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ASYMPTOTIC ERROR DISTRIBUTION FOR THE RIEMANN
APPROXIMATION OF INTEGRALS DRIVEN BY FRACTIONAL
BROWNIAN MOTION
VALENTIN GARINO, IVAN NOURDIN, AND PIERRE VALLOIS
Abstract. We consider stochastic integrals with respect to standard
and fractional Brownian motions. Using Malliavin calculus and frac-
tional integrations techniques, we compute rates of convergence and we
prove limit theorems for the approximation of these integrals by their
associated Riemann sums.
Keywords: fractional Brownian motion, Riemann sum, Rosenblatt
process.
1. Introduction
Fractional Brownian motion was introduced by Kolmogorov [12] in the
40’s, but it was Mandelbrot and Van Ness [15] who made it famous in the
late 60’s by giving it its current name and by studying its basic properties.
Since then, its range of applications has been steadily growing: for example,
nowadays it can serve to recreate certain natural landscapes (such as sub-
marine floors, see [21]) or to model rainfalls (see [27]). It also often serves as
a model in hydrology, telecommunications, economics or physics, to name
but a few. Since the explicit calculation of stochastic integrals driven by
fractional Brownian motion is impossible except in very particular cases, to
quantify which error we do by replacing these integrals by their associated
Riemann sums is a problem of high and contemporary interest.
Before describing our results with details, let us first focus on the case of
the standard Brownian motion. In [24], Rootze´n considered the Itoˆ integral∫ t
0 usdBs of an adapted integrand u with respect to a standard Brownian
motion B, and investigated the asymptotic behavior of the approximation
error
∫ t
0 usdBs −
∫ t
0 u
n
s dB when u
n are approximating integrands (for in-
stance, we can choose un so that
∫ t
0 u
n
s dBs corresponds to the Riemann sum
associated with
∫ t
0 usdBs). Using Itoˆ stochastic calculus, Rootze´n [24] ex-
hibits after proper normalisation a stable limit of the form
∫ t
0 asdWs, with
W a Brownian motion independent of B. As an illustration, he applied his
abstract result to prove the following functional central limit-type theorem
for the approximation scheme (provided f is smooth and bounded enough):
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as n → ∞, in the space D([0, T ]) of ca`dla`g functions equipped with the
Skorohod topology,
√
n
∫ t
0
f(Bs)dBs −
⌊nt⌋−1∑
k=0
f(B k
n
)(B k+1
n
−B k
n
)

t∈[0,T ]
stably−→
(√
1
2
∫ t
0
f ′(Bs)dWs
)
t∈[0,T ]
.
Rootze´n’s work [24] has opened the door to a new area of research on
the subject and related topics. This includes multidimensional extensions,
generalizations to the case of random discretisation times (see [6, 13]) or
applications in finance (see for example [8]). Also, results of the same na-
ture have been obtained for approximation schemes of stochastic differential
equations driven by semimartingales (see for example [11]). Finally, we
would like to mention the recent paper [1], which provides an asymptotic
expansion for the weak discretization error of Itoˆ’s integrals.
When the driving process is no longer a semimartingale but a fractional
Brownian motion, some results have already been established in the related
topic of approximation schemes for SDEs, see for instance [10, 16], but the
original problem by Rootze´n has received little attention so far. The goal of
this paper is to fill this gap.
In the present paper, we deal with a fractional Brownian motion of Hurst
index H ∈ [12 , 1). We allow H to take the value 12 (corresponding to Brow-
nian motion) for the sake of comparison with [24]. Our goal is to analyze
the fluctuations around the approximation by Riemann sums of stochastic
integrals with respect to a fractional Brownian motion. To achieve it, we
will set up an approach based on two main steps.
• Step 1: weighting a limit theorem. Let (un) be a sequence of pro-
cesses of the form un =
∑⌊n·⌋
k=1X
n
k for which a functional convergence
un → w holds. This step consists in extending this convergence to
⌊n·⌋∑
k=1
h k
n
Xnk −→
∫ ·
0
hsdws
for a given class of appropriate random processes h, and where the
nature of the integral with respect to w (Itoˆ, Young, etc.) depends
on the features of w. When the sequence (Xnk ) is build from the
increments of a fractional Brownian motion, this type of problems
has received some important contributions in recent years, see e.g.
[14] and the references therein. We also mention [10], which was
actually our main inspiration for this step.
• Step 2: expanding a` la Taylor. To reduce our problem to weight
a limit theorem (step 1), our integrand u needs to be ‘controlled’
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by the increments of the integrator B, in the sense that there is a
process h and a remainder r such that ut = us + hs(Bt −Bs) + rs,t,
with
∫ t
s
rs,ldBl verifying an appropriate decay rate. These types of
Taylor-like expansions can be considered as a generalization in the
smooth case of the notion of controlled paths studied in the rough
path theory. We will characterize precisely the set of such processes
below.
To be able to be more precise on the results obtained in this paper, we
must introduce a set of mathematical objects:
(i) a d-dimensional fractional Brownian motion B (for some d ∈ N∗) of
Hurst index H ∈ [12 , 1);
(ii) an m-dimensional and σ{B}-measurable process u, with the property
that the stochastic integrals
∫ t
0 u
i
sdB
j
s , 1 ≤ i ≤ m, 1 ≤ j ≤ d, are well-
defined. (Precise assumptions will be made later on and will depend on
whether H = 12 or H >
1
2 ; at this stage, we only stress that the integrals∫
ujdBj may be understood in the Young sense when H > 12 and in the Itoˆ
sense when H = 12 , see the next section.)
(iii) our quantity of interest
M
n,(i,j)
t = n
2H−1
(∫ t
0
uisdB
j
s −
ntn∑
k=0
uik
n
(
Bjk+1
n
∧t −B
j
k
n
))
, t ∈ [0, T ],
where tn =
⌊nt⌋
n
;
(iv) the correlation function: ∀t ≥ s, y ≥ x
rH(s, t, x, y) = E
[
(B1t −B1s )(B1y −B1x)
]
=
1
2
(|t− x|2H + |s− y|2H − |s− x|2H − |t− y|2H) ;
(v) the rate function at zero
κH(u) :=

√
u if H ∈ [12 , 34)√
u ln 1
u
if H = 34
u2−2H if H ∈ (34 , 1)
, u ∈ (0, 1];
(vi) the rate function at infinity
νH(n) :=

√
n if H ∈ [12 , 34)√
n/ lnn if H = 34
n2−2H if H ∈ (34 , 1)
, n ≥ 1.
In addition, we must assume that the process u considered in point (ii)
satisfies a structural condition, that we describe now. Set
f1(s, t, x, y) = |t− s|2H−1|x− y|2H−1rH(s, t, x, y);
f2(s, t, x, y) = f1(s, t, x, y)κH (|t− s|)κH(|x− y|).
We introduce the following two spaces C1 and C2 of pseudo-controlled paths.
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Definition 1.1. We say that the pair (u, P ) belongs to Ca (a ∈ {1, 2}) if
P = (P
(i,j)
t )t∈[0,T ],1≤j≤d,1≤i≤m is a m×d-dimensional and σ{B}-measurable
process satisfying that
∫ t
s
uildB
j
l is well-defined for any i, j ∈ {1, . . . ,m}, i ∈
{1, . . . , d} and that, uniformly on (s, t, x, y) ∈ [0, T ]4 with s ≤ t and x ≤ y,
E
[
L
(i,j)
s,t L
(i,j)
x,y
]
= o|t−s|,|x−y|→0(fa(t, s, x, y)), 1 ≤ i ≤ m, 1 ≤ j ≤ d,
where
(1) L
(i,j)
s,t =
∫ t
s
{
uil − uis −
d∑
k=1
P i,ks (B
k
l −Bks )
}
dBjl .
We note the obvious inclusion C2 ⊂ C1. To better capture the definition
of C1 and C2, let us consider several examples.
Firstly, consider the case where each component of u is a fractional Itoˆ’s
type process:
uit = u
i
0 +
d∑
j=1
∫ t
0
a(i,j)s dB
j
s +
∫ t
0
bisds, t ∈ [0, T ].
Then, under classical and reasonable assumptions on a and b, the pair (u, a)
belongs to C2. See Section 3.1 for precise statements.
Secondly, assume that m = d = 1 (for simplicity), and that u has the
form of a multiple Wiener-Itoˆ integral of order q ≥ 1; then, with Ps = Dsus
(where D indicates the Malliavin derivative), the pair (u, P ) might belong
to C1 or C2, see Section 3.2 for precise statements.
Thirdly, continue to assume that m = d = 1. If H = 12 and if u possesses
a “good” martingale representation, then there exists a process P such that
(u, P ) ∈ C2 (see Section 3.3 for precise statements); for an explicit example
of such a situation that is moreover not falling into the setting of [24], we can
for instance consider the pair (u, P ) with Ps = supu∈[0,s]Bu and us = BsPs,
which belongs to C2.
We are now in a position to state our first main result.
Theorem 1.2 (Second order convergence). Let Z (resp. W ) denote the
matrix-valued Rosenblatt process measurable with respect to B (resp. the
matrix-valued Brownian motion independent from B) constructed in Section
2.5, and write ‖ · ‖θ to indicate the usual θ-Ho¨lder seminorm (see (3)).
(A) [non-Brownian case H > 12 ] Let (u, P ) ∈ C2 be such that u is α-
Ho¨lder continuous for some α > 1 −H and P is β-Ho¨lder continuous over
[0, T ] for some β > 12 .
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• If 12 < H ≤ 34 then, stably in C([0, T ]),
νH(n)
{
Mn,(i,j). −
1
2
∫ ·
0
P (i,j)s ds
}
1≤i≤m,1≤j≤d
−→
n→∞
{
d∑
k=1
∫ .
0
P (i,k)s dW
(k,j)
s
}
1≤i≤m,1≤j≤d
,
where the integrals in the right-hand side are understood as Wiener
integrals with respect to the independent matrix-valued Brownian mo-
tion W .
• If 34 < H < 1, assume in addition that
(2)
d∑
j=1
m∑
i=1
E‖P (i,j)‖2+δβ < +∞ for some δ > 0.
Then, uniformly on [0, T ] in probability,
νH(n)
{
Mn,(i,j). −
1
2
∫ ·
0
P (i,j)s ds
}
1≤i≤m,1≤j≤d
−→
n→∞
{
d∑
k=1
∫ .
0
P (i,k)s dZ
(k,j)
s
}
1≤i≤m,1≤j≤d
,
where the integrals in the right-hand side are understood as Young in-
tegrals with respect to the matrix-valued Rosenblatt process Z. More-
over, the previous convergence also holds in L2(Ω) for any fixed time
t ∈ [0, T ].
(B) [Brownian case H = 12 ] Let (u, P ) ∈ C2 be such that u and P are pro-
gressively measurable, and P is a.s. piecewise continuous with E
[‖P‖2∞] <
+∞ (where ‖ · ‖∞ indicates the uniform norm over [0, T ]). Then, stably in
C([0, T ]),
νH(n)
{
Mn,(i,j).
}
1≤i≤m,1≤j≤d
−→
n→∞
{
d∑
k=1
∫ .
0
P (i,k)s dW
(k,j)
s
}
1≤i≤m,1≤j≤d
,
where the integrals in the right-hand side are understood as Wiener integrals
with respect to the independent matrix-valued Brownian motion W .
For Theorem 1.2 to hold, the pair (u, P ) must belong to C2. In some situa-
tion, the condition E
[
Ljs,tL
j
x,y
]
= o(f2(t, s, x, y)) defining theC2-membership
is too constraining and the conclusion of Theorem 1.2 may fail. If (u, P )
belongs to C1 (which is a weaker assumption than (u, P ) ∈ C2) we can prove
a first order convergence: this is the object of our second main result.
Theorem 1.3. (First order convergence) Let H ∈ (12 , 1) and let (u, P ) ∈ C1
be such that u and P are σ{B}-measurable, with P a.s. continuous and
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satisfying E
[‖P‖2+δ∞ ] < +∞ for some δ > 0, where ‖ · ‖∞ indicates the
uniform norm over [0, T ]. Then, uniformly on [0, T ] in probability,{
M
n,(i,j)
·
}
1≤i≤m,1≤j≤d
−→
n→∞
{
1
2
∫ ·
0
P (i,j)s ds
}
1≤i≤m,1≤j≤d
.
Moreover, the previous convergence also holds in L2(Ω) for any fixed time
t ∈ [0, T ].
Finally, we study in Section 3.4 a class of processes that does not belong
to C1, but for which the conclusion of Theorem 1.3 remains however valid.
This class contains the process us = |Bs|, which turns out to be an explicit
example of situation where we are able to prove a first-order convergence
when the framework of [24] does not apply.
To conclude this introduction, we would like to observe that, in order to
not make the paper even more technical than it already is, we have decided
to only consider Riemann sums with uniform subdivisions on one hand, and
to stick to the case of the fractional Brownian motion rather than to a more
general Gaussian process on the other hand. We could have considered non-
uniform or even random subdivisions (like done in [6] in the semimartingale
context) but this would have led to significant technical complications due
to the non-stationarity of the resulting sequence of increments. Similarly,
the arguments developed in this paper could in principle be extended to the
more general case of Gaussian processes with a covariance function assumed
to behave locally as that of the fractional Brownian motion; but here again
the price to pay would then be an even greater technicality than the current
one.
The rest of the paper is organized as follows. Section 2 contains some
reminders and useful results about Malliavin calculus and fractional inte-
gration. In Section 3, we discuss in details the examples mentioned above.
Finally, the proofs of the main results are given in Section 4.
2. Preliminaries
2.1. Reminders of Malliavin calculus. For the rest of the paper, we fix
once and for all an horizon time T > 0 and a complete filtered probability
space
(
Ω, (Ft)t∈[0,T ] ,F = FT ,P
)
. We consider a d-dimensional fractional
Brownian motion (Bt)t≤T defined on Ω. Also, λ stands for the Lebesgue
measure over [0, T ], and we assume that the filtration (Ft)t∈[0,T ] is generated
by B.
Let B be the Gaussian space spanned by B1. Let E be the linear space
of step functions over [0, T ] and H be the Hilbert space obtained as the
completion of E with respect to the inner product:
〈I[0,t], I[0,s]〉H = E[B1tB1s ], 0 ≤ t, s ≤ T.
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The linear map defined on E by Φ : I[0,t] → Bt is an isometry from (E , 〈., .〉H)
to (B,E[., .]), and can thus be extended to an isometry from the whole space
H.
When H = 12 , this construction of H coincides with the classic space
L2([0, T ], λ). When H > 12 , it is well known that H is not a subspace of
some convenient functional space, see [22]. This leads us to introduce the
following normed space:
|H| =
{
f ∈ H : ‖f‖2|H| = cH
∫
[0,T ]2
|f(x)||f(y)||x− y|2H−2dxdy < +∞
}
,
where cH = H(2H − 1). It is shown in [22] that (|H|, 〈, 〉H) is not complete,
but (|H|, ‖·‖H) is a Banach space. In the case H = 12 , there is no distinction
between H and |H|.
We define |H|⊗p as the Banach space of functions f : Rp → R such that∫
[0,T ]2p
|f(x1, ..., xp)||f(y1, ..., yp)|
p∏
i=1
|xi − yi|2H−2dxidyi < +∞.
Let n ∈ N∗ and let Sn be the space of infinitely differentiable functions
f : Rnd → R such that f and its derivatives have at most polynomial growth.
We define the following space of cylindrical random variables, also known
as the Schwartz space:
C = {F = f(Bt1 ...Btn), n ∈ N∗, f ∈ Sn, t1, ..., tn ∈ [0, T ]}.
The pth-order Malliavin derivative of F ∈ C is the element
DpF = {Dp,(j1,...,jp)l1,...,lp : l1, . . . , lp ∈ [0, T ]}1≤j1,...,jp≤d
belonging to ∩r≥1Lr(Ω, (H⊗p)⊗pd) defined as
D
p,(j1...jp)
l1...lp
F =
n∑
k1,...,kp=1
∂pf
∂xk1,j1 ...∂xkp,jp
(Bt1 , ..., Btn)
p∏
i=1
I[0,tki ]
(li).
Since these operators are closable in Lr(Ω, (H⊗p)⊗pd) for all r ≥ 1 (see, e.g.,
[18]), we can consider the Sobolev space Dp,r as the closure of C with respect
to the norm
‖F‖rDp,r = E[|F |r] +
p∑
m=1
d∑
j1,...jm=1
E
[
‖Dm,(j1,...jm)F‖rH⊗m
]
.
On the exact same way, it is possible to define the Malliavin derivative
for step processes in the set
C(H) =
{
s−1∑
i=0
FiI[ti,ti+1], {t0 = 0, t1, ...ts} ∈ [0, T ], Fi ∈ C
}
,
and to consider the associated spaces Dp,r(H). However, as explained before,
in order to always work with functions we must restrict to the subspace
8 VALENTIN GARINO, IVAN NOURDIN, AND PIERRE VALLOIS
Dp,r(|H|) = {h ∈ Dp,r(H) : h ∈ |H|, . . . ,Dph ∈ (|H|⊗p+1)pd} endowed with
the norm
‖h‖rD(|H|)p,r = E‖h‖r|H| +
p∑
m=1
d∑
j1,...jm=1
E
[
‖Dm,(j1...jm)h‖r|H|⊗m
]
.
Let u ∈ L2(Ω,H) be such that |E[〈D1,(j)F, u〉H]| ≤ Ku,j
√
E[F 2] for all
F ∈ C, for some constant Ku,j depending only on u and j ∈ {1, . . . , d}. We
then say that u belongs to the domain of the Skorohod integral Dom(δ1,(j));
moreover, by the Riesz representation theorem, we can define the Skorohod
integral δ1,(j)(u) as the adjoint of D1,(j), that is, δ1,(j)(u) is the uniquely
determined random variable in L2(Ω) verifying the duality relationship: for
all F ∈ D1,2,
E[〈D1,(j)F, u〉H] = E[Fδ1,(j)(u)].
On the same way, if u is this time an element of L2(Ω,H⊗p) (p ≥ 2)
we can define the operator δp = (δp,(j1,...,jp))1≤j1,...jp≤d as the adjoint of
Dp = (Dp,(j1,...,jp))1≤j1,...jp≤d through the defining identity:
E[〈Dp,(j1,...,jp)F, u〉H⊗p ] = E[Fδp,(j1,...,jp)(u)].
We can show that Dp,2(H) ⊂ Dom(δp).
We conclude this paragraph with the following two useful results. The
first one is a straightforward consequence of the Hardy-Littlewood-Sobolev
inequality (see [2, Theorem 6]), whereas the second one corresponds to [19,
inequality (1.47)].
Proposition 2.1. (1) Fix an integer k ≥ 1. There exists M > 0 such
that, for all u ∈ L2(Ω, L2([0, T ]k, λ)),
E
[
‖u‖2|H|⊗k
]
≤ME
[
‖u‖2
L2([0,T ]k,λ)
]
.
(2) For all u ∈ D1,2(H) and j ∈ {1, . . . , d}, we have
E[|δ1,(j)(u)|2] ≤ E [‖u‖2H]+ E [‖D1,(j)· u·‖2H⊗H] .
2.2. Multiple Wiener-Itoˆ integrals. Throughout all this section, we as-
sume for simplicity that our underlying fractional Brownian motion is one-
dimensional, i.e. d = 1.
When the process u is deterministic in H⊗k, the Skorohod integral δk(u)
(where δk is short-hand for δk,(1,...,1)) is called a multiple Wiener-Itoˆ inte-
gral. If u˜ denotes the symmetrization of u, we have δk(u) = δk(u˜); we can
therefore assume without loss of generality that u is symmetric. In what
follows, we denote by H⊙k the set of symmetric elements in H⊗k.
The following statement summarizes what we will need to know about
multiple Wiener-Itoˆ integrals in this paper. We refer e.g. to [18] for the
proofs.
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Proposition 2.2. (1) (Isometry) For all integers k, l ≥ 1, all f ∈ H⊙k
and all g ∈ H⊙l,
E[δk(f)δl(g)] = k!〈f, g〉H⊗k I{k=l}.
(2) (Hypercontractivity) For all r ≥ 2 and all integer k ≥ 1, there exists
Ck,r > 0 such that, for all f ∈ H⊙k,
E
[
|δk(f)|r
]
≤ Ck,rE[δk(f)2]
r
2 .
(3) (Malliavin derivative) If us = δ
k(f(., s)) with f ∈ H⊗(k+1) symmet-
ric in the k first variables, then u ∈ D1,2(H), with
Dsut = kδ
k−1(f(., s, t)).
(4) (Product formula) Let f ∈ H⊙k, g ∈ H⊙l and let ⊗r denote the
contraction operator of order r. Then
δk(f)δl(g) =
k∧l∑
r=0
r!
(
k
r
)(
l
r
)
δk+l−2r(f˜ ⊗r g).
2.3. Fractional Integration. This section gives a brief summary of the
useful properties related to the Young integral used in this paper when the
Hurst index H is strictly bigger than 12 (non-Brownian case). For a more
detailed survey, we refer the reader to [28, 29].
The following result extends the Riemann integral to a broader class of
both integrands and integrator functions:
Proposition 2.3. Let Cθm,T denote the space of piecewise θ-Ho¨lder contin-
uous fonctions f : [0, T ]→ R. Suppose θ, µ ∈ (0, 1) are such that θ+ µ > 1.
If f ∈ Cθm,T and g ∈ Cµm,T , then the limit of Riemann sums
n−1∑
k=0
f
(
kT
n
)(
g
(
(k + 1)T ∨ a ∧ b
n
)
− g
(
kT ∨ a ∧ b
n
))
exists for all 0 ≤ a < b ≤ T , and is called the Young integral ∫ b
a
fdg of f
against g. It is compatible in the sense that, if 0 ≤ a < c < d < b ≤ T , then∫ d
c
fdg =
∫ b
a
fI[c,d]dg. Moreover, it satisfies the chain rule and the change
of variable formula. Finally, we have the Young-Loeve estimates:∣∣∣∣∫ b
a
fdg − f(a)(g(b) − g(a))
∣∣∣∣ ≤ cµ,β‖f‖θ‖g‖µ|b− a|µ+θ,∣∣∣∣∫ b
a
fdg
∣∣∣∣ ≤ cµ,β (‖f‖∞‖g‖µ|b− a|µ + ‖f‖θ‖g‖µ|b− a|µ+θ) ,
where cµ,β is a constant depending only on µ and β, and ‖.‖θ stands for the
Ho¨lder seminorm, i.e
(3) ‖f‖θ = sup
0≤s<t≤T
|f(t)− f(s)|
|t− s|θ .
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For a bivariate function f(s, t) such that f(t, t) = 0, we also define
‖f‖θ = sup
0≤s 6=t≤T
|f(s, t)|
|t− s|θ .
Recall that our underlying fractional Brownian motion B has a.s κ-Ho¨lder
continuous paths for every κ < H. Therefore, if u is a process with a.s
finite α-variations for some α > 1 − H, it is an immediate consequence
of Proposition 2.3 that the Young integral
∫
udBi is well-defined pathwise.
This makes the Young integral a good integral when H > 12 (because the
choice α = H is possible), but not when H = 12 (because, for instance, we
cannot deal with integrals as simple as
∫
BjdBi).
Another way to define the Young integral is to make use of the forward
integration a` la Russo-Vallois [25]. Their forward integral is defined as
(4)
∫ t
0
usdB
j
s = lim
ǫ→0
1
ǫ
∫ t
0
us
(
Bjs+ǫ∧t −Bjs
)
ds,
provided the limit exists uniformly in probability over the interval [0, T ].
When H > 12 and u ∈ CθT with θ > 1 − H, then the limit (4) exists and
coincides with the Young integral . When H = 12 and u is progressively
measurable, then the limit (4) exists and coincides with the Itoˆ integral.
In [19], the following relationship for the forward and Skorohod integrals
is shown.
Proposition 2.4. Assume that H > 12 , and let u ∈ D1,2(|H|) be a scalar
FT -measurable process. In addition, suppose that u verifies the following
condition:
(5) ∀j ∈ {1, ..., d},
∫ T
0
∫ T
0
|D1,(j)s ul||l − s|2H−2dsdl <∞ a.s..
Then, the limit (4) exists and verifies the relation
(6)
∫ T
0
usdB
j
s = δ
1,(j)(u) +H(2H − 1)
∫ T
0
∫ T
0
D1,(j)s ul|l − s|2H−2dsdl,
where the integral in the left-hand side is in the Russo-Vallois sense.
2.4. Clark-Ocone formula. When H = 12 we have the following classic
result, known as the Clark-Ocone formula:
Proposition 2.5. Assume H = 12 (Brownian case) and let F ∈ D1,2. Then
F = E[F ] +
d∑
k=1
∫ T
0
E[D1,(k)s F |Fs]dBks ,
where the integral in the right-hand side is in the Itoˆ sense.
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2.5. Matrix-valued Brownian motion and matrix-valued Rosenblatt
process. This section introduces some probabilistic objects taken from [10],
which we complete with the case H = 12 . For more information about the
Rosenblatt process, one can e.g. refer to [26].
Assume first that H ∈ [12 , 34]. For H ∈ (34 , 12), define
qH =
∑
p∈Z
〈I0≤u≤t≤1, Ip≤s≤v≤p+1〉H⊗2 ,
rH =
∑
p∈Z
〈I0≤t≤u≤1, Ip≤s≤v≤p+1〉H⊗2 ,
and let q 1
2
= 1√
2
, r 1
2
= 0 and q 3
4
= r 3
4
= 932 . Let {W 0,(i,j)}1≤i≤j≤d
and {W 1,(i,j)}1≤i,j≤d be two independent families of independent standard
Brownian motions, both independent of our underlying process B. We set
W 0i,j = W
0
j,i for j < i. The matrix-valued Brownian motion WH is defined
as follows:
W
(i,j)
H =
{ √
qH + rH W
1,(i,j) if i = j,√
qH − rHW 1,(i,j) +√rHW 0,(i,j) if i 6= j.
Assume now that H ∈ (34 , 1). The sequence of d × d-matrix-valued pro-
cesses n ⌊nt⌋−1∑
k=0
δi
((
Bj. −Bjk
n
)
I[ kn ,
k+1
n ]
(.)
)
1≤i,j≤d
converges in L2 to some process ZH , called the matrix-valued Rosenblatt
process. Each component of this matrix-valued process possesses α-Ho¨lder
continuous paths for every α < 2H − 1. Moreover, the diagonals elements
are independant Rosenblatt processes of order 2H − 1.
3. Examples
In this section, we provide several examples of processes satisfying the
structure relation from Definition 1.1, and we then apply Theorems 1.2 and
1.3 to illustrate the kind of conclusions it allows one to obtain.
3.1. Controlled paths. The notion of controlled path has been first intro-
duced by Gubinelli [9] in the context of rough path theory. It is the most
straightforward example of process satisfying a structure relation of the type
(1.1).
Definition 3.1 (Controlled paths). AssumeH > 12 and consider κ ∈ (12 ,H).
The set D2κ is defined as the set of pairs (u, P ) with u (resp. P ) a σ{B}-
measurable and m-dimensional process (resp. m × d-dimensional process)
belonging a.s. to Cκ (= the set of κ-Ho¨lder continuous functions) and such
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that the m-dimensional remainder process R defined by
(7) Ris,t = u
i
t − uis −
d∑
j=1
P (i,j)s (B
j
t −Bjs), 0 ≤ t ≤ s ≤ T,
belongs to C2κ.
For all (u, P ) ∈ D2κ, for all s, t ∈ [0, T ] and for all j ∈ {1, . . . , d}, it is a
consequence of Proposition 2.3 that the following relation holds true for Li,j
defined by (1):
(8) |Li,js,t| ≤ C
(‖ui‖κ‖Ri‖2κ + ‖P i,j‖κ‖B‖2κ) |t− s|3κ,
where Bk,js,t =
∫ t
s
(Bkl −Bks )dBjl and C is a constant depending only on κ and
T . We deduce the following proposition, offering an explicit link between the
notion of controlled path a` la Gubinelli [9] (Definition 3.1) and our notion
of pseudo-controlled path (Definition 1.1).
Proposition 3.2. Assume that κ >
2(H∧ 3
4
)
3 +
1
6 , that (u, P ) ∈ D2κ and that
(9)
m∑
i=1
E
‖u‖µκ + ‖Ri‖θ2κ + d∑
j=1
‖P (i,j)‖γκ
 <∞
for some γ, µ, θ > 0 satisfying 1
µ
+ 1
θ
= 12 . Then (u, P ) ∈ C2.
Proof. : The proof is a straightforward combination of the identity (8), the
Ho¨lder inequality and the forthcoming Lemmas 4.1 and 4.3. 
As a consequence of Theorem 1.2 and Proposition 3.2, we deduce the
following statement.
Proposition 3.3. Let H > 12 , let
(10) uit = u
i
0 +
d∑
j=1
∫ t
0
a(i,j)s dB
j
s +
∫ t
0
bisds,
where the a(i,j)’s are a.s.κ-Ho¨lder continuous for some H > κ >
2(H∧ 3
4
)
3 +
1
6
and the bj ’s are β-Ho¨lder continuous for some β > H− 12 . Assume moreover
that there exists δ > 0 such that
m∑
i=1
d∑
j=1
E
[(
‖bj‖β + ‖a(i,j)‖2κ
)2+δ]
<∞.
Then, with WH and ZH the matrix-valued processes of Section 2.5,
• if H ≤ 34 , then, stably in C([0, T ]),{
νH(n)
(
M j,n. −
1
2
∫ .
0
a(i,j)s ds
)}
i,j
−→
n→∞
{
d∑
k=1
∫ .
0
a(i,k)s dW
(k,j)
s,H
}
i,j
.
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• if H > 34 , then, uniformly on [0, T ] in probability,{
νH(n)
(
M j,n. −
1
2
∫ .
0
a(i,j)s ds
)}
i,j
−→
n→∞
{
d∑
k=1
∫ .
0
a(i,k)s dZ
(k,j)
s,H +
1
2
∫ ·
0
bisdB
j
s
}
i,j
.
Proof. Set vit = u
i
t −
∫ t
0 b
i
sds and
Ris,t = v
i
t − vis −
d∑
j=1
a(i,j)s (B
j
t −Bjs) =
d∑
k=1
∫ t
s
(a
(i,k)
l − a(i,k)s )dBkl .
Using the Young-Loeve inequality, we have |Ris,t| ≤ cκ,κ‖ai‖κ‖B‖κ|t − s|2κ
and ‖vi‖κ ≤ cκ,κ
(‖ai‖∞‖B‖κT κ + ‖ai‖κ‖B‖κT 2κ) ≤ 2cκ,κ‖ai‖κ‖B‖κ(1 ∨
T )2κ. Thus, v verifies the condition of Proposition 3.2, with P (i,j) = a(i,j),
so (v, P ) ∈ C2, and we can apply the Theorem 1.2 to (v, P ).
On the other hand,
νH(n)n
2H−1
(∫ t
0
∫ l
0
bisdsdB
j
l −
ntn−1∑
k=0
(∫ k
n
0
bisds
)(
Bjk+1
n
−Bjk
n
))
= n2H−1νH(n)
(∫ t
0
∫ l
ln
(
bis − biln
)
dsdBjs +
ntn−1∑
k=0
bik
n
∫ tn
0
(s− sn)dBjs
)
=: Rnt +A
n
t .
Lemma 4.9 provides the desired convergence for An. It remains to show that
Rnt is negligible.
Let gn(s) =
∫ s
sn
(bis − bisn)ds. Over each intervals
[
k
n
∧ t, k+1
n
∧ t] , k ∈ N,
the restriction g˜n of gn is Lipschitz continuous and verifies:
‖g˜n‖∞ ≤ n−(1+β)‖b‖β ,
‖g˜n‖1 ≤ n−β‖b‖β .
Then, the Young-Loeve inequality provides:
n2H−1νH(n)|Rnt | ≤ n2H−1νH(n)
ntn∑
k=0
∣∣∣∣∣
∫ (k+1n ∧t)
k
n
∫ l
k
n
(bs − b k
n
)dsdl
∣∣∣∣∣
≤ ntnn2H−1νH(n)c1,H‖b‖βn−(1+H+β)
≤ Tc1,HnH−
1
2
−β‖b‖β ,
and then E
[
supt∈[0,T ](n2H−1νH(n)Rnt )2
]
→ 0, proving the convergence of
this remainder to zero in C([0, T ])

We now state two corollaries of Proposition 3.3. Note that a statement
similar to Corollary 3.4 was proved in [13] in the case H = 12 .
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Corollary 3.4. Let F : Rd → Rm be a C2-function satisfying the growth
condition: for some 0 < K, γ < 2 and all x ∈ Rd,
(11) max
i∈{1,...,m}
max
j,k∈{1,...,d}
max
{
F i(x),
∂F i
∂xj
(x),
∂2F i
∂xk∂xj
}
≤ Ke‖x‖
γ
Rd .
Let ut = F (Bt). We have:
• if H ≤ 34 , then, stably in C([0, T ]),{
νH(n)
(
M j,n. −
1
2
∫ .
0
∂F i
∂xj
(Bs)ds
)}
i,j
−→
n→∞
{
d∑
k=1
∫ .
0
∂F i
∂xk
(Bs)dW
(k,j)
s,H
}
i,j
;
• if H > 34 , then, uniformly on [0, T ] in probability,{
νH(n)
(
M j,n. −
1
2
∫ .
0
∂F i
∂xj
(Bs)ds
)}
i,j
−→
n→∞
{
d∑
k=1
∫ .
0
∂F i
∂xk
(Bs)dZ
(k,j)
s,H
}
i,j
.
Proof. The integration by part formula for the Young integral leads to
uit = F
i(0) +
d∑
j=1
∫ t
0
∂F i
∂xj
(B1,Hs , ...., B
d,H
s )dB
j,H
s .
The regularity condition (11) implies that a
(i,j)
s =
∂F i
∂xj
(B1,Hs , ...., B
d,H
s ) is
α-Ho¨lder continous for every α < H and that
‖a(i,j)‖α ≤
d∏
j=1
eT
γ(‖Bj‖α)γ
d∑
k=1
‖Bk‖α.
Lemma 4.1 then guarantees the existence of moments of any order for this
random variable, so that the desired conclusion follows from Proposition 3.3.

Corollary 3.5. Let F ∈ C2b (Rm,Rm), f ∈ C2b (Rm,Rm×d) and g ∈ C2b (Rm,Rm).
Let v be the solution of the fractional SDE
vt = v0 +
d∑
j=1
∫ t
0
f (i,j)(vs)dB
j
s +
∫ t
0
gi(vs)ds,
with v0 independent of B. Finally, let u = F (v). We have:
• if H ≤ 34 , then, stably in C([0, T ]),{
νH(n)
(
M j,n. −
1
2
∫ .
0
m∑
l=1
∂F i(vs)
∂xl
f (l,j)(vs)ds
)}
i,j
−→
n→∞
{
d∑
k=1
m∑
l=1
∫ .
0
∂F i(vs)
∂xl
f (l,k)(vs)dW
(k,j)
s,H
}
i,j
;
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• if H > 34 , then, uniformly on [0, T ] in probability,{
νH(n)
(
M j,n. −
1
2
∫ .
0
m∑
l=1
∂F i(vs)
∂xl
f (l,j)(vs)ds
)}
i,j
−→
n→∞
{
d∑
k=1
m∑
l=1
∫ .
0
∂F i(vs)
∂xl
f (l,k)(vs)dZ
(k,j)
s,H
}
i,j
.
Proof. It is proved in [10] that the solution v exists and satisfies ‖vi‖α ≤
KeC‖B‖
1
H
α for all α < H. The integration by part formulas for the Young
and Riemann integrals lead to
uit = F
i(v0) +
m∑
k=1
d∑
j=1
∫ t
0
∂F i(vs)
∂xk
f (k,j)(vs)dB
j
s +
∂F i(vs)
∂xk
gk(vs)ds,
and we can conclude exactly as in the proof of the previous corollary. 
3.2. Multiple Wiener integrals. The classes C1 and C2 of Definition 1.1
are richer than the class of controlled paths of Definition 3.1. Indeed, let us
see that the form contain processes not satisfying the relation (7), but which
nevertheless possess good regularity properties in the Malliavin sense.
Assume H > 12 . Also, for simplicity, suppose that we are in the one-
dimensional case (that is, d = m = 1). Let k ≥ 1 be an integer and let
fk : R
k+1
+ → R be measurable and symmetric in the first k variables (this
latter condition is of course immaterial when k = 1). Assume finally that
fk(x1, ..., xk, s) = 0 if xl > s for at least one l.
Proposition 3.6. Let the previous notation prevail, as well as the notation
from Section 2.2.
(1) Assume that fk is α-Ho¨lder continuous on
D = {(x1, ..., xk , s) ∈ Rk+1+ , s ≥ max(x1, ...xk)},
for some α > 2H − 1. Set us = δk (fk(., s)). Then, uniformly on
[0, T ] in probability,
M
n,(1,1)
· −→
n→∞
k
2
∫ ·
0
δk−1(fk(., s, s))ds.
(2) Assume 12 < H ≤ 34 and that fk = gk(x1, ..., xk)I[0,s]k(x1, ...xk) with
gk symmetric and β-Ho¨lder continuous for some H ≥ β > 12 . Then,
stably in C([0, T ]) and with W an independent standard Brownian
motion,
νH(n)
(
Mn,(1,1). −
k
2
∫ .
0
δk−1(fk(·, s, s))ds
)
−→
n→∞
√
qH + rH
∫ .
0
δk−1(fk(·, s, s))dWs,
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where qH and rH as defined in Section 2.5.
Proof. : We only do the proof of point (2), since the proof of point (1) (which
requires to show that (u, P ) verifies the assumptions of Theorem 1.3) is very
similar and easier. We shall show that the pair (u, P ) with Ps = Dsus
verifies the assumptions of Theorem 1.2. (We recall that m = d = 1.)
The process u is adapted with respect to B and belongs to D1,2(|H|) with
Dsut = kδ
k−1 (fk(., s, t)) Is≤t. Using the hypercontractivity and isometry
properties (Proposition 2.2), we obtain that
E[|us − ut|a] ≤ Ck,a‖fk(., s)− fk(., t)‖a|H|⊗k
for all a > 1 and s ≤ t. Let ∆s,tfk(·) = fk(·, t) − fk(·, s). We have
‖fk(., s) − fk(., t)‖2|H|⊗k
≤ cH
∫
[0,s]2k
|∆s,tfk(x)||∆s,tfk(y)|
k∏
i=1
|xi − yi|2H−2dxdy
+cH
∫
[s,t]2×[0,t]2(k−1)
|∆s,tfk(x)||∆s,tfk(y)|
k∏
i=1
|xi − yi|2H−2dxdy
≤ ‖gk‖DH |t− s|2βE[(BHs )2]k + sup
[s,t]k+1
|fk|2|t− s|2HE[(BHs )2]k,
where ‖gk‖D is the Ho¨lder seminorm over D. We can show a similar bound
for the derivative Du.
The Kolmogorov-Censov criterion applies and yields that u, D.us and
Dsu. (fixed s) are continuous. We can then apply the Garsia-Rademich-
Rumsey lemma 4.2 to get that the condition for the Ho¨lder seminorm in
Theorem 1.2 is satisfied. An appropriate choice for p, α is, for example:
α =
β + 12
2
, p =
1
α− 12
+ 1
As a result, u, P are β-Ho¨lder continuous with β > 12 .
To conclude, we are then left to check that (u, P ) ∈ C2. The product
formula (4) yields, for s ≤ t,
kδk−1 (fk(·, s, s)) (Bt −Bs) = kδk
(
˜fk(·, s, s)⊗ I[s,t](··)
)
+ k(k − 1)δk−2 (fk(·, s, s)⊗1 I[s,t]) .
Then, ut − us −Dsus(Bt −Bs) = As,t + Cs,t, with
As,t = δ
k
(
fk(·, t) − fk(·, s)− k ˜fk(·, s, s)⊗ I[s,t](··)
)
,
Cs,t = k(k − 1)δk−2
(
fk(·, s, s) ⊗1 I[s,t]
)
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(when k = 1, Cs,t = 0).
The hypothesises of Proposition 2.4 are verified, and formula (6) allows to
write:
(12)
∫ t
s
Cs,ldBl = δ
(
Cs,·I[s,t](·)
)
+ cH
∫ t
s
∫ l
0
DuCs,l|l − u|2H−2dudl.
We have
(13)
E
[
(DuCs,l)
2
]
= k2(k − 1)2(k − 2)2 E
[(
δk−3
(
fk(·, u, s, s)⊗1 I[s,l]
))2]
= k!k(k − 1)(k − 2)
∥∥fk(·, u, s, s) ⊗1 I[s,l]∥∥2|H|⊗k−3
≤ k!k(k − 1)(k − 2) sup
[0,T ]k+1
(f)
∥∥∥I[0,T ]k−2 ⊗1 I[s,l]∥∥∥2|H|⊗k−3 .
Moreover, according to Lemma 4.3∣∣I[0,T ]k−2 ⊗1 I[s,l]∣∣ = ∣∣E[BT (Bs −Bl)]I[0,T ]k−3∣∣ ≤ K|s− l|I[0,T ]k−3 .
Plugging this identity into (13) leads to
E
[
(DuCs,l)
2
] ≤ K|s− l|2.
As a result, for all s ≤ t and x ≤ y,
E
[∣∣∣∣∫ t
s
∫ l
0
DuCs,l|u− l|2H−2dudl
∫ y
x
∫ l
0
DuCx,l|u− l|2H−2dudl
∣∣∣∣]
≤
∫ t
s
∫ l
0
∫ y
x
∫ r
0
E
[
(DuCs,l)
2
] 1
2
E
[
(DuCx,l)
2
] 1
2
×|u− l|2H−2|v − r|2H−2dvdrdudl ≤ K|t− s|2|x− y|2.
The first term in the right-hand side of (12) can be handled in a similar
way, with the help of Proposition 2.2:
E
[
δk−1(Cs,·I[s,t](·))δk−1(Cx,·I[x,y](·))
]
≤ K
(k − 1)2 ‖f‖∞
k−1∑
i=1
k−1∑
j=1
∫
[0,s]k−1×[0,x]k−1
I[s,t](xi)I[x,y](yj)
k−1∏
a=1
|xa − ya|2H−2
×dx1...dxk−1dy1...dyk−1|t− s||x− y|.
• If i = j,∫
[0,s]k−1×[0,x]k−1
I[s,t](xi)I[x,y](yj)
k−1∏
a=1
|xa − ya|2H−2dxdy ≤ T k−2rH(s, t, x, y).
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• If i 6= j, using both inequalities in Lemma 4.3,∫
[0,s]k−1×[0,x]k−1
I[s,t](xi)I[x,y](yj)
k−1∏
a=1
|xa − ya|2H−2dxdy
≤ T k−3E [Bs(By −Bx)]E [Bx(Bt −Bs)] ≤ T k−3rH(s, t, x, y).
The crossed term vanishes because it implies to take the expectation of a
product of multiple Wiener-Itoˆ integrals, which is null by Proposition 2.2.
Putting these facts together leads
E
[∫ t
s
Cs,ldBl
∫ y
x
Cx,ldBl
]
≤ |t− s||x− y|rH(s, t, x, y).
Let
hsk(x1, ..., xk, l)
=
1
k
k∑
i=1
I[s,l](xi) (gk(x1, ..., xk)
−gk(x1, ..., xi−1, xi+1, ..., xk, s)I[0,s]k−1(x1, ...xi−1, xi+1...xk)
)
≤ 1
k
k∑
i=1
I[0,s]k(x1, ...xi−1, xi+1, ..., xk)I[s,l](xi)|xi − l|β‖g‖β .
We have again
E
[∫ t
s
As,ldBl
∫ y
x
Ax,vdBv
]
≤ ∣∣E [δ(As,·I[s,t](·))δ(Ax,·I[x,y](·))]∣∣
+
∣∣∣∣∫ t
s
∫ y
x
∫ l
0
∫ r
0
E [DuAs,lDvAs,v] |u− l|2H−2|v − r|2H−2dvdudrdl
∣∣∣∣ .
With Proposition 2.2, we have
∣∣E [δ(As,·I[s,t](·))δ(Ax,·I[x,y](·))]∣∣
=
∫
[0,l]k+1×[0,v]k+1
∣∣∣ ˜hsk(x1, ...xk+1)I[s,t](xk+1)∣∣∣ ∣∣∣ ˜hxk(y1, ...yk+1)I[x,y](yk+1)∣∣∣
×
k+1∏
i=1
|xi − yi|2H−2dx1...dxk+1dy1...dyk+1
≤
∫
[0,l]k+1×[0,v]k+1
∣∣∣∣∣∣ 1k(k + 1)
k+1∑
j=1
∑
i∈{1,...,k+1}\{j}
I[s,t](xj)I[s,xj ](xi)
∣∣∣∣∣∣
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×
∣∣∣∣∣∣ 1k(k + 1)
k+1∑
a=1
∑
b∈{1,...,k+1}\{a}
I[x,y](ya)I[x,ya](yb)
∣∣∣∣∣∣
×
k+1∏
i=1
|xi − yi|2H−2dx1...dxk+1dy1...dyk+1|t− s|β|x− y|β
≤ 1
k2(k + 1)2
|t− s|β|x− y|β
∑
i1,i2∈{1,...,k+1}
j1∈{1,...,k+1}\{i1}
j2∈{1,...,k+1}\{i2}
∫
[0,l]k+1×[0,v]k+1
×|I[s,t](xi1)I[s,t](xj1)||I[x,y](yi2)I[x,y](yj2)|
k+1∏
i=1
|xi − yi|2H−2dxdy.
Three cases should then be analyzed:
• i1 6= i2 6= j1 6= j2:∫
[0,l]k+1[0,v]k+1
I[s,t](xi1)I[s,t](xj1)I[x,y](yi2)I[x,y](yj2)
k+1∏
i=1
|xi − yi|2H−2dxdy
= T k−3E[Bv(Bt −Bs)]2E[Bl(Bx −By)]2 ≤ K|t− s||x− y|rH(s, t, x, y),
thanks to Lemma 4.3;
• i1 6= i2, j1 6= i1, i2, j2 = j1 or i1 6= i2, j1 = i2, j2 6= j1, i1:∫
[0,l]k+1[0,v]k+1
I[s,t](xi1)I[s,t](xj1)I[x,y](yi2)I[x,y](yj2)
k+1∏
i=1
|xi − yi|2H−2dxdy
≤ KT k−2|x− y||t− s|rH(s, t, x, y)
(still using Lemma 4.3);
• i1 = i2, j1 6= i1, j1 = j2 or i1 6= i2, j1 = i2, j2 = i1:∫
[0,l]k+1[0,v]k+1
I[s,t](xi1)I[s,t](xj1)I[x,y](yi2)I[x,y](yj2)
k+1∏
i=1
|xi − yi|2H−2dxdy
= T k−1rH(s, t, x, y)2 ≤ T k−1|t− s|H |x− y|HrH(s, t, x, y)
(still using Lemma 4.3).
Then, ∣∣E [δ(As,·I[s,t](·))δ(Ax,·I[x,y](·))]∣∣ = o(f2(s, t, x, y)).
We have DuAs,l = δ
k−1(hsk(x1, ...xk−1, u, s)). Analyzing again three cases,
we obtain that the trace term∣∣∣∣∫ t
s
∫ y
x
∫ l
0
∫ r
0
E [DuAs,lDvAs,v] |u− l|2H−2|v − r|2H−2dvdudrdl
∣∣∣∣
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is bounded by rH(s, t, x, y)|t− s|β+(2H−1)|x− y|β+(2H−1) = o(f2(s, t, x, y))
because β > 12 .
It remains to evaluate the crossed term
E
[∫ t
s
As,ldBl
∫ y
x
Cx,ldBl
]
which, thanks to Proposition 2.2 and since only the product of multiple
Wiener integrals of similar order gives non zero expectation, reduces to
E
[∫ t
s
∫ l
0
DuAs,lδ(Cx,·I[x,t](·))|u− l|2H−2
]
.
Again, this term can be handled with the previous identities. Finally,
E [Ls,tLx,y] = o|t−s|,|x−y|→0(f2(s, t, x, y))
implying in turn that (u, P ) ∈ C2. 
Remark: In the previous proof, the process u ‘looks like’ a controlled path,
but the presence of the term Cs,t (which does not represent a ‘good’ remain-
der) prevents us to apply the results of Section 3.1. Also, we were not able
to obtain a limit for this term when H > 34 .
3.3. Specific examples to the Brownian motion case. To complete the
above picture, we also provide criterions and examples in the case H = 12 .
A careful inspection of our proof of Theorem 1 (see the next section) re-
veals that its conclusion remains valid if we replace the assumption (u, P ) ∈
C2 by the weaker assumption (u, P ) ∈ Cloc2 , where Cloc2 is the set of pairs
(u, P ) like in Definition 1.1, but where the assumption
E
[
L
(i,j)
s,t L
(i,j)
x,y
]
= o|t−s|,|x−y|→0(f2(s, t, x, y))
is only supposed to hold uniformly on every compact of (0, T ]4.
By the martingale representation theorem, we can write, for every square
integrable and progressive process u:
uit = E[ut] +
d∑
j=0
∫ t
0
V
(i,j)
s,t dB
j
s , t ∈ [0, T ],
for some family of adapted processes (V (i,j)t, .(u))j∈{1,...,d},t∈[0,T ]. This leads
us to naturally consider the following set of hypotheses:
(H1) There is a process V = (V
(i,j)
s,t )s,t∈[0,T ],i≤m,j≤d such that (i) (s, t) 7→
Vs,t has a progressively measurable version, (ii) E[|V i,js,s − V (i,j)s,t |2] +
E[|V (i,j)s,s − V (i,j)t,t |2] −→
s→t− 0 for all i, j uniformly in s ≤ t ∈ [0, T ], (iii)
(V
(i,j)
s,s )s∈[0,T ] is piecewise continuous, and (iv) the representation
(14) holds;
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(H2) The family
(
V i,js,t
)
s,t∈[0,T ]
is bounded by a square integrable random
variable S;
(H3) one has, for all s ≤ t ∈ [0, T ] and all i ≤ m,
d∑
j=1
E
[∫ min(s,t)
0
(V i,jl,s − V i,jl,t )2dl
]
+ |E[uis − uit]|2 ≤ |s− t|µ(s, t),
where µ is a bounded function which is continuous on (0, T ]2 and
such that µ(s, t) −→
s→t 0 for all s, t ∈ (0, T ]
2.
Proposition 3.7. Assume (H1)−(H3) and recall that H = 12 . Then, stably
in C([0, T ]),
√
n{Mn,(i,j). }1≤i≤m,1≤j≤d −→
n→∞
{
d∑
k=1
∫ .
0
V (i,k)s,s dW
k,j
1
2
,s
}
1≤i≤m,1≤j≤d
,
where W 1
2
is the independent matrix-valued Brownian motion of Section 2.5.
Proof. Here again, we are going to check that the assumptions of Theorem
1.2 are in order with Ps = Vs,s. To simplify, we assume that m = 1. This is
representative of the difficulty.
Given (H2), we have that s 7→ Ps is piecewise continuous over [0, T ], with
E
[‖P.‖2∞] < +∞. Thus, it remains to check that (u, P ) ∈ Cloc2 . Since we
are dealing with the standard Brownian case, we note that rH(s, t, x, y) =
|(t ∧ y) − (s ∧ x)|. Moreover, due to the independence of increments and
isometry properties, we can reduce to the case where s = x and t = y. We
have
Ajs,t =
∫ t
s
uldB
j
l − us(Bjt −Bjs)−
d∑
i=1
PsB
i,j
s,t
=
∫ t
s
(
(E [ul]− E [us]) dBjl
+
∫ t
s
(
d∑
i=1
∫ t
0
((
V ix,l − V ix,s
)
I[0,s](x) +
(
V ix,l − V is,s
)
I[s,l](x)
)
dBix
)
dBjl
=: A1,js,t +A
2,j
s,t .
The hypothesis (H3) allows us to write
E
[(∫ t
s
(E [ul]− E [us]) dBjs
)2]
≤ K|t− s|
∫ t
s
µ(s, l)dl
≤ K|t− s|2 sup
{x∈[s,t]}
µ(s, x).
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On the other hand,
E
[(
A2,js,t
)2]
≤ K
∫ t
s
dl
× E
( d∑
i=1
∫ t
0
((
V ix,l − V ix,s
)
I[0,s](x) +
(
V ix,l − V is,s
)
I[s,l](x)
)
dBix
)2 dl.
Moreover,
E
( d∑
i=1
∫ t
0
((
V ix,l − V ix,s
)
I[0,s](x) +
(
V ix,l − V is,s
)
I[s,l](x)
)
dBix
)2
≤ |t− s|
µ(s, t) +∑
j
sup
{x∈[s,t]}
E[(V ix,t − V is,s)2]
 .
This proves, together with (H1) and (H3), that (u, P ) ∈ Cloc2 .
The proof of the proposition is complete. 
A lot of examples can be derived from the previous proposition. In par-
ticular, we obtain a result analogous to Proposition 3.3 for semimartingale
processes and with minimal hypotheses on the volatility a and the drift b:
Corollary 3.8. Assume m = 1, recall that H = 12 , and consider
ut = u0 +
d∑
j=1
∫ t
0
ajsdB
j
s +
∫ t
0
bsds.
Assume that aj is adapted and piecewise continuous, that g(s, t) = E
[
(as − at)2
]
is continuous, that u0 is independant of B and that
E
[
max
1≤j≤d
sup
s∈[0,T ]
(bs + a
j
s)
2
]
< +∞.
Then, stably in C([0, T ])
{√
nM j,n.
}
1≤j≤d −→n→∞
{
d∑
i=0
∫ .
0
aisdW
i,j
1
2
,s
}
1≤j≤d
,
where W 1
2
is the independent matrix-valued Brownian motion of Section 2.5.
Proof. : Using Jensen inequality and the isometry property, we easily see
that
E
[∫ t
s
(∫ l
s
budu
)
dBjl
∫ y
x
(∫ l
x
budu
)
dBjl
]
≤ |x− y||t− s|(|t− s| ∧ |x− y|) sup
l∈[0,T ]
E[b2l ],
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that is, (
∫ .
0 bsds, 0) ∈ C2. Moreover, we can apply Proposition 3.7 to
∫ .
0 asdBs
with V js,t = a
j
sI[0,t](s) (all its assumptions are satisfied). Eventually, Slutsky’s
lemma allows one to conclude. 
Contrary to the case H > 12 , here we can allow the volatility process a
to be discontinuous. An illustration of this fact is given by choosing d = 1,
(Ti)i≥1 a sequence of increasing stopping times such that Ti −→
i→∞
∞, a
sequence (xi)i≥1 ∈ RN∗ such that
∑
i x
2
i <∞, and
ut =
∑
i≥1
xiBt∧Ti .
We then have, stably in C([0, T ]),
√
nMn,(1,1). −→
1√
2
∫ .
0
∑
i
xiI[0,Ti]dWs.
We conclude this section with a more exotic example involving a path-
dependant functional. Assume again that m = d = 1, and let
(14) u =
(
Bs sup
u∈[0,s]
Bu
)
s∈[0,T ]
= (BsBτs)s∈[0,T ]
with τs = infl∈[0,T ]
{
Bl = supu∈[0,s]Bu
}
. (Note that we consider the process
us = BsBτs instead of the simpler and perhaps more natural process us =
Bτs , because the latter admits zero as a limiting distribution, which is of
course not a satisfactory illustration of the result.)
Corollary 3.9. Recall that H = 12 . We have, for u =
(
Bs supu∈[0,s]Bu
)
s∈[0,T ]
and stably in C([0, T ]),
(15)
√
nMn,(1,1). −→
1√
2
∫ .
0
BτsdWs.
Proof. We have that ut ∈ D1,2 for all t (see, e.g., [4]), withDsut = BsI[0,τt](s)+
I[0,t](s)Bτt . We have
E
[∫ T
0
∫ T
0
(
Bs
(
I[0,τt](s)− I[0,τt)(s)
))2
dsdt
]
= 0
and since τ is a.s a left continuous process, one has that BsI[0,τtn ) → BsI[0,τt)
ω − a.s, for all s, t. Then
(16) (Dsu
n
t )s,t
L2(Ω,H⊗H)−→ (Dsut)s,t
and then u ∈ D1,2(|H|).
For fixed t, s, define Φs,t = BsI[0,τt](s) + I[0,t](s)Bτt . The collection Φs,t de-
fines a process over [0, T ]2 (due to Kolmogorov’s Theorem) and Φ·,·· belongs
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to the class D·u·· in L2(Ω× [0, T ]2). Set then (Vs,t)0≤s,t≤T = (E [Φs,t|Fs])s,t.
The Clark-Ocone formula (2.5) provides:
(17) ut = E[ut] +
∫ t
0
Vs,tdBs, t ∈ [0, T ].
We are then left to check that V verifies the condition (H1)− (H3) in order
to apply Proposition 3.7:
• The assumption (H2) is verified with S = 4 sup[0,T ](B)2.
• The process τ as we build it is left continuous, so a dominated conver-
gence argument allows to prove (H1).
• The proof of (H3) requires more work. We have, for all l ∈ [0, T ] and
t > s ≥ l
E [Dl(us − ut)|Fl] = E
[
BtI[τs,τt](l)|Fl
]
+
[
(Bt −Bs)I[0,τs](l)|Fl
]
+ [Bτt −Bτs |Fl]
= Rl,1 +Rl,2 +Rl,3.
We have Rl,2 = 0, because Bt − Bs is centered and independant of Fs.
Moreover,
E
[
R2l,3
] ≤ E [R2s,3] = E [E [(Bτt −Bτs) I{Bτt−Bτs>0}|Fs])2]
≤ E
[
E
[
(Bτt −Bs)I{Bτt−Bs>Bτs−Bs}|Fs
]2]
= E
[
E
[
B¯τt−sIB¯τt−s>Bτs−Bs |Fs
]2]
,
with B¯ a Brownian motion independent of B. We know by the reflexion
principle that B¯τt−s has the same law as |B¯t−s|, and Bτs −Bs has the same
law as |Bs|. Hence,
E
[
R2l,3
] ≤ E
( 1√
2π(t− s)
∫ +∞
|Bs|
xe
−x2
2(t−s)dx
)2
≤ E[(t− s)e− sX
2
(t−s) ] ≤ (t− s)
(√
t− s
s
∧ 1
)
,
where X is a standard normal random variable. This expression verifies the
condition (H3).
On the other hand, using the conditional Ho¨lder inequality,
|Rl,1| ≤ E [|Bs|p|Fl]
1
p E
[
I[τs,τt](l)|Fl
] 1
q ,
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for every p, q that are conjugate. Using again the reflexion principle, we
obtain the inequality
|Rl,1| ≤ K
1
q sup
x,u∈[0,T ]
(
E [|Bx|p|Fu]
1
p |Bu|
1
q
)(√
t− l −
√
s− l
) 1
q
with K an unimportant constant.
Finally, choose q such that ∃β > 0 such that 2
q
− 2β
q
> 1 and 1− 1
q
−β < 0.
We then have
1
|t− s|E
[∫ s
0
|Rl,1|2dl
]
≤ K ′p
∫ s
0
(√
t− l −√s− l) 2q
(t− s) dl
≤ K ′p
∫ s−(t−s)β
0
(√
t− l −√s− l) 2q
(t− s) dl +
∫ s
s−(t−s)β
(√
t− l −√s− l) 2q
(t− s) dl
 .
The function l → √t− l −√s− l being increasing over [0, s], we can show
that the first term in the previous inequality is less than (t−s) 2q− 2βq −1, which
tends to zero as s→ t−. A similar equality holds for the second member.
Similar arguments can be applied to E [ut − us]:
BtBτt −BsBτs = Bt(Bτt −Bτs) +Bτs(Bt −Bs)
=⇒ E[BtBτt −BsBτs ] = E[Bt(Bτt −Bτs)].
Using again the conditional Ho¨lder inequality, we have:
E[BtBτt −BsBτs ]2 = E[E[Bt(Bτt −Bτs)|Fs]]2
≤ E[E[Bt|Fs]2E[(Bτt −Bτs)|Fs]2]
≤ s(t− s)
√
t− s
s
∧ 1.
The assumption (H3) is then verified, which completes the proof. 
3.4. Irregular processes. In this section, we state a first order result for
a general class of processes possessing mild regularity properties.
Proposition 3.10. Let H ∈ (12 , 34). Let B be a 1-dimensional fractional
Brownian motion of index H, and let us = F (Bs), s ∈ [0, T ], with F a real
convex function such that, for some K > 0 and γ ∈ (0, 2),
|F (x)| + |F ′(x)|+
∫ |x|
−|x|
(|a|+ 1)dF ′′(a) ≤ Ke|x|γ , x ∈ R,
where F ′ is the left derivative of F and F ′′ denotes its second derivative in
the distributional sense (a simple ‘non-smooth’ example is given by x→ |x|).
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Then, uniformly on [0, T ] in probability,
n2H−1
∫ ·
0
F (Bs)dBs −
⌊n·⌋−1∑
k=0
F (Bs)(B k+1
n
∧t −B k
n
)
 −→
n→∞
1
2
∫ ·
0
F ′(Bs)ds.
Moreover, the previous convergences also holds in L2(Ω) for any fixed time
t ∈ [0, T ].
Proof. Consider the truncated sequence
Fn : x→ F (x)I|x|≤n + F (n)Ix>n + F (−n)Ix<−n.
Every convex function is locally Lipschitz continuous so the previous se-
quence is Lipschitz continuous. Then, we know by a slight extention of [18],
Proposition 2.3.8, that the process uns = F
n(Bs) belongs to D
1,2(|H|), and
Dsu
n
t = (F
n)′(Bt)Is≤t. Moreover, Fn −→
n→∞ F and (F
n)′ −→
n→∞ F
′ point-
wise, and the growth hypothesises on F and F ′ ensure that, for some
p > 2, the sequences Fn(Bs) and (F
n)′(Bs) are bounded in Lp(Ω, |H|)
and Lp(Ω, |H| × |H|) respectively. Then, these sequences are both uni-
formly integrables in L2, and the bounded convergence theorem ensures
that u ∈ D1,2(|H|), with Dsut = Is≤tF ′(Bt). Also, the process u verifies the
conditions of Proposition 2.4.
By e.g. [23, page 224], we know that, for all k ∈ N∗, there exist αk, βk ∈ R
such that
F (x) = αk + βkx+
1
2
∫ k
−k
|x− a|dF ′′(a), x ∈ [−k, k].
Then, for all x ∈ R,
F (x) =
+∞∑
k=0
(
αk+1 + βk+1x+
1
2
∫ k+1
−k−1
|x− a|dF ′′(a)
)
I[−k−1,−k)∪[k,k+1)](x).
Since F is convex, dF ′′ can be identified with a Radon measure, which is
σ-finite. We can then rewrite Du as:
Dsut = It≥s
+∞∑
k=0
(
βk+1 +
1
2
∫ k+1
−k−1
sign(Bt − a)dF ′′(a)
)
I[−k−1,−k)∪[k,k+1)](Bt).
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L2 convergence:
We have
Mnt −
1
2
∫ t
0
F ′(Bs)ds
=
1
2
∫ t
0
(
F ′(Bsn)− F ′(Bs)
)
ds
+n2H−1cH
∫ t
0
∫ ⌊ns⌋
n
0
(
F ′(Bs)− F ′(Bsn)
) |l − s|2H−2dlds
+n2H−1cH
∫ t
0
∫ s
⌊ns⌋
n
(
F ′(Bs)− F ′(Bsn)
) |l − s|2H−2dlds
+n2H−1
∫ t
0
(F (Bs)− F (Bsn))δBs.
We can use Proposition 2.1 to obtain:
E
[(
Mnt −
1
2
∫ t
0
F ′(Bs)ds
)2]
≤ K(1 + n2H−2 + n4H−2)E
[(∫ t
0
(F ′(Bs)− F ′(Bsn))ds
)2]
+n4H−2E
[(∫ t
0
(F (Bs)− F (Bsn))ds
)2]
,
with K depending only on T . Since dF ′′ is σ-finite, we can use Fubini’s
theorem and Jensen inequality to get that
E
[(∫ t
0
(F ′(Bs)− F ′(Bsn))ds
)2]
≤ 2(Cnt +Dnt ),
with
Cnt = t
+∞∑
k=0
F ′′([−k − 1, k + 1])
∫ k+1
−k−1
∫ t
0
E
{
(sign(Bs − a)− sign(Bsn − a))2
×I[−k−1,−k)∪[k,k+1)](Bs)I⌊Bs⌋=⌊Bsn ⌋
}
dsdF ′′(a);
Dnt = E
[(∫ t
0
F ′(Bs)− F ′(Bsn)I⌊Bs⌋6=⌊Bsn ⌋
)2]
.
Let δ > 0 and conjugate p, q > 0 be such that 1−δ
p
> 4H − 2. We apply
Ho¨lder’s inequality to obtain:
E
[
(sign(Bs − a)− sign(Bsn − a))2 I[−k−1,−k)∪[k,k+1)](Bs)I⌊Bs⌋=⌊Bsn⌋ds
]
≤ E
[
(sign(Bs − a)− sign(Bsn − a))2p
] 1
p
E
[
I[−k−1,−k)∪[k,k+1)](Bs)
] 1
q .
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We know that E
[
I[−k−1,−k)∪[k,k+1)](Bs)
] 1
q = Ok→∞(e
− k2
2q ), and by Lemma
4.6, that
E
[
(sign(Bs − a)− sign(Bsn − a))2p
] 1
p
= on→∞(n2−4H).
(let us recall that H < 34)
So n4H−2Cnt −→
n→∞ 0 for all t. A similar use of Lemma 4.6 shows that , for
all t,
n4H−2Dnt + n
4H−2E
[(∫ t
0
F (Bs)− F (Bsn)
)2]
−→
n→∞ 0.
Tightness:
By Lemma 4.5, it is enough to check the tightness in order to obtain the
equi-continuity of the sequence. Let 0 < t1 < t2. Calculations similar to the
previous ones allows to prove that
E
[(
Mnt2 −Mnt1 −
1
2
∫ t2
t1
F ′(Bs)ds
)2]
≤ K(t2 − t1)2
for some constant K, which proves the tightness in C([0, T ]).
The proof is complete. 
4. Proofs of the main Theorems and other results
4.1. Miscellaneous. We start by giving a collection of technical results
that are used throughout the paper.
The following boundedness property is a consequence of Fernique’s theo-
rem, and represents a very useful tool for proving the existence of moments
for Ho¨lder modulus of Gaussian functionals.
Lemma 4.1. (Fernique) Let B be a fractional Brownian motion of
Hurst index H > 12 and let B be its associated Le´vy area. For all γ ∈ (0, 2)
and all κ ∈ (0,H), and for all function f satisfying the growth condition
|f(x)| ≤ exp |x|γ , we have
E[f(‖B‖κ + ‖B‖2κ)] <∞.
For non-Gaussian functionals, the following result provides an alternative
way to control the moments of the Ho¨lder modulus. It is a simple conse-
quence of the well-known Garsia-Rodemich-Rumsey Lemma (see [7]).
Lemma 4.2. (Garsia-Rodemich-Rumsey) Let f : [0, T ] → R be a
continuous function. Then, for all α, p > 0 satisfying pα > 1 and for all
s, t ∈ [0, T ], we have
|f(t)− f(s)|p ≤ Cα,p|t− s|pα−1
∫ T
0
∫ T
0
|f(x)− f(y)|p
|x− y|pα+1 dxdy,
with Cα,p a constant depending only on α and p.
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The following elementary lemma is useful in several proofs.
Lemma 4.3. There exists a constant KT such that, for all x, y, s, t ∈ [0, T ]4
such that t ≥ s and y ≥ x,
(18) |t− s||y − x| ≤ KT rH(s, t, x, y) ≤ |t− s|H |x− y|H ,
(19) |E[Bt(Bx −By)]| ≤ KT |x− y|.
Proof. For the sake of simplicity, we will consider T = 1 (which only mod-
ifies the constant). In the expression (18), the right inequality is a simple
consequence of Ho¨lder inequality. For the proof of the left inequality, six
cases must be analyzed carefully.
(i) case where t ≥ s ≥ y ≥ x. For fixed s, y, x, let
f(t) = (t− s)(y − x) and g(t) = rH(s, t, x, y).
We have f(s) = g(s) = 0 and
g′(t)− f ′(t) = 2H (−(t− y)2H−1 + (t− x)2H−1)− (y − x)
≥ (2H − 1)(y − x) ≥ 0,
so g(t) ≥ f(t).
(ii) case where t ≥ y > s ≥ x. For fixed t, y, x, we see that the quantity
rH(s, t, x, y)− (t− s)(y−x) reaches its minimum for s = y. Assume
then s = y and let δ = t− x and a = y − x. Then
rH(s, t, x, y)− (t− s)(y − x)
≥ h(a) = δ2H − (a2H + (δ − a)2H + a(δ − a)).
We have h(δ) = h(0) = 0, and the function h is increasing over (0, δ2)
then decreasing, so is always positive.
(iii) case y > t ≥ x > s. This is similar to (ii).
(iv) case y ≥ x > t ≥ s. This is similar to (i).
(v) case t ≥ y ≥ x > s. Write Bt−Bs = (Bt−By)+(By−Bx)+(Bx−Bs)
and then combine the inequalities from (i) and (iv).
(vi) case y > t ≥ s ≥ x. This is similar to (v).
Finally, the proof of inequality (19) can be found in [17, Lemma 6]. 
Lemma 4.4. Let (Xn) ⊂ C([0, T ]) be a sequence of stochastic processes that
can be decomposed as Xnt = A
n
t +C
n
t , with A
n, Cn ∈ D([0, T ]) and, for some
α, β,K > 0,
(20) E
[
|Ant −As|β
]
≤ K|tn − sn|1+α, 0 ≤ t, s ≤
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(21) sup
t∈[0,T ]
Cnt
P−→
n→∞ 0
Then the sequence Xn is tight in C([0, T ]).
Proof. In [5], it is proved that the sequence (An) is tight in D([0, T ]). More-
over, the sequence (Cn) is also tight in D([0, T ]), so is (Xn) as a sum of tight
sequences. The uniform and Skorokhod topologies coincides on C([0, T ]), so
(Xn) is tight in C([0, T ]). 
Lemma 4.5. Let (Xn) ⊂ C([0, T ]) be a tight sequence of stochastic processes
such that Xnt
P−→
n→∞ 0 for all t ∈ [0, T ]. Then,
(22) sup
t∈[0,T ]
∣∣Xnt ∣∣ P−→
n→∞ 0.
Proof. Let 0 < ǫ < 1. The function defined on C([0, T ]) by x 7→ supt∈[0,T ] |xt|∧
1 is continuous and bounded, so E
[
supt∈[0,T ] |Xnt | ∧ 1
]
−→
n→∞ 0. Then, by
Markov’s inequality,
P
[
sup
t∈[0,T ]
|Xnt | > ǫ
]
= P
[
sup
t∈[0,T ]
|Xnt | ∧ 1 > ǫ
]
≤ 1
ǫ
E
[
sup
t∈[0,T ]
|Xnt | ∧ 1
]
−→
n→∞ 0.

Lemma 4.6. Assume H > 12 . Then, for all a ∈ R, δ > 0 and p > 0, we
have
(23)
∫ T
0
E
[(
sign(Bs − a)− sign(B ⌊ns⌋
n
− a)
)p]
ds ≤ Kn−1+δ,
and
(24)
∫ T
0
E
[
I⌊Bs⌋6=⌊Bsn ⌋
]
ds ≤ Kn−1+δ,
with K depending only on T, δ, p
Proof. We do only the proof of the first inequality, since the proof of the
second one is similar. Moreover, for simplicity we reduce to a = 0. We have
sign(Bs)− sign(B ⌊ns⌋
n
) = 2I{
Bs≥0,B ⌊ns⌋
n
<0
} − 2I{
Bs<0,B ⌊ns⌋
n
≥0
}.
Plugging this identity into the integral yields∫ T
0
E
[(
sign(Bs)− sign(B ⌊ns⌋
n
)
)2]
≤ 2p
∫ T
0
E
[
I{Bs≥0,B ⌊ns⌋
n
<0}
]
ds.
RIEMANN APPROXIMATION OF FRACTIONAL INTEGRALS 31
On the other hand, for all k ∈ {1, ..., ⌊nt⌋ − 1} and s ∈ [ k
n
, k+1
n
),
E
[
I{Bs≥0,B ⌊ns⌋
n
<0}
]
= E
[
I{B k
n
<0,(BHs −B k
n
)≥−{B k
n
}
]
≤
+∞∑
i=0
E
[
I{
B k
n
∈[− i
n
,− i+1
n
)
}I{
(Bs−B k
n
)> i
n
}
]
=
+∞∑
i=0
E
[
I{
B1∈
[
− i
n1−HkH
,− i+1
n1−HkH
)}I{
(Bns
k
−B1)> i
n1−HkH
}
]
(using the self-similarity of B)
=
1
2π
+∞∑
i=0
∫ i+1
kHn1−H
i
kHn1−H
∫ −i
kHn1−H
−∞
e
−x2
2
− 1
2(ns
k
−1)2H
y2+cs,kxy
dydx
(with cs,k =
E
[
B1
(
Bns
k
−B1
)]
(ns
k
−1)2H > 0)
≤ 1
2πn1−HkH
+∞∑
i=0
e
−( i
kHn1−H
)2
∫ −i
kHn1−H
−∞
e
− 1
2(ns
k
−1)2H
y2
dy
≤ 1
2πn1−HkH
+∞∑
i=0
e
− 1
2
( i
kHn1−H
)2
∫ −i
kHn1−H
−∞
e−k
2Hy2dy
≤ 1
2πn1−Hk2H
+∞∑
i=0
e
− 1
2
( i
kHn1−H
)2
∫ −i
n1−H
−∞
e−y
2
dy
≤ 1
2πn1−Hk2H
+∞∑
i=0
e
− 1
2
( i
kHn1−H
)2
∫ −i
n1−H
−∞
e−y
2
dy.
We have, for all i ∈ N∗, for all α ∈ (0, 1),
e
− 1
2
( i
kHn1−H
)2 ≤ (n
1−HkH)α
iα
and
∫ −i
n1−H
−∞
e−y
2
dy ≤ n
1−H
i
.
Let α be such that 2H − α > 1. The previous expression is then less than
nα(1−H)
2πk2H−α
∞∑
i=1
1
i1+α
.
Finally,∫ T
0
E
[(
sign(Bs)− sign(B ⌊ns⌋
n
)
)2]
ds ≤ 1
2π
∞∑
k=0
1
k2H−α
∞∑
i=1
1
i1+α
nα(1−H)−1,
and this provides the desired estimate. 
32 VALENTIN GARINO, IVAN NOURDIN, AND PIERRE VALLOIS
4.2. Power variations of the fractional Brownian motion. In this
section we analyze (leading to a set of results of independent interest) the
asymptotic behaviour of quantities that are fundamental for the proofs of
the main theorems, namely the weighted quadratic variations of fractional
Brownian motion. This topic has already been extensively studied, for ex-
ample in [17],[10] and especially [3]. In the next three lemmas, we summarize
the results that are relevant to us, and we extend them when necessary.
Lemma 4.7. Let x be a F-measurable scalar process over [0, T ], and assume
x is a.s continuous and satisfies E
[‖x‖2+δ∞ ] < +∞ for some δ > 0. Let
H > 12 , let B be a d-dimensional H-fBm. Then
(1) For all j ≤ d,
Sj,nt,x = n
2H−1
ntn∑
k=0
x k
n
(
Bjk+1
n
∧t −B
j
k
n
)2
−→
n→∞
∫ t
0
xsds.
(2) For all i 6= j,
n2H−1
ntn∑
k=0
x k
n
δi
((
Bj. −Bjk
n
)
I[ k
n
, k+1
n
∧t](.)
)
−→ 0,
where the previous convergences holds both in L2(Ω) (for fixed t) and uni-
formly in probability (UCP) as a process over [0, T ].
Proof. 1. Step 1: L2 convergence
It is well known that the previous result holds true in the a.s. sense if
x = I[0,t]. We can easily extend this to (deterministic) step functions:
n2H−1
⌊nt⌋∑
k=0
p−1∑
i=0
αiI[ai,ai+1]
(
k
n
)(
B k+1
n
∧t −B k
n
)2 a.s−→
n→∞
p−1∑
i=0
αi(ai+1 − ai).
Hence, the previous convergence occurs a.s. for every step process in the set
A =
{
p−1∑
i=1
αiI[ai,ai+1], ai ∈ [0, T ]
}
,
where αi are F-measurable random variables.
RIEMANN APPROXIMATION OF FRACTIONAL INTEGRALS 33
Moreover, if a process f is bounded in L2+δ then the sequence (Sn(t,f))
2
n is
uniformly integrable. Indeed, let E ∈ F and 0 < µ < δ. Then
E
[
IES
n
(t,f))
2
]
≤ n4H−2E
 ⌊nt⌋∑
k,l=0
IEf k
n
f j
n
(
B k+1
n
∧t −B k
n
)2 (
BHl+1
n
∧t −BHl
n
)2
≤ n4H−2
⌊nt⌋∑
k,l=0
E
[
IEf
1+µ
2
k
n
f
1+µ
2
j
n
] 1
1+
µ
2
E
[(
B k+1
n
∧t −B k
n
)2q (
B l+1
n
∧t −B l
n
)2q] 1q
(using Ho¨lder inequality with q the conjugate of 1 + µ2 )
≤ K sup
s∈[0,T ]
E[IEf
2+µ
s ]
2
2+µ ,
and this quantity converges to 0 as P(E) → 0, because
(
f2+µs
)
s∈[0,T ]
is
uniformly integrable. Therefore, the dominated convergence theorem leads
the L2 convergence of Snf for every process f in A, bounded in L2+δ.
Back to the initial process x, we know, by uniform continuity of x on
[0, T ], that ‖x− xm‖∞ −→
m→∞ 0 a.s. (where x
m is the sampled process x ⌊m.⌋
m
,
wich belongs to A). As a result,
E
[(
Sn,jt,x −
∫ t
0
xsds
)2]
≤ n4H−2E
(ntn−1∑
k=0
‖x− xm‖2∞
(
B k+1
n
∧t −B k
n
)2)2
+E
[(
Snt,xm −
∫ t
0
xms ds
)2]
+ T 2E
[‖x− xm‖2∞]
The previous arguments and an appropriate choice of n,m ∈ N∗ allow to
conclude.
Step 2: tightness For the UCP convergence, we need convergence in prob-
ability for fixed t (which was done in step 1), and the equi-integrability
of the sequence, which can be obtained by checking tightness in C([0, T ]),
see lemma 4.5. This can be checked by applying the lemma 4.4 to Snt,x =
Ant +B
n
t , with
Ant = n
2H−1
ntn−1∑
k=0
x k
n
(
Bjk+1
n
−Bjk
n
)2
Cnt = n
2H−1xtn
(
Bjt −Bjtn
)
α = 2H − 1, β = 2.
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2. The proof is similar to the previous one: we first show that
S
(i,j),n
t,1 = n
2H−1
ntn∑
k=0
δi
((
Bj. −Bjk
n
)
I[ k
n
, k+1
n
∧t](·)
)
L2−→ 0.
Indeed, using Proposition 2.2 and taking into account that DiBj = 0 if
i 6= j,
E
[
(S
(i,j),n
t,1 )
2
]
≤ n4H−2
ntn∑
k,l=0
E
[〈(
Bj. −Bjk
n
)
I[ k
n
, k+1
n
∧t](.),
(
Bj· −Bjl
n
)
I[ l
n
, l+1
n
∧t](.)
〉
H
]
≤ n2H−2
⌊nt⌋−1∑
k,l=0
∣∣∣〈I[ k
n
, k+1
n
∧t](.), I[ l
n
, l+1
n
∧t](·)〉H
∣∣∣ .
From Lemma 6 in [17], we get that
ntn−1∑
k,l=0
∣∣∣〈I[ k
n
, k+1
n
∧t](·), I[ l
n
, l+1
n
∧t](.)〉H
∣∣∣ = On→∞(1),
and then E
[
(S
(i,j),n
t,1 )
2
]
= On→∞(n2H−2). We extend this to step processes
and then, using an approximation argument, to x. Tightness of this sequence
in C([0, T ]) can also be obtained as previously. 
For the study of the second order variations, the previous technique is no
longer adapted, except when the process u has a suitable form, see [17], or
when H = 12 (see below). One can then rely on the nice results proved in
[3, 10], which make use of the techniques of fractional integration.
Lemma 4.8. Let x be a d ×m dimensional process. For any 1 ≤ i ≤ m
and 1 ≤ e, j ≤ d, set
S
(i,j,e),n
t,x =
ntn∑
k=0
x
(i,e)
k
n
∫ k+1
n
∧t
k
n
(
Bes −Bek+1
n
)
δBjs
We have
• (1) If H = 12 and if xi is adapted to Bi, a.s. piecewise continuous
and such that E[sups≤T (xis)2] <∞ then, stably in Cd
2m([0, T ]),(√
nS
(i,j,e),n
·,x
)
i,j,e
−→
n→∞
(∫ .
0
xi,es dW
i,e
s,H
)
i,j,e
.
• (2) If 12 < H ≤ 34 and if x is β-Ho¨lder continuous for some β > 12 ,
then, stably in Cd2m([0, T ]),(
n2H−1νH(n)(S
(i,j,e),n
·,x )
)
i,j,e
−→
n→∞
(∫ ·
0
xi,es dW
i,e
s,H
)
i,j,e
.
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• (3) If H > 34 and if x verifies that E
[
‖x‖2+δβ
]
< +∞ for some β > 12
and δ > 0 then, in probability uniformly on [0, T ] (and also in L2 for
fixed t),
(
n2H−1νH(n)S
(i,j,e),n
·,x
)
1≤i,j≤d
−→
n→∞
(∫ ·
0
xi,es dZ
i,j
s,H
)
i,j,e
.
Proof. 1. Let ∆(e,j),k,n(t) =
∫ k+1
n
∧t
k
n
(
Bes −Bek
n
)
δBjs . One should first prove
the stable convergence√n ⌊n·⌋∑
k=0
∫ k+1
n
∧·
k
n
(
Bes −Bek
n
)
δBjs

e,j
−→
n→∞W·, 12 in C
d2([0, T ]).
The convergence of the finite dimensional distributions can be obtained
by applying Peccati and Tudor’s fourth moment theorem [20], whereas the
tightness is a consequence of Lemma 4.4. Indeed,
√
n
ntn∑
k=0
∆(e,j),k,n(t) =
√
n
ntn−1∑
k=0
∆(e,j),k,n(t) +
√
n∆(e,j),ntn,n(t) = R
n,1
t +R
n,2
t
E
( sup
t∈[0,T ]
Rn,2t
)2
= E
n ntn∑
i=0
sup
s∈[ k
n
, k+1
n
∧T ]
∆2(e,j),nsn,n(s)Iargmax(∆(e,j),nun,n(s))∈[ kn , k+1n ∧T ]

≤ n 32
√√√√E[ sup
s∈[0, 1
n
]
∆4(e,j),nun,n(s)
]
≤ n− 12 → 0
(where we used Cauchy-Schwarz and BDG inequalities). We then apply
Lemma 4.4 to Ant = R
n,1
t , C
n
t = R
n,2
t with α = 1, β = 4, and the previous
sequence is tight in C([0, T ]).
As in the proof of Lemma 4.7, we consider the approximation
S
(i,j,e),n
t,x = S
(i,j,e),n
t,xm +
(
S
(i,j,e),n
t,x − S(i,j,e),nt,xm
)
= Ai,j,em,n +B
i,j,e
m,n .
We will show that limm→∞ supn≥m supt∈[0,T ] E[(B
i,j
m,n)2] = 0. By letting n
then m → ∞ in Ai,j,em,n, we will then obtain the desired convergence. We
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have, for all t,
E[(Bi,j,em,n)
2] = n
ntn∑
l,k=1
E
[
(xi,ek
n
− (xi,e)mk
n
)(xil
n
− (xi,e)ml
n
)∆(e,j),k,n(t)∆(e,j),l,n(t)
]
= n
⌊nt⌋∑
k=1
E
[
(xi,ek
n
− (xi,e)mk
n
)2∆(e,j),k,n(t)
2
]
(due to the adaptedness of u and independence of the
Brownian motion increments)
≤ nE
⌊nT ⌋∑
k=1
[‖xi,e − (xi,e)m‖2∞∆(e,j),k,n(T )2] .
Let
N i,e = Card
{
t ∈ [0, T ], |xi,et − xi,et−|+ |xi,et − xi,et+| > 0
}
,
which is a.s. finite because x is piecewise continuous. Let T i,el be the l-
th (random) discontinuity of xi,e (T i,el (ω) = +∞ if xi,e(ω) has less than
l discontinuities over [0, T ]). T i,el is measurable as a stopping time. Let
Ei,e = ∪l∈N∗(T i,el − 1m , T i,el + 1m) ∩ [0, T ]. Then,
lim
m→∞ supn>m
Card{k, k
n
∈ Ei,e}
n
= lim
m→∞(
2N i,e
m
∧ 1) = 0 a.s.
Then, we can easily show that |xi,es (ω) − x(i,e),ms (ω)| < Xi,em (ω)IEci,e(ω)(s) +
‖xi,e‖∞IEi,e(ω)(s), withXi,em a sequence of random variables bounded in L2+δ
and which converges a.s to 0. Finally, we can write
⌊nt⌋∑
k=1
E
[
(xi,ek
n
− (xi,e)mk
n
)2∆(e,j),k,n(t)
2
]
≤ E
[
(Xi,em )
2 + (
2N i,e
m
∧ 1)‖xi,e‖2∞
]
,
and the conclusion follows by dominated convergence.
2.-3. See [10], Section 5 and Section 7. 
Lemma 4.9. Let b be a piecewise continuous process verifying that E[‖b‖2+δ∞ ] <
∞ for some δ > 0. Then:
• For H > 34 , in probability uniformly on [0, T ],
νH(n)n
2H−1
⌊n·⌋∑
k=0
b k
n
∫ k+1
n
∧t
k
n
(s − sn)dBis −→
1
2
∫ ·
0
bsdB
i
s;
• For 12 ≤ H ≤ 34 , in probability uniformly on [0, T ],
νH(n)n
2H−1
⌊n·⌋∑
k=0
b k
n
∫ k+1
n
∧·
k
n
(s − sn)dBis −→ 0.
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Proof. The proof in the case b = I[0,t] is done in [10]. Similar arguments as
in Lemmas 4.7 and 4.8 1) allow to conclude. 
4.3. Proof of the main theorems. We prove the theorems in reverse
order.
Proof. of Theorem 1.3: Recall that
Mn,i,jt = n
2H−1
(∫ t
0
uisdB
j
s −
ntn∑
k=0
uik
n
(
Bjk+1
n
−Bjk
n
))
.
We have
Mn,i,jt = A
n,i,j
t +R
n,i,j
t +
∑
e 6=j
Rne,t,
with
An,i,jt =
1
2
n2H−1
ntn∑
k=0
P i,jk
n
(
Bjk+1
n
∧t −B
j
k+1
n
)2
Rn,i,jt = n
2H−1
∫ t
0
(
uis − uisn −
d∑
e=1
P i,esn (B
e
s −Besn)
)
dBjs
Rne,t = n
2H−1
ntn∑
k=0
P i,ek
n
(u)
∫ k+1
n
∧t
k
n
(
Bes −Bek+1
n
)
dBjs , e 6= j.
Lemma 4.7 implies the L2 convergence of An,i,jt to the desired limit. On the
other hand, if e 6= j, DjBe = 0, so∫ k+1
n
∧t
k
n
(
Bes −Bek+1
n
)
dBjs =
∫ k+1
n
∧t
k
n
(
Bes −Bek+1
n
)
δBjs .
Lemma 4.7 implies the L2 converge of every R1,ne,t to 0 for all t ∈ [0, T ].
Finally, (u, P ) ∈ C1, so
E
[(
Rn,i,jt
)2]
= ǫ(n)
ntn∑
j=1
ntn∑
k=1
E
[
(B (k+1)
n
∧t −B kn )(B j+1n ∧t −B jn )
]
≤ T 2Hǫ(n),
with ǫ(n) −→
n→∞ 0.
We are left to check the equi-integrability of each sequence Rn,i,jt , i, j ∈
{1 . . . d}, wich can be done by checking the tightness in C([0, T ]) (see Lemma
4.5). We have
Rn,i,jt = n
2H−1
ntn−1∑
k=0
Li,jk
n
, k+1
n
+ n2H−1Li,jtn,t
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with
E
n2H−1 ntn−1∑
k=nsn
Li,jk
n
, k+1
n
2 ≤ K ntn−1∑
j,k=nsn
rH
(
k
n
,
k + 1
n
,
j
n
j + 1
n
)
≤ K(tn − sn)2H .
Moreover, let ǫ ∈ (0, α− (1−H)) be small enough. The second term verifies
(due to the regularity and integrability assumptions on u and P , as well as
the Young-Loeve inequality):
sup
{t∈[0,T ]}
(
n2H−1νH(n)L
i,j
tn,t
)
≤ cα− ǫ
2
,H− ǫ
2
n2H−1n−(H+α−ǫ)‖B‖H− ǫ
2
‖ui‖α− ǫ
2
+cH− ǫ
2
,H− ǫ
2
n2H−2+ǫ‖P i,j‖α‖B‖2H− ǫ
2
−→
n→∞ 0 a.s..
Then, the sequence Rn,i,jt verifies the assumptions of Lemma 4.4, with α =
2H − 1, β = 2, which proves the tightness. 
Proof. of Theorem 1.2: 1. Again, we can write
Mn,i,jt =M
n,i,j
j,t +
∑
e 6=j
Mn,i,je,t +R
n,i,j
1,t +R
n,i,j
2,t ,
where
Mn,i,jj,t = νH(n)n
2H−1
ntn∑
k=0
P i,jk
n
(∫ k+1
n
∧t
k
n
(
Bjs −Bjk+1
n
)
dBjs −
(nt− ntn)2H
2n2H
)
M j,ne,t = νH(n)n
2H−1
ntn∑
k=0
P i,ek
n
∫ k+1
n
∧t
k
n
(
Bes −Bik+1
n
)
dBes
Rn,i,j1,t =
νH(n)
2
(
1
n
ntn∑
k=0
P i,jk
n
−
∫ t
0
P i,js ds
)
Rn,i,j2,t = n
2H−1νH(n)
∫ t
0
(
uis − uisn −
d∑
e=1
P i,esn (B
e
s −Besn)
)
dBjs .
We have (u, P ) ∈ C2 so, as previously, we have Rn,i,j2,t
L2−→
n→∞ 0. The tight-
ness can be proved by using the same argument as in the previous proof.
On the other hand, we have that sup{t∈[0,T ]}
∣∣∣Rn,i,j1,t ∣∣∣→ 0 a.s., which guar-
antees the convergence of Rn,i,j1 to 0 in C([0, T ]).
Finally, we observe that∫ k+1
n
∧t
k
n
(
Bjs −Bjk+1
n
)
dBjs −
(nt− ntn)
2n2H
=
∫ k+1
n
∧t
k
n
(
Bjs −Bjk+1
n
)
δBjs
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and, if e 6= j,
(25)
∫ k+1
n
∧t
k
n
(
Bes −Bek+1
n
)
dBjs =
∫ k+1
n
∧t
k
n
(
Bes −Bek+1
n
)
δBjs .
Due to the regularity assumptions, to conclude it remains to apply Lemma
4.8, which provides the stated convergence for all values of H > 12 . When
1
2 < H ≤ 34 , note that we used Slutsky lemma as well as the fact that the
application
(26)
Φj :

Cd2m([0, T ])→ Cdm([0, T ])
(X = (xi,j,k)1≤k,j≤d,i≤m)→
 m∑
i=1
d∑
j=1
d∑
k=1
〈ekX(i,), ej〉Rdej ⊗ ei

is continuous ((ei) being the cannonical base of R
d).
2. The proof is mutatis mutandis the same for the Brownian motion. 
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