Abstract. Let F be a field of characteristic different from 2. It is shown that the problems of classifying (i) local commutative associative algebras over F with zero cube radical, (ii) Lie algebras over F with central commutator subalgebra of dimension 3, and (iii) finite p-groups of exponent p with central commutator subgroup of order p 3 are hopeless since each of them contains
ELA

Problems of Classifying Associative or Lie Algebras and Metabelian Groups are Wild 517
(a) the problem of classifying symmetric bilinear mappings U × U → V , and (b) the problem of classifying skew-symmetric bilinear mappings U × U → V , in which U and V are vector spaces over a field F of characteristic different from 2 and V is three-dimensional.
In Section 3, we prove that the problems (a) and (b) contain the problem of classifying pairs of matrices over F up to similarity. In Sections 4 and 5, we show that (i) the problem of classifying local commutative associative algebras over F with zero cube radical contains (a), (ii) the problem of classifying Lie algebras over F with central commutator subalgebra of dimension 3 contains (b), and (iii) the problem of classifying finite p-groups of exponent p = 2 with central commutator subgroup of order p 3 contains the problem (a) over the field F p with p elements.
Therefore, the problems (a), (b), and (i)-(iii) are wild.
Note that the wildness of (a), (b), (i) and (ii) was proved in [2] if the field F is algebraically closed. The purpose of our paper is to remove this restriction on F, which admits, in particular, to prove the wildness of (iii).
In Section 2, we give two preparation lemmas. One of them is about matrix triples up to congruence; its proof is based on the method of reducing the problem of classifying systems of forms and linear mappings to the problem of classifying systems of linear mappings, which was developed in [11] and was presented in detail in [12, Section 3] . In Section 6, we recall this reduction, restricting ourselves to the problem of classifying triples of bilinear forms.
All fields that we consider are of characteristic not 2.
Two lemmas.
In this section, we give two lemmas that we use in later sections.
In each matrix triple that we consider, the three matrices have the same size, which we call the size of the triple. We say that a triple is indecomposable for equivalence if it is not equivalent to a direct sum of two triples of matrices of smaller sizes. We also say that a triple U is a direct summand of a triple T for equivalence if T is equivalent to U ⊕ V for some V. 
changing the basis in U , and by linear substitutions
changing the basis in V .
The image of h generates the target space V if and only if the triple (M 1 , M 2 , M 3 ) is linearly independent ; that is, Proof. For a matrix triple (A, B, C) and a fixed ε ∈ {1, −1}, we write
Let (A, B) be a pair of n × n matrices. Following [2] , we define the triple of 350n-by-350n matrices 
in which
In the remainder of this section, we prove the converse. Denote by M 1 , M 2 , and M 3 (A, B) the matrices of the triple T (A, B) and assume that T (A, B) reduces to T (C, D) by transformations (3.2) and (3.3). These transformations are independent; so we can produce the substitutions (3.
in which [γ ij ] is nonsingular, and then apply the remaining congruences 
Write (3.6) and (3.7) in the form
in which T is (3.6) with (C, D) instead of (A, B) and without the first summand, and U is (3.7) without the first summand.
The sums (3.8) and (3.9) satisfy the conditions of Lemma 2.2 since: • T (C, D) and U(A, B) are congruent.
• (I n , I n , I n ) (ε) and T have no common summands for equivalence. Indeed, the pairs (I n , I n ) (ε) and T 2 formed by the first and the second matrices of these triples have no common summands for equivalence: each indecomposable summand of (I n , I n ) (ε) for equivalence is equivalent to (I 1 , I 1 ), but the form of T 2 ensures that if any pair of nonzero matrices is an indecomposable summand of T 2 for equivalence, then this pair is equivalent to (I 4 , J 4 (0)).
and U have no common summands for equivalence, hence by Lemma 2.1 (I n , I n , I n ) (ε) is a direct summand of (αI n , βI n , γI n ) (ε) for equivalence. In like manner, (αI n , βI n , γI n ) (ε) is itself a direct summand of (I n , I n , I n ) (ε) for equivalence since (αI n , βI n , γI n ) (ε) and T have no common summands for equivalence.
By Lemma 2.2, (I n , I n , I n ) (ε) and (αI n , βI n , γI n ) (ε) are congruent; that is, there exists a nonsingular matrix S such that
n .
are 10) in which T is the direct sum (3.6) without the last summand, and
congruent. Since U(A, B) is congruent to T (C, D), we have that T (A, B) and T (C, D) are congruent. Write them in the form
Since triples (3.10) are congruent, they are equivalent and Lemma 2.1 ensures that
T .
The triple D(A, B)
T is equivalent to
where that D(A, B) is equivalent to D(C, D) ; that is, D (A, B)S = RD(C, D) for some nonsingular R and S. Equating the corresponding matrices of these triples gives
Hence, (A, B)S 0 = S 0 (C, D), and so (A, B) is similar to (C, D).
The wildness of the problems of classifying associative and Lie algebras.
In this section, we prove the following theorem. We follow the proof of Theorem 4 in [2] , in which F is algebraically closed.
By a semialgebra we mean a finite-dimensional vector space R over F with multiplication ab := h(a, b) given by a mapping
that is bilinear, i.e. Proof. Let R be a semialgebra with R 3 = 0 and dim R 2 = 3. The multiplication on R is defined by the bilinear mapping (4.1). Since R 3 = 0, we have ar = ra = 0 for 
which is symmetric or skew-symmetric if the semialgebra R is commutative or anticommutative and whose image generates R 2 .
Every symmetric or skew-symmetric bilinear mapping g : U × U → V with dim V = 3 whose image generates V can appear as (4.2). Indeed, consider the commutative or anti-commutative semialgebra R := U ⊕ V with multiplication given by the bilinear mapping
Clearly, R 3 = 0 and dim R 2 = 3. Since V = R 2 and the spaces U and R/V are naturally isomorphic, we can identify g andh.
We have reduced the problem of classifying commutative (anti-commutative) semialgebras R with R 3 = 0 and dim R 2 = 3 to the problem of classifying symmetric (skew-symmetric) bilinear mappings (4.2). The latter problem is wild by Theorem 3.1.
Proof of Theorem 4.1. Let R be a semialgebra with R 3 = 0 and dim R 2 = 3.
(a) Suppose first that R is commutative. We "adjoin" the identity 1 by considering the algebra Λ consisting of the formal sums
with the componentwise addition and scalar multiplication and the multiplication
This multiplication is associative since R 3 = 0, and so Λ is an algebra. It is commutative because R is commutative. Since R is the set of its noninvertible elements, Λ is a local algebra and R is its radical.
(b) Suppose now that R is anti-commutative. Since R 3 = 0, the Jacobi identity type (p, . . . , p) . We consider G/A and A as vector spaces over the field F p with p elements, but we use the multiplicative notation
instead of the additive notation αa + βb. Define the mapping: Proof. (a) The mapping (5.2) is bilinear and skew-symmetric since
for all g, h, x ∈ G.
(b) The group G/A can be decomposed into a direct product of cyclic groups of order p; let g 1 A, . . . , g t A be their generators. Then g p i = 1 and each element of G is uniquely represented in the form
The multiplication of two elements of G that are written in the form (5.3) is fully determined by the mapping (5.2) since 
It is easy to check that G is a group, A is its central commutator subgroup, and the vector space G/A is isomorphic to B. The exponent of G is p because if x, y ∈ G and
Proof of Theorem 5.1. By Lemma 5.2, the problem of classifying finite p-groups of exponent p with central commutator subgroup of order p 3 reduces to the problem of classifying skew-symmetric bilinear mappings over F p whose images generate the target spaces, which is wild by Theorem 3.1.
The problem of classifying finite p-groups with central commutator subgroup G of order p 2 is wild both for the groups in which G is cyclic and for the groups in which G is of type (p, p); see [9] . Finite p-groups with central commutator subgroup of order p are classified in [7, 10] .
Note that if U and V are vector spaces over a field F of characteristic not 2 and dim V = 3, then each skew-symmetric bilinear mapping h : U × U → V whose image generates V is surjective. in which x 1 , x 2 , x 3 and y 1 , y 2 , y 3 are the coordinates of x and y. It is easy to verify that the system
is solvable for all a, b, c ∈ F.
By Lemma 5.2(c), the statement (5.5) over F = F p is a special case of the following theorem [6, Theorem B]: Let p > 3 and let G be a finite group whose commutator subgroup G is an abelian p-group generated by at most 3 elements. Then G coincides with the set of all commutators; moreover, the proof is valid for p = 3 under the assumption that G is nilpotent of class 2.
The statement (5.5) does not extend to symmetric bilinear mappings: the mapping f :
is not surjective (since (0, 1, 1) has no preimage) though its image generates 
Suppose we know a maximal set ind(Q) of nonequivalent indecomposable matrix triples (this means that every matrix triple that is indecomposable for equivalence is equivalent to exactly one triple from ind(Q)). Replace each triple in ind(Q) that is equivalent to a selfadjoint triple by one that is actually selfadjoint, and denote the set of these selfadjoint triples by ind 0 (Q) (7) in [11] , whose representations are pairs of symmetric or skew-symmetric bilinear forms). The "quiver with involution" of G (see [12, Section 3] 
