In this paper we use the approach of Ruan ([34]) and ) to construct virtual neighborhoods and show that the Gromov-Witten invariants can be defined as an integral over top strata of virtual neighborhood. We prove that the invariants defined in this way satisfy all the Gromov-Witten axioms of Kontsevich and Manin.
Introduction
Ruan and Tian established the theory of Gromov-Witten invariants for semi-positive symplectic manifold about 90's : Ruan [33] first introduced a new invariant to the symplectic manifold by counting J-holomorphic maps from S 2 to a fixed semi-positive symplectic manifold. Nowdays these invariants are called Gromov-Witten invariants. Later Ruan and Tian studied the higher genus case and proved the associativity for the quantum cup product and the WDVV equations in 1997.
In the effort to remove semi-positive condition, the technology went on a significant change. There had been several different approaches to define Gromov-Witten Invariants for general symplectic manifolds, such as Fukaya-Ono [10] , Li-Tian [21] , Liu-Tian [22] , Ruan [34] , Siebert [37] and etc.
Recently, there is a great deal of interest among symplectic geometric community to re-visit the latter approach with the purpose to clean up some of issues ( see [4, 5] , [6, 7] , [11] - [13] , [26] - [29] , [38] ). The main complication is that the moduli space has various lower strata. How to deal with these lower strata is one of main issues discussed recently. Our idea is that if we can show that the relevant differential form decays in certain rate near lower strata, the Gromov-Witten invariants can be defined as an integral over top strata of virtual neighborhood. Therefore, all the complication near lower strata of the moduli space can be avoided entirely.
In this paper we use the approach of Ruan ([34] ) and ). Let us describe the main idea.
Local regularization
We explain the construction of local regularization for the top strata M g,n (A). For details and for lower strata please see the section §4 and §5. Consider the universal curve over the Teichmüller space (for detail see section §2. 2) π T : Q → T g,n .
For any [b o ] = [(p o , u)] ∈ M g,n (A) let γ o ∈ T g,n such that π(γ o ) = p o , where π : T g,n → M g,n is the projection. We choose a local slice for Q, which gives a local coordinate chart on U ⊂ T g,n and a local trivialization on π −1
T (U):
ψ : U → A, Ψ : π
1 partially supported by a NSFC grant 2 anminliscu@126.com, lshengscu@gmail.com with ψ(γ o ) = a o , where U ⊂ T g,n is a open set. We have a continuous family of Fredholm system B(a), E(a),∂ j,J parameterized by a ∈ A. Denote by j a the complex structure on Σ associated with a = (j, y) and put j ao := j o . For any v ∈ B(a) let b = (a, v) and denote E(a)| v := E| b . Let b o = (a o , u), denote by G bo the isotropy group at b o . We can choose a G bo -invariant finite dimensional subspace K bo ⊂ E| bo such that every member of K bo is in C ∞ (Σ, u * T M ⊗ ∧ 0,1 jo T * Σ) and
where D bo = D∂ jo,J is the vertical differential of∂ jo,J at u. We can choose δ, ρ so small such that there is an isomorphism
Now we define a thickned Fredholm system ( K bo × O bo (δ, ρ), K bo × E| O bo (δ,ρ) , S). Let (κ, b) ∈ K bo × O bo (δ, ρ), define S(κ, b) =∂ ja,J u + P bo,b κ.
We can choose (δ, ρ) small such that the linearized operator DS (κ,b) is surjective for any b ∈ O bo (δ, ρ).
Global regularization and virtual neighborhoods
There exist finite points [b i ] ∈ M g,n (A), 1 ≤ i ≤ m, such that (2) Suppose that
, G b can be imbedded into both G b i and G b j as subgroups.
There is a forget map f org : U → M g,n , [(j, y, u)] −→ [(j, y)].
In Section §6 we construct a finite rank orbi-bundle F over U such that, for every i ≤ m, F contains a copy of group ring R[G b i ]. The construction imitates Sieberts construction.
Then we construct a bundle map i([κ, b]) : F → E and define a global regularization to be the bundle map S :
such that DS is surjective. Denote
By restricting the bundle F to U we have a bundle E of finite rank with a canonical section σ. We call (U, E, σ) a virtual neighborhood for M g,n (A). Denote by U T the top strata of U. In Section §7 we prove Theorem 1.1. U
T is a smooth oriented, effective orbifold of dimension N = rank(F) + ind DS.
Gromov-Witten invariants
Recall that we have a natural evaluation map
for i ≤ n defined by evaluating at marked points. We have another map P : U T −→ M g,n (Σ, j, y, (κ, u)) −→ (Σ, j, y).
Choose a smooth metric h on the bundle F. Using h we construct a Thom form Θ supported in a small ε-ball of the 0-section of E. The Gromov-Witten invariants are defined as Ψ A,g,n (K; α 1 , ..., α n ) =
for α i ∈ H * (M, R) represented by differential form and K represented by a good differential form defined on M g,n in Mumford's sense.
In [19] we proved the exponential decay of the derivatives of the gluing maps with respect to the gluing parameter near lower strata. Using these estimates we prove in §9 and §10 Theorem 1.2. The integral (4) is convergent.
Theorem 1.3. (1)
. Ψ A,g,n (K; α 1 , ..., α n ) is well-defined, multi-linear and skew symmetry. (2) . Ψ A,g,n (K; α 1 , ..., α n ) is independent of the choices of forms K, α i representing the cohomology classes [K] , [α i ] and is independent of the choice of Θ.
(3)
. Ψ A,g,n (K; α 1 , ..., α n ) is independent of the choices of the regularization. (4) . Ψ A,g,n (K; α 1 , ..., α n ) is independent of J and is a symplectic deformation invariant. (5) . When M is semi-positive, Ψ A,g,n (K; α 1 , ..., α n ) agrees with the definition of [36] . Theorem 1.4. Suppose that (g, n) = (0, 3), (1, 1) . Let π : M g,n → M g,n−1 be the map by forgetting the last marked point.
(1) For any α 1 , · · · , α n−1 in H * (M, R), we have Ψ A,g,n (K; α 1 , ..., α n−1 , 1) = Ψ A,g,n−1 (π * (K); α 1 , · · · , α n−1 ),
Let α n be in H 2 (Y, R), then Ψ A,g,n (π * (K); α 1 , · · · , α n−1 , α n ) = α n (A)Ψ A,g,n−1 (K; α 1 , · · · , α n−1 ). Theorem 1.5. For any K 1 × K 2 ∈ H * (M g 1 ,g 2 ,n 1 ,n 2 , R), α 1 , · · · , α n ∈ H * (M, R), represented by smooth forms, we have Ψ (A,g,n) ((θ) ! (K 1 × K 2 )); {α i })
= ǫ(K, α)
where ǫ(K, α) = (−1)
We conclude that the invariants defined in this way satisfy all the Gromov-Witten axioms of Kontsevich and Manin.
Acknowledgement:
We would like to thank Yongbin Ruan, Huijun Fan, Jianxun Hu and Bohui Chen for many useful discussions.
Preliminary
First all, we recall some results on the Deligne-Mumford moduli space M g,n of stable curves, for detail see [39] , [40] , [41] .
Metrics on Σ
Let (Σ, j, y) be a smooth Riemann surface of genus g with n marked points. In this paper we assume that n > 2−2g, and (g, n) = (1, 1), (2, 0) . It is well-known that there is a unique complete hyperboloc metric g 0 in Σ \ {y} of constant curvature −1 of finite volume, in the given conformal class j ( see [40] ). Let H = {ζ = λ + √ −1µ|µ > 0} be the half upper plane with the Poincare metric g 0 (ζ) = 1 (Im(ζ)) 2 dζdζ.
Let

D =
{ζ ∈ H|Im(ζ) ≥ 1} ζ ∼ ζ + 1 be a cylinder, and g 0 induces a metric on D, which is still denoted by g 0 . Let z = e 2πiζ , through which we identify D with D(e −2π ) := {z||z| < e −2π }. An important result is that for any punctured point y i there exists a neighborhood O i of y i in Σ such that
moreover, all O i 's are disjoint with each other. Then we can view D y i (e −2π ) as a neighborhood of y i in Σ and z is a local complex coordinate on D y i (e −2π ) with z(y i ) = 0. For any c > 0 denote
Let g ′ = dzdz be the standard Euclidean metric on each D y i (e −2π ). We fix a smooth cut-off function χ(|z|) to glue g 0 and g ′ , we get a smooth metric g in the given conformal class j on Σ such that
), where z = e s+2π √ −1θ . We also define another metric g ⋄ on Σ as above by glue g 0 and g c , such that
The metric g (resp. g ⋄ ) can be generalized to marked nodal surfaces in a natural way. Let (Σ, j, y) be a marked nodal surfaces with e nodal points p = (p 1 , · · · , p e ). Let σ :Σ = r ν=1 Σ ν → Σ be the normalization. For every node p i we have a pair { i , i }. We view i , i as marked points onΣ and define the metric g ν (resp. g ⋄ ν ) for each Σ ν . Then we define
Teichmüller space
Denote by J (Σ) ⊂ End(T Σ) the manifold of all C ∞ complex structures on Σ, let G denote the manifold of C ∞ Riemannian metrics with constant scalar curvature −1 on Σ. Denote by Dif f + (Σ) the group of orientation preserving C ∞ diffeomorphisms of Σ, by Dif f 0 (Σ) the identity component of Dif f
where ∆ ⊂ Σ n denotes the fat diagonal. The orbit spaces are
It is well-known that Mod g,n acts properly discontinuously on T g,n and
is a complex orbifold of dimension N := 3g − 3 + n. Let π M : T g,n → M g,n be the projection.
Consider the principal fiber bundle
and the associated fiber bundle
, which has fibers isomorphic to Σ and is equipped with n disjoint sections
It is commonly called the universal curve over T g,n . The following result is well-known ( cf [32] ):
and the map
is a diffeomorphism onto a neighborhood of the orbit of (j o , y o ).
From the local slice we have a local coordinate chart on U and a local trivialization on π
where U ⊂ T g,n is a open set. We call (ψ, Ψ) in (6) a local coordinate system for Q. Suppose that we have two local coordinate systems
Suppose
It is easy to see that g is Dif f
Let M g,n be the Deligne-Mumford compactification space, g wp be the Weil-Petersson metric on M g,n . Denote by B g,n the groupoid whose objects are stable marked nodal Riemann surfaces of type (g, n) and whose morphisms are isomorphisms of marked nodal Riemann surfaces. J. Robbin, D. Salamon [32] used the universal marked nodal family to give an orbifold groupoid structure on B g,n . Then M g,n has the structure of a complex orbifold, and M g,n is an effective orbifold. It is possible that (g i , n i ) = (1, 1) for some smooth component Σ i , in this case we consider the reduced effective orbifold structure.
The moduli space of stable holomorphic maps
Let (M, ω, J) be a closed C ∞ symplectic manifold of dimension 2m with ω-tame almost complex structure J, where ω is a symplectic form. Then there is a Riemannian metric
for any v, w ∈ T M. Following [25] we choose the complex linear connection
induced by the Levi-Civita connection ∇ of the metric G J .
Let (Σ, j, y) be a smooth Riemann surface of genus g with n marked points. Let u : Σ −→ M be a smooth map. For any section h ∈ C ∞ (Σ; u * T M) and section η ∈ C ∞ (Σ, u * T M ⊗ ∧ 0,1 j T * Σ) and given integer k > 4 we define the norms
Here all norms and covariant derivatives are taken with respect to the metric G J on u * T M and the metric g on (Σ, j, y), dvol Σ denotes the volume form with respect to g. Denote by
j T * Σ) the complete spaces with respect to the norms (11) and (12) respectively. Denote
B is an infinite dimensional Banach manifold. For any
Then
Let E be the infinite dimensional Bananch bundle over B whose fiber at b = (j, y, u) is
The Cauchy-Riemann operator defines a Fredholm section ∂ j,J : B −→ E.
We call it the automorphism group at (j, y, u).
Our moduli space M g,n (A) is the quotient space
In order to compactify the moduli space we need to consider the holomorphic maps from marked nodal Riemann surfaces. A configuration in M is a tuple (Σ, j, y, ν, u) where (Σ, j, y, ν) is a marked nodal Riemann surface of genus g with n distinct marked points, and u : Σ → M is a smooth map satisfying the nodal conditions
The configuration (Σ, j, y, ν, u) is called holomorphic if the restriction of u to each smooth component of Σ satisfies (14) . The configuration (Σ, j, y, ν, u) is called stable, if the restriction on every smooth component is stable. Let M g,n (A) be the Gromov compactification of M g,n (A). It is well-known that one can define a topology on M g,n (A) such that M g,n (A) is a compact Hausdorff space.
Denote by M ′ g,n the set of domains of each element in M g,n (A). Denote (6), we have a local coordinate chart on U and a local trivialization on π
where U ⊂ T g,n is an open set. We can view a = (j, y) as parameters, and the domain Σ is a fixed smooth surface. Denote by j a the complex structure on Σ associated with a = (j, y) and put
) is a smooth function on A. Denote by G a the isotropy group at a, that is
Since M g,n is an effective orbifold, we can choose δ small such that G a can be imbedded into G ao as a subgroup for any a with d A (a o , a) < δ. Denote by im(G a ) the imbedding.
Obviously, G bo is a subgroup of G ao . Note that both d A and h ja,k,2 are Dif f
Gluing
Let (Σ, j, y, q) be a marked nodal Riemann surface of genus g with n marked points y = (y 1 , ..., y n ) and one nodal point q. We write the marked nodal Riemann surface as
where (Σ i , j i , y i , q i ), i = 1, 2, are smooth Riemann surfaces. We say that q 1 , q 2 are paired to form q. Assume that (Σ i , j i , y i , q i ) is stable, i.e., n i + 2g i + 1 ≥ 3, i = 1, 2. We choose metric g i on each Σ i as in §2.1. Let z i be the cusp coordinates around q i , z i (q i ) = 0, i = 1, 2. Let
(s i , t i ) are called the holomorphic cylindrical coordinates near q i . In terms of the holomorphic cylindrical coordinates we write
Here Σ i0 ⊂ Σ i , i = 1, 2, are compact surfaces with boundary. Put
. We introduce the notations
For any gluing parameter (r, τ ) with r ≥ R 0 and τ ∈ S 1 we construct a surface Σ (r) with the gluing formulas:
where we use (r) to denote gluing parameters.
We will use the cylinder coordinates to describe the construction of u (r) :
We choose local normal coordinates (
for any r > R 0 . We glue the map (u 1 , u 2 ) to get a pregluing maps u (r) as follows. Set
To define the map u (r) in the remaining part we fix a smooth cutoff function β :
and 1 − β 2 is a smooth function, 0 ≤ β ′ (s) ≤ 4 and β 2 (
. We define
We define weighted norms. Fix a positive function W on Σ which has order equal to e α|s| on each end of Σ i , where α is a small constant such that 0 < α < 1. We will write the weight function simply as e α|s| . For any
Here all norms and covariant derivatives are taken with respect to the metric G J on u * T M and the metric g ⋄ on (Σ, j, y), dvol Σ denotes the volume form with respect to g ⋄ . Denote by
) the complete spaces with respect to the norms respectively.
We choose R 0 so large that
for any r > R 0 . In this coordinate system we identify T x M with T u i (q) M for all x ∈ O u i (q) . Any h 0 ∈ T u i (q) M may be considered as a vector field in the coordinate neighborhood. We fix a smooth cutoff function ̺:
whered is a large positive number. Putĥ
We define weighted Sobolev norm on W k,2,α by
Denote
where β is the cut-off function defined in (19) .
If no danger of confusion we will simply write η i = β i;2 η. Then η i can be considered as a section over
We now define a norm
We define
Denote the resulting completed spaces by
The above construction can be generalized to the case with several nodes. Let Σ ∈ M g,n . Suppose that Σ has e nodal points p = (p 1 , · · · , p e ), marked points y 1 , · · · , y n and ι smooth components. We can choose the plumbing coordinates (s, t) following [40] . Set
• Σ is a Riemann surface with additional punctures a j , b j in the place of the jth node of Σ, j = 1, · · · , e. For each node p j , j = 1, · · · , e there is a neighborhood isomorphic to
Denote by Σ i the connected components of
Suppose that Σ i has n i marked points, q i punctures and has genus g i .
We can parameterize a neighborhood of • Σ in the deformation space by Beltrami differentials. Let z i (resp. w i ) be a local coordinate around a i (resp. 
and form a basis of the deformation space at Σ.
small enough such that |ν| < 1. The nodal surface Σ s,0 is obtained by solving the Beltrami equation
We recall the plumbing construction for Σ with a pair of punctures a j , b j . Let z j,s , w j,s be cusp coordinates in U j , V j near a j , b j respectively, thus
where ds 2 s,0 be the normalized hyperbolic metric on Σ s,0 of curvature −1. As [9] denote
By the removalbe singularity theorem and setting
, if necessary , we can assume that
Since r j=1 K j is disjoint from the U j , V j , the F j,s , G j,s are also holomorphic onto their image. For any t = (t 1 , ·, ·, t e ) with 0 < |t j | < 1, remove the discs |z j | < |t j | and |w j | < |t j | when |t j | small, and identify z j via the plumbing equation
We can rewrite the equation as
Then we form a new Riemann surface Σ s,t . We call (t 1 , · · ·, t e ) plumbing coordinate. We obtain a family of Riemann surfaces over ∆ s × ∆ t , whose fiber over (s, t) is the Riemann surface Σ s,t , where
In the coordinate system (s, t) the g wp metric induces a Dif f
We can choose δ small such that G (s,t) can be imbedded into G (0,0) as a subgroup for any (s, t) ∈ O(δ). Denote by im(G (s,t) ) the imbedding.
, we define the norms h s,t,k,2,α and η s,t,k−1,2,α . We do these in the same way as for one node case.
where v s,t = exp u s,t (h).
Local regularization-Top strata
When the transversality fails we need to take the regularization.
Local regularization for the top strata
the projection. We choose a local coordinate system (ψ, Ψ) on U with ψ(γ o ) = a o for Q. We view a = (j, y) as a family of parameters defined on a fixed Σ. Denote
Let E(a) be the infinite dimensional Banach bundle over B(a) whose fiber at v is
where we denote by j a the complex structure on Σ associated with a = (j, y). We will denote j ao := j o . We have a continuous family of Fredholm system
jo T * Σ) and
where D bo = D∂ jo,J is the vertical differential of∂ jo,J at u.
Let G bo be the isotropy group at b o . In case the isotropy group G bo is non-trivial, we must construct a G bo -equivariant regularization. Note that G bo acts on
jo T * Σ) in a natural way:
ThenK bo is G bo -invariant. To simplify notations we assume that K bo is already G bo -invariant.
Lemma 4.1. There are constants δ > 0, ρ > 0 depending on b o such that there is an isomorphism
Proof. Denote by inj M the injective radius of (M,
denote the complex bundle isomorphism, given by parallel transport with respect to the connection ∇, along the geodesics s → exp u (sh). We choose ρ < inj M . For any j ∈ J (Σ) near j o we can write j = (I + H)j o (I + H) −1 where H ∈ T jo J (Σ). We define two maps
Since Jη = −ηj o and J̟ = −̟j a , one can check that JΨ jo,ja (η) = −Ψ jo,ja (η)j and JΨ ja,jo (̟) = −Ψ ja,jo (̟)j o . Then Ψ jo,ja and Ψ ja,jo are well defined. The proof of the following claim can be find in [19] , we omit the proof here.
Claim. Ψ jo,ja is an isomorphism when |H| small enough.
Ψ jo,ja induces an isomorphism
in a natural way. Let P bo,b = Φ • Ψ jo,ja . We can choose δ, ρ such that there is an isomorphism
Now we define a thickned Fredholm system
The norm h
2 j a ,k,2 and the isotropy group on the top strata
If we fix the complex structure j o , then W k,2 (Σ; u * T M) is a Hilbert space. It is well-known that h 2 jo,k,2 is a smooth function ( see [43] ). Now the h 2 ja,k,2 is a family of norms, so the following lemma is important.
ja,k,2 is smooth. Since the slice we choose is smooth, the complex structure j a smoothly depends on a, so the associated hyperbolic metric g smoothly depends on a. It follows that h 2 ja,k,2 is smooth in (ψ, Ψ). Now we choose another coordinate system (ψ
where
is a family of diffeomorphisms. On the other hand, in terms of the two coordinate system we have
By the same argument we conclude that h 2 j a ′ ,k,2 is smooth.
where G p , G q denotes the isotropy groups at p and q respectively.
Proof. We only prove (2), the proof of (1) is similar. If (2) is not true, there exists a point p = (a,û) ∈ O bo (δ, ρ) and a sequence
By (a) we have lim
Since G a is a finite group, by choosing subsequence we may assume that im(
It follows that im(G b ) is a subgroup of G p . We get a contradiction. 
Let E(s, t) be the infinite dimensional Banach bundle over B(s, t) whose fiber at b = (s, t, u) is
We have a continuous family of Fredholm system
We use the same method as in subsection §4.1 to choose
and supports in the compact subset
where we denote by j oi the complex structure on Σ i associated with (0, 0), and
for a constant R 0 > 1. We identify each Σ s,t (R 0 ) with Σ 0,0 (R 0 ) := Σ(R 0 ) for |s|, |t| small. Denote by j s,t the family of complex structure on Σ(R 0 ). Denote j o := j 0,0 . Then when |H| small
is an isomorphism. Let P bo,b = Φ • Ψ jo,j s,t . We fix a smooth cutoff function
Lemma 5.1. LetĒ(s, t) be the infinite dimensional Banach bundle over B(s, t) whose fiber at b = (s, t, u) isĒ
The proof is the same as in Lemma 4.1.
Now we define a thickned Fredholm system
Local regularization for lower stratum : with bubble tree
A-G-F procedure. We introduce the A-G-F procedure.
is a marked nodal Riemann surface. Suppose that Σ has a principal part Σ P and some bubble tree Σ B attaching to Σ P at q. Let u = (u 1 , u 2 ) where u 1 : Σ P → M and u 2 : S 2 → M are J-holomorphic maps. We consider the simple case Σ B = (S 2 , q) with [u 2 (S 2 )] = 0, the general cases are similar. Denote
We can choose a local smooth codimension-two submanifold Y such that u 2 (S 2 ) and Y transversally intersects, and u [38] and [31] ). We add these intersection points as marked points to S 2 such that S 2 is stable. Denote the Riemann surface by (S 2 , q, x). We may choose ρ o such that for any (
and Y transversally intersects, and v −1 (Y ) has ℓ points. Denote
Note that the additional marked points are unordered, so we consider the space
where Sy(ℓ) denotes the symmetric group of order ℓ. Denoteb oo := (S 2 , q | x, u 2 ), where the points after " | " are unordered. Denote
Then the following lemma holds.
, where x = (x 1 , ..., x ℓ ) is an ordered set. We can construct a metric g on (S 2 , q, x) as in section §2.1 such that g ⋄ is the standard cylinder metric near marked points and nodal points. We choose cusp coordinates z on Σ P and w on S 2 near q.
, whereb o1 is a lift of b o1 to the uniformization system, andb o2 :=b oo . Note that the cusp coordinates z and w are unique modulo rotations near nodal point q and the metric g on Σ P is G b 1 -invariant and g on (S 2 , q, x) is G b 2 -invariant. In the coordinates z, w for any
By the finitness of
We choose
to be a finite dimensional subspace satisfying (1), (2) and (3) in §5.1.
Then we glueb o1 andb o2 at q with gluing parameters (r * , τ * ) in the coordinates z, w to get representives ofp * := (Σ (r * ) , y | x) and pregluing mapû (r * ) . Letb * o = (p * ,û (r * ) ), denote by Gb * o the isotropy group atb * o . Now we forget Y and the additional marked points x. We get a element
the isotropy groups at p * and b * o respectively. The following lemma is obvious.
We call this procedure a A-G-F procedure ( Adding marked points-Gluing-Forgetting Y and marked points). This procedure can be extended to bubble tree and bubble chain in an obvious way.
We use the same method as in §5.1 to construct the local regularization.
6 Global regularization 6.1 A finite rank orbi-bundle over M g,n (A)
There is a forget map
We construct a finite rank orbi-bundle F over U. The construction imitates Sieberts construction. First of all, we can slightly deform ω to get a rational class [ω * ]. By taking multiple, we can assume that [ω * ] is an integral class on M. Therefore, it is the Chern class of a complex line bundle L over M. Let i be the complex structure on L. We choose a Hermition metric G L and the associate unitary connection ∇ L on L.
Let (Σ, j, y) be a marked nodal Riemann surface of genus g with n marked points. Let u : Σ −→ M be a W k,2 map. We have complex line bundle u * L over Σ with complex structure u [15, 16] ). Then u * L is a holomorphic line bundle.
There is a line bundle associated with the domain of stable maps called dualized tangent sheaf λ. The restriction of λ on (Σ, j) is λ (Σ,j) , the sheaf of meromorphic 1-form with at worst simple pole at the nodal points and for each nodal point p, say Σ 1 and Σ 2 intersects at p,
, and denote by Λ the expression of Λ in the local coordinate system A. Then L | b := Λ ⊗ u * L is a holomorphic line bundle over Σ. We have a Cauchy-Riemann operator∂ b .
Here the∂-operator depends on the complex structure j on Σ and the bundle u * L, so we denote it by∂ b .
If D is not a ghost component, there exist a constant o > 0 such that
The finite group G b acts on the bundle on F | b in a natural way.
Then the following hold
It follows from (b) above that if we choose another coordinate system A ′ and another local model
But the coordinate transformation is continuous. So we get a continuous bundle F → U. Moreover, by (1) and (2) we conclude that F has a "orbi-vector bundle" structure over U.
Hence they can be decomposed as sum of irreducible representations. There is a result in algebra saying that the irreducible factors of group ring contain all the irreducible representations of finite group. Hence, it is enough to find a copy of group ring in F (b i ) | b i . This is done by algebraic geometry. We can assume that L induces an embedding of Σ into CP N i for some N i . Furthermore, since L is invariant under G b i , G b i also acts effectively naturally on CP N i . Pick any point x 0 ∈ im(Σ) ⊂ CP N i such that σ k (x 0 ) are mutually different for any σ k ∈ G b i . Then, we can find a homogeneous polynomial f of some degree, say
contains a copy of group ring. We denote the obtained bundle by F(k i ).
In [20] we proved Lemma 6.4. For the top strata, in the local coordinate system A the bundle F is smooth. Furthermore, for any base {e α } of the fiber at b o we can get a smooth frame fields {e α (a, h)} for the bundle
Gluing the finite rank bundle F
We recall some results in [20] . Let (U, z) be a local coordinates on Σ around a nodal point ( or a marked point) q with z(q) = 0 . Let b = (s, u) ∈ O bo (δ o , ρ o ) and e be a local holomorphic section of u * L| U with e G L (q) = 0 for q ∈ U. Then for any φ ∈ F| b we can write
In terms of the holomorphic cylindrical coordinates (s, t) defined by z = e −s+2π √ −1t we can re-written
where f (z) ∈ O(U). It is easy to see that |f (s, t) − f (∞, t)| uniformly exponentially converges to 0 with respect to t ∈ S 1 as s → ∞. Let (Σ, j, y) be a marked nodal Riemann surface of genus g with n marked points. Suppose that Σ has e nodal points p = (p 1 , · · · , p e ) and ι smooth components. We fix a local coordinate system s ∈ A for the strata of M g,n , where
For each node p i we can glue Σ and u at p i with gluing parameters (r) = ((r 1 , τ 1 ) , ..., (r e , τ e )) to get Σ (r) and u (r) , then we glue
for some constant C > 0 independent of (r).
is an isomorphism for r i , 1 ≤ i ≤ e, large enough, and
Lemma
Together with I L (r) we have gluing map
Given a frame e α (z) on F | bo , 1 ≤ α ≤ rank F, we have a frame field
over
, where z is the coordinate on Σ, and
For any any fixed (r), e α is smooth with respect to s, h over O bo (δ o , ρ o ).
Since e α (z) is holomorphic on Σ, e α | Σ(R 0 ) determines e α on Σ, we have
Then given e α | Σ(R 0 ) we have a field e α ((r), s, h) | Σ(R 0 ) .
Global regularization and virtual neighborhoods
We are going to construct a bundle map i : F → E. We first define a bundle map i :
Consider two different cases:
We have an isomorphism
To simplify notations we denote F(k i ) = H, P bo,b = P in this section.
Choosing a base {e α } of the fiber H | bo , by Lemma 6.4 we can get a smooth frame fields {e α } for the bundle H over O bo (δ o , ρ o ), which induces another isomorphism
Let ρ K bo : G bo → GL( K bo ) be the natural linear representation, and let ρ R : Let R + = {x ∈ R|x ≥ 0} and f δo,ρo : R + × R + → R + be a smooth cut-off function such that
We define a cut-off function α bo :
For any κ ∈ H | b with b ∈ O bo (δ bo , ρ bo ), in terms of the local coordinate system (ψ, Ψ), we define
Lemma 6.8. In the local coordinates (ψ, Ψ) on U and in
O bo (δ o , ρ o ) the bundle map i(κ, b) bo : F(k i ) →
E is smooth with respect to (κ, a, h).
Proof. By Lemma 4.2 we immediately obtain that the cut-off function α bo (b) is a smooth function. Note that, in the local coordinates (ψ, Ψ), P , p and Q −1 are smooth. We conclude that i(κ, b) bo is a smooth function of (κ, a, h).
We can transfer the definition to other local coordinate system (ψ ′ , Ψ ′ ). We have
which induces the map ϕ a :
We have chosen a finite dimensional subspace
Denote κ ′ = φ a (κ). Define
It is easy to check that ρ K bo :
If we choose three local coordinate systems (ψ, Ψ), (ψ
It follows from (37) and (38) that the bundle map i :
We choose (s, t) coordinates. Put t i = e −2r i −2πτ i , sometimes we use (s, (r)) coordinates, where (r) = ((r 1 , τ 1 ) , ..., (r e , τ e )). 0) . We choose |s|, |t| small enough. In terms of (s, t) we have an isomorphism
Choosing a base {e α } of the fiberH | bo , by (33) we can get a frame fields {e α ((r), a, h) | Σ(R 0 ) } for the bundleH over O bo (δ o , ρ o ). We have another isomorphism in the (s, t) coordinates
Since M g,n has a natural effective orbifold structure, we can choose a smooth cut-off function in orbifold sense
where β R 0 is the function in (28) . Using α bo (b) defined in (39), we can define the bundle map i :
if h ja,k,2 < ρ bo , and β δo (s, t) < δ bo 0 otherwise.
For any fixed (r), i(κ, b) bo and Q are smooth with respect to (s, h) in the coordinates (s, (r)). In order to study the smoothness with respect to (r) we note that i(κ, b) bo is supported in Σ(R 0 ). For any v = exp u (r) h, we let
Then we view P to be a family of operators in E over W k,2 (Σ; u * T M), where E → W k,2 (Σ; u * T M) is independent of (r). Consider the map
Lemma 6.9. In the local coordinates (s, (r)), the bundle map i(κ, b) bo • Q is smooth with respect to
Proof. α bo (s, (r), v) is smooth with respect to (s, (r), h).
By the same method as in the proof of Lemma 3.1 of [20] we can show that T l (h; · · ·) is a bounded linear operator. The proof is complete.
In [20] we proved 
the following holds. Let h (r) = Π 2 (Glu s,(r) (κ, ξ)) where
) is smooth with respect to s and (r), Glu s,h (r) ,(r) (ζ) is smooth with respect to s, (r) and (κ, ξ).
Then i : F → E is a bundle map. We define a global regularization to be the bundle map S :
It is obvious that DS is surjective. Denote π F : F → U by the projection of the bundle. Set
. By restricting the bundle F to U we have a bundle E of finite rank with a canonical section σ defined by
We call (U, E, σ), a virtual neighborhood for M g,n (A).
Smoothness of the top strata Proof of Theorem 1.1
The proof is divided into two steps, the subsections §7.1 and §7.2.
Smoothness
To simplify notations we consider the following case, for the general case the argument are the same. We assume that
We choose a local coordinate system (ψ, Ψ) for Q and local model
, and let U T be the local expression of U T in terms of (ψ, Ψ). We choose
Then we only need to consider the bundles F(k 1 ) and F(k 2 ). We consider two different cases. 
and in the coordinate system (ψ 2 , Ψ 2 ),
The bundle maps are given respectively by
We transfer from both the local coordinate systems (ψ 1 , Ψ 1 ) and (ψ 2 , Ψ 2 ) to the coordinates (ψ, Ψ).
where b = (a, v). For any fixed a, it follows from the standard elliptic estimates and the smoothness of i that v ∈ C ∞ (Σ, M). We first return to the local coordinate systems (ψ 1 , Ψ 1 ) and (ψ 2 , Ψ 2 ) and use Lemma 6.8, then we go back again to (ψ, Ψ). We conclude that i | v and Q ⋄ | v are smooth with respect to (a, κ, h). It is easy to see that F (κo,bo) (a, κ, h) is smooth with respect to (a, κ, h). Then we use the implicity theorem with parameter a to conclude that v is smooth with respect to (a, κ, h). 
. Then we transfer to the coordinates (ψ, Ψ), we choose (s, t)-coordinates. We use Lemma 6.9 and the same method as in Case 1 to prove that v is smooth with respect to (s, (r), κ, h). Then we use Lemma 6.10 to prove that Q 1 is smooth with respect to (s, (r), κ, h). Then we can prove the smoothness of U
The proof of the orientation of U T is standard, we omit here.
The oribifold structure
where G κo,bo is the isotropy group at Proof: We only prove (1), the proof of (2) is similar. Denote b o = (a o , u) . If the lemma not true, we can find a sequence
It is obvious that G κo,bo is a subgroup of G ao , G κ i ,b i is a subgroup of G a i and G a i can be imbedded into G ao as a subgroup for i large enough. So we can view im(G κ i ,b i ) as a subgroup of G ao , By choosing subsequence we may assume that im(G κ i ,b i ) convergies to a subgroup G κ,b of G ao and im(G κ i ,b i ) · u i converges to im(G κ,b ) · u and u i converges to u in W k,2 . By Sobolev imbedding theorem and elliptic estimates we have im(
Since there are only finite many subgroups of G ao , for i large enough we have im(G κ i ,b i ) = G κ,b . So G κ i ,b i can be imbedded into G κo,bo as a subgroup for i large enough. We get a contradiction.
As corollary of Lemma 7.1 we conclude that U T is an orbifold. Since (g, n) = (1, 1), (2, 0), U T has the structure of an effective orbifold.
Combination of the subsections §7.1, §7.2 give us the proof of Theorem 1.1.
A metric on F
In this section we construct a metric on E| Uǫ . It suffices to define a metric on the bundle π *
For any [(κ, b)] ∈ U ε we may find δ > 0, ρ > 0 such that the following hold. Given a frame e α of π *
ρ). We define a local metric by
h(e α , e β ) = δ αβ .
By the compactness of U 2ε we may find finite many points (κ 1 , b 1 ), ..., (κ nc , b nc ) ∈ U ε such that
• {V κa,ba (ε a , δ a , ρ a ), 1 ≤ a ≤ n c } is a covering of U 2ε .
• For any a ∈ {1, ..., n c } there is i a ∈ {1, ..., m} such that
where O b ia (δ ia , ρ ia ) is as in section 6.1,
We have local metric h a on V κa,ba (ε a , δ a , ρ a ). b 1 ) , ..., (κ nc , b nc ). We consider two cases. Thus we have Γ ′ a for every 1 ≤ a ≤ n c . Set
Now we choose smooth cutoff functions
Then Γ a = 1 and Γ a is smooth on U T ǫ in orbifold sense. We define a metric h
One can easily check that h (k i ) is a metric in π * U F(k i ) over U ε . We define a connection on E as follows. Let {e 
For any section e ∈ π * U F(k i )| Uǫ , we define
It is easy to see that
Since E| Uǫ = i F(k i )| Uǫ , we get a metric and a connection in E over U ε , denoted by h and ∇ E .
A Riemann metric on U T
We define a Riemann metric on U T in this subsection. Let [(κ, b)] ∈ U T . We choose a local coordinate system (ψ, Ψ) for Q:
for an open set U ⊂ T g,n and local orbifold model
It is easy to see that G is Dif f + (Σ)-invariant, so it defines a Riemann metric on U T .
8 Gluing estimates
Gluing maps
Let Σ be a marked nodal Riemann surfaces. Suppose that Σ has nodes p 1 , · · · , p e and marked points y 1 , · · · , y n . We choose local coordinate system A. Let u : Σ → M be perturbed J-holomorphic map. We glue Σ and u at each node with gluing parameters (r) to get Σ (r) and the pregluing map u (r) : Σ (r) → M. Set
The following lemma is proved in [19] .
Lemma 8.1. For |r| > R 0 there is an isomorphism
Using Theorem 5.3 in [19] and the implicit function theorem with parameters we immediately obtain
is an orientation preserving local diffeomorphisms, where
Exponential decay of gluing maps
The following theorem is proved in [19] . , ∂ ∂τ i }, i = 1, · · · , e, restricting to the compact set Σ(R 0 ), the following estimate hold
O l when |r| big enough.
Estimates of Exponential decay of Line bundle
The following theorem is proved in [20]
, there exists positive constants
restricting to the compact set Σ(R 0 ), the following estimate hold.
for any
,
Estimates of Thom forms
We estimate the derivatives of the metric h near the boundary u) . We use the notations in section §8.2.
Fix a basis {e
where b (r) = (0, (r), u (r) ). Then (s, (r), z) is a local coordinates of V (κa,ba) (ε a , δ a , ρ a ). We say that f (s, (r), z) satisfies (r)-exponential decay if
Let
be the projection. By Theorem 8.3, the implicit function Theorem and (39), we conclude that Γ a satisfies (r)-exponential decay, where Γ a is the cutoff function defined in section §7.3. 
Recall that e (κa,ba) ). Using the implicit function theorem we get
Choosing 
We assume that U ∩ D is defined by the equation t 1 · · · t e = 0. Let {U α } be the chart ofM. On each chart U α of M we can define a local Poincare metric:
We let U α (r) ∼ = ∆ N r for 0 < r < 1 and let V α (r) = U α (r) ∩ M. Let s, (r), z be the local coordinates of V (κa,ba) (ε a , δ a , ρ a ). In the coordinates (s, (r), z) The local Poincare metric g loc can be written as
Lemma 8.5. There exists a constant C > 0 such that
Proof. The first inequality follows from (42) and (r)-exponential decay ofâ ac αβ . By Ω αβ = dω αβ + γ ω αγ ∧ ω γβ and (r)-exponential decay ofâ ac αβ and Γ a , we can get the second inequality. The last inequality follows from the Bianchi identity.
Let π * E be the pull-back of the bundle E to a bundle over E, where π E : E → U is the projection. Then the bundle π * E E has a metric π * E h with compatible connection π * E ∇ E . To simply notation we write these as h and ∇. Letσ be the tautological section of π * E. Then the elements |σ|
, and the covariant derivative ∇σ ∈ A 1 (E, ∧ 1 (π * E E)). The curvature π * E Ω of the connection ∇ on E can also seen as an element of A 2 (E, ∧ 2 (π * E E)). By [2, 44] , the Mathai-Quillen type Thom form can be written as
where c(r) is a constant depending only r, B denotes the Berezin integral on ∧ * (π * E E). Here Θ E is Gaussian shaped Thom form. Let B ǫ (0) denote the open ǫ-ball in R 2r and consider the map ρ ǫ :
If we extend ρ * ǫ Θ M Q by setting it equal to zero outside B ǫ (0), still denoted by Θ E := ρ * ǫ Θ M Q , we obtain a form Θ E of compact support. Finally, we have the following estimate for σ * Θ E .
Lemma 8.6. There exists a constant C > 0 such that
Proof. One can easily check that 9 Gromov-Witten invariants
The definition of Gromov-Witten invariant
We choose open covering {V κa,ba (ε a , δ a , ρ a ), 1 ≤ a ≤ n c } of U 2ε and a family cutoff functions {Γ a , 1 ≤ a ≤ n c } as in §7.3. Let Θ E be the Thom form of E supported in a small ε-ball of the 0-section of E. To simply notation we denote Θ E by Θ. Let V a → V a be the uniformization system, let Γ a , K and Θ be the lift of Γ a , K and Θ to the uniformization system. The Gromov-Witten invariants can be defined as
for [α i ] ∈ H * (M, R) represented by differential forms and K represented by a good differential form defined on M g,n .
Clearly, Ψ = 0 if deg(K) + deg(α i ) = Index.
The convergence of the integrals
We write the Gromov-Witten invariants as
Proof of Theorem 1.2
Note that the integration region U a for 1 ≤ a ≤ n t are compact set in U T and the integrand in (52) are smooth we conclude that nt a=1 (I) a is bounded. So we only need to prove the convergence of (I) a for a = n t + 1, · · · , n c .
We choose coordinates (s, t, z) and use the notations in section §8.2.
To simplify notation we denote
, η i = glu(t) *
We will denote by (E 1 , E 2 , ..., E 6g−6+2n+d ) the frame (δ 1 , ..., δ e , η 1 , ..., η e , δ e+1 , ..., δ 3g−3+n , η e+1 , ..., η 3g−3+n , ̺ 1 , ..., ̺ d ) .
Then, for a = n t + 1, · · · , n c ,
.., E 6g−6+2n+d ) dV.
Estimates for P * K
We can choose s, t, z 1 , · · · , z d as the local coordinates of U T . In this coordinates P : U T → M g,n can be written as P(s, t, z 1 , · · · , z d ) = (s, t).
Noth that P * E i = E i for i ≤ 6g − 6 + 2n, P * E i = 0 for i ≥ 6g − 6 + 2n + 1. We assume that for
Since K has Poincare growth we have
Estimates for
Obviously, D exp p (ξ) is an isomorphism when |ξ| small enough. By a direct calculation we have, for any X ∈ {
By Theorem 8.3 and (55) we have
It follows that |Π ev *
Estimates for the Thom form
By Lemma 8.6 we have
.., E 6g−6+2n+d }. It follows from (53), (56) and (57) that
Hence the integral (I) a is convergence.
Properties of Gromov-Witten invariants
Some common properties
Denote by U T n (resp. U T n−1 ) the top stratum of virtual neighborhood of M g,n (A) (resp. M g,n−1 (A)). We begin with the smoothness of the forgetful maps and the evaluation maps. 
Proof. (a) and (b). Restricting to U
T and in the fixed coordinate system (ψ, Ψ) for Q, we may choose (a, y 1 , ..., y n , z) as local coordinates of U around b 0 as in subsection §6.3. In this coordinates the maps P and π are given by P(a, y 1 , ..., y n , z) = (a, y 1 , ..., y n ), π(a, y 1 , ..., y n , z) = (a, y 1 , ..., y n−1 , z) respectively. It is obvious that P and π are smooth. Note that for (a), since n + 2g ≥ 3, after forgetting the map the domain is stable, for (b), since (g, n) = (0, 3), (1, 1) and we restrict to the top strata, forgetting the last marked point the domain is still stable. (c). Since U T is smooth, the evaluation map ev i is smooth.
Proof of Theorem 1.3
(1) follows from the definition, we omit it.
Proof of (2) We only prove for α i , the proofs for K and Θ are the same. If α
By the Stokes theorem and Theorem 8.3, Theorem 8.4 we have
where i :
Proof of (3)
. Let Θ ′ be the Thom form of H ′ supported in a neighborhood of zero section. Let
) be the virtual neighborhood cobordism constructed by S (t) . Using the same method as in (2) , by Stokes theorem we have
where ev * (t) : U t −→ M is the evaluation map. On the other hand,
By the same way we have
where ev ′ * :
Proof of (4) Let J ′ (resp. ω ′ ) be another smooth almost complex structure (resp. symplectic form). Suppose that F ′ is another choice of finite rank bundle. Let ω t be a family of symplectic structures and J t be a family of almost complex structures such that J t is tamed with ω t and
Let D t be the linearized operator∂ j,Jt . We cut the interval [0, 1] into [t i , t i+1 ], 0 ≤ i ≤ l with t 0 = 0, t l+1 = 1, and construct a finit rank bundle
We choose a smooth family bundle map i t , t ∈ [0, 1] such that for any t ∈ [0, 1], D t + di t is surjective and
) be the virtual neighborhood cobordism constructed by S (t) . Then by the same argument of (3) we can prove (4).
Proof of (5).
When M is semi-positive, we can choose our almost complex structure J * domain-independent. Then we can use the same method of Ruan ([34] ) to complete the proof.
Proof of Theorem 1.4
We have a commutative diagram
We construct virtual manifold U n−1 for M g,n−1 (A). By pulling back of π, this is also as virtual manifold for M g,n (A). That is,
.
On the other hand, for α n ∈ H 2 (M, R), one can check that π * (ev * n (α n )) = α n (A). Therefore,
Axioms for Gromov-Witten invariants
In [17] Kontsevich and Manin listed the following axioms for Gromov-Witten invariants.
Symmetry Axiom. The symmetric group S n acts naturally on marked points. This axiom asserts that Ψ (A,g,n) is S n -equivariant. This means that
.., α n ) = 0 whenever degK > 0, and
Deformation Axiom. Ψ A,g,n (K; α 1 , ..., α n ) is independent of J and is a symplectic deformation invariant.
Splitting Axiom. cf. Theorem 11.8.
The Effectivity Axiom, the Symmetry Axiom, the Grading Axiom and the Zero Axiom are easy to prove. The Deformation Axiom is proved in Theorem 1.3. The Fundamental Class Axiom and the Divisor Axiom are proved in Theorem 1.4. In §11 we state and prove the Splitting axiom.
Splitting axiom
Assume g = g 1 + g 2 and n = n 1 + n 2 with 2g i + n i + 1 ≥ 3, (g i , n i ) = (1, 0), n i > 0, i = 1, 2. Fix a partition of the index set {1, · · · , n} = S 1 ∪ S 2 , such that n i = |S i | for i = 1, 2. We denote M g 1 ,g 2 ,n 1 ,n 2 the moduli space which identifies the last marked point of a stable curve in M g 1 ,n 1 +1 with the first marked point of a stable curve in M g 2 ,n 2 +1 . Denote by q the last marked point of of a stable curve in M g 1 ,n 1 +1 . The remaining indices have the unique ordering such that the relative order is preserved, the first n 1 points in M g 1 ,n 1 +1 are mapped to the points indexed by S 1 , and the last n 2 points in M g 2 ,n 2 +1 are mapped to the points indexed by S 2 . Let θ : M g 1 ,g 2 ,n 1 ,n 2 → M g,n be the map. Clearly, im(θ) is a submanifold of M g,n .
Let C be the set of all decomposition of
Denote by M g,n (A, θ) the moduli space of all stable configuration (Σ, y, ν, j, u) with homology class A and (Σ, y, ν, j) ∈ θ(M g 1 ,g 2 ,n 1 ,n 2 ). Obviously, M g,n (A, θ) ⊂ M g,n (A). The map θ induces an isomorphism between M A (g 1 , g 2 , n 1 , n 2 ) and M g,n (A, θ). We identify M A (g 1 , g 2 , n 1 , n 2 ) with M g,n (A, θ) if no danger of confusion. Denote by M A (g 1 , g 2 , n 1 , n 2 ) the top strata, the element of which have one node q.
Constructing virtual neighborhoods
be a point. We view [b o ] as a point in M g,n (A) and choose a local coordinate system and a local orbifold model
The following lemma is obtained by the same method as before.
Lemma 11.1. There exist finite points
By Lemma 6.3 we have a continuous orbi-bundle
For each C ∈ C we do this and put
Now we choose finite many points and local obifold models
is an open cover of M g,n (A). We have a continuous "orbi-bundle"
Define a bundle map i : F → E as in §6.3. We define a global regularization for M g,n (A) to be the bundle map S :
There is a bundle of finite rank E over U with a canonical section σ. We have a virtual neighborhood for M g,n (A): (U, E, σ).
The map θ induce a bundle π : θ * F → U c and a bundle map θ * S : θ * F → E. Then restricting on U c we have a virtual neighborhood for M C (g 1 , g 2 , n 1 , n 2 ):
(U c , E c , σ c ).
One can check that U c = θ * U| U c , E c = θ * E| Uc .
Restricting on U θ we have a virtual neighborhood for M A (g 1 , g 2 , n 1 , n 2 ):
(U θ , E θ , σ θ ).
Denote by U 
∈ H * (M g 1 ,g 2 ,n 1 ,n 2 , R). Then we define the GW-invarians Ψ (A,g 1 ,g 2 ,n 1 ,n 2 ) (K 1 × K 2 ; {α i }) as Ψ (A,g 1 ,g 2 ,n 1 ,n 2 ) (K 1 × K 2 ; {α i }) = C∈C U T c,ε
where Θ c is the Thom form of π : E c → U c , ev ′ j denote the evaluation map ev ′ j : U ′ c,ε −→ M at j-th marked point. Using the same method as in Theorem 1.2 we can prove that the integrals are convergence. We can also define Ψ (A i ,g i ,n i +1) (K i ; {α i } i∈S 1 ) for M A i (g i , n i + 1), i = 1, 2.
Next we define the invariant Ψ (A,g,n) (θ ! (K 1 × K 2 ); {α i }). First we define the following transfer map
We choose d small and im(θ) * such that
As in section 9.1 we choose finite many points P = {[(κ a , b a )] ∈ U θ,2ǫ | a = 1, · · · , n θ } with
, a = n t + 1, ..., n θ such that {V κa,ba (ε a , δ a , ρ a ) a = 1, ..., n θ } is an open cover of U θ,2ǫ and V (κa,ba) ⊂ U T θ for all 1 ≤ a ≤ n t . Choose ǫ a , δ a , ρ a and d small such that glu : V κa,ba (ε a , δ a , ρ a ) × D ι (0) → glu(V κa,ba (ε a , δ a , ρ a ) × D ι (0)) is an orientation preserving diffeomorphism, and {glu(V κa,ba (ε a , δ a , ρ a )×D ι (0))} is an open covering of U ε,d,δ where ι = e −2r . Denote V a = V κa,ba (ε a , δ a , ρ a ) U θ,ǫ , W a = glu(V a × D ι (0)).
Denote U a = P(V κa,ba (ε a , δ a , ρ a )). We can choose a family cutoff functions {Γ a , 1 ≤ a ≤ n c } as in §7.3. {Γ a } induces a family cutoff functions {π * Γ a } of U ǫ,d,δ . Then {Γ a } (resp. {π * Γ a }) is also a partition of unity of U c,ε (resp. U ǫ,d,δ ). We use P to denote both P : U c,ε → M ′ g 1 ,g 2 ,n 1 ,n 2 and P : U ε → M g,n . We can assume that
Proof of Theorem 11.5. We choose Θ c = θ * Θ. Denote where
Note that ev j · θ = ev ′ j , θ · σ c = σ · θ, P · θ = θ · P. We have
By (59) and (61), we only need to prove that (A) − (B) = 0. Since K and θ * K M are in the same cohomology, we have (A) = 0, so it suffices to prove (B) = 0.
Let V a (resp. W a ) be the uniformization system of V a (resp. W a ). Let
Then (B) = (B a ). For 1 ≤ a ≤ n t , we choose s as a local coordinates of U a . Let t o = e −2r−2π √ −1τ
be the gluing parameter at node q. Then (t o , s) is a local coordinates of O d ∩ π * U a . On the other hand, since the bundle N has a Riemannian structure, we can choose a smooth orthonormal frame field. This defines a coordinate y over fiber. Denote y = e −2r−2π √ −1τ andŝ = π * s. Then (y,ŝ) is also a local coordinates of O d ∩ π * U a . Denote the Jacobi matrix by (a ij ) = ∂(t 0 ,s) ∂(y,ŝ)
. Since M red g,n is a smooth orbifold, (a ij ) and the inverse matrix (a −1 ij ) are uniform bounded in the coordinates. We recall the expression of im(θ) * , the detail can be found in [3] . Let Γ be an increasing function of the radius |y| such that . It follows from the bound of (a ij ) and (a 
Lemma 11.7. Let K 1 ×K 2 ∈ H * (M g 1 ,g 2 ,n 1 ,n 2 , R), α 1 , · · · , α n ∈ H * (M, R) be represented by smooth forms. Then
Proof. Let K = (K 1 , K 2 ) be the smooth form as in subsection §11.1. Let Θ ic be the Thom form of E ic supported in a neighborhood of the zero section. Then Θ c = Θ 1c ∧ Θ 2c be the Thom form of E c . Using (69), a direct calculation gives us
The lemma is proved.
Combination of Lemmas 11.7 and 11.5 give us Theorem 11.8. For any K 1 × K 2 ∈ H * (M g 1 ,g 2 ,n 1 ,n 2 , R), α 1 , · · · , α n ∈ H * (M, R), represented by smooth forms, we have Ψ (A,g,n) ((θ) ! (K 1 × K 2 )); {α i })
