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Tato práce popisuje rekonstrukci 3D scény z fotografií a videozáznamů za pomocí přístupu Structure 
from motion.  Na  základě  této  metody  byl  implementován  program schopný automatické  výroby 
mračen  bodů  a  polygonální  sítě  z  běžných  fotografií  a  videozáznamů.  Program  využívá  řadu 
existujících i vlastních řešení, které jsou přehledně spojeny do jednoho snadno spustitelného celku. 
Dílčími  kroky rekonstrukce jsou:  detekce význačných bodů pomocí  algoritmu SIFT, porovnávání 
snímků,  algoritmus  Bundle  adjustment,  stereoskopické algoritmy a  výroba polygonálního modelu 
z mračna bodů pomocí knihovny PCL. V implementaci  jsou využity programy Bundler a PMVS. 
K výrobě  polygonálních  modelů  byl  využit  algoritmus  Poisson  surface  reconstruction,  dále 
jednoduchá triangulace a vlastní metoda rekonstrukce založená na segmentaci rovin.
Abstract
This thesis describes methods of reconstruction of 3D scenes from photographs and videos using the  
Structure from motion approach. A new software capable of automatic reconstruction of point clouds 
and polygonal models from common images and videos was implemented based on these methods. 
The software uses variety of existing and custom solutions and clearly links them into one easily 
executable  application.  The reconstruction consists  of  feature  point  detection,  pairwise  matching, 
Bundle adjustment, stereoscopic algorithms and polygon model creation from point cloud using PCL 
library. Program is based on Bundler and PMVS. Poisson surface reconstruction algorithm, as well as 
simple  triangulation  and  own  reconstruction method  based  on plane  segmentation were  used  for 
polygonal model creation.
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1 Úvod
Jedním z výpočetně náročnějších oborů,  který vzkvétá  s  rostoucím výkonem počítačů,  je  i  obor  
počítačového  vidění.  Počítačové  vidění  se  obecně  zabývá  získáváním  informací  vyšší  úrovně 
z nasnímaných dat. K výrobě těchto dat mohou být použita různá zařízení, může se jednat o snímky 
s odlišným rozlišením či kvalitou a o snímky nasnímaných v různý čas a za rozdílných  světelných 
podmínek.
Cílem  této  práce  je  prozkoumat  možnosti  výroby  3D  reprezentace  scény  z  fotografií 
a videozáznamů pořízených  v  běžné  dostupných  fotoaparátech  a  kamerách.  Výsledkem  je  také 
program, který umožňuje jednoduše a automaticky vyrábět na běžném stolním počítači otexturovaná 
mračna  bodů  a  polygonální  modely  scény.  Hlavním cílem programu  je  zpřístupnit  rekonstrukci 
i uživatelům bez expertních znalostí či speciálního vybavení. 
Celé  řešení  se  skládá  z  detekce  význačných  bodů,  jejich  porovnání,  algoritmu  SBA, 
stereoskopie a výroby polygonálních modelů třemi  různými  způsoby.  Jedním ze způsobů výroby 
polygonálního modelu je vlastní metoda založená na segmentaci rovin.
Metoda rekonstrukce scény z obyčejných fotografií,  na kterou jsem se zaměřil,  může  najít  
využití  jak mezi  běžnými uživateli,  tak mezi  experty v případech,  ve kterých není  možné  použít  
přesnější a jednodušší přístupy za pomocí specializovaných snímačů. Mezi takový případ může patřit 
například  rekonstrukce  již  neexistujícího  místa  z  historických  fotografií  nebo  rekonstrukce 
vzdáleného místa bez jeho fyzické návštěvy jen pomocí fotografií stažených z internetu. 
Tento dokument se skládá z 8 hlavních kapitol, ve kterých jsou nejprve popsány různé metody 
rekonstrukce  a  nejdůležitější  algoritmy pro  zvolené  řešení.  Ve  čtvrté  kapitole  je  detailně  popsán 
použitý nástroj  s  názvem  Bundler.  Následující  dvě kapitoly se zabývají  návrhem a implementací 
vlastního  programu  pro  rekonstrukci,  včetně  popisu  vlastní  metody pro  výrobu polygonální  sítě.  
V předposlední kapitole jsou prezentovány výsledky, porovnány jednotlivé postupy a shrnuty získané 
poznatky pro úspěšnou rekonstrukci.
Tato práce navazuje na semestrální projekt,  ze kterého bylo převzato, upraveno a rozšířeno 
prvních 5 kapitol této práce. 
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2 Úvod do problematiky 3D 
rekonstrukce z obrazových dat
Metody rekonstrukce 3D scény lze rozdělit podle použitého vybavení a jejich výstupních dat.  Může 
se  jednat  o  data  z  běžných  fotoaparátů  a  videokamer,  infračervených  kamer,  rentgenů,  různých 
snímačů vzdáleností  nebo o data ze speciálních zařízení  jako jsou radary,  počítačové tomografie,  
magnetické rezonance apod.  Systémy počítačového vidění  tedy obvykle  pracují  s  2D či  3D daty  
z jednoho nebo z více snímačů, popřípadě s posloupností těchto dat. Přičemž o každém bodu v těchto 
maticích dat je dostupná předem definovaná sada vlastností, například tři barevné složky u fotografie 
nebo vzdálenost v případě hloubkové mapy ze snímače vzdáleností.
Tato  data  bývají  často  objemná,  mohou  být  zašuměná  a  mohou  vznikat  různé  nepřesnosti 
při snímání,  vzorkování či při  jejich transformaci.  V některých případech mohou být vstupní data 
nejednoznačná či nedostatečná pro úspěšnou rekonstrukci. Na to vše je třeba myslet již při návrhu 
metod na jejich zpracování.
Během  výzkumu  počítačového  vidění  bylo  vytvořeno  mnoho  různých  metod,  jak  docílit 
rekonstrukce 3D scény. Jednotlivé metody se obvykle soustředí na určitý typ vstupních dat, popřípadě  
produkují uspokojivé výsledky jen pokud vstupní data splňují některé podmínky. 
Rekonstrukce  se  může  mnohdy  značně  zjednodušit  získáním  dodatečných  informací 
k jednotlivým obrazům či  jejich částem.  Například znalost  zařízení,  na kterém byla  data získána, 
může znamenat  přínos cenných parametrů zařízení - například optické vlastnosti  kamery.  Obecně 
řečeno,  čím  více  relevantních  informací  je  známo,  tím  lépe.  Některá  řešení  proto  spoléhají  na  
asistenci  uživatele,  který  tyto  informace  navíc  zadá,  a  program tak  dostane  pevné  opěrné  body,  
o které se může výpočet opřít. 
2.1 Vstupní data – fotografie a videozáznamy
Jedním  z  nejdostupnějších  vstupních  dat  použitelných  pro  rekonstrukci  jsou  fotografie 
a videozáznamy pořízené v běžných digitálních fotoaparátech,  kamerách  či  mobilních telefonech. 
Fotografie  mají  oproti  videozáznamům obvykle  vyšší  rozlišení,  jsou  méně  rozmazané  a  lépe 
zaostřené. Navíc jsou obvykle foceny v klidovém stavu, s větším rozmyslem a snaží se často zachytit  
celé objekty. Oproti tomu videozáznam může být trochu roztřesený a kamera může chvílemi ztrácet  
natáčený objekt ze záběru. Fotografie jsou proto obvykle mnohem kvalitnější a přesnější podklad pro 
rekonstrukci, než snímky získané z videozáznamu.  
Sekvence snímků z videozáznamu však v sobě poskytuje navíc přidanou informaci - samotné 
snímky budou velmi podobné a posun i rotace kamery po sobě jdoucích snímků budou jen lehce 
odlišné, čehož lze využít. Kameru je výhodné použít na blízké objekty, které lze jednoduše obejít,  
a ušetřit tak čas s pomalým pozicováním a focením.
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2.2 Rekonstrukce z jedné fotografie
Při  vzniku  fotografie  se  reálná  3D  scéna  promítne  za  pomocí  optické  soustavy  do  2D  roviny 
a navzorkuje v daném rozlišení.  Rekonstrukce scény se zabývá opačným postupem,  avšak zpětné 
získání  informace  o  hloubce  není  triviální.  Přesto  však  existují  postupy,  jak  rekonstruovat  scénu 
i z jediné fotografie. 
Obrázek 1: Získání hloubky z 1 fotografie. Vlevo vstupní fotografie, uprostřed skutečná 
(změřená) hloubka, napravo předpovězená hloubka pomocí metody Markov Random Field, zdroj: [1].
Tyto postupy však díky nejednoznačnosti nemohou pro všechny typy vstupů vracet dokonalé 
výsledky.  Například  mohou  jen  ztěžka  rozlišit  reálnou  scénu  od  pouhého  vyfotografovaného 
(plochého)  obrazu  scény.  Teoreticky  lze  totiž  z  jednoho  2D  obrazu  vyrobit  nekonečný  počet 
3D struktur, i když v reálném světě nejsou všechny stejně pravděpodobné [1]. S dostatečnou znalostí 
zákonitostí  reálného světa lze většinu těchto řešení vyřadit  a vybrat  to nejpravděpodobnější.  Tuto  
úlohu zvládá velmi dobře lidský mozek [1].
Postupy snažící se řešit rekonstrukci z jedné fotografie využívají jako vodítka strukturovanost 
reálného  světa,  princip  šíření  a  odraz  světla  od  povrchu  objektů  či  vlastnosti  optické  soustavy 
pořizující snímek. Žádná z těchto metod není dokonalá a lepšího řešení by mohlo být pravděpodobně 
dosaženo jejich vzájemnou kombinací.
Obrázek 2: Drátový model získaný pomocí Pentlandovi metody (Shape from shading), zdroj: [2].
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Ukázkou konkrétního přístupu je „Shape from shading“ [2], který se snaží získat 3D informace 
analýzou odstupňovanosti stínování v obraze a aplikací osvětlovacího modelu. „Depth from Defocus“ 
je metodou zkoumající  vlastnosti  optické soustavy při  pořizování  snímků,  která k určení  hloubky 
využívá  různou míru  zaostření  různě vzdálených částí  obrazu.  Mezi  další  metody patří  například  
metoda využívající vlastnosti povrchu objektů, tzv. „Shape from texture“ [3]. V této práci se budu 
dále zabývat pouze metodami rekonstrukce z více fotografií.
2.3 Rekonstrukce z více fotografií
Metody  rekonstrukce  z  více  fotografií  používají  k  určení  hloubky  triangulaci  bodů  a  tímto 
odbourávají  nejednoznačnost  oproti  rekonstrukci  z  jedné  fotografie.  Tyto  metody  mají  potenciál  
produkovat  kvalitnější  3D  struktury  a  díky  informacím  z  více  fotografií  mohou  produkovat  
i komplexnější scény. Díky většímu objemu vstupních dat bývají tyto metody výpočetně náročnější, 
navíc je u nich obvykle nutné řešit korespondence mezi fotografiemi. 
Metody vyžadující více fotografií lze rozdělit na metody vyžadující speciální stereoskopické 
fotografie a na metody používající jen sadu různých fotografií. V obou případech však jsou fotografie  
(kvůli  triangulaci)  pořízeny  z  různých  míst.  Díky  tomuto  požadavku  se  tyto  metody  nazývají 
„Structure from motion“, zkráceně SFM. Nutné je také poznamenat, že samotná scéna se v průběhu 
focení nesmí měnit. 
Obrázek 3: Ukázka vstupních dat pro přístup SFM.
Rekonstrukci scény z několika fotografií by značně zjednodušila přesná informace o poloze 
a směru fotoaparátu v době focení fotografie. U běžných fotografií však není informace o poloze či  
rotaci fotoaparátu dostupná a je třeba ji dopočítat. Touto problematikou se budu zabývat podrobněji 
později, nyní však ještě zmíním dvě další možnosti pro fotografie.
První z nich je použití stereofotografií, které vznikly ve stereofotoaparátu. Jedná se v principu 
o dva  snímky  s  konstantním relativním posunem,  popřípadě  i  konstantní  změnou  úhlu  natočení. 
V tomto případě stačí jednou spočítat vlastnosti stereofotoaparátu a ty lze poté použít pro libovolnou 
rekonstrukci stereofotografií pořízených v tomto konkrétním přístroji [4].
Druhou  možností  je  použití  fotografií  obsahujících  informace  o  poloze.  Některé  moderní  
přístroje jsou schopny s fotkou ukládat i GPS souřadnice či jsou schopny využít lokalizačních služeb 
mobilního operátora apod. Některá  mobilní zařízení navíc disponují např. gyroskopem či kompasem. 
Pokud  se  stane  ukládání  těchto  meta-informací  o  fotografii  v  budoucnu  standardem,  úloha 
rekonstrukce se tím značně zjednoduší.
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2.3.1 Výstupní data
V průběhu rekonstrukce procházejí  data několika fázemi,  přičemž některé z těchto fází produkují  
použitelná  výstupní  data.  Prvním  očekávaným  výstupem  je  množina  korespondujících  bodů 
pro každý  pár  fotografií.  Dále  pozice  a  rotace  kamer  pro  jednotlivé  snímky.  Již  tyto  informace 
umožňují vytvořit panoramatické fotografie nebo jednoduché virtuální prohlídky. 
Dalším  výstupem  je  spojená  množina  všech  souhlasících  bodů,  která  vytváří  lehce 
vizualizovatelné mračno bodů (angl. point cloud). Toto mračno barevných bodů uživateli poskytne  
pěkný náhled na 3D scénu a může být použito i jako finální výstup, jako například v projektu Photo 
Tourism [5].  Ten  k  zobrazenému  mračnu  bodů  vizualizuje  i  pozici  fotografa,  včetně  náhledu 
originální fotografie, viz následující obrázek.
Obrázek 4: Photo Tourism – ukázka  scény Notre Dame.
Výhodou metod rekonstrukce z více fotografií je, že mohou vytvořit velmi rozsáhlé a detailní 
modely.  Pokud je však vstupních dat již mnoho,  mohou běžné metody narážet na příliš vysokou  
náročnost  zpracování  a  je  třeba  zvolit  komplikovanější  přístupy  či  některá  přídavná  opatření. 
Výpočetní náročnost lze například výrazně snížit rozdělením fotografií do více skupin a spojováním 
vzniklých modelů. Rekonstrukcí obrovských sad fotografií stažených z internetu se zabývá například 
projekt  Building Rome in a Day [6],  ve kterém autoři stahují desítky tisíc fotografií  z vybraného 
města a nejčastěji focená místa rekonstruují.
Jelikož  použitelnost  mračen  bodů  je  v  praxi  velmi  omezená,  je  vhodné  vyrobit  z nich 
povrchovou  reprezentaci,  například  polygonální  síť.  Dle  účelu,  pro  který  je  výstup  určen,  bude 
výhodné umožnit nastavení úrovně detailů či míry zjednodušení modelu. Pro některé specifické účely 
může být i vyžadováno, aby byl výsledný model vyrobitelný, bez děr, vodotěsný apod.
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3 Algoritmy pro rekonstrukci z běžných 
fotografií
Cenným  zdrojem  informací  o  rekonstrukci  scény  z  obrazových  dat  je  například  dokument 
A Comparison and Evaluation of Multi-View Stereo Reconstruction Algorithms [7], který popisuje 
4 hlavní třídy metod rekonstrukce a vybrané implementace porovnává. Pro zaměření této práce je 
vhodná poslední zmíněná metoda, která provádí rekonstrukci z obrazových dat za pomocí hledání  
význačných bodů v obraze, jejich sesouhlasení mezi obrazy a výroby povrchu z těchto bodů. 
3.1 Detekce význačných bodů
K  mnoha  úlohám  počítačového  vidění  nelze  jednoduše  použít  přímo  samotné  fotografie.  Proto 
počítačové vidění hledá v obrazech jistým způsobem význačné body, které zjednoduší plnohodnotná 
obrazová data na relativně malou množinu význačných bodů. Tyto body mají přesnou pozici v obraze 
a matematicky podloženou definici. Pokud tyto význačné body nesou krom své pozice i další užitečné 
informace, říká se těmto datům deskriptory. 
Pro  úspěšnou  rekonstrukci  by  teoreticky  stačilo  najít  na  každých  2  fotografiích 
8 odpovídajících si bodů [4, 8]. Fotografie se však mohou různou mírou lišit a hledat tyto přesně 
sedící  body není  pro  automatické  zpracování  vhodné.  Místo  toho  se  hledají  všechny dostatečně 
významné  body  a  problém  sesouhlasení  dvou  obrazů  se  transformuje  na  sesouhlasení  dvou 
podobných množin význačných bodů.
Pro účely rekonstrukce jsou vhodné především takové detektory význačných bodů, které pro 
různé  fotografie  stejné  scény  detekují  co  nejpodobnější  množinu  bodů.  Jsou  to  tedy  především 
algoritmy generující příznaky invariantní k afinním transformacím, 3D projekci, různé míře osvětlení,  
šumu  apod.  Existuje  řada  různých  hranových  či  rohových  detektorů  a  jejich  porovnáváními 
se zabývají mnohé práce, například  Detekce význačných bodu v obraze  [9].  Jedním z detektorů je 
i algoritmus SIFT, který nyní stručně popíši.
3.1.1 SIFT
Algoritmus SIFT, jehož autorem je David Lowe, je algoritmus hledající a popisující význačné body 
v obraze. Zkratka je odvozena z „Scale Invariant Feature Transform“. Jedná se o metodu, která hledá 
v obraze stabilní příznaky nezávislé na měřítku, rotaci a míře osvětlení [10]. Tento algoritmus byl  
navržen pro porovnávání obrazů či rozpoznávání objektů v obraze [11] a díky stabilitě význačných 
bodů a robustnosti  jejich  deskriptorů  našel  uplatnění  v  mnoha  reálných aplikacích.  Autor  tohoto 
algoritmu poskytl funkční demoverzi tohoto algoritmu pod názvem siftDemoV4, verze pro Windows 
nese název siftWin32. 
SIFT využívá k hledání příznaků rozmazání a poddimenzování obrazu do speciální hierarchie 
oktáv nazvané „Space scale“.  Potencionální  význačné body jsou definovány jako lokální extrémy 
změn gradientu v jednotlivých oktávách. Z mnoha těchto bodů jsou pak vybrány ty, které jsou stabilní  
napříč různými měřítky.  Nalezené význačné body jsou poté popsány jako kruhové oblasti  obrazu  
s pozicí, měřítkem a orientací (úhlem gradientu bodu). 
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Ke každému význačnému bodu je ještě dopočítán SIFT deskriptor, který popisuje gradienty 
v okolí  bodu. Aby se zvýšila stabilita vůči rotaci,  je nejprve obraz otočen podle orientace tohoto 
bodu. Každé okolí bodu je obvykle rozděleno na 4x4 oblasti a v každé oblasti je spočítán histogram 
orientací  gradientů všech jejich pixelů.  Tyto  orientace jsou váhovány tak,  aby vzdálenější  pixely 
od středu  význačného  bodu  měly  menší  váhu,  a  navíc  jsou  normalizovány,  což  zvýší  stabilitu 
deskriptoru  vůči  změně  intenzity  osvětlení.  Do  deskriptoru  se  nakonec  uloží  pro  každou  oblast 
8 hodnot, které představují průměrné orientace v 8 základních směrech. Délka deskriptoru jednoho 
bodu je tedy obvykle 128 hodnot (8x4x4).
Obrázek 5: Ukázka vizualizace zjištěných význačných bodů pomocí programu siftDemoV4.
3.2 Feature matching
K úspěšné rekonstrukci je nutné nejprve zjistit, jakou mírou jsou si jednotlivé fotografie podobné, 
a které  význačné  body  si  navzájem  odpovídají.  Při  použití  detektorů,  které  produkují  kvalitní 
a stabilní deskriptory,  lze u bodů porovnávat kromě pozice těchto bodů i celý vektor deskriptoru. 
Toho lze využít  a úlohu hledání odpovídajícího bodu v druhém obraze lze definovat jako hledání  
nejbližšího  souseda  (angl.  nearest  neighbour  search)  ve  vícerozměrném  prostoru,  tvořeného  jak 
z pozice bodu, tak i z jeho deskriptoru.  Hledání nejbližšího souseda lze urychlit použitím stromové 
reprezentace  význačných  bodů  v  hledaném obraze.  Navzdory  problémům,  které  mohou  přinášet  
mnoho-rozměrné  prostory,  byla  tato  metoda  úspěšně  použita  v  programu  KeyMatchFull  
v rekonstrukčním balíku Bundler [12] a projektu Building Rome in a Day [6]. 
Sesouhlasení dvou množin význačných bodů není triviální úkol, jelikož se obě množiny mohou 
výrazně  lišit  nejen  v  samotných  hodnotách  ale  i  v  počtech  bodů.  Cílem  je  najít  optimální  
sesouhlasení.  Tj.  takové,  ve  kterém  bude  spárováno  co  nejvíce  bodů  a  tyto  body  budou 
co nejpodobnější,  tedy  například  jejich  průměrná  vzájemná  vzdálenost  v  definovaném 
vícerozměrném prostoru co nejmenší. Tuto úlohu lze řešit podle prezentace  Point/feature matching 
methods 2 [13] následujícími algoritmy:  Focus features, RANSAC, Relaxation, Interpretation tree, 
Pose clustering.
10
Toto sesouhlasení je třeba provést pro každou dvojici fotografií, což znamená, že výpočetní  
náročnost poroste kvadraticky s rostoucím počtem fotografií. Náročnost také značně ovlivní počet  
význačných bodů u každé fotografie.
Obrázek 6: Ukázka sesouhlasení snímků pomocí programu siftDemoV4.
3.3 Bundle adjustement
Informace v této kapitole vycházejí z dokumentu  Bundle Adjustment  [14] a z konkrétních aplikací 
Photo  Tourism [5]  a  Building  Rome in  a  Day [6].  Pro rekonstrukci  je  třeba  najít  pro  jednotlivé 
fotografie pozici kamery a její směr. Navíc je často třeba zjistit či upřesnit i další parametry kamery,  
např. ohniskovou vzdálenost fotoaparátu či parametry radiálního zkreslení. Úlohu lze řešit zjištěním 
vzájemných vztahů mezi jednotlivými snímky a jejich spojením do výsledného modelu scény.
Z dvojice fotografií  a jejich spárovaných význačných bodů lze,  například za pomoci  osmi-
bodového algoritmu [15], dopočítat tzv. fundamentální matici,  která určuje vzájemnou projektivní  
geometrii  těchto  snímků.  Jelikož  ale  do  algoritmu  vstupuje  více  bodů,  něž  je  minimum 
pro jednoznačný výpočet, je navíc potřeba hledat řešení, které minimalizuje chybu napříč všemi body. 
Problém  minimalizování  projekční  chyby  pro  všechny  body  řeší nelineární  optimalizace 
nejmenších  čtverců  (angl. nonlinear  least  squares  optimization),  která  se  jinak  nazývá  Bundle 
adjustement  [6].  Nejlepší  implementací  tohoto  problému  je  podle  [6] Sparse  Bundle  Adjustment 
(SBA). Jedná se o optimalizační úlohu, ve které se hledá optimální nastavení jednotlivých parametrů. 
Tedy v tomto případě parametry kamer a kombinace souřadnic všech jejich význačných bodů. Aby 
metoda dokázala porovnat jednotlivá řešení, je třeba definovat vhodnou funkci, která ohodnotí kvalitu 
vzniklého modelu. Kromě projekční chyby všech bodů lze do ní přidat  i další předem definovaná 
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omezení.  Například může být  předem známo,  že všechny snímky jsou pořízeny stejnou kamerou 
a tudíž optické parametry kamery budou sice neznámé, ale pro všechny snímky stejné. 
Celý  výpočet  lze  provádět  inkrementálně  nebo  nad  všemi  kamerami  zároveň.  V  průběhu 
výpočtu  se  vznikající  model  zpětně  ověřuje  a  zpřesňuje.  Vyšší  robustnosti  je  dosaženo  pomocí 
průběžného odstraňování  nesedících bodů (tzv.  outliers)  a přepočítávání  nového modelu bez nich 
[14]. 
Výsledkem tohoto zpracování jsou jak vlastnosti jednotlivých kamer, tak množina souhlasících 
význačných bodů. Znalost parametrů jednotlivých kamer  umožní použití  dalších stereoskopických 
algoritmů, které dokáží vyrobit hustější mračno bodů.
3.4 Rekonstrukce povrchu
Existuje  řada  algoritmů  pro  tvorbu  polygonálních  modelů  z  mračna  bodů,  liší  se  především 
ve schopnosti zpracovávat zašumělá, nekompletní či jinak nedokonalá data, v rychlosti a vlastnostech 
výstupní polygonální sítě. Mezi známé algoritmy patří například Marching Cubes [16], který je však 
určen pro přesně nasnímaná data a je nevhodný pro mračna bodů s různou hustotou bodů. 
Vhodně  se  jeví  algoritmus  Poisson  Surface  Reconstruction,  který  by  si  měl  poradit 
i se zašumělými  či  nekompletními  daty  [17],  nebo  algoritmus  The  Power  Crust,   který  generuje 
vodotěsné modely [18]. 
Obrázek 7: Ukázka algoritmu Poisson Surface Reconstruction.
Na obrázku výše je ukázána výroba polygonálního modelu z přesně nasnímaných dat pomocí 
programu  PoissonRecon.64  [19].  Vlevo je kompletní a ucelené mračno bodů s vizualizací normál, 
vpravo je vyrobený polygonální model.
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4 Nástroj Bundler
Nástroj Bundler je sada programů, která řeší všechny kroky potřebné pro získání vlastností kamer pro 
zadanou sadu fotografií. Nejedná se tedy o jeden program, ale o celou řadu konzolových programů,  
bashových a  Perlových skriptů.  Originální  distribuce  je  určena  především pro  linux,  ale  funguje 
i ve Windows za pomocí balíku nástrojů Cygwin [20]. Podrobněji tento řetězec programů popíši dále. 
Na  Bundler dále navazují různé programy,  které využívají  výsledky rekonstrukce. V kapitole  4.2 
a 4.3 popíši programy PMVS a  CMVS, které výstupu programu na program Bundler získávají husté 
mračno bodů.
4.1 Bundler řetězec
Bundler řetězec se spouští skriptem RunBundler.sh, který zajistí postupné vyřešení jednotlivých části 
výpočtů.  Vstupní  data  postupně  procházejí  řetězcem  skriptů  a  programů,  přičemž  výstupy 
jednotlivých  kroků  jsou  ukládány  do  jednoduchých  textových  souborů,  hned  vedle  zdrojových 
fotografií, a poté načítány dalším programem v řetězci. Tento řetězec znázorňuje následující schéma  
a popisují ho následující podkapitoly. Popíšu zde i vstupní a výstupní formáty souborů jednotlivých 
programů,  jelikož některé  z nich nejsou nikde jinde popsány.  Nakonec navrhnu vylepšení  tohoto 
řetězce.
4.1.1 Spuštění
Po stažení, rozbalení a nainstalování všech potřebných programů a nastavení cest spočívá celý proces 
rekonstrukce v nakopírování  skriptu „RunBundler.sh“ do adresáře  s  fotografiemi  a jeho spuštění. 
Řetězec akceptuje pouze fotografie ve formátu JPEG a s koncovkou „.jpg“ (popřípadě s koncovkou 
„JPG“,  které jsou hned na začátku přejmenovány na „jpg“).  Nejprve se vyrobí  seznam fotografií  
a uloží se do souboru „list_tmp.txt“. 
4.1.2 Zjištění parametrů kamery
Vyrobený seznam fotografií je zpracován Perl skriptem extract_focal.pl, který se pokouší pro každou 
fotografii  zjistit  ohniskovou  vzdálenost  v  pixelech.  Ta  se  spočítá  pomocí  vzorce  1  získaného 
ze stránky Estimating the focal length of a photo from EXIF tags  [21]:
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ohnisková vzdálenost v pixelech=(šířka obrazu v pixelech)∗(ohnisková vzdálenost v mm)
(CCD šířka v mm)
(1)
Pro  zjištění  potřebných parametrů  se  využívá  informace  připojené  k  fotografii,  tzv.  EXIF, 
pro jehož analýzu jsem použil dokument Exif file format [22]. Naprostá většina dnešních fotoaparátů 
do něj ukládá alespoň základní parametry fotografie. Mezi ně patří  například výrobce fotoaparátu  
(Camera make), model fotoaparátu (Camera model), rozlišení (Resolution) a ohnisková vzdálenost 
(Focal length). 
Skript  extract_focal.pl získává  EXIF  informace  pomocí  programu  jhead [23],  který  umí 
dopočítat  i  CCD  šířku  fotoaparátu,  pokud  jsou  v  EXIF  dostupné  potřebné  parametry 
(FocalPlaneResolutionUnit  a  FocalPlaneXResolution  nebo  FocalPlaneYResolution).  Avšak 
extract_focal.pl využívá  přednostně svojí  vlastní  databázi  CCD šířek pro nejběžnější  fotoaparáty,  
jelikož informace v EXIF může být  chybná [21]. Fotografie se ponechává ve zpracování i  když 
se nepodaří  nalézt  CCD šířku  ani  v  této  databázi  ani  následně  pomocí  EXIF.  Výstupem skriptu 
extract_focal.pl je  nový  seznam  fotografií  („outdir/list.txt“)  doplněný  o  zjištěnou  ohniskovou 
vzdálenost v pixelech pro každou fotografii, u které se ji podařilo vypočítat. 
4.1.3 Detekce význačných bodů - SIFT
Bundler řetězec zvolil pro detekci příznaků algoritmus SIFT a používá přímo originální demo verzi 
siftDemoV4 [24], kterou vytvořil tvůrce algoritmu David G. Lowe. Tento detektor vyžaduje převedení 
fotografií do šedotónových obrázků uložených ve formátu PGM. 
O přípravu fotografií se stará skript ToSift.sh, který vygeneruje nový skript „sift.txt“ se všemi 
potřebnými příkazy. Spuštěním skriptu „sift.txt“ se za pomoci programu mogrify převedou všechny 
„.jpg“ fotografie  ze  zadaného adresáře  (nezávisle  na předchozích seznamech fotografií)  do PGM 
formátu, zavolá se nad nimi SIFT detektor a jeho výsledky se zkomprimují pomocí programu gzip.  
Použité PGM obrázky jsou průběžné mazány. 
Po ukončení skriptu je pro každou fotografii v adresáři dostupný jeden soubor s význačnými 
body. Význačné body jsou uloženy v jednoduchém textovém formátu. Na prvním řádku jsou dvě celá 
čísla označující  počet příznaků v souboru a délku vektoru deskriptoru každého příznaku,  která je 
standardně 128. Následuje seznam samotných příznaků a jejich deskriptorů. Každý příznak je zde 
zapsán  pomocí  celkem  132  desetinných  čísel,  z  čehož  první  4  čísla  označující  dvourozměrné 
souřadnice pixelu, měřítko a rotaci bodu a zbytek čísel představuje deskriptor bodu.
4.1.4 Podobnost mezi snímky - KeyMatchFull
Původní seznam fotografií „list_tmp.txt“ je nejprve transformován na seznam souborů s význačnými  
body „list_keys.txt“ a ten je vložen do programu KeyMatchFull, který je součástí Bundler distribuce. 
Tento program porovná mezi  sebou navzájem všechny soubory s význačnými body a vygeneruje 
výsledek do souboru „matches.init.txt“. Pro každé 2 snímky,  které se povedlo porovnat (tj.  získat 
alespoň 16 párů odpovídajících si  význačných bodů) jsou v tomto  souboru uloženy indexy obou 
snímků, počet nalezených shod a následně všechny tyto shody.  Každá shoda je definována dvěmi  
celými čísly – indexy význačných bodů v daných snímcích.
Pro urychlení porovnávání se význačné body z aktuálního souboru (myšleno ten, který se má  
porovnat  se  všemi  následujícími)  vloží  do  stromové  reprezentace,  konkrétně  do  kd-stromu,  
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a k hledání  odpovídajících  si  bodů  se  používá  algoritmus  hledání  nejbližšího  souseda  pomocí 
knihovny ANN [25], která nabízí nastavitelný poměr výkonu a přesnosti. Je tedy možné získat velmi  
vysoký výkon za cenu jen malých nepřesností.
4.1.5 Získání pozice kamer - Bundler
Posledním krokem řetězce je samotný program  Bundler, který na vstup dostane seznam fotografií 
se zjištěnými  ohniskovými  vzdálenostmi  „list_keys.txt“,  seznam  shod  „matches.init.txt“  a  řadu 
vlastních parametrů.  Pokud seznam obsahuje fotografie,  pro které se  nepodařilo zjistit  ohniskové 
vzdálenosti,  Bundler se  je  pokusí  určit.  Jedním z  důležitých  parametrů  je  „use_focal_estimate“, 
kterým se dává najevo, že chceme, aby se pro výpočet braly v potaz ohniskové vzdálenosti zjištěné  
ve skriptu extract_focal.pl. Nepoužití tohoto parametru by dávalo smysl jen v případě, kdy bychom 
si byli jisti, že jsou informace v EXIF chybné. V praxi se však spočítané hodnoty blíží skutečným 
hodnotám nebo nejsou zadány vůbec, proto jsou tyto hodnoty vhodným inicializačním nastavením 
a je  dobré  nechat  tento  parametr  zapnutý.  Případnou menší  spolehlivost  těchto  dat  lze  definovat 
parametrem „constrain_focal“ a míru penalizace specifikovat parametrem „constrain_focal_weight“.
Pokud bude  Bundler pracovat  s  fotografiemi  pořízenými  v různých fotoaparátech,  je  nutné 
použít  parametr  „variable_focal_length“.  Nepoužití  tohoto  parametru  je  možné  nad  vlastnoručně 
nafocenými daty,  popřípadě nad snímky z videozáznamu, kde máme jistotu neměnnosti parametrů 
kamery. 
Při  použití  parametru  „estimate_distortion“  se  Bundler pokusí  vypočítat  radiální  zkreslení 
jednotlivých fotografií, avšak tento parametr nejde použít úplně se všemi kombinacemi předchozích 
parametrů. Praktickým parametrem „options_file“ můžeme předat parametry programu v souboru.  
Kromě  možnosti  přidání  fotografie  do  již  existující  rekonstrukce  pak  zbývají  už  jen  parametry 
umožňující použití jiných názvů vstupních/výstupních souborů.
V  průběhu  spuštění  programu  jsou  postupně  vytvářeny  soubory  „bundle_*.out“ 
a „points_*.ply“ ve složce „bundle“, které ukládají stav modelu v jednotlivých iteracích přidávání 
kamer. Pro případnou hlubší analýzu je možné nahlédnout do souboru „bundle/out“, který obsahuje  
standardní výstup programu. 
Obrázek 9: Výstup z programu Bundler. Červené body znázorňují pozice kamer pro celkem 
670 snímků získaných z videokamery. Ostatní body znázorňují řídké mračno bodů scény.
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Finální  parametry  kamer  a  seznam  sedících  význačných  bodů  jsou  uloženy  do  souboru 
„bundle.out“,  jehož  struktura  je  dobře  popsána  v  souboru  „readme.txt“  v  distribuci  Bundler. 
Ve stručnosti  tento soubor  obsahuje parametry kamery pro každou fotografii,  konkrétně zjištěnou 
ohniskovou vzdálenost, dva koeficienty radiálního zkreslení, matici 3x3 reprezentující rotaci kamery  
a vektor určující posun kamery o 3 prvcích. Pokud jsou všechny tyto hodnoty nulové, znamená to, že 
kamera nebyla zahrnuta ve výsledném modelu. To může být způsobeno přílišnou odlišností fotografie 
od  ostatních  nebo  naopak  přílišnou  podobností  s  jinou  fotografií,  díky  které  by  tato  fotografie  
nepřinesla žádnou přidanou hodnotu, ale naopak by mohla znamenat zhoršení přesnosti a zbytečné  
zpomalení výpočtu.  Bundler tedy umí vyřadit  ze zpracování totožné fotografie a fotografie jiných 
scén, které se mohou do vstupních fotografií přimíchat. Za kamerami jsou v souboru „bundle.out“ 
vloženy všechny sedící význačné body výsledného modelu. 
Pozice kamer a význačných bodů jsou uloženy také ve formátu „Stanford Triangle Format“ 
[26] s koncovkou „.ply“,  které lze snadno vizualizovat například pomocí programu  Meshlab [27]. 
Finální scéně odpovídá soubor „bundle_*.ply“ s nejvyšším číslem.
4.2 PMVS
PMVS je program,  který navazuje na  Bundler a  vyrábí  z jeho výstupu a z originálních fotografií 
mnohem hustější  mračna  bodů  za  pomocí  stereo  algoritmů.  V současnosti  je  dostupný  ve  verzi 
PMVS2 [28]. 
Před  spuštěním  PMVS je  nutné  předpřipravit  adresářovou  strukturu,  kterou  tento  program 
vyžaduje, a překonvertovat soubory pomocí tří dodaných programů. Vstupem pro tyto programy je  
soubor  „bundle.out“,  seznam  fotografií  a  samotné  fotografie.  Program  Bundle2PMVS z  nich 
vygeneruje  soubor  s  nastavením „pmvs_options.txt“,  textový soubor  pro každou kameru  a  skript 
„prep_pmvs.sh“.  Tento  skript  po  spuštění  vytvoří  požadovanou  adresářovou  strukturu,  přesune 
fotografie do složky „visualize“ a textové soubory kamer do složky „txt“. Program RadialUndistort 
zvrátí radiální zkreslení jednotlivých fotografií, odstraní vyřazené kamery z „bundle.out“ a uloží jej  
jako „bundle.rd.out“.  Posledním programem je  Bundle2Vis  generující  soubor  „vis.dat“,  který určí 
navzájem si  blízké kamery.  Pro stereo porovnávání  budou použity jen tyto  blízké kamery a celý 
výpočet se tak značně zrychlí.
Samotný program PMVS očekává na vstupu jen cestu k takto připraveným datům a své vlastní 
parametry,  které  lze  vygenerovat  programem  genOption. Důležitým  parametrem  ovlivňující  jak 
kvalitu tak rychlost  výpočtu je parametr  „level“,  který říká, jakou oktávou původního obrazu má 
výpočet  začít.  Hodnota  0  znamená  práci  s  originálním rozlišením fotografií.  Každá další  úroveň 
zmenšuje oba rozměry rozlišení na polovinu a generuje mnohem méně bodů ve výstupním modelu. 
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Obrázek 10: Ukázky různých úrovní PMVS (level), zleva: 0.úroveň, 1.úroveň, 2.úroveň.
Parametr „csize“ určuje v jak velké oblasti obrazu se program pokusí najít vždy alespoň jednu 
korespondenci.  Program se pokusí  najít  alespoň jeden bod v každém čtverci  obrazu o rozměrech 
csize*csize  napříč  všemi  fotografiemi  zadanými  jako  indexy  přes  parametr  „timages“.  Parametr  
„wsize“  určuje  rozměr  čtvercového  okolí  bodu  v  pixelech,  které  bude  použito  pro  vzájemné 
porovnávání,  a  parametr  „threshold“ definuje,  jak  moc  si  musí  dané oblasti  odpovídat.  Parametr  
„minImageNum“  stanoví,  v  kolika  fotografiích  musí  být  takový  bod  nalezen,  přičemž  navzájem 
se porovnávají jen blízké fotografie definované v souboru „vis.dat“, který je třeba povolit nastavením 
parametru  „useVisData“.  Parametr  „maxAngle“  navíc  omezí  porovnávání  jen  na  kamery,  mezi  
kterými  je  větší  úhel  než  stanovená  mez.  U  kamer  s  nízkým  vzájemným  úhlem  se  projevuje 
nepřesnost triangulace a výsledný model může být zašumělý. Posledním užitečným parametrem je 
„CPU“, který stanoví počet vláken výpočtu.
Výstupem  programu  PMVS je  husté  mračno  bodů  uložené  ve  složce  „models“  opět 
s koncovkou  „.ply“.  Dále  soubor  s  koncovkou  „.patch“  obsahující  kompletní  informace 
o rekonstrukci,  včetně bodů,  normál,  získaného skóre a seznamu fotografií,  ve kterých jsou body 
viditelné. Poslední výstupní soubor má koncovku „.pset“ a obsahuje seznam 3D bodů a jejich normál. 
PMVS je velmi náročný na operační paměť, což potvrzují mnou naměřené hodnoty alokované 
paměti  v  kapitole  6.3.5.  Starší  počítače  mají  v  současnosti  například  4GB  RAM,  což  by  bylo 
nedostatečné pro řešení některých úloh. Přitom dnes již je cenově dostupné vybavit počítač 16GB 
či větší pamětí.  
Paměťovou náročnost  lze výrazně zmenšit  snížením rozlišení  fotografií,  případně zvýšením 
parametru  „level“.  Řešením zachovávající  hustotu  výsledného  mračna  bodů  je  použití  programu 
CMVS. 
4.3 CMVS
Program  CMVS [29] slouží  ke shlukování  kamer  a  rozdělení  fotografií  do více  shluků,  které  lze 
zpracovat odděleně a jejich výsledky poté spojit. Aby nebyly vynecháno zpracování žádné dvojice 
blízkých kamer, jsou kamery z okrajů jednotlivých shluků vloženy i do všech sousedících shluků. 
CMVS se  spouští  těsně  před  PMVS,  tedy  v  době,  kdy  už  existují  všechna  data  potřebná 
pro rekonstrukci  kompletní  scény.  Parametrem tohoto programu je  kromě  cesty ke složce  PMVS 
a počtu  využitelných  jader  procesoru  pouze  maximální  počet  kamer,  které  mohou  být  v  jednom 
shluku. Tedy uživatel musí sám zjistit, na kolik fotografií mu stačí operační paměť a nezbývá mu, než  
použít  metodu  pokus-omyl.  Přičemž  k vyčerpání  paměti  obvykle  dochází  pouze  s  velkými  daty 
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jejichž výpočet  trvá déle a každý tento pokus tedy může znamenat  až hodiny zbytečného čekání  
a zbytečných výpočtů. 
Po  CMVS je  nutné spustit  program  genOption,  který pro  každý shluk  kamer  vytvoří  nové 
PMVS nastavení. Také je vytvořen dávkový soubor „pmvs.bat“, po jehož spuštění se začnou popořadě 
řešit jednotlivé shluky v PMVS. Pro každý shluk vytvoří  PMVS vlastní výstup a samotné spojování 
výsledných modelů je ponecháno na uživateli.
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5 Návrh rekonstrukce scény
V této práci  se  zaměřím na rekonstrukci  scény z  běžných fotografií  a  videozáznamů na běžném 
stolním  počítači.  Program  bude  koncipován  pro  rekonstrukci  libovolných  interierových 
či exteriérových scén, avšak bude dimenzován především pro menší scény.  Program bude vyvíjen 
pro rekonstrukce obsahující  řádově maximálně stovky fotografií,  což se zdá být  pro menší  úkoly 
dostatečné.  Navržené  řešení  by  mělo  být  schopno  zpracovat  i  větší  sady  dat,  avšak  časová  
či paměťová náročnost se může stát neúnosnou.
Jelikož se jedná o velmi náročnou disciplínu, není v rámci této práce možné implementovat 
celou  rekonstrukci  od  začátku.  Místo  toho  se  pokusím  vyrobit  co  nejkvalitnější  rekonstrukci  
za použití  již  hotových  opensource  programů.  Jako  startovací  bod  jsem  zvolil  sadu  programů 
pro rekonstrukci  s názvem  Bundler  v0.4,  který  byl  použit  například  v  projektu  Photo  Tourism. 
Blokové schéma celého navrženého řešení je na následujícím obrázku. 
Hlavní požadavky na výsledné řešení:
• zpracování fotografií i videozáznamu,
• výroba hustých mračen bodů,
• výroba polygonálních modelů,
• nenáročná instalace,
• snadné spuštění,
• přehledná struktura řetězce,
• možnost pokračovat od libovolného kroku rekonstrukce,
• zrychlení výpočtů,
• nastavování parametrů v jednom souboru,
• co nejvíce automatizované nastavování parametrů,
• rozšíření řetězce o nové programy a možnosti.
5.1 Návrh nového řetězce
Ke  splnění  stanovených  požadavků  bude  nutné  implementovat  vlastní  řetězec,  který  se  poučí 
z některých  nedostatků  původního řetězce  Bundler.  Využiji  k  tomu některé  programy původního 
řetězce Bundler, přičemž odstraním některé jejich nevýhody, popřípadě je nahradím za jiná dostupná 
řešení. 
19
Obrázek 11: Navržené schéma řešení.
Získání pozice kamer a řídkého mračna bodů
Výroba hustého mračna bodů
Rekonstrukce povrchu a jeho opravy
Existuje  již  podobná  hotová  reimplementace  tohoto  řetězce  s  názvem  Open  Source 
Photogrammetry (dále  jen  OSM)  [30],  avšak  ani  ta  nesplňuje  všechny mé  požadavky.  Po  jejím 
důkladném prozkoumání jsem došel k závěru, že bude jednodušší vyrobit vlastní implementaci, než  
upravovat tuto verzi. Některé její nedostatky budou porovnány v následujících bodech návrhu.
5.1.1 Návrh rekonstrukce scény z videozáznamu
Ani originální řetězec  Bundler ani  OSM neumožňuje jako vstupní data použít videozáznam. Nový 
řetězec  bude  rozšířen  o  schopnost  zpracovávat  videozáznamy,  přičemž  pro  jejich  rekonstrukci 
se následně využije stejný řetězec zpracování, jako pro fotografie. Nevýhodou tohoto řešení je, že 
nevyužije všechny informace, které videozáznamy poskytují oproti neorganizovaným fotografiím. 
Z důvodů popsaných v rekonstrukci z fotografií není nutné a ani vhodné použít k rekonstrukci 
všechny  snímky  videozáznamu.  Jediným  problémem  tohoto  řešení  tedy  je,  které  snímky 
pro rekonstrukci z videozáznamu vybrat. Můžeme však předpokládat, že kamera se bude pohybovat 
(už  díky  samotnému  principu  SFM)  a  že  kameraman  se  obvykle  snaží  hýbat  s  kamerou 
co nejplynuleji,  aby  záběr  nebyl  rozmazaný.  Navíc  tato  vstupní  data  vznikají  většinou  přímo 
za účelem rekonstrukce, což umožňuje dát kameramanovi podrobnější instrukce. Na konci této práce 
poskytnu pár vypozorovaných rad pro vhodné focení/natáčení. I přesto však záznam může obsahovat 
rozmazané, zdeformované či jinak nekvalitní snímky, to znázorňuje následující posloupnost snímků.
Obrázek 12: Ukázka blízkých snímků z videozáznamu.
Nejjednodušší  přístup  k  výběru  snímků  může  spočívat  ve  výběru  každého  Ntého  snímku 
z videozáznamu.  Pokud  by  se  kamera  mezi  těmito  snímky  příliš  nezměnila,  bude  tento  snímek 
vyřazen automaticky až v programu Bundler. Pokud se kamera změní příliš, vůbec to nevadí, protože 
se s výslednými snímky bude pracovat jako s normálními nezorganizovanými fotografiemi. Jen je  
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vhodné odhadnout toto N tak, aby nebylo příliš mnoho podobných snímků a zároveň, aby jich bylo  
dostatek pro rekonstrukci. 
Videozáznam pořízený z běžné videokamery může obsahovat řadu nekvalitních snímků. Není 
tedy ideální brát snímky z přesné pozice záznamu, ale je vhodnější vybírat nejlepší snímek z několika  
po sobě jdoucích snímků. 
Jak automaticky vybrat nejlepší snímek z několika podobných je zajímavá úloha sama o sobě. 
Použitelně se jeví  metoda určená pro zjišťování  rozmazanosti  snímků s názvem „A no-reference 
perceptual blur metric“ [31]. Tato metoda odhaduje míru rozmazanosti pro každý snímek samostatně 
bez potřeby referenčního řešení. Její postup spočívá ve zjištění průměrné tloušťky hran získaných  
ze Sobelova hranového detektoru a princip vychází z předpokladu, že rozmazanější fotografie budou 
mít tyto hrany širší. Jelikož se po sobě jdoucí snímky videozáznamu navzájem jen málo liší v obsahu, 
je dobrý předpoklad pro to, aby pro ně tato metoda fungovala spolehlivě.
5.1.2 Náročnost instalace a spuštění
Mým cílem je vyrobit  snadno ovladatelný program, který nebude na uživatele klást velké nároky 
a nebude po něm vyžadovat žádné náročné úkoly. Mezi tyto zbytečné nároky patří instalace mnoha  
různých programů, programátorských platforem a knihoven. Dále se pokusím odstranit nastavování  
různých  cest  a  konfigurování  operačního  systému  a  zjednodušit  editaci  parametrů  jednotlivých 
programu.
K dosažení tohoto cíle bude vhodné celý řetězec přepsat pod jeden snadno nainstalovatelný 
skriptovací jazyk,  který nahradí Perl,  linux shell  i dávkové soubory použité v originálním řetězci.  
Vhodným jazykem se jeví Python, který umožňuje snadnou práci se souborovým systémem, cizími  
aplikacemi a jejich textovými formáty. Python byl využit i v OSM. 
Program by měl provést celou rekonstrukci jediným příkazem v příkazové řádce a měl by také  
jednoduše předložit výsledky. V originálním řetězci je automatizován pouze Bundler řetězec. Pokud 
chce uživatel získat i husté mračno bodů pomocí programu PMVS, musí nastudovat a provést všechny 
potřebné kroky sám. Oproti tomu řetězec  OSM spouští jedním příkazem Bundler řetězec a druhým 
příkazem všechny kroky potřebné pro CMVS+PMVS. Jeho nevýhodou však je, že pracuje v dočasné 
složce systémového disku, který nemusí mít na tato data dostatek místa. Další nepraktičností je, že  
tato dočasná složka má náhodný název a ten je nutné manuálně předat druhému skriptu.
Moje řešení  bude ukládat mezivýsledky i  výsledky do složky s fotografiemi.  Řetězec bude 
spustitelný  jediným příkazem,  který  vykoná  celou  rekonstrukci  od  začátku  do  konce.  Aby  byla  
rekonstrukce  umožněna  i  uživatelům  bez  znalostí  příkazové  řádky,  bude  součástí  řetězce  
i jednoduchý  průvodce  formou  dávkového  souboru.  Tento  program  se  postará  o  získání  všech 
potřebných parametrů a jejich předání správnému skriptu.
5.1.3 Přehlednost řetězce a výsledků
V  průběhu  rekonstrukce  vytváří  většina  programů  řadu  dočasných  souborů  a  složek,  popřípadě 
produkuje více souborů s použitelnými výstupy.  Jak originální řetězec tak  OSM všechny výsledky 
i dočasné soubory zamíchá do složky s fotografiemi a velmi ztěžuje orientaci uživatele ve vlastních 
datech i očekávaných výstupech.
Navržený řetězec bude tato  data třídit a přehledně je ukládat do malého počtu složek vedle 
fotografií. Navíc budu nejběžněji očekávané výsledky kopírovat do složky „results“. Tím umožním 
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uživateli po úspěšné rekonstrukci smazat zbylých pár pracovních složek, aniž by musel označovat  
mnoho různých typů souborů zamíchaných mezi samotnými fotografiemi.
Další plánovanou výhodou nového řetězce bude přehledné rozdělení řetězce na několik částí, 
které  budou očíslovány podle  pořadí  vykonávání.  Uživatel  se  tedy bude  moci  mnohem snadněji  
zorientovat, v jaké fázi výpočtu se rekonstrukce nachází. Navíc bude umožněno přeskočit již hotové 
části a pokračovat v rekonstrukci opět jediným jednoduchým příkazem. 
5.1.4 Nastavení parametrů
V  Bundler řetězci se provádí změna parametrů editací různých skriptů, což rozhodně není ideální. 
OSM umožňuje nastavit  Bundler v souboru „defaults.py“,  ale nenabízí možnost  změnit  parametry 
CMVS+PMVS.  V  mojí  implementaci  bude  možné  nastavit  všechny parametry  a  vlastnosti  všech 
programů v jednom souboru.
Jednou z hlavních nevýhod jak originálního řetězce, tak OSM je, že v případě změny některého 
parametru  nemůžeme  jednoduše  pokračovat  s  již  hotovými  výpočty,  ale  výpočet  začíná  vždy 
od začátku. Tedy například při testování různých parametrů programu Bundler se vždy znovu počítají 
význačné body atd. 
Řešením bude rozdělit  výpočet  na více  samostatných částí  a  umožnit  uživateli,  který mění 
parametry,  spustit  výpočet  od libovolného bodu řetězce.  Tímto  se významně urychlí  jak samotná 
práce s programem tak i samotný vývoj, včetně hledání nejvýhodnějšího nastavení pro běžné scény.
5.1.5 Vícevláknová podpora
V  původním  řetězci  Bundler není  jediná  část,  která  by  využívala  výhod  dnešních  více-
jádrových procesorů. Oproti tomu navazující programy PMVS a CMVS přímo podporují vícevláknový 
výpočet.  OSM na tomto faktu nic nemění, avšak neumožňuje ani nastavit  počet vláken a používá 
předdefinovaných  8.  Cílem  bude  najít  nejvíce  náročné  části  řetězce  a  alespoň  některé  z  nich 
paralelizovat. 
5.2 Výroba hustého mračna bodů 
První částí řetězce bude příprava fotografií. Řetězec by měl být schopen změny rozlišení fotografií  
a získávání parametrů o záznamovém zařízení z EXIF informací.  Nabízí se využití  databází CCD 
šířek jak z  originálního řetězce tak z  OSM.  Pro maximální  robustnost  bude možné  se  v případě 
potřeby na některé parametry dotázat uživatele. To bude nutné především v případě rekonstrukce  
z videozáznamu, jelikož ten neobsahuje žádné meta informace o použité kameře.
Druhou významnou částí řetězce bude získání význačných bodů algoritmem SIFT. V originální řešení 
byl použit program siftDemoV4, zatímco v OSM byl využit SIFT detektor z knihovny  VlFeat  [32]. 
Porovnání  obou detektorů je k nalezení  v kapitole  7.1.1. Mým cílem bude umožnit  použití  obou 
těchto detektorů.  Podle dokumentace produkuje SIFT z knihovny VlFeat velmi podobnou množinu 
význačných  bodů  jako  originální  siftDemoV4.  Drobná  odlišnost  je  v  použití  jiného  formátu 
výstupního  souboru  pro  SIFT  deskriptor,  který  je  třeba  před  použitím  v  dalších  programech 
transformovat do očekávaného tvaru. 
22
Obrázek 13: Ukázka mračna bodů ze scény přiložené k distribuci PMVS.
Další  částí  řetězce  bude  porovnávání  význačných  bodů  za  použití  programu  z  původního 
řetězce a spuštění stěžejního programu  Bundler s definovanými parametry.  Pro převod dat z jeho 
výstupu budou využity některé programy z původního řetězce, avšak všechny generované skripty 
a dávkové soubory budou přepsány a integrovány přímo  do řetězce.  Výsledky tohoto zpracování 
budou muset být pro přehlednost a jednoduchou návaznost skriptů přesunuty do vlastní složky.
O výrobu hustého mračna bodů se bude starat program PMVS, u kterého bude díky velké paměťové 
náročnosti podporováno rozdělení rekonstrukce scény na více částí pomocí programu CMVS. Tento 
program  vyžaduje  pro  rozdělení  scény  vědět,  kolik  fotografií  může  maximálně  umístit  
do jednotlivých části. Oproti tomu OSM umožňuje zadat na kolik částí se má celá scéna rozdělit. Oba 
přístupy tedy vyžadují,  aby uživatel  danou hodnotu odhadl,  popřípadě ji  zkoušel metodou pokus-
omyl. To však může být časově náročné a případné přečerpání operační paměti může způsobit řadu 
nepříjemností.
Oproti  tomu v mém řetězci  uživatel  pouze nastaví,  kolik operační paměti  je v počítači dostupné,  
a program sám odhadne potřebnou paměť a případně automaticky rozdělí scénu. Uživatel přitom stále 
bude mít možnost zadat maximální velikost scény manuálně. 
5.3 Výroba polygonálního modelu
Posledním krokem řetězce,  kterým chci  rekonstrukci  dostat  o krok dále,  je  připojení  automatické 
výroby polygonálního modelu  do řetězce.  Mým cílem bude vyzkoušet  existující  řešení  a  pokusit 
se navrhnout vlastní metodu, která bude schopna výroby polygonálních modelů ze zrekonstruovaných 
mračen bodů. 
První  možností,  kterou  bude  řetězec  disponovat,  bude  výroba  polygonálního  modelu 
programem  PoissonRecon, na  který  odkazují  samotní  autoři  PMVS.  Tento  program  vytváří 
polygonální síť algoritmem Poisson Surface Reconstruction. 
Druhou možností bude výroba polygonálního modelu pomocí knihovny Point Cloud Library 
(Dále jen PCL) [33]. Tato knihovna je primárně určena pro přesně nasnímaná data, přesto by si její  
funkce měly alespoň částečně poradit i s nedokonalými daty, která vznikají při rekonstrukci. 
Třetí možností bude vlastní metoda určená pro jednodušší scény založená na segmentaci rovin.  
Její návrh popisuje následující podkapitola.
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5.3.1 Vlastní postup založený na segmentaci rovin
Vlastní  metoda  výroby  polygonálního  modelu  bude  zaměřena  na  zpracování  jednodušších  scén 
obsahující  hodně  rovinných  ploch.  Příkladem takových  scén  mohou  být  budovy,  městské  ulice, 
interiéry apod. 
Cílem  bude  vystihnout  podstatu  těchto  scén  a  vytvářet  z  nich  jednoduché,  přehledné 
a geometricky jednoduché modely. V ideálním případě by tyto modely měly být snadno využitelné 
pro  další  zpracování,  ať  už  automatické  či  manuální.  Hlavní  cíle  pro  vlastní  metodu  výroby 
polygonálních modelů jsou:
• korespondence s realitou,
• zjednodušení,
• odstranění šumu,
• odstranění nedostatečně nasnímaných části,
• dobře editovatelný model.
Obrázek 14: Ukázka metody založené na segmentaci rovin.
Metoda bude založena na opakovaném hledání a separování velkých ploch z původního mračna 
bodů.  Spojením těchto ploch vznikne zjednodušený model scény obsahující jen hlavní plochy scény.  
Zbytek bodů v původním mračnu bude představovat některé méně významné malé plochy scény,  
nedostatečně nasnímané části scény a šum. Toto řešení by mělo být schopno dostatečně zjednodušit  
scénu a odstranit nežádoucí drobné části scény z výsledného modelu.
K  implementaci  bude  vhodné  využít  pokročilých  funkcí  pro  zpracování  mračen  bodů 
z knihovny  PCL. Například pro hledání ploch lze z této knihovny využít funkce pro hledání rovin 
metodou RANSAC. 
5.4 Příprava testovacích dat
Pro účely testování a zkoušení různého nastavení bylo vyfoceno či natočeno desítky scén celkem 
čtyřmi různými fotoaparáty a jednou videokamerou. V následujících tabulkách jsou detaily a náhledy 
pouze těch scén, které se vyskytují jako ilustrační příklad v této práci.
Polštář Gymnázium Křeslo Kytka
Obrázek 15: Ukázka testovacích scén: videozáznamy. 
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Scéna Počet fotografií Rozlišení Poznámky
Polštář 78 1280x720 Plynulý pohyb kamery před objektem.
Gymnázium 1341 1280x720 Rozklepaný záznam z procházky kolem budovy.
Křeslo 61 848x480 Plynulý pohyb kamery před objektem.
Kytka 339 1280x720 Objekt obejit s kamerou.
Tabulka 1: Testovací scény: videozáznamy.
Kermit Mahenovo divadlo FIT
Sloup
Kytka Sedící muž
Obrázek 16: Ukázka testovacích scén: fotografie. 
Scéna Počet fotografií Rozlišení Poznámky
Kermit 11 640x480 Zdroj fotografií: distribuce Bundler.
Mahenovo divadlo 55 2034x1728 Objekt zachycen ze série snímků na jedné křivce. Pravá 
část zabrána detailněji.
FIT 126 2034x1728 Snaha o navazování fotografií.
Sloup 36 4032x3024 Částečné obejití a plynulé přiblížení se ke sloupu.
Kytka 31 4032x3024 Mnoho okolních předmětů.
Sedící muž 49 4032x3024 Rušivé stíny, některé snímky přesvícené.
Tabulka 2: Testovací scény: fotografie. 
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6 Implementace
Jako cílovou platformu pro implementaci jsem zvolil operační systém Windows, především díky jeho 
velkému  rozšíření.  Výsledný  program  bude  plně  funkční  jen  v  64  bitových  verzích  systému,  
především kvůli potenciálně vyšší paměťové náročnosti některých částí výpočtů.
Pro implementaci řetězce a propojení všech programů jsem zvolil skriptovací jazyk Python. 
Všechny výpočetně náročnější části jsou programovány v jazyce C++.
6.1 Vlastní řetězec pro rekonstrukci z fotografií a videozáznamu
Celý  řetězec  se  skládá  z  8  samostatně  spustitelných  skriptů,  které  provedou  postupně  celou 
rekonstrukci. Všechny tyto skripty jsou pro přehlednost očíslovány a shrnuje je následující tabulka.
Skript Popis
0_video2images.py Ze vstupního videozáznamu získá jednotlivé snímky.
1_preparation.py Připraví fotografie pro další krok.
2_features.py Detekce význačných bodů ve všech snímcích.
3_key_matching.py Porovnání fotografií za pomocí význačných bodů.
4_bundler.py Spuštění programu Bundler a získání vlastností jednotlivých kamer.
5_preparation.py Příprava dat pro PMVS.
6_cmvs_pmvs.py Rozdělení scény na části a spuštění PMVS.
7_surface.py Výroba polygonálního modelu.
Tabulka 3: Seznam hlavních skriptů řetězce.
Uživatel má hned několik možností, jak celou rekonstrukci provést. Nejjednodušší z nich je 
spustit  skript  „run_all.py“,  který  provede  kompletní  rekonstrukci.  Pokud  uživatel  rekonstrukci 
přeruší, nebo změní některý z parametrů výpočtu, může pokračovat od daného místa pomocí skriptu 
„run_from.py“.  Poslední možností je spouštět těchto 8 hlavních skriptů jednotlivě. Každý z těchto 
skriptů si kontroluje existenci všech potřebných souborů a v případě přeskočení některého ze skriptů 
v průběhu rekonstrukce je uživatel upozorněn. 
Nastavení všech skriptů a programů je jednotné a seskupené v jednom souboru „_settings.py“. 
Všechny  cesty,  jména  adresářů  a  další  interní  parametry  jsou  nastaveny  v  souboru  „_init.py“.  
Pro úplnost tedy uvedu i tabulku všech ostatních Python skriptů, které řetězec obsahuje:
Skript Popis
run_all.py Spustí celou rekonstrukci od začátku.
run_from.py Pokračuje v rekonstrukci od zadaného místa.
_settings.py Soubor s nastavením všech parametrů.
_init.py Soubor s interním nastavením programu (cesty k aplikacím).
_functions.py Pomocný soubor s funkcemi.
_functions_focal.py Pomocný soubor s funkcemi pro výpočet ohniskových vzdáleností apod.
Tabulka 4: Pomocné skripty řetězce.
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Důležitou  vlastností  všech  spouštěcích  skriptů  je  jejich  jednotné  ovládání  přes  parametry 
příkazové řádky.  Všechny skripty vyžadují,  aby jako první  parametr  programu byla  zadána cesta 
k fotografiím.  V případě rekonstrukce z videozáznamu se jako první  parametr  uvede složka, kam 
se mají uložit snímky, a video soubor se zadá jako druhý parametr příkazové řádky. 
Jediná  výjimka  je  zde  skript  „run_from.py“,  který  je  určen  k  pokračování  v  rekonstrukci 
a neumožňuje  tedy  začít  od  úplně  prvního  skriptu,  tedy  zpracování  video  souboru.  Místo  toho 
vyžaduje jako druhý parametr číslo skriptu, kterým se má pokračovat.
Příkaz pro spuštění kompletní rekonstrukce z fotografií tedy může vypadat například takto:
run_all.py D:\photos\
a pro rekonstrukci z videozáznamu například takto:
run_all.py D:\photos\ D:\video.AVI
Pokračování rekonstrukce od skriptu „4_bundler.py“:
run_from.py D:\photos\ 4
Pro  uživatele  neovládající  příkazovou  řádku  je  připraven  průvodce  „run.bat“,  který  se  dotáže 
na potřebné informace a zajistí správné předání parametrů výše uvedeným skriptům. 
6.1.1 Adresářová struktura
Všechny použité programy se podařilo parametrizovat tak, aby všechny tyto soubory a složky byly 
přehledně umístěny do podsložek a nezaplnily a neznepřehlednily uživatelovu složku s fotografiemi 
či jiné adresáře. 
Pro  ještě  větší  přehlednost  jsou  navíc  ty  nejvíce  žádané  výsledky  zkopírovány  do  složky 
„results“, takže uživatel nemusí  detailně rozumět jednotlivým programům a jejich výstupům. Vše 
použitelné  nalezne  právě  v  této  složce.  Po  úspěšné  rekonstrukci  to  také  umožňuje  velmi  rychle 
a jednoduše smazat všechny ostatní složky s dočasnými soubory a mezivýsledky. 
Jeden z důvodů, proč nejsou dočasné soubory mazány automaticky, je umožnění pokračování 
v rekonstrukci po změně parametrů. Druhým důvodem je, že v nich pokročilejší uživatel může najít 
detailní průběh rekonstrukce, popřípadě využít tyto výstupy k jiným účelům.
Při  každé  úspěšné  rekonstrukci  se  ve  složce  se  vstupními  fotografiemi  vyrobí  maximálně 
5 nových složek. Pro úvodní části rekonstrukce se dočasné výstupy ukládají do složky „tmp“. Dále 
jsou zde složky pro mezivýsledky z programu  Bundler,  PMVS a pro rekonstrukci polygonální sítě. 
Poslední je složka „results“ obsahující všechny hlavní výsledky.
Aby  bylo  umožněno  pokračování  v  rekonstrukci  i  po  změně  některých  parametrů 
v konfiguračním souboru, rozšiřuje se název složek pro  Bundler i  pro  PMVS o seznam použitých 
parametrů. Tím je zajištěno, aby se tato data nepřepisovala a uživatel mohl jednotlivá nastavení mezi  
sebou snadno porovnávat. Zároveň to programu umožňuje ověřovat existenci správných verzí všech 
potřebných souborů.
6.1.2 Paralelizace
V novém řetězci byly paralelizovány první 3 jeho části: příprava fotografií, detekce význačných bodů 
a jejich porovnávání. Paralelizace bylo docíleno souběžným vykonáváním celých programů. Tento 
přístup  má  výhodu  v  jednoduchosti  implementace,  kdy  mnohdy  ani  není  třeba  zasahovat 
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do původního programu.  Nicméně v řadě případů by bylo  efektivnější  paralelně zpracovat  řešený 
problém, než řešit paralelně více těchto problémů naráz. Například kvůli paměťové náročnosti.
Pro  paralelní  spuštění  programů  byl  vyroben  program  cmd_mt_source,  který  je  založený 
na knihovně Boost:Threads [34]. Tento program očekává na vstupu jeden textový soubor, který může 
obsahovat  jeden či  více příkazů k vykonání.  K paralelnímu spouštění  jiných programů je  jistější  
používání  absolutních  cest.  Po  spuštění  se  vyrobí  specifikovaný  počet  vláken  a  každé  dostane 
rovnoměrně  rozděleny  příkazy  ze  vstupního  souboru.  Pokud  není  počet  vláken  zadán,  použije  
se počet  jader procesoru.  Jednotlivá vlákna vykonávají  popořadě přidělenou frontu příkazů, avšak 
díky konkurenčnosti mezi jednotlivými vlákny není pořadí vykonávání příkazů ze vstupního souboru 
definováno. Musí jít tedy o na sebe nezávislé procesy. Případné standardní výstupy vykonávaných 
příkazů  jsou  zaznamenávány  a přeposílány  na  uživatelův  standardní  výstup  při  skončení  daného 
příkazu. Zrušení průběžných výpisů zmenší šance na jejich nepřehledné prolínání mezi jednotlivými 
vlákny.
6.2 Zpracování videozáznamu
O získání snímků z videozáznamu se stará skript „0_video2images.py“. Před získáváním samotných 
snímků je však nejprve třeba vyřešit  jeden nepříjemný rozdíl  mezi  video soubory a fotografiemi.  
Video soubory totiž neobsahují některé důležité meta informace o záznamovém zařízení. Není tedy 
možné  automaticky  spočítat  ohniskovou  vzdálenost  kamery.  Uživatel  je  proto  hned  na  začátku 
rekonstrukce tázán, zda zná 2 parametry kamery,  na které byl video soubor pořízen. O důležitosti 
nastavení  těchto  parametrů  se  budu  věnovat  v  kapitole  7.1.3. Uživatel  může  zadávání  těchto 
parametrů  přeskočit.  Pokud  je  však  vyplní,  uloží  se  tyto  informace  do  speciálního  souboru 
a vypočítaná ohnisková vzdálenost se později použije pro všechny tyto snímky.
Pro  samotné  získání  snímků  z  videozáznamu  jsem  vyrobil  program  video2images.  Tento 
program je založen na knihovně  OpenCV [35], která zpřístupňuje načtení videozáznamu v různých 
formátech a s různou kompresí, efektivní práci s jednotlivými snímky a jednoduché ukládání snímků  
na disk. 
Z videozáznamu se neukládají všechny snímky, ale vybírá se jeden snímek z několika po sobě 
jdoucích.  Podle  nastavení  parametru  „video_every_nth_frame“  v  konfiguračním  souboru 
se ve videozáznamů  zvolí  pravidelné  intervaly  a  z  každého  intervalu  se  vždy  uloží  ten  nejlepší  
snímek.  Nelepší snímek je určován podle koeficientu rozmazanosti,  který je zjišťován na základě 
postupu popsaného v dokumentu [31]. Oproti tomuto postupu jsem navíc implementoval ignorování 
nevýrazných hran, což vyřadí drobné změny odstínů ploch a vliv komprese obrazu. Porovnání dvou 
blízkých snímků z videozáznamu ukazuje následující obrázek.
Pro  zrychlení  výpočtu  se  zkoumá  jen  středová  část  snímků,  tedy  obvykle  ta  část,  kterou 
se snaží kameraman natočit. V případě nastavení většího rozestupu snímků se každý interval snímků, 
ze které se vybírá nejlepší snímek, ještě z obou stran trochu zkrátí. Tím se odstraní nežádoucí jev, kdy 
od sebe vybrané snímky mohou mít v některých případech příliš velké nebo příliš malé rozestupy.
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Obrázek 17: Porovnání dvou blízkých snímků z videozáznamu. 
Obrázek 18: Zjištěná průměrná tloušťka hran vlevo je 2,55. Snímek vpravo 5,04.
6.3 Výroba hustého mračna bodů 
Řetězec  pro  výrobu  hustého  mračna  bodů  se  skládá  ze  šesti  navazujících  skriptů  zajišťujících 
postupně tyto části:
• přípravu fotografií,
• hledání význačných bodů,
• porovnávání snímků,
• spuštění programu Bundler,
• transformaci dat,
• spuštění programu CMVS a PMVS.
6.3.1 Příprava fotografií 
O přípravu fotografií pro další zpracování se stará skript „1_preparation.py“.  První z úkolů, které 
tento skript vykonává, je přejmenování všech fotografií na názvy s malými písmeny a možnost změny 
rozlišení fotografie, pokud si to uživatel nastaví v konfiguračním skriptu. Rozlišení fotografií ovlivní 
celý proces rekonstrukce především kvalitou výsledné rekonstrukce, rychlostí výpočtu a paměťovou 
náročností. Z hlediska rekonstrukce dává smysl rozlišení jen snižovat, například když mají vstupní  
fotografie  zbytečně  vysoké  rozlišení,  nebo  pokud  aktuální  rozlišení  neodpovídá  skutečné  kvalitě 
pořízených snímků. Uživatel si v konfiguračním skriptu může nastavit, jestli se fotografie ponechají 
v původním rozlišení, jestli se všechny zmenší na procentuální velikost nebo jestli se zmenší na pevně 
definované rozměry. 
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Po změně rozlišení se všechny fotografie převedou do šedotónového formátu PGM (Portable 
Gray Map), který vyžadují oba použité detektory význačných bodů. Pro změnu rozlišení i pro převod 
do formátu PGM byl využit program Mogrify ze sady nástrojů ImageMagick [36].
Další důležitý úkol, který tento skript vykonává, je zjištění ohniskové vzdálenosti snímacího 
zařízení  pro  každou  fotografii.  Informace  potřebné  k  výpočtu  ohniskové  vzdálenosti  v  pixelech 
nemusí  být  vždy  dostupné  a  proto  jsem  implementoval  hned  několik  způsobů,  jak  se  k  těmto 
informacím  dopracovat.  Stěžejní  částí  je  prozkoumání  EXIF  informací.  Pokud  aktuální  snímky 
pocházejí z videozáznamu, nejsou v EXIF informacích uloženy žádné informace a použijí se hodnoty, 
které uživatel manuálně zadal při zpracovávání tohoto videozáznamu. 
Z  informací  v  EXIF  lze  obvykle  zjistit  výrobce  a  model  použitého  přístroje.  S  těmito 
informacemi  se  prohledají  2  databáze  CCD  šířek.  První  je  prohledán  originální  soubor 
„extract_focal.pl“ z originálního Bundler řetězce. Jako druhá je použita SQLite databáze ze souboru 
„cameras.sqlite“ z řetězce OSM. Výhoda použití těchto databází v nezměněném tvaru je, že v případě 
aktualizace některé z nich lze nové údaje použít i v mém řetězci jen pouhým přepsáním jednoho  
souboru. 
Pokud se CCD šířku nepodaří najít ani v jedné databázi, skript se jí pokusí vypočítat z EXIF 
informací.  Pokud i tento způsob selže, nezbývá skriptu nic jiného, než se dotázat uživatele, jestli 
nedokáže CCD šířku pro daný fotoaparát/videokameru zjistit. Pokud uživatel tuto hodnotu nezjistí,  
může zadávání přeskočit  a rekonstrukce pokračuje bez její znalosti.  Pokud uživatel hodnotu CCD 
šířky zadá, uloží se hodnota do souboru „extract_focal.pl“, aby uživatel nebyl na stejný dotaz tázán 
znovu. V případě zjištění CCD šířky skript vypočítá ohniskovou vzdálenost v pixelech za použití 
dalších běžně dostupných informací z EXIF (ohnisková vzdálenost v mm a rozlišení fotografie). 
Výsledkem skriptu „1_preparation.py“ jsou fotografie připravené pro další zpracování a jejich 
seznam obsahující zjištěné ohniskové vzdálenosti v pixelech, které využije program Bundler.
6.3.2 Hledání význačných bodů
Pro detekci význačných bodů byla zanechána možnost použít originální SIFT detektor  siftDemoV4 
a navíc  byl  integrován detektor  z  knihovny  VlFeat,  který oproti  předchozímu poskytuje   několik 
výhod. Patří  mezi  ně  především  schopnost  zpracovávat  fotografie  s  větším  rozlišením  než  je 
1800 pixelů  v jednom  rozměru,  volnější  licence  umožňující  jej  redistribuovat  a  hlavně  možnost 
nastavení některých parametrů pro výpočet. Jak vyplývá z měření v kapitole 7.1.1, je detektor VlFeat 
i mnohem rychlejší a méně paměťově náročný.
Jeden  z  užitečných  parametrů,  který  byl  přenesen  do  nastavení  řetězce  je  parametr 
„first_octave“. Tento parametr umožní používat nižší rozlišení vstupní fotografie, aniž by bylo třeba  
měnit  samotnou  fotografii.  To  je  výhodné  především pokud  chceme  pro  samotnou  rekonstrukci 
použít  jiné  rozlišení,  než  pro  detekci  význačných  bodů.  Provedené  experimenty  ukázaly,  že 
u fotografií s vyšším rozlišením je často vhodné použít pro detekci význačných bodů nižší rozlišení. 
Snížení  rozlišení  fotografie  zrychlí  hledání  význačných bodů.  Také se  obvykle  sníží  jejich 




O porovnávání  snímků  se  stará  skript  „3_key_matching.py“,  který  porovnává  vzájemně  všechny 
snímky  stejným způsobem jako  originální  Bundler řetězec.  Původní  program  KeyMatchFull byl 
přizpůsoben pro účely paralelního zpracování a přeložen pod novým názvem KeyMatchPart. Oproti 
originálu umožňuje rozdělit výpočet na definovaný počet přibližně stejných dílů. Díky tomu je možné 
spustit  výpočet  jednotlivých  částí  paralelně  a  výstupní  soubory  jednotlivých  částí  poté  spojit.  
Při kompilaci byla do programu KeyMatchPart zahrnuta i novější verze knihovny zlib, která umožnila 
přeložit program na 64 bitovou platformu. 
6.3.4 Bundler a příprava dat
O spuštění stěžejního programu  Bundler se stará skript "4_bundler.py".  Skript se stará o vyrobení  
vstupního  souboru  se  všemi  parametry,  které  Bundler vyžaduje.  Jediná  položka  z  uživatelem 
editovatelného  konfiguračního  skriptu,  která  ovlivní  tento  vstupní  soubor,  je  parametr 
„variable_focal_length“.  Tímto  parametrem  může  uživatel  definovat,  že  všechny  snímky  byly 
pořízeny  stejným  fotoaparátem.  Skript  zajišťuje  také  ukládání  mezivýsledků  do  správné  složky 
s parametrizovaným názvem a po skončení  programu kopíruje první  použitelný výstup do složky 
"results"  v  podobě  řídkého  mračna  bodů  s  pozicemi  kamer.  Tento  výstup  je  znázorněn 
na následujícím obrázků, ve kterém jsou pozice kamer znázorněny červenými a zelenými body.
Obrázek 19: Ukázka Bundler výstupu pro scénu Mahenovo divadlo.
Výstupní  soubory  programu  Bundler se  před  dalším  zpracováním  upraví  pomocí  skriptu 
"5_preparation.py" a výsledek se uloží do podsložky „for_pmvs“, která je nutná k zajištění možnosti  
pokračovat libovolným skriptem. Program  Bundle2PMVS vyrobí z předchozího výstupu pro každý 
zpracovaný  snímek  textový  soubor  s  informacemi  o  kameře.  Zbylé  dva  vyrobené  soubory  jsou 
smazány a jejich funkčnost nahrazena. U všech snímků je programem  RadialUndistort odstraněno 
radiální  zkreslení.  Dále  jsou  všechny snímky  přejmenovány  do  požadovaného tvaru  a  přesunuty 
na očekávané  místo.  Programem  Bundle2vis se  vygeneruje  poslední  soubor  "vis.dat",  čímž  jsou 
všechna data připravena pro programy CMVS a PMVS.
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6.3.5 CMVS, PMVS
O start programů CMVS a PMVS se stará skript „6_cmvs_pmvs.py“. Pro účely rekonstrukce povrchu 
je  umožněno pomocí  nastavení  "pmvs_levels" v konfiguračním skriptu vyrobit  až několik  PMVS 
úrovní v řadě. Výhodou je, že si poté uživatel může pro další zpracování vybrat z různých modelů, 
popřípadě nechat spojit tyto modely dohromady.
Obrázek 20: Scéna Mahenovo divadlo: vlevo 1.úroveň (300 tisíc bodů), vpravo 2.úroveň (75 
tisíc bodů).
Před samotným rozšířením řetězce o program  PMVS bylo  třeba vyzkoumat  jeho skutečnou 
paměťovou náročnost. V případě větších scén, které by mohly způsobit přesažení dostupné paměti, je 
vhodné  použít  program  CMVS pro  rozdělení  scény  na  několik  menších  části.  Reálné  paměťové 
nároky programu  PMVS jsem změřil na několika scénách v různých rozlišeních a vložil do tabulky 
níže. 

















Sloup 28 12 1 1350 10000 4,02 103
Sloup 28 12 2 1350 2700 4,02 64
Sloup 28 12 3 1350 1700 4,02 67
Mahenovo 30 4 0 450 7700 3,75 60
Mahenovo 30 4 1 450 2500 3,75 68
Mahenovo 30 4 2 450 920 3,75 66
Polštář 29 0,92 1 140 650 5,24 76
Gymnázium 324 0,92 2 1150 5000 3,85 206
FIT 87 4 0 1350 14400 3,88 38
Tabulka 5: Naměřená paměťová náročnost programu PMVS
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Paměťová náročnost byla zjišťována ve Windows odpozorováním nejvyšší hodnoty „Vrchol 
pracovní  sady“  ve  správci  úloh.  V předposledním sloupci  tabulky je  vypočítána  paměť  potřebná 
pro načtení  snímků  podělená  počtem  snímků  a jejich  originálním  rozlišením.  Poslední  sloupec 
obsahuje  celkovou  paměťovou  náročnost  přepočítanou  na  skutečné  rozlišení,  se  kterým  PMVS 
pracuje. 
Z  naměřených  hodnot  vyplývá,  že  paměťová  náročnost  programu  PMVS je  přímo  úměrná 
počtu  zpracovávaných  fotografií  a  jejich  skutečně  použitém rozlišení.  Z  měření  mimo  jiné  také 
vyplynulo, že paměťová i časová náročnost mírně klesá s rostoucím parametrem „minImageNum“.  
Z těchto hodnot byl odvozen jednoduchý empirický vzorec pro odhad paměťové náročnosti programu 
PMVS.
potřebná paměť=( počet snímků)∗(rozlišení snímků v Mpix )∗(5+( 70
4level
)) (2)
Tento vzorec předpokládá počet snímků vstupujících do  PMVS (obvykle méně něž původní 
počet  snímků)  a  jejich  rozlišení  v  Mpix  (po  případném  zmenšení  přes  parametr  „img_resize“). 
Například pro  2.  řádek tabulky by vypadal  odhad paměti  takto:  28*12*(5+70/(4^2))  =  3150MB. 
Pokud bude potřebná paměť nedostupná, je potřeba zjistit maximální počet snímků, které lze při dané 
paměti zpracovat. K tomu lze předchozí vzorec otočit takto:
maximální počet zpracovatelných snímků= (dostupná paměť v MB)




Uživatel si může vybrat, jestli odhadne a nastaví maximální počet zpracovatelných snímků pro 
PMVS ručně,  nebo  jestli  nechá  tuto  hodnotu  počítat  automaticky.  Tento  parametr  je  přenesen 
do konfiguračního skriptu pod názvem „cmvs_option_maximage“. Do něj je možné vložit buď přímo 
číselnou hodnotu nebo hodnotu „auto“, která zajistí automatický výpočet pro každou PMVS úroveň 
zvlášť. K automatickému výpočtu je použito průměrné rozlišení všech fotografií a dostupná paměť 
definovaná uživatelem. Výsledná hodnota je díky možným výkyvům použita s dostatečnou rezervou. 
Samotný průběh skriptu „6_cmvs_pmvs.py“ začíná řešením první úrovně, která je definovaná 
v konfiguračním  skriptu  v  poli  „pmvs_options“  a  pokračuje  se  nižšími  rozlišeními.  Pro  každou 
úroveň se nejprve vyrobí  vlastní  složka podle  zadaných parametrů  a  v ní  se  vytvoří  programem 
PMVS vyžadovaná adresářová struktura. Do ní se dočasně nakopírují již připravené soubory ze složky 
„for_pmvs“  a  spustí  se  program  CMVS.  Pokud bude  počet  snímků  větší,  než  hodnota  odvozená 
z nastavení „cmvs_option_maximage“,  rozdělí  se scéna na více částí.  Pro všechny tyto jednotlivé 
části se vygenerují soubory s nastavením pomocí programu genOption a nad všemi se postupně spustí 
program PMVS. 
6.4 Výroba polygonálního modelu
Před  výrobou  polygonálního  modelu  je  nejprve  nutné  spojit  modely  vzniklé  v  PMVS.  Jedná 
se o spojení  všech  úrovní  detailu  specifikovaných  parametrem  „pmvs_levels“  a  všech  jejich 
jednotlivých částí, pokud došlo k rozdělení scény programem CMVS. Výhodou této možnosti je, že 
modely  nižší  úrovně  mohou  doplnit  body  chybějící  v  detailnější  úrovni  a  umožnit  tak  výrobu 
celistvějšího povrchu. Nevýhodou je výrazné prodloužení doby výpočtu předchozího skriptu, a to 
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i přesto, že je výpočet nižších úrovní rychlejší. Potenciálním nebezpečím je také připojení modelu, 
který se v daném rozlišení nepodařilo korektně rekonstruovat.
Do řetězce byly vloženy 3 různé způsoby výroby polygonální sítě. Každý z nich produkuje 
velmi odlišné modely a jsou vhodné pro jiné typy vstupních dat. Prvním způsobem je rekonstrukce  
pomocí  programu  PoissonRecon.64, další  dva  programy pro  tvorbu polygonální  sítě  jsou  vlastní 
výroby a využívají knihovnu PCL. 
6.4.1 Poisson surface reconstruction
První  způsob  rekonstrukce  polygonální  sítě  je  použití  převzatého  programu  PoissonRecon.64 
implementující algoritmus Poisson surface reconstruction. Ten provádí rekonstrukci na základě bodů 
a v nich  odhadovaných  povrchových  normál  uložených  v  souboru  s  koncovkou  ".pset",  který 
automaticky vzniká při rekonstrukci.  Z tohoto souboru program vytváří  celistvou polygonální  síť,  
kterou ukládá do binárního formátu PLY. Do konfiguračního skriptu byl přenesen parametr hloubky 
rekonstrukce, který přímo ovlivní detailnost výsledného modelu. Nevýhodou této implementace je, že 
vyrobený polygonální  model  neobsahuje barevnou informaci.  Ukázky výstupů z této metody jsou 
uvedeny v kapitole 7.2.1.
6.4.2 Rychlá triangulace pomocí knihovny PCL
Oba vlastní způsoby rekonstrukce používají jako vstupní data přímo mračna bodů z PMVS souborů 
ve formátu PLY a výsledky ukládají do textového formátu VTK, který na rozdíl od formátu PLY 
obsahuje i barevnou informaci o vrcholech.
Na začátku rekonstrukce je nejprve využito jisté strukturovanosti ve výstupu z PMVS. Jelikož 
se jeho výstupní body získávají v pravidelných intervalech podle použitého rozlišení snímků, mívají  
dobře zrekonstruovaná místa podobnou hustotu bodů. Toho je využito pro usnadnění automatického 
zpracování. Řada algoritmů totiž vyžaduje nastavení různých absolutních hodnot pro různé prahování 
a podmínky výpočtů.
Proto se z mračen bodů nejprve zjistí odhadovaná průměrná vzdálenost dvou nejbližších bodů 
a všechny nastavované hodnoty se od ní potom odvozují. Další parametrizace výpočtů probíhá na 
základě  počtu  zpracovávaných  bodů  a  předdefinovaných  relativních  hodnot.  Všechny  důležité 
parametry lze předefinovat pomocí parametrů příkazové řádky nebo je lze nastavit v konfiguračním 
skriptu.  
Jednodušší implementovaný program dostal název  surfacer_simple a je založen na funkcích 
a objektech z knihovny PCL. Do programu se nejprve načte vstupní mračno bodů, zjistí se průměrná 
vzdálenost dvou nejbližších bodů a touto hodnotou se parametrizuje následné vyhlazení algoritmem 
MovingLeastSquares.  Při  tom  se  pro  všechny  body  dopočítají  normály  povrchu,  odhadované 
z několika okolních bodů. Poté je možné vyhlazené mračno bodů podvzorkovat promítnutím všech 
bodů do pravidelné mřížky za pomocí objektu VoxelGrid. Tato možnost je však standardně vypnuta. 
Posledním  krokem  je  výroba  samotného  polygonálního  modelu  objektem 
GreedyProjectionTriangulation,  který  provádí  rychlou  triangulaci.  Výhoda  této  metody  je,  že 
se barevná informace původních bodů automaticky přenáší i na vrcholy vznikajících trojúhelníků.  
Programu  umožňuje  změnit  veškeré  parametry,  které  se  podílejí  na  výpočtu,  jejich 
specifikováním přes příkazovou řádku nebo pomocí konfiguračního skriptu. Seznam těchto parametrů 
je v následující tabulce. 
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Parametr Default Popis
-s 5 Změna koeficientu vyhlazení. Větší hodnota více vyhladí vstupní mračno bodů.
-m 64 Změna koeficientu pro triangulaci. 
-downsample - Zapne podvzorkování mračna bodů.
-d 1 Změna koeficientu vzorkování.
-output_dir - Umožňuje nastavit cílovou složku pro výsledky.  Standardně je vyráběna složka 
s názvem vstupního mračna bodů hned vedle programu.
-gp3Mu 4 Maximální relativní vzdálenost bodů pro triangulaci.
-gp3MNN 200 Jaký maximální počet nejbližších bodů se má prohledat.
-gp3SurA 45 Maximální povrchový úhel ve stupních.
-gp3MinA 20 Minimální úhel ve stupních.
-gp3MaxA 120 Maximální úhel ve stupních.
Tabulka 6: Seznam parametrů pro program Surfacer_simple.
Spuštění programu pak probíhá například ve tvaru: 
surfacer_simple.exe in.pcd -s 8 -m 128 -downsample -d 2
6.4.3 Tvorba polygonální sítě založená na segmentaci
Vlastní  metoda  výroby  polygonální  sítě  je  založená  na  segmentaci  rovin  z  mračna  bodů 
a pro zpracování mračna bodů je použita řada datových struktur a funkcí z knihovny PCL. Vyvinutý 
postup spočívá zjednodušeně v následujícím postupu:
1. Najdi rovinu metodou RANSAC (Random sample consensus).
2. Pokud byla nalezena rovina:
• Odděl body odpovídající této rovině.
• Proveď shlukování bodů nad všemi body z této roviny.
• Pro každý dostatečně velký shluk:
• znovu nalezni rovinu (zpřesní parametry roviny pro tento shluk),
• vrať již nevyhovující body pro tuto rovinu zpět do původního mračna bodů,
• promítni všechny body shluku na nově nalezenou rovinu (odstranění šumu),
• vyrob polygonální síť z těchto promítnutých bodů a přidej ji do seznamu,
• vrať nepoužité body zpět do původního mračna bodů.
• Pokračuj v bodě 1.
3. Spoj všechny polygonální sítě a ulož výsledek.
Jednotlivé  kroky rekonstrukce  budu ukazovat  na  scéně Mahenova  divadla,  která  poskytuje 
dobrý pohled na funkčnost a omezení zvoleného přístupu. Následující podrobnější popis je rozdělen 
na:
• hledání ploch,




Hledání rovin v mračnu bodů je docíleno pomocí objektu pro segmentaci rovin metodou RANSAC 
z knihovny PCL s názvem SACSegmentationFromNormals. Implementace této funkčnosti z knihovny 
PCL vrátí rovnici nalezené roviny a seznam bodů, jež této rovnici za zadaných podmínek segmentace 
vyhovují. Mezi podmínky segmentace patří minimální počet bodů a především maximální vzdálenost 
bodů od roviny, který lze předefinovat parametrem „RANSAC_distance“ z příkazové řádky. Tento 
parametr  je  definován  relativní  hodnotou,  která  se  před  samotným  použitím  násobí  průměrnou 
vzdáleností bodů, kterou počítá stejný algoritmus, jako v programu  Surfacer_simple. Opět je tedy 
snaha generalizovat vhodné hodnoty pro různé modely a nastavení co nejvíce automatizovat.
Obrázek 21: Ukázka segmentace roviny.
Jakým  způsobem  ovlivní  nastavení  parametru  „RANSAC_distance“  vznikající  model  je 
zobrazeno  na  předchozím  obrázku,  ve  kterém  se  hledá  rovina  bodů  znázorňující  čelní  stěnu 
Mahenova divadla.  Na levém snímku je hodnota tohoto parametru 5,  na pravém snímku 15.  Pro 
úplnost ještě následující obrázek znázorňuje původní mračna bodů bez této vypreparované roviny pro 
stejné hodnoty parametrů.  Je vidět, že větší hodnota tohoto parametru pohlcuje více okolních bodů 
a detailů. Avšak čím větší tato hodnota je, tím více může pohlcovat i body, které do dané roviny již  
nepatří.
Obrázek 22: Zbývající body po odstranění segmentované roviny znázorňující čelní stěnu.
Jelikož scéna může obsahovat několik různých objektů, jejichž některé plochy leží ve stejné 
rovině,  jsou  nejprve  body  segmentované  roviny  rozděleny  na  jednotlivé  celistvé  části.  Toho  je 
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docíleno metodou shlukování  bodů pomocí  objektu  EuclideanClusterExtraction z  knihovny  PCL. 
Rozdělení pro stejně nastavené parametry je ukázáno na následujícím obrázku. Jednotlivé celistvé  
části roviny jsou barevně rozlišeny. 
Obrázek 23: Rozdělení roviny na samostatné plochy.
Při tomto shlukování  dochází  k vyřazení  menších shluků bodů a samostatných bodů mimo 
největší shluky. Tyto vyřazené body nejsou odstraněny, ale jsou vráceny do původního mračna bodů 
a mohou tak být použity pro pozdější rekonstrukci jiných rovin.
Pro jednotlivé celistvé shluky je potom opětovnou segmentací rovin zpřesněna rovnice roviny, 
která nyní již není ovlivněna body z ostatních shluků a odpovídá tak přesněji aktuální ploše. Tímto  
zpřesněním se mohou  některé body neležící v této rovině vyřadit a vrátit zpět do původního mračna 
bodů. Nevýhodou aktuální implementace je, že se při opětovné segmentaci aktuální rovinný shluk 
bodů nezkusí rozšířit o některé další body z původního mračna bodů, které nevyhovovaly původní  
rovnici, ale mohly by ležet v rovině definované novou rovnicí. To může způsobit, že se tyto body  
nakonec  vůbec  pro  rekonstrukci  nevyužijí,  nebo  je  tato  plocha  ve  výsledném modelu  rozdělena 
na více částí. To se děje především na objektech s mnoha menšími plochami blízko sebe, například 
ve scéně sloupu, viz následující obrázek.
Obrázek 24: Detail navazování segmentovaných ploch.
Nad zbylými body shluků se ještě provede kontrola jejich normál. O výpočet normál se stará 
objekt  NormalEstimation z  knihovny  PCL a  o  testování  normál  se  poté  stará  moje  funkce 
cloud_split_by_normal.  Tato funkce rozdělí  body na ty,  které vyhovují  normále  nalezené roviny,  
a na ty, které nevyhovují. Je možné specifikovat, jaký maximální úhel mohou normály svírat, aby byl  
bod označen za vyhovující. Takto se zjistí body náležící jiným rovinám, které aktuální rovinný shluk 
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protínají, nebo body, které na danou rovinu navazují. Vyřadí se tím však také body ze zaoblených 
okrajů, které se často již nepodaří spojit do žádné roviny. Původní okraj potom ve výsledném modelu  
není  vyplněn  a  na  rozhraních ploch  vznikají  zřetelné mezery.  Proto  nastavení  umožňuje  pomocí  
parametru  „use_non_fitting_normals“  body  s  nevyhovující  normálou  použít  a zároveň  je  vrátit 
do původního  mračna  pro  účely  dalšího  zpracování.   Použitím  této  funkce  by  mohly  v  rozích 
a okrajích vznikat drobné barevné artefakty, pokud by sada bodů (znázorňující například malý objekt) 
byla promítnuta na více ploch.
Další funkcí,  se kterou bylo experimentováno, bylo vracení okrajových bodů shluků zpátky 
do původního  mračna,  což  může  napomoci  k  plynulejšímu  spojení  navazujících  ploch.  Hledání 
okrajových bodů je implementováno pomocí objektu ConcaveHull z PCL. Pokud takto vrácené body 
vhodně využije i další rovina, budou na sebe tyto roviny téměř navazovat. Zapnout tuto funkci lze 
parametrem „return_edge_points“. Rozdíl je viditelný např. na lavičce ze scény Sloup. 
Obrázek 25: Rozdíl mezi vypnutou a zapnutou možností  „return_edge_points“.
Všechny  body  rovinného  shluku  se  nakonec  promítnou  do  roviny  definované  upřesněnou 
rovnicí. To eliminuje šum a odstraní některé detaily scény. Například to zplacatí drobné výstupky 
na povrchu roviny jako jsou rámy oken v následujícím obrázku.
Obrázek 26: Vlevo původní mračno bodů, vpravo promítnuto do roviny.
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Výroba polygonální sítě z ploch
Ze  všech  rovinných  celistvých  ploch  (viz  obr.  níže)  se  postupně  vyrábí  polygonální  model. 
Z jednotlivých množin bodů promítnutých v rovině je vhodné vyrobit hezkou rovinnou polygonální 
síť.  K  tomuto  účelu  jsem zkoušel  jak  již  použitou  rychlou  triangulaci,  tak  další  možnosti  PCL 
knihovny, jako například objekt  GridProjection. Žádná z vyzkoušených metod však neprodukovala 
dostatečně  kvalitní  výsledky.  Proto  jsem  se  rozhodl  vyrobit  vlastní  funkci 
my_2d_cloud_to_grid_mesh, která vyrábí jednoduchou čtvercovou síť a umožňuje navíc záplatování 
děr. 
Obrázek 27: Ukázka všech rovinných celistvých ploch.
Výroba  čtvercové  sítě  spočívá  v  hledání  všech  bodů  čtvercové  mřížky,  které  jsou  blízko 
skutečných bodů pomocí metody Nearest neighbour search. Tato funkce využívá znalosti průměrné  
vzdálenosti bodů a také znalosti maximální vzdálenosti bodů, která je definována již v předchozí fázi 
při  shlukování.  Díky  tomu  může  hledání  bodů  mřížky  začít  libovolným  skutečným  bodem 
a pokračovat  dále  na principu semínkového vyplňování.  Velikost  mřížky je  standardně nastavena 
na stejnou velikost,  jako průměrná  vzdálenost  bodů,  avšak tuto velikost  lze  vynásobit  libovolnou 
hodnotou nastavenou pomocí parametru „grid_size“.
Po získání základní mřížky,  která koresponduje přímo s originálními body,  lze procházením 
scény zaplnit  menší  mezery a vyhladit  model  na okrajích. Algoritmus zaplňování mezer prochází  
opakovaně všechny ještě nevyplněné body mřížky a pro každý tento bod prochází opětovně mřížku  
v osmi základních směrech. Bod je zaplněn, pokud jsou pro něj nalezeny dva dostatečně blízké body 
ležící v opačném směru. Barva zaplněného bodu se vypočítá z barev všech blízkých bodů ve všech 
směrech  váženým průměrem dle  jejich  vzdálenosti.  Tím jsou  potlačeny barevné  artefakty,  které 
by způsobilo  rozmazávání  barevné  informace  pouze  v  některých  směrech.  Maximální  vzdálenost 
blízkých  bodů  pro  zaplňování  děr  v  mřížce  lze  předefinovat  parametrem  „grid_fill_gaps_size“.  
Důležité je poznamenat, že k tomuto zaplňování dochází, dokud se daří díry zaplňovat. Algoritmus 
si tedy může domyslet a barevně zprůměrovat i značnou část mřížky a původní počet bodů mřížky 
i několikanásobně zvětšit. 
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Obrázek 28: Vlevo základní mřížka, vpravo mřížka se zaplněnými body.
Na výše zobrazeném příkladu čelní stěny Mahenova divadla se z originálních 112 tisíc bodů 
vyrobila  základní  mřížka  s  95  tisíc  body.  Tato  mřížka  se  při  nastavení  „grid_fill_gaps_size“=3 
zaplnila na celkem  157 tisíc bodů.  Z této plné mřížky byla poté vyrobena polygonální síť čítající 
155 tisíc polygonů. Ta je složena především z uniformních čtyřúhelníků. Trojúhelníky jsou použity 
jen k vyhlazení  okrajů modelu  a všech děr,  které  se  nezaplnily.  Na prezentovaných obrázcích je  
pro ilustraci  ponechána  jedna  taková  zbylá  díra.  Tu  lze  snadno  zaplnit  zvýšením  hodnoty 
„grid_fill_gaps_size“.  Avšak  zvyšováním  této  hodnoty  se  mohou  zacelit  i  reálně  existující  díry 
v jiných objektech. 
Obrázek 29: Vlevo polygonální model, vpravo detail drátové sítě.
Všechny vzniklé polygonální sítě se na závěr programu spojí a uloží do jednoho souboru pomocí  
PCL funkce  saveVTKFile. Uloženo  je  i  zbylé  mračno  bodů  a  mračno  vzniklé  polygonální  sítě 
s barevně vyznačenými segmenty.
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Ladění
Pro možnosti ladění a testování parametrů obsahuje program dva přepínače. Přepínačem „-DEBUG“ 
se zaktivují některé důležitější výpisy a na disk se uloží kromě výsledných modelů i všechny kroky 
výroby polygonální sítě pro první nalezenou rovinu. Přepínačem „-DEBUGFULL“ se aktivuje výpis  
detailních  informací  a  na  disk  se  ukládají  veškeré  modely  a  mezivýsledky  po  celou  dobu 
rekonstrukce.  V následující  tabulce je shrnuta většina dostupných parametrů,  které přímo ovlivní 
výpočet polygonální sítě. Příklad spuštění rekonstrukce pak může probíhat například takto:
surfacer.exe in.pcd -RANSAC_distance 10
Parametr Default Popis
-RANSAC_distance 15 Maximální vzdálenost bodů bodů od hledané roviny.
-RANSAC_distance_refit - Maximální vzdálenost bodů bodů od upřesňované roviny. Při 
nezadání přebírá hodnotu z RANSAC_distance.
-RANSAC_iterations 2000 Počet RANSAC iterací. Vyšší číslo zpřesní a zpomalí výpočet.
-segment_noise 1.0 Zbylé procento bodů, které se již nebude segmentovat.
-segment_minpoints 1.0 Minimální velikost každého segmentu v procentech.
-clustering 10 Maximální vzdálenost bodů v celistvém bloku.
-cloud_split_by_normal_ksearch 10 Počet  bodů,  ze  kterých  se  určuje  normála,  při  ověřování 
normál.
-cloud_split_by_normal_max_angle 45 Mezní úhel při ověřování normál.
-grid_size 1.0 Relativní velikost polygonů ve výsledné polygonální síti.
-grid_fill_gaps_size 5 Jak daleké body se mohou použít pro zaplňování mezer.
-use_non_fitting_normals Zapne použití i nevyhovujících normál pro rekonstrukci.
-return_edge_points Zapne vracení okrajových bodů zpět do mračna bodů.
Tabulka 7: Parametry programu Surfacer
6.5 Podpůrné programy
Řetězec využívá pro rekonstrukci řadu různých formátů.  Všechny programy vytvořené do řetězce 
jsou  parametrizovatelné  pomocí  argumentů  příkazové  řádky.  Pokud  jsou  programy  spuštěny 
bez parametrů, vypíše se rychlá nápověda a princip ovládání programu.
Pro účely zobrazování mračen bodů z programu PMVS ve formátu PLY byl používán program 
Meshlab.  Pro  spojování  těchto  výstupních  mračen  bodů  byl  vyroben  program  ply_join.  Tento 
program dokáže naráz spojit libovolný počet mračen bodů v textovém formátu PLY. Tím je také  
umožněno vyrábět polygonální síť z různých úrovní programu PMVS.
Pro  účely  rekonstrukce  polygonální  sítě  bylo  nutné  spojená  mračna  bodů  z  formátu  PLY 
transformovat do nativního formátu knihovny PCL, jelikož import z jiných formátů nebyl tou dobou 
v knihovně  PCL dokončen.  Pro  konverzi  mračen  bodů  byl  vyroben  program  ply2pcd,  který 
konvertuje  výstupní  soubory z  programu  PMVS do jednoduchého textového formátu  PCD (Point 
Cloud Data). Tento konvertor podporuje jen ty možnosti z obou formátů, které byly potřeba pro tento  
konkrétní  účel.  V  tomto  konvertoru  byla  stěžejní  především správná  konverze  hlavičky formátu 
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a úprava barev všech bodů do formátu vyjádřeného jedním 4 bajtovým float číslem. Tento barevný 
formát  je  v  současnosti  nutný  pro  správné  načítání  souboru  knihovními  funkcemi  z  PCL. 
A to i přesto, že je v dokumentaci  již dávno označen za zastaralý a dokumentace  PCL již dlouho 
slibuje přechod na intuitivnější formát. Funkčnost tohoto konvertoru tedy bude v budoucnu záviset na 
zpětné kompatibilitě knihovny PCL.
K  zobrazování  mračen  bodů  ve  formátu  PCD  byl  využit  přímo  program  pcd_viewer_gd 
z knihovny  PCL.  Zvláštností  je,  že  tento  program  zvládá  zobrazit  barvu  uloženou  i  v  jiných 
formátech.
Vyrobené polygonální modely jsou uloženy pomocí knihovny PCL do textového VTK formátu. 
Ten  obsahuje  oproti  jiným  formátům  především  barevnou  informaci  k  vrcholům.  Jelikož  jsem 
nenalezl  žádný  použitelný  program schopný  zobrazovat  tento  typ  souborů,  vyrobil  jsem vlastní 
jednoduchý zobrazovač s názvem vtk_viewer. Ten je určen především pro rychlý náhled vyrobených 
scén. Umožňuje základní pohyb scénou ve všech směrech, jednoduchou rotaci scény v základních 
osách a přepínání mezi polygonálním a drátovým modelem.
Pro další zpracování je výstupní polygonální síť z formátu VTK automaticky konvertována 
do běžného formátu OBJ. Bohužel však tento formát nenabízí možnost uložení barev vrcholů a tato  
informace tedy není v tomto formátu uložena. Pro konverzi z formátu VTK do textového formátu  
OBJ byl vyroben program vtk2obj. 
Pouze  pro  testovací  účely  byla  také  vyrobena  aplikace  blur_detector,  která  sdílí  kód 
s programem video2images, jehož funkčnost byla popsána v kapitole 6.2. Blur_detector oproti němu 
pracuje  pouze  s  jedním obrázkem,  pro  který  stejným způsobem zjistí  míru  rozmazanosti.  Ta  je 
vyjádřena absolutním číslem a vypsána na standardní výstup.
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7 Výsledky
V této  kapitole  porovnám některé  části  řetězce  a  ukáži  některé  zajímavé  výsledky rekonstrukce 
mračen  bodů  i  polygonálních  modelů.  Na  závěr  této  kapitoly  shrnu  poznatky  pro  úspěšnou 
rekonstrukci a zhodnotím výsledky celé práce. Pro všechna měření byl využit 6ti jádrový procesor  
AMD Phenom II X6 1055T@3.2GHz.
7.1 Mračna bodů
Obrázek 30: Rekonstrukce sloupu.
Na obrázku výše je vidět rekonstrukce scény Sloup, pro kterou bylo použito 36 fotografií ve vysokém 
rozlišení. Na obrázku vlevo je vidět výstup z programu  Bundler, který zde zelenými a červenými 
body  znázorňuje  pozice  kamer  pro  jednotlivé  fotografie.  Díky  vysokému  rozlišení  a  plynulému 
pohybu po křivce program zvládl určit správnou pozici pro všech 36 fotografií. Na obrázku vpravo je 
při  stejném pohledu zobrazeno husté  mračno bodů vyrobené  programem  PMVS.  Míra  detailnosti 
definovaná použitou úrovní PMVS je porovnána na následujícím obrázku.
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Obrázek 31: Rekonstrukce sloupu – hustá mračna bodů 1. a 2. úrovně.
Na této scéně je patrná vysoká úroveň detailů, která čítá v první úrovni celkem 1,1 milionu 
bodů a 300 tisíc bodů v úrovni druhé. Objekt sloupu však není kompletní a chybí některé části scény. 
Především chybí druhá strana sloupu, jelikož vůbec nebyla nasnímána. Chybí také některé dolní části  
sloupu, protože je ve všech snímcích zastínil železný plot. Pokud by byl rozestup mezi snímky nižší, 
dokázaly by se některé povrchy vyplnit kompletněji. V levém dolním rohu chybí železný kus zábradlí  
obepínající sloupek. Ten nebyl zrekonstruován díky odrazivým vlastnostem povrchu.
7.1.1 Porovnání detektorů význačných bodů
Scéna
Počet nalezených bodů Doba výpočtu snímku [s] Využitá paměť [MB]
siftDemoV4 VlFeat siftDemoV4 VlFeat siftDemoV4 VlFeat
Sloup 14403 8028 12,7 5,2 927 186
Mahenovo 12611 6084 10,7 4,2 927 186
FIT 12492 5904 11,1 4,1 927 186
Polštář 1029 3917 3,2 1,9 352 72
Tabulka 8: Porovnání SIFT detektorů.
V  tabulce  výše  jsou  porovnány  oba  integrované  SIFT  detektory.  Pro  účely  tohoto  měření  bylo  
rozlišení první tří sad fotografií sníženo na maximální rozměr 1800px. Z měření vyplývá, že  detektor 
z knihovny  VlFeat je zhruba 2x rychlejší a vyžaduje 5x méně paměti. Také ale vrací menší počet  
nalezených význačných bodů. Ukázalo se, že se množiny těchto bodů mohou velmi výrazně lišit,  
avšak žádný významný vliv na výslednou rekonstrukci nebyl pozorován. 
7.1.2 Zrychlení díky paralelizaci
V následující tabulce jsou přibližné časy běhu jednotlivých skriptů pro 4 různé scény, jejichž velikost  
a náhled lze prohlédnout v kapitole 5.4. Z této tabulky vyplývá, že časově nejnáročnější částí řetězce 
je program PMVS a to i přesto, že využil všech 6 dostupných jader procesoru, zatímco ostatní části  
běžely na 1 jádru.
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Scéna
Časy jednotlivých skriptů [s] Celkem 
[s]1_preparation 2_features 3_key_matching 4_bundler 5_preparation 6_cmvs_pmvs
Sloup 44 232 352 292 80 1473 2473
Mahenovo 30 90 145 510 42 778 1595
FIT 13 55 41 54 23 375 561
Polštář 17 48 113 293 12 91 574
Tabulka 9: Časová náročnost jednotlivých částí řetězce před paralelizací
Scéna
Časy paralelizovaných skriptů [s]
Celkem [s] Úspora [s] Zrychlení [%]1_preparation 2_features 3_key_matching
Sloup 13 49 74 1981 492 25
Mahenovo 9 20 30 1389 206 15
FIT 6 9 9 476 85 18
Polštář 5 9 21 431 143 33
Tabulka 10: Časová náročnost jednotlivých částí řetězce po paralelizaci
V  druhé  tabulce  jsou  vidět  časy  těchto  prvních  3  paralelizovaných  částí  na  stejném 
6ti jádrovém procesoru. Je zde vypočítáno i zrychlení od začátku zpracování až po výsledné mračno 
bodů. Toto celkové zrychlení je průměrně 23%. Pokud by bylo cílem jen získat pozice kamer, tedy 
skončit skriptem „4_bundler.py“, jednalo by se o zrychlení průměrně 76%. Samotné první tři části, 
jejichž většina časově náročných součástí byla paralelizována, zde dosahuje zrychlení 368%. 
Doba zpracování jednotlivých částí velmi závisí na počtu vstupních fotografií, jejich rozlišení  
a použitých  parametrech.  Pro  výše  uvedené  časy  bylo  použito  zmenšení  rozlišení  originálních 
fotografií na 50%, pro detekci význačných bodů 0. oktáva a pro PMVS 1. oktáva.
7.1.3 Vliv znalosti ohniskové vzdálenosti
Pokud  jsou  parametry  fotoaparátu/videokamery  známé,  výrazně  přispějí  ke  kvalitě  výsledné 
rekonstrukce. Jedná se o dohledání CCD šířky, popřípadě ohniskové vzdálenosti. Jak tyto informace 
zjistit  je  popsáno  v  kapitole  7.3.7.  Pokud  některý  z  parametrů  není  známý,  program  Bundler 
se potřebnou ohniskovou vzdálenost pokusí odhadnout. Mnohdy ji ale odhadne u některé fotografie 
chybně a to může mít drastický vliv na výslednou scénu. Pozice kamery se určí chybně a následná 
rekonstrukce  pomocí  programu  PMVS přidává  do  obrazu  nesmyslné  shluky  bodů.  To  je  vidět 
v následujícím obrázku.
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Obrázek 32: Rozdíl mezi znalostí a neznalostí parametrů fotoaparátu.
Pokud  se  parametry  nepodaří  zjistit,  ale  ví  se,  že  jsou  všechny snímky  pořízeny stejným 
fotoaparátem, může pomoci nastavit v konfiguračním skriptu hodnotu „variable_focal_length“ na 0. 
7.1.4 Fotografie versus videozáznamy
Ukázalo se,  že  použití  videozáznamů má smysl  jen při  dostatečně kvalitním záznamu.  Například 
se nepodařilo kvalitně zrekonstruovat jediný videozáznam z low-end mobilních telefonů. Obyčejné 
digitální fotoaparáty však již byly použitelné, viz následující obrázek.
Obrázek 33: Mračna bodů vyrobená z videozáznamu, zleva: polštář, křeslo, gymnázium.
Nejkvalitnější rekonstrukce však bylo vždy, až na jednu výjimku, dosaženo pomocí klasických 
fotografií  ve  vysokém  rozlišení.  Tou  výjimkou  byla  scéna  gymnázia,  která  se  z  vyrobené  sady 
fotografií  nepodařila  zrekonstruovat,  pravděpodobně kvůli  příliš  velkému rozestupu mezi  snímky.  
Oproti tomu rekonstrukce stejné scény z videozáznamu ze stejného fotoaparátu se již povedla. Doba 
pořizování  fotografií  přitom  byla  větší,  něž  doba  natáčení.  Oproti  tomu  doba  rekonstrukce 
z videozáznamu byla, díky obrovskému počtu snímků, řádově větší. 
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Obrázek 34: Vlevo rekonstrukce z videozáznamu, vpravo z fotografií.
Na předchozím obrázku jsou vidět dva různé výsledky rekonstrukce stejné scény ze stejného 
digitálního  fotoaparátu.  Rekonstrukce  z  videozáznamu  vyrobila  mnohem  kompletnější  scénu, 
především kvůli použití desetinásobného počtu snímků. Oproti tomu scéna z fotoaparátu je mnohem 
detailnější a má mnohem hezčí barvy. Časově je na tom lépe scéna z fotografií, jejíž rekonstrukce  
trvala 36 minut, oproti scéně z videozáznamu, která trvala 95 minut.
7.1.5 Živé scény 
Experimenty ukázaly, že lze rekonstruovat i mírně se měnící scény. Demonstrační scénou je sedící  
muž, pro jehož rekonstrukci bylo nafoceno 49 fotografií během zhruba 3 minut. Pohyb fotoaparátu se  
snažil  opisovat  kružnici  kolem  objektu.  Objekt  byl  instruován  se  po  dobu  focení  nehýbat. 
Pro rekonstrukci se využilo pouze 35 ze 49 vyfocených snímků, nejspíše kvůli přesvícenosti a horší 
návaznosti  úvodních  snímků.  Díky tomu  je  rekonstrukce  nekompletní  a  obsahuje  mezery  kolem 
levého ucha objektu.
Obrázek 35: Vlevo mračno bodů z PMVS, vpravo polygonální síť z programu Surfacer_simple
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7.2 Polygonální modely
V  této  kapitole  jsou  výsledky  všech  tří  způsobů  výroby  polygonálních  modelů,  které  řetězec 
podporuje. Na závěr této kapitoly se pokusím výsledky implementovaných přístupů porovnat.
7.2.1 Výroba polygonálních modelů programem PoissonRecon.64
Obrázek 36: Vlevo drátový model výsledku PoissonRecon.64, vpravo bližší pohled.
Výhodou výsledků z programu PoissonRecon.64 je, že modely neobsahují žádné díry. Naopak 
všechny  objekty  ve  scéně  i celá  scéna  jsou  často  dokončeny  do  úplné  koule.  Je  tedy  vidět,  že 
pro částečná a neúplná mračna bodů by výstupní model potřeboval upravit, například ořezáním příliš  
velkých ploch.  Pro snadnější porovnání  s ostatními  metodami  byl  tento model  manuálně obarven 
pomocí funkce „vertex attribute transfer“ v programu Meshlab.
Obrázek 37: Obarvený výsledek PoissonRecon.64 ze 2 pohledů.  
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7.2.2 Výroba polygonálních modelů programem Surfacer_simple
Obrázek 38: Vlevo vyhlazené mračno 38 tisíc bodů, vpravo polygonální síť 64 tisíc 
trojúhelníků.
Jak je vidět na předchozím obrázku, výsledná polygonální síť z program Surfacer_simple vystihuje  
danou scénu, ale výsledný model je plný menších děr. Při pohledu zblízka polygonální síť obsahuje 
nehezkou síť trojúhelníků. Některé tyto trojúhelníky díky svým různým velikostem a vnitřním úhlům 
způsobují  ve  výsledném obrazu  barevné  artefakty.  Viditelnost  těchto  artefaktů  klesá  s  rostoucím 
počtem polygonů.  K výrobě bezchybné  trojúhelníkové sítě většinou nepomůže  ani  vyhlazení,  ani 
podvzorkování vstupního mračna bodů. 
Obrázek 39: Vlevo 4x podvzorkované mračno 7 tisíc bodů, vpravo 10 tisíc trojúhelníků.
V obrázku výše vstupuje do rekonstrukce vyhlazené a 4x podvzorkované mračno bodů, které 
obsahuje body téměř  v pravidelných vzdálenostech.  I  přesto obsahuje vzniklý model  trojúhelníky 
různých velikostí a velmi ostrých úhlů. A i tento model obsahuje díry, a to i v místech, kde se zdá být  
dostatek bodů. Následující obrázek porovnává detaily modelu polygonální sítě. Jak je vidět, souvisle 
jsou  pospojována  jen  místa  s  hodně  body  a  jednoduchým  rovným  povrchem.  Na  místech 
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s komplikovanějším povrchem vznikají  samostatné  kusy polygonální  sítě  a  mnohdy i  samostatné 
trojúhelníky.
Obrázek 40: Detail polygonální sítě: vlevo normální, vpravo 4x podvzorkováno.
Pro ukázku rekonstrukce větší scény ukáži ještě rekonstrukci scény Mahenova divadla, která 
vycházela z celkem 55 fotografií o rozlišení 4Mpix. Z nich se pomocí řetězce končícím programem 
PMVS vyrobila 2 mračna bodů (první a druhá úroveň) obsahující celkem 372 tisíc bodů. Z tohoto  
mračna bodů vyrobil program Sufracer_simple výsledný model obsahující 665 tisíc trojúhelníků. 
Obrázek 41: Výsledek Surfacer_simple, scéna Mahenovo divadlo.
Z této  vzdálenosti  již  drobné  artefakty  z  ostrých  trojúhelníků  nejsou  viditelné.  Jedním 
z rušivých  elementů  jsou  fragmenty  polygonální  sítě  vyskytující  se  na  místech  s  nedostatečným 
počtem bodů. Při využití tohoto modelu k nějakému účelu by asi bylo nutné tyto fragmenty manuálně 
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ořezat. Automatické filtrování těchto fragmentů by nebylo jednoduché, jelikož se mohou vyskytovat  
i v místech, která jsou cílem rekonstrukce. V horní části obrázku jsou vidět rušivé okraje objektů, 
které způsobuje už  PMVS nerozeznáním vzdáleného jednolitého pozadí,  v tomto  případě oblohy. 
V mračnu bodů nepůsobí tyto body až tak rušivě, ale zde jsou z nich vyrobeny výrazné trojúhelníky 
napojené přímo k modelu. Obdobné nepřesnosti jsou viditelné na všech okrajích, avšak mnohdy má  
barva pozadí podobnou barvu, takže to způsobuje jen viditelnou geometrickou nepřesnost.
7.2.3 Výroba polygonálních modelů programem Surfacer
Pro porovnání s předchozími metodami ukáži výsledky programu Surfacer na scéně Kermit, i když 
tato metoda není určena pro tento typ scény.
Obrázek 42: Dva různé výstupy programu Surfacer pro scénu Kermit.
Výsledné  modely  byly  vyrobeny  s  rozdílným nastavením parametru  „RANSAC_distance“, 
který je na prvním obrázku 10 a  na druhém obrázku 15.  První  případ vystihuje  skutečné roviny  
v obraze,  ale  nedokáže si  poradit  s ostatními  zakřivenými  povrchy.  Druhý případ  díky nastavené 
menší  toleranci  spojí  mnohem více  bodů,  které  jsou  promítnuty  do  jedné  roviny.  Scéna  je  sice 
mnohem kompletnější, ale při pohledu z jiných úhlů je scéna vidět zdeformovaná. Například všechny 
knížky jsou promítnuty na jednu jedinou rovinu. 
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Obrázek 43: Výsledek programu Surfacer pro scénu FIT.
Programu  Surfacer využívá  pro  výrobu polygonálního  modelu  segmentaci  rovin  a  výhody 
tohoto přístupu lze vidět na scénách složených z ploch a nezaoblených objektů. Výsledek pro scénu 
FIT je na předchozím obrázku. V této scéně bylo z původních cca 800 tisíc bodů vytvořeno zhruba 
2 miliony malých polygonů v čtvercové mřížce.
Na  následujícím obrázku je  program porovnán na různých vstupních rozlišeních.  Vlevo je 
použita 2. úroveň PMVS zatímco vpravo je použita automaticky vyrobená kombinace 1. až 3. úrovně.
Obrázek 44: Dva různé výsledky programu Surfacer pro scénu Mahenovo divadlo.
Zatímco úroveň vlevo zpracovávala 75 tisíc bodů a její výpočet trval zhruba 2 minuty, scéna 
vpravo  zpracovávala  400  tisíc  bodů  a  její  výpočet  trval  15  minut.  Dobu  zpracování  ovlivňuje 
především  počet  vstupních  bodů  a  nastavené  parametry  výpočtu,  především  parametr 
„RANSAC_iterations“.
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7.2.4 Porovnání programů pro výrobu polygonálních modelů
Obrázek 45: Porovnání výstupů programu Surfacer_simple a Surfacer.
Porovnání výstupu s programem  Surfacer_simple pro scénu FIT znázorňuje předchozí obrázek. Je 
vidět, že Surfacer dokázal zacelit díry mezi okny a zjednodušit scénu na hlavní plochy ve scéně. Byly 
přitom ztraceny některé detaily, jako například zploštění vikýřů na střeše či vyřazení stromů. Díky 
parametrům  přizpůsobeným  velké  scéně  se  malá  kašna  uprostřed  náměstí  zrekonstruovala 
zdeformovaná. Detail polygonální sítě lze porovnat na následujícím obrázku. 
Obrázek 46: Porovnání detailů výstupů programu Surfacer_simple a Surfacer.
Při rekonstrukci scény FIT bylo použito první,  druhé a třetí  úrovně modelu z  PMVS,  které 
dohromady vytvořilo mračno bodů o 800 tisíci bodech. Toto mračno ve formátu PCD zabírá na disku 
cca 61MB místa. V případě Surfacer_simple z něj bylo vyrobeno 1,4 milionu trojúhelníků zabírající 
cca 77MB místa ve formátu VTK. Oproti tomu program Surfacer vyrobil model s 2 miliony polygony 
zabírající celkem 175MB.
V náročnější scéně zobrazující Sloup bylo vyrobeno z druhé a třetí úrovně PMVS mračno bodů 
o velikosti  1,4  milionu  bodů.  Z  něj  bylo  vyrobeno  celkem  2,5  milionu  trojúhelníků  v  případě 
programu  Surfacer_simple a 4,1 milionu polygonů v případě programu  Surfacer. Díky vysokému 
rozlišení  fotografií  a  velmi  detailnímu mračnu  bodů se  již  ztrácí  viditelnost  barevných artefaktů,  
menších děr a hrbolatého povrchu. Jediným rušivým elementem, který zbývá, jsou útržky polygonální 
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sítě  pocházející  ze  stromů  a  z  nedostatečně  nasnímaného  okolí.  Oproti  tomu  metoda  založená 
na segmentaci tyto rušivé útržky neobsahuje. Bohužel však také neobsahuje některé drobné plošky 
a o trochu  hůře  navazují  jednotlivé  plochy.  Porovnání  výsledků  rekonstrukce  této  scény  je 
na následujícím obrázku. 
Obrázek 47: Porovnání polygonálního modelu Surfacer_simple a Surfacer.
7.3 Shrnutí poznatků pro úspěšnou rekonstrukci
Prezentovaná  metoda  rekonstrukce  je  určena  pro  zpracování  libovolných fotografií  bez  nějakých 
omezení.  Avšak  pokud  snímky  vznikají  přímo  s  cílem rekonstrukce  pomocí  této  metody,  může 
dodržování  určitých  zásad  při  focení  či  natáčení  značně  zvýšit  úspěšnost  rekonstrukce  a  kvalitu 
výsledného modelu. Dodržování systematického postupu focení také může snížit počet potřebných 
fotografií a tím i časovou náročnost rekonstrukce.
7.3.1 Jak fotit
Rekonstrukce využívá principu změny polohy fotoaparátu. Nestačí se tedy postavit na jedno místo  
a fotit okolí jako při výrobě panoramatických snímků. Správný postup je vyfotit scénu z různých míst  
a úhlů. Aby bylo každé místo scény viditelné i ve výsledném modelu, musí být zachyceno nejméně  
na dvou blízkých fotografiích, nejlépe však alespoň na pěti.  
Jelikož se při rekonstrukci porovnávají jednotlivé snímky mezi sebou, je vhodné začít focení 
snímky  s  podobným  obsahem,  jen  z  různého  úhlu  pohledu.  Jako  by  bylo  cílem  získat  stejnou 
fotografii z různých míst. Čím více se budou různé fotografie obsahově překrývat, tím větší je šance, 
že se je podaří navzájem spárovat a využít k rekonstrukci. 
Pokud je to možné,  je vhodné systematicky obejít scénu nebo ji  v několika směrech projít, 
a v pravidelných intervalech vyfotit jeden či více snímků. Například se lze soustředit na udržování  
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objektu v hledáčku a mezi snímky vždy udělat jeden či více úkroků. Tímto postupem se mimo jiné  
zjednoduší přemýšlení o tom, jaký snímek by bylo ještě vhodné vyfotit. Zvětšit šanci na využití všech 
fotografií  a potenciálně zvýšit  přesnost rekonstrukce lze vytvořením smyček v trajektorii  pohybu.  
Například lze při jednotlivých procházkách začít a skončit na stejném místě a spojit tak návaznost  
fotografií ve dvou a více směrech. 
Při focení interiérů je vhodné snažit se na fotografiích zachytit co největší část místnosti. Toho 
lze  docílit  například  chůzí  podél  stěn  a  focením napříč  celou  místností.  Při  průchodech z  jedné  
místnosti do druhé je potřeba většího množství fotografií. 
7.3.2 Osvětlení
Řetězec je teoreticky schopen zrekonstruovat vše, co je schopen zachytit fotoaparát či videokamera.  
Pokud budou vstupní snímky například vlivem osvětlení nažloutlé, bude nažloutlý i výstupní model.  
Zjednodušeně  řečeno se  budou mezi  snímky  porovnávat  jednotlivé  pixely,  takže  je  vhodné,  aby 
jednotlivé snímky nebyly příliš přesvícené a snímky byly navzájem barevně vyvážené. 
Řetězec si  neporadí se zrcadly ani s odrazivými a průhlednými plochami.  Pokud se takové 
objekty  ve  scéně  vyskytují,  obvykle  jejich  plochy nejsou  zrekonstruovány.  Často  navíc  vznikají 
artefakty za těmito plochami. Některé z těchto ploch lze alespoň částečně zrekonstruovat při nafocení 
scény pod jiným úhlem, při mírném osvětlení, nepoužitím blesku apod. 
Pokud jsou ve scéně vrženy stíny, budou tyto stíny viditelné i na výsledném modelu. Při focení 
exteriérů  může  být  vhodné  načasovat  focení  na  vhodnou  část  dne,  popřípadě  počkat,  až  bude  
pod mrakem.
7.3.3 Pokud se scéna nevejde do objektivu
Pokud se focená scéna nevejde celá do objektivu, je vhodné se snažit o co největší překrývání obsahu 
jednotlivých  fotografií  a  jejich  vzájemnou  návaznost.  Při  focení  částí  většího  objektu,  který  má 
mnoho symetrických či opakujících se prvků, je vhodné snažit se na každém snímku zachytit nějakou 
výraznou část objektu či texturu povrchu, která jednoznačně určí kontext k celkové scéně.  
Příkladem velmi těžké scény pro rekonstrukci může být jednotvárná budova, která má velký 
počet  stejných  oken.  Pokud  na  každém  snímku  bude  vidět  pouze  jedno  z  oken,  rekonstrukce 
pravděpodobně selže. Šanci lze zvýšit focením budovy z jiného úhlu tak, aby bylo na snímcích vidět  
více oken a ideálně i nějaký další objekt, například vedlejší budova. 
7.3.4 Pohyblivé objekty
Použitá metoda umí zrekonstruovat jen scény a objekty, které se po dobu focení nemění. Výsledný 
model může obsahovat mezery v místech, která v průběhu focení měnila tvar či barvu. 
Objekty,  které se objevují  jen na některých snímcích nebo které se v průběhu focení  mění 
či pohybují,  budou  automaticky  ignorovány.  Není  tedy  nutné  manuálně  vyřazovat  snímky,  kde 
se občas vyskytne nějaký kolemjdoucí. Lze rekonstruovat i náročnější scény, například rušné ulice.  
Jen je  třeba použít  více  snímků,  aby se  zrekonstruovala  i  místa,  která  jsou často zakryta  jinými  
objekty.  V  tomto  případě  může  být  vhodné  nastavit  vyšší  hodnotu  parametru  „MinImageNum“ 
v nastavení PMVS, který bude vyžadovat  potvrzení daného bodu ve více fotografiích zároveň.  
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7.3.5 Počet fotografií a jejich rozlišení
Počet fotografií potřebných pro úspěšnou rekonstrukci je závislý na komplikovanosti a rozsáhlosti 
dané  scény.  Obecně  více  fotografií  znamená  větší  šanci  na  úspěšnou,  úplnější  a  detailnější 
rekonstrukci.  Nicméně  v  řetězci  jsou  vyřazovány  příliš  podobné  snímky  či  snímky,  které  by 
nepřispěly ke zpřesnění scény. Takže je naprosto běžné, že k výsledné rekonstrukci jsou využity jen 
některé  snímky.  Pokud nebude možné  focený objekt  nebo scénu nafotit  později  znovu (např.  již 
nebude dostupná nebo se mezitím změní), je lepší pořídit snímků raději více.
Čím  vyšší  rozlišení  fotografie  mají,  tím  více  bodů  může  vzniknout  programem  PMVS. 
Pro snižování  rozlišení  bylo  implementováno  několik  možností,  takže  použití  fotografií  s  vyšším 
rozlišení nikdy není problém. Obecně je tedy vždy výhodnější pořizovat snímky ve vyšším rozlišení. 
Na druhou stranu je ale zbytečné pořizovat snímky ve větším rozlišení, než jsou skutečné možnosti  
snímacího zařízení. Nižší rozlišení má výhodu v rychlejším zpracování a menší paměťové náročnosti. 
7.3.6 Použití videokamery
Správný postup použití videokamery pro účely rekonstrukce je obcházení objektu kamerou, nikoliv 
rotace objektu před statickou kamerou. Opět je vhodné snímanou scénu obejít, či několikrát projít.  
Nedoporučuje se používat přibližování pomocí funkcí zoom. 
Použití  videokamery je rychlejší,  než fotografování jednotlivých snímků, ale vyžaduje větší  
koncentraci. Rekonstrukce vyžaduje pohyb kamery a implicitně lze použít pouze jeden video soubor.  
Kameraman  si  tedy  musí  předem  rozmyslet  svou  trajektorii  pohybu  a  tu  se  pak  snažit  projít  
co nejplynuleji,  aby  záběr  nebyl  rozmazaný  nebo  příliš  rozklepaný.  Je  možné  rozdělit  natáčení  
na několik záběrů, které budou uloženy do jednoho video souboru. 
Kombinování  videozáznamů  a  fotografií  není  přímo  podporováno,  ale  lze  použít  program 
video2images pro získání snímků z video souboru a získané snímky vložit do složky s  fotografiemi. 
Pokud je video souborů více, nejjednodušší cestou pro nepřepisování snímků je použití parametru pro 
změnu prefixu výstupního souboru.
7.3.7 Zjištění ohniskové vzdálenosti
Pokud řetězec nedokáže sám dohledat  parametry použitého fotoaparátu  či  videokamery,  může  je 
uživatel  dodat.  První  z  potřebných  parametrů  je  CCD  šířka  snímače,  kterou  je  třeba  zadat 
v milimetrech. Tato hodnota může být napsána v manuálu (nebo dohledatelná online) pod názvem 
„CCD width“ nebo „sensor size“. Pokud je nalezená hodnota uvedena ve tvaru „1/1.8", lze šířku 
snímače dohledat pomocí převodních tabulek či pomocí souboru „bin/bundler/extract_focal.pl“, kde 
je řada příkladů. Pokud je údaj uveden ve tvaru „7.2x5.3mm“, použije se z něj to první číslo.
Druhým potřebným parametrem je ohnisková vzdálenost uvedená v milimetrech. Ta se často 
píše přímo na fotoaparátu či objektivu ve tvaru „f=6.2mm“. Popřípadě ji lze dohledat pod názvem 
„focal length“. Pokud by byla hodnota uvedena v palcích, je třeba ji převést na milimetry a pokud by 
byla uvedena jako interval, použije se spodní mez.
7.3.8 Nastavení, náročnost
Všechno nastavení řetězce se provádí v souboru „_settings.py“. Jedná se však o součást skriptu, takže 
je nutné ho měnit opatrně. Je vhodné si tento skript před každou změnou zálohovat, protože v případě 
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syntaktické  chyby  přestane  fungovat  celý  řetězec.  Všechny  nastavitelné  proměnné  jsou  řetězce 
a uživatel vždy vkládá požadovanou hodnotu do uvozovek.
Prvním  parametrem  je  „limit_cores“,  který  umožní  provádět  více  výpočtů  paralelně. 
Při vyšších rozlišeních však mohou být některé kroky řetězce paměťově náročnější, proto je vhodné 
zvolit počet vláken v závislosti na dostupné paměti. Nejnáročnější částí řetězce je hledání význačných 
bodů pomocí algoritmu SIFT (2. skript). Pro běžné fotografie je vhodné mít na každé vlákno alespoň 
500MB operační paměti. 
Druhá paměťově náročná část je program  PMVS (6. skript), kterému však stačí parametrem 
„available_system_memory“ nastavit, kolik paměti je v počítači dostupné, popřípadě použít vzorec 
z kapitoly 6.3.5 a nastavit parametr „cmvs_option_maximage“ na bezpečnou hodnotu.
Nastavení  ostatních  parametrů  konfiguračních  skriptů  již  bylo  popsáno  v  jednotlivých 
kapitolách.  Případné konkrétní  možnosti,  ukázky a  další  poznámky jsou dostupné přímo v tomto 
skriptu formou komentáře za znakem „#”.
7.3.9 Spuštění rekonstrukce
Ke spuštění je třeba 64bitová verze systému Windows, nainstalovaný interpret jazyka Python 2.7.2.  
a knihovna PIL 1.1.7 umožňující zpracování obrázků.
Postup kompletní rekonstrukce spočívá v následujících krocích:
1. nahrání zdrojových fotografií (nebo videozáznamu) do samostatné složky,
2. volitelná možnost upravení nastavení v souboru „_settings.py“,
3. spuštění průvodce „run.bat“.
Pokročilý uživatel může spustit rekonstrukci z příkazové řádky pomocí příkazu:
python run_all.py C:/cesta/k/fotografiím/
popřípadě:
python run_all.py C:/cesta/pro/vysledky/ C:/cesta/k/videu.avi 
v případě pokračování od Ntého skriptu (kde za N se dosadí hodnota 1 až 7):
python run_from.py C:/cesta/s/mezivysledky/ N
Všechny výsledky se vyrobí do složky „results“ na zadané cestě.  Doba výpočtu rekonstrukce 
může trvat od několika minut až po hodiny a spuštěné programy budou v průběhu výpočtů vypisovat 
spousty  různých  výpisů,  popřípadě  delší  dobu  nic  nezobrazovat.  Případné  detaily  průběhu 
jednotlivých skriptů lze prohlédnout v souboru „tmp/_log.txt“. 
7.4 Shrnutí výsledků
Podařilo se implementovat  snadno ovladatelný řetězec, který zvládá automatickou výrobu mračna  
bodů ze zadaných fotografií i videozáznamů. Pro tvorbu polygonální sítě byly integrovány 3 odlišné 
postupy,  přičemž každý je vhodný pro jiný typ scén. Implementovaný řetězec byl  ověřen na řadě 
různých  scén,  v  rozdílných  podmínkách  a  s  různými  snímacími  zařízeními,  přičemž  vytvořená 
mračna  bodů  obvykle  odpovídají  očekávaným výsledkům.  Detailnost  a  úplnost  mračen  bodů  je 
ovlivněna  především počtem a  kvalitou  vstupních  snímků.  Úspěšnost  a  kvalitu  rekonstrukce  lze 
zvýšit aplikováním postupů a poznatků z kapitoly 7.3. 
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Všechny  hlavní  požadavky  na  vlastní  řetězec  byly  splněny.  Řetězec  byl  zjednodušen, 
zpřehledněn,  zrychlen  a  umožňuje  snadno  rekonstruovat  nasnímané  scény  i  méně  zkušeným 
uživatelem.  Veškeré  výstupy  programů  se  podařilo  strukturovat  do  složek,  všechno  nastavení  
se podařilo  přehledně  shrnout  do  jediného souboru.  Nevýhodou je,  že  se  jedná o přímou  editaci 
skriptu,  což nezajišťuje  žádnou ochranu před  chybnou  modifikací  uživatelem.  Většina parametrů 
programů byla parametrizována tak, aby se uživatel nemusel detailně zabývat jednotlivými programy, 
jejich ovládáním, případně jejich paměťovou náročností.
Řetězec potřebuje k funkčnosti  nainstalovat  pouze dva programy – interpret  jazyka  Python 
a jednu jeho knihovnu. Spustit rekonstrukci lze buď přes příkazovou řádku, nebo lze použít průvodce, 
kterého  zvládne  spustit  i  obyčejný  uživatel.  V  obou  případech  však  bude  program  běžet  jako 
konzolová aplikace, což pro běžného uživatele není příliš přívětivé prostředí. 
Výroba polygonální sítě z mračen bodů se ukázala jako náročná úloha. V případě dostatečně 
kompletních dat je vhodné použít integrovaný program  PoissonRecon. Tento program nevyžaduje 
téměř žádné parametry, takže rekonstrukce může probíhat skutečně automaticky od začátku do konce.
Druhou možností výroby polygonálního modelu je program Surfacer_simple, který je vhodný 
pro libovolné scény a produkuje vizuálně dobré výsledky. Polygonální síť vyrobená tímto programem 
však  obvykle  obsahuje  řadu  děr  a  malých  rušivých  fragmentů  sítě  v  nedostatečně  nasnímaných 
částech scény.  Výstupy z  tohoto  programu jsou ovlivněny řadou parametrů  ve výpočtu,  přičemž 
všechny lze v konfiguračním skriptu předefinovat. Program odvozuje většinu parametrů z vlastností 
vstupních dat a proto se podařilo parametrizovat program tak, aby přednastavené možnosti fungovaly 
na většině vstupních dat. Tedy i použitím tohoto programu lze docílit automatické rekonstrukce.
Poslední možností pro výrobu polygonální sítě je vyrobený program Surfacer, který je vhodný 
pro  jednodušší  scény složené  převážně z  rovných ploch.  Tento  program skládá  výslednou scénu 
z hlavních nalezených ploch. Výsledná polygonální síť vypadá mnohem čistěji, jednodušeji a obvykle 
neobsahuje rušivé útržky vyrobené z nedostatečně nasnímaných dat. Každá z ploch je interpretována 
hustou polygonální sítí, která je složena z pravidelných čtyřúhelníků či trojúhelníků. Navíc mají tyto 
plochy obvykle mnohem méně děr a jejich okraje jsou vyhlazeny. Program umožňuje nastavit řadu 
parametrů, kterými se dá výpočet přizpůsobit konkrétní scéně. Výpočet s přednastavenými parametry 
však funguje dobře jen pro některé scény.  Nelze tedy tento program označit za plně automatický,  
jelikož v řadě případů vyžaduje vyzkoušet a porovnat výsledky s různým nastavením. 
7.4.1 Možná vylepšení
Jako  další  pokračování  práce  směrem  k  lepší  ovladatelnosti  se  nabízí  vytvoření  grafického 
uživatelského  rozhraní  pro  spouštění  rekonstrukce.  Toto  rozhraní  by  mohlo  integrovat  i  změny 
nastavení  a  vizualizovat  mezivýsledky  v  průběhu  rekonstrukce.  Zároveň  by  mohlo  přehledněji  
informovat uživatele o průběhu rekonstrukce.
Některé  části  řetězce  by  bylo  výhodné  dále  zrychlovat  či  paralelizovat.  Například  časově 
významnou část výpočtu zaujímá program Bundler, jehož výpočet není paralelizován. Některé části 
řetězce by mohly benefitovat z rostoucího výpočetního výkonu moderních grafických karet. Tímto 
způsobem by bylo možné zrychlit například hledání význačných bodů i jejich porovnávání.
Výroba polygonálních modelů by šla rozšířit  o jiné  algoritmy a programy a nabídnout tak 
uživateli více možností. Vložený program PoissonRecon by bylo vhodné rozšířit o doplnění barevné 
informace do výsledného modelu. 
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Pro  program  Surfacer se  nabízí  celá  řada  možností  pro  rozšíření.  Vhodné  by  bylo  dále 
vylepšovat  způsob získávání  ploch.  Například by se  mohly do výsledných ploch připojit  některé  
okolní  body  vyhovující  upřesněné  rovnici  roviny.  Dále  by  se  dalo  vylepšit  automatické 
přizpůsobování  parametrů  výpočtu  podle  vstupní  scény,  popřípadě  přenastavovat  tyto  parametry 
dynamicky v průběhu rekonstrukce. 
Ve výsledném modelu programu Surfacer by také bylo vhodné zkoumat vzájemnou topologii 
jednotlivých ploch a  vhodně je  napojovat.  Při  tom by se  daly zapojit  i  některé body ze zbylého  
mračna bodů. Výsledný model by šel dále automaticky zjednodušovat a z pravidelné husté čtvercové 
sítě by mohla vzniknout plocha tvořená pouhými několika polygony. Barevná informace z vrcholů 
původní detailní pravidelné mřížky by se při tom uložila do textury. Takto by vznikl model s velmi  
malým počtem polygonů a přitom by byly zachovány veškeré detaily předchozího modelu.
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8 Závěr
V  rámci  této  práce  jsem  se  seznámil  s  problematikou  rekonstrukce  scén  z  obrazových  dat 
a s existujícími řešeními. Také jsem si vyzkoušel práci s novými grafickými knihovnami a získal řadu 
nových znalostí z oboru počítačového vidění. 
Cílem  této  práce  bylo  vyrobit  program  schopný  rekonstrukce  scény  z  obrazových  dat. 
To se povedlo  a  výsledný  program  je  schopen  zpracovávat  fotografie  a  videozáznamy  pořízené 
v obyčejných  digitálních  fotoaparátech.  Výhodou  programu  je  jednoduché  ovládání  a  téměř 
automatické zpracování vstupních dat. Výstupem programu jsou 3D modely scény ve formě hustého 
mračna bodů a polygonálního modelu.
Program je  založen  na  řadě  existujících  i vlastních  řešeních,  které  jsou  přehledně  spojeny 
do jednoho snadno spustitelného celku. Tento celek umožňuje jednoduché upravení všech parametrů, 
podporuje pokračování ve výpočtech od zadaného místa, paralelizuje některé výpočty a funguje téměř 
bez interakce s uživatelem. Rekonstrukci se povedlo zpřístupnit i uživatelům bez expertních znalostí  
či speciálního vybavení. 
Pro výrobu polygonálního modelu byly integrovány tři odlišné přístupy. První přístup využívá 
již hotového programu, druhý přístup využívá dostupných knihovních funkcí a třetím přístupem je 
vlastní  experimentální  implementace  založená  na  segmentaci  rovin.  Ta  dosahuje  zajímavých 
výsledků především ve scénách složených převážně z rovných ploch.
V rámci této práce byla úspěšně zrekonstruována řada různých scén a objektů. To potvrzuje 
použitelnost  zvolených  metod  a  ukazuje,  že  vyrobený  program  je  schopný  vytvářet  detailní 
a kompletní modely jak z fotografií, tak i z videozáznamu. 
Jako  další  pokračování  práce  se  nabízí  paralelizace  zbývajících  částí  řetězce,  především 
algoritmu SBA. Dalšího zrychlení lze dosáhnout využitím výkonu grafických karet,  například pro 
detekci a porovnávání význačných bodů. Také by bylo možné dále zdokonalovat postupy pro výrobu 
polygonální sítě. Například nad výsledky z metody založené na segmentaci by bylo vhodné zkoumat  
vzájemnou  topologii  jednotlivých  ploch  a  vhodně  je  napojovat.  Výsledný  model  by  šel  dále 
automaticky  zjednodušovat,  přičemž  barevná  informace  z  původní  detailní  pravidelné  mřížky 
by se dala ukládat do textury.
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