We define and completely describe the structure of invo-fine rings having identity. We show that the only such rings are just Z 2 or Z 3 , thus somewhat extending a result for fine rings due to Calugareanu-Lam in J. Algebra Appl. (2016).
Introduction and Background
Throughout the present paper, all rings R considered shall be assumed to be associative and unital containing the identity element 1 which differs from the zero element 0. As usual, U (R) denotes the set of all units of R, Inv(R) the subset of U (R) consisting of all involutions, Id(R) the set of all idempotents of R and N il(R) the set of all nilpotents of R with a subset N il 2 (R) containing all nilpotent elements with nilpotence index 2. Traditionally, J(R) will always denote the Jacobson radical of R. All other notions and notations, not explicitly stated herein, are at most standard.
In [1] was given the following important notion. Definition 1.1. A ring R is called fine if, for each r ∈ R \ {0}, there exist u ∈ U (R) and q ∈ N il(R) such that r = u + q.
This concept was generalized in [3] to the so-called nil-good rings, that are rings
However, replacing the word "unit" by the word "involution", we state the following: Definition 1.2. A ring R is said to be invo-fine if, for every r ∈ R \ {0}, there exist v ∈ Inv(R) and q ∈ N il(R) such that r = v + q. If, in addition, vq = qv, then R is called strongly invo-fine and if the presentation of r is unique, R is called uniquely invo-fine.
In that way, we will say that a ring R has the nil-involution property if, for any r ∈ R, we have either r = v + q + 1 or r = v + q − 1, where v ∈ Inv(R) and q ∈ N il(R), i.e., either r − 1 or r + 1 are invo-fine. If, in addition, vq = qv, then we say that R has the strongly nil-involution property. Notice that rings having the nil-involution property were fully described in [2] .
The objective of this article is to explore (strongly, uniquely) invo-fine rings by giving a complete description of their algebraic structure while fine rings were not completely characterized.
Invo-Fine Rings
The following technicality is our critical tool (see [2] and [3] , too).
Lemma 2.1. Suppose R is a ring with u ∈ U (R) and e ∈ Id(R) such that u 2 e = eu 2 = e and u = e + q, where q ∈ N il(R). Then e = 1.
Proof. Letting u = e + q for some e ∈ Id(R) and q ∈ N il(R) with q t = 0, t ∈ N say, we obtain that u 2 = e + eq + qe + q 2 and hence u 2 e = e = e + eqe + qe + q 2 e which forces that (q + q 2 )e = −eqe, Similarly, eu 2 = e insures that e(q +q 2 ) = −eqe. Thus e commutes with the nilpotent (q +q 2 ) n = [q(1+q)] n = q n (1 + q) n for all n ∈ N, and therefore the same is valid for u. Furthermore, u − (q + q 2 ) = e − q 2 with u − (q + q 2 ) = u (2) = e − q 2 being a unit, one sees that u (2) − (2q
2 , we observe that u (3) is a unit since u (2) commutes with (q + q 2 ) 2 and that u (3) = e + q 3 (2 + q). Repeating the same procedure t-times, we will find a unit u (t) such that u (t) = e + q t .a = e for some element a depending on q; when t = 2 we just set a = −1 = −q 0 . This yields that e = 1, which exhausts our claim.
Remark 2.2. Notice that the method used in [4] cannot be applied in the proof of Lemma 2.1, because u 2 (1 − e) = u 2 − u 2 e = u 2 − e = 1 − e holds, provided a priory that u 2 = 1 only. But this is not deducible at once, namely the fact that u has to be an involution (and hence a unipotent) will follow after certain additional arguments.
For applicable purposes we detect that the following is true (compare with [4] as well): Corollary 2.3. If R is a ring with u ∈ Inv(R) such that u = e + q for e ∈ Id(R) and q ∈ N il(R), then e = 1.
Proof. Just take u ∈ Inv(R) in Lemma 2.1 and this allows us to infer that e = 1, as promised.
We have now all the ingredients necessary to prove the following main result, which is somewhat surprising.
Theorem 2.4. A ring R is invo-fine if, and only if, either
Proof. The sufficiency being trivial, we concentrate on the necessity. So, if 0 = e ∈ Id(R), then writing e = v + q for some v ∈ Inv(R) and q ∈ N il(R), we deduce that v = (−q) + e with −q ∈ N il(R) and hence Corollary 2.3 forces that e = 1. Thus Id(R) = {0, 1}. Moreover, provided 2 = 0, one may write that 2 = w + d where w ∈ Inv(R) and d ∈ N il(R). Therefore, 2 − d = w and lifting this by 2 we get that 3 = 4d − d 2 ∈ N il(R). This means that 2 ∈ U (R) because 1 + N il(R) ⊆ U (R). But for any involution u we have then that
is always an idempotent and so either 1−u 2 = 0 or 1−u 2 = 1. Consequently, u = 1 or u = −1. That is why, every non-zero element of R is 1 + h ∈ U (R) or −1 + h ∈ U (R) for some h ∈ N il(R) whence R is a division ring. Thus it must be that h = 0 and hence R = {0, 1, −1}, as stated.
If now 2 = 0, then it is plainly seen that for any u ∈ Inv(R) it must be that (1 + u) 2 = 0, i.e., for each 1 = r ∈ R we derive that r − 1 = u + q for some q ∈ N il(R). This guarantees that R \ {1} = N il 2 (R) + N il(R) which is equivalent to R = {1} ∪ [N il 2 (R) + N il(R)]. However, we claim that N il(R) = {0} which obviously implies that R = {0, 1}, thus finally substantiating our assertion. To that end, for any non-zero q ∈ N il 2 (R), we write that q = v + t, where v 2 = 1 and t n = 0 for some n ≥ 2. Since q 2 n = t 2 n = 0 and v 2 n = 1, we deduce that q 2 n = 0 = (v + t) 2 n = v 2 n + t 2 n = 1 + 0, that is, 0 = 1 which is manifestly false. This contradiction is a guarantor that q = 0, as claimed.
