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Abstract
Oxley, J.G. and D.J.A. Welsh, Tutte polynomials computable in polynomial !ime. Discrete
Mathematics 109 (1992) 185-192.
We show that for any accessible class of matroids of bounded width. the Tutte polynomial is
computable in polynomial time.

1. InProductioLi

In a recent paper of Jaeger et al. [6] it was shown that determining the Tutte
polynomial of a matroid at a fixed point (a, 6) of the plane is #P-hard unless
(a, 6 j lies on a certain hyperbola or is one of 8 special points. Vertigan [16]
extended this by showing that a similar result holds even when the matroid is the
cycie matroid of a planar graph. These results have important consequences for a
wide range of polynomials including the Jones polynomial of a link, the weight
enumerator of a linear code and the reliability polynomial of a communication
network. In each case the polynomiai
iri&ved
is a direct evaluation of the Tutte
polynomial along a particular curve of the plane and hence unless #P = P (a
result which is widely believed to be untrue), the evaluation of these polynomials
is a computationally intractable problem. If A4 is a matroid, E = E(M) will denote
its groundset and r its rank function. The Tutte polynomial T(M; X, y) is a
2-variable polynomial which can be defined by
T(M;xi

y) =

c
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We will be concerned here with the following question. Given a matroid M on a
set of n elements, when is it possible to determine T(M; x, y) in a time which is
bounded by a polynomial function of n.3 Now in order for this to be even a
sensible question a first requirement is that it is possible tc describe the matroid in
time which is bounded by a polynomial function of n. We call classes of matroids
which can be so described succinct; for a precise definition see [7]. In practice we
are principally concerned with the succinct classes consisting of matroids obtained
from graphs or from matrices with entries from some algebraically closed field.
Whether the matroid is described by a graph or by its matrix representation is
immaterial as far as polynomial time computations are concerned. Thus henceforth when we refer to a computational question for one of these classes of
matroids we will implicitly assume that the matroid will be given (or described) by
a graph, by a matrix, or by some other such succinci presentation.
For further details of the various interpretations of the Tutte polynomial we
refer to (71 or to Brylawski and Oxley [S]. The graph terminology used is
standard. The matroid terminology follows Oxley [8] or Welsh [17] and for more
on the general complexity of matroid problems see Robinson and Welsh [ll].

2. Statement of results
A special case of the main theorem of Jaeger et al [7] is the following.
Theorem 1. The problem

of evaluating the Tutte polynomial
of a graph at a point
(a, 6) in the (x, y)-plane is #f-hard
except when (a - I)(6 - 1) = 1 or when (a, b)
equais (I, 11, (-1, -I),
(0, --I), (-!, 0), (i, -i), (-i,i),(j,
j’), (j’, j) where
j=e (lXif3). At these special points and along this special curve,
the Tutte
polynomial can be evaluated in polynomial
time.

Vertigan 1161has extended this by showing that a similar result holds for planar
graphs except that, in this case, for the additional points lying on the hyperbola
(x - l)(y - 1) = 2 the problem can again be solved in polynomial time.
This paper was motivated by the search for a condition on a &as of matroids
which ensures that the Tutte polynomial of a member of the class can be
determined in polynomial time. One such class turns out to be the class of all
series-parallel matroids, that is, the cycle matroids of series-parallel networks.
Before stating our main theorem, we introduce a few slightly more specialised
concepts from matroid theory.
Let k be a positrve integer. Then a partition {X, Y} of E(M) is a k-separation
of A4 if:
(1) min{lXi: iYI} 2 k and
(2) r(X) + r(Y) - r(M) 6 k - 1.
If M is k-separated for some k, the connectivity A(M) of M is given by
(3) A(M) = min{j: A4 is j-separated},
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we define A(M) to be infinity. We say that M is k-connected if
a matroid is 2-connected if and only if it is connected in the
usual sense, that is, every two distinct elemen’s dre contained in a circuit.
Seymour [13] showed that if M is 2-connected but not %connected, then it can
be represented as the 2-sum of matroids M,, M2, each of which is isomorphic to a
proper minor of M. We now define this notion of 2-sum which is closely rel:rLed to
the parallel connection introduced by Brylawski [3]. Let “I and N be matroids
whose groundsets meet in a single element p. Let %(M) denote the collection of
circuits of the matroid M. We assume p is not a loop or a coloo? of M or N, and
that both M and N have at least 3 elements. Then the 2-sum of M and N with
respect to the basepoint p is the matroid on {E(M) U E(N)} \ {p} whose set of
circuits is the union of %(M\p), %(N\p) and {(C\p) U (D\p): C, D circuits of
M and N respectively containing p}. The matroids M and N are called the parts of
the 2-sum.
We say that a class Ju of matroids has width k if a largest 3-connected member
of d has d groundset of k elements. The class & has bounded width if there exists
some k < CXJ
such that .& has width k. As an example of such a class consider the
class of cycle matroids of series-parallel networks (called series-parallel matroids). It is well known that
(4) A graph G is a series-parallel network iff its cycle matroid M(G) has no
M(K,) minor.
This shows that series-parallel matroids form a class of matroids with width 3.
This is because by Tutte’s Wheels Theorem [15] every graphic matroid that is
3connected
and has at least 4 elements has an M(K,) minor; and 3 parallel
elements form a 3connected series-parallel matroid.
We say that a class .& of matroids is accessible if:
(a) Each member of .& has a succinct representation;
(b) if M E A, the rank of any subset of E(M) can be found in time bounded by
a polynomial in IE(M)I;
(c) A is closed under minors and from a succinct representation of M E .& it is
possible to find a succinct representation of a deletion M \e and a contraction
M/e in time which is bounded by a polynomial in IE(M)I.
For the relation between this and other oracle representations of matroids we
refer to Robinson and Welsh [ 111.
It is clear that many of the standard classes of matroids encountered in practice
are accessible. More specifically:
(5) The class of graphic (cographic) matroids is accessible.
(6) If Ju(,$) denotes the class of matroids coordinatisable over a field F then
A(F) is accessible.
otherwise

A(M) 2 k. Hence

Theorem 2. If Atis a class of accessible matroids which has bounded width, then
for M E .I& the Tutte polynomial T(M; x, y) is computable in polynomial time.

As a consequence

of (3) this has as a particular case:
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Corollary. The Tutte polynomial
polynomial time.

of a series-parallel matroid is computable in

The evaluation of the Tutte polynomial of a graph G along particular curves of
‘,he plane gives the all terminal reliability polynomial (see [lo, 12]), the chromatic
and flow polynomials of a graph and has many other physical interpretations (see
for example [?]). It follows that the evaluation of all these isg52nts
is in
polynomial time for the class of series-parallel networks. Many of these
invariants are also known to be in P for graphs of bounded tree width (see for
example Amborg and Proskurowski [l]). However the general problem of
showing that the Tutte polynomial can be computed in polynomial time for
graphs of bounded tree width remains open.

3. Proof of Theorem

2

The proof of Theorem 2 hinges on being able to break up matroids of bounded
width into parts which are not too small. In order to be able to do this we first
need the following proposition which is of a certain interest in its own right.
Recall that if e is an edge of a graph G then G\e and G/e denote the graphs that
are obtained from G by respectively deleting and contracting e.
Proposition. Let JU be a minor-closed class of matroids of wrdth k and suppose
that M is an n-element member of A that is connected but not 3-connected. If
n 2 k -I-1, then M has a 2-separation {S,, Sz) such thct min{ I&j, l&I} Z- n/k.
Proof. Since M is connected, but not 3-connected, M has a circuit of size at least
two. Thus M has a U,.rminor and so k 2 2. Moreover, since M has at least k + 1
elements and is connected but not 3-connected, it is the 2-sum of two connected
matroids Ml and Mr whose groundsets are T, U e, and T2 U e, respectively, where
e, is an element that is not in E(M). If MI or M2 is not ?-connected, it can be
written as the 2-sum of two matroids on fewer elements. Repeating this prccess,
it is not difficult to see (Seymour [14]; Cunningham and Edmonds [6]) that, for
some integer m exceeding one, there is a collection N,, N2, . . . , N,,, of 3connected matroids and an m-vertex iree 1‘ with edges labelled e,, e2, . . . , e,_i
and vertices labelled N1, N2, . . . , N,,, such that:
(i) E(N,)UE(N2)U..~UE(IVW)=E(M)U{e,,e2,...,e,,,__,);
(ii) if two vertices of T are non-adjacent, then the corresponding matroids
have disjoint grolundsets;
(iii) if two vertices are joined by some edge e;, then the groundsets of the
corresponding matroids meet in {e,}; and
(iv) M is the matroid that labels the single vertex of T/e,, e2, . . . , e,,,_, at the
conclusion of the following process. Contract the edges of T one by one in any
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algorithm we obtain a decomposition of AZ into its ,onnected components such
that, for each such component, we have a tree as in the proof of the last
proposition. Next we show that:
(7) If IE(Mj( = n > k + 1 and A4 E A, then there is a polynomial time
algorithm which will give MI, Mz such that IE(M,)I Q CYIZ,
0 < a < 1; and M is the
direct sum or 2-sum of M, and I&.
Let the components N,, N2, . . . , N,,, of M be labelled so that

Suppose that, for some t,

(8)
Then taking
E’ = ,Ql E(Ni)p

Et’= c E(N;),
i=t+l

we see that {E’, E”) is a I-separatlou of M, each part of which has at least
n/(k + I) elements.
We may now assume that (8) does not hold. Then for some s E {0, 1, . . . , m },

S+l

I

U E(Ni)

i=i

I

>n-&,

where if s = 0 we t&e the first union to be vacuous. Thus
IE(i\r,+,)l

an

=n--

--!f-

k+l+k+l

--!-n-1
k+l

2(n - 1)
k+l
*

But ifs > 0, then as IE(N,)( Z- jE(N,+,)I,
2(n-1)
n-k+l<

n
k+l’

that is, n(k + 1) < 3~ - 2. This implies that k d 1. If k = 1, then A4 is a free
matroid and so certainly has a l-separation of the required type. Hence we may
assume that s = 0. Then

Turte polynorniuls

Letting

p(n)

= n -

computable

in polynomial time
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(n -

l)/(k + l), we see that p increases with n; when
provided that n 3 k + 2, ]E(N,)] > k + 1. Therefore
by the previous proposition, we can find, in polynomial time, a 2-separation
{S, , S2} of Nl such that

n = k + 2, p = k -i- 1. Hence,

k

It follows that we can find, in polynomial time, matroids M, and M2 which have
groundsets of siz-L at !east n!(k + 1) such that M is the direct sum or 2-sum of M,
and M2. But if {i, j} = (1, 2}, then, as IE(Mi)I 2 n/(k + l), ]E(Mj)] d cuz for
some 1y< 1. This completes the proof of (7).
Next we note that if M is the 2-sum of MI and M2 at the element p then the
Tutte polynomial T(M; x, y) is given by
T(M)

= (xy -x

-

y)-' x [(x - l)T(M,Ip)T(M,Ip)
- T(M\P)T(M,~P)

+ (y -

l)T(M,

- WWp)T(&\p)],

\p)T(MJp)

(9)

where for notational convenience we have omitted the variables x and y of the
polynomials. This formula (9) is not explicitly stated by Brylawski [3] but is not
difficult to deduce from the formulae he presents there. Of course, if M is the
direct sum of RI1 and M2, then T(M) = T(M,)T(M,).
Thus if t(n) denotes the
worst-case complexity of determining T for an n-element member of A, then
since each of MI and M2 belongs to JU and has size at most an, we see from (8)
and (9) that

where f(n) represents the time taken to carry out the 2-separation procedure
described above on an n-element member of A! and g(n) represents the time
needed to combine the polynomials on the right-hand side of (9). But clearly f (n)
is polynomially bounded and since the Tutte polynomial of an n-element matroid
is a polynomial in two variables x, y, whose degree is at most n and whose
coefficients are nonnegative integers not exceeding 2”, we see that g(n) is
bounded by a polynomial in n. Hence from (lo), t(n) is bounded by a polynomial
inn.
Cl
Note. We have not attempted to give a tight bound on the complexity of our
computation; individual cases are likely to vary considerably depending on the
presentation of the matroids.
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