Abstract-We provide a cumulant-based blind beamforming method for recovery of statistically independent narrowband source signals in the presence of coherent (or perfectly correlated) multipath propagation. Our method is based on the fact that for a blind beamformer, the presence of coherent multipaths is equivalent to the case of independent sources with a different steering matrix. Our approach is applicable to any array configuration having unknown response. Signal sources must have nonzero fourth-order cumulants. There is no need to estimate the directions of arrival. Our method maximizes signalto-interference plus noise ratio (SINR). A comparable result does not exist using just second-order statistics.
I. INTRODUCTION
I N THIS PAPER, we address the problem of blind beamforming for recovery of statistically independent sources in coherent signal environments assuming no knowledge about the array. Coherent signal environments are very likely in practice when multipath propagation or smart jammers are present. Before presenting our approach, we first discuss the limitations of the existing covariance-based beamforming methods for this problem and then state our assumptions.
There are a number of second-order-statistics-based criteria that have been proposed for obtaining the optimum beamforming weight vector that combines the array sensor measurements to recover desired signals while supressing interferences. These criteria lead to the same general form for the optimum weight vector [15] , i.e., , where spatial covariance matrix of the received signal ; array response in the desired direction (lookdirection); constant whose value depends on the criterion used.
In the special case of MVDR [3] , the array output power is minimized subject to a unity look-direction gain constraint , which results in . It is clear that the array response in the desired signal direction must either be known or estimated to implement the optimum beamformer. If the array response or geometry is unknown, as in the blind beamforming problem, it is necessary to calibrate the array to obtain the response information; however, array calibration is a very costly procedure. Calibration can be avoided, and the array response can be estimated using ESPRIT [19] ; however, ESPRIT requires translationally equivalent subarrays, which is often an impractical constraint, and as for other subspace-based methods, ESPRIT fails in the coherent signals case. Even if the response function of the array is known or array is calibrated, due to perturbations in the geometry and the response of the array, the response in the desired direction may be different than its calculated value. Therefore, it becomes important to use the estimated values of the array response to fine tune the received signals.
There are a number of so-called property-restoring methods such as the adaptive CMA [24] that use second-order statistics and rely on certain known properties of the source signals; however, the signals extracted by property-restoring methods do not necessarily have the same waveform as the actual source signals.
The optimum beamformer using second-order statistics tends to cancel the desired signal, and it fails to perform optimally when there are signals coherent with the desired signal [18] . Moreover, it tends to cancel the desired signal in the output [22] . A detailed explanation of signal cancellation phenomenon can be found in [22] . Several methods have appeared in [1] , [17] , [22] , [23] , and [25] to overcome the signal cancellation problem when coherent interferers are present. The methods of [1] , [17] , [22] , and [23] are limited to uniform linear arrays; in [25] , some specific array configuration is required. None of these methods are directly applicable to the blind beamforming problem due to their implicit constraints on the array structure.
For a blind beamformer, on the other hand, the presence of coherent multipaths does not make any difference. In other words, the case of coherent multipath signals is identical to that of independent signals with no multipath because, as shown in Section II, each coherent multipath from a given source causes only a reparameterization of the steering vector of that source.
In the cumulant-based processing framework, the blind recovery problem has received increased research interest. Adaptive solutions based on optimization of various cumulantbased criteria, or solutions depending on eigendecomposition of suitably defined cumulant matrices, were proposed (see [4] , [5] , [13] , and [21] and references therein). In these methods, second-order statistics are used to whiten the signal part of the received signals prior to applying cumulant-based post processing, which is the main drawback, because the covariance matrix of the noise needs to be estimated or known a priori. Besides, these methods have limitations. For example, the eigendecomposition-based method in [4] fails when there are sources having identical kurtosis. An alternative is to use only higher than second-order cumulants. An iterative approach and a cumulant-enhancement method using only fourth-order cumulants were suggested by Cardoso (see [4] and references therein). In the fourth-order cumulant method of Doǧan and Mendel [6] , it was assumed that the independent interfering signals are Gaussian, whereas the sole desired signal is non-Gaussian. Cumulants were used to suppress the Gaussian interferences and noise so that one is left only with the desired signal statistics.
Here, we assume a more general scenario where there may be multiple desired signal sources and interferences. Our assumptions are as follows:
A1) The desired sources are statistically independent among themselves and independent of the other sources, and all of the source signals may be subject to multipath propagation. A2) There is frequency-flat multipath propagation.
A3)
The desired source signals must have nonzero fourthorder cumulants, but no such assumption is made about interferences-if their cumulants are zero, they are already suppressed by the virtue of cumulants; if not, they will be rejected by a beamformer. A4) The array is a nonambiguous one, i.e., its response to a signal from a given direction is different from that due to another signal from a different direction. Our earlier works on direction finding in the coherent sources scenario [11] and [12] provide a basis for our approach.
The organization of this paper is as follows: We formulate the problem in Section II. In Section III, a solution is proposed. Experimental results supporting our conclusions and demonstrating our method are provided in Section IV. Finally, conclusions are presented in Section V.
Throughout the paper, lowercase boldface letters represent vectors, uppercase boldface letters represent matrices, and lower and uppercase letters represent scalars. The symbol " " is used for conjugation operation, and the superscript " " is used to denote complex conjugate transpose.
II. FORMULATION OF THE PROBLEM
Consider a signal scenario in which there are several narrowband sources and interferences. Suppose that these signals undergo frequency-flat multipath propagation producing several sets of delayed and scaled replicas, which are received by an -element array having arbitrary and unknown response and geometry. Let a total of signals from statistically independent and narrowband sources, with multipath signals for each source , impinge on the array. It is assumed that the number of sources is less than the number of array elements (i.e.,
). The collection of multipath signals, which are scaled replicas of the th source, are referred to herein as the th group, and there are groups. The th group contains multipath signals of the th source and "smart" jammers, which are coherent with the th source signal. The array measurements are corrupted by additive noise whose spatial correlation structure is unknown. We assume that snapshots taken at time points are available. With these assumptions, the signal received by the array at time is (1) where ; is an unknown steering matrix; is a wavefront vector; and is the independent measurement noise vector that can be Gaussian, non-Gaussian symmetrically distributed, or a mixture of Gaussian and this type of non-Gaussian noise.
The Our objective is to blindly recover the source signals by designing suitable beamformers. The best bemforming vector for each source from an MVDR viewpoint is the inverse of the spatial covariance matrix times the generalized steering vector for that source. However, due to coherent multipaths, the generalized steering vector for a given source requires a multidimensional parameterization and, hence, is difficult to estimate using only second-order statistics, even if the array is calibrated. We provide a fourthorder cumulant-based method for estimating the generalized steering vector of each statistically independent source in the first step of our solution. In the second step, we design beamformers to recover each independent source signal, and we correct the constellation rotation in the third step. 
A. Step 1: Estimation of Generalized Steering Vectors
First, the fourth-order cumulant matrix 
Proceeding similarly, cum can be shown to be cum (6) where diag . Note that due to assumption A4), rank (i.e., fullrank) when the signals arrive at the array from different angles. Here, we assume that the first two elements of the array have nonzero responses to each group, i.e., the first two rows of are all nonzero. Under this assumption and assumption A3), and are nonsingular. The case when the first two rows of have zero entries is treated in Section III-D. Using (4) and (6), it is possible to estimate the matrix and columns of each to within a complex constant. The solution is based on the idea of rotational invariance of the underlying signal subspace, which is the basis of the ESPRIT algorithm [19] . Note that any non-Gaussian interference source is treated similar to a desired source in (4) and (6), and thus, limits the number of resolvable desired source signals since . In ESPRIT, the rotational invariance of the signal subspace is induced by the translational invariance of the array, i.e., an identical copy of the array that is displaced in the space is needed. On the other hand, in our cumulant-based algorithm, the same invariance is obtained without any need for an identical copy. In ESPRIT, the signal subspace is extracted from the eigendecomposition of the covariance matrix of the concatenated measurements from the main array and its copy. Here, the signal subspace is extracted from the singular value decomposition of the concatenated matrix of (4) and (6) , which, in turn, gives and the columns of , each to within a complex constant. In the Appendix, we show how the generalized steering vectors are estimated from (4) and (6) using the TLS ESPRIT algorithm.
In order to see the forest from the trees, we summarize the computational steps.
Step 1: From the array data, estimate the cumulant matrices cum cum (7) and stack these matrices into a matrix as .
Step 2: Perform SVD of . The number of nonzero singular values gives the number of groups . (A more sophisticated detection algorithm for the number of sources may be used here.) Keep the first submatrix of the left singular vectors of , where is the number of groups. Let this submatrix be .
Step 3: Partition into two matrices and as in (21).
Step 4: Perform SVD of . Stack the last right singular vectors of into the matrix denoted .
Step 5: Partition as , where and are .
Step 6: Perform eigendecomposition of ; keep the eigenvalues. Let the eigenvector and eigenvalue matrices of be and , respectively.
Step 7: An estimate of is obtained to within a diagonal matrix, as in (25). Note that a comparable result is not possible using just second-order statistics for arrays having arbitrary shape and unknown response because a spatial array covariance-matrix depends only on two arguments, whereas we need a statistic with at least three arguments to obtain matrices similar to (4) and (6) . If, on the other hand, an array consists of two identical subarrays displaced in space, two covariance matrices can be obtained that have a structure similar to (4) and (6) . In this case, in addition to the two arguments of the covariance matrix, one extra argument is present due to the fact that responses of identical but displaced arrays are identical up to a phase term, and the phase term serves as the extra needed argument. Nevertheless, even in this case, ESPRIT cannot be applied to these two covariance matrices if some of the incoming signals are coherent because the ranks of these matrices are then less than the number of incoming signals, which violates the rank condition of the ESPRIT problem. It is possible to restore the ranks of these matrices using the spatial smoothing method [23] ; however, spatial smoothing is applicable only to uniform linear arrays. Consequently, existing second-orderstatistics-based methods cannot handle the coherent signals case with arrays having arbitrary and unknown geometries. Our method can.
B. Step 2: Beamforming
Using the generalized steering vector estimates obtained in the previous step and second-order statistics, we can design beamformers to recover the source signals to within a complex constant (one at a time) as follows. The received signal at time point can be expressed as (8) where ; all the source signals except are treated as interferences;
is the generalized steering vector of , and is the generalized steering matrix of the other sources . Using (8) , the spatial array covariance matrix can be written as , where , and is the array covariance matrix of all other sources except and includes the noise. A number of different criteria for optimum recovery of the signals lead to the same beamformer structure that is given by , where is the array covariance matrix, and the constant depends on the criterion being used. The minimum-variance distortionless-response (MVDR) beamformer weight vector is obtained by minimizing the array output power subject to the unity gain (distortionless response) constraint for the desired signal. We denote this weight vector as . The solution for is [15] 
where . This beamformer weight vector also maximizes the signal-to-interference-plus-noise ratio (SINR), which is defined as SINR (10) The source signals are each recovered to within a complex constant by replacing in the above optimum beamformers by its estimate obtained in
Step 1 and replacing by its sample estimate so that , where , and is either or .
Step 2 can be done in parallel for all sources.
C. Step 3: Constellation Rotation Correction for Communication Signals
In the first step of our source recovery algorithm, the generalized steering vectors for each source are estimated to within a complex constant [see (25)]. For communication signals, using these estimates in the above beamformers results in source estimates that are rotated arbitrarily from their original constellations. Since the choice of optimum decision regions depends on the signal constellation, a method is needed to recover the actual constellation. In this section, we show how this can be done to within a sign ambiguity for onedimensional (1-D) signal constellations. The two-dimensional (2-D) case can be corrected using cumulants, which will be the subject of another paper.
Let be the 1-D signal of interest and be its perfect estimate to within a complex constant , i.e., . The constant accounts for both the arbitrary scaling and the signal power so that is normalized to have unit power. Since is real, , and . Therefore, , and . Using these results, and can be obtained as (11) and (12) Finally, the actual constellation of can be recovered to within a sign ambiguity as , where . The sign ambiguity comes from the fact that and have equal powers. However, it is possible to correct for the sign ambiguity by either using differentially modulated signals or by adding header bits to each signal.
D. Using Multiple Guiding Sensor Pairs
In the first step of the algorithm, we used only the first two sensors as the guiding sensor pair. Inspection of (4) and (6) reveals that the guiding sensor pair elements do not have to have identical responses and that the choice of the guiding sensor pair is not unique in our method. To demonstrate these two facts, consider the cumulants cum (13) cum (14) which are generated by using the sensors and as the first guiding sensor pair and and as the second guiding sensor pair, where is the generalized steering matrix diag and diag . The derivations of (13) and (14) are identical to the derivations of (4) and (6) .
Just as when we chose the first two sensors as the guiding pair, the two pairs of sensors and also lead to two matrices, as shown in (13) and (14), which are in ESPRIT form to estimate the generalized steering vectors . This observation is useful for multiple purposes. First, it suggests that the available data can be used efficiently by employing multiple guiding sensor pairs. Second, it provides a basis for a solution to a potential problem that is associated with the practical implementation of our method, as we will explain next.
In Section III-A, the first two sensors were chosen as the guiding sensor pair, and it was assumed that the first two rows of are all nonzero. The reason for this assumption is explained as follows. Suppose that the th element in the first row of is equal or close to zero. Then, , which causes rank [see (4), (6) and (7)], and, consequently, the number of independent sources appears to be one less than its actual value. As a result, all the sources but the th will be separated. Similarly, each zero entry in the second row of reduces rank by one, which in turn partially destroys the rotational invariance between the signal subspaces of and . In these cases, the availability of multiple candidates for the guiding sensor pairs proves to be a useful solution. A simple selection procedure for the "right" sensor pairs in such cases is proposed next.
A Simple Selection Procedure: 1) Estimate the number of groups from the eigendecomposition of the array covariance matrix (sophisticated approaches such as MDL or AIC can be used here). 2) Check the rank of estimated for , and prepare a list of values of for which the rank of the estimated . This is a list of all the "safe" indices from which the indices and of and can be selected. The reason why we call this list "safe" is that for each value of in this list, the th row of must have all nonzero entries because each zero entry in the th row of reduces the rank of by one. In general, we can choose the pair such that in ways since interchanging and does not matter. In addition, can be chosen in ways. Therefore, the sensor pairs and can be chosen in ways. Provided that these pairs are the "right" ones, for each choice, there corresponds an ESPRIT problem defined by the two matrices and . The solutions of these problems yield estimates of each generalized steering vector . Next, in order to improve the generalized steering vector estimates, these estimates can be averaged, or the principal component of the matrix with th column can be chosen as an improved estimate of . Since the required computations for different choices of guiding sensor pairs are independent, they can be implemented in parallel; hence, this method does not require additional computing time. Of course, even for moderate size arrays (e.g., ), is quite large (e.g., 450).
We have found from extensive simulations that unfortunately, using multiple guiding sensor pairs and averaging does not lead to substantial improvements that warrant the extra computations.
IV. SIMULATION EXPERIMENTS

A. Experiment 1
The scenario consists of three independent binary phase shift keyed (BPSK) sources that are subject to multipath propagation and arrive at the array in Fig. 1 . Unity propagation constants belong to direct paths, and direct path SNR's equal 10 dB. The array elements were assumed to be arbitrarily rotated dipole antennas. The array response to a signal from angle is given by . Three thousand snapshots were taken. The problem of interest is to recover each source message one at a time. We tested our cumulant-based beamforming method, which assumes no information about the array geometry or response, and the classical MVDR beamformer for which we had to assume that arrival angles of the desired signals (the direct paths from each source), and the array response in those directions are perfectly known. The beamformer outputs from both methods are presented in Fig. 2 . Observe that whereas cumulant-based beamformer outputs are localized around 1 and 1, the MVDR beamformer fails to recover the source messages. The MVDR beamformer fails because of signal cancellation. Spatial smoothing, as explained in [23] , is a remedy to signal cancellation in the MVDR beamformer for coherent signals; however, spatial smoothing is applicable only to uniform linear arrays, whereas the array in this experiment is a nonuniform one.
This experiment supports our earlier claim that multiple coherent signals received by an array of arbitrary geometry and unknown response can be recovered by our cumulant-based blind beamformer.
B. Experiment 2
In this experiment, we compare our method to an MVDR beamformer using the spatial smoothing method [23] . Since spatial smoothing is limited to uniform linear arrays, we restrict ourselves here to this case, although our method is applicable to any array. We assume that two coherent 3000 bit BPSK signals of equal power and of zero relative phase impinge on a ten-element uniform linear array.
First, we assumed that the two signals arrive from broadside from closely spaced directions {90 , 95 } (measured with respect to the endfire). For this scenario, we tested both our method and the classical-MVDR (C-MVDR) and smoothed-MVDR (S-MVDR) beamformers. In our cumulant-based blind beamformer, we used the first two sensors in the 0 direction as the guiding pair and our rotation-correction algorithm. For the C-MVDR beamformer, we must assume that the desired signal direction is either known or estimated; therefore, assuming the desired signal is the one arriving from 90 , we designed the C-MVDR beamformer. For the S-MVDR beamformer, we used a subarray of length 6 (subarray length ) for backward and forward smoothing. The outputs of these three beamformers for the desired signal at 0, 10, and 20 dB SNR's with fixed noise power are shown in Fig. 3(a)-(c) . As seen, the C-MVDR beamformer fails. On the other hand, the S-MVDR beamformer recovers the signals as SNR is increased; however, for equal SNR's, our cumulant-based beamformer is always better than the S-MVDR beamformer.
Second, we assumed that the two signals arrive from closely spaced directions {0 , 5 } near endfire. Reddy et al. [18] have shown that for this case, spatial smoothing loses its decorrelating power for moderate smoothing lengths and therefore results in increased signal cancellation as SNR is increased. In our cumulant-based method, we used the pairs and , where and are the first two sensor measurements in the 0 direction. Assuming the desired signal direction is 0 , we designed the C-MVDR beamformer. For the S-MVDR beamformer, we used the same smoothing as before. Fig. 4(a)-(c) show outputs of the three beamformers for 0, 10, and 20 dB SNR's with fixed noise power. The presence of coherence helps the C-MVDR and S-MVDR beamformers at low SNR's, but these beamformers deteriorate as SNR is increased [18] . On the other hand, comparison of the first column of Fig. 4 with the other two columns indicates that our method is always better than the S-MVDR beamformer at equal SNR's and that our method improves as SNR is increased because our method combines coherent signal powers effectively instead of trying to decorrelate them.
C. Experiment 3
We evaluate the output signal-to-interference-plus-noiseratio (SINR) performance of our cumulant-based beamformer and compare it with those of the classical-MVDR (C-MVDR), smoothed-MVDR (S-MVDR), and an MVDR beamformer (E-MVDR), which uses the exactly known generalized steering vector of the desired signal. Note that due to the multipaths, in reality, it is impossible to know the generalized steering vectors prior to processing, even if the array is perfectly known or calibrated; hence, the E-MVDR beamformer is rather a hypothetical one, which is designed as a benchmark for our cumulant-based beamformer.
Assuming the same signal scenario and C-MVDR, S-MVDR, and cumulant-based beamformers as in Experiment 2 and using the new E-MVDR beamformer, we performed two procedures. 1) Two 10-point Monte Carlo experiments for the case of broadside arrivals for SNR 10 dB and 0 dB: The output SINR for S-MVDR, E-MVDR, and our cumulant based beamformer are plotted in Figs. 5 and 6 for each of these SNR's. The cumulant-based beamformer performs best even for a very small number of snapshots and converges to the maximum possible output SINR value quickly. The difference in the large-snapshot output SINR between cumulant-based and S-MVDR is around 19 dB at SNR 10 dB and 12 dB at SNR 0 dB. More interestingly, the cumulant-based beamformer outperforms the E-MVDR that uses the exact value of the generalized steering vector of the desired signal. Note that the only difference between our cumulantbased beamformer and the E-MVDR is that whereas the E-MVDR uses the exact values of the generalized steering vectors, our beamformer uses the estimated values of them. The simulation results show that our blind beamformer "tunes" to the data better than the E-MVDR. 2) Two 10-point Monte-Carlo experiments for the case of endfire arrivals for SNR 10 dB and 0 dB: The output SINR for S-MVDR, E-MVDR, and our cumulant-based beamformer are plotted in Figs. 7 and 8 for each of the SNR's. The cumulant-based beamformer performs best even for very small number of snapshots, such as 50, and converges to the maximum possible output SINR value quickly. The difference in the large-snapshot output SINR between cumulant-based and S-MVDR is around 11 dB at SNR 10 dB and 2.5 dB at SNR 0 dB. Again, the cumulant-based beamformer outperforms the E-MVDR. In this experiment, the output SINR's of the classical-MVDR beamformer were very low, therefore, we do not display them with the other three beamformers here. These results suggest that not very many snapshots are needed before excellent performance is obtained with our new beamformer.
Finally, note that whereas the smoothed-MVDR beamformer can utilize only the smoothing subarray, our method uses the entire array, i.e., our method uses a larger aperture.
D. Experiment 4
In this experiment, we compare our blind beamforming method to the spatial smoothing-based MVDR beamformer in terms of resolvable number of signals. We demonstrate that our beamformer can separate sources even if the total number of incoming signals is more than the number of sensors and show that spatial smoothing fails to separate the sources in this case. Since spatial smoothing is limited to uniform linear arrays, we restrict ourselves here to this case, although our method is applicable to any array having arbitrary and unknown response. We assume four independent BPSK signals of equal power and 3000 bits long, which are subject to multipath propagation resulting in coherent signals. The array is assumed to be a ten-element uniform linear array with omnidirectional components. The four source signals arrive at the array from two, three, four, and five different directions, respectively. Note that the total number of signals impinging on the array is 14, which is more than the number of sensors. The signal arrival angles and propagation constants were chosen as [55 , 30 ] For this scenario, we tested our cumulant-based beamformer and smoothed-MVDR beamformer. In our method, we used the first two sensors in the endfire direction as the guiding pair and our rotation correction algorithm. In the smoothed MVDR beamformer, we had to assume that the desired signal directions are either known or are estimated because MVDR depends on the array response in the desired signal direction; therefore, we assumed that for each source, the desired signal is the direct path, and its arrival angle is known. Note that for our method, angle-of-arrival information is not needed. For the smoothed-MVDR beamformer, we used a subarray of length 6 (subarray length ) for backward and forward smoothing. Figs. 9 and 10 show outputs of both beamformers for 10 and 5 dB SNR's. Observe that the smoothed-MVDR method fails, whereas our method can separate all of the four sources successfully.
V. CONCLUSION
We have developed a cumulant-based blind beamformer for recovery of independent sources in the presence of coherent multipath propagation, which is applicable to any arbitrary array configuration; it does not require any knowledge about array response and relies solely on the measurements. There is no need to estimate the directions of arrival. Our approach is based on the observation that by using cumulants of received signals, two matrices can be formed that conform to the ESPRIT architecture. In this approach, multipath powers are effectively utilized instead of decorrelated.
The two matrices permit us to estimate the generalized steering vectors for each source blindly. Then, a number of cumulant-based beamformers can be designed whose optimality have already been shown in the second-order statistics framework. Note that since the steering vectors are estimated from the data, in some sense, the beamformer is tuned to the 
The singular value decomposition of yields (16) 
or, equivalently
Since is full-rank, (18) Therefore, there exists a nonsingular matrix such that (20) or such that (21) where we partitioned exactly the same way as , i.e., into two matrices and . Equation (21) establishes the signal subspace and its rotationally invariant counterpart. Note that this rotational invariance is obtained without requiring translational invariance of the array, as opposed to ESPRIT.
Having obtained this invariance, we follow the same steps of ESPRIT in which we replace the signal eigenvectors of the covariance matrix of the concatenated measurements by the first left singular vectors of the concatenated matrix of and . For completeness, we present the standard ESPRIT steps in the following.
Equation (21) shows that and share a common column space of dimension ; therefore, rank . This last result implies [19] there exists a matrix that is rank such that (22) Since is full rank, (22) results in , which is equivalent to (23) Equation (23) implies that the eigenvalues of must be equal to the diagonal elements of . To estimate the diagonal elements of , we therefore need a matrix that satisfies (22) . Such a matrix can be obtained by performing a singular value decomposition of the matrix . Since is rank , the last right singular vectors of can be selected as . Using (20) and (23), columns of the steering matrix can be obtained to within a constant as follows. Let be the eigenvector matrix of . From (23) , it follows that , where is an arbitrary diagonal matrix with nonzero entries. Therefore, multiplying (20) by , we find that (24) and using the partitioning of (21) 
