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Einleitung
Das Phänomen des zyklischen Siebens ist eine Eigenschaft einer erzeugenden
Funktion X(q) einer Menge kombinatorischer Objekte X, auf der eine endliche,
zyklische Gruppe C operiert. Bezeichnet ω : C ↪→ C× eine Einbettung von C in
C×, so erfüllt das Tripel (X,X(q), C) das Phänomen des zyklischen Siebens, falls
X(ω(c)) = |{x ∈ X : c · x = x}|
gilt. Äquivalent gilt für die Koeffizienten α0, . . . , α|C|−1 in
X(q) ≡
|C|−1∑
j=0
αjq
j mod (q|C| − 1),
dass αj die Anzahl aller Bahnen der Operation von C auf X, deren Stabilisator-
ordnung j teilt, ist. Definiert wurde das Phänomen des zyklischen Siebens von V.
Reiner, D. Stanton und D. White 2003 in The Cyclic Sieving Phenomenon ([41])
und ist einer Erweiterung des q = −1-Phänomens von J. Stembridge ([48], [47]).
Ziel dieser Arbeit ist es, das Phänomen des zyklischen Siebens für sog. W -
nichtkreuzende Partitionen zu formulieren und zu beweisen. Als Grundlage diente
hierfür der Artikel Cyclic Sieving of Noncrossing Partitions for Complex Reflection
Groups von D. Bessis und V. Reiner ([11]). Was sind W -nichtkreuzende Partitio-
nen? Vorweg sei gesagt, dass W hier eine wohlerzeugte unitäre Spiegelungsgruppe
bezeichnet. Der Begriff der W -nichtkreuzenden Partitionen ist eine algebraische
Verallgemeinerung nichtkreuzender Partitionen einer endlichen Menge:
Definition. Zwei disjunkte Blöcke P und Q einer Partition von {1, . . . , n}
kreuzen sich, wenn es natürliche Zahlen 1 ≤ a < b < c < d ≤ n mit {a, c} ⊆ P und
{b, d} ⊆ Q gibt. Kreuzen sich keine Blöcke einer Partition von {1, . . . , n}, so heißt
diese nichtkreuzend.
Werden auf einem Kreis n Punkte eingezeichnet und im Uhrzeigersinn von 1
bis n nummeriert, so ist die Bedingung, dass sich zwei disjunkte Blöcke P und Q
einer Partition P von [n] kreuzen, äquivalent dazu, dass sich die konvexen Hüllen
von P und Q schneiden. Zur Veranschaulichung zeigt Abbildung 1 ein Beispiel einer
kreuzenden und einer nichtkreuzenden Partition.
Im Zusammenhang mit der algebraischen Verallgemeinerung des Begriffs der
nichtkreuzenden Partitionen spielen unitäre Spiegelungsgruppen eine zentrale Rol-
le. Worum handelt es sich also bei einer unitären Spiegelungsgruppe? Als Spiegelung
auf einem endlich-dimensionalen C-Vektorraum V bezeichnet man einen Endomor-
phismus von V endlicher Ordnung, der eine Hyperebene in V punktweise fixiert.
Wird eine Gruppe G von Spiegelungen auf V erzeugt, dann heißt sie unitäre Spie-
gelungsgruppe von V . Eine irreduzible Spiegelungsgruppe von V , die von dimCV
Spiegelungen erzeugt wird, heißt wohlerzeugt. In Kapitel 3 werden wir sehen, dass
in einer wohlerzeugten Spiegelungsgruppe W stets Coxeterelemente - bestimmte
reguläre Elemente - existieren. Außerdem können wir eine solche Gruppe mit einer
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Abbildung 1. Eine kreuzende und eine nichtkreuzende Partition
von {1, . . . , 5}.
Halbordnung versehen, so dass für ein Coxeterelement c und das neutrale Element
1W die Relation 1W ≤ c erfüllt ist. Das Ordnungsideal [1W , c] in W heißt dann die
Menge der W -nichtkreuzenden Partitionen und wird mit NC(W ) bezeichnet. Der
Begriff derW -nichtkreuzenden Partitionen geht zurück auf D. Bessis, T. Brady und
C. Watt ([8], [17] und [16]).
Wollen wir das Phänomen des zyklischen Siebens für die MengeW -nicht- kreu-
zender Partitionen NC(W ) formulieren, so benötigen wir noch eine zyklische Grup-
pe, die auf NC(W ) operiert, und eine erzeugende Funktion von NC(W ).
Um eine geeignete zyklische Gruppe zu finden, betrachten wir wieder unser Bei-
spiel der Menge nichtkreuzender Partitionen einer endlichen Menge {1, . . . , n}. Hier
soll die von (1 2 · · ·n− 1 n) erzeugte, zyklische Untergruppe von Sn auf der Menge
der nichtkreuzenden Partitionen operieren. Anschaulich werden durch diese Aktion
die n Punkte am Kreis gegen den Uhrzeigersinn verschoben. In der algebraischen
Verallgemeinerung entspricht diese Abbildung der Konjugation mit einem Coxete-
relement. Als zyklische Gruppe wählen wir daher die von einem Coxeterelement c
erzeugte, zyklische Gruppe C, die durch Konjugation auf NC(W ) operiert.
In Kapitel 2 wird gezeigt, dass einer unitären Spiegelungsgruppe von V ein-
deutig bestimmte natürliche Zahlen d1, . . . , ddimCV zugeordnet werden können, die
Grade von G. Sind d1 ≤ · · · ≤ ddimCV die Grade von W , so ist
Cat(W, q) =
dimCV∏
i=1
[ddimCV + di]q
[di]q
eine erzeugende Funktion von NC(W ), wobei [m]q = 1−q
m
1−q . Jetzt haben wir ein
den Voraussetzungen des Phänomens des zyklischen Siebens genügendes Tripel ge-
funden.
Satz (D. Bessis und V. Reiner [11], Therem 1.1). Das Tripel
(NC(W ),Cat(W, q), C)
erfüllt das Phänomen des zyklischen Siebens.
Zu Beginn wird in Kapitel 1 das Phänomen des zyklischen Siebens basierend
auf dem Artikel The Cyclic Sieving Phenomenon von V. Reiner, D. Stanton und
D. White ([41]) eingeführt. Um dann zu beweisen, dass NC(W ) das Phänomen des
zyklischen Siebens erfüllt, benötigen wir einerseits Grundlagen über unitäre Spiege-
lungsgruppen (Kapitel 2) und reguläre Elemente einer unitären Spiegelungsgruppe
(Kapitel 3) und andererseits einige Resultate aus dem Gebiet der Zopfgruppen uni-
tärer Spiegelungsgruppen (Kapitel 4), das der algebraische Topologie zugeordnet
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werden kann. Für die Kapitel 2 und 3 diente hauptsächlich das Buch Unitary Re-
flection Groups von G. I. Lehrer und D. Taylor ([35]) als Grundlage und Kapitel 4
orientiert sich an mehrere Artikel (z. B. [7], [9]) von D. Bessis. Im letzten Kapitel
werden die davor ausgearbeiteten Ergebnisse zu einem Beweis des obigen Satzes
zusammengefügt.
Abschließend wollen wir die Aussage des Satzes noch an einem Beispiel veran-
schaulichen, nämlich der Menge nichtkreuzenden Partitionen NC(5) von {1, . . . , 5}.
Als zyklische Gruppe wählen wir hier die von (1 2 3 4 5) erzeugten Untergruppe C
von S5, die in natürlicher Weise auf NC(5) operiert. Die Ereugendenfunktion mo-
dulo q5−1 ist dann 8q4 +8q3 +8q2 +8q+10. Wie wir am Anfang gesehen haben, ist
der konstante Term 10 die Anzahl jener C-Bahnen in NC(5), deren Stabilisatorord-
nung 0 teilt, also die Anzahl aller C-Bahnen in NC(5). Weil die Stabilisatorordnung
von 8 Bahnen 1 teilen und daher schon 1 sein muss, operiert C auf 8 Bahnen frei.
Abbildung 2. Repräsentanten der freien Bahnen der Operation
von C auf NC(5).

KAPITEL 1
Das Phänomen des zyklischen Siebens
J. R. Stembridge ([48], [47]) definierte 1994 das q = −1-Phänomen. 2003 wur-
de diese Definition von V. Reiner, D. Stanton und D. White ([41]) erweitert:
Seien X eine endliche Menge, n ∈ N und C eine zyklische Gruppe der Ordnung
n, die auf X operiert. Alle Elemente einer C-Bahn O in X besitzen dieselbe Sta-
bilisatoruntergruppe, deren Ordnung deswegen als Stabilisatorordnung der Bahn O
bezeichnet wird. Wähle außerdem eine Einbettung ω : C ↪→ C× von C in C×, deren
Bild in C× dann genau die Menge der n-ten komplexen Einheitswurzeln ist.
Definition 1.1. Ein Polynom X(q) mit Koeffizienten in N0, das X(1) = |X|
erfüllt, heißt q-Zähler oder erzeugende Funktion für X. Ist X(q) eine erzeugende
Funktion für X, so bezeichnen α0, . . . , αn−1 die eindeutig bestimmten Koeffizienten
in
X(q) ≡
n−1∑
i=0
αiq
i mod (qn − 1).
Seien nun X(q) eine erzeugende Funktion von X und AX :=
⊕
j≥0
AX,j ein
graduierter C-Vektorraum, sodass∑
j≥0
dimCAX,jqj = X(q)
gilt. Insbesondere muss dann dimCAX = |X| gelten. Die zyklische Gruppe C ope-
riere auf jeder Komponente AX,j von AX durch
c · v := ω(c)jv
für c ∈ C, v ∈ AX,j , womit eine Operation von C auf AX =
⊕
j≥0
AX,j gegeben ist.
Satz 1.2 (V. Reiner, D. Stanton und D. White [41], Proposition 2.1). Wird
die Notation wie oben gewählt, so sind folgende Aussagen äquivalent:
(i) Für alle c ∈ C gilt
X(ω(c)) = |{x ∈ X : c · x = x}|.
(ii) Die Anzahl der Bahnen von C in X, deren Stabilisatorordnung i teilt, ist
αi für alle 0 ≤ i ≤ n− 1.
(iii) Die Darstellung von C auf AX ist isomorph zu der zur C-Aktion auf X
gehörenden Permutationsdarstellung von C auf C[X].
Definition 1.3. Ein Tripel (X,X(q), C) erfüllt das Phänomen des zyklischen
Siebens, falls es einer der äquivalenten Bedingungen aus Satz 1.2 genügt.
Falls C eine zyklische Gruppe der Ordnung 2 ist, so beschreibt das Phänomen
des zyklischen Siebens für ein Tripel (X,X(q), C) das q = −1-Phänomen von J. R.
Stembridge.
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Um Satz 1.2 zu beweisen, werden noch einige Begriffe und Resultate aus der
Darstellungstheorie benötigt, siehe hierfür zum Beispiel Kapitel XVIII in Algebra
von Serge Lang ([30]).
Definition 1.4. Seien G eine endliche Gruppe und H eine Untergruppe von
G.
(i) Sind V ein C-Vektorraum und ρ : G→ GL(V ) eine Darstellung, so heißt
die Einschränkung von ρ auf H die Restriktion oder Einschränkung dieser
Darstellung auf H und wird mit ResGHρ : H → GL(V ) bezeichnet.
(ii) Sind W ein C-Vektorraum, ρ : H → GL(W ) eine Darstellung, m der
Index von H in G und x1, . . . , xm Repräsentanten der Linksnebenklassen
in G/H, so definiere V :=
m⊕
i=1
xiW , wo die xiW zu W isomorphe C-
Vektorräume sind. Da G disjunkte Vereinigung der Linksnebenklassen in
G/H ist, gibt es für jedes g ∈ G und für jedes 1 ≤ i ≤ m ein 1 ≤ jg,i ≤ m
und ein hg,i ∈ H, sodass
gxi = xjg,ihg,i
ist. Die induzierte Darstellung IndGHρ : G→ GL(V ) von H auf G ist dann
definiert als
IndGHρ(g)(v) = Ind
G
Hρ(g)(
m∑
i=1
xiwi) =
m∑
i=1
xjg,iρ(hg,i)(wi)
für g ∈ G, v ∈ V und gewisse w1, . . . , wm ∈W .
Beispiel 1.5. G operiert auf G/H durch g · xH = gxH. Die zur G-Aktion auf
G/H gehörende Permutationsdarstellung C[G/H] wird von der eindimensionalen,
trivialen Darstellung von H auf C induziert.
Bemerkung 1.6. Der Charakter von ResGH ist die Einschränkung des Charak-
ters der Darstellung von G auf H.
Ist B = {w1, . . . , ws} eine Basis von W , so ist B := {xiwj : 1 ≤ i ≤ m, 1 ≤ j ≤ s}
eine Basis von V =
m⊕
j=1
xjW . Bezeichnet DB(h) die Darstellungsmatrix der Opera-
tion von h ∈ H auf W , so ist die Darstellungsmatrix der induzierten Darstellung
von H gleich DB(g) = (Di,j(x−1j gxi))1≤i,j≤m für g ∈ G, wobei Di,j eine s × s -
Matrix ist, die definiert ist durch
Di,j(x−1j gxi) =
{
DB(x−1j gxi), falls x
−1
j gxi ∈ H,
0, sonst.
Bezeichnet χW den Charakter der Darstellung von H auf W , so ist der Charakter
der induzierten Darstellung von G auf H
χIndGHW (g) = Spur(DB(g)) =
∑
i∈Ig
χW (x−1i gxi).
für g ∈ G und Ig = {i ∈ {1, . . . ,m} : x−1i gxi ∈ H}.
Sind G eine endliche Gruppe, V ein C-Vektorraum, ρ, µ : G→ GL(V ) Darstel-
lungen von G mit Charakteren χρ und χµ, so sei
(ρ, µ) =
1
|G|
∑
g∈G
χρ(g)χµ(g−1).
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Proposition 1.7 (Frobenius-Reziprozität). Sind G eine endliche Gruppe,
H eine Untergruppe von G und U , W endlich-dimensionale C-Vektorräume, ρ :
G→ GL(U) und µ : H → GL(W ) Darstellungen, dann gilt
(IndGHµ, ρ)G = (µ,Res
G
Hρ)H .
Beweis: Bezeichnet Ig = {i ∈ {1, . . . ,m} : x−1i gxi ∈ H} für g ∈ G, so ist
(IndGHµ, ρ)G =
1
|G|
∑
g∈G
χIndGHµ(g)χρ(g
−1) =
1
|G|
∑
g∈G
χρ(g−1)
∑
i∈Ig
χµ(x−1i gxi)
=
1
|G|
m∑
i=1
∑
g∈xiHx−1i
χρ(g−1)χµ(x−1i gxi) =
1
|G|
m∑
i=1
∑
h∈H
χρ(xih−1x−1i )χµ(h)
=
1
|G|
m∑
i=1
∑
h∈H
χρ(h−1)χµ(h) =
m
|G|
∑
h∈H
χρ(h−1)χµ(h)
= (µ,ResGHρ)H .

Beweis von Satz 1.2: Um die Äquivalenz von (i) und (iii) zu zeigen, verwenden
wir, dass zwei Darstellungen einer Gruppe genau dann isomorph sind, wenn ihre
Charaktere übereinstimmen.
Um den Charakter der zur C-Aktion auf X gehörenden Permutationsdarstel-
lung C[X] zu berechnen, betrachte die Basis X von C[X] und die Darstellungsma-
trix der Operation eines c ∈ C auf C[X], deren (x, y)−te Eintragung entweder 1,
nämlich, wenn c · x = y ist, oder 0 ist. Die Spur dieser Darstellungsmatrix von c
und damit der Charakter in c ist daher |{x ∈ X : c · x = x}|.
Der Charakter der Darstellung von C auf AX ist die Summe der Charaktere
der Darstellungen von C auf den einzelnen Komponenten AX,j von AX . Da der
Charakter der Darstellung von C auf AX,j in einem c ∈ C gleich dimCAX,jω(c)j
ist, muss X(ω(c)) der Charakter der Darstellung von C auf AX sein.
Die Gleichheit von |{x ∈ X : c · x = x}| und X(ω(c)) für alle c ∈ C gilt also
genau dann, wenn die Darstellung von C auf AX und die zur C-Aktion auf X
gehörende Permutationsdarstellung isomorph sind.
Um die Äquivalenz von (ii) und (iii) zu beweisen, definiere zunächst für jedes
l ∈ Z/nZ eine irreduzible (eindimensionale) Darstellungen von C durch
σl : C → GL(C),
σl(c)(z) = ω(c)lz.
Die zyklische Gruppe C der Ordnung n besitzt n Konjugationsklassen und daher
n Isomorphieklassen irreduzibler Darstellungen. Deswegen sind idC, σ1, . . . , σn−1
schon alle irreduziblen Darstellungen von C. Da (σl, AX)C bzw. (σl,C[X])C die
Dimension der isotypischen Komponente von AX bzw. C[X] vom Typ σl für alle
l ∈ Z/nZ ist, sind die Darstellungen von C auf AX und die zu der C-Aktion auf
X gehörende Permutationsdarstellung auf C[X] genau dann isomorph, wenn die
Gleichung (σl, AX)C = (σl,C[X])C erfüllt ist.
Weil ω(c)−1 für jedes c ∈ C eine n-te komplexe Einheitswurzel ist, gilt
X(ω(c)−1) =
n−1∑
i=0
αiω(c)−i
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und daher∑
c∈C
ω(c)lX(ω(c)−1) =
∑
c∈C
(αl +
∑
k 6=l
αkω(c)l−k) = nαl +
∑
k 6=l
αk
∑
c∈C
ω(c)l−k = nαl,
weil
n−1∑
i=0
ωi = ω
n−1
ω−1 = 0 für jede n-te Einheitswurzel ω 6= 1 gilt. Das heißt aber,
dass
αl = (σl, AX)C
für alle l ∈ Z/nZ gilt.
Ist O eine Bahn von C in X, so stimmen die Stabilisatoren aller Elemente aus
O bezüglich der Operation von C auf X überein. Bezeichnet also CO die Stabi-
lisatoruntergruppe dieser Bahn, dann operiert C auf C/CO via c · xCO = cxCO,
und die zur C-Aktion gehörende Permutationsdarstellung C[C/CO] wird von der
trivialen Darstellung 1 von CO auf C induziert, siehe Beispiel 1.5. Nun ist aber X
disjunkte Vereinigung der Bahnen von C und daher ist
C[X] =
⊕
O∈C\X
C[O] =
⊕
O∈C\X
C[C/CO],
da O ∼= C/CO für alle Bahnen O von C in X gilt. Die zur C-Aktion gehörende
Permutationsdarstellung C[X] ist also die direkte Summe C[X] =
⊕
O∈C\X
IndCCO1.
Somit ist
(σl,C[X])C =
∑
O∈C\X
(σl, IndCCO1)C =
∑
O∈C\X
(ResCCOσl,1)CO
=
∑
{O∈C\X: |CO| teilt l}
1
= |{C-Bahnen O in X: Stabilisatorordnung von O teilt l}|,
denn
(ResCCOσl,1)CO =
1
|CO|
∑
c∈CO
ω(c)l =

1
|CO|
∑
c∈CO
1 = 1, falls l von |CO| geteilt wird,
ω(cˆ)|CO|−1
|CO|(ω(cˆ)−1) = 0, sonst,
wobei cˆ ein Erzeuger von CO ist.
Insgesamt ist αl die Anzahl der C-Bahnen in X, deren Stabilisatorordnung l
teilt, für alle l ∈ Z/nZ genau dann, wenn die Darstellung von C auf AX und die
zur C-Aktion auf X gehörende Permutationsdarstellung isomorph sind. 
Im Folgenden soll ein Beispiel für ein Tripel gegeben werden, das das Phänomen
des zyklischen Siebens erfüllt.
Definition 1.8. Sind n ∈ N, k ∈ N0 und q eine Unbestimmte, so definiere
[n]q :=
qn − 1
q − 1 ,
[n]q! :=
n∏
i=1
(qi − 1)
(q − 1)
und den q-Binomialkoeffizienten als[n
k
]
q
:=
[n]q!
[k]q![n− k]q! =
(qn − 1) · · · (qn−k+1 − 1)
(qk − 1) · · · (q − 1) .
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Proposition 1.9. Es gelten zwei q-Pascalregeln für den q-Binomialkoeffizienten,
nämlich
[n
k
]
q
=
[
n− 1
k − 1
]
q
+ qk
[
n− 1
k
]
q
und
[n
k
]
q
= qn−k
[
n− 1
k − 1
]
q
+
[
n− 1
k
]
q
für alle n ∈ N mit n ≥ 2 und 1 ≤ k ≤ n− 1.
Beweis: Sei n ∈ N. Da [n]q = 1 + q + · · · + qn−1 = [k]q + qk[n − k]q für alle
1 ≤ k ≤ n− 1 gilt, muss
[n
k
]
q
=
[n]q!
[k]q![n− k]q! =
[n− 1]q!([k]q + qk[n− k]q)
[k]q![n− k]q!
=
[n− 1]q!
[k − 1]q![n− k]q! + q
k [n− 1]q!
[k]q![n− k − 1]q! =
[
n− 1
k − 1
]
q
+ qk
[
n− 1
k
]
q
für alle 1 ≤ k ≤ n− 1 gelten. Die zweite Regel folgt aus [nk ]q = [ nn−k]q. 
Korollar 1.10. Jeder q-Binomialkoeffizient
[
n
k
]
q
ist ein Polynom in q.
Beweis: Für alle n ∈ N sind [n0 ]q = [nn]q = 1 Polynome in q. Mittels Induktion
nach n und Proposition 1.9 folgt dann die Aussage. 
Satz 1.11. Seien n ∈ N, [n] := {1, 2, . . . , n} und Pn,k die Menge aller k-
elementigen Teilmengen von [n], wobei 0 ≤ k ≤ n gelte, dann ist
[n
k
]
q
= q−
k(k+1)
2
∑
S∈Pn,k
q
P
s∈S
s
.(1)
Insbesondere sind jeder q-Binomialkoeffizient ein Polynom in q mit Koeffizienten
in N0 und
[
n
k
]
q=1
=
∑
S∈Pn,k
1 =
(
n
k
)
.
Beweis: Induktion nach n:
Ist n = 1, dann sind P1,0 = {∅} und daher die rechte Seite in (1) für k = 0
gleich 1 =
[
1
0
]
q
und P1,1 = {{1}} und somit die rechte Seite in (1) für k = 1 gleich
1 =
[
1
1
]
q
.
Sei n > 1. Ist k = 0, dann ist analog zum Fall n = 1 die Behauptung bewiesen.
Sei also k ≥ 1. Schreibe Pn,k = B ∪ B′, wo B := {S ∈ Pn,k : n /∈ S} und B′ :=
{S ∈ Pn,k : n ∈ S} sind. Aber B ist dann gleich Pn−1,k und B′ besteht aus den
Elementen in Pn−1,k−1 vereinigt mit {n}, womit
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∑
S∈Pn,k
q
− k(k+1)2 +
P
s∈S
s
=
∑
S∈B
q
− k(k+1)2 +
P
s∈S
s
+
∑
S∈B′
q
− k(k+1)2 +
P
s∈S
s
=
∑
S∈Pn−1,k
q
− k(k+1)2 +
P
s∈S
s
+
∑
S∈Pn−1,k−1
q
n− k(k+1)2 +
P
s∈S
s
=
∑
S∈Pn−1,k
q
− k(k+1)2 +
P
s∈S
s
+
∑
S∈Pn−1,k−1
q
− (k−1)k2 +
P
s∈S
s
qn−k
=
[
n− 1
k
]
q
+ qn−k
[
n− 1
k − 1
]
q
=
[n
k
]
q
nach Proposition 1.9 gilt. 
Die q-Binomialkoeffizienten
[
N
k
]
q
bzw.
[
N+k−1
k
]
q
sind nach Satz 1.11 erzeugende
Funktionen im Sinne der Definition 1.1 der Menge der k-elementigen Teilmengen
von [N ] bzw. der Menge der k-elementigen Multimengen mit Elementen aus [N ],
da
(
N + k − 1
k
)
die Anzahl der k-elementige Multimengen mit Elementen aus [N ]
ist.
Definition 1.12. Eine zyklische Untergruppe C von SN der Ordnung n ope-
riert fast frei auf der Menge [N ], falls C von einem Element cmit einer der folgenden
Eigenschaften erzeugt wird:
(i) c ist das Produkt von a disjunkten Zykel der Länge n, womit N = an
gelten muss.
(ii) c ist das Produkt von a + 1 disjunkten Zykel, wovon a der Länge n und
einer der Länge 1 sind, womit N = an+ 1 gelten muss.
Satz 1.13. Sei C eine zyklische Gruppe der Ordnung n, die fast frei auf [N ]
operiert.
(i) Sind X die Menge der k-elementigen Teilmengen in [N ] und X(q) :=[
N
k
]
q
, so erfüllt (X,X(q),C) das Phänomen des zyklischen Siebens.
(ii) Sind X die Menge der k-elementigen Multimengen in [N ] und X(q) :=[
N+k−1
k
]
q
, so erfüllt (X,X(q),C) das Phänomen des zyklischen Siebens.
Beweis: Siehe [41, Theorem 1.1].
Beispiel 1.14. Seien k = n = 6, N = 12 und C die zyklische Untergruppe der
S12, die von (1 3 5 7 9 11)(2 4 6 8 10 12) erzeugt wird. Dann operiert C auf der
Menge aller 6-elementigen Teilmengen von [12] = {1, . . . , 12} und es ist
X(q) =
[
12
6
]
q
≡ 160 + 150q + 156q2 + 152q3 + 156q4 + 150q5 mod (q6 − 1).
Die Anzahl aller Bahnen von C ist also 160 und die der Bahnen von C, auf denen
C frei operiert, ist 150. Außerdem gibt es 156 Bahnen von C, deren Stabilisator-
ordnungen 2 teilen, das heißt, entweder 1 oder 2 sind, da es aber 150 Bahnen mit
Stabilisatorordnung 1 geben muss, gibt es genau 6 Bahnen mit Stabilisatorordnung
2. Analog gibt es 2 Bahnen mit Stabilisatorordnung 3, 2 mit Stabilisatorordnung 6
und keine mit Stabilisatorordnungen 4 und 5.
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Beispiel 1.15. Bezeichnen n = k = 4, N = 8 und C die zyklische Untergruppe
von S8, die von (1 3 5 7)(2 4 6 8) erzeugt wird, so operiert C auf der Menge aller
4-elementigen Multimengen mit Träger [8] = {1, . . . , 8} und es gilt
X(q) =
[
11
4
]
q
≡ 86 + 80q + 84q2 + 80q3(mod(q4 − 1)).
Insgesamt besitzt C also 86 Bahnen, davon operiert C auf 80 frei, 4 haben die
Stabilisatorordnung 2 und 2 die Stabilisatorordnung 4.

KAPITEL 2
Unitäre Spiegelungsgruppen
In diesem Kapitel soll eine Einführung in die wichtigsten Begriffe im Zusam-
menhang mit Spiegelungsgruppen eines C-Vektorraums, auch Pseudo-Spiegelungen
genannt, gegeben werden.
1. Unitäre Spiegelungsgruppen
Seien V ein endlich-dimensionaler C-Vektorraum und n die Dimension von V
über C.
Definition 2.1. Sei G eine Untergruppe von GL(V ). Ein inneres Produkt (., .)
auf V heißt G-invariant, falls (g(v), g(w)) = (v, w) für alle g ∈ G und v, w ∈ V gilt.
Ein x ∈ GL(V ) heißt unitär bzgl. (., .), wenn (., .) invariant bezüglich der von x
erzeugten Untergruppe von G ist. Es bezeichne U(V ) die Gruppe aller unitären
Elemente von GL(V ), die sogenannte unitäre Gruppe von V .
Lemma 2.2. Sei G eine endliche Untergruppe von GL(V ), so gibt es ein G-
invariantes inneres Produkt auf V.
Beweis: Sei [., .] : V × V −→ C ein inneres Produkt auf V. Definiere eine
Abbildung (., .) : V × V −→ C durch (v, w) := ∑g∈G[g(v), g(w)]. Diese ist ein
G-invariantes inneres Produkt auf V . 
Definition 2.3. Ist g ∈ End(V ), so definiere
(i) Fix(g) = ker(1− g) = {v ∈ V : g(v) = v} und
(ii) [V, g] = Im(1− g).
Lemma 2.4. Ist (., .) : V × V −→ C ein inneres Produkt auf V , so gilt [V, g] =
(Fix(g))⊥ für alle g ∈ U(V ).
Beweis: Sei g ∈ U(V ), dann gilt [V, g] ⊆ (Fix(g))⊥, denn für beliebige u ∈ [V, g],
v ∈ Fix(g) gelten u = (1− g)(w) für ein w ∈ V und
(u, v) = (w − g(w), v) = (w, v)− (g(w), v) = (g(w), g(v))− (g(w), v)
= (g(w), g(v)− v) = 0.
Da die Dimensionen von [V, g] und (Fix(g))⊥ übereinstimmen, ist die Behauptung
bewiesen. 
Definition 2.5. Ein r ∈ GL(V ) heißt Spiegelung oder Pseudo-Spiegelung auf
V , falls die Ordnung von r endlich und dimC[V, r] = 1 sind. Insbesondere ist Fix(r)
eine Hyperebene in V, die sogenannte spiegelnde Hyperebene von r.
Sind (., .) ein inneres Produkt auf V , a ∈ V mit (a, a) = 1 und α ∈ C eine
primitive m-te Einheitswurzel für ein m ∈ N, so ist ra,α : V −→ V ,
(2) ra,α(v) := v − (1− α)(v, a)a,
eine unitäre Spiegelung der Ordnung m auf V bezüglich (., .), die die Hyperebene
Ca⊥ fixiert. Dieses a heißt dann Wurzel von r.
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Lemma 2.6. Sind r eine bezüglich eines Skalarprodukts (., .) unitäre Spiegelung
auf V mit spiegelnder Hyperebene H und Ordnung m und a ∈ V , sodass (a, a) = 1
und [V, r] = Ca gelten, dann gibt es eine primitive m-te Einheitswurzel α ∈ C,
sodass r = ra,α gilt.
Beweis: Da v−r(v) = (1−r)(v) ∈ [V, r] für alle v ∈ V gilt, gibt es ein Funktional
ϕ : V −→ C, das v − r(v) = ϕ(v)a für alle v erfüllt. Außerdem hat ϕ den Kern
H. Da a /∈ H ist, gibt es eine m-te Einheitswurzel α ∈ C, sodass r(a) = αa und
somit ϕ(a) = 1− α gelten. Schließlich ist ϕ(v) = (1− α)(v, a), denn die Abbildung
v 7→ (v, a) hat wie ϕ Kern H. 
Bemerkung 2.7. Allgemeiner gibt es für eine unitäre Spiegelung r mit spie-
gelnder Hyperebene H und ein Funktional LH ∈ V ∗ mit Kern H eine primitive
m-te Einheitswurzel α, sodass r(v) = v − (1− α)LH(v)LH(a)a für alle v ∈ V gilt.
Lemma 2.8. Für alle g ∈ U(V ) ist g ◦ ra,α ◦ g−1 = rg(a),α.
Beweis: Für g ∈ U(V ) ist gra,αg−1(v) = v − (1 − α) (v,g(a))(g(a),g(a))g(a) für alle
v ∈ V . 
Bemerkung 2.9. Sind r eine Spiegelung von V und H = Fix(r) die spiegeln-
de Hyperebene von r, so sind grg−1 wieder eine Spiegelung von V und g · H =
Fix(grg−1) die spiegelnde Hyperebene von grg−1 für alle g ∈ U(V )
Lemma 2.10. Jede Spiegelung von V ist unitär bezüglich eines inneren Produkts
auf V .
Beweis: Sei r ∈ GL(V ) eine Spiegelung von V , so ist die Ordnung von r end-
lich. Die zyklische Untergruppe G von GL(V ), die von r erzeugt wird, hat nun
endliche Ordnung, womit es nach Lemma 2.2 ein G-invariantes inneres Produkt auf
V gibt. 
Ist r eine Spiegelung von V der Ordnung m, so gibt es nach Lemma 2.4, Lem-
ma 2.10 ein inneres Produkt auf V mit [V, r] = Fix(r)⊥ und V = Fix(r) ⊕ [V, r].
Bezeichnet a eine Wurzel von r, das heißt, (a, a) = 1 und [V, r] = Ca, so gibt es
eine primitive m-te Einheitswurzel α mit r = ra,α nach Lemma 2.6. Insbesondere
ist r(a) = ra,α(a) = αa. Somit besitzt r die Eigenwerte 1 mit der Vielfachheit n−1
und α mit der Vielfachheit 1.
Jede endliche Untergruppe von GL(V ), die von Spiegelungen erzeugt wird, wird
nach Lemma 2.2 insbesondere von unitären Spiegelungen erzeugt.
Definition 2.11. Eine unitäre Spiegelungsgruppe von V ist eine endliche Un-
tergruppe von GL(V ), die von Spiegelungen erzeugt wird.
Beispiel 2.12. Seien n ∈ N und (., .) das Standardskalarprodukt auf Cn.
(i): Für jedesm ∈ N ist die zyklische Gruppe Cm derm-ten Einheitswurzeln in
C bezüglich der Linksmultiplikation eine unitäre Spiegelungsgruppe von
C.
(ii): Die symmetrische Gruppe Sn operiert treu auf Cn via Permutation der
Koordinaten für jedes n in N und kann daher als Untergruppe von Un(C)
aufgefasst werden. Ist τ = (i j) ∈ Sn eine Transposition, dann hat die-
se die Ordnung 2 und fixiert den (n − 1)-dimensionalen Teilraum Hτ :=
{(x1, . . . , xn) ∈ Cn : xi = xj} von Cn. Jede Transposition ist also eine uni-
täre Spiegelung auf Cn bezüglich (., .). Da Sn von Transpositionen erzeugt
wird, ist die symmetrische Gruppe Sn eine unitäre Spiegelungsgruppe auf
Cn.
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(iii): Die Diedergruppe der Ordnung 2m wird für jedes m in N von
x =
(
0 −e 2Πim
−e− 2Πim 0
)
und y =
(
0 −1
−1 0
)
aus U2(C) erzeugt. Außerdem fixieren x und y jeweils Geraden in C2. Die
Diedergruppe der Ordnung 2m wird also von unitären Spiegelungen in
U2(C) erzeugt und ist somit eine unitäre Spiegelungsgruppe auf C2, die
sogenannte Coxetergruppe vom Typ I2(m).
(iv): Eine vorzeichenbehaftete Permutation von [n] bezeichnet eine Permutation
σ von [±n] := {−n,−n+1, . . . ,−1, 1, . . . , n−1, n}, die σ(i) = −σ(−i) für
alle i ∈ [n] erfüllt. Die Gruppe der vorzeichenbehafteten Permutationen
wird von der Menge
{(i,−i) : i ∈ [n]} ∪ {(i, j)(−i,−j) : 1 ≤ i < j ≤ n} ∪ {(i,−j)(j,−i) : 1 ≤ i < j ≤ n}
erzeugt. Außerdem operiert sie auf Cn durch Permutieren und Ändern der
Vorzeichen der Koordinaten. Es gelten dann
Fix((i,−i)) = {(x1, . . . , xn) ∈ Cn : xi = 0} für alle i ∈ [n],
Fix((i, j)(−i,−j)) = {(x1, . . . , xn) ∈ Cn : xi = xj} für alle 1 ≤ i < j ≤ n und
Fix((i,−j)(j,−i)) = {(x1, . . . , xn) ∈ Cn : xi = −xj} für alle 1 ≤ i < j ≤ n.
Somit ist die Menge der vorzeichenbehafteten Permutationen eine unitäre
Spiegelungsgruppe von Cn, die sogenannte Coxetergruppe vom Typ Bn.
(v): Die von der Menge
{(i, j)(−i,−j) : 1 ≤ i < j ≤ n} ∪ {(i,−j), (j,−i) : 1 ≤ i < j ≤ n}
erzeugte Untergruppe der Gruppe vorzeichenbehafteter Permutationen
von [n] heißt die Coxetergruppe vom Typ Dn.
(vi): Bezeichnet [(θ1, . . . , θn)|σ] für eine Permutation σ ∈ Sn und θ1, . . . , θn ∈ C
jene n×n Matrix, deren (i, σ(i))-ten Einträge θi für alle i ∈ [n] und deren
restliche Einträge 0 sind, so ist
G(m,n, p) := {[(θ1, . . . , θn)|σ] : σ ∈ Sn, θi ∈ C mit θmi = 1 für alle i ∈ [n]
und (
n∏
i=1
θi)
m
p }
für m,n, p ∈ N mit p|m eine unitäre Spiegelungsgruppe auf Cn.
Proposition 2.13. Sei G eine unitäre Spiegelungsgruppe von V , dann ist jedes
Element aus G diagonalisierbar.
Beweis: Sei g ∈ G. Ist m := ord(g), dann ist tm−1 ein annihilierendes Polynom
von g und wird daher vom Minimalpolynom von g geteilt. Nun gilt aber tm − 1 =
m−1∏
j=0
(t−ζj), wo ζ0, . . . , ζm−1 paarweise verschiedenem-te Einheitswurzeln in C sind.
Daher ist g diagonalisierbar nach [26, Hauptsatz 5.5.3 (ii)]. 
Sind G eine Gruppe und ρ : G −→ GL(V ) eine Darstellung von G, dann
wird V als G-Modul bezeichnet. In diesem Fall wird ein Teilraum U von V , der
G · U ⊆ U erfüllt, G-Untermodul von V genannt. Besitzt nun ein G-Modul V nur
die G-Untermoduln {0} und V , dann heißt er irreduzibel.
Definition 2.14. Ist G eine unitäre Spiegelungsgruppe von V, dann ist die
Inklusion ı : G −→ GL(V ) eine treue Darstellung von G, die sog. natürliche Dar-
stellung von G. Eine unitäre Spiegelungsgruppe G heißt irreduzibel, falls V bezüglich
der natürlichen Darstellung von G ein irreduzibler G-Modul ist.
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Beispiel 2.15. Die symmetrische Gruppe Sn ist keine irreduzible unitäre Spie-
gelungsgruppe von Cn, da zum Beispiel der TeilraumW := {(x1, . . . , xn)t :
n∑
i=1
xi =
0} von Cn unter Sn invariant ist. Sn ist aber eine irreduzible unitäre Spiegelungs-
gruppe von W und wird dann als Coxetergruppe vom Typ An−1 bezeichnet.
2. Invariantenalgebra und Grade einer unitären Spiegelungsgruppen
Der Begriff der Invariantenalgebra einer endlichen Gruppe, die auf einem endlich-
dimensionalen C-Vektorraums wirkt, hat eine große Bedeutung im Zusammen-
hang mit unitären Spiegelungsgruppen. So ist eine endliche Gruppe, die auf einem
endlich-dimensionalen C-Vektorraum wirkt, genau dann eine Spiegelungsgruppe,
wenn der zugehörige Invariantenalgebra eine Polynomalgebra über C ist, wie in ge-
zeigt werden wird.
Seien in diesem Abschnitt V ein endlich-dimensionaler C-Vektorraum und n
die Dimension von V .
Es soll zunächst die Invariantenalgebra einer endlichen Untergruppe von GL(V )
definiert werden.
Die Tensoralgebra von V ist definiert als die direkte Summe
T (V ) :=
∞⊕
r=0
T r(V ),
wobei T r(V ) := V ⊗r ist. Durch lineares Fortsetzen auf T (V ) der Abbildungen
· : T k(V )× T l(V ) −→ T k+l(V ), die durch
(v1 ⊗ ...⊗ vk) · (w1 ⊗ ...⊗ wl) := v1 ⊗ ...⊗ vk ⊗ w1 ⊗ ...⊗ wl
für v1, . . . , vk, w1, . . . , wl ∈ V und für alle k, l ∈ N0 eindeutig festgelegt sind, ist
eine Multiplikation auf T (V ) definiert.
Bezeichnet I jenes Ideal in T (V ), das von der Menge {u⊗ v− v⊗u : u, v ∈ V }
erzeugt wird, dann definiere die symmetrische Algebra von V als die Quotientenal-
gebra
S(V ) := T (V )/I.
Jedes Element in I ist eine Summe von Elementen der Form a⊗ (u⊗ v−u⊗ v)⊗ b
für u, v ∈ V und homogene a, b ∈ T (V ) ist. Da diese Summanden homogen sind,
ist I =
∞⊕
k=0
I ∩ T k(V ). Mit Sk(V ) := T k(V )/(I ∩ T k(V )) gilt insbesondere
S(V ) =
∞⊕
k=0
Sk(V ).
Ist p : T (V )  T (V )/I, p(a) = a+ I, die kanonische Projektion, so setze
v1 · · · vk := p(v1 ⊗ · · · ⊗ vk)
für alle k ∈ N , v1, . . . , vk ∈ V . Aus der Definition von I folgt unmittelbar, dass
S(V ) eine kommutative C-Algebra ist. Da V ∩ I = {0} ist, kann V in S(V ) auf
natürliche Weise eingebettet werden.
Seien {v1, . . . , vn} eine Basis von V und
Bk := {vi1 · · · vik : 1 ≤ i1 ≤ · · · ≤ ik ≤ n} ⊆ Sk(V )
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für alle k ∈ N, dann sind Bk eine Basis von Sk(V ) für alle k ∈ N und S(V ) und
C[v1, . . . , vn] isomorphe C-Algebren.
Bezeichnet V ∗ den Dualraum von V und ist {X1, . . . , Xn} die Dualbasis von
V ∗ zu {v1, . . . , vn}, so ist
S := S(V ∗)
isomorph zu C[X1, . . . , Xn].
Ist ı : V −→ S(V ) die natürliche Einbettung von V in S(V ), dann besagt die
universelle Eigenschaft der symmetrischen Algebra, dass es für jede lineare Abbil-
dung l : V −→ A in eine kommutative C-Algebra mit 1 einen eindeutig bestimmten
C-Algebrahomomorphismus L : S(V ) −→ A mit L(1) = 1 gibt, der l = L ◦ ı erfüllt.
Siehe zum Beispiel [28, Proposition 6.23(b)].
Ist v ∈ V , so definiere eine lineare Abbildung lv : V ∗ → C durch
lv(ϕ) = ϕ(v)
für ϕ ∈ V ∗. Es gibt nun einen eindeutig bestimmten C-Algebrahomomorphismus
Lv : S → C
mit Lv(1) = 1 und lv = Lv ◦ ı nach der universellen Eigenschaft der symmetrischen
Algebra. Für ein P ∈ S setze dann P (v) = Lv(P ).
Lemma 2.16 (Lagrange Interpolation). Sind w1, . . . , ws paarweise verschie-
dene Elemente aus V und a1, . . . , as ∈ C beliebig, so gibt es ein P ∈ S, sodass
P (wi) = ai für alle 1 ≤ i ≤ s gilt.
Beweis: Es genügt zu zeigen, dass es Polynome P1, . . . , Ps gibt, sodass Pi(wj) =
δij für alle 1 ≤ i, j ≤ s gilt. Ohne Beschränkung der Allgemeinheit genügt es, dies
nur für P1 zu zeigen.
Hierfür verwenden wir Induktion über s. Für s = 1 ist die Aussage klar und
deswegen sei s > 1. Nach Induktionsvoraussetzung gibt es dann ein Q ∈ S mit
Q(wi) = δ1i für i ∈ {1, . . . , s − 1}. Weil w1 6= ws ist, gibt es eine lineare Funktion
L ∈ S mit L(w1) 6= L(ws). Definiere P1 := Q L−L(ws)L(ws)−L(ws) , so erfüllt P1 das Ge-
wünschte. 
Definiere eine Darstellung θ : GL(V ) −→ GL(V ∗) durch
θ(g)(ϕ) := ϕ ◦ g−1.
Für jedes g ∈ GL(V ) ist θ(g) : V ∗ −→ S(V ∗) linear. Nach der universellen Ei-
genschaft der symmetrischen Algebra gibt es für jedes g ∈ GL(V ) einen eindeutig
bestimmten Algebrahomomorphismus Θ(g) : S(V ∗) −→ S(V ∗) mit Θ(g)(1) = 1
und θ(g) = Θ(g) ◦ ı. Durch Θ : GL(V ) −→ EndC(S(V ∗)), g 7→ Θ(g), ist eine Dar-
stellung von GL(V ) auf S(V ∗) gegeben, denn aus θ(g ◦ h)(ϕ) = θ(g)(θ(h)(ϕ)) für
alle g, h ∈ GL(V ) und ϕ ∈ V ∗ folgt Θ(g ◦ h) = Θ(g) ◦ Θ(h) für alle g, h ∈ GL(V )
aus der universellen Eigenschaft der symmetrischen Algebra.
Für die Darstellung Θ von G auf S soll ab jetzt für g ∈ G und P ∈ S die Bezeich-
nung
g · P := Θ(g)(P )
verwendet werden.
Eine unitäre Spiegelung auf V wirkt dann in besonderer Weise auf S.
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Lemma 2.17. Seien r ∈ GL(V ) eine unitäre Spiegelung von V , H = Fix(r)
die spiegelnde Hyperebene von r und LH ∈ V ∗ mit Kern H wie in Bemerkung 2.7
aufgefasst als Element in S = S(V ∗), so ist LH homogen vom Grad 1 und es gibt
für alle P ∈ S ein Q ∈ S mit
r · P = P + LHQ.
Beweis: Weil Fix(r−1) = H ist, ist auch r−1 eine unitäre Spiegelung von V . Ist
a eine Wurzel von r, so ist a auch Wurzel von r−1. Nach Bemerkung 2.7 gibt es ein
λ ∈ C mit r−1(v) = v + λLH(v)a für alle v ∈ V und daher gilt
(r · ϕ)(v) = ϕ(r−1(v)) = ϕ(v) + λLH(v)ϕ(a)
für alle ϕ ∈ V ∗. Insbesondere gibt es für alle ϕ ∈ V ∗ ein β(ϕ) ∈ C mit
r · ϕ− ϕ = β(ϕ)LH .
Sind P1, P2 ∈ S, sodass es Q1, Q2 ∈ S mit r·P1 = P1+LHQ1 und r·P2 = P2+LHQ2
gibt, dann ist
r · (P1P2)− P1P2 = r · P1(r · P2 − P2) + (r · P1 − P1)P2 = LH(r · P1Q2 +Q1P2),
womit die Behauptung auch für P1P2 gilt. Da S von V ∗ erzeugt wird, ist die Be-
hauptung nun für alle P ∈ S gezeigt. 
Bezeichnet nun M(g) die Darstellungsmatrix eines g in GL(V ) bezüglich einer
Basis {v1, . . . , vn} von V , so gilt für i ∈ {1, . . . , n} und die zugehörige Dualbasis
{X1, . . . , Xn} von V ∗
(g ·Xi)(v) = Xi(g−1(v)) = Xi(g−1(
n∑
j=1
Xj(v)vj)) =
n∑
j=1
Xj(v)Xi(g−1(vj))
=
n∑
j=1
Xj(v)Mij(g−1) = M(g−1)i
X1(v)...
Xn(v)
 ,
wo M(g−1)i die i-te Zeile der Matrix M(g−1) ist. Somit ist die Darstellung von
GL(V ) auf S(V ∗) ∼= C[X1, . . . , Xn] gegeben durch
(g · P )(X1, . . . , Xn) = P (g ·X1), . . . , g ·Xn)
= P
(
M(g)−1 ·
X1...
Xn
).
Bezeichnet M∗(g) die Darstellungsmatrix von θ(g) bezüglich der Dualbasis
{X1, . . . , Xn} von V ∗ für jedes g ∈ GL(V ), so ist M∗(g) = (M(g)−1)t.
Seien {v1, . . . , vn} eine Orthonormalbasis von V und {X1, . . . , Xn} die zugehö-
rige Dualbasis von V ∗. Für ein unitäre Abbildung g ∈ U(V ) ist dann auch M(g)
unitär. Mit obiger Notation heißt das M(g)t ·M(g) = 1.
Lemma 2.18. Sei g ∈ U(V ) eine unitäre Abbildung. Wählt man die Bezeich-
nungen wie oben, dann ist M∗(g) = M(g).
Definition 2.19. Sei G eine Untergruppe von GL(V ). Ein P ∈ S heißt G-
invariant, falls g · P = P für alle g ∈ G gilt. Die Algebra aller G-invarianten
Polynome in S wird die Invariantenalgebra von G genannt. Sie wird mit J oder
SG bezeichnet.
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Ein wichtiger Zusammenhang zwischen den G-invarianten Polynomen in S und
der Operation von G auf V einer unitären Spiegelungsgruppe G wurde von E.
Noether formuliert:
Satz 2.20 (Noether). Sei G eine unitäre Spiegelungsgruppe von V . Sind v, w ∈
V , so gibt es genau dann ein g ∈ G mit g(v) = w, wenn P (v) = P (w) für alle
P ∈ SG gilt.
Beweis:
(⇒) : Es gelte g(v) = w für ein g ∈ G, dann ist P (w) = P (g(v)) = P (v) für alle
P ∈ SG.
(⇐) : Sei P (v) = P (w) für alle P ∈ SG. Liegt w nicht im Orbit Gv von v, so
gibt es nach Lemma 2.16 ein Q ∈ S mit Q(g(v)) = 1 für alle g ∈ G und
Q(w) = 0. Definiere nun P :=
∏
g∈G
gQ, dann sind P ∈ SG, P (v) = 1 und
P (w) = 0. Widerspruch. 
Definition 2.21. Sei G eine endliche Untergruppe von GL(V ). Die Abbildung
RG :S −→ SG,
RG(P ) =
1
|G|
∑
g∈G
g · P,
heißt der Reynoldsoperator von G.
Ist G eine endliche Untergruppe von GL(V ), so erfüllt der Reynoldsoperator
RG(P ) = P für alle P ∈ SG,
RG(αf + g) = αRG(f) +RG(g) für alle α ∈ C und f, g ∈ S und
RG(PQ) = PRG(Q) für alle P ∈ SG und Q ∈ S.
Sei F das von J + := {P ∈ SG : P (0) = 0} erzeugte Ideal in S. Weil der
Polynomring C[X1, . . . , Xn] noethersch ist, kann F von endlich vielen Elementen
erzeugt werden.
Der folgende Satz wurde erstmals von David Hilbert 1890 ([25]) formuliert und
bewiesen.
Satz 2.22. Seien G eine endliche Untergruppe von GL(V ) und F = {f1, . . . , fs}
ein Erzeugendensystem von F über S, wobei f1, . . . , fs homogen und G-invariant
sind, so wird SG als C-Algebra von F erzeugt.
Beweis: OBdA, sei fi 6= 0 für alle 1 ≤ i ≤ s. Ist jedes homogene Polynom
P ∈ SG ein Polynom über C in f1, . . . , fs, dann ist auch jedes Polynom in SG ein
Polynom in f1, . . . , fs. Sei also P ∈ SG homogen. Der Beweis wird via Induktion
über den Grad von P geführt.
Ist deg P = 0, dann ist P ein Polynom in f1, . . . , fs über C.
Sei nun deg P ≥ 1 und es gelte für alle homogenen Polynome in SG von kleinerem
Grad als P , dass sie ein Polynom in f1, . . . , fs über C sind. Weil P homogen ist,
ist P ein Element in F . Somit können homogene Polynome P1, . . . , Ps ∈ S gewählt
werden, sodass deg(Pi) = deg(P ) − deg(fi) für alle 1 ≤ i ≤ s und P =
s∑
i=1
Pifi
gelten. Es gilt dann
P = RG(P ) =
s∑
i=1
RG(Pi)fi,
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wobei RG(Pi) ∈ SG entweder homogen vom selben Grad wie Pi oder das Nullpo-
lynom ist. Nun ist deg(RG(Pi)) = deg(Pi) < deg(P ) für alle i = 1, . . . , s, also ist
RG(Pi) nach Induktionsvoraussetzung ein Polynom in f1, . . . , fs. Somit ist P ein
Polynom in f1, . . . , fs. 
Die Invariantenalgebra einer endlichen UntergruppeG vonGL(V ) wird also von
endlich vielen homogenen und G-invarianten Polynomen erzeugt. Ist G außerdem
eine unitäre Spiegelungsgruppe, so sind die Elemente jedes minimalen Erzeugenden-
systems von F , das aus homogenen, G-invarianten Polynomen besteht, algebraisch
unabhängig über C, wie im Folgenden bewiesen werden wird. Insbesondere ist dann
die Invariantenalgebra von G eine Polynomalgebra.
Dazu wird noch das folgende, etwas technische Lemma benötigt.
Lemma 2.23 (Chevalley ([21])). Seien G eine unitäre Spiegelungsgruppe von
V, r ∈ N und U1, . . . , Ur ∈ SG homogene Polynome, sodass U1 kein Element des von
U2, .., Ur erzeugten Ideals in SG ist. Falls es homogene Polynome P1, . . . , Pr ∈ S
gibt, sodass
r∑
i=1
PiUi = 0(3)
gilt, dann ist P1 ∈ F .
Beweis: Wird der Reynoldsoperator auf (3) angewandt, so ergibt sich
RG(P1)U1 + · · ·+RG(Pr)Ur = 0.(∗)
Induktion nach dem Grad von P1:
Ist der Grad von P1 gleich 0, so muss nach Voraussetzung P1 = 0 ∈ F sein, denn
wäre P1 6= 0 ∈ C, so würde U1 wegen RG(P1) = P1 in (∗) im von U2, . . . , Ur er-
zeugten Ideal in SG liegen.
Sei degP1 > 0. Ist G = 1, dann sind F = J + und daher P1 ∈ F . Seien also G 6= 1
und rH eine Spiegelung in G mit spiegelnder Hyperebene H. Wird rH auf (3) ange-
wandt und wird dann
r∑
i=1
PiUi subtrahiert, so folgt
r∑
i=1
(rH · Pi − Pi)Ui = 0. Wegen
Lemma 2.17 gibt es für alle i = 1, . . . , r ein homogenes Polynom Qi vom Grad klei-
ner Pi mit rH ·Pi−Pi = LHQi. Insbesondere muss
r∑
i=1
QiUi = 0 gelten und somit gilt
nach Induktionsvoraussetzung, dass Q1 ∈ F und daher rH · P1 − P1 = LHQ1 ∈ F
sind. Da G von Spiegelungen erzeugt wird, gilt g · P1 − P1 ∈ F für alle g ∈ G.
Schließlich gelten RG(P1)− P1 ∈ F und deswegen P1 ∈ F . 
Shephard und Todd ([43]) bewiesen erstmals, dass die Invariantenalgebra ei-
ner irreduziblen unitären Spiegelungsgruppe G eine Polynomalgebra ist, indem sie
für jede irreduzible unitäre Spiegelungsgruppe ein Erzeugendensystem aus algebra-
isch unabhängigen, homogenen und G-invarianten Polynomen angaben. Chevalley
([21]) gab dann erstmals einen für alle reellen Spiegelungsgruppen uniform gelten-
den Beweis, der auch für unitäre Spiegelungsgruppen gilt, wie später Serre ([42])
bemerkte.
Satz 2.24. Sind G eine unitäre Spiegelungsgruppe von V und F ein aus ho-
mogenen und G-invarianten Polynomen bestehendes minimales Erzeugendensystem
von F , so sind die Elemente von F algebraisch unabhängig über C.
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Beweis: Sei F = {f1, . . . , fs}. Angenommen, f1, . . . , fs sind algebraisch abhän-
gig, dann gibt es ein nichttriviales Polynom H ∈ C[Y1, . . . , Ys], das
H(f1, . . . , fs) = 0
erfüllt. Da H 6= 0 gilt, gibt es ein Monom cY k11 · · ·Y kss in H mit c 6= 0. Sind
d1, . . . , ds die Grade der erzeugenden Polynome, dann sei h := k1d1 + · · · + ksds.
Da H(f1, . . . , fs) = 0 ist, muss insbesondere die Summe aller Monome vom Grad
h in H(f1, . . . , fs), welche genau die Summe aller Monome c`1,...,`nY
`1
1 · · ·Y `ss mit
`1d1 + · · · + `sds = h in H an der Stelle (f1, . . . , fs) ist, das Nullpolynom sein. Es
gibt daher ein h ∈ N, sodass H so gewählt werden kann, dass k1d1 + · · ·+ ksds = h
für jedes Monom Y k11 · · ·Y kss , k1, . . . , ks ∈ N0, von H gilt.
Sei H nun so gewählt, dass h minimal ist. Für 1 ≤ i ≤ s setze Hi := ∂H∂Yi
und Ui := Hi(f1, . . . , fs), dann sind U1, . . . , Us homogen und G-invariant. Da H
nichttrivial ist, gibt es eine nichttriviale partielle Ableitung Hi0 von H und wegen
der Minimalität von h ist auch Ui0 6= 0. Sei {U1, . . . , Ut} ein minimales Erzeugen-
densystem des von {U1, . . . , Us} erzeugten Ideals in SG (nach möglicher Umnum-
merierung), das heißt, es gibt für alle t < k ≤ s Elemente Vk1 , . . . , Vkt in SG, sodass
Uk =
t∑
j=1
VkjUj und deg(Vkj ) = deg(Uk) − deg(Uj) = dj − dk für alle 1 ≤ j ≤ t
gelten. Partielles Ableiten beider Seiten der Gleichung 0 = H(f1, . . . , fs) ergibt
0 =
∂H
∂Xi
=
s∑
k=1
Uk
∂fk
∂Xi
=
t∑
k=1
Uk
∂fk
∂Xi
+
s∑
k=t+1
t∑
j=1
VkjUj
∂fk
∂Xi
=
t∑
j=1
Uj(
∂fj
∂Xi
+
s∑
k=t+1
Vkj
∂fk
∂Xi
)
für alle 1 ≤ i ≤ n. Außerdem ist für alle 1 ≤ i ≤ t nach Konstruktion Ui nicht in dem
von {Uj : 1 ≤ j ≤ t und j 6= i} erzeugten Ideal in SG enthalten. Nach Lemma 2.23
gilt nun für alle i ∈ {1, . . . , n} und für alle j ∈ {1, . . . , t}, dass ∂fj∂Xi +
s∑
k=t+1
Vkj
∂fk
∂Xi
∈
F ist. Diese Polynome haben für alle j unabhängig von i entweder Grad dj−1 oder
sind 0. Da F von f1, . . . , fs erzeugt wird, existieren homogene Polynome qi,j,m mit
∂fj
∂Xi
+
s∑
k=t+1
Vkj
∂fk
∂Xi
=
s∑
m=1
qi,j,mfm(∗)
für alle 1 ≤ i ≤ n und 1 ≤ j ≤ s. Mittels Multiplizieren beider Seiten von (∗)
mit Xi, mittels Summieren über alle i und mittels Anwenden der Eulerformel, die
besagt, dass
n∑
i=1
Xi
∂f
∂Xi
= deg(f) · f für beliebige Polynome f ∈ C[X1, . . . , Xn] gilt,
folgt schließlich die Identität
d1f1 +
s∑
k=t+1
Vk1dkfk =
s∑
m=1
q˜mfm.
Ist q˜1 6= 0, dann ist q˜1f1 homogen vom Grad größer als d1. Da d1f1 +
s∑
k=t+1
Vk1dkfk
homogen vom Grad d1 ist, wird der Term q˜1f1 durch Terme von
s∑
m=1
q˜mfm ausge-
löscht. Dies bedeutet aber, dass f1 im Erzeugnis von f2, . . . , fs liegt, was ein Wi-
derspruch zur Minimalität des Erzeugendensystems {f1, . . . , fs} ist. Die f1, . . . , fs
müssen also algebraisch unabhängig sein. 
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Definition 2.25. Sei G eine unitäre Spiegelungsgruppe von V . Eine Menge
von homogenen, algebraisch unabhängigen Polynomen, die ein Erzeugendensystem
der C-Algebra SG bildet, heißt eine Menge von Basisinvarianten von G.
Eine Menge von Basisinvarianten einer unitären Spiegelungsgruppe G ist nicht
eindeutig. Jedoch sind ihre Mächtigkeit und die Grade ihrer homogenen Elemente
eindeutig bestimmt, wie als nächstes bewiesen werden soll. Dazu muss der Quoti-
entenkörper der Invariantenalgebra von G genauer betrachtet werden.
Der Beweis des folgenden Satzes kann zum Beispiel in [30, VI §1 Theorem 1.8]
nachgelesen werden.
Satz 2.26 (Artin). Seien L ein Körper, G eine endliche Gruppe von Auto-
morphismen von L und K := LG der Körper der Fixpunkte von G in L. Dann ist L
eine endliche Galoiserweiterung von K vom Grad [L : K] = |G| mit Galoisgruppe
G.
Sei G eine Untergruppe von GL(V ) und bezeichne C(V ∗) den Quotientenkörper
von S, so ist durch g · PQ = g·Pg·Q für g ∈ G,P,Q ∈ S,Q 6= 0 eine Operation von G
auf C(V ∗) gegeben.
Korollar 2.27. Seien G eine unitäre Spiegelungsgruppe von V und F =
{f1, . . . , fs} eine Menge von Basisinvarianten von G, dann stimmen der Körper
der Fixpunkte der Operation von G auf C(V ∗) und der Quotientenkörper C(SG) =
C(f1, . . . , fs) von SG überein. Außerdem ist C(V ∗) eine Galoiserweiterung von
C(SG) vom Grad |G| mit Galoisgruppe G.
Beweis: Jedes Element aus C(V ∗) kann in der Form PQ mit Q ∈ SG geschrieben
werden, denn es gilt PQ =
P
Q
g 6=1 g·QQ
g∈G g·Q . Ist nun
P
Q ∈ C(V ∗)G mit Q ∈ SG, dann
muss auch P ∈ SG gelten. Somit ist C(V ∗)G = C(SG). Aus Artins Satz folgt, dass
C(V ∗) eine Galoiserweiterung von C(SG) vom Grad |G|mit Galoisgruppe G ist. 
Der Beweis des folgenden Satzes stammt von C. Chevalley ([21]).
Satz 2.28. Sei G eine unitäre Spiegelungsgruppe von V .
(i) Die Kardinalität einer beliebigen Menge von Basisinvarianten von G ist
n = dimCV .
(ii) Die Grade der Elemente einer Menge von Basisinvarianten von G sind
eindeutig bestimmt.
Beweis: Seien F = {f1, . . . , fs} eine Menge von Basisinvarianten von G und
d1, . . . , dn die Grade der Elemente von F . Da C(V ∗) nach Korollar 2.27 eine endli-
che Galoiserweiterung von C(SG) ist, stimmen die Transzendenzgrade über C von
C(V ∗) und C(SG) überein, siehe zum Beispiel [30, S.355-356]. Nun ist aber der
Transzendenzgrad von C(V ∗) gleich n und der von C(SG) = C(f1, . . . , fs) gleich s,
da f1, . . . , fs algebraisch unabhängig sind, woraus die erste Behauptung folgt.
Seien nun G = {g1, . . . , gn} eine weitere Menge von Basisinvarianten von G und
d˜1, . . . , d˜n die Grade der Elemente von G, dann gibt es Polynome F1, . . . , Fn und
G1, . . . , Gn, sodass gi = Gi(f1, . . . , fn) und fi = Fi(g1, . . . , gn) für alle 1 ≤ i ≤ n
gilt. Differenzieren nach gj und Verwenden der Kettenregel ergibt
∂Gi
∂gj
=
n∑
k=1
∂Gi
∂fk
∂Fk
∂gj
= δij
für alle 1 ≤ i, j ≤ n. Dies bedeutet aber (∂Gi∂fj )1≤i,j≤n · (∂Fk∂gl )1≤k,l≤n = In. Insbeson-
dere sind die Determinanten von (∂Gi∂fj )1≤i,j≤n und (
∂Fk
∂gl
)1≤k,l≤n ungleich 0. Somit
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gibt es Permutationen σ, pi ∈ Sn, sodass
n∏
i=1
∂Gi
∂fpi(i)
6= 0 und
n∏
k=1
∂Fk
∂gσ(k)
6= 0 sind,
und daher sind gi ein nichtkonstantes Polynom in fpi(i) und fk ein nichtkonstantes
Polynom in gσ(k) für alle 1 ≤ i, k ≤ n. Da deswegen insbesondere d˜i ≥ dpi(i) und
dk ≥ d˜σ(k) für alle 1 ≤ i, k ≤ n gilt, muss
n∑
i=1
d˜i =
n∑
i=1
di gelten. Wäre nun d˜i < dpi(i)
für ein i ∈ [n], dann würde das einen Widerspruch zu
n∑
i=1
d˜i =
n∑
i=1
di ergeben. Es
muss also d˜i = dpi(i) für alle i ∈ {1, . . . , n} gelten. 
Definition 2.29. Sei G eine Spiegelungsgruppe von V . Die Grade der Basisin-
varianten von G werden die Grade von G genannt und mit d1, . . . , dn bezeichnet.
Bemerkung 2.30. Die Grade einer unitären Spiegelungsgruppe G müssen alle
größer 0 sein, da die Elemente einer Menge von Basisinvarianten algebraisch unab-
hängig sind.
Zum Schluss dieses Abschnitts soll noch ein erstes Beispiel für die Wichtigkeit
der Grade einer unitären Spiegelungsgruppe gezeigt werden.
Proposition 2.31. Sind G eine irreduzible unitäre Spiegelungsgruppe v und
d1, . . . , dn die Grade von G, dann ist das Zentrum Z(G) von G eine zyklische Un-
tergruppe von G der Ordnung ggT(d1, . . . , dn).
Beweis: Da G irreduzibel ist, ist V ein einfacher C[G]-Modul. Nach dem Lem-
ma von Schur gilt deswegen EndC[G](V ) = {λ · idV : λ ∈ C} ∼= C. Nun ist aber
jedes Element aus Z(G) eine Einheit in EndC[G](V ) und nach Lemma B.1 ist jede
endliche Untergruppe von C× zyklisch, womit auch Z(G) zyklisch ist.
Sei F = {f1, . . . , fn} eine Menge von Basisinvarianten von G. Nach obiger Überle-
gung gibt es für jedes g ∈ Z(G) ein λg ∈ C mit g = λg · idV und fi = g ·fi = λ−dig fi
für alle 1 ≤ i ≤ n. Insbesondere muss λdig = 1 für alle g ∈ Z(G) und für alle i gelten.
Die Ordnung jedes Elements aus Z(G) muss alle Grade d1, . . . , dn und somit auch
ggT (d1, . . . , dn) teilen. Insgesamt teilt |Z(G)| dann ggT (d1, . . . , dn).
Umgekehrt, sei λ eine primitive d-te Einheitswurzel, sodass d ein Teiler von d1, . . . , dn
ist, dann definiert die Multiplikation λ ·idV ∈ GL(V ) eine Operation auf C(V ∗), die
C(SG) fixiert, weswegen λ · idV in der Galoisgruppe Gal(C(V ∗)/C(SG)) enthalten
ist. Diese ist aber nach Korollar 2.27 gleich G, womit λ · idV ∈ Z(G) gilt. Es sind
also d und somit ggT (d1, . . . , dn) Teiler von |Z(G)|.
Insgesamt ist daher |Z(G)| = ggT (d1, . . . , dn). 
3. Koinvariantenalgebra und Kograde unitärer Spiegelungsgruppen
Sind G eine endliche Gruppe, V ein C-Vektorraum der Dimension |G| und
{vg : g ∈ G} eine Basis von V , dann heißt die durch
h · vg := vhg für alle g, h ∈ G
eindeutig festgelegte Darstellung die reguläre Darstellung von G.
Seien nun V ein endlich-dimensionaler C-Vektorraum, n = dimCV , G eine
unitäre Spiegelungsgruppe von V und F das von J + = {P ∈ SG : P (0) = 0}
erzeugte Ideal in S.
Definition 2.32. Die Quotientenalgebra S/F heißt die Koinvariantenalgebra
von G.
Es wirkt G auf dem Quotientenkörper C(V ∗) von S durch g · PQ = g·Pg·Q für
g ∈ G,P,Q ∈ S,Q 6= 0. Nach Korollar 2.27 ist C(V ∗) eine Galoiserweiterung von
C(SG) vom Grad |G| mit Galoisgruppe G.
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Proposition 2.33. Wird C(V ∗) als Vektorraum über C(SG) betrachtet, so ist
die Darstellung von G auf C(V ∗) die reguläre Darstellung.
Beweis: Nach dem Satz über Normalbasen von Galoiserweiterungen, siehe zum
Beispiel [30, Kapitel VI §13], gibt es ein θ ∈ C(V ∗), sodass {g · θ : g ∈ G} eine
Basis von C(V ∗) über C(SG) ist. Nun folgt sofort, dass die Darstellung von G auf
C(V ∗) über C(SG) die reguläre Darstellung ist. 
Proposition 2.34 (Chevalley [21]). Seien P1, . . . , Pm homogene Elemente in
S, sodass
P1 = P1 + F, . . . , Pm = Pm + F ∈ S/F
linear unabhängig über C sind, dann sind P1, . . . , Pm als Elemente in C(V ∗) linear
unabhängig über C(SG).
Beweis: Angenommen, es gibt A1, . . . , Am ∈ SG nicht alle 0 und B1, . . . , Bm in
SG ungleich Null mit
(∗) A1
B1
P1 + · · ·+ Am
Bm
Pm = 0,
so gibt es U1, . . . , Um ∈ SG, die nicht alle 0 sind, mit U1P1 + · · ·+UmPm = 0. Seien
U1, . . . , Um so nummeriert, dass U1, . . . , Uk ungleich 0 und Uk+1 = · · · = Um = 0
sind. Es können U1, . . . , Uk nun homogen mit deg(Pi) + deg(Ui) = h für ein festes
h gewählt werden, sodass
(∗∗) U1P1 + · · ·+ UkPk = 0
gilt. Diese U1, . . . , Uk seien außerdem so geordnet, dass
deg(U1) = · · · = deg(Ut) < deg(Ut+1) ≤ · · · ≤ deg(Uk)
und damit deg(P1) = · · · = det(Pt) gelten. Nach Voraussetzung und Lemma 2.23
muss nach möglicher Umnummerierung U1 in dem von {U2, . . . , Ut} erzeugten Ideal
liegen. Es gilt also
(∗ ∗ ∗) U1 + a2U2 + · · ·+ atUt = 0
für gewisse a2, . . . , at ∈ C. Unter Verwendung der Identität (∗∗∗) kann nun in (∗∗)
der Term U1 eliminiert werden und es bleibt die Identität
U2(P2 − a2P1) + · · ·+ Ut(Pt − atP1) + Ut+1Pt+1 + · · ·+ UkPk = 0.
Diese ist nun aber von der Form (∗∗). Daher kann obiges Verfahren wiederholt
werden, so oft, bis U1, . . . , Ut−1 eliminiert sind, und es gilt dann
Ut
t∑
i=1
biPi + Ut+1Pt+1 + · · ·+ UkPk = 0
für gewisse b1, . . . , bt ∈ C, die nicht alle 0 sind. Da Ut nicht im von {Ut+1, . . . , Uk} in
SG erzeugten Ideal liegen kann, da deg(Ut) < deg(Ui) für alle i > t ist, ist
t∑
i=1
biPi ∈
F nach Lemma 2.23, was ein Widerspruch zur Voraussetzung ist. Es müssen also
P1, . . . , Pm als Elemente in C(V ∗) linear unabhängig über C(SG) sein. 
Korollar 2.35. Es gilt
|G| = dimC(SG)C(V ∗) ≥ dimCS/F.
Lemma 2.36. Seien P1, . . . , Pm homogene Polynome, sodass {P1, . . . , Pm} eine
Basis von S/F ist. Dann kann jedes P ∈ S auf eindeutige Weise als P = U1P1 +
· · ·+ UmPm mit U1, . . . , Um ∈ SG geschrieben werden.
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Beweis: (Chevalley [21]) Es genügt zu zeigen, dass sich jedes homogene Poly-
nom P in S in dieser Form schreiben lässt. Die Eindeutigkeit folgt dann aus Propo-
sition 2.34. Ist deg P = 0, dann gilt die Behauptung. Sei also deg P > 0, dann gibt
es nach Voraussetzung a1, . . . , am ∈ C und Q ∈ F mit P = a1P1 + · · ·+amPm +Q.
Da F von homogenen, G-invarianten Polynomen f1, . . . , fn erzeugt werden kann,
gibt es homogene Polynome Ai mit deg(Ai) < deg(P ) und Q =
n∑
i=1
Aifi. Die Be-
hauptung folgt nun mittels Induktion. 
Korollar 2.37. Es gilt
dimCS/F = |G|.
Beweis: Seien P1, . . . , Pm homogene Polynome in S, sodass {P1, . . . , Pm} eine
Basis von S/F ist. Es ist zu zeigen, dass C(V ∗) von P1, . . . , Pm über C(SG) erzeugt
wird. Sei also PQ ∈ C(V ∗), dann gibt es nach dem Beweis von Korollar 2.27 ein
P˜ ∈ S und ein Q˜ ∈ SG, sodass PQ = P˜Q˜ ist. Nach Lemma 2.36 gibt es eindeutige
U1, . . . , Um ∈ SG mit P˜ =
m∑
i=1
UiPi, womit PQ =
m∑
i=1
Ui
Q˜
Pi, wobei UiQ˜ ∈ C(SG) gilt,
ist. 
Korollar 2.38. Sei G eine unitäre Spiegelungsgruppe, dann gilt S ∼= SG ⊗C
S/F als graduierte G-Moduln.
Beweis: Seien P1, . . . , Pm homogene Polynome in S, sodass {P1, . . . , Pm} eine
Basis von S/F ist. Definiere eine C-bilineare Abbildung
φ : SG × S/F −→ S, φ((U,Pi)) = UPi,
dann induziert diese nach der universellen Eigenschaft des Tensorprodukts und nach
Lemma 2.36 einen Isomorphismus Φ : SG⊗S/F −→ S mit φ((U ⊗Pi)) = UPi. 
Proposition 2.39. Die Darstellung von G auf S/F ist die reguläre Darstel-
lung.
Beweis: Wähle homogene Polynome P1, . . . , Pm ∈ S, sodass {P1, . . . , Pm} eine
Basis von S/F bildet. Nach Korollar 2.38 gibt es für alle g ∈ G Elemente Uij(g) aus
SG, die g ·Pj =
m∑
i=1
Uij(g)Pi für alle j erfüllen. Weil nach Korollar 2.37 {P1, . . . , Pm}
eine Basis von C(V ∗) über C(SG) bildet, ist die Spur der Aktion von g auf C(V ∗)
über C(SG) gleich
n∑
i=1
Uii(g). Nun gilt aber
m∑
i=1
Uii(g) = 0 für alle g 6= 1 wegen
Proposition 2.33 und
m∑
i=1
Uii(1) = |G|. Insbesondere ist also auch die Spur der Ope-
ration von g auf S/F gleich 0, falls g 6= 1, oder gleich |G|, falls g = 1, das heißt, die
Darstellung von G auf S/F ist die reguläre Darstellung. 
Als nächstes wird ein weiterer wichtiger Begriff eingeführt, nämlich der der
Kograde einer Spiegelungsgruppe. Definiere zunächst eine Derivation einer kom-
mutativen C-Algebra A als eine lineare Abbildung D : A −→ A, die
D(ab) = D(a)b+ aD(b)
für alle a, b ∈ A erfüllt. Die Menge aller Derivationen von A ist dann ein C-
Vektorraum, der mit Der(A) bezeichnet wird. Ist zum Beispiel A = S(V ∗), dann
wird ein Polynom in Derivationen von S(V ∗) Differentialoperator von V genannt.
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Die C-Algebra der Differentialoperatoren von V wird mit Diff(V ) bezeichnet. Für
ein v ∈ V und ein f ∈ S definiere die Richtungsableitung in Richtung v als
Dvf(x) = lim
t→0
f(x+ tv)− f(x)
t
.
Sind {v1, . . . , vn} eine Basis von V und {X1, . . . , Xn} die Dualbasis von V ∗ zu
{v1, . . . , vn}, dann ist
Dvi =
∂
∂Xi
(4)
für alle 1 ≤ i ≤ n. Die Abbildung D : V −→ Diff(V ), v 7→ Dv, ist linear. Nach der
universellen Eigenschaft der symmetrischen Algebra lässt sich diese Abbildung zu
einem C-Algebrahomomorphismus D : S(V ) −→ Diff(V ) fortsetzen. Das Bild von
S(V ) in Diff(V ) wird mit DS(V) bezeichnet.
Lemma 2.40. Sind g ∈ GL(V ), f ∈ S(V ) und P ∈ S(V ∗), so ist
g · (DfP ) = Dg·f (g · P ).
Beweis: Ist die Behauptung für f1, f2 ∈ S(V ) gezeigt, dann gilt sie auch für ihr
Produkt f1f2 =: f , denn
g ·DfP = g ·Df1f2P = g ·Df1(Df2P ) = Dg·f1(g ·Df2P )
= Dg·f1(Dg·f2(g · P )) = D(g·f1)(g·f2)(g · P ) = Dg·f (g · P ).
Da die Behauptung linear in f ist, genügt es, zu zeigen, dass die Behauptung für
f = v ∈ V gilt.
Für v, x ∈ V gilt nun
g ·DvP (x) = DvP (g−1(x)) = lim
t−→0
P (g−1(x) + tv)− P (g−1(x))
t
= lim
t−→0
g · P (x+ tg(v))− g · P (x)
t
= Dg·v(g · P )(x).

Da GL(V ) auf V auf natürliche Weise durch g · v = g(v) für g ∈ GL(V ), v ∈ V
operiert, kann für jedes g ∈ GL(V ) die lineare Abbildung V → S(V ), v 7→ g(v),
auf eindeutige Weise zu einem Algebrahomomorphismus Lg : S(V ) → S(V ) mit
Lg(1) = 1 und Lg(v) = g(v) für alle v ∈ V fortgesetzt werden nach der universellen
Eigenschaft der symmetrischen Algebra.
Somit operiert GL(V ) auf S(V ) durch g 7→ Lg für g ∈ GL(V ). Ist G eine
Untergruppe von GL(V ), so heißt ein f ∈ S(V ), das Lg(f) = f für alle g ∈ G
erfüllt, G-invariant. Die C-Algebra aller G-invarianten Elemente in S(V ) wird dann
mit S(V )G bezeichnet. Die Graduierung von S(V ) = ⊕
k≥0
Sk(V ) wird auf S(V )G
vererbt, das heißt, S(V )G = ⊕
k≥0
S(V )G ∩ Sk(V ). Es bezeichne dann J (V )+ :=⊕
k≥1
S(V )G ∩ Sk(V ).
Definition 2.41. Sei G eine unitäre Spiegelungsgruppe von V . Ein P ∈ S(V ∗)
heißt G-harmonisch, falls Df (P ) = 0 für alle f in J (V )+ gilt. Der Vektorraum aller
G-harmonischen Polynome wird mit H bezeichnet.
Sei G eine unitäre Spiegelungsgruppe von V . Die Menge der G-harmonischen
Polynome und die Koinvariantenalgebra von G sind isomorphe G-Moduln nach [35,
S. 181-184]. Daher ist die Darstellung von G auf H die reguläre Darstellung nach
Proposition 2.39.
3. KOINVARIANTENALGEBRA UND KOGRADE UNITäRER SPIEGELUNGSGRUPPEN 29
Sei A(G) die Menge der spiegelnden Hyperebenen von G. Wähle für jede spie-
gelnde Hyperebene H von G eine Linearform LH ∈ V ∗ mit ker(LH) = H und
setze
Π =
∏
H∈A(G)
LeH−1H ,
wo eH die Ordnung der Untergruppe GH = {g ∈ G : H ⊆ Fix(g)} von V ist.
Nach [35, Theorem 9.38] ist P ∈ S(V ∗) genau dann G-harmonisch, wenn es
ein f ∈ S(V ) mit P = Df (Π) gibt. Ist also N =
∑
H∈A(G)
(eH − 1) die Anzahl der
Spiegelungen in G, dann ist H ein graduierter G-Modul H =
N⊕
k=0
Hk, wo HN = CΠ
und Hk = H ∩ Sk(V ∗) der von den (N − k)-ten partiellen Ableitungen von Π er-
zeugte C-Vektorraum sind.
Falls nun M1,M2,M endlich-dimensionale G-Moduln und χM1 bzw. χM2 die
Charaktere der Darstellung von G auf M1 bzw. M2 sind, dann sei
(M1,M2) := (χM1 , χM2) = dimCHomC[G](M1,M2).
Definition 2.42. Für einen G-Modul M der Dimension r sei
fM (t) :=
N∑
i=0
(M,Hi)ti = tq1(M) + · · ·+ tqr(M),
wobei qi(M) ≤ qi+1(M) für alle 1 ≤ i ≤ r − 1, N die Anzahl der Spiegelungen in
G und r = (M,H) sind.
Das r-Tupel (q1(M), . . . , qr(M)) heißt Folge der M -Exponenten von G.
Ist M ein G-Modul, dann sei MG := {m ∈M : g ·m = m für alle g ∈ G}.
Lemma 2.43. Seien M1,M2 endlich-dimensionale G-Moduln. Dann gelten
(i) M1 ⊗M∗2 ∼= Hom(M2,M1),
(ii) (M1 ⊗M∗2 )G ∼= HomC[G](M2,M1) und
(iii) dimC(M1 ⊗M∗2 )G = (M2,M1).
Beweis: Siehe [30, Kapitel XVI §5]. 
Sei M ein irreduzibler, endlich-dimensionaler G-Modul. Da die Darstellung
von G auf H die reguläre Darstellung und der Charakter χ der regulären Dar-
stellung durch χ(1) = |G| und χ(g) = 0 für alle g 6= 1 ∈ G gegeben sind, gilt
(M,H) = dimCM .
Auf S ⊗M∗ ist eine Darstellung von G via
g · (P ⊗ y) := g · P ⊗ g · y
für P ∈ S und für y ∈M∗ gegeben.
Definition 2.44. Seien G eine Gruppe und M =
⊕
i≥0
Mi ein G-Modul, der
direkte Summe endlich-dimensionaler G-Moduln {Mi}i≥0 ist, dann heißt M ein
graduierter G-Modul.
Wird S ⊗M∗ mit der Graduierung S ⊗M∗ =
∞⊕
k=0
(Sk ⊗M∗) betrachtet, dann
sind die graduierten Bestandteile {Sk ⊗M∗}k≥0 von S⊗M∗ bezüglich dieser Wir-
kung G-invariant, das heißt, S ⊗M∗ ist ein graduierter G-Modul.
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Betrachte H⊗M∗ mit der Graduierung H⊗M∗ =
N⊕
i=0
(Hi ⊗M∗), dann ist
(H⊗M∗)G =
N⊕
i=0
(Hi ⊗M∗)G,
wobei N die Anzahl der Spiegelungen in G ist. Außerdem ist mit Lemma 2.43
r = (M,H) = dimCM.
Wähle nun Basen Bi = {ui1 , . . . , ui(Hi,M)} von (Hi⊗M∗)G für alle 0 ≤ i ≤ N , dann
ist B = {u1, . . . , ur} :=
N⋃
i=0
Bi eine Basis von (H⊗M∗)G, sodass mit entsprechender
Nummerierung ui homogen vom Grad qi(M) für alle 1 ≤ i ≤ r ist.
Es gilt H⊗ (M1⊕M2) = (H⊗M1)⊕ (H⊗M2) für beliebige G-Moduln M1,M2. Ist
also M ein beliebiger endlich-dimensionaler G-Modul, so besitzt (H ⊗M∗)G eine
Basis {u1, . . . , ur}, sodass jedes ui homogen vom Grad qi(M) ist.
Seien also M ein beliebiger endlich-dimensionaler G-Modul und r = dimCM , dann
wird S ⊗M zu einem S-Modul via P · (Q⊗ y) := (PQ)⊗ y für alle P,Q ∈ S und
y ∈M .
Proposition 2.45. (i) S ⊗M und (S ⊗M∗)G sind freie SG-Moduln.
(ii) Ist {u1, . . . , ur} eine C-Basis von (H⊗M∗)G, dann ist {u1, . . . , ur} eine
SG-Basis von (S ⊗M∗)G.
(iii) Sind die u1, . . . , ur in (ii) homogen, dann sind ihre Grade dieM -Exponenten
von G, das heißt, deg ui = qi(M) für alle 1 ≤ i ≤ r.
Beweis: Es gilt S ∼= SG ⊗ H nach Korollar 2.38 und aufgrund der Gleichheit
von H und der Koinvariantenalgebra. Falls {H1, . . . ,H|G|} eine Basis von H ist,
so lässt sich jedes P ∈ S eindeutig schreiben als P =
|G|∑
j=1
FjHj , wo Fj ∈ SG für
alle 1 ≤ j ≤ |G| ist. Daher ist S ein freier SG-Modul, wobei jede Basis von H eine
SG-Basis von S ist. Somit ist S ⊗M ein freier SG-Modul.
Schließlich ist mit obiger Notation
(S ⊗M∗)G ∼= ((SG ⊗H)⊗M∗)G ∼= (SG ⊗ (H⊗M∗))G ∼= SG ⊗ (H⊗M∗)G
∼= SGu1 ⊗ · · · ⊗ SGur,
womit die restlichen Behauptungen bewiesen sind. 
Definition 2.46. Sei G eine Spiegelungsgruppe von V . Die Kograde von G
sind definiert als
d∗j := qj(V
∗)− 1
für alle 1 ≤ j ≤ n.
4. Hilbert-Poincaréreihen unitärer Spiegelungsgruppen
Ein wichtiges Werkzeug im Zusammenhang mit der Invariantentheorie endlicher
Gruppen ist die Hilbert-Poincaréreihe. Mit ihrer Hilfe können wichtige Anwendun-
gen der Invariantentheorie für unitäre Spiegelungsgruppen bewiesen werden.
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4.1. Hilbert-Poincaréreihen.
Definition 2.47. Seien G eine Gruppe und M =
⊕
i≥0
Mi ein graduierter G-
Modul.
(i) Die Hilbert-Poincaréreihe von M sei die formale Potenzreihe
PM (t) =
∞∑
i=0
dim(Mi)ti ∈ Z[[t]].
(ii) Für beliebiges g ∈ G sei die relative Hilbert-Poincaréreihe die formale
Potenzreihe
PM (g, t) :=
∞∑
i=0
Spur(g,Mi)ti ∈ C[[t]],
wo Spur(g,Mi) die Spur der Einschränkung von g auf Mi bezeichnet.
Insbesondere ist PM (1, t) = PM (t).
(iii) Sind G eine endliche Gruppe, Vχ ein endlich dimensionaler C-Vektorraum
und ρχ : G −→ GL(Vχ) eine irreduzible Darstellung von G mit Charakter
χ, dann definiere
PM,χ(t) =
∞∑
i=0
(Mi, Vχ)ti ∈ Z[[t]],
wo (Mi, Vχ) jene Häufigkeit ist, mit der Vχ in der Zerlegung von Mi in
irreduzible G-Moduln vorkommt.
Lemma 2.48. Sind G eine Gruppe, M1 und M2 graduierte G-Moduln und g ∈
G, so sind
PM1⊕M2(g, t) = PM1(g, t) + PM2(g, t) und
PM1⊗M2(g, t) = PM1(g, t)PM2(g, t).
Beweis: Sind M1 =
∞⊕
i=0
M1,i und M2 =
∞⊕
j=0
M2,j , so sind
(M1 ⊕M2)k = M1,k ⊕M2,k bzw.
(M1 ⊗M2)k =
k⊕
i=0
M1,i ⊗M2,k−i
die k-ten graduierten Komponenten von M1 ⊕M2 bzw. M1 ⊗M2, womit
Spur(g, (M1 ⊕M2)k) = Spur(g,M1,k) + Spur(g,M2,k) bzw.
Spur(g, (M1 ⊗M2)k) =
k∑
i=0
Spur(g,M1,i)Spur(g,M2,k−i)
sind. Die erste Behauptung folgt sofort und die zweite aus der Definition des Pro-
dukts zweier formaler Potenzreihen. 
Sind G eine endliche Gruppe, M ein endlich dimensionaler G-Modul und r =
dimCM , so setze
Wk(M) = span{m1 ⊗ · · · ⊗mk ∈ T k(M) : ∃i 6= j ∈ [k] mit mi = mj} ⊆ T k(M).
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BezeichnetW(M) = ⊕
k≥0
Wk(M), so ist die Graßmann-Algebra oder äußere Algebra
die Faktoralgebra
Λ(M) = T (M)/W(M).
Das Produkt auf Λ(M) wird mit a∧ b für a, b ∈ Λ(M) bezeichnet. Sind a ∈ Λk(M)
und b ∈ Λl(M), so ist a ∧ b = (−1)k+lb ∧ a. Insbesondere sind m ∧m = 0 für alle
m ∈M und T k(M)/Wk(M) = 0 für alle k > r.
Bezeichnet Λk(M) = T k(M)/Wk(M), so sind Λ(M) und ⊕
k≥0
Λk(M) als C-Vektorräume
isomorph. Ist {m1, . . . ,mr} eine Basis von M , dann ist
{mi1 ∧ · · · ∧mik : 1 ≤ i1 < · · · < ik ≤ r}
eine Basis von Λk(M), deren Mächtigkeit
(
r
k
)
ist. Die Dimension von Λ(M) ist
daher 2r.
Die Wirkung von G auf M kann auf S ⊗ Λ(M) fortgesetzt werden.
Lemma 2.49. Seien W1,W2 endlich dimensionale C-Vektorräume, dann gelten
(i) S(W1 ⊕W2) ∼= S(W1)⊗ S(W2) und
(ii) Λ(W1 ⊕W2) ∼= Λ(W1)⊗ Λ(W2).
Beweis:
(i) Siehe [30, Kapitel XVI Proposition 8.2].
(ii) Siehe [30, Kapitel XIX Proposition 1.4].

Als nächstes werden einige Hilbert-Poincaréreihen explizit angegeben.
Beispiel 2.50. Sind {v1, . . . , vn} eine Basis von V und {X1, . . . , Xn} die zu-
gehörige Dualbasis von V ∗, so ist S(V ∗) = S(
n⊕
j=1
CXj) =
n⊗
j=1
S(CXj) =
n⊗
j=1
C[Xj ]
nach Lemma 2.49(i).
Weil PC[X](t) =
∞∑
i=0
ti = 11−t ist, gilt nach Lemma 2.48
PS(t) =
1
(1− t)n .(5)
Beispiel 2.51. Sind G eine unitäre Spiegelungsgruppe, {v1, . . . , vn} eine Basis
von V und {X1, . . . , Xn} die zugehörige Dualbasis von V ∗, so ist
SG = C[f1, . . . , fn] = S(
n⊕
i=1
C · fi) =
n⊗
i=1
C[fi]
nach Lemma 2.49(i), wo {f1, . . . , fn} eine Menge von Basisinvarianten von G mit
deg(fi) = di ist. Daher gelten
PC[fi](t) =
∞∑
k=0
tdik =
1
1− tdi
für alle 1 ≤ i ≤ n und
PSG(t) =
n∏
i=1
1
1− tdi .(6)
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Beispiel 2.52. Sei V =
⊕
k≥1
Vk ein graduierter endlich-dimensionaler C-Vektor-
raum. Sind d ∈ N und U ein eindimensionaler Teilraum von Vd, so sind Λ(U) =
C⊕ U und daher nach Lemma 2.48
PΛ(U)(t) = 1 + td.
Aus Lemma 2.49(ii) folgt somit
PΛ(V )(t) =
∏
i≥1
(1 + ti)dim(Vi).
Beispiel 2.53. Seien G eine unitäre Spiegelungsgruppe mit Graden d1, . . . , dn
und M ein graduierter G-Modul. Nach Proposition 2.45 und Beispiel 2.51 ist
P(S⊗M∗)G(t) = PSG⊗(H⊗M∗)G(t)
2.48= PSG(t)fM (t) =
n∏
i=1
1
1− tdi fM (t).
Lemma 2.54. Sind V ein endlich dimensionaler C-Vektorraum und G eine
endliche Gruppe, die auf V operiert, dann gilt für alle g ∈ G
PS(V )(g, t) =
1
detV (1− gt) .(7)
Beweis: Sei g ∈ G. Da G endlich und daher auch die Ordnung von g endlich
ist, kann eine Basis {v1, . . . , vm} von V bestehend aus g-Eigenvektoren mit den
Eigenwerten λ1, . . . , λm gewählt werden. Insbesondere bildet dann die Menge der
Monome in v1, . . . , vm eine Basis von S(V ), die aus g-Eigenvektoren besteht. Ge-
nauer ist jedes Monom vk11 · · · vkmm ein g-Eigenvektor mit Eigenwert λk11 · · ·λkmm . Wir
betrachten S(V ) mit der Graduierung S(V ) =
∞⊕
k=0
Sk(V ), wo Sk(V ) den von der
Menge der homogenen Polynome in v1, . . . , vm vom Grad k erzeugten Teilraum von
S(V ) bezeichnet. Dann gilt
Spur(g,Sk(V )) =
∑
(k1,...,km)∈Ik
λk11 · · ·λkmm
für Ik = {(k1, . . . , km) ∈ Nm0 :
m∑
i=1
ki = k}. Schließlich ist
PS(V )(g, t) =
∞∑
k=0
(
∑
(k1,...,km)∈Ik
λk11 · · ·λkmm )tk =
m∏
i=1
1
1− λit =
1
detV (1− gt) .

Lemma 2.55. Ist G eine endliche Gruppe, die auf einem endlich-dimensionalen
C-Vektorraum V operiert, so gilt für alle g ∈ G
PΛ(V )(g, t) = detV (1 + gt)(8)
.
Beweis: Seien g ∈ G, {v1, . . . , vm} eine Basis von V , die aus Eigenvektoren von g
besteht, λ1, . . . , λm die zugehörigen Eigenwerte, 1 ≤ k ≤ m und Ik = {(i1, . . . , ik) ∈
Nk : 1 ≤ i1 < i2 < · · · < ik ≤ m}, dann hat Λk(V ) die Basis {vi1 ∧ · · · ∧ vik :
(i1, . . . , ik) ∈ Ik}. Weil
g · (vi1 ∧ · · · ∧ vik) = λi1 · · ·λikvi1 ∧ · · · ∧ vik
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für alle (i1, . . . , ik) ∈ Ik gilt, ist Spur(g,Λk(V )) =
∑
(i1,...,ik)∈Ik
k∏
j=1
λij , was aber auch
der Koeffizient von tk in
m∏
j=1
(1 + λjt) = detV (1 + gt) ist. Insgesamt gilt nun
PΛ(V )(g, t) =
m∑
k=0
Spur(g,Λk(V ))tk = detV (1 + gt).

Sind G eine endliche Gruppe, M ein graduierter G-Modul, Vχ ein endlich di-
mensionaler C-Vektorraum und ρχ : G −→ GL(Vχ) eine irreduzible Darstellung
von G mit Charakter χ. Die χ-isotypische Komponente Mχ von M ist definiert als
die direkte Summe über alle zu Vχ isomorphen irreduziblen G-Moduln in der Zer-
legung von M in irreduzible G-Moduln. Da M =
∞⊕
i=0
Mi ein graduierter G-Modul
ist, ist Mχ =
∞⊕
i=0
(Mi)χ. Schließlich ist
PMχ(t) =
∞∑
i=0
dim(Mi)χti =
∞∑
i=0
(Mi, Vχ)dimVχti = χ(1)PM,χ(t).
Lemma 2.56. Es ist
PMχ(t) =
χ(1)
|G|
∑
g∈G
χ(g)PM (g, t).
Beweis: Da die Identitäten
(Mi, Vχ) =
1
|G|
∑
g∈G
χ(g)Spur(g,Mi) und PMχ(t) = χ(1)PM,χ(t)
gelten, folgt die Behauptung. 
Satz 2.57 (Molien [36]). Ist G eine endliche Gruppe, die auf einem endlich-
dimensionalen C-Vektorraum V operiert, dann gilt
PSG(t) =
1
|G|
∑
g∈G
1
detV (1− gt) .
Beweis: Wähle einen eindimensionalen C-Vektorraum Vχ zusammen mit der
trivialen Darstellung, so sind die triviale Darstellung irreduzibel und der Charakter
χ = 1. Die χ-isotypische Komponente von S ist dann aber genau SG und somit gilt
PSG(t) =
1
|G|
∑
g∈G
PS(g, t) =
1
|G|
∑
g∈G
1
detV ∗(1− g−1t) =
1
|G|
∑
g∈G
1
detV (1− gt) ,
denn die Eigenwerte der Operation von g ∈ G auf V ∗ sind die von g−1 nach den
Überlegungen vor Lemma 2.18, da das Spektrum einer Matrix gleich dem Spektrum
ihrer Transponierten ist. 
4.2. Ordnung einer unitären Spiegelungsgruppe und Anzahl der Spie-
gelungen in einer unitären Spiegelungsgruppe. Mithilfe des Satzes von Moli-
en kann nun die erste wichtige Anwendung der Invariantentheorie und der Hilbert-
Poincaréreihe bewiesen werden.
Satz 2.58 (Shephard und Todd [43]). Sei V ein endlich-dimensionaler C-
Vektorraum und n = dimCV . Sind G eine unitäre Spiegelungsgruppe von V und
d1, . . . , dn die Grade von G, dann ist
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(i)
|G| =
n∏
i=1
di
und es gibt
(ii)
n∑
i=1
(di − 1) unitäre Spiegelungen in G.
Beweis: Seien g ∈ G und λ1, . . . , λn die Eigenwerte von g, dann ist 1det(1−gt) =
n∏
i=1
1
(1−λit) . Multiplizieren beider Seiten mit (1− t)n ergibt
(1− t)n
det(1− gt) =
s∏
i=1
(1− t)
(1− λit) ,
wobei λ1, . . . , λs genau die Eigenwerte von g ungleich 1 sind. Außerdem ist
1− t
1− tdi =
1
1 + t+ t2 + · · ·+ tdi−1 .
Unter Verwendung des Satzes von Molien und (6) folgt weiters, dass
(∗) |G|
n∏
i=1
1
1− tdi =
∑
g∈G
1
det(1− gt)
ist. Das Multiplizieren beider Seiten in (∗) mit (1− t)n und die Wahl t = 1 liefert
mit obigen Überlegungen |G|
n∏
i=1
1
di
= 1, womit (i) gezeigt ist.
Ein Element g ∈ G ist genau dann eine Spiegelung, wenn g genau einen Eigenwert
λ(g) 6= 1 hat, der eine Einheitswurzel ist. Insbesondere ist also für eine Spiegelung
g ∈ G dann det(1 − gt) = (1 − t)n−1(1 − λ(g)t). Durch Subtrahieren von 1(1−t)n
auf beiden Seiten von (∗) und durch anschließendes Multiplizieren mit (1 − t)n−1
ergeben sich für die linke Seite
|G|
n∏
i=1
(1− t)n−1
1− tdi −
1
1− t =
|G|
1− t
n∏
i=1
1
1 + t+ t2 + · · ·+ tdi−1 −
1
1− t
=
|G| −
n∏
i=1
(1 + t+ t2 + · · ·+ tdi−1)
(1− t)
n∏
i=1
(1 + t+ t2 + · · ·+ tdi−1)
und für die rechte Seite
∑
g∈G
(1− t)n−1
det(1− gt) −
1
1− t = (1− t)
n−1 ∑
g∈G
g 6=1
1
det(1− gt)
=
∑
g∈R
1
1− λ(g)t +
∑
g/∈R
g 6=1
(1− t)s(g)−1
(1− λ1(g)t) · · · (1− λs(g)(g)t)
=
∑
g∈R
1
1− λ(g)t + (1− t)h(t),
wo R die Menge der Spiegelungen in G, s(g) ≥ 2 die Anzahl der Eigenwerte unleich
1 eines g 6= 1 aus G, λ1(g), . . . , λs(g)(g) die Eigenwerte von g ungleich 1 und h(t)
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eine rationale Funktion, deren Nenner nicht durch (1 − t) teilbar ist, bezeichnen.
Insgesamt gilt also
(∗∗)
|G| −
n∏
i=1
(1 + t+ t2 + · · ·+ tdi−1)
(1− t)
n∏
i=1
(1 + t+ t2 + · · ·+ tdi−1)
=
∑
g∈R
1
1− λ(g)t + (1− t)h(t).
Setze nun H(t) := |G|−
n∏
i=1
(1+t+t2+· · ·+tdi−1), so ist H(1) = 0 wegen |G| =
n∏
i1
di
und die Taylorentwicklung von H um 1 ist gegeben durch
H(t) = H ′(1)(t− 1) +
∞∑
n=2
H(n)(1)
n!
(t− 1)n.
Wähle nun t = 1 in (∗∗), dann ergibt sich
−H
′(1)
|G| =
∑
g∈R
1
1− λ(g) .
Nun gilt aberH ′(t) = −
n∑
i=1
(1+2t+3t2+· · ·+(di−1)tdi−2)
∏
j 6=i
(1+t+t2+· · ·+tdj−1)
und daher sind H ′(1) = −
n∑
i=1
di(di−1)
2
∏
j 6=i
dj = − |G|2
n∑
i=1
(di − 1) und
1
2
n∑
i=1
(di − 1) =
∑
g∈R
1
1− λ(g) .
Ist zum Beispiel n = 1 und G = 〈g〉, wo g eine Spiegelung von V der Ordnung
d mit Eigenwert λ 6= 1 ist, dann gilt 12 (d − 1) =
d−1∏
i=1
1
1−λi . Die Menge R ist aber
disjunkte Vereinigung der Mengen von Spiegelungen in G, die den maximalen zykli-
schen Untergruppen von G, die bis auf 1 nur Spiegelungen enthalten, entsprechen.
Bezeichnet R die Menge aller maximalen zyklischen Untergruppen von G, die bis
auf 1 nur aus Spiegelungen bestehen, so ist schließlich
|R| =
∑
G′∈R
(|G′| − 1) =
∑
G′∈R
2
∑
g 6=1∈G′
1
1− λ(g) = 2
∑
g∈R
1
1− λ(g) =
n∑
i=1
(di − 1).

4.3. Charakterisierung unitärer Spiegelungsgruppen. In Satz 2.22, Satz
2.24 und Satz 2.28 wurde gezeigt, dass die Invariantenalgebra SG einer unitären
Spiegelungsgruppe G in Un(C) von n algebraisch unabhängigen, homogenen Ele-
menten f1, . . . , fn in SG, deren Grade d1, . . . , dn unabhängig von der Wahl der
f1, . . . , fn sind, erzeugt wird. Außerdem gilt |G| =
n∏
i=1
di nach Satz 2.58. In diesem
Unterabschnitt soll gezeigt werden, dass diese Bedingungen eine unitäre Spiege-
lungsgruppe charakterisieren.
Lemma 2.59 (Springer [45]). Seien V ein n-dimensionaler C-Vektorraum,
S = S(V ∗) die symmetrische Algebra von V ∗ und f1, . . . , fn algebraisch unabhän-
gige, homogene Elemente in S, deren Grade d1, . . . , dn so nummeriert seien, dass
d1 ≤ · · · ≤ dn gilt. Ist T die Unteralgebra von S, die von f1, . . . , fn erzeugt wird,
so gilt:
(i) Für alle i ist di der kleinste Grad eines homogenen Polynoms in T , das
nicht in der von f1, . . . , fi−1 erzeugten Unteralgebra liegt, und,
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(ii) falls g1, . . . , gn ∈ S algebraisch unabhängige, homogene Elemente in T mit
Graden e1 ≤ · · · ≤ en sind, gilt di ≤ ei für alle i.
Beweis:
(i): Seien i ∈ {1, . . . , n} und f ein beliebiges homogenes Polynom vom Grad d
in T , das nicht in der von f1, . . . , fi−1 erzeugten Unteralgebra liegt, dann
gibt es ein Polynom P ∈ C[Y1, . . . , Yn], sodass f = P (f1, . . . , fn) gilt.
Ist Y m11 · · ·Y mnn ein Monom in P , so gilt d1m1 + · · · + dnmn = d, weil
f1, . . . , fn algebraisch unabhängig sind. Weil f nicht in der von f1, . . . , fi−1
erzeugten Unteralgebra von S liegt, gibt es somit ein j ≥ i, sodass mj > 0
und damit insgesamt d ≥ dj ≥ di ist.
(ii): Da g1, . . . , gn Elemente aus T sind, gibt es Polynome G1, . . . , Gn in n
Unbestimmten über C, sodass gi = Gi(f1, . . . , fn) für alle i gilt. Für jedes i
in {1, . . . , n} ist C(f1, . . . , fi−1) eine rein transzendente Körpererweiterung
von C mit Transzendenzgrad
trCC(f1, . . . , fi−1) = i− 1.(∗)
Wären G1, . . . , Gi Polynome in Y1, . . . , Yi−1, so wären nach Voraussetzung
g1, . . . , gi in C(f1, . . . , fi−1) algebraisch unabhängig, was ein Widerspruch
zu (∗) ist. Daher gibt es ein j ≤ i und ein k ≥ i, sodass Yk in Gj vorkommt.
Das heißt aber, dass ei ≥ ej ≥ dk ≥ di gelten muss. 
Die Charakterisierung unitärer Spiegelungsgruppen geht zurück auf Shephard
und Todd ([43]). Die hier gewählte Version stammt von Springer ([45]).
Satz 2.60 (Charakterisierung unitärer Spiegelungsgruppen). Seien G
eine endliche Gruppe, die auf einem endlich-dimensionalen C-Vektorraum V ope-
riert, und n = dimCV . Sind f1, . . . , fn homogene, algebraisch unabhängige Elemente
in SG mit di =deg(fi) für alle i, so gilt:
(i) |G| ≤
n∏
i=1
di.
(ii) Ist |G| =
n∏
i=1
di, so ist G eine unitäre Spiegelungsgruppe von V . Weiters
wird dann SG als C-Algebra von f1, . . . , fn erzeugt.
(iii) Falls SG als C-Algebra von f1, . . . , fn erzeugt wird, gilt |G| =
n∏
i=1
di. Au-
ßerdem ist dann G eine unitäre Spiegelungsgruppe von V .
Beweis: Sind {SGi }i≥0 die homogenen Komponenten von SG und ai deren Di-
mensionen, so ist ∑
i≥0
ait
i = PSG(t) =
1
|G|
∑
g∈G
1
det(1− gt)
nach Satz 2.57. Bezeichnen {Si}i≥0 die homogenen Komponenten von S, so gilt
stets 0 ≤ ai ≤ dimCSi. Aus Beispiel 2.50 folgt
0 ≤ 1|G|
∑
g∈G
1
detV (1− gt) ≤
1
(1− t)n ,
womit gezeigt ist, dass
∑
i≥0
ait
i für |t| < 1 konvergiert.
Bezeichnen B jene Unteralgebra von SG, die von f1, . . . , fn erzeugt wird, und
{bi}i≥0 die Dimensionen der homogenen Komponenten {B ∩ Si}i≥0 von B, so
muss wegen B ∩ Si ⊆ SGi gelten, dass bi ≤ ai ist. Schließlich konvergiert auch
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n∏
i=1
1
1−tdi =
∑
i≥0
bit
i für |t| < 1 nach Beispiel 2.51.
Zusammengefasst gilt für 0 ≤ t < 1
n∏
i=1
1
1− tdi ≤
1
|G|
∑
g∈G
1
det(1− gt) .(∗)
(i): Multiplizieren beider Seiten mit (1− t)n in (∗) ergibt
n∏
i=1
1
(1 + t+ t2 + · · ·+ tdi−1) ≤
1
|G| + (1− t)h(t)
für eine rationale Funktion h(t), deren Nenner nicht durch (1− t) teilbar
ist. Wird nun der linksseitige Grenzwert betrachtet, so folgt
n∏
i=1
1
di
= lim
t→1−
n∏
i=1
1
(1 + t+ t2 + · · ·+ tdi−1) ≤ limt→1−(
1
|G| + (1− t)h(t)) =
1
|G| .
(ii): Es gelte nun |G| =
n∏
i=1
di. Multiplizieren mit |G|, Subtrahieren von 1(1−t)n
auf beiden Seiten in (∗) und anschließendes Multiplizieren beider Seiten
mit (1− t)n−1 ergeben
|G| −
n∏
i=1
(1 + t+ · · ·+ tdi−1)
(1− t)
n∏
i=1
(1 + t+ · · ·+ tdi−1)
≤
∑
g∈R
1
1− λ(g)t + (1− t)h(t),(∗∗)
für eine rationale Funktion h(t), deren Nenner nicht durch (1− t) teilbar
ist, die Menge der unitären Spiegelungen R in G und jenen Eigenwert λ(g)
einer unitären Spiegelung g, der ungleich 1 ist. Wird der linkseitige Grenz-
wert in t gegen 1 in (∗∗) betrachtet, so gilt mit derselben Argumentation
wie im Beweis von Satz 2.58(ii)
1
2
n∑
i=1
(di − 1) ≤ 12 |R|.
Seien jetzt G′ jene Untergruppe von G, die von den Spiegelungen in G
erzeugt wird, und e1, . . . , en die Grade von G′, dann sind die Polynome
f1, . . . , fn auch G′-invariant. Aus Lemma 2.59 folgt daher ei ≤ di für alle
i. Aber nach Satz 2.58(ii) müssen |R| =
n∑
i=1
(ei − 1) und damit
n∑
i=1
(di − 1) ≤ |R| =
n∑
i=1
(ei − 1) ≤
n∑
i=1
(di − 1)
gelten, woraus |G′| =
n∏
i=1
ei =
n∏
i=1
di = |G| und schließlich G′ = G folgen.
(iii): Wird die C-Algebra SG von f1, . . . , fn erzeugt, so sind ai = bi für alle i
und
n∏
i=1
1
1− tdi =
1
|G|
∑
g∈G
1
det(1− gt) .
Schließlich ergeben Multiplizieren mit (1 − t)n und Setzen von t gleich 1
die Gleichheit von |G| und
n∏
j=1
dj . Der Rest folgt aus (ii). 
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5. Steinbergs Fixpunktsatz
Seien n ∈ N, V = Cn,G eine unitäre Spiegelungsgruppe von V , F = {f1, . . . , fn}
eine Menge von Basisinvarianten von G und A(G) die Menge der spiegelnden Hy-
perebenen von G.
Definition 2.61. Die Bahnenabbildung sei die Abbildung ωG,F : V −→ Cn,
ωG,F (v) = (f1(v), . . . , fn(v)).
Da f1, . . . , fn G-invariant sind, ist die Bahnenabbildung ωG,F konstant auf jeder
Bahn von G in V . Die Bahnenabbildung ωG,F induziert daher eine Abbildung
ωG,F : G\V −→ Cn,
wobei G\V den Bahnenraum von G in V bezeichnet.
Proposition 2.62. Die Abbildung ωG,F : G\V −→ Cn ist bijektiv.
Beweis: Die Surjektivität von ωG,F folgt aus Lemma B.6 und die Injektivität
aus Satz 2.20. 
Seien {v1, . . . , vn} eine Basis von V und {X1, . . . , Xn} die zugehörige Dualbasis
von V ∗.
Definition 2.63. Die Jacobimatrix der Bahnenabbildung ωG,F bezeichne mit
Jac(ωG,F ) :=
(
∂fi
∂Xj
)
1≤i,j≤n
und die Determinante der Jacobimatrix von ωG,F bezeichne mit
Π := det (Jac(ωG,F )) ∈ S.
Weil die Abbildung D : V → Diff(V ), v 7→ Dv linear ist, ist Π bis auf Multipli-
kation mit einem Skalar unabhängig von der Wahl der Basis von V und der sich so
ergebenden Dualbasis von V ∗.
Lemma 2.64. Elemente g1, . . . , gn in S = C[X1, . . . , Xn] sind genau dann al-
gebraisch unabhängig, wenn det
(
∂gi
∂Xj
)
1≤i,j≤n
6= 0 gilt.
Beweis:
(⇒): Da g1, . . . , gn algebraisch unabhängig und C(g1, . . . , gn) ⊆ C(X1, . . . , Xn)
sind, ist der Transzendenzgrad von C(g1, . . . , gn) über C dann trCC(g1, . . . , gn) =
n. Die Polynome Xi, g1, . . . , gn sind daher für jedes i algebraisch abhän-
gig, das heißt, es gibt für alle i nichttriviale Polynome Qi ∈ C[Y0, . . . , Yn]
mit
Qi(Xi, g1, . . . , gn) = 0.
Differenzieren nach Xj ergibt für jedes i
δi,j
∂Qi
∂Y0
+
n∑
k=1
∂Qi
∂Yk
∂gk
∂Xj
= 0.
Diese Gleichungen bedeuten in Matrixschreibweise aber nichts anderes als
diag
(
−∂Q1
∂Y0
, . . . ,−∂Qn
∂Y0
)
=
(
∂Qi
∂Yj
)
1≤i,j≤n
(
∂gk
∂Xl
)
1≤k,l≤n
Wäre ∂Qi∂Y0 = 0 für ein i, so wäre Qi(Xi, g1, . . . , gn) ∈ C[g1, . . . , gn], was
ein Widerspruch zu der algebraischen Unabhängigkeit von g1, . . . , gn ist.
Weil somit ∂Qi∂Y0 6= 0 für alle i gilt, muss det
(
∂gk
∂Xl
)
1≤k,l≤n
6= 0 gelten.
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(⇐): Indirekt, angenommen g1, . . . , gn sind algebraisch abhängig, dann gibt es
ein nichttriviales Polynom Q ∈ C[Y1, . . . , Yn] mit Q(g1, . . . , gn) = 0. Dif-
ferenzieren nach Xj ergibt aber
n∑
k=1
∂Q
∂Yk
∂gk
∂Xj
= 0, woraus dann ∂Q∂Yk = 0
für alle k folgen muss. Q muss also konstant und damit das Nullpolynom
sein, was ein Widerspruch ist. 
Korollar 2.65. Das Polynom Π ist ein homogenes Element in S, dessen Grad
die Anzahl der unitären Spiegelungen in G ist.
Beweis: Seien d1, . . . , dn die Grade von G. Da nach Lemma 2.64 die Deter-
minante von Jac(ωG,F ) ungleich 0 ist, ist Π ein homogenes Polynom vom Grad
n∑
i=1
(di − 1), was nach Satz 2.58(ii) die Anzahl unitärer Spiegelungen in G ist. 
Sind H1, . . . ,Hs die spiegelnden Hyperebenen von G, so bezeichne ei die Ordnung
der zyklischen Untergruppe GHi := {g ∈ G : g · v = v für alle v ∈ Hi} von G für
alle i.
Lemma 2.66. Sind L1, . . . , Ls ∈ V ∗, sodass kerLi = Hi für alle i ist, dann teilt
s∏
i=1
Lei−1i für alle g1, . . . , gn ∈ SG die Determinante von
(
∂gk
∂Xl
)
1≤k,l≤n
.
Beweis: Seien r1, . . . , rs unitäre Spiegelungen in G, sodass ri ein Erzeuger von
GHi für alle 1 ≤ i ≤ s ist. Nach Lemma 2.10 gibt es ein Skalarprodukt (., .) auf V ,
sodass G ⊆ U(V ) gilt. Wähle eine Orthonormalbasis {b1, . . . , bn} von V bezüglich
(., .), sodass b1 eine Wurzel von r1 ist. Außerdem sei Y1, . . . , Yn die zugehörige
Dualbasis von V ∗. Weil jedes v ∈ V die Darstellung v =
n∑
i=1
(v, bi)bi besitzt, hat Y1
Kern H1. Somit ist L1 ein skalares Vielfaches von Y1.
Es gibt eine primitive e1-te Einheitswurzel ε1 in C mit
(r1 · Y1)(v) = Y1(r−11 (v)) = (r−11 (v), b1) = (v, r1(b1)) = ε1Y1(v)
für alle v ∈ V und es gilt r1 · Yi = Yi für alle i ≥ 2. Insgesamt muss also
r1 · (Y m11 · · ·Y mnn ) = εm11 Y m11 · · ·Y mnn
für alle m1, . . . ,mn ∈ N gelten. Daraus folgt aber, dass ein Polynom f ∈ S mit
r1 · f = f ein Polynom in Y e11 mit Koeffizienten in C[Y2, . . . , Yn] sein muss. Da
gj ∈ SG für alle j ist, teilt insbesondere Y e1−11 die partiellen Ableitungen ∂gj∂Y1 für
alle 1 ≤ j ≤ n. Somit teilt Le1−11 auch die Determinante von
(
∂gk
∂Xl
)
1≤k,l≤n
, da
det
(
∂gk
∂Yl
)
1≤k,l≤n
ein skalares Vielfaches von det
(
∂gk
∂Xl
)
1≤k,l≤n
ist.
Analog teilen auch Lei−1i , i ≥ 2, die Determinante von
(
∂gk
∂Xl
)
1≤k,l≤n
. 
Proposition 2.67. Sind L1, . . . , Ls ∈ V ∗, sodass ker(Li) = Hi für alle i ist,
so gibt es eine Konstante c 6= 0 mit Π = c
s∏
i=1
Lei−1i .
Beweis: Der Grad von
s∏
i=1
Lei−1i ist
s∑
i=1
(ei − 1), was die Anzahl der unitären
Spiegelungen in G ist. Nach Korollar 2.65 ist dies auch der Grad von Π. Weil Π
von
s∏
i=1
Lei−1i nach Lemma 2.66 geteilt wird, muss es eine Konstante c 6= 0 geben,
sodass Π = c
s∏
i=1
Lei−1i ist. 
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Folgender Satz wurde erstmals von R. Steinberg [46, Theorem 1.5] formuliert
und bewiesen. Der hier angeführte Beweis stammt von G.I. Lehrer ([31]).
Satz 2.68 (Steinbergs Fixpunktsatz). Ist v ∈ V , dann ist der punktweise
Stabilisator
Gv = {g ∈ G : g · v = v}
von v genau jene unitäre Spiegelungsgruppe von V , die von jenen Spiegelungen in
G, die v fixieren, erzeugt wird.
Beweis: Setze K = Gv und sei K0 jene Untergruppe von K, die von den Spie-
gelungen in K erzeugt wird. Dann ist K0 ein Normalteiler von K, denn sind rH
eine unitäre Spiegelung in K0 und g ∈ K, so ist grhg−1 eine unitäre Spiegelung von
V mit (grHg−1)(v) = v, das heißt, grhg−1 ∈ K0.
WeilK0 eine unitäre Spiegelungsgruppe von V ist, wird nach Satz 2.28 die Invarian-
tenalgebra SK0 von homogenen, algebraisch unabhängigen Polynomen P1, . . . , Pn
erzeugt. Seien nun P1, . . . , Pn so nummeriert, dass d1 ≤ d2 ≤ · · · ≤ dn mit
di := degPi gilt.
Behauptung: Für jedes g ∈ K gibt es eine Menge von Basisinvarianten von K0,
die aus g-Eigenvektoren besteht.
Beweis der Behauptung: Seien g ∈ K, f ∈ SK0 und h ∈ K0, so gilt h · (g · f) =
g · ((g−1hg) · f) = g · f , da K0 von g normalisiert wird. Somit ist SK0 invariant
unter der Operation von K. Bezeichnen {(SK0)r}r≥0 die endlich-dimensionalen ho-
mogenen Bestandteile von SK0 , das heißt, SK0 =
⊕
r≥0
(SK0)r, so sind diese ebenfalls
invariant unter g. Die Unteralgebra von SK0 , die von allen Basisinvarianten von
K0, deren Grad höchstens r − 1 ist, erzeugt wird, bezeichne mit A(r) und die li-
neare Hülle jener Basisinvarianten von K0, deren Grad r ist, mit B(r). Dann gilt
(SK0)r = A(r)r⊕B(r). Weil A(r)r und (SK0)r invariant unter Wirkung von g sind,
muss auch B(r) invariant unter g sein. Deswegen können nach Proposition 2.13 so-
wohl eine Basis von B(r) bestehend aus g-Eigenvektoren als auch eine von A(r)r
bestehend aus g-Eigenvektoren gewählt werden. Weil aber nun jene C-Algebra, die
von A(r) und B(r) erzeugt wird, A(r + 1) ist, kann A(r + 1) von Basisinvarianten
vom Grad kleiner r und homogenen g-Eigenvektoren vom Grad r erzeugt werden.
Schließlich ist induktiv gezeigt, da A(1) = C ist, dass A(r) für alle r ≥ 0 von homo-
genen g-Eigenvektoren erzeugt werden kann. Insbesondere gibt es eine Menge von
Basisinvarianten von K0 bestehend aus g-Eigenvektoren.
Behauptung: Für alle g ∈ K gibt es eine Menge von Basisinvarianten von K0,
deren Elemente alle invariant unter der Operation von g sind.
Beweis der Behauptung: Seien g ∈ K und {P1, . . . , Pn} eine Menge von Basi-
sinvarianten von K0, sodass für alle 1 ≤ i ≤ n
g · Pi = εiPi(∗)
für ein εi ∈ C gilt. Weiters seien F = {f1, . . . , fn} eine Menge von Basisinvarianten
von G,
ωG,F : V −→ Cn, ωG,F (w) = (f1(w), . . . , fn(w)) für w ∈ V,
die zugehörige Bahnabbildung von G und
ΦK0 : V → Cn, ΦK0(w) = (P1(w), . . . , Pn(w)) für w ∈ V.
Da f1, . . . , fn insbesondere K0-invariant sind, gibt es Polynome Q1, . . . , Qn in n
Unbestimmten über C, die fi = Qi(P1, . . . , Pn) für alle 1 ≤ i ≤ n erfüllen. Ist
42 2. UNITäRE SPIEGELUNGSGRUPPEN
ΦF0 : Cn → Cn, ΦF0(y) = (Q1(y), . . . , Qn(y)),
so gelten ωG,F = ΦK0 ◦ ΦF0 und mit der Kettenregel
det(Jac(ωG,F )) = det
(
∂Qi
∂Yj
(P1, . . . , Pn)
)
1≤i,j≤n
det(Jac(ΦF0)).
Aus Proposition 2.67 folgt nun für ein c 6= 0 aus C
det(
(
∂Qi
∂Yj
(P1, . . . , Pn)
)
1≤i,j≤n
)(X1, . . . , Xn) = c
∏
H∈A(G) mit v/∈H
LeH−1H ,
wo LH ∈ V ∗ mit Kern H und eH die Ordnung des punktweisen Stabilisators GH
von H für alle H ∈ A(G) sind. Insbesondere ist
det(
(
∂Qi
∂Yj
(P1(v), . . . , Pn(v)
)
1≤i,j≤n
) 6= 0,
woraus mit dem Laplaceschen Entwicklungssatz
n∏
i=1
∂Qσ(i)
∂Yi
(P1(v), . . . , Pn(v)) 6= 0
für eine Permutation σ ∈ Sn folgt, das heißt, für alle i ist
∂Qσ(i)
∂Yi
(P1(v), . . . , Pn(v)) 6= 0.(∗∗)
Da g · Qi(P1, . . . , Pn) = g · fi = fi = Qi(P1, . . . , Pn) gilt, muss mit (∗) für je-
des Monom Y m11 · · ·Y mnn in Qi gelten, dass
n∏
k=1
εmkk = 1 ist. Ist nun Y
m1
1 · · ·Y mnn
ein Monom von Qi, so ist das entsprechende Monom in g · ∂Qi∂Yj (P1, . . . , Pn) entwe-
der ε−1j
n∏
k=1
εmkk P
m1
1 · · ·Pmnn = ε−1j Pm11 · · ·Pmj−1j−1 Pmj−1j Pmj+1j+1 · · ·Pmnn oder 0, das
heißt,
g · ∂Qi
∂Yj
(P1, · · · , Pn) = ε−1j
∂Qi
∂Yj
(P1, · · · , Pn).
Insbesondere gilt mit (∗∗) für i = 1, . . . , n
ε−1i
∂Qσ(i)
∂Yi
(P1(v), . . . , Pn(v)) = g ·
∂Qσ(i)
∂Yi
(P1(v), . . . , Pn(v))
=
∂Qσ(i)
∂Yi
(P1(g−1(v)), . . . , Pn(g−1(v)))
=
∂Qσ(i)
∂Yi
(P1(v), . . . , Pn(v)) 6= 0,
das heißt, εi = 1 für alle i = 1, . . . , n.
Da es für jedes g ∈ K eine Menge von Basisinvarianten von K0 gibt, deren Elemen-
te invariant unter der Wirkung von g sind, ist jedes Element in SK0 insbesondere
g-invariant. Somit ist jedes Element in SK0 auch K-invariant, das heißt, SK0 ⊆ SK .
Wegen K0 ⊆ K gilt damit schon SK0 = SK . Schließlich folgt aus Satz 2.60 nun
aber |K| =
n∏
i=1
di = |K0|, womit K = K0 sein muss. 
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Korollar 2.69. Ist U eine Teilmenge von V , so ist der punktweise Stabilisator
GU = {g ∈ G : g · u = u für alle u ∈ U}
genau jene unitäre Spiegelungsgruppe von V , die von den Spiegelungen in G, deren
spiegelnde Hyperebenen U enthalten, erzeugt wird.
Beweis: Da G auf V linear operiert, fixiert ein g ∈ G die Teilmenge U genau
dann punktweise, wenn g die lineare Hülle von U fixiert. Sei also U ein Teilraum von
V , dann fixiert ein g ∈ G aber U genau dann punktweise, wenn g eine Basis von U
punktweise fixiert. U kann also endlich angenommen werden und die Behauptung
folgt via Induktion aus Satz 2.68. 
Zum Schluss dieses Abschnitts wird eine erste Anwendung von Steinbergs Fix-
punktsatz gezeigt. Dazu wird noch das folgende Lemma benötigt.
Sei (., .) ein G-invariantes Skalarprodukt auf V .
Definition 2.70. Spiegelnde Hyperebenen H1, . . . ,Hs von G heißen unabhän-
gig, falls es linear unabhängige Elemente a1, . . . , as in V gibt, dieH1 = (Ca1)⊥, . . . ,Hs =
(Cas)⊥ erfüllen.
Lemma 2.71. Spiegelnde Hyperebenen H1, . . . ,Hs von G sind genau dann un-
abhängig, wenn s die Kodimension von
s⋂
i=1
Hi in V ist.
Beweis: Seien a1, . . . , as ∈ V so, dass H⊥1 = Ca1, . . . ,H⊥s = Cas sind. Da
allgemein für Teilräume U,W von V gilt, dass (U +W )⊥ = U⊥ ∩W⊥ ist, müssen
in diesem Fall
s⋂
i=1
Hi =
s⋂
i=1
(Cai)⊥ = (
s∑
i=1
Cai)⊥ und codimV
s⋂
i=1
Hi = dimC(
s∑
i=1
Cai)
gelten. 
Proposition 2.72. (i) Sind r1, . . . , rs ∈ G unitäre Spiegelungen von V ,
sodass die spiegelnden Hyperebenen H1 = Fix(r1), . . . ,Hs = Fix(rs) un-
abhängig sind, dann gilt
s⋂
i=1
Hi = Fix(r1 · · · rs).
(ii) Für jedes g ∈ G ist Fix(g) = ⋂
H∈A(G)
Fix(g)⊆H
H.
Beweis:
(i): Seien X =
s⋂
i=1
Hi und H1 = (Ca1)⊥, . . . ,Hs = (Cas)⊥. Da ri jedes Ele-
ment aus X für alle 1 ≤ i ≤ s fixiert, ist X in Fix(r1 · · · rs) enthalten.
Ist umgekehrt v in Fix(r1 · · · rs), so sind (r2 · · · rs)(v) = r−11 (v) und da-
her v +
s∑
i=2
αiai = v + α1a1 für gewisse α1, . . . , αs ∈ C nach Bemerkung
2.7. Weil a1 . . . , as linear unabhängig sind, müssen α1 = · · · = αs = 0
und damit r1(v) = v und v ∈ Fix(r2 . . . rs) gelten. Wiederholen dieses
Arguments ergibt ri(v) = v für alle 1 ≤ i ≤ s, das heißt, v ∈
s⋂
i=1
Hi und
Fix(r1 · · · rs) ⊆
s⋂
i=1
Hi = X.
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(ii): Weil g ∈ G im punktweisen Stabilisator von Fix(g) enthalten ist, ist g
Produkt von unitären Spiegelungen in G, deren spiegelnden Hyperebenen
Fix(g) enthalten, nach Korollar 2.69. Diese unitären Spiegelungen fixieren
aber
⋂
H∈A(G)
Fix(g)⊆H
H punktweise, woraus Fix(g) ⊇ ⋂
H∈A(G)
Fix(g)⊆H
H folgt. 
6. Satz von Gutkin
Sei G eine unitäre Spiegelungsgruppe von V = Cn.
6.1. Satz von Gutkin und mittelbare G-Moduln. Seien M ein endlich-
dimensionaler G-Modul und r = dimCM . Ist ρ : G −→ GL(M) eine Darstellung
von G auf M , so ist
ρ∗ : G −→ GL(M∗), ρ∗(g)(ϕ) := ϕ ◦ ρ(g−1),
eine Darstellung von G auf M∗.
Seien H die Menge der G-harmonischen Polynome und B = {u1, . . . , ur} eine
Basis von (H⊗M∗)G, sodass jedes ui homogen vom Grad qi(M) ist.
Ist {y1, . . . , yr} eine Basis von M∗, so gibt es eindeutig bestimmte Aij ∈ H, die
homogen vom Grad qi(M) sind, sodass für alle 1 ≤ i ≤ r
ui =
r∑
j=1
Aij ⊗ yj
gilt. Schließlich definiere
ΠM = det(Aij)1≤i,j≤r.
Lemma 2.73. Das Element ΠM 6= 0 in S ist homogen vom Grad
r∑
i=1
qi(M) und
eindeutig bestimmt bis auf Multiplikation mit einem Skalar ungleich 0.
Beweis: Es ist ΠM entweder homogen vom Grad
r∑
i=1
qi(M) oder das Nullele-
ment. In Kapitel 3 wird der Begriff eines regulären Vektors eingeführt werden. Es
handelt sich dabei um einen Vektor v ∈ V , der in keiner spiegelnden Hyperebene
von G enthalten ist. Ist also v ein regulärer Vektor, so ist die Einschränkung von
ψv : S ⊗ M∗ −→ M∗, ψv(P ⊗ y) = P (v)y, auf (H ⊗ M∗)G ein Isomorphismus
von (H ⊗M∗)G und M∗ nach [35, Lemma 10.5]. Somit ist {ψv(u1), . . . , ψv(ur)}
eine Basis von M∗. Außerdem gilt ψv(ui) =
r∑
j=1
Aij(v)yj und, weil {y1, . . . , yr} eine
Basis von M∗ ist, ist det(Aij)(v) 6= 0 und daher ΠM 6= 0.
Ist {y′1, . . . , y′r} eine beliebige Basis vonM∗, so gibt es eindeutig bestimmte αij ∈ C
mit yi =
∑r
j=1 αijy
′
j für alle 1 ≤ i ≤ r. Schließlich ist
ui =
r∑
k=1
Aik ⊗ yk =
r∑
j=1
(
r∑
k=1
αkjAik)⊗ y′j =:
r∑
j=1
Bij ⊗ y′j
und daher ist det(Bij) = det(αij)det(Aij) = det(αij)ΠM , wobei det(αij) 6= 0
ist. Analoges gilt für beliebige aus homogenen Elementen bestehende Basen von
(H⊗M∗)G. 
Definiere eine S-bilineare Abbildung (S ⊗M)× (S ⊗M∗) −→ S durch
(P ⊗ y,Q⊗ y∗) 7→ y∗(y)PQ.
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Diese lässt sich zu einer Abbildung
(., .)M : (S ⊗M)G × (S ⊗M∗)G −→ SG.
einschränken. Ist C = {w1, . . . , wr} eine C-Basis von (H⊗M)G, sodass wi homogen
vom Grad qi(M∗) für alle i ist, so sind B eine SG-Basis von (S ⊗M∗)G und C eine
von (S ⊗M)G nach Proposition 2.45.
Definition 2.74. Die Matrix QM = ((wi, uj)M )1≤i,j≤r heißt die Diskriminan-
tenmatrix vonM und deren Determinante ∆M = det(QM ) heißt dieM -Diskriminante
von G.
Lemma 2.75. Bis auf Multiplikation mit einer Konstanten ungleich 0 gilt
∆M = ΠMΠM∗ .
Insbesondere ist ∆M 6= 0 bis auf Multiplikation mit einem Skalar ungleich 0 ein-
deutig bestimmt.
Beweis: Seien {y1, . . . , yr} eine Basis von M und {y∗1 , . . . , y∗r} die zugehö-
rige Dualbasis von M∗, dann gibt es eindeutig bestimmte, homogene Elemente
Ai,j , A
∗
i,j ∈ H, 1 ≤ i, j ≤ r, sodass ui =
r∑
k=1
A∗i,ky
∗
k und wj =
r∑
l=1
Aj,lyl für alle i
und j gilt. Somit sind
(wi, uj)M =
r∑
k=1
r∑
l=1
y∗k(yl)Ai,lA
∗
j,k =
r∑
k=1
Ai,kA
∗
j,k
und QM = (Ai,j)1≤i,j≤r(A∗i,j)t1≤i,j≤r, womit det(QM ) = ΠMΠM∗ ist. Der Rest der
Aussage folgt aus Lemma 2.73. 
Lemma 2.76. Es gelten
(i) g ·ΠM = detM (g)ΠM für alle g ∈ G und
(ii) A = BΠM für ein B ∈ SG, falls M ∼= CA für ein A ∈ SG ist.
Beweis:
(i) Sei {y1, . . . , yr} eine Basis vonM∗ und setze yM = y1∧· · ·∧yr ∈ Λr(M∗),
so gilt
g · yM = detM (g)−1yM .
Ist uM := u1 · · ·ur ∈ (S ⊗ Λ(M∗))G, so gibt es eindeutig bestimmte
Aij ∈ H mit
uM = (
∑
A1j ⊗ yj) · · · (
∑
Arj ⊗ yj) = det((Aij)1≤i,j≤r)⊗ yM = ΠM ⊗ yM .
Da uM G-invariant ist, gilt schließlich
ΠM ⊗ yM = g · (ΠM ⊗ yM ) = g ·ΠM ⊗ detM (g)−1yM ,
und damit g ·ΠM = detM (g)ΠM für alle g ∈ G.
(ii) Sei M ∼= CA für ein A ∈ SG, so ist ΠM ∈ H. Da (H,M) = dimCM = 1
gilt, kommt M genau einmal in der Zerlegung von H in irreduzible G-
Moduln vor, das heißt,H besitzt genau einenG-Untermodul, der isomorph
zu M ist. Nun sind aber M und CΠM isomorph als G-Moduln nach (i)
und nach Korollar 2.38 sind auch S und SG⊗H isomorph als G-Moduln,
woraus folgt, dass es ein B ∈ SG mit A = BΠM gibt. 
Korollar 2.77. Es gibt ein B ∈ SG mit ΠM = BΠΛr(M).
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Beweis: Ist {m1, . . . ,mr} eine C-Basis von M , so ist Λr(M) = Cm1 ∧ · · · ∧mr
eindimensional. Da g ·m1∧· · ·∧mr = detM (g)m1∧· · ·∧mr für alle g ∈ G gilt, sind
Λr(M) und CΠM als G-Moduln isomorph. Die Behauptung folgt nun aus Lemma
2.76(ii). 
Definition 2.78. Definiere
C(G,M) =
r∑
i=1
qi(M).
Ist H eine spiegelnde Hyperebene von G, dann bezeichne GH jene zyklische Unter-
gruppe von G, die H punktweise fixiert. Insbesondere ist GH die von einer Spiege-
lung rH von V mit Fix(rH) = H erzeugte Untergruppe von G. Definiere nun
C(H,M) = C(GH ,ResGGHM).
Bemerkung 2.79. Sind M1 und M2 zwei G-Moduln, so ist
C(G,M1 ⊕M2) = C(G,M1) + C(G,M2).
Seien H eine spiegelnde Hyperebene von G, rH eine unitäre Spiegelung von V ,
die GH erzeugt, eH die Ordnung von rH und εH := det(rH).
Bemerkung 2.80. Sei {σk}eH−1k=0 die Menge der Isomorphieklassen der eindi-
mensionalen, irreduziblen Darstellungen von GH , die durch Skalarmultiplikation
mit εkH gegeben sind. Da die Anzahl der Isomorphieklassen irreduzibler Darstellun-
gen von GH die Anzahl der Konjugationsklassen von GH ist, sind σ0, . . . , σeH−1
schon alle Isomorphieklassen irreduzibler Darstellungen von GH .
Nach [35, Theorem 9.38] gilt für die Menge der GH -harmonischen Polynome HH =
eH−1⊕
j=0
LjH , wo LH eine Linearform mit KernH ist. Da V = H⊕H⊥ ist, gilt außerdem
rH · LH = ε−1H LH .
Sind nun k ∈ N und {yk} eine Basis eines eindimensionalen C-Vektorraums Vk, so
ist
rH · (LkH ⊗ yk) = (rH · LkH)⊗ (σk(rH)(yk)) = (ε−kH LkH)⊗ (εkHyk) = LkH ⊗ yk,
das heißt, LkH ⊗ yk ∈ (HH ⊗ Vk)GH . Da LkH ⊗ yk 6= 0 und die Dimension von
(HH ⊗ Vk)GH gleich 1 sind, sind {LkH ⊗ yk} eine Basis von (HH ⊗ Vk)GH und
q(Vk) = eH − k.
Ist ρ : G → GL(M) eine Darstellung von G auf M , so sind (ResGGHρ)∗ =
r⊕
j=1
σij
und
(9) C(H,M) =
r∑
j=1
q(VeH−ij ) =
r∑
j=1
ij
für gewisse 0 ≤ ij ≤ eH − 1. Dies ist äquivalent dazu, dass die Operation von rH
auf M∗ die Eigenwerte εi1H , . . . , ε
ir
H hat.
Folgender Satz stammt von E. A. Gutkin ([23]):
Satz 2.81 (Gutkin). Es gibt ein c ∈ C, c 6= 0, mit
ΠM = c
∏
H∈A(G)
L
C(H,M)
H .
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Beweis: Nach Lemma 2.73 ist ΠM 6= 0 ein homogenes Polynom vom Grad
C(G,M). Definiere
ΛM :=
∏
H∈A(G)
L
C(H,M)
H .
Behauptung: ΛM teilt ΠM .
Beweis der Behauptung: Sei H ∈ A(G). Es genügt zu zeigen, dass ΠM von
L
C(H,M)
H geteilt wird. Seien dazu GH = {g ∈ G : H ⊆ Fix(g)} eine zyklische
Untergruppe von G, rH eine unitäre Spiegelung in G mit Fix(rH) = H, die GH
erzeugt, und εH = det(rH).
Bezeichnet ρ jene Darstellung von G auf M , die M zu einem G-Modul macht,
dann gilt ρ∗ =
r⊕
j=1
ε
ij
H für gewisse 0 ≤ ij ≤ eH − 1. Daher gilt für eine geeignete
Basis {y1, . . . , yr} von M∗ und für ein Element
r∑
j=1
Aj ⊗ yj in (H⊗M∗)G dann
r∑
j=1
Aj ⊗ yj = rH · (
r∑
j=1
Aj ⊗ yj) =
r∑
j=1
(rH ·Aj)⊗ εijHyj .
Somit muss rH · Aj = ε−ijH Aj gelten. Wähle nun eine Basis {X1, . . . , Xn} von V ∗,
sodass X1 = LH und rH · Xj = Xj für alle j ≥ 2 sind. Insbesondere gilt dann
rH ·X1 = ε−1H X1. Ist nun Xk11 · · ·Xkrr ein Monom in S, so gilt
rH ·Xk11 · · ·Xkrr = ε−k1H Xk11 · · ·Xkrr .
Kommt ein Monom Xk11 · · ·Xkrr in Aj aufgefasst als Element in C[X1, . . . , Xn] vor,
so ist k1 ≡ ij mod eH . Insbesondere ist dann k1 ≥ ij , das heißt, dass LijH das
Monom Xk11 · · ·Xkrr teilt. Da dieses aber ein beliebiges Monom in Aj war, teilt LijH
nun Aj . Ist {ui =
r∑
j=1
Ai,j ⊗ yj |1 ≤ i ≤ r} eine beliebige Menge von r Elementen
aus (H⊗M∗)G, dann wird
det((Aij)1≤i,j≤r) =
∑
τ∈Sr
sgn τ
r∏
k=1
Ak,τ(k)
von
r∏
j=1
L
ij
H = L
C(H,M)
H geteilt. Insbesondere wird daher ΠM von L
C(H,M)
H geteilt.
Behauptung: ΠM und ΛM haben denselben Grad, das heißt, C(G,M) =
∑
H∈A(G)
C(H,M).
Beweis der Behauptung: Es bezeichne
ρreg : G→ GL(C[G]), ρreg(g)(
∑
h∈G
αhh) =
∑
h∈G
αhgh =
∑
h∈G
αg−1hh,
die reguläre Darstellung von G. Für diese gilt aber, wenn {(ρ1, V1), . . . , (ρs, Vs)} ein
Vertretersystem der Isomorphieklassen irreduzibler Darstellungen von G ist, dass
ρreg =
s⊕
j=1
dimCVj · ρj
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ist. Insbesondere kommt bis auf Isomorphie jede irreduzible Darstellung von G in
der Zerlegung der regulären Darstellung in irreduzible Darstellungen von G vor. Da
ΠVj von ΛVj nach (i) geteilt wird, gilt
C(G,Vj) ≥
∑
H∈A(G)
C(H,Vj)(∗)
für alle 1 ≤ j ≤ s. Es genügt die Behauptung für die reguläre Darstellung C[G]
zu zeigen, denn gilt C(G,C[G]) =
∑
H∈A(G) C(H,C[G]), dann gilt C(G,Vj) =∑
H∈A(G) C(H,Vj) für alle 1 ≤ j ≤ s nach Bemerkung 2.79 und (∗).
Die reguläre Darstellung induziert die Darstellung von G auf C[G]∗
ρ∗reg(g)(Xl)(
∑
h∈G
αhh) = Xl(ρreg(g−1)(
∑
h∈G
αhh)) = Xl(
∑
h∈G
αghh) = αgl
= Xgl(
∑
h∈G
αhh),
wo {Xl : l ∈ G} die Dualbasis zu G von C[G] und g ∈ G sind. Die Darstellungen
ρreg und ρ∗reg sind also isomorph.
Sei H eine spiegelnde Hyperebene von G. Wähle einen Repräsentanten gk jeder
Rechtsnebenklasse von GH in G, 1 ≤ k ≤ [G : GH ], so gilt
C[G] =
[G:GH ]⊕
k=1
C[GHgk]
als GH -Moduln. Die Darstellungsmatrix der Operation von rH auf C[GHgk] ent-
spricht der Permutationsmatrix der Permutation (1 2 . . . eH) und hat daher genau
die eH -ten Einheitswurzeln in C als Eigenwerte, womit ρreg = |G|eH
eH−1⊕
j=0
σj und daher
C(H,C[G]) =
|G|
eH
eH−1∑
j=0
j =
|G|
2
(eH − 1)
nach Bemerkung 2.80 gelten. Der Grad von ΛC[G] ist schließlich
∑
H∈A(G)
|G|
2 (eH −
1) = |G|2 N , wo N die Anzahl der Spiegelungen in G bezeichnet.
Ein Element
∑
g∈G
Pg ⊗ g ∈ S ⊗ C[G] ist genau dann G-invariant, wenn
∑
h∈G
Ph ⊗ h = g ·
∑
h∈G
Ph ⊗ h =
∑
h∈G
g · Pg−1h ⊗ h
für alle g ∈ G erfüllt ist. Dies gilt aber genau dann, wenn g · P1 = Pg für alle
g ∈ G gilt. Da die Darstellung von G auf H die reguläre Darstellung ist, gilt
dimC(H ⊗ C[G]∗)G = |G|. Ist nun {Bi : 1 ≤ i ≤ |G|} eine Basis von H, sodass
jeweils dimCHk Elemente dieser Basis homogen vom Grad k sind, wobei 1 ≤ k ≤ N
ist, dann ist {∑
g∈G
g · Bi ⊗Xg : 1 ≤ i ≤ |G|} eine Basis von (H ⊗ C[G]∗)G und der
Grad von ΠC[G] gleich
|G|∑
j=1
deg(Bj) =
N∑
k=0
k · dimCHk. Betrachte nun
N∑
k=0
dimCHktk = PH(t) = PS(t)
PSG(t)
=
n∏
i=1
1− tdi
1− t =
n∏
i=1
di−1∑
j=0
tj ,
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was durch Differenzieren nach t und setzen von t = 1 zu der Gleichung
N∑
k=0
k · dimCHk =
n∑
i=1
(
di−1∑
j=1
j)
∏
k 6=i
dk =
1
2
n∑
i=1
(di − 1)
n∏
j=1
dj =
|G|
2
N
führt. Schließlich ist der Grad von ΠC[G] gleich
|G|
2 N und somit gleich dem von
ΛC[G]. 
Beispiel 2.82. Sind H eine spiegelnde Hyperebene von G, rH eine unitäre
Spiegelung in G von maximaler Ordnung, die H fixiert, eH die Ordnung von rH
und det(rH) = εH , so sind 1, . . . , 1, εH die Eigenwerte von rH und 1, . . . , 1, εeH−1H
die Eigenwerte der Operation von rH auf V ∗ nach Lemma 2.18. Mit (9) folgt dann
C(H,V ) = eH −1 und C(H,V ∗) = 1, womit es cV , cV ∗ und c in C× nach dem Satz
von Gutkin und Lemma 2.75 mit
ΠV = cV
∏
H∈A(G)
LeH−1H ,
ΠV ∗ = cV ∗
∏
H∈A(G)
LH und
∆V = c
∏
H∈A(G)
LeHH
gibt.
Korollar 2.83. (i) C(G,M) =
∑
H∈A(G)
C(H,M)
(ii) Es gibt c 6= 0 in C mit ΠΛrM = cΠM genau dann, wenn C(H,M) ≤ eH−1
für alle H ∈ A(G) gilt.
Beweis:
(i) ist nach dem Satz von Gutkin klar.
(ii) Da ΠM von ΠΛr(M) nach Korollar 2.77 geteilt wird, genügt es zu zeigen,
dass die Grade von ΠM und ΠΛrM genau dann übereinstimmen, wenn
C(H,M) ≤ eH − 1 für alle H ∈ A(G) gilt.
Weil ΛrM eindimensional ist, sind q(ΛrM) der Grad von ΠΛrM und
daher 0 ≤ q(ΛrM) ≤ ∑
H∈A(G)
C(H,M) nach dem Satz von Gutkin. Wird
der Satz von Gutkin auf ΛrM angewandt, so folgt
q(ΛrM) =
∑
H∈A(G)
C(H,ΛrM).
Seien H eine spiegelnde Hyperebene von G, rH eine Spiegelung in
G von maximaler Ordnung, die H fixiert, eH die Ordnung von rH und
εH = det(rH). Bezeichnet ρ jene Darstellung vonG aufM , dieM zu einem
G-Modul macht, so ist (ResGGHρ)
∗ =
r⊕
j=1
σij für gewisse 0 ≤ ij ≤ eH − 1.
Die Notation ist hier wie in Bemerkung 2.80 gewählt.
Seien {y1, . . . , yr} eine Basis von M∗, sodass rH · yj = εijHyj für alle
1 ≤ j ≤ r gilt, und yM = y1 ∧ · · · ∧ yr, dann ist
rH · yM = εC(H,M)H yM .
Da die Operation von rH auf ΛrM∗ nur den Eigenwert ε
C(H,M)
H besitzt,
gilt
C(H,ΛrM) ≡ C(H,M) mod eH
nach (9). Insgesamt gilt daher
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q(ΠΛrM ) =
∑
H∈A(G)
C(H,ΛrM) ≡
∑
H∈A(G)
C(H,M) mod eH
Somit stimmen die Grade q(ΛrM) von ΠΛrM und
∑
H∈A(G)
C(H,M) von
ΠM genau dann überein, wenn C(H,M) ≤ eH − 1 für alle H ∈ A(G)
gilt. 
Definition 2.84. Ein G-Modul M der Dimension r heißt mittelbar, falls es
eine komplexe Zahl c 6= 0 mit ΠM = cΠΛrM gibt.
Beispiel 2.85. Nach Beispiel 2.82 sind C(H,V ) = eH−1 und C(H,V ∗) = 1 für
alle spiegelnden Hyperebenen H von G. Daher sind V und V ∗ mittelbare G-Moduln
nach Korollar 2.83.
Für mittelbare G-Moduln M hat die C-Algebra (S ⊗ ΛM∗)G eine besondere
Struktur.
Satz 2.86. Ist M ein mittelbarer G-Modul der Dimension r, dann ist (S ⊗
ΛM∗)G eine Graßmann-Algebra über SG, das heißt, es gibt einen Teilraum W von
(S ⊗ ΛM∗)G mit (S ⊗ ΛM∗)G = SG ⊗ ΛW .
Genauer gilt, falls u1, . . . , ur homogene Elemente in (S ⊗ ΛM∗)G mit
u1 · · ·ur = ΠM ⊗ yM
sind, wo yM = y1 ∧ · · · ∧ yr für eine Basis {y1, . . . , yr} von M∗ bezeichnet,
(S ⊗ ΛM∗)G =
r⊕
p=0
⊕
1≤i1<···<ip≤r
SGui1 · · ·uip .
Beweis: Seien I = {(i1, . . . , ip) ∈ [r]p : 0 ≤ p ≤ r und i1 < · · · < ip} und i′ =
(i′1, . . . , i
′
r−p) für ein i = (i1, . . . , ip) ∈ I und {i′1, . . . , i′r−p} = {1, . . . , r}\{i1, . . . , ip}
mit i′1 < · · · < i′r−p das Komplement von i in I. Außerdem seien ui = ui1 · · ·uip für
ein beliebiges i = (i1, . . . , ip) ∈ I, B := {ui : i ∈ I} und K der Quotientenkörper
von S, so gilt |B| = 2r. Wegen ΛM∗ =
r⊕
p=0
ΛpM∗ gibt es eine Zerlegung K ⊗
ΛM∗ =
r⊕
p=0
K ⊗ ΛpM∗, die invariant unter der Aktion von G ist. Die Projektion
pir : K ⊗ ΛM∗ −→ K ⊗ ΛrM∗ respektiert die G-Aktion und erfüllt
pir(ui · uj) =
{
c ·ΠM ⊗ yM für ein c 6= 0, falls j = i′ ist,
0, sonst.
Es ist S⊗C ΛM∗ eine S-Unteralgebra des K-Vektorraumes K ⊗C ΛM∗, denn es ist
K ⊗S (S⊗C ΛM∗) = (K ⊗S S)⊗C ΛM∗ ∼= K ⊗C ΛM∗, da K der Quotientenkörper
von S ist. Insbesondere ist (S ⊗ ΛM∗)G eine Unteralgebra von (K ⊗ ΛM∗)G.
Die Menge B ist überK linear unabhängig, denn ist ∑
i∈I
kiui = 0 für gewisse ki ∈ K,
dann gilt nach Multiplizieren beider Seiten mit einem festen uj und Anwenden von
pir auf beiden Seiten, dass kj′ · ΠM ⊗ yM = 0 ist. Da aber ΠM ⊗ yM 6= 0 ist, muss
nun kj′ = 0 sein, und da j beliebig war, folgt die lineare Unabhängigkeit von B.
Da die Dimension von K ⊗C ΛM∗ über K gleich dimCΛM∗ = 2r = |B| ist, und,
da die Menge B linear unabhängig über K ist, ist B eine K-Basis von K ⊗C ΛM∗.
Insbesondere ist B linear unabhängig über SG. Es soll nun gezeigt werden, dass B
eine SG-Basis von (S ⊗ Λ(M∗))G ist.
Sei u ∈ (S⊗ΛM∗)G, dann gibt es eindeutig bestimmte ki ∈ K, sodass u =
∑
i∈I
kiui
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ist. Weiters gilt |G|u = ∑
g∈G
g · u = ∑
i∈I
(
∑
g∈G
g · ki)ui, das heißt, ki = 1|G|
∑
g∈G
g · ki ist
G-invariant für jedes i ∈ I. Wähle i ∈ I fest, so ist
kiΠM ⊗ yM = pir
(∑
j∈I
kjujui′
)
= pir(uui′) ∈ S ⊗ ΛrM∗,
das heißt, es gibt ein vi ∈ S mit kiΠM ⊗ yM = vi ⊗ yM . Weil ki = viΠM nun G-
invariant und g ·ΠM = detM (g)ΠM nach Lemma 2.76(i) sind, ist g ·vi = detM (g)vi.
Insbesondere ist Cvi ein G-Modul. Da G auf ΛrM durch g · xM = det(g|M )xM
operiert, wobei xM = x1 ∧ · · · ∧ xr für eine Basis {x1, . . . , xr} von M ist, gilt
ΛrM ∼= Cvi als G-Moduln. Somit gibt es nach Lemma 2.76(ii) ein b ∈ SG mit
vi = bΠΛrM . Nach Voraussetzung gibt es ein c 6= 0 in C mit ΠΛrM = cΠM und
daher gibt es ein B = cb ∈ SG mit vi = BΠM . Daher gilt ki = B ∈ SG. Da i ∈ I
beliebig war, folgt nun, dass u eine Linearkombination in den Elementen aus B über
SG und somit B eine SG-Basis von (S ⊗ ΛM∗)G sind. 
Für einen G-Modul M der Dimension r war
fM (t) =
N∑
i=0
(M,Hi)ti = tq1(M) + · · ·+ tqr(M),
wobei N die Anzahl der Spiegelungen in G bezeichnet. Die q1(M), . . . , qr(M) seien
außerdem so nummeriert, dass qi(M) ≤ qi+1(M) für alle 1 ≤ i ≤ r − 1 gilt.
Ist M ein mittelbarer G-Modul, so haben das Hilbert-Poincarépolynom von
(S ⊗ ΛM∗)G und fΛkM für alle 0 ≤ k ≤ r eine besondere Form.
Korollar 2.87. Sei M ein mittelbarer G-Modul der Dimension r, dann gelten
(i) P(S⊗ΛM∗)G(t) = PSG(t)
r∏
j=1
(1 + tqj(M)),
(ii) fΛM (t) =
r∏
j=1
(1 + tqj(M)) und
(iii) fΛkM (t) =
∑
1≤i1<···<ik≤r
k∏
j=1
tqij (M).
Beweis: Sind {u1, . . . , ur} eine Basis von (H⊗M∗)G, sodass ui homogen vom
Grad qi(M) für jedes 1 ≤ i ≤ r ist, {y1, . . . , yr} eine Basis vonM∗ und Ai,j ∈ H für
alle 1 ≤ i, j ≤ r eindeutig bestimmte G-harmonische Elemente mit ui =
r∑
j=1
Ai,j ⊗
yj , so gilt
u1 · · ·ur =
∑
σ∈Sr
r∏
j=1
Aj,σ(j) ⊗ (yσ(1) ∧ · · · ∧ yσ(r))
= (
∑
σ∈Sr
sgn(σ)
r∏
j=1
Aj,σ(j))⊗ y1 ∧ · · · ∧ yr
= det((Ai,j)1≤i,j≤r)⊗ y1 ∧ · · · ∧ yr
= ΠM ⊗ y1 ∧ · · · ∧ yr.
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BezeichnetW den graduierten Teilraum von (S⊗ΛM∗)G, der die Basis {u1, . . . , ur}
hat, so ist (S ⊗ ΛM∗)G = SG ⊗ ΛW nach Satz 2.86 und es gilt
P(S⊗ΛM∗)G(t) = PSG(t)PΛW (t) nach Lemma 2.48
= PSG(t)
r∏
j=1
(1 + tqj(M)) nach Beispiel 2.52.
Weil P(S⊗ΛM∗)G(t) = PSG(t)fΛM (t) nach Beispiel 2.53 ist, gelten schon (ii) und
(iii). 
Das nächsten Resultat wurde von Peter Orlik und Louis Solomon erstmals in
[38] formuliert und orientiert sich an einem Resultat in N. Bourbaki ([14, p. 136]).
Satz 2.88 (Orlik und Solomon). Seien M ein mittelbarer G-Modul der Di-
mension r und u, t Unbekannte, dann gilt
1
|G|
∑
g∈G
detM (1− ug)
detV (1− tg) =
r∏
j=1
(1− utqj(M))
n∏
i=1
(1− tdi)
.
Beweis: Durch S⊗ΛM∗ = ⊕
i,k
Si⊗ΛkM∗ wird S⊗ΛM∗ zu einem bigraduierten
G-Modul. Sei nun P(S⊗ΛM∗)G(t, u) =
∑
i,k≥0
dimC(Si ⊗ ΛkM∗)Gtiuk.
Da
dimC(Si ⊗ ΛkM∗)G = (Si,ΛkM)
=
1
|G|
∑
g∈G
Spur(g, Si)Spur(g,ΛkM)
=
1
|G|
∑
g∈G
Spur(g, Si)Spur(g,ΛkM∗) nach Lemma 2.18
gilt, ist einerseits
P(S⊗ΛM∗)G(t, u) =
1
|G|
∑
i,k≥0
∑
g∈G
Spur(g, Si)Spur(g,ΛkM∗)tiuk
=
1
|G|
∑
g∈G
(
∑
i≥0
Spur(g, Si)ti)(
∑
k≥0
Spur(g,ΛkM∗)uk)
=
1
|G|
∑
g∈G
PS(g, t)PΛM∗(g, u)
=
1
|G|
∑
g∈G
detM∗(1 + ug)
detV ∗(1− tg) nach Lemma 2.54 und Lemma 2.55.
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Andererseits gilt
P(S⊗ΛM∗)G(t, u) =
∑
k≥0
(
∑
i≥0
dimC(Si ⊗ ΛkM∗)Gti)uk
=
∑
k≥0
P(S⊗ΛkM∗)G(t)u
k
=
∑
k≥0
PSG(t)fΛkM (t)u
k nach Beispiel 2.53
= PSG(t)
∑
k≥0
∑
1≤i1<···<ik≤r
(
k∏
j=1
tqij (M))uk nach Korollar 2.87(iii)
=
r∏
j=1
(1 + utqj(M))
n∏
i=1
(1− tdi)
nach Beispiel 2.51.
Wird nun u durch −u ersetzt, dann folgt die Behauptung, denn es sind detM (1 −
ug) = detM∗(1− ug) und detV (1− tg) = detV ∗(1− tg). 
6.2. Anzahl spiegelnder Hyperebenen einer unitären Spiegelungs-
gruppe. Seien {v1, . . . , vn} eine Basis von V und {X1, . . . , Xn} die zugehörige
Dualbasis von V ∗. Für P ∈ S sei
dP =
n∑
i=1
DviP ⊗Xi =
n∑
i=1
∂P
∂Xi
⊗Xi ∈ S ⊗ V ∗.
Bemerkung 2.89. (i) Bezeichnet A die Basiswechselmatrix in V bezüg-
lich einer weiteren Basis von V , so ist die Basiswechselmatrix in V ∗ be-
züglich der entsprechenden Dualbasis von V ∗ dann (A−1)t. Da außerdem
die Abbildung v 7→ Dv linear ist, ist d : S → S ⊗ V ∗ unabhängig von der
Wahl der Basis von V .
(ii) Sind g ∈ G und P ∈ S, so ist
g · dP = d(g · P ),
weil g · dP =
n∑
i=1
Dg(vi)g · P ⊗ g ·Xi mit Lemma 2.40, {g(v1), . . . , g(vn)}
eine Basis von V mit Dualbasis {g ·X1, . . . , g ·Xn} und d : S → S ⊗ V ∗
nach (i) unabhängig von der Wahl der Basis von V sind. Insbesondere gilt
für P ∈ SG
g · dP = dP.(10)
Korollar 2.90. Sind d1, . . . , dn die Grade von G und F = {f1, . . . , fn} eine
Menge von Basisinvarianten von G mit deg fi = di für alle i ∈ {1, . . . , n}, dann
ist {df1, . . . , dfn} eine SG-Basis von (S ⊗ V ∗)G. Da dfi homogen vom Grad di − 1
für jedes 1 ≤ i ≤ n ist, gilt
qi(V ) = di − 1
für alle 1 ≤ i ≤ n.
Beweis: Es ist dfi =
n∑
j=1
∂fi
∂Xj
⊗ Xj ∈ (S ⊗ Λ(V ∗))G nach (10) für alle i ∈
{1, . . . , n}. Nach Satz 2.86 genügt es df1 · · · dfn = ΠV ⊗X1 ∧ · · · ∧Xn zu zeigen. Es
54 2. UNITäRE SPIEGELUNGSGRUPPEN
gilt
df1 · · · dfn =
n∏
i=1
(
n∑
j=1
∂fi
∂Xj
⊗Xj)
=
∑
σ∈Sn
n∏
j=1
∂fj
∂Xσ(j)
⊗Xσ(1) ∧ · · · ∧Xσ(n)
= (
∑
σ∈Sn
sgn(σ)
n∏
j=1
∂fj
∂Xσ(j)
)⊗X1 ∧ · · · ∧Xn
= det((
∂fi
∂Xj
)1≤i,j≤n)⊗X1 ∧ · · · ∧Xn
=
∏
H∈A(G)
LeH−1H ⊗X1 ∧ · · · ∧Xn nach Proposition 2.67
= ΠV ⊗X1 ∧ · · · ∧Xn nach Beispiel 2.82.

Nach Beispiel 2.85 sind sowohl V als auch V ∗ mittelbare G-Moduln. Das Satz
von Orlik und Solomon kann also auf V ∗ angewandt werden.
Satz 2.91. Seien G eine unitäre Spiegelungsgruppe von V , d∗1, . . . , d∗n die Ko-
grade von G und k(g) = dimCFix(g) für alle g ∈ G, so gilt
(11)
∑
g∈G
(−1)n−k(g)detV ∗(g)sk(g) =
n∏
i=1
(s+ d∗i + 1)
für eine Unbestimmte s.
Beweis: Da V ∗ ein mittelbarer G-Modul nach Beispiel 2.85 ist, gilt
1
|G|
∑
g∈G
detV ∗(1− ug)
detV (1− tg) =
n∏
i=1
1− utqi(V ∗)
1− tdi =
n∏
i=1
1− utd∗i+1
1− tdi(∗)
nach Satz 2.88. Wird u = 1− s(1− t) auf beiden Seiten von (∗) substituiert, dann
ergibt sich wegen
1− utd∗i+1 = 1− td∗i+1 + (1− u)td∗i+1
= (1− t)1− t
d∗i+1
1− t + (1− t)
1− u
1− t t
d∗i+1
= (1− t)(1 + t+ · · ·+ td∗i + std∗i+1),
für die rechte Seite von (∗) mit t = 1
n∏
i=1
1− utd∗i+1
1− tdi
∣∣∣
t=1
=
n∏
i=1
(1− t)(1 + t+ · · ·+ td∗i + std∗i+1)
(1− t)(1 + t+ · · ·+ tdi−1)
∣∣∣
t=1
=
n∏
i=1
d∗i + 1 + s
di
=
1
|G|
n∏
i=1
(d∗i + 1 + s).
Sind λ1(g), . . . , λn(g) die Eigenwerte eines g ∈ G, so sind die Eigenwerte der Ope-
ration von g auf V ∗ dann λ1(g), . . . , λn(g). Wird nun auch u = 1− s(1− t) auf der
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linken Seite von (∗) gesetzt, dann gilt auf Grund von
detV ∗(1− ug) =
n∏
j=1
(1− uλj(g)),
detV (1− tg) =
n∏
i=1
(1− tλi(g)) und
1− uλj(g) = 1− λj(g) + s(1− t)λj(g)
schließlich
1
|G|
∑
g∈G
detV ∗(1− ug)
detV (1− tg)
∣∣∣
t=1
=
1
|G|
∑
g∈G
(
n∏
i=1
1− uλi(g)
1− tλi(g) )
∣∣∣
t=1
=
1
|G|
∑
g∈G
(
n∏
i=1
1− λi(g) + s(1− t)λi(g)
1− tλi(g) )
∣∣∣
t=1
=
1
|G|
∑
g∈G
(
∏
i∈[n]\Ig
s)(
∏
j∈Ig
1− λj(g)
1− λj(g) )
=
1
|G|
∑
g∈G
(
∏
j∈Ig
(−λj(g))sk(g)
=
1
|G|
∑
g∈G
(−1)n−k(g)detV ∗(g)sk(g),
wobei Ig = {i ∈ [n] : λi(g) 6= 1} für alle g ∈ G ist. 
Korollar 2.92. Die Anzahl der spiegelnden Hyperebenen einer unitären Spie-
gelungsgruppe G von V mit Kograden d∗1, . . . , d∗n ist
n∑
i=1
(d∗i + 1).
Beweis: Seien R die Menge der unitären Spiegelungen in G und A(G) die Menge
der spiegelnden Hyperebenen von G. Es sollen die Koeffizienten von sn−1 auf beiden
Seiten von (11) verglichen werden. Es sind∑
g∈R
(−1)detV ∗(g) =
∑
H∈A(G)
(−1)
eH−1∑
i=1
detV ∗(riH)
=
∑
H∈A(G)
(−1)(detV ∗(rH)
eH − 1
detV ∗(rH)− 1 − 1)
=
∑
H∈A(G)
1
der Koeffizient von sn−1 der linken Seite in (11) und
n∑
i=1
(d∗i + 1) jener der rechten
Seite in (11), wobei rH einen Erzeuger von GH = {g ∈ G : H ⊆ Fix(g)} und eH
die Ordnung von GH für jede spiegelnde Hyperebene H bezeichnen. 

KAPITEL 3
Reguläre Elemente unitärer Spiegelungsgruppen
Seien n ∈ N und V = Cn.
1. Reguläre Elemente unitärer Spiegelungsgruppen
Seien G eine unitäre Spiegelungsgruppe und d1 ≤ · · · ≤ dn die Grade von G.
Die folgenden wichtigen Begriffe gehen zurück auf T. A. Springer ([45]).
Definition 3.1. (i) Ein Vektor v ∈ V heißt regulär, falls er in keiner
spiegelnden Hyperebene von G liegt.
(ii) Sind g ∈ G und ζ eine primitive Einheitswurzel in C, so bezeichne V (g, ζ)
den ζ-Eigenraum von g. Enthält V (g, ζ) einen regulären Vektor, so heißt
g (bzw. V (g, ζ)) ζ-regulär (bzw. regulär).
(iii) Ein d ∈ N heißt regulär, falls es ein g ∈ G und eine d-te primitive Ein-
heitswurzel ζ in C gibt, sodass V (g, ζ) regulär ist.
Lemma 3.2. Seien g ∈ G und ζ eine primitive Einheitswurzel, dann sind fol-
gende Aussagen äquivalent:
(i) E = V (g, ζ) ist regulär.
(ii) Der punktweise Stabilisator GE = {g ∈ G : E ⊆ Fix(g)} von E ist trivial.
(iii) E ist in keiner spiegelnden Hyperebene von G enthalten.
Beweis: (i) ⇒ (ii) und (ii) ⇒ (iii) folgen direkt aus Korollar 2.69, welches
besagt, dass GE jene unitäre Spiegelungsgruppe von V ist, die von den unitären
Spiegelungen in G, deren spiegelnde Hyperebenen E enthalten, erzeugt wird.
(iii)⇒ (i): Wäre E nicht regulär, dann würde jedes v ∈ E in einer spiegelnden
Hyperebene von G liegen. Insbesondere würde dann E =
⋃
H∈A(G)
E ∩ H
endliche Vereinigung echter Teilräume sein, was über C ein Widerspruch
ist. 
Bemerkung 3.3. Sind g ∈ G und ζ eine primitive Einheitswurzel in C, sodass
V (g, ζ) ein regulärer ζ-Eigenraum ist, dann kann der ζi-Eigenraum V (gi, ζi) für
ein beliebiges i wegen V (g, ζ) ⊆ V (gi, ζi) in keiner spiegelnden Hyperebene von G
liegen. Dies bedeutet aber, dass V (gi, ζi) für jedes i regulär ist. Zusammengefasst
ist d genau dann eine reguläre Zahl, falls für jede d-te Einheitswurzel ζ ein regulärer
ζ-Eigenraum existiert.
Seien d ∈ N, ζ eine d-te primitive Einheitswurzel, g ein ζ-reguläres Element
in G, M ein endlich-dimensionaler G-Modul, r = dimCM und {Y1, . . . , Yr} eine
aus Eigenvektoren der Operation von g auf M∗ bestehende Basis von M∗, so sind
ψ1 = 1 ⊗ Y1, . . . , ψr = 1 ⊗ Yr g-Eigenvektoren in S ⊗M∗ und {ψ1, . . . , ψr} eine
S-Basis von S ⊗M∗.
Seien nun η1, . . . , ηr ∈ C so, dass g · Yi = ηiYi und somit
(12) g · ψi = ηiψi für alle 1 ≤ i ≤ r
gelten.
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Satz 3.4. Seien M , g, ψ1, . . . , ψr, η1, . . . , ηr, d und ζ wie oben, dann gibt es
eine Permutation σ ∈ Sr, sodass ηi = ζqσ(i)(M) für alle 1 ≤ i ≤ r gilt.
Beweis: Sei {ϕ1, . . . , ϕr} eine SG-Basis von (S ⊗C M∗)G, wobei ϕi homogen
vom Grad qi(M) für alle i ist. Dann gibt es eindeutig bestimmte homogene hij ∈ S
vom Grad qi(M), sodass ϕi =
r∑
j=1
hij ⊗ Yj ist. Nach dem Satz von Gutkin gibt es
ein c 6= 0 ∈ C, sodass
(∗) det(hij)1≤i,j≤r = c
∏
H∈A(G)
L
C(H,V )
H
gilt. Außerdem gibt es eindeutig bestimmte fij in S, sodass ϕi =
r∑
j=1
fijψj für
alle 1 ≤ i ≤ r gilt. Wegen
r∑
j=1
hij ⊗ Yj = ϕi =
r∑
j=1
fijψj =
r∑
j=1
fij ⊗ Yj und
der Eindeutigkeit der hij gilt dann fij = hij für alle 1 ≤ i, j ≤ r, insbesondere ist
det((fij)1≤i,j≤r) = det((hij)1≤i,j≤r). Aufgrund der Regularität von g gibt es ein v ∈
V (g, ζ), sodass det((fij)1≤i,j≤r)(v) 6= 0 ist, denn LH(v) 6= 0 für alle Hyperebenen
H von G in (∗). Somit gibt es eine Permutation σ ∈ Sr, die fσ(i)i(v) 6= 0 für alle
1 ≤ i ≤ r erfüllt. Da ϕi G-invariant ist, gilt
r∑
j=1
fijψj = ϕi = g · ϕi = g ·
r∑
j=1
fijψj =
r∑
j=1
(g · fij)(g · ψj) (12)=
r∑
j=1
ηj(g · fij)ψj .
Wegen der Eindeutigkeit der fij muss g · fij = η−1j fij gelten. Aufgrund der Gleich-
heit von fij und hij ist fij homogen vom Grad qi(M) und deswegen ist
η−1j fij(v) = (g · fij)(v) = fij(g−1(v)) = fij(ζ−1v) = ζ−qi(M)fij(v).
Wegen fσ(i)i(v) 6= 0 ist schließlich ηi = ζqσ(i)(M) für alle 1 ≤ i ≤ r. 
Insbesondere sind nun ζq1(M), . . . , ζqr(M) die Eigenwerte der Operation von g auf
M∗. Mit Lemma 2.18 folgt nun, dass ζ−q1(M), . . . , ζ−qr(M) die Eigenwerte der Ope-
ration von g auf M sind.
Da qi(V ) = di − 1 für alle 1 ≤ i ≤ n nach Korollar 2.90 gilt, folgt:
Korollar 3.5. Seien ζ ∈ C eine d-te primitive Einheitswurzel und g ein ζ-
reguläres Element in G, so sind ζ1−d1 , . . . , ζ1−dn die Eigenwerte von g.
Sei d ∈ N regulär für G und bezeichnen ζ jene primitive Einheitswurzel und
g jenes Element aus G, sodass V (g, ζ) regulär ist. Ist nun M = V ∗ in Satz 3.4,
dann sind ζq1(V
∗) = ζd
∗
1+1, . . . , ζqn(V
∗) = ζd
∗
n+1 die Eigenwerte der Operation von
g auf V . Somit gibt es eine Permutation pi ∈ Sn, sodass ζd∗i+1 = ζ1−dpi(i) für alle
1 ≤ i ≤ n gilt. Da ζ eine d-te primitive Einheitswurzel ist, muss nun
(13) d∗i + dpi(i) ≡ 0 mod d
für alle 1 ≤ i ≤ n gelten.
Seien ab nun die Kograde d∗1, . . . , d∗n so nummeriert, dass d∗1 ≥ · · · ≥ d∗n gilt.
Korollar 3.6. Seien M die Anzahl der spiegelnden Hyperebenen von G, N
die Anzahl der Spiegelungen in G, d ∈ N, ζ eine primitive d-te Einheitswurzel und
g ∈ G ζ-regulär. Gilt M +N = nd, so ist für alle 1 ≤ i ≤ n
di + d∗i = d.
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Beweis: Aus (13) folgt für V , dass es eine Permutation pi ∈ Sn gibt, sodass
0 < di + d∗pi(i) = kid für ein ki ∈ N für alle 1 ≤ i ≤ n gilt. Weil
nd = M +N =
n∑
j=1
(dj + d∗j ) =
n∑
i=1
kid
gilt, ist ki = 1 für alle i. Die Behauptung folgt nun, da die Grade bzw. Kograde
aufsteigend bzw. absteigend geordnet sind. 
Definition 3.7. Ist ζ eine primitive d-te Einheitswurzel in C für ein d ∈ N, so
definiere
A(d) = {i ∈ [n] : d|di} und a(d) = |A(d)|.
Ist ζ eine primitive Einheitswurzel, so heißt ein ζ-Eigenraum E eines Elements
in G maximal, falls E in keinem anderen ζ-Eigenraum echt enthalten ist.
Im Folgenden werden einige Resultate aus der Algebraischen Geometrie ver-
wendet, die in Anhang B nachzulesen sind.
Proposition 3.8 (Springer [45]). Seien d eine natürliche Zahl, ζ eine primi-
tive d-te Einheitswurzel in C und F = {f1, . . . , fn} eine Menge von Basisinvarian-
ten von G. Ordne nun die Basisinvarianten von G so, dass d|di genau für alle 1 ≤
i ≤ a(d) gilt. Bezeichnen V (fi) die algebraische Menge V (fi) = {v ∈ V : fi(v) = 0}
für 1 ≤ i ≤ n und
V (d) =
n⋂
i=a(d)+1
V (fj),
so sind
(i) V (d) =
⋃
g∈G
V (g, ζ) und
(ii) die paarweise verschiedenen maximalen ζ-Eigenräume die irreduziblen Kom-
ponenten von V (d).
Beweis: Definiere A =
⋃
g∈G
V (g, ζ), dann ist v ∈ A genau dann, wenn es ein
g ∈ G gibt, sodass g(v) = ζv gilt. Das ist aber nach Satz 2.20 äquivalent zu
P (v) = P (ζv) für alle P ∈ SG. Insgesamt ist v ∈ A genau dann, wenn fi(v) = fi(ζv)
für alle 1 ≤ i ≤ n gilt. Da jedes fi homogen vom Grad di ist, ist fi(ζv) = ζdifi(v),
und somit ist v ∈ A genau dann, wenn v ∈ V (fi) für alle i ≥ a(d) + 1 ist. Damit
ist (i) gezeigt.
Teilräume sind irreduzible algebraische Mengen nach Beispiel B.10, womit die Be-
hauptung (ii) bewiesen ist. 
Proposition 3.9 (Springer [45]). Ist ζ eine d-te primitive Einheitswurzel für
ein d ∈ N und E ein maximaler ζ-Eigenraum,
(i) so ist a(d) die Dimension von E.
(ii) Falls E′ ein weiterer maximaler ζ-Eigenraum ist, gibt es ein g ∈ G mit
E′ = gE, und,
(iii) falls F = {f1, . . . , fn} eine Menge von Basisinvarianten ist, sodass di von
d für alle 1 ≤ i ≤ a(d) geteilt wird, dann sind die Einschränkungen von
f1, . . . , fa(d) auf E algebraisch unabhängig über C.
Beweis: Sei F = {f1, . . . , fn} eine Menge von Basisinvarianten von G, sodass
d|di für alle 1 ≤ i ≤ a(d) gilt, so ist v genau dann ein Element in
n⋂
i=1
V (fi), wenn
fi(v) = 0 = fi(0) für alle i erfüllt ist. Dies ist aber nach Satz 2.20 genau dann
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erfüllt, wenn es ein g ∈ G gibt, sodass 0 = g(0) = v gilt. Somit ist
n⋂
i=1
V (fi) = {0}.
Ist A eine irreduzible Komponente von
n⋂
j=i
V (fj), dann muss einerseits A nach
Korollar B.14 mindestens Dimension i − 1 haben, da dim(V (fj)) = n − 1 für alle
1 ≤ j ≤ n gilt. Weil
n⋂
i=1
V (fi) = {0} ist, muss andererseit dim(A) ≤ i − 1 nach
Korollar B.14 gelten. Somit haben die irreduziblen Komponenten von
n⋂
j=i
V (fj)
die Dimension i− 1. Da die maximalen ζ-Eigenräume die irreduziblen Komponen-
ten von V (d) =
n⋂
i=a(d)+1
V (fi) sind, haben sie Dimension a(d), womit (i) gezeigt ist.
Seien ωG,F : V → Cn, ωG,F (v) = (f1(v), . . . , fn(v)) und X1, . . . , Xn die Ko-
ordinatenfunktionen auf Cn, dann sind V (d) = ω−1G,F (
n⋂
i=a(d)+1
V (Xi)) und ωG,F :
V (d) → Ca(d) nach Lemma B.6 surjektiv, wobei
n⋂
i=a(d)+1
V (Xi) mit Ca(d) identifi-
ziert wird.
Bezeichnen nun E1, . . . , Es die maximalen ζ-Eigenräume von Elementen in G,
so ist Ca(d) =
s⋃
i=1
ωG,F (Ei). Wären für jedes i ∈ [n] die Einschränkungen von
f1, . . . , fa(d) auf Ei algebraisch abhängig, dann gäbe es ein nichttriviales Pi ∈
C[Y1, . . . , Ya(d)] mit Pi(f1, . . . , fa(d))|Ei = 0 und daher eine algebraische Menge
Ci = V (Pi) $ Ca(d) mit ωG,F (Ei) ⊆ Ci für alle i ∈ [n]. Es müsste dann aber
Ca(d) =
s⋃
i=1
ωG,F (Ei) =
s⋃
i=1
Ci gelten, was ein Widerspruch zur Irreduziblität von
Ca(d) ist. Somit gibt es einen maximalen ζ-Eigenraum eines Elements in G, auf dem
die Einschränkungen von f1, . . . , fa(d) algebraisch unabhängig sind.
Seien E˜ ein maximaler ζ-Eigenraum, sodass f1, . . . , fa(d) auf E˜ algebraisch un-
abhängig sind, I(E˜) = {P ∈ C[X1, . . . , Xn] : P (e˜) = 0 für alle e˜ ∈ E˜}, C[E˜]
der Faktorring C[X1, . . . , Xn]/I(E˜) und p ∈ C[E˜]. Für einen Repräsentanten P in
C[X1, . . . , Xn] von p gelten
∏
g∈G
(t− g · P ) ∈ C[t, f1, . . . , fn], da der Koeffizient von
tk in
∏
g∈G
(t− g · P ) gleich ∑
U⊆G mit |U |=|G|−k
∏
g∈U
g · P ∈ C[X1, . . . , Xn]G für jedes k
ist, und
∏
g∈G
(p − g · P ) = 0 in C[E˜], das heißt, ∏
g∈G
(p − g · P ) ∈ I(E˜). Weil E˜ eine
Komponente von V (d) ist, gilt
∏
g∈G
(t − g · P )|E˜ ∈ C[t, f1|E˜ , . . . , fa(d)|E˜ ]. Somit ist
C[E˜] ganz über C[f1|E˜ , . . . , fa(d)|E˜ ]. Da f1|E˜ , . . . , fa(d)|E˜ algebraisch unabhängig
sind, folgt mit Lemma B.7, dass ωG,F : E˜ −→ Ca(d) surjektiv ist.
Ist nun E′ ein maximaler ζ-Eigenraum, dann enthält E′ ein e′, das in keinem
anderen maximalen ζ-Eigenraum enthalten ist, da E′ nicht Vereinigung endlich
vieler echter Teilräume sein kann. Da ωG,F : E˜ −→ Ca(d) surjektiv ist, gibt es ein
e ∈ E˜ mit ωG,F (e′) = ωG,F (e). Dies heißt aber nichts anderes als P (e) = P (e′)
für alle P ∈ SG. Wegen Satz 2.20 gibt es dann ein g′ ∈ G mit e′ = g′ · e. Da
g′ · E˜ = V (g′hg′−1, ζ) für E˜ = V (h, ζ) aber ein maximaler ζ-Eigenraum ist und
g′ · E˜ das Element e′ aus E′ enthält, muss g′ · E˜ = E′ gelten. Analog gibt es ein
g′′ ∈ G mit E = g′′ · E˜, womit E′ = g · E für g = g′g′′−1 gilt.
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Schließlich folgt aus E = g′′E˜, dass die Einschränkungen von f1, . . . , fa(d) auf E
algebraisch unabhängig sind. 
Proposition 3.10. Sind g ∈ G und ζ eine primitive Einheitswurzel, sodass
V (g, ζ) regulär ist, so ist V (g, ζ) ein maximaler ζ-Eigenraum.
Beweis: Seien v ∈ V (g, ζ) regulär und V (h, ζ) ein maximaler ζ-Eigenraum, der
V (g, ζ) enthält, dann ist g · v = h · v = ζv. Insbesondere fixiert g−1h nun v. Da v
aber regulär ist, folgt g = h mit Steinbergs Fixpunktsatz (Satz 2.68). 
Satz 3.11 (Springer [45]). Sind d ∈ N, ζ eine primitive d-te Einheitswurzel, so
hat jedes ζ-reguläre Element von G die Ordnung d, und je zwei ζ-reguläre Elemente
g, h ∈ G sind zueinander konjugiert.
Beweis: Seien g ein ζ-reguläres Element in G und v ∈ V (g, ζ) regulär, dann
fixiert gd dieses v und ist daher trivial. Weil kein gk für 1 ≤ k ≤ d − 1 den ζ-
Eigenvektor v fixieren kann, ist d die Ordnung von g.
Sind g und h reguläre Elemente in G, so sind V (g, ζ) und V (h, ζ) nach Propo-
sition 3.10 maximale ζ-Eigenräume von G. Daher gibt es ein x ∈ G mit V (h, ζ) =
x·V (g, ζ) = V (xgx−1, ζ) nach Proposition 3.9. Weil V (h, ζ) regulär ist, folgt schließ-
lich h = xgx−1. 
Definition 3.12. Ist d ∈ N, so definiere
B(d) = {i ∈ [n] : d|d∗i } und b(d) = |B(d)|.
Proposition 3.13. Seien d ∈ N, ζ eine primitive d-te Einheitswurzel in C,
d(g, ζ) = dimCV (g, ζ) für alle g ∈ G, T eine Unbestimmte, A(d), a(d) wie in
Definition 3.7 und B(d), b(d) wie in Definition 3.12. Dann gilt
a(d) ≤ b(d)
und
(−ζ)n
∑
g∈G
detV (g−1)(−T )d(g,ζ) = 0, falls a(d) 6= b(d) ist, und
(−ζ)n
∑
g∈G
detV (g−1)(−T )d(g,ζ) =
∏
i∈B(d)
(T + d∗i + 1)
∏
j /∈B(d)
(1− ζ−d∗j )
∏
k/∈A(d)
dk
1− ζ−dk ,
falls a(d) = b(d) ist.
Beweis: Seien λ1(g), . . . , λn(g) die Eigenwerte von g ∈ G. Da ΠΛnV ∗ = cΠV ∗
für ein c 6= 0 nach Beispiel 2.85 ist, gilt nach Satz 2.88 für Unbestimmte u und t
1
|G|
∑
g∈G
n∏
j=1
1− uλj(g)
1− tλj(g) =
n∏
i=1
(1− utd∗i+1)
(1− tdi) .(∗)
Da d(g, ζ) = dimCV (g, ζ) gilt, sind genau d(g, ζ) Eigenwerte von g gleich ζ. Somit
hat
n∏
j=1
1−uλj(g)
1−tλj(g) einen Pol der Ordnung d(g, ζ) in t = ζ
−1. Wird T = 1−uζ1−tζ gesetzt,
so ist
1− uλj(g)
1− tλj(g) =
{
T , falls λj(g) = ζ ist,
1−λj(g)ζ(1−T+tTζ)
1−tλj(g) , sonst.
für alle j ∈ [n]. Beide Elemente aus C(t)[T ] haben keinen Pol in t = ζ−1 und
insgesamt hat nach dieser Substitution die linke Seite von (∗) aufgefasst als Ele-
ment in C(t)[T ] keinen Pol in t = ζ−1 und somit nach derselben Substitution
auch nicht die rechte Seite in (∗). Nun hat aber der Nenner der rechten Seite eine
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Nullstelle in t = ζ−1 der Ordnung a(d) und der Zähler der rechten Seite ist dann
n∏
i=1
(1− td∗i+1ζ(1− T + tT ζ)) und hat daher eine Nullstelle in t = ζ−1 der Ordnung
mindestens b(d). Die Ableitung von 1− td∗i+1ζ(1− T + tT ζ) nach t hat keine Null-
stelle in t = ζ−1, also hat der Zähler der rechten Seite eine Nullstelle in t = ζ−1
genau von der Ordnung b(d). Weil die rechte Seite von (∗) keinen Pol in t = ζ−1
hat, muss a(d) ≤ b(d) gelten.
Um die zweite Behauptung zu zeigen, substituiere zunächst T = 1−uζ1−tζ . Ist µ ∈ C
mit |µ| = 1 beliebig, dann gilt wegen u = ζ(1− T + Ttζ)
lim
t→ζ−1
1− uµ
1− tµ =
{
T , falls µ = ζ,
−µζ , falls µ 6= ζ.
Für die linke Seite in (∗) ergibt sich daher
lim
t→ζ−1
1
|G|
∑
g∈G
n∏
j=1
1− uλj(g)
1− tλj(g) =
1
|G|
∑
g∈G
T d(g,ζ)(−ζ)n−d(g,ζ)
n∏
j=1
λj(g) 6=ζ
λj(g)
=
1
|G|
∑
g∈G
T d(g,ζ)(−ζ)n(−1)d(g,ζ)ζ−d(g,ζ)
n∏
j=1
λj(g)6=ζ
λj(g−1)
=
1
|G|
∑
g∈G
(−T )d(g,ζ)(−ζ)ndetV (g−1).
Ist a(d) < b(d), dann hat die rechte Seite von (∗) eine Nullstelle in t = ζ−1, da
der Zähler der rechten Seite eine Nullstelle in t = ζ−1 der Ordnung b(d) und der
Nenner eine der Ordnung a(d) hat.
Gilt schließlich a(d) = b(d), so gilt für i ∈ A(d) und j ∈ B(d) mit de l’ Hospital
lim
t→ζ−1
1− utd∗j+1
1− tdi = limt→ζ−1
1− td∗j+1ζ(1− T + tT ζ)
1− tdi =
d∗j + 1 + T
di
.
Für die rechte Seite von (∗) ergibt sich hier also
lim
t→ζ−1
n∏
j=1
(1− utd∗j+1)
n∏
i=1
(1− tdi)
=
∏
j∈B(d)
(T + d∗j + 1)
∏
j /∈B(d)
(1− ζ−d∗j )∏
i∈A(d)
di
∏
i/∈A(d)
(1− ζ−di) .
Multipliziert man nun beide Seiten mit |G| =
n∏
i=1
di, dann folgt die Behauptung für
den Fall a(d) = b(d). 
Werden d = 1 und daher ζ = 1 in Proposition 3.13 gesetzt, so gilt
∑
g∈G
det(g)T dimCFix(g) =
n∏
i=1
(T − d∗i − 1).(14)
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Proposition 3.14. Sind d ∈ N, ζ eine primitive d-te Einheitswurzel und be-
zeichnet d(g, ζ) = dimCV (g, ζ) für jedes g ∈ G, dann gilt∑
g∈G
T d(g,ζ) =
∏
i∈A(d)
(T + di − 1)
∏
i/∈A(d)
di
Beweis: Seien λ1(g), . . . , λn(g) die Eigenwerte von g ∈ G. Weil es ein c 6= 0 in
C mit ΠΛn(V ) = cΠV nach Beispiel 2.85 gibt, gilt
1
|G|
∑
g∈G
n∏
i=1
1− uλi(g)
1− tλi(g) =
n∏
i=1
1− utdi−1
1− tdi
für Unbestimmte u, t nach Satz 2.20. Wird T = 1−uζ1−tζ gesetzt, dann sind
lim
t→ζ−1
1
|G|
∑
g∈G
n∏
i=1
1− uλi(g)
1− tλi(g) =
1
|G|
∑
g∈G
T d(g,ζ)
und
lim
t→ζ−1
n∏
i=1
1− utdi−1
1− tdi =
∏
i∈A(d)
(T + di − 1)
∏
i/∈A(d)
di.
analog wie im Beweis von Proposition 3.13. 
Werden d = 1 und somit ζ = 1 in Proposition 3.14 gewählt, so folgt∑
g∈G
T dimCFix(g) =
n∏
i=1
(T + di − 1).(15)
Satz 3.15. Ist d ∈ N, dann ist d genau dann regulär, wenn a(d) = b(d) gilt.
Beweis: Sei ζ eine primitive d-te Einheitswurzel, dann ist nach Proposition
3.13 der Koeffizient von T a(d) in (−ζ)n ∑
g∈G
det(g−1)(−T )d(g,ζ) genau dann 0, wenn
a(d) 6= b(d) gilt.
Es soll nun der Koeffizient von T a(d) berechnet werden:
Seien E ein maximaler ζ-Eigenraum, C = {g ∈ G : g · e = e für alle e ∈ E}
der punktweise Stabilisator von E und S(E) = {g ∈ G : E = V (g, ζ)}. Dann ist
S(E) aber eine Nebenklasse in G/C und in (−ζ)n ∑
g∈S(E)
det(g−1)(−T )d(g,ζ) ist der
Koeffizient von T a(d) dann
s(E) = (−1)a(d)(−ζ)ndet(g−1)
∑
c∈C
det(c)
für einen Repräsentanten g von S(E). Sind E′ ein weiterer maximaler ζ-Eigenraum
und C ′ der punktweise Stabilisator von E′, dann gibt es nach Proposition 3.9(ii)
ein x ∈ G mit E′ = xE und daher C ′ = xCx−1. Außerdem sind dann S(E′)
eine Nebenklasse in G/C ′ und xgx−1 ein Repräsentant von S(E′). Insgesamt ist
daher |G||C|s(E) der Koeffizient von T
a(d) in (−ζ)n ∑
g∈G
det(g−1)(−T )d(g,ζ). Schließlich
ist |G||C|s(E) = 0 genau dann, wenn
∑
c∈C
det(c) = 0 ist. Da aber C eine unitäre
Spiegelungsgruppe ist, gilt dies genau dann, wenn C nichttrivial ist. Die Behauptung
folgt nun mit Lemma 3.2. 
64 3. REGULäRE ELEMENTE UNITäRER SPIEGELUNGSGRUPPEN
2. Spiegelungsfaktorgruppen
Die Idee von Spiegelungsfaktorgruppen stammt von T. A. Springer ([45]) und
wurde von G. I. Lehrer und T. A. Springer ([33], [34]) später verallgemeinert. Hier
wird als Quelle hauptsächlich eine Arbeit von G. I. Lehrer und J. Michel ([32])
verwendet.
Seien G eine unitäre Spiegelungsgruppe auf V , d1, . . . , dn die Grade von G und
d∗1, . . . , d
∗
n die Kograde von G.
Satz 3.16. Seien d ∈ N, ζ eine d-te primitive Einheitswurzel, g ∈ G so, dass
E = V (g, ζ) ein maximaler ζ-Eigenraum ist,
N = {x ∈ G : xE ⊆ E} und C = {x ∈ G : x · e = e für alle e ∈ E}
der Stabilisator bzw. der punktweisen Stabilisator von E, dann ist C ein Normaltei-
ler von N und die Faktorgruppe N/C operiert treu als unitäre Spiegelungsgruppe auf
E. Die Faktorgruppe ist bis auf Konjugation mit einem Element aus G unabhängig
von der Wahl von g.
Beweis: Dass C ein Normalteiler von N ist und, dass N/C treu auf E operiert,
folgt direkt aus den Definitionen vonN und C. Um zu zeigen, dass die Faktorgruppe
N/C eine unitäre Spiegelungsgruppe von E ist, wird die Charakterisierung unitärer
Spiegelungsgruppen aus Satz 2.60 verwendet. Ordne zunächst ein System von Basi-
sinvarianten F = {f1, . . . , fn} von G so, dass d genau jene di mit 1 ≤ i ≤ a(d) teilt.
Aus Proposition 3.9(iii) folgt, dass die Einschränkungen F1, . . . , Fa(d) ∈ C[E] von
f1, . . . , fa(d) auf E algebraisch unabhängig sind und genau jene durch d teilbaren
Grade d1, . . . , da(d) haben. Der Satz 2.60 ergibt dann |N/C| ≤
a(d)∏
i=1
di und Gleich-
heit genau dann, wenn N/C eine unitäre Spiegelungsgruppe von E ist. Betrachte
zunächst die aus Proposition 3.14 stammende Identität∑
h∈G
T d(h,ζ) =
a(d)∏
i=1
(T + di − 1)
n∏
i=a(d)+1
di.(∗)
Der Koeffizient von T a(d) auf der linken Seite von (∗) ist die Anzahl jener Elemente
in G, deren ζ-Eigenraum Dimension a(d) hat. Die Anzahl der ζ-Eigenräume der
Dimension a(d) ist das |C|-fache der Anzahl paarweise verschiedener, maximaler
ζ-Eigenräume, siehe Beweis von Satz 3.15. Nach Proposition 3.9(ii) sind alle maxi-
malen ζ-Teilräume von der Form gE für ein g ∈ G und damit ist die Anzahl aller
paarweiser verschiedener, maximaler ζ-Eigenräume gleich |G||N | . Der Koeffizient von
T a(d) auf der linken Seite von (∗) ist daher |C||G||N | und der von T a(d) auf der rechten
Seite von (∗) ist
n∏
i=a(d)+1
di. Weil |G| =
n∏
i=1
di gilt, folgt
a(d)∏
i=1
di =
|N |
|C| = |N/C|. Also
ist N/C eine unitäre Spiegelungsgruppe von E mit Graden d1, . . . , da(d).
Ist h ∈ G, sodass Ê := V (h, ζ) ein maximaler ζ-Eigenraum ist, dann gibt es
ein x ∈ G mit xÊ = E nach Proposition 3.9(ii). Schließlich gelten
{s ∈ G : sÊ ⊆ Ê} = xNx−1 und {s ∈ G : s · v = v für alle v ∈ Ê} = xCx−1. 
Korollar 3.17. Sind d ∈ N, g ∈ G, ζ eine primitive d-te Einheitswurzel in C,
F = {f1, . . . , fn} eine Menge von Basisinvarianten von G, sodass die Grade von
f1, . . . , fa(d) durch d teilbar sind, dann bilden die Einschränkungen der f1, . . . , fa(d)
auf E = V (g, ζ) eine Menge von homogenen Basisinvarianten von N/C auf E.
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Insbesondere sind die Grade von N/C genau jene Grade von G, die durch d teilbar
sind.
Proposition 3.18. Sind d ∈ N, ζ1, ζ2 primitive d-te Einheitswurzeln und
N1/C1 und N2/C2 die Faktorgruppen zu ζ1 bzw. ζ2 wie in Satz 3.16, dann sind
N1/C1 und N2/C2 isomorphe Gruppen.
Beweis: Ist E = V (g1, ζ1) ein maximaler ζ1-Eigenraum, so ist, weil ζ2 = ζk1 für
ein k ∈ N und E maximal sind, E = V (gk1 , ζ2). Aus Symmetriegründen stimmen
also die ζ1-Eigenräume genau mit den ζ2-Eigenräumen überein. Die Behauptung
folgt nun aus Satz 3.16 
Nach Proposition 3.18 ist die Faktorgruppe N/C aus Satz 3.16 bis auf Isomor-
phie eindeutig bestimmt durch d ∈ N.
Definition 3.19. Für d ∈ N bezeichne G(d) die unitäre Spiegelungsgruppe
N/C aus Satz 3.16.
Ist d ∈ N regulär, so ergibt sich folgendes Beispiel:
Beispiel 3.20. Sind ζ eine primitive d-te Einheitswurzel und g ein ζ-reguläres
Element in G, so
(i) stimmen der Stabilisator N von E = V (g, ζ) und der Zentralisator CG(g)
von g überein und
(ii) ist der Zentralisator CG(g) von g eine unitäre Spiegelungsgruppe von E,
deren Grade genau jene Grade von G sind, die durch d teilbar sind.
Beweis von Beispiel 3.20:
(i): Sind v ∈ E regulär und x ∈ N , dann ist x(v) ∈ E, das heißt, (gx)(v) =
g(x(v)) = ζ · (x(v)) = x(ζ · v) = (xg)(v). Aus Steinbergs Fixpunktsatz
(Satz 2.68) folgt nun gx = xg. Ist umgekehrt x ∈ CG(g), so ist xV (g, ζ) =
V (xgx−1, ζ) = V (g, ζ).
(ii): Da der punktweise Stabilisator C von E trivial ist, stimmen der Zentra-
lisator CG(g) und die Faktorgruppe N/C überein. Der Rest der Aussage
folgt nun aus Satz 3.16. 
Lemma 3.21. Sind x ∈ G, u, v ∈ V , sodass x(u) = µ · u und x(v) = ν · v für
µ, ν ∈ C gelten, F ein homogenes Polynom vom Grad d in SG und DuF (v) 6= 0, so
ist µνd−1 = 1.
Beweis: Nach Lemma 2.40 gilt x · (DuF )(v) = Dx(u)(x ·F )(v) = µDuF (v) und
außerdem gilt x ·DuF (v) = DuF (x−1(v)) = DuF (ν−1 ·v) = ν−(d−1) ·DuF (v), da F
homogen vom Grad d ist. Die Behauptung folgt nun sofort, da DuF (v) 6= 0 ist. 
Satz 3.22. Wird die Notation wie in Satz 3.16 gewählt, so sind die spiegelnden
Hyperebenen der unitären Spiegelungsgruppe N/C auf E genau die Schnitte der
spiegelnden Hyperebenen von G, die E nicht enthalten, mit E.
Beweis: Ein x ∈ N ist eine unitäre Spiegelung von E genau dann, wenn die Ko-
dimension von Fix(x)∩E in E gleich 1 ist. Nun ist aber Fix(x) = ⋂
H∈A(G) mit Fix(x)⊆H
H
nach Proposition 2.72(ii). Ist also die Kodimension von Fix(x) ∩ E in E gleich 1,
so ist Fix(x) ∩ E = H ∩ E für eine spiegelnde Hyperebene H von G, die E nicht
enthält.
Sei umgekehrt H eine spiegelnde Hyperebene von G, die E nicht enthält. Ist
{f1, . . . , fn} eine Menge von Basisinvarianten von G, sodass für alle 1 ≤ i ≤ a(d)
der Grad di von fi von d geteilt wird, so sind die Einschränkungen F1, . . . , Fa(d)
von f1, . . . , fa(d) auf E genau die Elemente einer Menge von Basisinvarianten von
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N/C nach Korollar 3.17. Da nach Proposition 3.9(i) die Dimension von E = V (g, ζ)
gleich a(d) ist, kann eine Basis {v1, . . . , vn} von V bestehend aus g-Eigenvektoren
gewählt werden, sodass {v1, . . . , va(d)} eine Basis von E ist, das heißt, g(vi) =
ζvi für alle 1 ≤ i ≤ a(d) und g(vi) = ζivi, ζi 6= ζ, für alle a(d) + 1 ≤ i ≤
n. Sei {X1, . . . , Xn} die zugehörige Dualbasis von V ∗ und bezeichne außerdem
ΠE := det(( ∂Fi∂Xj )1≤i,j≤a(d)). Nach Proposition 2.67 verschwindet ΠE genau auf der
Vereinigung aller spiegelnden Hyperebenen von N/C, verschwindet also ΠE auf
E ∩H, so muss E ∩H in der Vereinigung aller spiegelnden Hyperebenen von N/C
enthalten sein. Da E ∩ H nicht endliche Vereinigung echter Teilräume sein kann,
muss E ∩H eine spiegelnde Hyperebene von N/C sein. Es genügt also zu zeigen,
dass ΠE auf E ∩H verschwindet.
Seien j > a(d), i ≤ a(d) und e ∈ E, so sind g(e) = ζe, g(vj) = ζjvj für ein
ζj 6= ζ und ζjζdi−1 = ζjζ−1 6= 1. Aus Lemma 3.21 folgt nun
Dvjfi(e) = 0.(∗)
Sei u ∈ V , sodass H⊥ = Cu ist. Weil E * H gilt, kann u nicht in E⊥ liegen, das
heißt, ist u =
n∑
i=1
µivi, so muss µi′ 6= 0 für ein 1 ≤ i′ ≤ a(d) gelten. Außerdem sind
rH(u) = µu für ein µ 6= 1, wenn rH eine unitäre Spiegelung von V in G maximaler
Ordnung bezeichnet. Mit Lemma 3.21 gelten dann für alle h ∈ H
Dufi(h) = 0
und
0 = Dufi(h) =
n∑
j=1
µj
∂fi
∂Xj
(h) =
n∑
j=1
µjDvjfi(h).(∗∗)
Sei nun v ∈ E∩H, dann ist ∂Fi∂Xj (v) =
∂fi
∂Xj
(v) = 0 für alle j > a(d) und i ≤ a(d)
nach (∗). Aus (∗∗) ergibt sich für dieses v ein lineares a(d)×a(d)-Gleichungssystem
in µ1, . . . , µa(d), das eine nichttriviale Lösung hat, da µi 6= 0 für ein 1 ≤ i ≤ a(d)
sein muss, womit det(( ∂Fi∂Xj (v))1≤i,j≤a(d)) = 0 gelten muss. ΠE verschwindet also
auf E ∩H. 
Satz 3.23. Wird die Notation von Satz 3.16 verwendet und ist G eine irre-
duzible unitäre Spiegelungsgruppe von V , dann ist N/C eine irreduzible unitäre
Spiegelungsgruppe von E.
Beweis: Sei A(G) die Menge der spiegelnden Hyperebenen von G. Angenom-
men, N/C ist nicht irreduzibel, das heißt, es gibt nichttriviale, N/C-invariante
Teilräume E1, E2 von E, sodass E = E1 ⊕ E2 und jede spiegelnde Hyperebene
von N/C entweder E1 oder E2 enthält. Da nach Satz 3.22 aber die spiegelnden
Hyperebenen von N/C genau die Schnitte jener spiegelnder Hyperebenen von G,
die E nicht enthalten, mit E sind, müssen E1, E2 oder beide in jeder spiegelnden
Hyperebene von G enthalten sein.
Ist E in jeder spiegelnden Hyperebene von G enthalten, so fixiert G den nicht-
trivialen Teilraum E von V . Aufgrund der Irreduziblität von G müssen dann aber
G = 1 und V 1-dimensional sein, womit nichts mehr zu zeigen ist.
Es gebe also oBdA eine spiegelnde Hyperebene von G, die E1 enthält, aber E2
nicht enthält. Seien A1(G) jene spiegelnden Hyperebenen von G, die E1 enthalten,
aber E2 nicht enthalten, A2(G) := A(G)\A1(G) und G1 6= 1 bzw. G2 jene unitären
Spiegelnungsgruppen, die von genau jenen Spiegelungen in G, die eine Hyperebene
in A1(G) bzw. in A2(G) fixieren, erzeugt werden, so ist G1 ein Normalteiler von
G. Sind nämlich H ∈ A1(G) und r eine unitäre Spiegelung in G, deren spiegelnde
Hyperebene H ist, so gilt für jede Spiegelung s in G, dass die unitäre Spiegelung
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srs−1 mit spiegelnder Hyperebene sH in G1 ist. Dies gilt, da für Fix(s) ∈ A2(G),
das heißt, E2 ⊆ Fix(s), genau dann E2 ⊆ sH gilt, wenn E2 = s−1(E2) ⊆ H ist.
Daher kann E2 nicht in sH enthalten sein.
Es gilt G = G1G2, da G1 ein Normalteiler von G und die rechte Seite alle unitären
Spiegelungen, die G erzeugen, enthält. Die Fixpunktmenge V G1 von G1 in V wird
dann aber von G stabilisiert, denn für alle g = g1g2 ∈ G, v ∈ V G1 und für alle
h ∈ G1 ist h · (g · v) = g2 · ((g−12 hg1g2) · v) = g2 · v = g2 · ((g−12 g1g2) · v) = g · v. Da
E1 ⊆ V G1 nach Proposition 2.72(ii) gilt, ist V G1 nichttrivial, und, weil G1 6= 1 ist,
kann V G1 nicht V sein, somit ergibt sich ein Widerspruch zur Irreduziblität von G.
N/C muss also irreduzibel auf E operieren. 
Satz 3.24. Ist d ∈ N regulär, so sind die Kograde von G(d) genau jene Kograde
von G, die von d geteilt werden.
Es wird hier nur eine Beweisskizze gegeben, der vollständige Beweis kann in
[34] nachgelesen werden.
Beweis: Seien ζ eine d-te primitive Einheitswurzel und g ∈ G, sodass E =
V (g, ζ) regulär ist, dann gibt es ein Element x ∈ G(d), das auf E via Skalar-
multiplikation mit e
2pii
d operiert, nämlich eine Potenz von g. Es ist dann E der
e
2pii
d -Eigenraum von x und der punktweise Stabilisator von E in G(d) muss daher
nach Lemma 3.2 trivial sein, das heißt, nach Lemma 3.2 sind x regulär und daher
auch d regulär für G(d). Nach Satz 3.15 wird damit jeder Kograd von G(d) von d
geteilt.
Seien pE : V → E die orthogonale Projektion auf E und θ : V ∗ → E∗,
θ(ϕ) = ϕ|E . Dann gibt es einen eindeutig bestimmten Algebrahomomorphismus
Θ : S(V ∗) → S(E∗) mit Θ(1) = 1 und Θ(ϕ) = ϕ|E für alle ϕ ∈ V ∗ nach der
universellen Eigenschaft der symmetrischen Algebra. Es bezeichne nun ρ = Θ⊗pE :
S(V ∗) ⊗ V −→ S(E∗) ⊗ E. Insbesondere ist ρ dann N -äquivariant und bildet
daher (S(V ∗) ⊗ V )G auf (S(E∗) ⊗ E)N ab. Sei ρ0 die Einschränkung von ρ auf
(S(V ∗) ⊗ V )G. Ist d regulär, dann sind ρ0 surjektiv (siehe [34, Theorem D]) und
daher ist jeder Kograd von G(d) auch einer von G (siehe [34, Proposition 4.8]).
Insgesamt sind die Kograde von G(d) also Kograde von G, die durch d teilbar
sind, davon gibt es aber a(d) nach Satz 3.15. Somit sind die Kograde von G(d)
genau jene Kograde von G, die von d geteilt werden. 
G.I. Lehrer und T.A. Springer haben in [34] sogar noch mehr gezeigt:
Bemerkung 3.25. Sei d ∈ N.
(i) Die Menge der Kograde von G(d) ist eine Multimenge über der Menge der
Kograde von G, die von d geteilt werden.
(ii) Die Kograde von G(d) sind genau dann genau die Kograde von G, die von
d geteilt werden, wenn d regulär ist.
3. Wohlerzeugte unitäre Spiegelungsgruppen
Seien n ∈ N und V = Cn.
Definition 3.26. Eine irreduzible unitäre Spiegelungsgruppe W von V , die
von genau n unitären Spiegelungen erzeugt werden kann, heißt wohlerzeugt.
Die Identitäten∑
g∈G
T dimCFix(g) =
n∏
i=1
(T + di − 1) (siehe (15))
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und ∑
g∈G
det(g)T dimCFix(g) =
n∏
i=1
(T − d∗i − 1) (siehe 14))
können verwendet werden, um die Grade und Kograde einer unitären Spiegelungs-
gruppe G zu berechnen.
Sind die Grade und Kograde einer wohlerzeugten, irreduziblen unitären Spiege-
lungsgruppe bekannt, so ergibt sich die folgende Charakterisierung wohlerzeugter,
irreduzibler unitärer Spiegelungsgruppen.
Satz 3.27. Seien G eine irreduzible unitäre Spiegelungsgruppe von V , M die
Anzahl der Hyperebenen von G, N die Anzahl der unitären Spiegelungen in G,
d1 ≤ · · · ≤ dn die Grade von G und d∗1 ≥ · · · ≥ d∗n die Kograde von G, dann sind
folgende Aussagen äquivalent:
(i) G ist wohlerzeugt;
(ii) M +N = ndn;
(iii) di + d∗i = dn für alle 1 ≤ i ≤ n.
Für eine Erläuterung der Tabelle aller wohlerzeugten unitären Spiegelungsgrup-
pen siehe Tabelle 4.
Tabelle 1. wohlerzeugte unitäre Spiegelungsgruppen
G(d, 1, n), G(e, e, n), d, e, n ∈ N
G4, G5, G6, G8, G9, G10, G14, G16, G17, G18, G20, G21
G23, G24, G25, G26, G27
G28, G29, G30, G32
G33
G34, G35
G36
G37
Sei W eine wohlerzeugte unitäre Spiegelungsgruppe mit Graden d1 ≤ · · · ≤ dn
und Kograden d∗1 ≥ · · · ≥ d∗n.
Satz 3.28. Der Grad dn ist regulär für W .
Beweis: Nach Satz 3.27 gilt di + d∗i = dn für alle 1 ≤ i ≤ n und deswegen teilt
dn genauso viele Grade wie Kograde von W . Die Regularität von dn folgt sofort
aus Satz 3.15. 
Proposition 3.29. Seien ζ eine primitive dn-te Einheitswurzel in C und c
ein ζ-reguläres Element in W , welches nach Bemerkung 3.3 existiert, dann ist das
Zentrum Z(W ) von W die von c
dn
ggT(d1,...,dn) erzeugte, zyklische Untergruppe von
W .
Beweis: Die Eigenwerte von c sind ζ1−d1 , . . . , ζ1−dn nach Korollar 3.5. Daraus
folgt aber, dass c
dn
ggT(d1,...,dn) via Skalarmultiplikation auf V operiert und somit im
Zentrum von W liegt. Das Zentrum von W ist nach Proposition 2.31 eine zyklische
Untergruppe der Ordnung ggT (d1, . . . , dn), womit die Behauptung gezeigt ist, da
die Ordnung von c
dn
ggT (d1,...,dn) gleich ggT (d1, . . . , dn) ist. 
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Proposition 3.30. Sind ζ eine primitive dn-te Einheitswurzel in C, c ein
ζ-reguläres Element in W und d ein Teiler von dn, so operiert der Zentralisator
CW (c
dn
d ) von c
dn
d in W auf V ′ = V (c
dn
d , ζ
dn
d ) als wohlerzeugte unitäre Spiege-
lungsgruppe. Die Grade von CW (c
dn
d ) sind genau jene Grade von W , die von d
geteilt werden, die Kograde von CW (c
dn
d ) sind genau jene Kograde von W , die von
d geteilt werden, und dn ist regulär für CW (c
dn
d ).
Beweis: Aus Beispiel 3.20(ii) folgt, dass CW (c
dn
d ) eine unitäre Spiegelungsgrup-
pe von V ′ ist, deren Grade genau jene Grade von W sind, die von d geteilt werden.
Die Irreduziblität folgt aus Satz 3.23. Da d ein Teiler von dn ist, müssen nach Satz
3.27 dieselbe Anzahl an Graden und Kograden von W von d geteilt werden, womit
d regulär für W nach Satz 3.15 ist. Somit sind nach Bemerkung 3.25(i) die Kogra-
de von CW (c
dn
d ) genau jene Kograde von W , die von d geteilt werden. CW (c
dn
d )
ist nach Satz 3.15 wohlerzeugt. Ist schließlich v ein regulärer ζ-Eigenvektor von c,
so ist v auch ein regulärer ζ
dn
d -Eigenvektor von c
dn
d , das heißt, dn ist regulär für
CW (c
dn
d ). 

KAPITEL 4
Zopfgruppen unitärer Spiegelungsgruppen
Der klassische Begriff der Zopfgruppe geht zurück auf E. Artin ([1]). Später
wurde der Begriff einer Zopfgruppe auf reelle und dann auf unitäre Spiegelungs-
gruppen ausgeweitet. Im Zusammenhang mit unitären Spiegelungsgruppen leisteten
D. Bessis ([7], [8], [9]) und M. Broué, G. Malle und R. Rouquier ([19]) einen großen
Beitrag.
1. Zopfgruppen unitärer Spiegelungsgruppen
Seien (X, TX) und (Y, TY ) topologische Räume. Eine stetige und surjektive
Abbildung p : X −→ Y heißt Überlagerung, falls es für alle y ∈ Y eine offene
Umgebung U in Y und eine Familie (Vi)i∈I paarweise disjunkter, offener Mengen
in X gibt, sodass p−1(U) =
⋃
i∈I
Vi und p|Vi : Vi −→ U ein Homöomorphismus für
alle i ∈ I sind.
Wird I zusammen mit der diskreten Topologie betrachtet, so ist ϕ : p−1(U) −→
U × I, ϕ(x) = (x, i(x)), ein Homöomorphismus, wobei i(x) genau jenes i(x) ∈ I
ist, sodass x ∈ Vi(x) ist.
Der Beweis der folgenden Tatsache der algebraischen Topologie kann zum Bei-
spiel in [24, Prop. 1.34] nachgelesen werden.
Proposition 4.1. Seien p : X −→ Y eine Überlagerung, (Z, TZ) ein zusam-
menhängender topologischer Raum und f : Z −→ Y eine stetige Abbildung. Sind
g1 : Z −→ X und g2 : Z −→ X stetige Abbildungen mit p ◦ g1 = f und p ◦ g2 = f ,
die in einem Punkt z0 ∈ Z übereinstimmen, so gilt g1 = g2.
Für eine Überlagerung p : X −→ Y sei
G(p) = {g : X → X Homöomorphismus : p ◦ g = p}.
die Gruppe der Decktransformationen.
Es folgt nun unmittelbar aus Proposition 4.1:
Korollar 4.2. Sind (X, TX) ein zusammenhängender topologischer Raum,
(Y, TY ) ein topologischer Raum, p : X −→ Y eine Überlagerung und g1, g2 ∈ G(p),
sodass g1 und g2 in einem x ∈ X übereinstimmen, dann ist g1 = g2.
Sind X zusammenhängend und Y lokal wegzusammenhängend, so heißt eine
Überlagerung p : X −→ Y eine Galoisüberlagerung oder normal, falls für alle y ∈ Y
und für alle x, x′ ∈ p−1(y) eine Decktransformation existiert, die x auf x′ abbildet.
Folgender Satz wird als die Homotopieliftungseigenschaft einer Überlagerung
bezeichnet.
Satz 4.3. Seien (Z, TZ) ein zusammenhängender topologischer Raum, p : X −→
Y eine Überlagerung, H : [0, 1] × Z → Y eine stetige Abbildung und f : Z → X
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stetig mit H(0, z) = p(f(z)) für alle z ∈ Z. Dann gibt es eine eindeutig bestimm-
te stetige Abbildung H˜ : [0, 1] × Z → X mit H˜(0, z) = f(z) für alle z ∈ Z und
H = p ◦ H˜.
Der Beweis von Satz 4.3 kann zum Beispiel in [24, Prop. 1.30] nachgelesen wer-
den.
Ist p : X → Y eine Überlagerung, so folgt aus Satz 4.3 die sogenannte Ho-
motopieliftungeigenschaft für Wege. Diese besagt, dass es für jedes y0 ∈ Y , jedes
x0 ∈ p−1(y0) und jede Homotopieklasse eines Weges γ in Y mit Anfangspunkt y0
eine eindeutig bestimmte Homotopieklasse eines Weges α in X mit Anfangspunkt
x0 und [γ] = [p ◦ α] gibt.
Definition 4.4. Sei p : X → Y eine Überlagerung, x0 ∈ X und y0 = p(x0) ∈
Y , dann sei
pi1(p) : pi1(X,x0) −→ pi1(Y, y0),
pi1(p)([α]) = [p ◦ α].
Aufgrund der Homotopieliftungseigenschaft von Wegen folgt nun:
Lemma 4.5. Ist p : X −→ Y eine Überlagerung, x0 ∈ X und y0 = p(x0) ∈ Y ,
dann ist pi1(p) : pi1(X,x0) −→ pi1(Y, y0) injektiv.
Sind p : X −→ Y eine Überlagerung, y ∈ Y , x ∈ p−1(y), [γ] ∈ pi1(Y, y) und
γ ein Repräsentant von [γ], so gibt es nach Proposition 4.1 und Satz 4.3 einen
eindeutig bestimmten Weg γx in X mit γx(0) = x und p ◦ γx = γ. Es bezeichne
x · [γ] = γx(1) ∈ p−1(y).
Nach Satz 4.3 ist dieser Ausdruck wohldefiniert. Sind X zusammenhängend, Y
lokalwegzusammenhängend und p normal, so gibt es für jedes [γ] in pi1(Y, y) eine
eindeutig bestimmte Decktransformation pi([γ]) in G(p) mit pi([γ])(x) = x · [γ] nach
der Definition einer normalen Überlagerung und nach Korollar 4.2.
Definition 4.6. Sei
pi : pi1(Y, y)→ G(p),
[γ] 7→ pi([γ]).
Proposition 4.7. Seien X zusammenhängend, Y lokal wegzusammenhängend,
y ∈ Y , p : X −→ Y eine Galoisüberlagerung und x ∈ p−1(y), dann ist die Folge
1 // pi1(X,x)
pi1(p) // pi1(Y, y)
pi // G(p) // 1
exakt.
Beweis: Siehe [24, Prop. 1.39].
Sei G eine endliche Gruppe, die zusammen mit der diskreten Topologie ein
topologischer Raum sei. Eine stetige Operation λ : G ×X → X von G auf einem
topologischen Raum X heißt strikt diskontinuierlich, falls jeder Punkt x ∈ X eine
Umgebung U besitzt, die
U ∩ λ(g)(U) = ∅
für alle g 6= 1 in G erfüllt.
Lemma 4.8. Jede stetige, freie Operation λ : G × X → X einer endlichen
Gruppe G auf einem Hausdorffraum X ist strikt diskontinuierlich.
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Beweis: Sei x ∈ X. Da G auf X frei operiert, gilt λ(g)(x) 6= λ(h)(x) für alle
g 6= h in G. WeilX Hausdorff ist, gibt es für alle g 6= 1 in G eine Umgebung Vg von x
und eine UmgebungWg von λ(g)(x) in X mit Vg∩Wg = ∅. Aufgrund der Stetigkeit
von λ(g) : X → X für alle g ∈ G ist Ug := Vg ∩ λ(g−1)(Wg) eine Umgebung von
x für alle g 6= 1 in G. Da G endlich ist, ist U := ⋂
g 6=1
Ug eine Umgebung von x, die
U ∩ λ(g)(U) = ∅ erfüllt. 
Proposition 4.9. Seien G eine endliche Gruppe und X ein zusammenhän-
gender und lokalwegzusammenhängender topologischer Raum. Ist die Operation λ :
G×X → X von G auf X strikt diskontinuierlich, dann ist die Quotientenabbildung
p : X → G\X, p(x) = λ(G)(x), eine Galoisüberlagerung. Insbesondere stimmen G
und die Gruppe der Decktransformationen von p überein.
Für den Beweis von Proposition 4.9 siehe [24, Prop. 1.40 (b)].
Seien V = Cn, G eine unitäre Spiegelungsgruppe auf V und A(G) die Menge
aller spiegelnden Hyperebenen von G, so definiere
V reg = V \
⋃
H∈A(G)
H
die Menge der regulären Vektoren in V .
Es operiert G frei auf V reg, denn sind v ∈ V reg und g 6= 1 in G, so bedeutet
g(v) = v dasselbe wie v ∈ Fix(g) = ⋂
H∈A(G)
Fix(g)⊆H
H nach Proposition 2.72(ii), was ein
Widerspruch zu v ∈ V reg ist.
Seien (., .) ein G-invariantes Skalarprodukt auf V und ||v|| = √(v, v) für v in
V die von (., .) induzierte Norm auf V . Zusammen mit der von ||.|| induzierten
Topologie sei V ein topologischer Raum.
Definition 4.10. Wird ein Basispunkt y0 ∈ V reg gewählt, so bezeichne x0 das
Bild von y0 im Bahnenraum G\V reg und definiere die reine Zopfgruppe von G auf
V als
P (G) = pi1(V reg, y0)
und die Zopfgruppe von G auf V als
B(G) = pi1(G\V reg, x0).
Weil V ein endlich-dimensionaler C-Vektorraum ist, ist jede lineare Abbildung
von V nach C stetig. Als stetiges Urbild der abgeschlossenen Menge {0} ist also
jede spiegelnde Hyperebene von G abgeschlossen in V . Als Komplement einer end-
lichen Vereinigung abgeschlossener Mengen ist V reg dann offen und es sind V reg
nach Korollar B.18 und G\V reg bezüglich der Quotiententopologie nach Lemma
B.19 wegzusammenhängend. Insbesondere sind nun pi1(V reg, y0) und pi1(G\V, x0)
in Definition 4.10 unabhängig von der Wahl der Basispunkte y0 und x0.
Nach Proposition 4.7 und Proposition 4.9 gilt nun:
Proposition 4.11. Die Folge
1 // P (G)
pi1(p) // B(G) pi // G(p) // 1
ist exakt und G stimmt mit der Gruppe der Decktransformationen G(p) überein.
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2. Einfache Elemente
Seien V = Cn, G eine unitäre Spiegelungsgruppe von V , F = {f1, . . . , fn} eine
Menge von Basisinvarianten von G, d1 ≤ · · · ≤ dn die Grade von G und d∗1 ≥ · · · ≥
d∗n die Kograde von G. Die Bahnenabbildung ωG,F : G\V → Cn, ωG,F (G · v) =
(f1(v), . . . , fn(v)), ist bijektiv nach Proposition 2.62 und stetig. Im Folgenden soll
gezeigt werden, dass sie auch abgeschlossen und damit ein Homöomorphismus ist.
Definition 4.12. Sei (X, TX) ein topologischer Raum. Eine Folge (xn)n∈N in
X geht gegen unendlich, falls jede kompakte Teilmenge von X nur endlich viele Fol-
genglieder von (xn)n∈N enthält. Sind X Hausdorff und (Y, TY ) ein lokalkompakter
topologischer Raum, so heißt eine stetige Abbildung f von X nach Y eine eigentli-
che Abbildung, falls f−1(K) kompakt in X für alle kompakten Teilmengen K von
Y ist.
Bemerkung 4.13. Es ist auch üblich, eine eigentliche Abbildung als eine stetige
Abbildung f : X → Y zwischen topologischen Räumen X und Y , sodass
f × idZ : X × Z → Y × Z
eine abgeschlossene Abbildung für jeden topologischen Raum Z ist, zu definieren.
Sind X Hausdorff und Y lokalkompakt, so sind diese und Definition 4.12 äquivalent,
siehe zum Beispiel [15, Seite 104]. Wird für Z ein einpunktiger topologischer Raum
gewählt, so folgt, dass f eine abgeschlossene Abbildung sein muss.
Seien nun (X, TX) ein Hausdorff-Raum und (Y, TY ) ein lokalkompakter topo-
logischer Raum.
Lemma 4.14. Sei X ein metrischer Raum. Eine stetige Abbildung f : X → Y ist
dann genau dann eigentlich, wenn für alle Folgen (xn)n∈N in X, die gegen unendlich
gehen, auch die Folge (f(xn))n∈N in Y gegen unendlich geht.
Beweis: Seien f : X → Y eine eigentliche Abbildung und (xn)n∈N eine Folge
in X, die gegen unendlich geht. Würde (f(xn))n∈N nicht gegen unendlich flüchten,
dann gäbe es eine kompakte Teilmenge K von Y , die unendlich viele Folgenglieder
von (f(xn))n∈N enthält. Da f−1(K) kompakt ist, wäre das aber ein Widerspruch
dazu, dass (xn)n∈N gegen unendlich geht.
Seien umgekehrt f : X → Y eine Abbildung, sodass (f(xn))n∈N in Y für jede
gegen unendlich flüchtende Folge (xn)n∈N in X gegen unendlich geht, und K ⊆
Y kompakt. Falls jede Folge in L := f−1(K) eine konvergente Teilfolge besitzt,
ist L kompakt. Weil eine Folge genau dann gegen unendlich geht, wenn sie keine
konvergente Teilfolge besitzt, muss jede Folge in L schon eine konvergente Teilfolge
besitzen. 
Lemma 4.15. Die Bahnenabbildung ωG,F : G\V → Cn ist eigentlich.
Um Lemma 4.15 beweisen zu können, wird noch die folgende Überlegung be-
nötigt.
Bemerkung 4.16. Durch Ersetzen der Skalarmultiplikation auf V durch
λ ∗ v := λv
ergibt sich ein neuer C-Vektorraum. Er wird hier mit V bezeichnet.
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Ist g = (gi,j)1≤i,j≤n ein Element in GL(V ) dargestellt bezüglich einer fest
gewählten Basis von V über C, so gilt
g1,1 . . . g1,n... ...
gn,1 . . . gn,n
 ∗
v1...
vn
 =

n∑
j=1
g1,j ∗ vj
...
n∑
j=1
gn,j ∗ vj
 =

n∑
j=1
g1,jvj
...
n∑
j=1
gn,jvj

=
g1,1 . . . g1,n... ...
gn,1 . . . gn,n
 ·
v1...
vn
 .
Die Darstellungsmatrizen der Elemente in GL(V ) entsprechen also genau den Dar-
stellungsmatrizen der Elementen in GL(V ) mit komplex konjugierten Einträgen.
Seien [., .] ein G-invariantes Skalarprodukt auf V , {v1, . . . , vn} eine Orthonor-
malbasis von V und {X1, . . . , Xn} die zugehörige Dualbasis von V ∗. Dann ist
{v1, . . . , vn} auch eine Basis von V . Bezeichnet Yi : V → C, Yi(v) = Xi(v), für
alle 1 ≤ i ≤ n, so gilt Yi(λ ∗ v) = Xi(λv) = λXi(v) = λYi(v) für alle 1 ≤ i ≤ n und
für alle λ ∈ C. Somit ist {Y1, . . . , Yn} die zu {v1, . . . , vn} gehörende Dualbasis von
V
∗
.
Es operiert nun G×G auf V ×V durch (g, h) · (v, w) = (g ·v, h∗w) für v, w ∈ V
und g, h ∈ G.
Ist fi(X1, . . . , Xn) =
∑
α∈Ai
cαX
α für eine Indexmenge Ai ⊆ Nn, cα ∈ C und
Xα = Xα11 · · ·Xαnn für alle α ∈ Ai, so sei gi(Y1, . . . , Yn) =
∑
α∈Ai
cα∗Y α =
∑
α∈Ai
cαY
α
für alle 1 ≤ i ≤ n. Die Menge {g1, . . . , gn} homogener, G-invarianter Polynome in
C[Y1, . . . , Yn] ist dann eine Menge von Basisinvarianten der unitären Spiegelungs-
gruppe G auf V . Außerdem gilt
C[X1, . . . , Xn, Y1, . . . , Yn]G×G = C[f1, . . . , fn, g1, . . . , gn]
nach [44, Proposition 1.5.2]. Schließlich sei
〈., .〉 : (V × V )× (V × V )→ C,
〈(v, w), (v′, w′)〉 = [v, v′] + [w,w′],
dann ist 〈., .〉 ein G×G-invariantes inneres Produkt auf V × V und die Menge
{(v1, 0), . . . , (vn, 0), (0, v1), . . . , (0, vn)} ist eine Orthonormalbasis von V ×V bezüg-
lich 〈., .〉.
Beweis von Lemma 4.15: Es wird hier die Notation wie in Bemerkung 4.16
gewählt. Sei R : V → R, R(v) = 〈(v, v), (v, v)〉 = 2[v, v] = 2||v||2. Dann gilt
R(v) = 2
n∑
i=1
Xi(v)Xi(v) = 2
n∑
i=1
Xi(v)Yi(v).
Es ist also R ∈ C[X1, . . . , Xn, Y1, . . . , Yn]G×G.
Sei (xk)k∈N eine Folge in V , die gegen unendlich geht, so muss die Folge
(R(xk))k∈N in R gegen unendlich gehen. Weil R ein G × G-invariantes Polynom
in X1, . . . , Xn, Y1, . . . , Yn ist, gibt es ein Polynom P ∈ C[Z1, . . . , Z2n] mit R =
P (f1, . . . , fn, g1, . . . , gn). Somit muss auch die Folge
(P (f1(xk), . . . , fn(xk), g1(xk), . . . , gn(xk)))k∈N
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in R gegen unendlich gehen und daher die Folge
((f1(xk), . . . , fn(xk), g1(xk), . . . , gn(xk)))k∈N
in C2n gegen unendlich gehen, weil P ein Polynom ist. Da gi(v) = fi(v) für al-
le 1 ≤ i ≤ n und für alle v ∈ V nach Definition gilt, muss auch die Folge
(f1(xk), . . . , fn(xk))k∈N in Cn gegen unendlich gehen. Nach Lemma 4.14 ist ωG,F
also eigentlich. 
Lemma 4.17. Die Bahnenabbildung
ωG,F : G\V → Cn, ωG,F (G · v) = (f1(v), . . . , fn(v)),
ist abgeschlossen.
Beweis: Nach Lemma 4.15 und Bemerkung 4.13 ist ωG,F : V → Cm abgeschlos-
sen. Somit ist auch ωG,F : G\V → Cm abgeschlossen. 
Die Bahnenabbildung ωG,F ist also ein Homöomorphismus von G\V nach Cn.
Daher sind pi1(G\V,G · v) und pi1(Cn, ωG,F (v)) isomorph. Ab jetzt werden G\V
und Cn als topologische Räume identifiziert.
Seien p : V −→ G\V, p(v) = G · v, die kanonische Projektion und
H = p
( ⋃
H∈A(G)
H
)
die Diskriminantenhyperebene von G.
Sind LH ∈ V ∗ eine Linearform mit Kern H, GH = {g ∈ G : H ⊆ Fix(g)}
und eH = |GH | für alle H ∈ A(G), so sind ∆V =
∏
H∈A(G)
LeHH ∈ SG und somit H
Nullstellenmenge von
∏
H∈A(G)
LeHH in G\V . Weiters ist die Abbildung
ΨF : C[X1, . . . , Xn]→ C[f1, . . . , fn] = SG,
Xi 7→ fi.
ein Algebraisomorphismus für die Koordinatenfunktionen X1, . . . , Xn von Cn.
Definiere nun
∆F := Ψ−1F
( ∏
H∈A(G)
LeHH
)
.
Bezeichnen N die Anzahl der Spiegelungen in G und M die der spiegelnden Hy-
perebenen von G, so ist ∆F gewichtet homogen vom Grad N +M mit Gewichten
d1, . . . , dn, d. h., ∆F (td1y1, . . . , tdnyn) = tN+M∆F (y1, . . . , yn) für alle (y1, . . . , yn)
in Cn, denn
∆F (td1f1(v), . . . , tdnfn(v)) = ∆F (f1(tv), . . . , fn(tv))
=
∏
H∈A(G)
LH(tv)eH
=
∏
H∈A(G)
teHLH(v)eH
= tN+M∆F (f1(v), . . . , fn(v))
für alle v, da
∑
H∈A(G)
eH =
∑
H∈A(G)
(eH − 1) +
∑
H∈A(G)
1 = N +M gilt.
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Das Polynom ∆F besitzt noch weitere wichtige Eigenschaften. Zum Beispiel ist
es reduziert, das heißt, C[X1, . . . , Xn]/∆F enthält keine nichttrivialen nilpotenten
Elemente. Um dies zu zeigen, werden die folgenden zwei Lemmata benötigt:
Lemma 4.18. Seien r ∈ G eine unitäre Spiegelung, H = Fix(r) und εH =
det(r).
(i): Ist L 6= 0 ∈ V ∗ mit r · L = aL für ein a 6= 0 ∈ C, so sind entweder L ein
Vielfaches von LH und a = ε−1H oder r · L = L.
(ii): Seien L1, . . . , Lm ∈ V ∗ ungleich 0 und a1, . . . , am ∈ C, sodass r · Li =
aiLi+1 für alle 1 ≤ i ≤ m − 1 und r · Lm = amL1 sind. Ist kein Li ein
Vielfaches von LH , so ist r · (L1 · · ·Lm) = L1 · · ·Lm.
Beweis: Nach Lemma 2.17 gibt es ein b ∈ C, sodass r · L = L + bLH ist.
Falls r · L = aL für ein a 6= 0 ist, gilt (a − 1)L = bLH , woraus (i) folgt. Sind
L1, . . . , Lm 6= 0 ∈ V ∗ wie in (ii), so gelten rm ·L1 = a1 · · · amL1 und r·(L1 · · ·Lm) =
a1 · · · amL1 · · ·Lm. Ist rm = 1, so ist nichts mehr zu zeigen. Sei also rm 6= 1, dann
sind nach (i), falls kein Li ein Vielfaches von LH ist, a1 · · · am = 1 und daher
r · (L1 · · ·Lm) = L1 · · ·Lm. 
Nach Bemerkung 2.9 operiert G auf A(G).
Lemma 4.19. Sind O eine Bahn von G in A(G) und r eine unitäre Spiegelung
in G, dann gilt
r ·
∏
H∈O
LH =

det(r)−1
∏
H∈O
LH , falls Fix(r) ∈ O,∏
H∈O
LH , sonst.
Beweis: Für jede spiegelnde Hyperebene H ∈ O gibt es eine spiegelnde Hyper-
ebene Ĥ ∈ O mit H = rĤ. Somit ist O Vereinigung einiger Bahnen der Operation
der von r erzeugten, zyklischen Gruppe auf A(G). Ist Fix(r) ∈ O, dann ist die
Menge {Fix(r)} eine solche Bahn und es gilt r ·LFix(r) = det(r)−1LFix(r). Für eine
Bahn {H1, . . . ,Hm} ⊆ O der von r erzeugten, zyklischen Untergruppe von G, die
Fix(r) nicht enthält und deren Elemente so nummeriert sind, dass r · Hi = Hi+1
für alle 1 ≤ i ≤ m − 1 und r ·Hm = H1 gelten, gibt es für alle 1 ≤ i ≤ m − 1 ein
ci ∈ C mit r ·LHi = ciLHi+1 und ein cm mit r ·LHm = cmLH1 . Weil {H1, . . . ,Hm}
und {Fix(r)} disjunkt sind, ist kein LHi ein Vielfaches von LH . Nach Lemma 4.18
ist daher r · (
m∏
i=1
LHi) =
m∏
i=1
LHi . 
Somit kann die folgende Eigenschaft von ∆F bewiesen werden.
Lemma 4.20. Das Polynom ∆F in C[X1, . . . , Xn] ist reduziert, das heißt, C[X1, . . . , Xn]/∆F
enthält keine nichttrivialen nilpotenten Elemente.
Beweis: Für jede Bahn O der Operation von G auf A(G) ist ∏
H∈O
LeHH =
(
∏
H∈O
LH)eO G-invariant nach Lemma 4.19, da eH =: eO für alle H ∈ O konstant
ist. Weil LH ∈ S für jede spiegelnde Hyperebene H ein lineares Polynom ist, ist
LH irreduzibel. Sind also P,Q ∈ SG mit PQ = (
∏
H∈O
LH)eO , so muss nach Lemma
4.19 entweder P ∈ C∗ oder Q ∈ C∗ sein. Insbesondere ist (ΨF )−1(
∏
H∈O
LeHH ) ∈
C[X1, . . . , Xn] ein irreduzibles Polynom. Somit ist ∆F Produkt paarweise verschie-
dener irreduzibler Polynome und daher reduziert. 
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Sei 1 ≤ i ≤ n so, dass Xi in ∆F vorkommt. Weil ∆F reduziert ist, ist auch ∆F
aufgefasst als Polynom ∆F,Xi in Xi über C[X1, . . . , Xi−1, Xi+1, . . . , Xn] reduziert.
Somit ist die Diskriminante Disk(∆F,Xi) von ∆F,Xi nicht 0.
Lemma 4.21. Sind F = {f1, . . . , fn} eine Menge von Basisinvarianten von G,
d in N, A(d) = {i ∈ [n] : d | di} und J das von {Xi : i ∈ [n]\A(d)} erzeugte Ideal
in C[X1, . . . .Xn], dann ist d genau dann regulär, wenn ∆F /∈ J ist.
Beweis: Sei ζ eine primitive d-te Einheitswurzel. Ein g ∈ G ist genau dann
ζ-regulär, wenn V (g, ζ) ∩ V reg 6= ∅ ist, und d ist nach Bemerkung 3.3 genau dann
regulär, wenn
⋃
g∈G
V (g, ζ) ∩ V reg 6= ∅ gilt. Aus Proposition 3.8 folgt aber
⋃
g∈G
V (g, ζ) =
⋂
i∈[n]\A(d)
V (fi) = V (
∑
i∈[n]\A(d)
(fi)),
wo (fi) das von fi erzeugte Hauptideal bezeichnet. Weil⋃
g∈G
V (g, ζ) ∩ V reg = V (
∑
i∈[n]\A(d)
(fi))\V (
∑
i∈[n]\A(d)
(fi) +
∏
H∈A(G)
LeHH )
ist, ist somit d genau dann regulär, wenn
∏
H∈A(G)
LeHH /∈
∑
i∈[n]\A(d)
(fi) ist. Da∏
H∈A(G)
LeHH in S
G ist, ist das äquivalent zu
∏
H∈A(G)
LeHH /∈
∑
i∈[n]\A(d)
(fi)SG . Ins-
gesamt ist d genau dann regulär, wenn ∆F /∈ J ist. 
Lemma 4.22. Sei dj ein Grad von G, j ∈ [n]. Falls dj regulär ist und für alle
i ∈ [n] aus dj |di folgt, dass i = j ist, so ist ∆F monisch in Xj für alle Mengen von
Basisinvarianten F von G. Der Grad von ∆F in Xj ist dann N+Mdj .
Beweis: Seien A(dj) = {i ∈ [n] : dj |di}, J das von {Xi : i ∈ [n]\A(dj)} =
{X1, . . . , Xn}\{Xj} erzeugte Ideal in C[X1, . . . , Xn] und F eine Menge von Basi-
sinvarianten von G. Da dj regulär ist, ist nach Lemma 4.21 ∆F /∈ J . Wird nun
das Bild ∆F von ∆F in C[X1, . . . , Xn]/J ∼= C[Xj ] betrachtet, dann ist ∆F 6= 0 ge-
wichtet homogen vom Grad N +M mit Gewicht dj . Deswegen sind ∆F = cX
N+M
dj
j
für ein c 6= 0 ∈ C und schließlich, weil ∆F gewichtet homogen vom Grad N + M
mit Gewichten d1, . . . , dn ist, ∆F monisch in Xj vom Grad N+Mdj . 
Seien W eine wohlerzeugte Spiegelungsgruppe, d1 ≤ · · · ≤ dn die Grade von W
und d∗1 ≥ · · · ≥ d∗n ≥ 0 die Kograde vonW . WeilW irreduzibel ist, muss d∗n = 0 und
d∗i > 0 für alle 1 ≤ i ≤ n− 1 gelten. Außerdem ist dn regulär nach Satz 3.28. Somit
ist für jede Menge F von Basisinvarianten von G die Diskriminante ∆F monisch in
Xn vom Grad n nach Lemma 4.22, da N +M = ndn nach Satz 3.27 gilt.
Lemma 4.23. Seien F = {f1, . . . , fn} eine Menge von Basisinvarianten von W
und QV die Diskriminantenmatrix von V wie in Definition 2.74, dann gibt es eine
SW -Basis ξ von (S ⊗ V )W , sodass
Qξ := Ψ−1F (QV ) = Q1Xn +Q0
ist, wobei Q1 eine obere Dreiecksmatrix mit Diagonalelementen in C ungleich 0 und
Q0 eine Matrix in Mn(C[X1, . . . , Xn−1]) sind.
Beweis: Seien {v1, . . . , vn} eine Basis von V und {X1, . . . , Xn} die Dualbasis
von V ∗, dann ist B = {df1, . . . , dfn} eine SW -Basis von (S ⊗ V ∗)W nach Korollar
2.90, wobei
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dfi =
n∑
j=1
∂fi
∂Xj
⊗Xj
für alle i ∈ [n] ist. Wähle eine SW -Basis ξ = {ξ1, . . . , ξn} von (S ⊗ V )W , sodass ξi
homogen vom Grad d∗i + 1 für alle i ist. Nach Proposition 2.45 gibt es eine solche.
Für alle i ∈ [n] gibt es eindeutig bestimmte ElementeAi,j ∈ H ⊆ SW = C[f1, . . . , fn],
sodass
ξi =
n∑
j=1
Ai,j ⊗ vj
ist, wobei die Ai,j homogen vom Grad d∗i + 1 für alle i, j ∈ [n] sind. Der (i, j)-te
Eintrag der Diskriminantenmatrix QV von V ist dann gleich
n∑
k=1
Ai,k
∂fj
∂Xk
∈ SW
und somit homogen vom Grad d∗i + dj . Definiere nun
qi,j = Ψ −1F
( n∑
k=1
Ai,k
∂fj
∂Xk
)
für alle i, j ∈ [n]. Weil W wohlerzeugt ist, gilt d∗i + dj ≤ d∗1 + dn = 2dn − d1 < 2dn
für alle i, j ∈ [n] nach Satz 3.27, da d1 > 0 ist. Somit ist der Grad von qi,j in Xn
höchstens 1 und es ergibt sich eine Darstellung Qξ = Q1Xn + Q0 mit Matrizen
Q1, Q0 ∈Mn(C[X1, . . . , Xn−1]).
Falls i > j und di > dj sind, so müssen d∗i + dj < d∗i + di = dn und damit der
(i, j)-te Eintrag von Q1 gleich 0 sein.
Sind i > j und dj = dj+1 = · · · = di−1 = di, dann sind d∗k + dl = dn und daher der
(k, l)-te Eintrag vonQ1 aus C für alle j ≤ k, l ≤ i. Deswegen kann der entsprechende
Block in Q1 mittels Gaußelimination in eine obere Dreiecksgestalt gebracht werden.
Es gibt also eine Basis ξ von (S ⊗ V )W , sodass Q1 eine obere Dreiecksmatrix
ist. Ist i = j, dann gilt di + d∗i = dn. Daher muss der (i, i)-te Eintrag von Q1 aus
C sein. Weil nach Beispiel 2.82 die Determinante von QV gleich
∏
H∈A(G)
LeHH ist, ist
∆F die Determinante von Qξ. Da ∆F monisch in Xn vom Grad n ist, müssen die
Diagonaleinträge in Q1 ungleich 0 sein. 
Korollar 4.24. Ist F eine Menge von Basisinvarianten von W , so gibt eine
SW -Basis ξ von (S ⊗ V )W , sodass
Qξ = XnIn +Q0
für eine Matrix Q0 ∈Mn(C[X1, . . . , Xn−1]) ist.
Beweis: Nach Lemma 4.23 gibt es eine SW -Basis ξ von (S⊗V )W , sodass Qξ =
Q1Xn +Q0 für eine obere Dreiecksmatrix Q1 mit Diagonaleinträgen in C ungleich
0 und eine Matrix Q0 in Mn(C[X1, . . . , Xn−1]) ist. Nun ist aber Q1 invertierbar
in Mn(C[X1, . . . , Xn−1]). Ist i < j, so muss wegen d∗i + dj = dn + (dj − di) der
(i, j)-te Eintrag in Q1 und in Q−11 entweder 0 oder homogen vom Grad dj−di sein.
Durch Q−11 ist also eine Basiswechselmatrix für (S ⊗ V )W gegeben, sodass für die
so erhaltene Basis ξ′ = {ξ′1, . . . , ξ′n} gilt, dass ξ′i homogen vom Grad d∗i + 1 für alle
i ist. Schließlich ist Qξ′ = Q−11 Qξ = XnIn +Q
−1
1 Q0. 
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Korollar 4.25. Es gibt eine Menge von Basisinvarianten F von W , sodass
∆F (X1, . . . , Xn) = Xnn + α2(X1, . . . , Xn−1)X
n−2
n + · · ·+ αn(X1, . . . , Xn−1)(16)
für Polynome α2, . . . , αn ∈ C[X1, . . . , Xn−1] gilt.
Beweis: Sei F = {f1, . . . , fn} eine Menge von Basisinvarianten von W . Die
Spur von QV ist ein homogenes Element in SW vom Grad dn. Wird fn durch die
Spur von QV in F ersetzt, so ist die neue Menge F ′ eine Menge von Basisinvarian-
ten von W und es gibt nach Korollar 4.24 eine SW -Basis ξ von (S ⊗ V )W , sodass
Qξ = (ωW,F ′∗)−1(QV ) = XnIn +Q0 für eine Matrix Q0 ∈Mn(C[X1, . . . , Xn]) mit
Spur(Q0) = 0 gilt. Die Behauptung folgt dann wegen ∆F ′ = det(XnIn + Q0) =
Xnn + Spur(Q0)Xn−1n + · · ·+ det(Q0). 
Weil ∆F für jede Menge von Basisinvarianten F gewichtet homogen vom Grad
ndn mit Gewichten d1, . . . , dn ist, muss jedes αi in (16) gewichtet homogen vom
Grad idn mit Gewichten d1, . . . , dn−1 sein.
Seien F = {f1, . . . , fn} nun eine Menge von Basisinvarianten von W , sodass
(16) gilt, undW\V und Y×C als topologische Räume durch den Homöomorphismus
ωW,F : W\V −→ Cn, ωW,F (v) = (f1(v), . . . , fn(v)) identifiziert, wo Y = Cn−1
bezeichnet. Außerdem seien proj1 : Cn = Y × C −→ Y die Projektion auf Y und
Ly = proj−11 (y) die Faser von y ∈ Y .
Definition 4.26. Die Menge K = proj1(V (DiskXn(∆F ))) ⊆ Y heißt der Ga-
belungsort von ∆F und ein y ∈ Y \K heißt generisch.
Weil DiskXn(∆F ) nicht Null ist, da ∆F reduziert ist, ist die Menge der ge-
nerischen Punkte dicht in Y . Für ein festes y ∈ Y ist ∆F (y,Xn) ein normiertes
Polynom in C[Xn] vom Grad n und besitzt daher genau n Nullstellen in C, wobei
diese entsprechend ihrer Vielfachheit gezählt werden. Sind x1, . . . , xn die Nullstellen
von ∆F für ein festes y ∈ Y , so gilt
∆F (y,Xn) =
n∏
i=1
(Xn − xi) =
n∑
i=0
(−1)iσn−i(x1, . . . , xn)Xin.(17)
Hier bezeichnet σk(x1, . . . , xn) =
∑
1≤j1<···<jk≤n
xj1 · · ·xjk die k-te elementar-
symmetrische Funktion für alle 0 ≤ k ≤ n, wobei σ0(x1, . . . , xn) = 1 ist. Somit
muss
n∑
i=1
xi = 0 gelten, da 0 der Koeffizient von Xn−1n in ∆F sein muss nach Ko-
rollar 4.25.
Es wirkt Sn auf Cn durch Permutieren der Koordinaten. Der Bahnenraum
Sn\Cn sei zusammen mit der Quotiententopologie bezüglich der kanonischen Pro-
jektion von Cn nach Sn\Cn ein topologischer Raum. Da die Elemente von Sn\Cn
genau den n-elementigen Multimengen mit Elementen in C entsprechen, wird jede
Bahn eines (x1, . . . , xn) in Cn mit {x1, . . . , xn} bezeichnet. Sind x1, . . . , xk ∈ C nach
möglicher Umnummerierung die paarweise verschiedenen Elemente in {x1, . . . , xn}
mit x1 < · · · < xk, dann heißt (x1, . . . , xk) der geordnete Träger von {x1, . . . , xn}.
Sei nun En die Menge aller Bahnen {x1, . . . , xn} in Sn\Cn, sodass
n∑
i=1
xi = 0
gilt. Es gelten dann C[Sn\Cn] = C[X1, . . . , Xn]Sn = C[σ1, . . . , σn] aufgefasst als Ko-
ordinatenring der algebraischer Varietäten Sn\Cn nach [22, S. 338-346] und daher
C[En] = C[σ1, . . . , σn]/σ1 = C[σ2, . . . , σn] ebenfalls aufgefasst als Koordinatenring
der affinen algebraischen Varietät En. Der durch σi 7→ αi für alle 1 ≤ i ≤ n−1 ein-
deutig bestimmte Homomorphismus von C[En] nach C[X1, . . . , Xn−1] für α2, . . . , αn
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aus (16) ergibt mit (17) einen Morphismus affiner algebraischer Varietäten
LL : Y −→ En,
LL(y) = {x1, . . . , xn},
wobei {x1, . . . , xn} die Multimenge der Nullstellen von ∆F (y,Xn) für gegebenes
y ∈ Y aufgefasst als Element in En ist. Siehe zum Beispiel [27, S. 26-27]. Die Menge
der Nullstellen von ∆F in Y × C entspricht genau dem Bild der Menge
⋃
H∈A(W )
H
unter der kanonischen Projektion in W\V . Dieser Morphismus heißt der Lyashko-
Looijenga-Morphismus.
Ein y ∈ Y ist also genau dann generisch, wenn LL(y) aus paarweise verschiede-
nen Punkten besteht. Bezeichnet Eregn die Menge aller n-elementigen Mengen mit
Elementen in C, so ist die Einschränkung des Lyashko-Looijenga-Morphismus’ auf
die Menge der generischen Punkte
LL : Y \K Eregn
nach [9, Theorem 5.3] eine Überlagerung.
Definition 4.27. Für y ∈ Y sei
Uy = {(y, z) ∈ Y × C : Für LL(y) = {x1, . . . , xn}, folgt für alle i in [n] aus
Re(xi) = Re(z) stets Im(xi) < Im(z).}
und sei
U =
⋃
y∈Y
Uy.
Lemma 4.28. Die Menge U ist kontrahierbar.
Beweis: Seien β : Y −→ R,
β(y) = max{Im(xi) : LL(y) = {x1, . . . , xn}}+ 1,
und Φt : Y × C −→ Y × C für t ∈ [0, 1],
Φt(y, z) =
{
(y, z) , falls Im(z) ≥ β(y),
(y,Re(z) + i(Im(z) + t(β(y)− Im(z)))) , sonst.
Dann sind β stetig und, falls (y, z) ∈ U , so auch Φt((y, z)) ∈ U für alle t ∈ [0, 1].
Somit ist Φ : [0, 1]× U −→ U , Φ(t, (y, z)) = Φt((y, z)), eine Homotopie, sodass
Φ|[0,1]× S
y∈Y
{(y,z)∈Cn:Im(z)≥β(y)} = id|[0,1]× S
y∈Y
{(y,z)∈Cn:Im(z)≥β(y)},
Φ(0, (y, z)) = (y, z) und
Im(Φ(1, (y, z))) ≥ β(y) für alle (y, z) ∈W\V
gelten. Daher ist Φ ein Retrakt von U auf ⋃
y∈Y
{(y, z) : Im(z) ≥ β(y)}. Weil⋃
y∈Y
{(y, z) : Im(z) ≥ β(y)} ein Faserbündel über dem kontrahierbaren Raum Y
mit kontrahierbaren Fasern ist, muss
⋃
y∈Y
{(y, z) : Im(x) ≥ β(y)} nach [39, Propo-
sition 3.5] kontrahierbar sein. Somit ist U kontrahierbar. 
Weil U kontrahierbar ist, ist U einfach zusammenhängend, das heißt, es sind
alle Wege in U mit denselben Anfangs- und Endpunkten homotop und U wegzu-
sammenhängend.
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Sind u und u′ in U , dann gibt es genau eine Homotopieklasse von Wegen in U
mit Anfangspunkt u und Endpunkt u′. Ist γ ein Repräsentant dieser Homotopie-
klasse, so ist φu
′
u : pi1(W\V reg, u) → pi1(W\V reg, u′), φu
′
u ([α]) = [γ
−] · [α] · [γ], ein
Isomorphismus. γ− bezeichnet hier die rückwärts durchlaufene Kurve γ. Außerdem
gelten für alle u, u′, u′′ ∈ U
(i) φuu = idpi1(W\V reg,u) und
(ii) φu
′′
u′ ◦ φu
′
u = φ
u′′
u ,
{φu′u }u,u′∈U ist also ein sogenanntes transitives System von Gruppen. Durch ein
transitives System von Gruppen ergibt sich eine neue Gruppe, der sogenannte
transitive Limes, der hier mit pi1(W\V reg,U) bezeichnet wird. Die Elemente von
pi1(W\V reg,U) sind Abbildungen g : U →
∏
u∈U
pi1(W\V reg, u), sodass g(u) ∈
pi1(W\V reg, u) und g(u′) = φuu′(g(u)) für alle u, u′ ∈ U gelten. Sind g und g′
in pi1(W\V reg,U) und u ∈ U , so ist pi1(W\V reg,U) zusammen mit (g · g′)(u) =
g(u)·g′(u) eine Gruppe. Ist u ∈ U , so sind durch die Wahl von g(u) ∈ pi1(W\V reg, u)
schon alle weiteren Funktionswerte von g festgelegt. Somit ist die Projektion der
Abbildungen in pi1(W\V reg,U) auf pi1(W\V reg, u) ein Isomorphismus von Grup-
pen.
Sei ab nun
B(W ) = pi1(W\V reg,U).
Seien u ∈ U und v ∈ Lu. Ist u′ ein weiteres Element aus U , so gibt es einen
Weg γ in U mit Anfangspunkt u und Endpunkt u′. Nach Satz 4.3 gibt es einen
eindeutig bestimmten Weg α in V reg mit Anfangspunkt v, sodass p ◦ α = γ ist.
Da U kontrahierbar ist, ist die Homotopieklasse von α mit festem Anfangs- und
Endpunkt unabhängig von der Wahl von γ nach Satz 4.3. Bezeichnet sv(u′) den
eindeutig bestimmten Endpunkt von α, so sind (p ◦ sv)(u′) = u′ und sv : U → V reg
stetig, das heißt, sv ist ein Schnitt von U . Wird U ′ = sv(U) gesetzt, so sind U ′
einfach zusammenhängend,
P (W ) = pi1(V reg,U ′)
und 1 −→ P (W ) pi1(p)−→ B(W ) pi−→W −→ 1 eine kurze exakte Folge.
Definition 4.29. Sei T = (y, z, L) ∈ Y × C × R≥0, sodass (y, z) ∈ U , (y, z +
tL) ∈ W\V reg für alle t ∈ [0, 1] und (y, z + L) ∈ U sind, dann heißt T ein Tunnel.
Ist T ein Tunnel, so definiere
bT : [0, 1] −→W\V reg durch bT (t) = (y, z + tL).
Ein Element [b] ∈ B(W ) = pi1(W\V reg,U) heißt einfach, falls es einen Tunnel T
gibt, sodass [b] = [bT ] ist. Mit S(W ) wird die Menge aller einfachen Elemente in
B(W ) bezeichnet.
Es gelte nun z < z′ für alle z, z′ ∈ C, falls entweder Re(z) < Re(z′) oder
Im(z) < Im(z′) im Fall Re(z) = Re(z′) gilt. Dadurch ist eine Ordnung auf C gege-
ben.
Seien y ∈ Y und (x1, . . . , xk) der geordnete Träger von LL(y). Ein xj heißt tief,
falls entweder j = 1 oder j > 1 und Re(xj−1) < Re(xj) gilt. Sind xj1 < · · · < xjl
die tiefen Punkte von (x1, . . . , xk), so heißt (xj1 , . . . , xjl) das tiefe Label von LL(y).
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Für j ∈ [k] sei
Ij =
{
(xj − i∞, xj) , falls xj tief ist,
(xj−1, xj) , sonst,
wobei (xj − i∞, xj) = {z ∈ Uy : Re(z) = Re(xj) und Im(z) < Im(xj)} und
(xj−1, xj) = {z ∈ Uy : Re(z) = Re(xj) und Im(xj−1) < Im(z) < Im(xj)} sind.
Ist Ti ein Tunnel in Uy, der Ii und kein Ij , j 6= i, schneidet, so heißt si =
[bTi ] ∈ B(W ) ein Elementartunnel. Sind nun s1, . . . , sk Elementartunnel, so wird
lbl(y) = (s1, . . . , sk) geschrieben.
Nach (16) ist (0) der geordnete Träger von LL(0). Es bezeichne δ jenes einfache
Element in B(W ), sodass
lbl(0) = (δ)(18)
gilt. Sei nun v ∈ V reg so, dass ωW,F (v) ∈ L0 ist, wo L0 = {0} × C die Faser von
0 ∈ Y bezeichnet. Weil δ einen beliebigen Kreis um 0 in L0 als Repräsentanten
haben kann, sei
t 7→ (0, . . . , 0, e2piitfn(v))
ein Repräsentant von δ. Weil e2piitfn(v) = fn(e
2piit
dn v) gilt, ist dieser Kreis das Bild
der Kurve t 7→ e 2piitdn v in W\V reg unter der bijektiven Abbildung ωW,F . Nach Satz
4.3 gibt es einen eindeutig bestimmten Weg τ in V reg mit Anfangspunkt v, der
(p ◦ τ)(t) = e 2piitdn v erfüllt. Weil p(e 2piitdn v) = e 2piitdn v für alle t ∈ [0, 1] gilt, muss
τ(t) = e
2piit
dn v sein.
Lemma 4.30. Das Bild von δ unter pi in W ist e
2pii
dn -regulär.
Beweis: Ist v ∈ V reg wie oben, so ist pi(δ)(v) = e 2piidn v. Das heißt aber nichts
anderes als v ∈ V (pi(δ), e 2piidn ) ∩ V reg. Somit ist pi(δ) ein e 2piidn -reguläres Element in
W . 
Definition 4.31. Sind y ∈ Y und T = (y, z, L) ein Tunnel, so ist eine T -
Umgebung von y eine wegzusammenhängende Umgebung Ω von y in Y , sodass für
alle y′ ∈ Ω das Tripel (y′, z, L) ein Tunnel ist.
Bemerkung 4.32. Sind y ∈ Y , LL(y) = {x1, . . . , xn} und T = (y, z, L) ein
Tunnel, so gibt es eine offene Umgebung U von {x1, . . . , xn} in En, sodass das
Tripel (y′, z, L) für alle y′ ∈ LL−1(U) ein Tunnel ist. Nun ist aber LL−1(U) offen
in Y und, da Y lokal wegzusammenhängend ist, sind LL−1(U) lokal wegzusam-
menhängend und die Wegzusammenhangskomponenten von LL−1(U) offen. Sei Ω
jene Wegzusammenhangskomponente von LL−1(U), die y enthält, dann ist Ω eine
T -Umgebung von y.
Lemma 4.33 (Hurwitz-Regel). Sind T = (y, z, L) ein Tunnel, s = [bT ] und
Ω eine T -Umgebung von y, dann ist s = [bT ′ ] für alle T ′ = (y′, z, L) mit y′ ∈ Ω.
Beweis: Sei y′ ∈ Ω. Weil Ω wegzusammenhängend ist, gibt es einen Weg γ in Ω
mit Anfangspunkt y und Endpunkt y′. Definiere nun H : [0, 1]× [0, 1] −→W\V reg
durch H(t, s) = (γ(s), z+ tL). Für jedes s ist (γ(s), z, L) nach Definition von Ω ein
Tunnel. Somit ist [s] = [bT ′ ]. 
Lemma 4.34. Ist s ∈ pi1(W\V reg,U) ein einfaches Element, so gibt es ein
y ∈ Y mit LL(y) = {x1, . . . , xn} und ein m ∈ N, sodass nach möglicher Um-
nummerierung Re(xi) < Re(xi+1) für alle 1 ≤ i ≤ n − 1 und s = s1 · · · sm für
lbl(y) = (s1, · · · , sn) sind.
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Beweis: Seien T ′ = (y′, z, L) ein Tunnel, sodass s = [b′T ] ist, und Ω eine
T ′-Umgebung von y′. Weil für die Diskriminante DiskXn∆F 6= 0 gilt, liegen die
generischen Punkte dicht in Y . Es gibt also ein generisches y′′ in Ω. Nach der
Hurwitz-Regel gilt daher s = [bT ′′ ] für T ′′ = (y′′, z, L). Da die Einschränkung des
Lyashko-Looijenga-Morphismus auf die Menge der generischen Punkte eine Überla-
gerung ist, gibt es eine Umgebung U von LL(y′′) in Eregn , sodass LL−1(U) =
⋃
i∈I
Vi
und LL|Vi : Vi → U ein Homöomorphismus für paarweise disjunkte, offene Mengen
in Y \K sind. Seien nun i′ jenes Element der Indexmenge I, das y′′ ∈ Vi′ erfüllt,
und LL(y′′) = {x′1, . . . , x′n}. Es kann eine genügend kleine reelle Zahl ε > 0 ge-
wählt werden, sodass {x′1 + t εn−1 , . . . , x′n−1 + t εn−1 , x′n − tε} ∈ U und das Tripel
(LL|−1Vi′ ({x′1 + t
ε
n−1 , . . . , x
′
n−1 + t
ε
n−1 , x
′
n − tε}), z, L) ein Tunnel für alle t ∈ [0, 1]
sind. Seien 0 <  ≤ ε, x′′1 = x′1 + n−1 , . . . , x′′n−1 = x′n−1 + n−1 , x′′n = x′n −  und
y′′′ = LL|−1Vi′ ({x′′1 , . . . , x′′n}) so, dass Re(x′′i ) < Re(x′′i+1) für alle 1 ≤ i ≤ n − 1 gilt.
Da die Abbildung t 7→ LL|V −1
i′
({x′1 +t, . . . , x′n+t}) ein Weg von y′′ nach y′′′ in Vi′
ist, liegen y′′ und y′′′ in derselben Wegzusammenhangskomponente von Vi′ . Somit
sind y′′′ in einer T ′′-Umgebung von y′′ enthalten und s = [bT ′′′ ] für T ′′′ = (y′′′, z, L)
nach der Hurwitz-Regel.
Wird {x′′1 , . . . , x′′n} entlange eines Weges in Eregn wie zum Beispiel in Abbildung 1
Abbildung 1. Beispiel für das Verändern von {x′′1 , . . . , x′′n}
verändert, so gibt es eine endliche Überlagerung offener Mengen {Ui}1≤i≤k dieses
Weges und T ′′-Umgebungen V1, . . . , Vk in Y , sodass Vi ∩ Vi+1 6= ∅, LL|Vi : Vi → Ui
ein Homöomorphismus für alle 1 ≤ i ≤ k − 1 und y′′′ ∈ V1 sind. Das Urbild dieses
Weges in der T ′′-Umgebung
⋃
i
= 1kVi von y′′′ ist ein Weg, der y′′′ mit dem ge-
wünschten y verbindet. Nach der Hurwitz-Regel gilt daher s = [bT ] für den Tunnel
T = (y, z, L) und es gibt ein m ∈ N mit s = s1 · · · sm für lbl(y) = (s1, . . . , sn). 
Lemma 4.35. Sind y ∈ Y und (si1 , . . . , sik) das tiefe Label von y, so ist δ =
si1 · · · sik .
Beweis: Ein Tunnel T , der Ii1 , . . . , Iik schneidet, repräsentiert si1 · · · sik . Außer-
dem sei T = (y, z, L) so gewählt, dass Im(z) < 0 gilt. Dann gibt es T -Umgebungen
Ω von y und Ω′ von 0, die generische Punkte enthalten. Die Einschränkung des
Lyashko-Looijenga-Morphismus auf die Menge der generischen Punkte ist eine Über-
lagerung. Weil ein generischer Punkt in Ω und ein generischer Punkt in Ω′ so durch
einen Weg verbunden werden können, dass dieser in einer T -Umgebung von y ent-
halten ist, befindet sich 0 in einer T -Umgebung von y. Somit gilt δ = si1 · · · sik
nach der Hurwitz-Regel. 
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Sei H ∈ A(W ). Wähle ein x0 ∈ H und ein r > 0, sodass die offene Kugel
Br(x0) mit Radius r um x0 keine weitere spiegelnde Hyperebene von W schneidet.
Weiters sei nun xH ∈ Br(x0) ∩ V reg.
Für ein t ∈ [0, 1] und eine unitäre Spiegelung rH mit H = Fix(rH) und εH =
det(rH) eine eH -te primitive Einheitswurzel definiere
σH,xH (t) = ε
t
Hpr
⊥
H(xH) + prH(xH),
dann sind σH,xH (0) = xH , σH,xH (1) = rH(xH) und σH,xH (t) ∈ Br(x0) ∩ V reg.
Sei nun v ∈ V reg, sodass v ∈ U ist. Weil jedes Element in V reg von keinem Element
ungleich der Identität aus W fixiert wird, ist rH(v) ∈ V reg. Da V reg wegzusam-
menhängend ist, gibt es einen Weg γ : [0, 1] −→ V reg mit Anfangspunkt v und
Endpunkt rH(v), womit der Weg
σH,γ = (rH ◦ γ−1) ◦ σH,xH ◦ γ
in V reg mit Anfangspunkt v und Endpunkt rH(v) definiert werden kann. Insbe-
sondere sind der Anfangs- und Endpunkt von σH,γ in derselben W -Bahn in V reg.
Das Bild von σH,γ in W\V reg ist also ein geschlossener Weg mit Anfangs- und
Endpunkt in U . Die Homotopieklasse
rH,γ = [p ◦ σH,γ ] = pi1(p)(σH,γ) ∈ pi1(W\V reg,U)
von σH,γ heißt Zopfspiegelung und es gilt pi(rH,γ)(v) = rH(v). Weil kein Element
in V reg von einem Element ungleich der Identität fixiert werden kann, muss
pi(rH,γ) = rH
sein.
Lemma 4.36. Ist y ∈ Y , sodass LL(y) = {x1, . . . , xn} mit Re(xi) < Re(xi+1)
für alle i gilt, so ist lbl(y) = (s1, . . . , sn) ein n-Tupel von Zopfspiegelungen.
Beweis: Ein Elementartunnel bTi hat einen kleinen Kreis um xi als Repräsen-
tanten. Weil Re(xi) < Re(xi+1) für alle i gilt, sind x1, . . . , xn generische Punkte.
Insbesondere liegt jedes xi genau in einer Bahn einer spiegelnden Hyperebene. So-
mit ist jedes si = bTi eine Zopfspiegelung. 
Lemma 4.37. Es gibt unitäre Spiegelungen r1, . . . , rn in W , sodass pi(δ) =
r1 · · · rn ist.
Beweis: Ist y ∈ Y , sodass LL(y) = {x1, . . . , xn} mit Re(xi) < Re(xi+1) für
alle i ist, dann ist lbl(y) = (s1, . . . , sn) das tiefe Label von y und nach Lemma
4.35 ist δ = s1 · · · sn. Aus Lemma 4.36 folgt nun, dass lbl(y) ein n-Tupel von
Zopfspiegelungen ist. Insgesamt ist also pi(δ) das Produkt von n Spiegelungen. 

KAPITEL 5
Das Phänomen des zyklischen Siebens für
nichtkreuzende Partitionen
1. Nichtkreuzende Partitionen
Der Begriff nichtkreuzend wurde erstmals von G. Kreweras in Sur les partiti-
ons non croisées d’un cycle ([29]) erwähnt. Die Idee nichtkreuzender Partitionen
tauchte auch schon davor zum Beispiel bei H.W. Becker ([5], [6]) und T. Motzkin
([37]) auf.
Definition 5.1. Seien m,n ∈ N und P eine Partition von [n] = {1, . . . , n}.
Zwei disjunkte Blöcke P und Q von P kreuzen sich, wenn es natürliche Zahlen
1 ≤ a < b < c < d ≤ n mit {a, c} ⊆ P und {b, d} ⊆ Q gibt. Kreuzen sich keine
disjunkten Blöcke von P, so heißt P eine nichtkreuzende Partition (vom Typ A) von
[n], sonst kreuzende Partition von [n]. Die Menge aller nichtkreuzender Partitionen
von [n] wird mit NC(n) bezeichnet.
Werden auf einem Kreis n Punkte eingezeichnet und im Uhrzeigersinn von 1
bis n nummeriert, so ist die Bedingung, dass sich zwei disjunkte Blöcke P und Q
einer Partition P von [n] kreuzen, äquivalent dazu, dass sich die konvexen Hüllen
von P und Q schneiden.
Abbildung 1. Eine kreuzende und eine nichtkreuzende Partition
von [5].
Satz 5.2 (Germain Kreweras ([29])). Für n ∈ N ist
|NC(n)| = 1
n+ 1
(
2n
n
)
Sind P und Q zwei nichtkreuzende Partitionen von [n], so sei P ≤ Q genau
dann, wenn für jeden Block P von P ein Block Q von Q existiert, sodass P ⊂ Q
gilt. Dadurch ist dann auf NC(n) eine Halbordnung gegeben.
David Bessis und Thomas Brady definierten um 2000 eine algebraische Verall-
gemeinerung nichtkreuzender Partitionen in [8], [17] und [16]:
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Seien n ∈ N, V = Cn und W eine wohlerzeugte unitäre Spiegelungsgruppe
von V . Bezeichnen d1 ≤ · · · ≤ dn die Grade von W , so ist dn regulär nach Satz
3.28. Insbesondere gibt es dann ein e
2pii
dn -reguläres Element c in W . Nach Satz 3.11
sind alle e
2pii
dn -regulären Elemente in W zueinander konjugiert. Die Elemente dieser
Konjugationsklasse werden als Coxeterelemente von W bezeichnet.
Definition 5.3. Seien c ein Coxeterelement in W , R die Menge der unitären
Spiegelungen in W und
`R : W −→ N, `R(w) = min{m ∈ N : w = r1 · · · rm für r1, . . . , rm ∈ R},
eine Längenfunktion auf W . Die Menge
NC(W ) = {w ∈W : `R(w) + `R(w−1c) = n}
heißt die Menge der W -nichtkreuzenden Partitionen.
Seien R die Menge der unitären Spiegelungen in W , w1, w2 ∈ NC(W ) und
w1 ≤R w2 genau dann, wenn `R(w1)+`R(w−11 w2) = `R(w2) gilt. Dann ist (NC(W ),≤R
) eine Halbordnung.
Bemerkung 5.4. Da je zwei Coxeterelemente in W zueinander konjugiert
sind (siehe Satz 3.11) und die Längenfunktion `R in Definition 5.3 invariant un-
ter Konjugation mit Elementen aus W ist (siehe Lemma 2.8), ist die Halbordnung
(NC(W ),≤R) bis auf Isomorphie unabhängig von der Wahl des Coxeterelements.
P. Biane bewies erstmals ([12]), dass W -nichtkreuzende Partitionen eine Ver-
allgemeinerung nichtkreuzender Partitionen von [n] sind:
Satz 5.5. Ist σ eine Permutation von [n] und bezeichnet {σ} die Partition
von [n], die aus den Trägern der Zykel von σ besteht, dann ist die Abbildung σ 7→
{σ}, NC(An−1) −→ NC(n), wo An−1 die Coxetergruppe vom Typ An−1 ist (siehe
Beispiel 2.15) ein Isomorphismus von Halbordnungen.
Um Satz 5.5 zu beweisen, werden noch folgende Lemmata benötigt:
Lemma 5.6. Seien t = (ij) eine Transposition und σ eine Permutation in
An−1.
(i) Befinden sich i, j im selben Zykel von σ, dann werden aus diesem Zykel
in tσ und σt zwei Zykel, von denen einer i und der andere j beinhaltet.
(ii) Befinden sich i und j in unterschiedlichen Zykeln von σ, so wird in σt
und tσ aus diesen beiden Zykeln einer.
Beweis: Ist σ˜ = (i1 · · · ik−1 i ik+1 · · · il−1 j il+1 · · · is) ein Zykel von σ, der i
und j enthält, so sind
tσ˜ = (i1 · · · ik−1 j il+1 · · · is)(i ik+1 · · · il−1) und
σ˜t = (i1 · · · ik−1 i il+1 · · · is)(j ik+1 · · · il−1).
Befinden sich nun i ein einem Zykel σ1 = (i i2 · · · ik) und j in einem anderen Zy-
kel σ2 = (j j2 · · · jl) von σ, so sind tσ1σ2 = (i i2 · · · ik j j2 · · · jl) und σ1σ2t =
(j i2 · · · ik i j2 · · · jl). 
Das nächste Lemma folgt aus Lemma 5.6.
Lemma 5.7. Sind T = {(ij) : 1 ≤ i < j ≤ n} die Menge der Transpositionen
in An−1, c = (1 2 · · ·n) ∈ An−1 und `T : An−1 −→ Z die Wortlänge bezüglich der
Erzeugendenmenge T von An−1, so gilt für eine Permutation σ ∈ An−1
`T (σ) = n−Anzahl der Zykel in σ.
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Beweis: Mittels Induktion nach m soll gezeigt werden, dass `T (σ) = m− 1 für
einen Zykel σ mit einem m-elementigen Träger gilt. Ist m = 1, so ist σ = id[n]
und hat somit Länge 0 = 1 − 1. Seien m > 1 und σ = (i1 · · · im). Dann gilt
(im−1im)σ = (i1 · · · im−1) nach Lemma 5.7. Nach Induktionsvoraussetzung ist die
Länge von (i1 · · · im−1) aber m − 2 und somit `T (σ) = m − 1. Sind nun σ eine
beliebige Permutation in An−1 und σ = σ1 · · ·σk die Zerlegung von σ in paarweise
disjunkte Zykel, so gilt `T (σ) =
k∑
i=1
`T (σi) = n− k. 
Beweis von Satz 5.5: Es ist An−1 irreduzible unitäre Spiegelungsgruppe von
U = {(x1, . . . , xn) ∈ Cn :
n∑
i=1
xi = 0}. Sie ist sogar wohlerzeugt, da An−1 von
{(1 2), (2 3), . . . , (n − 1 n)} erzeugt wird und n − 1 die Dimension von U ist. Die
Menge T entspricht genau den unitären Spiegelungen in An−1. Weil die elemen-
tarsymmetrischen Polynome σ2, . . . , σn eine Menge von Basisinvarianten von An−1
sind, sind 2, . . . , n die Grade von An−1. Somit ist c ein Coxeterelement von An−1,
da n der größte Grad ist und (1, ζ, ζ2, . . . , ζn−1) ∈ U für eine primitive n-te Ein-
heitswurzel ζ ein ζ-Eigenvektor von c ist, der von keiner Transposition in An−1
fixiert wird.
Dass σ ∈ NC(An−1) ist, gilt nach Lemma 5.7 genau dann, wenn
Anzahl der Zykel in σ + Anzahl der Zykel in σ−1c = n− 1.
Da zwei Permutationen genau dann zueinander konjugiert sind, wenn sie diesel-
be Zykelstruktur haben, ist σ−1c ∈ NC(An−1) für jedes Element σ in NC(An−1).
Außerdem gibt es für jedes Element σ inNC(An−1) ein Element τ inNC(An−1) mit
σ = τ−1c. Besteht nun ein Element σ ∈ An−1 aus s Zykeln und ist σ = t1 · · · tn−s
für Transpositionen t1, . . . , tn−s ∈ An−1, dann ist σ in NC(An−1) genau dann,
wenn σ−1c = tn−s · · · t1c aus n − s + 1 Zykel besteht. Dies ist aber genau dann
erfüllt, wenn für alle i = 2, . . . , n − s gilt, dass ti einen Zykel in ti−1 · · · t1c wie in
Lemma 5.6(i) in zwei Zykel mit Länge mindestens 1 teilt. Insgesamt hat also je-
des Element in NC(An−1) die Form t1 · · · tmc, wo t1, . . . , tm Transpositionen sind,
sodass ti−1 einen Zykel von ti · · · tmc wie in Lemma 5.6(i) teilt.
Der Träger von c ist [n], also insbesondere eine nichtkreuzende Partition von
[n]. Ist t = (ij) eine Transposition in An−1, so kreuzen sich die Träger nach Lemma
5.6(i) von tc nicht. Die Träger von tc bilden also eine nichtkreuzende Partition
von [n]. Ist nun σ eine Permutation in An−1, sodass die Träger der Zykel von σ
eine nichtkreuzende Partition von [n] bilden, so bilden die Träger der Zykel von tc
nach Lemma 5.6(i) wieder eine nichtkreuzende Partition von [n]. Somit ist {σ} ∈
NC(n) für alle σ in NC(An−1). Da jede nichtkreuzende Partition von [n] auf diese
Weise gewonnen werden kann, ist die Abbildung σ 7→ {σ}, NC(An−1) −→ NC(n),
surjektiv.
Ist (ij) eine Transposition in An−1 mit i < j, so ist
(ij)c = (1 2 · · · i− 1 j j + 1 · · ·n)(i i+ 1 · · · j − 1).
Sind nun σ ∈ An−1, sodass σ jedes Element aus dem Träger jedes Zykels in σ
auf das nächstgrößere Element des Trägers oder, falls es ein solches nicht gibt, auf
das kleinste Element des Trägers abbildet, und t eine Transposition (kl), sodass k
und l im Träger eines Zykels von σ liegen, dann bildet auch tσ nach Lemma 5.6
jedes Element aus dem Träger jedes Zykels in tσ auf das nächstgrößere Element des
Trägers oder, falls es ein solches nicht gibt, auf das kleinste Element des Trägers
ab. Somit ist die Abbildung σ 7→ {σ}, NC(An−1) −→ NC(n), injektiv.
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Die Abbildung σ 7→ {σ} ist also bijektiv. Außerdem erhält sie die Halbordnun-
gen. 
Es werde im Folgenden [±n] = {−n,−n + 1, . . . ,−1, 1, . . . , n − 1, n} mit [2n]
durch i 7→ i für alle i ∈ [n] und i 7→ n− i für alle −n ≤ i ≤ −1 identifiziert.
Definition 5.8. Sei n ∈ N. Eine nichtkreuzende Partition P von [±n] heißt
nichtkreuzende Partition vom Typ B von [n], falls
(i) für jeden Block B von P auch −B ein Block von P ist und
(ii) es höchstens einen Block B in P gibt, der B = −B erfüllt.
Gibt es einen Block B in P, der B = −B erfüllt, so heißt dieser Nullblock von P.
Anschaulich bedeutet dies, dass eine nichtkreuzende Partition vom Typ B eine
nichtkreuzende Partition von [±n] ist, die invariant unter der Drehung um pi ist.
Abbildung 2. Nichtkreuzende Partitionen vom Typ B von [6].
Die Idee der nichtkreuzenden Partitionen vom Typ B geht zurück auf Victor
Reiner ([40]). Biane, Goodman und Nica ([13]), Bessis ([8]) und Watt ([17]) be-
wiesen unabhängig voneinander, dass die Abbildung σ 7→ {σ} ein Isomorphismus
der Halbordnungen NC(Bn) und jener der nichtkreuzenden Partitionen vom Typ B
von [n] ist. Hier bezeichnet Bn die Coxetergruppe vom Typ Bn aus Beispiel 2.12(iv).
Schließlich bewiesen C.A. Athanasiadis und V. Reiner ([3]) eine kombinatori-
sche Übersetzung der nichtkreuzenden Partitionen der Coxetergruppen vom Typ
Dn (siehe Beispiel 2.12(v)):
Definition 5.9. Seien n ∈ N und P von [±n]. Falls für jeden Block B von
P auch −B ein Block von P ist, es höchstens einen Block B in P mit B = −B
gibt, den sogenannten Nullblock von P, und, falls dieser existiert, er nicht die Form
{i,−i} für ein i ∈ [n] hat, dann heißt P eine Partition vom Typ D von [n].
Sei P eine Partition vom Typ D von [n]. Es werden nun auf einem Kreis 2n −
2 Punkte mit 1, . . . , n − 1,−1, . . . ,−n + 1 im Uhrzeigersinn nummeriert und der
Mittelpunkt mit ±n bezeichnet. Zwei disjunkte Blöcke P und Q von P kreuzen
sich, falls die konvexe Hülle eines der Blöcke einen relativ inneren Punkt besitzt,
der auch in der konvexen Hülle des anderen Blocks enthalten ist, und die konvexen
Hüllen der beiden Blöcke nicht übereinstimmen. Kreuzen sich keine Blöcke von P,
so heißt P nichtkreuzende Partition vom Typ D von [n].
Bemerkung 5.10. Für n ∈ N würden sich die Blöcke {n} und {−n} nicht
kreuzen, da deren konvexe Hüllen übereinstimmen.
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Abbildung 3. Nichtkreuzende Partitionen vom Typ D von [9].
C. A. Athanasiadis und V. Reiner zeigten schließlich in [3], dass die Halbord-
nung der nichtkreuzenden Partitionen vom Typ D von [n] und NC(Dn) isomorph
sind.
2. Zyklisches Sieben für W -nichtkreuzende Partitionen
Seien V = Cn für ein n ∈ N, W eine wohlerzeugte unitäre Spiegelungsgruppe
auf V und d1 ≤ · · · ≤ dn die Grade von W .
Bezeichnet [V, g] = Im(1 − g) für ein g ∈ U(V ), so gilt [V, g]⊥ = Fix(g) nach
Lemma 2.4.
Lemma 5.11. Sind g, h ∈ U(V ), so ist dimC[V, gh] ≤ dimC[V, g] + dimC[V, h].
Beweis: Weil Fix(g) ∩ Fix(h) ⊆ Fix(gh) gilt, folgt aus der Dimensionsformel
dimCFix(g) + dimCFix(h) = dimC(Fix(g) ∩ Fix(h)) + dimC(Fix(g) + Fix(h))
≤ n+ dimCFix(gh).
Die Behauptung folgt nun aus dimC[V,w] + dimCFix(w) = n für alle w ∈
U(V ). 
Lemma 5.12. Sind W eine wohlerzeugte unitäre Spiegelungsgruppe und c ein
Coxeterelement in W , so ist dimC[V, c] = n.
Beweis: Die Eigenwerte von c sind e
(1−d1)2pii
dn , . . . , e
(1−dn)2pii
dn nach Korollar 3.5.
Wäre nun ein Grad von W gleich 1, so würde es eine W -invariante Linearform
P ∈ V ∗ ⊆ S(V ∗) geben, deren Kern in V ein W -invarianter Teilraum von V wäre,
was ein Widerspruch zur Irreduziblität von W ist. Kein Grad von W kann also 1
sein und deswegen sind alle Eigenwerte von c ungleich 1. 
Folgende äquivalente Definition der Längenfunktion `R aus Definition 5.3 geht
zurück auf T. Brady und C. Watt ([18]).
Proposition 5.13. Sind W eine wohlerzeugte unitäre Spiegelungsgruppe, R
die Menge der unitären Spiegelungen in W und w ∈ NC(W ), so gilt
`R(w) = dimC[V,w].
Beweis: Ist `R(w) = k, so gibt es unitäre Spiegelungen R1, . . . , Rk inW mit w =
R1 · · ·Rk. Aus Lemma 5.11 folgt dimC[V,w] ≤
k∑
i=1
dimC[V,Ri] = k. Weil `R(c) = n
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nach Lemma 4.37 und `R(w)+`R(w−1c) = `R(c) gelten, sind Fix(w)∩Fix(w−1c) =
{0} und V = Fix(w)⊕ Fix(w−1c) nach Lemma 5.11 , woraus dimCFix(w) = n− k
folgt. 
Korollar 5.14. Sind W eine wohlerzeugte unitäre Spiegelungsgruppe, R die
Menge der unitären Spiegelungen in W und x, y ∈ NC(W ), dann gilt x ≤R y genau
dann, wenn
Fix(x) + Fix(x−1y) = V und Fix(x) ∩ Fix(x−1y) = Fix(y)
gelten.
Lemma 5.15. Sind d ein Teiler von dn, W eine wohlerzeugte unitäre Spiege-
lungsgruppe und c ∈W ein Coxeterelement, so gilt
NC(W ) ∩ CW (c
dn
d ) ⊆ NC(CW (c
dn
d )).
Beweis: Weil c ein Coxeterelement inW ist, ist c insbesondere e
2pii
dn -regulär. Aus
Proposition 3.30 folgt nun, dass CW (c
dn
d ) auf V ′ := V (c
dn
d , e
2pii
d ) als wohlerzeugte
unitäre Spiegelungsgruppe mit größtem Grad dn und Coxeterelement c operiert.
Sei nun x ∈ NC(W ) ∩ CW (c dnd ). Weil x ≤R c gilt, muss nach Korollar 5.14
Fix(x) + Fix(x−1c) = V und Fix(x) ∩ Fix(x−1c) = Fix(c)
gelten. Aus Lemma 5.12 folgt, dass Fix(c) = {0} und daher V = Fix(x)⊕Fix(x−1c)
sind. Da c, x ∈ CW (c dnd ) sind, sind auch x−1c ∈ CW (c dnd ) und (x|V ′)(x−1c|V ′) =
c|V ′ . Schließlich muss Fix(x|V ′)⊕ Fix(x−1c|V ′) = V ′ und damit x|V ′ ≤R′ c|V ′ , wo-
bei R′ die Menge der Spiegelungen in CW (c
dn
d ) ist, gelten. 
IstW eine wohlerzeugte unitäre Spiegelungsgruppe, so ist jedes Element in B(W ) =
pi1(W\V reg,U) Produkt von Zopfspiegelungen nach [19, Theorem 2.17(i)]. Definiere
eine Längenfunktion
` : B(W ) −→ Z
durch `(s) = min{i ∈ Z : s = s1 · · · si für Zopfspiegelungen s1, . . . , si}.
Lemma 5.16. Sind W eine wohlerzeugte Spiegelungsgruppe und ist y in Cn−1,
sodass LL(y) = {x1, . . . , xn} mit Re(xi) < Re(xi+1) für alle i ist, dann ist
`R(pi(s1 · · · si)) = i
für lbl(y) = (s1, . . . , sn) für alle i.
Beweis: Aufgrund von Lemma 4.36 ist lbl(y) ein n-Tupel von Zopfspiegelungen,
sodass pi(si) eine unitäre Spiegelung inW für alle i ist. Somit sind `R(pi(s1 · · · si)) ≤
i und `R(pi(si+1 · · · sn)) ≤ n − i. Weil `R(c) = n nach Proposition 5.13 und
pi(s1 · · · sn) nach Lemma 4.35 ein Coxeterelement inW ist, müssen `R(pi(s1 · · · sn)) =
n und daher `R(pi(s1 · · · si)) = i gelten. 
Für einfache Elemente bT , bT ′ ∈ B(W ) mit T = (y, z, L) und T ′ = (y, z, L′)
gelte bT  bT ′ genau dann, wenn L ≤ L′ gilt. Dann ist (S(W ),) eine Halbord-
nung.
Für einfache Elemente s und s′ in S(W ) gelten `R(pi(s)) = `(s) nach Lemma
5.16 und s  s′ nach [9, Proposition 8.7] genau dann, wenn pi(s) ≤R pi(s′).
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Proposition 5.17. Die Abbildung pi lässt sich zu einem Isomorphismus von
Halbordnungen
(S(W ),) ∼=−→ (NC(W ),≤R)
einschränken.
Beweis: Nach Lemma 4.37 ist s  δ für alle s ∈ S(W ). Weil c := pi(δ) ein
Coxeterelement inW ist, ist pi(S(W )) ⊆ [1, c]. Die Injektivität folgt aus [19, Lemma
7.7], die Surjektivität aus [19, Proposition 8.9] und gehen auf eine Tatsache, die bis
jetzt nur für jede Klasse von wohlerzeugten Spiegelungsgruppen einzeln beweisen
wurde, siehe [19, Proposition 7.5]. 
Satz 5.18. Es ist NC(W ) ein Verband und es gilt
|NC(W )| =
n∏
i=1
dn + di
di
.
Beweis: Die beiden Behauptungen wurden für Klassen von wohlerzeugten Spie-
gelungsgruppen separat bewiesen oder mit dem Computer nachgerechnet. Für die
erste Behauptung siehe [8] und [10] und für die zweite siehe [2], [8] und [20]. 
Lemma 5.19. Sind d ein Teiler von dn, W eine wohlerzeugte unitäre Spiege-
lungsgruppe und c ∈W ein Coxeterelement, so gilt
NC(W ) ∩ CW (c
dn
d ) = NC(CW (c
dn
d )).
Beweis: Es ist noch NC(CW (c
dn
d )) ⊆ NC(W ) ∩ CW (c dnd ) zu zeigen.
SeienW ′ := CW (c
dn
d ), V ′ = V (c
dn
d , e
2pii
d ) und F = {f1, . . . , fn} eine Menge von Ba-
sisinvarianten vonW . Dann istW ′ eine wohlerzeugte unitäre Spiegelungsgruppe von
V ′. Die Basisinvarianten von W ′ sind dann genau die Einschränkungen jener Basi-
sinvarianten von W auf V ′, deren Grade von d geteilt werden, nach Korollar 3.17.
Insbesondere ist auch dn ein Grad vonW ′. Bezeichnet F ′ jene Menge von Basisinva-
rianten vonW ′, so werdeW ′\V ′ via der Bahnenabbildung ωW ′,F mit Ca(d) identifi-
ziert. Somit kannW ′\V ′ inW\V eingebettet werden als der durch die Gleichungen
{fi = 0}i∈[n]\A(d) definierter Teilraum vonW\V . Die Menge der spiegelnden Hyper-
ebenen von W ′ ist A(W ′) = {H ∩ V ′ : H spiegelnde Hyperebene von W mit V ′ *
H}. Daher sindH ′ := (W ′\V ′)∩H undW ′\(V ′)reg inW\V reg enthalten. Weil die
Einschränkung von fn auf V ′ auch eine Basisinvariante vonW ′ ist, sind jeder Tunnel
inW ′\V ′ auch ein Tunnel inW\V und U ′ = (W ′\V ′)∩U . Insgesamt ergibt sich mit
der natürlichen Abbildung von B′ := B(W ′\(V ′)reg,U ′) nach B := B(W\V reg,U)
das kommutierende Diagramm
B′ //
pi′

B
pi

W ′
  // W
(19)
Sei nun w′ ∈ NC(W ′), dann ist insbesondere w′ ∈ W . Nach Proposition 5.17
gibt es ein einfaches Element s′ in B(W ′) mit w′ = pi(s′). Sei T ′ ein Tunnel mit
s′ = bT ′ , dann ist T ′ auch ein Tunnel in W\V und definiert daher ein einfaches
Element s = bT ∈ B(W ), das Bild von s′ in B(W ) unter der natürlichen Abbildung.
Mit dem Diagramm (19) folgt schließlich w′ = pi′(s′) = pi(s) ∈ NC(W ). 
Seien W eine wohlerzeugte unitäre Spiegelungsgruppe und c ∈ W ein Coxeter-
element. Weil die Längenfunktion `R invariant unter Konjugation mit Elementen
aus W ist, operiert die zyklische Gruppe C = 〈c〉 via Konjugation auf NC(W ).
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Satz 5.20. Das Tripel (NC(W ), Cat(W, q), C) mit
Cat(W, q) =
n∏
i=1
[dn + di]q
[di]q
erfüllt das Phänomen des zyklischen Siebens, das heißt, für jedes Element k ∈ N
gilt
|{w ∈ NC(w) : ck(w) = w}| = Cat(W, e 2pikidn ).
Beweis: Seien k ∈ N und d die Ordnung von ck, so ist zu zeigen, dass
Cat(W, e
2piki
dn ) = |{w ∈ NC(W ) : ckwc−k = w}|(∗)
gilt. Da ck und c
dn
d dieselbe Ordnung haben und damit dieselbe zyklische Unter-
gruppe von C erzeugen, gilt CW (c
dn
d ) = CW (ck). Sei hier W ′ = CW (ck). Weil dn
von d geteilt wird, gelten dn + di ≡ di mod d und daher
lim
q→e
2piki
dn
[dn + di]q
[di]q
=
{
dn+di
di
, falls di ≡ 0 mod d
1, sonst.
Somit ist Cat(W, e
2piki
dn ) =
∏
i∈A(d)
dn+di
di
= |NC(W ′)| mit A(d) = {i ∈ [n] : d|di}
nach Satz 5.18. Die rechte Seite in (∗) ist aber |NC(W ) ∩W ′|. Aus Lemma 5.19
folgt schließlich
|NC(W ′)| = |NC(W ) ∩W ′|,
womit die Behauptung bewiesen ist. 
Beispiel 5.21. SeiW die Coxetergruppe vom Typ A4, das heißt, seienW = S5
und V = {(x1, . . . , x5) ∈ C5 : x1 + x2 + x3 + x4 + x5 = 0}. Dann sind 2, 3, 4 und
5 die Grade von W und W ist eine wohlerzeugte unitäre Spiegelungsgruppe. Das
Element c = (1 2 3 4 5) in W ist ein Coxeterelement. Außerdem gelten
Cat(A4, q) = q20 + q18 + q17 + 2q16 + 2q15 + 3q14 + 2q13 + 4q12 + 3q11
+4q10 + 3q9 + 4q8 + 2q7 + 3q6 + 2q5 + 2q4 + q3 + q2 + 1.
und
Cat(A4, q) ≡ 8q4 + 8q3 + 8q2 + 8q + 10 mod (q5 − 1).
Insgesamt gibt es also 10 Bahnen der Operation von C = 〈(1 2 3 4 5)〉 auf NC(A4),
auf 8 Bahnen operiert C frei.
c · i = i+ 1 mod 5
Beispiel 5.22. Nach Proposition A.6 sind 2, 4, 6 die Grade von B3. Auußerdem
ist B3 wohlerzeugt und (1, 2, 3)(−1,−2,−3) ein Coxeterelement in B3. Daher gelten
Cat(B3, q) = q18 + q16 + 2q14 + 3q12 + 3q10 + 3q8 + 3q6 + 2q4 + q2 + 1
und
Cat(B3, q) ≡ 6q2 + 6q + 8 mod (q3 − 1).
Insgesamt gibt es daher 8 Bahnen der Operation von C = 〈(1, 2, 3)(−1,−2,−3)〉
auf der Menge der nichtkreuzenden Partitionen vom Typ D auf [3]. Auf 6 dieser
Bahnen operiert C frei und 2 haben Stabilisatorgruppe C.
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Abbildung 4. Die freien Bahnen der Operation von C auf NC(A4).
Abbildung 5. Die freien Bahnen der Operation von C auf NC(B3).

ANHANG A
Klassifikation unitärer Spiegelungsgruppen
Da char C = 0 ist, ist nach dem Satz von Maschke jede unitäre Spiegelungs-
gruppe direkte Summe irreduzibler unitärer Spiegelungsgruppen. Es genügt daher
irreduzible unitäre Spiegelungsgruppen zu betrachten.
Die Klassifikation irreduzibler unitärer Spiegelungen geht zurück auf G. C. She-
phard und J. A. Todd [43], als Quelle für dieses Kapitel wurde aber [35] ver-
wendet. Insgesamt ergeben sich 37 Fälle für irreduzible unitäre Spiegelungsgrup-
pen, wobei diese aus drei unendlichen Familien G1 := {Cm = Z/mZ : m ∈ N},
G2 := {Sn : n ∈ N} und G3 := {G(m,n, p) : m,n, p ∈ N, p|m} und 34 Ausnah-
mefällen bestehen, welche von 4 bis 37 nummeriert sind. Die Nummerierung wurde
von G. C. Shephard und J. A. Todd eingeführt und wird hier übernommen.
Im Eindimensionalen können nur unitäre Spiegelungsgruppen der FamilieG1 auftre-
ten. Bei der Klassifikation irreduzibler unitärer Spiegelungsgruppen auf C-Vektorräumen
höherer Dimension spielt der folgende Begriff eine wichtige Rolle:
Definition A.1. Ein G-Modul V heißt imprimitiv, falls V für ein m > 1
direkte Summe V =
m⊕
i=1
Vi nichttrivialer Teilräume Vi, 1 ≤ i ≤ m, ist, sodass die
Operation von G auf V diese permutiert, anderenfalls heißt er primitiv. Ist V ein
imprimitiver G-Modul, so heißt die Menge {Vi : 1 ≤ i ≤ m} Imprimitivitätssystem
von V .
Gibt es einen primitiven G-Modul V , sodass die Operation von G auf V treu ist,
so heißt G primitiv.
1. Irreduzible imprimitive unitäre Spiegelungsgruppen
Definition A.2. Seien m,n, p ∈ N, sodass p|m gilt. Nun definiere
A(m, p, n) := {(θ1, . . . , θn) : θmi = 1 für alle 1 ≤ i ≤ n und
n∏
i=1
θ
m
p
i = 1} und
G(m, p, n) := A(m, p, n)n Sn mit Multiplikation
((ζ1, . . . , ζn), τ) · ((θ1, . . . , θn), σ) = ((ζ1θτ(1), . . . , ζnθτ(n)), τσ).
G(m, p, n), m,n, p ∈ N mit p|m, operiert treu auf Cn durch
((θ1, . . . , θn), σ) ·
x1...
xn
 :=
θσ(1)xσ(1)...
θσ(n)xσ(n)
 .
Bezeichnet [(θ1, . . . , θn)|σ] für eine Permutation σ ∈ Sn und θ1, . . . , θn ∈ C jene
n × n Matrix, deren (i, σ(i))-ten Einträge θi für alle i ∈ [n] und deren restliche
Einträge 0 sind, dann gilt
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G(m,n, p) = {[(θ1, . . . , θn)|σ] : σ ∈ Sn, θi ∈ C mit θmi = 1 für alle i ∈ [n]
und (
n∏
i=1
θi)
m
p }.
Nach Konstruktion ist Cn mit dieser Operation ein imprimitiver G(m, p, n)-Modul
mit Imprimitivitätssystem {Cei : 1 ≤ i ≤ n}. G(m, p, n) ist also eine imprimitive
Gruppe für m,n, p ∈ N mit p|m. Außerdem ist G(m, p, n) eine Untergruppe von
Un(C) und |G(m,n, p)| = mnn!p .
Proposition A.3. Sei m > 1, so ist G(m, p, n) eine imprimitive unitäre Spie-
gelungsgruppe und irreduzibel, falls (m, p, n) 6= (2, 2, 2) ist.
Beispiel A.4. (i): G(m, p, 1) ist die zyklische Gruppe der Ordnung mp .
(ii): G(1, 1, n) ist die symmetrische Gruppe Sn. Für n ≥ 5 ist der Sn-invariante
Teilraum W = {(x1, . . . , xn)t :
n∑
i=1
xi = 0} ein primitiver Sn-Modul, d.h.,
die Coxetergruppe vom Typ An−1 ist für n ≥ 5 eine primitive Gruppe.
(iii): G(m,m, 2) ∼= CmnC2 ist die Diedergruppe der Ordnung 2m. Insbesondere
sind G(3, 3, 2) ∼= D6 ∼= S3 und G(4, 4, 2) ∼= V4 n S3 ∼= S4, wo V4 die
Kleinsche Vierergruppe bezeichnet.
(iv): Die Gruppen G(2, 1, n) bzw. G(2, 2, n) sind die Coxetergruppen vom Typ
Bn bzw. vom Typ Dn.
Siehe [35, Theorem 2.14] für folgendes wichtiges Resultat:
Satz A.5. Sind V ein n-dimensionaler C-Vektorraum und G eine irreduzible
imprimitive unitäre Spiegelungsgruppe auf V , dann sind n > 1 und G zu einer
Gruppe G(m, p, n) für ein m > 1 und einen Teiler p von m konjugiert.
Schließlich sollen noch algebraisch unabhängige, G(m, p, n)-invariante Polyno-
me, die C[X1, . . . , Xn] erzeugen, angegeben werden. Ein Element ((θ1, . . . , θn), σ) ∈
G(m, p, n) operiert auf C[X1, . . . , Xn] durch
(((θ1, . . . , θn), σ) · P )(X1, . . . , Xn) = P (θ−1σ(1)Xσ(1), . . . , θ−1σ(n)Xσ(n)),
P ∈ C[X1, . . . , Xn]. Ist g ·P = P für alle g ∈ G(m, p, n), so heißt P ∈ C[X1, . . . , Xn]
G(m, p, n)-invariant. Es bezeichne nun
er(X1, . . . , Xn) :=
∑
1≤i1<···<ir≤n
Xi1 · · ·Xir
das r-te elementarsymmetrische Polynom für 1 ≤ r ≤ n.
Folgende Polynome sind G(m, p, n)-invariant:
σr := er(Xm1 , . . . , X
m
n ) (1 ≤ r < n)
σn := en(X1, . . . , Xn)
m
p
σ1, . . . , σn sind algebraisch unabhängig und erzeugen daher C[X1, . . . , Xn] (Satz
2.28).
Proposition A.6. Die Grade von G(m, p, n) sind alsom, 2m, . . . , (n−1)m, mnp .
2. Irreduzible primitive unitäre Spiegelungsgruppen der Dimension 2
Es sollen zunächst alle unitären Spiegelungsgruppen in U2(C) bestimmt werden.
Bevor begonnen werden kann, wird noch ein neuer Begriff benötigt, nämlich jener
des zentralen Produkts zweier Gruppen:
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Definition A.7. Eine Gruppe G heißt das zentrale Produkt H ◦ K zweier
Normalteiler H  G und K  G, falls G = HK und H ∩K ⊆ Z(G) gelten. Sind
umgekehrt H,K zwei Gruppen, so definiere N := {(h, k) : h, k ∈ H ∩K mit h · k =
1}H ×K. Die Faktorgruppe H ◦K := H ×K/N ist dann das zentrale Produkt
von H × 1 und 1×K.
Nach [35, Prop. 5.10 und Prop. 5.11] ist U2(C) =
{(ζ 0
0 ζ
)
: ζ ∈ C mit |ζ| =
1
}
◦ SU2(C). Insbesondere kann jeder endlichen Untergruppe G von U2(C) eine
endliche Untergruppe Ĝ = {±
(
λ−1g 0
0 λ−1g
)
g : g ∈ G} von SU2(C), wobei λ2g =
det(g) für alle g ∈ G gesetzt wird, zugeordnet werden. Die endlichen Untergruppen
von SU2(C) können aber gut klassifiziert werden ([35, Theorem 5.14]):
Satz A.8. Sei G eine endliche Untergruppe von SU2(C), dann ist sie in SU2(C)
zu einer der folgenden Untergruppen von SU2(C) konjugiert:
(i): der zyklischen Gruppe Cm :=
〈(e 2Πim 0
0 e−
2Πi
m
)〉
der Ordnung m;
(ii): der binären Diedergruppe D2m :=
〈(e 2Πim 0
0 e−
2Πi
m
)
,
(
0 −1
1 0
)〉
der Ord-
nung 4m;
(iii): der binären Tetraedergruppe T :=
〈
1
2
(−1− i 1− i
−1− i −1 + i
)
,
(−i 0
0 i
)〉
der
Ordnung 24;
(iv): der binären Oktaedergruppe O :=
〈
1
2
(−1− i 1− i
−1− i −1 + i
)
, 1√
2
(
1− i 0
0 1 + i
)〉
der Ordnung 48;
(v) der binären Ikosaedergruppe I :=
〈
1
2
(
τ−1 − τi 1
−1 τ−1 + τi
)
,
(−i 0
0 i
)〉
,
wobei τ := 12 (1 +
√
5) ist, der Ordnung 120.
Folgende Bemerkung soll erklären, woher die Gruppen T , O und I ihren Namen
haben.
Bemerkung A.9. Die Quaternionen der Norm 1 sind zu SU2(C) isomorph via
der Abbildung α + βj 7→
(
α β
−β α
)
, α, β ∈ C mit |α|2 + |β|2 = 1. Nun kann aber
jede Quaternion q der Norm 1 geschrieben werden als q = cosψ + v · sinψ, wobei
v = v1i + v2j + v3k, v1, v2, v3 ∈ R, eine reine Quaternion der Norm 1 ist. Ist nun
x = x1i+x2j+x3k, x1, x2, x3, eine reine Quaternion, dann ergibt Konjugation mit
q wieder eine reine Quaternion y = y1i + y2j + y3k mit
y1y2
y3
 = D(
v1v2
v3
 , 2ψ) ·x1x2
x3
, wobei D(w,ϕ) die Matrix der Drehung um die Achse w im Winkel ϕ in
R3 bezeichnet, ist. Wird die Menge der reinen Quaternionen mit R3 identifiziert,
so entspricht die Konjugation mit der Quaternion q = cosψ + p · sinψ genau der
Drehung um die Achse v im Winkel 2ψ in R3. Die Gruppen T , O und I entsprechen
dann genau den Drehgruppen des Tetraeders, Oktaeders bzw. Ikosaeders in R3.
Die Gruppen Cm, D2m sind für alle m ∈ N imprimitiv, die Gruppen T , O, I
sind primitiv. Ist G eine primitive endliche Untergruppe von U2(C), so ist auch Ĝ
primitiv, muss also zu einer der Gruppen T , O oder I konjugiert sein. G heißt dann
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vom Typ T , O oder I.
Ist G eine beliebige endliche Untergruppe von U2(C) und bezeichnet m den Ex-
ponenten von Ĝ, so gilt außerdem
G ⊆ Cm ◦ Ĝ.
Insbesondere sind ([35, Theorem 6.1]) alle primitiven unitären Spiegelungsgruppen
in U2(C) Normalteiler von C12 ◦ T , C24 ◦ O oder C60 ◦ I je nachdem, ob sie vom
Typ T , O oder I sind. Um nun alle Möglichkeiten für primitive unitäre Spiege-
lungsgruppen in U2(C) zu erhalten, genügt es, die Normalteiler von C12 ◦T , C24 ◦O
und C60 ◦ I, die von Spiegelungen erzeugt werden, zu finden. Dazu verwende, dass
jede unitäre Spiegelung in C12 ◦ T , C24 ◦ O bzw. C60 ◦ I die Form λ−1g für ein g
aus C12 ◦ T , C24 ◦ O bzw. C60 ◦ I und einen Eigenwert λ von g hat, und, dass diese
unitäre Spiegelung dieselbe ist, wenn g durch gz für ein z im Zentrum von C12 ◦ T ,
C24 ◦ O bzw. C60 ◦ I ersetzt wird.
Auf diese Weise ergeben sich 19 irreduzible, primitive unitäre Spiegelungsgruppen
in U2(C):
• 4 vom Typ T :
Tabelle 1. Primitive unitäre Spiegelungsgruppen in U2(C) vom
Typ T
G Struktur |G| Grade Kograde
G4 SL2(F3) 24 4, 6 0, 2
G5 C3 × T 72 6, 12 0, 6
G6 C4 ◦G4 48 4, 12 0, 8
G7 C3 × (C4 ◦ T ) 144 12, 12 0, 12
• 8 vom Typ O:
Tabelle 2. Primitive unitäre Spiegelungsgruppen in U2(C) vom
Typ O
G Struktur |G| Grade Kograde
G8 T C4 96 8, 12 0, 4
G9 C8 ◦ O 192 8, 24 0, 16
G10 C3 × T C4 288 12, 24 0, 12
G11 C3 × (C8 ◦ O) 576 24, 24 0, 24
G12 GL2(F3) 48 6, 8 0, 10
G13 C4 ◦ O 96 8, 12 0, 16
G14 C3 ×G12 144 6, 24 0, 18
G15 C3 × (C4) ◦ O 288 12,24 0,24
• 7 vom Typ I:
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Tabelle 3. Primitive unitäre Spiegelungsgruppen in U2(C) vom
Typ I
G Struktur |G| Grade Kograde
G16 C5 × I 600 20, 30 0, 10
G17 C5 × (C4 ◦ I) 1200 20, 60 0, 40
G18 C15 × I 1800 30, 60 0, 30
G19 C15 × (C4 ◦ I) 3600 60, 60 0, 60
G20 C3 × I 360 12, 30 0, 18
G21 C3 × (C4 ◦ I) 720 12, 60 0, 48
G22 C4 ◦ I 240 12, 20 0, 28
3. Irreduzible primitive unitäre Spiegelungsgruppen der Dimension ≥ 3
Für den Beweis des folgenden Satzes siehe zum Beispiel [35, Theorem 8.1].
Satz A.10 (Blichfeldt). Seien n ∈ N und G eine endliche primitive Untergruppe
von Un(C). Besitzt s ∈ G einen Eigenwert λ, sodass |λ−µ| ≤ 1 für alle Eigenwerte
µ von s gilt, dann muss s ∈ Z(G) gelten.
Ist nun s ∈ Un(C) für ein n ∈ N von endlicher Ordnung, so sind die Eigenwerte
von s Einheitswurzeln. Die Bedingung, dass s einen Eigenwert λ hat, sodass |λ−µ| ≤
1 für alle Eigenwerte µ gilt, ist äquivalent dazu, dass s einen Eigenwert λ = eiϕ
hat, sodass |ϕ− µ| ≤ pi3 für alle Eigenwerte µ = eiθ gilt.
Satz A.11. Sind n > 1 und G eine endliche, primitive Untergruppe von Un(C),
so hat jede Spiegelung in G Ordnung 2, 3, 4 oder 5.
Beweis: Eine unitäre Spiegelung t ∈ Un(C), n ∈ N, der Ordnung m hat Eigen-
wert 1 der Vielfachheit n − 1 und Eigenwert ζ, ζ ist eine primitive m-te Einheit-
wurzel, der Vielfachheit 1. Da mit t auch tk für alle k ∈ N in G liegt, kann oBdA
ζ = e
2pii
m gewählt werden. Weil aber t nicht im Zentrum von G liegt, muss nach dem
Satz von Blichfeldt gelten, dass 2pim >
pi
3 ist. 
Satz A.12. [35, Theorem 8.4] Ist n ≥ 3, so sind die Spiegelungen in einer
endlichen, primitiven Untergruppe von Un(C) entweder der Ordnung 2 oder der
Ordnung 3.
Es werden nun zwei Fälle unterschieden, nämlich, ob eine primitive unitäre
Spiegelungsgruppe der Dimension ≥ 3 unitäre Spiegelungen der Ordnung 3 enthält
oder nicht.
Zunächst werden aber noch einige neue Begriffe benötigt.
Definition A.13. Ein Geradensystem L ist eine Familie von Geraden in Cn,
n ∈ N, die durch den Ursprung gehen.
Ist l eine Gerade, sodass l = 〈a〉C für ein a ∈ Cn mit 〈a, a〉 = 2, wobei
〈., .〉 das Standardskalarprodukt auf Cn bezeichnet, gilt, so gibt es eine eindeu-
tig bestimmte unitäre Spiegelung rl auf Cn der Ordnung 2, die l⊥ fixiert, nämlich
rl(x) := ra,−1(x) = x−〈x, a〉a. Es wird üblicherweise ra anstelle von rl geschrieben.
Definition A.14. Ein Geradensystem L heißt sternförmig, falls rl(m) ∈ L für
alle l,m ∈ L gilt. Ist L ein endliches sternförmiges Geradensystem, so heißt L ein
Stern, falls alle Elemente aus L in derselben Ebene liegen.
Ein Geradensystem L heißt k-System, k ∈ N, wenn
(i) L sternförmig ist,
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(ii) die Ordnung von rlrm für alle l,m ∈ L höchstens k ist und
(iii) es l,m ∈ L gibt, sodass die Ordnung von rlrm gleich k ist.
Satz A.15. [35, Theorem 7.9] Ist L ein k-System, k ∈ N, so ist die Gruppe
W (L) := 〈rl : l ∈ L〉
eine endliche unitäre Spiegelungsgruppe auf Cn. Umgekehrt, sind G eine (endliche)
unitäre Spiegelungsgruppe auf Cn, die von Spiegelungen der Ordnung 2 erzeugt wird,
und k ∈ N das Maximum der Ordnungen von Produkten von Spiegelungen in G, so
ist G = W (L) für ein k-System L.
Beispiel A.16. (i): Die symmetrische Gruppe Sn hat Geradensystem
An−1 := {〈ei − ej〉 : 1 ≤ i < j ≤ n},
das heißt, Sn = W (An−1).
(ii): Die Gruppen G(m,m, n) haben Geradensystem
D (m)n := {〈ei − ζej〉 : 1 ≤ i < j ≤ n und ζ m-te Einheitswurzel }.
Definition A.17. Ein Geradensystem L heißt zerlegbar, falls es eine Partition
von L in nichtleere Mengen A und B gibt, sodass jede Gerade in A orthogonal zu
jeder Gerade in B ist. Existiert diese nicht, so heißt L unzerlegbar.
Ist nun G eine irreduzible unitäre Spiegelungsgruppe, die von Spiegelungen der
Ordnung 2 erzeugt wird, so ist das Geradensystem L, für das G = W (L) gilt, un-
zerlegbar.
Es werden zunächst jene irreduziblen, primitiven unitären Spiegelungsgruppen der
Dimension ≥ 3, die nur Spiegelungen der Ordnung 2 enthalten, betrachtet.
Proposition A.18. Ist G eine primitive unitäre Spiegelungsgruppe der Di-
mension ≥ 3, die nur unitäre Spiegelungen der Ordnung 2 enthält, so ist jenes
Geradensystem L, dass G = W (L) erfüllt, ein m-System für ein m ≤ 5.
Unzerlegbare 3-Systeme:
Es sollen hier alle unzerlegbaren 3-Systeme angegeben werden. Näheres kann zum
Beispiel im Kapitel 6.1 in [35] nachgelesen werden.
Geradensystem E8: Ist {e1, . . . , e8} eine Orthonormalbasis von C8, so definiere
die Menge X := { 12 (e1± e2±· · ·± e8) : Anzahl positiver Koeffizienten ist gerade}.
Das Geradensystem E8 sei dann die Vereinigung aller Geraden, die von Elementen
aus X aufgespannt werden, und D (2)8 . Es ist sternförmig und unzerlegbar.
Geradensystem E7: Definiere z := 12 (e1 + · · · + e8) ∈ X, so bezeichne E7 je-
nes Teilgeradensystem von E8, das orthogonal zu z ist. Es ist unzerlegbar.
Geradensystem E6: E6 bezeichne jenes Teilsystem von E8, das orthogonal auf
den Stern, der von e1− e2, e1− e3 und e2− e3 erzeugt wird, ist. Es ist unzerlegbar.
Geradensystem K6: Definiere ω = e
2pii
3 = 12 (−1 + i
√
3), θ = ω − ω2 = i√3
und
Y = {θ−1

1
ωk2
...
ωk6
 ∈ C6 : k2, . . . , k6 ∈ {1, 2, 3} mit
6∏
i=2
ωki = 1},
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dann bezeichne das Geradensystem K6 die Vereinigung der Geraden, die von Ele-
menten aus Y erzeugt werden, und D (3)6 . Es ist unzerlegbar.
Geradensystem K5: Das Teilsystem von K6, das aus jenen Geraden besteht,
die orthogonal zu θ−1
1...
1
 ∈ K6 sind. Es ist unzerlegbar.
Unzerlegbare 4-Systeme
Es sollen hier alle unzerlegbaren 4-Systeme angegeben werden. Näheres kann zum
Beispiel im Kapitel 6.2 in [35] nachgelesen werden.
Geradensystem I (4)3 : Definiere λ := − 12 (1 + i
√
7),
X = {1
2
 λ2±λ2
0
 , 1
2
 λ20
±λ2
 , 1
2
 0λ2
±λ2
 ,
λ0
0
 ,
0λ
0
 ,
00
λ
} und
Y = {1
2
±λ±λ
2
 , 1
2
±λ2
±λ
 , 1
2
 2±λ
±λ
}.
Das Geradensystem I (4)3 sei nun die Menge aller Geraden, die von X ∪ Y erzeugt
werden. Es ist unzerlegbar.
Geradensystem F4: Das Geradensystem, das aus jenen Geraden besteht, die
von den 12 Vektoren ei ± ej (1 ≤ i < j ≤ 4) und den 4 Vektoren
√
2ei (1 ≤ i ≤ 4)
erzeugt werden, bezeichne mit F4. Es ist unzerlegbar.
Geradensystem N4: Jene Geraden, die von den Vektoren ej ± ek und ej ± iek
(1 ≤ j < k ≤ 4) erzeugt werden, bilden das Geradensystem N4. Es ist unzerlegbar.
Geradensystem O4: Das Geradensystem O4 ist die Vereinigung von D
(4)
4 und
jenen Geraden, die von (1 + i)ej (1 ≤ j ≤ 4) werden.
Unzerlegbare 5-Systeme
Es sollen hier alle unzerlegbaren 5-Systeme angegeben werden. Näheres kann zum
Beispiel im Kapitel 6.3 in [35] nachgelesen werden.
Geradensystem H3: Bezeichnet τ = 12 (1 +
√
5), so bilden die Geraden, die von
den Vektoren
e1, e2, e3,
1
2
 1±τ
±τ−1
 , 1
2
±τ−11
±τ
 und 1
2
 ±τ±τ−1
1

erzeugt werden, das Geradensystem H3. Es sind genau jene Geraden, die durch die
Mittelpunkte zweier gegenüberliegender Kanten eines regelmäßigen Dodekaeders
gehen.
Geradensystem H4: Das Kranzprodukt C2 o A4 operiert auf C4 durch ungera-
de Permutationen der Koordinaten und Vorzeichenwechsel. Das Bild der Operation
von C2 o A4 auf {(1, 0, 0, 0)t, 12 (1, τ, τ−1, 0)t, (1, 1, 1, 1)t} sind jene Vektoren, die die
Geraden durch den Ursprung aufspannen, die die Elemente von H4 bilden.
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Geradensystem I (5)3 : Das Geradensystem H4 ist die Vereinigung von H3 und
jenen Geraden durch den Ursprung, die von den Vektoren
1
2
 ±(τ + ω)±(τ−1ω − 1)
0
 , 1
2
 ±τω±1
±τ−1ω2
 , 1
2
 ±ω2±1
±(τω + 1)

und jenen Vektoren, die durch zirkuläres Verschieben der Koordinaten dieser Vek-
toren entstehen.
Satz A.19. Sei G eine irreduzible, primitive unitäre Spiegelungsgruppe der Di-
mension n ≥ 3, die nur Spiegelungen der Ordnung 2 enthält, so ist G eine der
folgenden Gruppen:
(i): n = 3 und G ist W (H3), W (I
(4)
3 ) oder W (I
(5)
3 );
(ii): n = 4 und G ist W (F4), W (H4), W (N4) oder W (O4);
(iii): n = 5 und G ist W (K5);
(iv): n = 6 und G ist W (E6) oder W (K6);
(v): n = 7 und G ist W (E7);
(vi): n = 8 und G ist W (E8);
(vii): n ≥ 4 und G ist W (A n) ∼= Sn+1.
Schließlich werden irreduzible, primitive unitäre Spiegelungsgruppen G der Di-
mension n ≥ 3, die Spiegelungen der Ordnung 3 enthalten, betrachtet.
Ist a ∈ Cn mit (a, a) = 3, so ist die unitäre Spiegelung ta der Ordnung 3 defi-
niert als
ta(v) := v − 13(1− ω)(v, a)a = v + θ
−1ω2(v, a)a,
wo ω = e
2pii
3 = 12 (−1 + i
√
3) und θ := ω − ω2 = i√3 sind. Da ta = tb genau dann
gilt, wenn a und b dieselbe Gerade durch den Ursprung aufspannen, kann tl := ta
für die Gerade l, die von a erzeugt wird, gesetzt werden. Ein Geradensystem L
heißt ternäres k-System, falls
(i) tl(L ) ⊆ L für alle Geraden l ∈ L gilt,
(ii) für alle Geraden l,m ∈ L die Ordnung von tltm höchstens k ist, und
(iii) es Geraden l,m ∈ L gibt, sodass die Ordnung von tltm gleich k ist.
Sind K ein k-System undM ein ternäres h-System, das disjunkt zu K ist, sodass
rl(M ) ⊆ M für alle l ∈ K und tm(K ) ⊆ K für alle m ∈ M gelten, dann heißt
das Paar L = (K ,M ) ein gemischtes (k, h)-System. Die Menge der Geraden von
L ist definiert als die Vereinigung K ∪M und W (L) := W (K)W (M) als die Weyl-
gruppe von L. Die Untergruppen W (K) und W (M) sind Normalteiler von W (L).
Geradensystem L3: Das Geradensystem L3 sind jene Geraden durch den Ur-
sprung in C3, die von den Vektoren11
1
 ,
ωω
ω
 ,
ω2ω2
ω2
 ,
 ω1
ω2
 ,
ω2ω
1
 ,
 1ω2
ω
 ,
ω21
ω
 ,
 ωω2
1
 ,
 1ω
ω2
 , e1, e2 und e3
erzeugt werden.
Geradensystem L4: Das GeradensystemL3 kann via (x1, x2, x3) 7→ (x1, x2, x3, 0)
in C4 eingebettet werden und damit kann W (L3) als Untergruppe von U4(C) auf-
gefasst werden. Außerdem bezeichne Γ die Menge der Geraden durch den Ursprung,
die von den Elementen der W (L3)-Bahn von 〈(0, 1,−1,−1)〉 aufgespannt werden.
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Γ enthält dann 27 Geraden. Das Geradensystem L4 besteht aus Γ und L3 und ist
ein ternäres 3-System.
Geradensystem M3: Das Geradensystem M3 ist das gemischte (3, 6)-System
(D (3)3 ,L3).
Satz A.20. Sei G eine irreduzible, primitive unitäre Spiegelungsgruppe der Di-
mension n ≥ 3.
(i) Wird G nur von Spiegelungen der Ordnung 3 erzeugt, so ist G entweder
zu W (L3) oder zu W (L4) konjugiert.
(ii) Wird G von Spiegelungen der Ordnung 2 und 3 erzeugt, dann ist G zu
W (M3) konjugiert.
4. Satz von Shephard und Todd
Satz A.21 (Shephard und Todd). Sei G eine (endliche) irreduzible unitäre
Spiegelungsgruppe der Dimension n, dann gehört G bis auf Konjugation in Un(C)
zu einer der folgenden Klassen:
(i) n = 1 und G ist eine zyklische Gruppe;
(ii) n ≥ 2 und G ist die imprimitive Gruppe G(m, p, n) für ein m > 1 und
einen Teiler p von m;
(iii) n = 2 und G ist eine der 19 irreduziblen, primitiven unitären Spiegelungs-
gruppen vom Typ T , O bzw. I, siehe die Tabellen 1, 2 und 3;
(iv) n = 3 und G ist eine der Gruppen W (H3), W (I
(4)
3 ), W (I
(5)
3 ), W (L3)
oder W (M3);
(v) n = 4 und G ist eine der Gruppen W (F4), W (H4), W (L4), W (N4) oder
W (O4);
(vi) n = 5 und G ist die Gruppe W (K5);
(vii) n = 6 und G ist entweder W (E6) oder W (K6);
(viii) n = 7 und G ist W (E7);
(ix) n = 8 und G ist W (E8);
(x) n ≥ 4 und G ist W (An) ∼= Sn+1.
Shephard und Todd nummerierten die irreduziblen unitären Spiegelungsgrup-
pen: G1, G2, G3 bezeichnen die imprimitiven und G4, . . . , G37 die primitiven irredu-
ziblen unitären Spiegelungsgruppen. Die Nummerierung heißt die Shephard-Todd-
Nummerierung.
106 A. KLASSIFIKATION UNITäRER SPIEGELUNGSGRUPPEN
T
a
belle
4.
Irreduzible
unitäre
Spiegelungsgruppen
G
G
ruppe
|G|
D
im
.
G
rade
K
ograde
G
1
A
n−
1
n!
n−
1
2
,3,...,n
0,1,...,n−
2
G
2
G
(m
,p
,n),
m
>
1,
n
>
1,
p|m
m
n
n
!
p
n
m
,2
m
,...,(n−
1)m
,
m
np
0,m
,...,(n−
1)m
,w
enn
p6=
m
;
0
,m
,...,(n−
2)m
,(n−
1)m
−
n,w
enn
p
=
m
G
3
C
m
m
1
m
0
G
4
S
L
2 (F
3 )
24
2
4,6
0,2
G
5
C
3 ×
T
72
2
6
,12
0,6
G
6
C
4 ◦
G
4
48
2
4,12
0,8
G
7
C
3 ×
(C
4 ◦T
)
144
2
12,12
0,12
G
8
TC
4
96
2
8,12
0,4
G
9
C
8 ◦O
192
2
8,24
0,16
G
1
0
C
3 ×
TC
4
288
2
12,24
0,12
G
1
1
C
3 ×
(C
8 ◦O
)
576
2
24,24
0,24
G
1
2
G
L
2 (F
3 )
48
2
6,8
0,10
G
1
3
C
4 ◦O
96
2
8,12
0,16
G
1
4
C
3 ×
G
1
2
144
2
6,24
0,18
G
1
5
C
3 ×
(C
4 )◦O
288
2
12,24
0,24
G
1
6
C
5 ×
I
600
2
20,30
0,10
G
1
7
C
5 ×
(C
4 ◦I
)
1200
2
20,60
0,40
G
1
8
C
1
5 ×
I
1800
2
30,60
0,30
G
1
9
C
1
5 ×
(C
4 ◦I
)
3600
2
60,60
0,60
G
2
0
C
3 ×
I
360
2
12,30
0,18
G
2
1
C
3 ×
(C
4 ◦I
)
720
2
12,60
0,48
G
2
2
C
4 ◦I
240
2
12,20
0,28
G
2
3
W
(H
3 )
120
3
2,6,10
0,4,8
G
2
4
W
(I
(4
)
3
)
336
3
4,6,14
0,8,10
G
2
5
W
(L
3 )
648
3
6,9,12
0,3,6
G
2
6
W
(M
3 )
1296
3
6,12,18
0,6,12
G
2
7
W
(I
(5
)
3
)
2160
3
6,12,30
0,18,24
G
2
8
W
(F
4 )
1152
4
2,6,8,12
0,4,6,10
G
2
9
W
(N
4 )
7680
4
4,8,12,20
0,8,12,16
G
3
0
W
(H
4 )
14400
4
2,12,20,30
0,10,18,28
G
3
1
W
(O
4 )
46080
4
8,12,20,24
0,12,16,28
G
3
2
W
(L
4 )
155520
4
12,18,24,30
0,6,12,18
G
3
3
W
(K
5 )
51840
5
4,6,10,12,18
0,6,8,12,14
G
3
4
W
(K
6 )
39191040
6
6,12,18,24,30,42
0,12,18,24,30,36
G
3
5
W
(E
6 )
51840
6
2,5,6,8,9,12
0,3,4,6,7,10
G
3
6
W
(E
7 )
2903040
7
2,6,8,10,12,14,18
0,4,6,8,10,12,16
G
3
7
W
(E
8 )
696729600
8
2,8,12,14,18,20,24,30
0,6,10,12,16,18,22,28
ANHANG B
Ergänzendes
1. Kommutative Algebra
Sei R ein kommutativer Ring mit 1.
Lemma B.1. Ist R ein Integritätsbereich, dann ist jede endliche Untergruppe
der Einheitengruppe R× zyklisch.
Beweis: Sei G eine endliche Untergruppe von R×. Ist |G| = pkq für eine Prim-
zahl p und für ein q mit ggT (p, q) = 1, dann besitzt F genau eine p-Sylowuntergruppe
der Ordnung p, denn die Gleichung Xp−1 hat höchstens p Lösungen in R. Es muss
also |F | = p1 · · · pm und F ∼= Z/p1 · · · pmZ für paarweise verschiedene Primzahlen
p1, . . . , pm gelten. Insbesondere ist F zyklisch. 
Lemma B.2. Ist G eine endliche Untergruppe von Aut(R), dann ist RG ganz
über R.
Beweis: Für ein r ∈ R ist ∏
g∈G
(x − g(r)) ein normiertes Polynom, das eine
Nullstelle in r hat. Die Koeffizienten dieses Polynoms sind symmetrische Funktionen
in {g(r) : g ∈ G} und daher G-invariant. 
Lemma B.3. Seien M ein endlich erzeugter R-Modul, I ein Ideal in R und
ϕ : M −→M ein R-Modulmorphismus, sodass ϕ(M) ⊆ IM , dann gibt es a1, . . . , as ∈
I mit
ϕs + a1ϕs−1 + · · ·+ as−1ϕ+ as = 0.
Beweis: Wähle Erzeuger t1, . . . , ts von M über R, dann gibt es nach Voraus-
setzung aij ∈ I mit ϕ(ti) =
s∑
j=1
aijtj für alle i. Bezeichnet pij = δijϕ− aij ∈ I[ϕ],
so ist
s∑
j=1
pijtj = 0 für alle i. Wenn also P = (pij) die Matrix mit Einträgen pij
bezeichnet, so ist 0 = adj(P )P · t = det(P ) · t, daraus folgt aber, dass detP · idM
die Nullabbildung ist, womit die Behauptung bewiesen ist. 
Korollar B.4. Sei M ein endlich erzeugter R-Modul, der M = IM für ein
Ideal I von R erfüllt, dann gibt es ein Element u = 1 + a ∈ R mit a ∈ I, sodass
uM = 0 ist.
Lemma B.5. Seien B ein Integritätsbereich, A ein Teilring, sodass die Erwei-
terung A ⊆ B endlich ist. Ist nun m ein maximales Ideal in A, so gibt es ein
maximales Ideal n in B, sodass m = A ∩ n ist.
Beweis: B ist nach Vorraussetzung ein endlich erzeugter A-Modul. Wäre B =
mB, dann würde es nach Korollar B.4 ein a ∈ m mit (1 + a)B = 0 geben. Da 1 /∈ m
gilt, ist dies ein Widerspruch dazu, dass B ein Integritätsbereich ist. Es muss also
B 6= mB gelten und daher kann ein maximales Ideal n gewählt werden, das mB
enthält. Inbesondere gilt m = n ∩A. 
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Lemma B.6. Seien G eine endliche Gruppe, die auf V = Cn operiert, und
S = S(V ∗). Ist {F1, . . . , Fn} eine Menge von algebraisch unabhängigen Elementen
aus SG, sodass SG ganz über C[F1, . . . , Fn] ist, dann ist die Abbildung ϕ : V −→
Cn, v 7→ (F1(v), . . . , Fn(v))t, surjektiv.
Beweis: Da F1, . . . , Fn algebraisch unabhängig sind, ist der Homomorphismus
ϕ∗ : C[X1, . . . , Xn] −→ S, ϕ∗(Xi) = Fi, injektiv. Deswegen kann nun C[X1, . . . , Xn]
mit C[F1, . . . , Fn] identifiziert werden. Nach Lemma B.2 ist S ganz über SG und
nach Voraussetzung ist SG ganz über S′ := C[F1, . . . , Fn], weswegen insgesamt S
ganz über S′ ist. Weil S als Algebra endlich erzeugt ist, ist die Erweiterung S′ ⊆ S
endlich.
Der Punkt v ∈ V entspricht dem maximalen Ideal mv := {P ∈ S : P (v) = 0} von
S. Nun entspricht ϕ(v) dem maximalen Ideal mϕ(v) von S und wegen der Identi-
fikation von S′ mit C[X1, . . . , Xn] entspricht ϕ(v) dem maximalen Ideal mϕ(v) =
ϕ∗−1(mv) = mv ∩ S′ von S′. Da aber nach Lemma B.5 jedes maximale Ideal in S′
die Form m ∩ S′ für ein maximales Ideal m von S hat, ist ϕ surjektiv. 
Lemma B.7. Sind g1, . . . , gm ∈ C[X1, . . . , Xn] und ψ : Cn −→ Cm die Ab-
bildung ψ(x) := (g1(x), . . . , gm(x)), sodass es kein nichttriviales Polynom P ∈
C[Y1, . . . , Ym] mit P◦ψ = 0 gibt, dann ist, falls ψ∗ : C[Y1, . . . , Ym] −→ C[X1, . . . , Xn]
die Abbildung f 7→ f◦ψ und C[X1, . . . , Xn] ein endlich erzeugter ψ∗(C[Y1, . . . , Ym])-
Modul sind, ψ(Cn) = Cm.
Beweis: Nach Voraussetzung ist ψ∗ injektiv und C[Y1, . . . , Ym] kann in C[X1, . . . , Xn]
eingebettet werden. Da die Punkte in Cn bzw. Cm genau den maximalen Idealen
in C[X1, . . . , Xn] bzw. C[Y1, . . . , Ym] entsprechen, kann ψ interpretiert werden als
M 7→M ∩C[Y1, . . . , Ym], wo M ein maximales Ideal in C[X1, . . . , Xn] ist. Da aber
jedes maximale Ideal in C[Y1, . . . , Ym] nach Lemma B.5 die FormM ∩C[Y1, . . . , Ym]
für ein maximales IdealM in C[X1, . . . , Xn] hat, ist ψ(C[X1, . . . , Xn]) = C[Y1, . . . , Ym].

Definition B.8. Eine Teilmenge A von Cn heißt algebraisch, falls
A = V (I) := {v ∈ Cn : P (v) = 0 für alle P ∈ I}
für ein Ideal I von C[X1, . . . , Xn] ist. Der Koordinatenring C[A] von A ist die Menge
aller P |A : A −→ C, P ∈ C[X1, . . . , Xn] und, wenn IA der Kern der Abbildung
ResC
n
A : C[X1, . . . , Xn] −→ C[A] ist, so ist C[A] ∼= C[X1, . . . , Xn]/IA.
Eine algebraische Menge A ⊆ Cn heißt reduzibel, falls A endliche Vereinigung echter
algebraischer Teilmengen von A ist, sonst heißt A irreduzibel.
Eine irreduzible Komponente von A ist eine irreduzible algebraische Teilmenge von
A, in der keine irreduziblen algebraischen Teilmengen echt enthalten sind.
Proposition B.9. Eine algebraische Menge A ⊆ Cn ist genau dann irreduzibel,
wenn IA ein Primideal ist.
Beweis: Siehe [35, Prop.11.6(i)]. 
Beispiel B.10. SindW ein Teilraum von Cn, {X1, . . . , Xs} eine Basis von {L ∈
V ∗ : L|W = 0} und {X1, . . . , Xn} eine Basis von V ∗, dann wird das Ideal IW von
{X1, . . . , Xs} erzeugt und C[W ] = C[Xs+1, . . . , Xn] ist ein Integritätsbereich. Daher
ist IW ein Primideal, was äquivalent dazu ist, dass W eine irreduzible algebraische
Menge ist.
Satz B.11 (Krullscher Hauptidealsatz). Seien R ein noetherscher Ring und
f ∈ R, sodass f 6= 0 und f keine Einheit sind. Außerdem sei P ein Primideal in R,
das minimal in der Eigenschaft (f) ⊆ P ist. P ist dann ein minimales Primideal
von R.
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Beweis: Siehe [4, Korollar 11.17]. 
Definition B.12. Die Dimension eines kommutativen Rings R ist das Supre-
mum der Längen r von Ketten von Primidealen P0 $ P1 $ · · · $ Pr aus R.
Korollar B.13. Seien R ein Integritätsbereich und P wie im Krull’ schen
Hauptidealsatz, dann ist dimR/P = dimR− 1.
Korollar B.14. Seien A ⊆ Cn eine irreduzible algebraische Menge, f 6= 0 aus
C[A], dann hat jede irreduzible Komponente von A∩ V (f) Dimension dim(A)− 1.
2. Lineare Algebra
Lemma B.15. Sind K ein unendlicher Körper und V ein K-Vektorraum, dann
kann V nicht Vereinigung endlich vieler echter Teilräume sein.
Beweis: Indirekt, angenommen es gibt echte Teilräume V1, . . . , Vk von V , sodass
V =
k⋃
i=1
Vi ist, so wähle k minimal, das heißt, Vj *
⋃
i 6=j
Vi für alle 1 ≤ j ≤ k. Wähle
nun ein u /∈ Vk und ein v ∈ Vk\
k−1⋃
i=1
Vi und definiere L = {v+tu : t ∈ K}. Weil u /∈ Vk
und insbesondere u 6= 0, ist, enthält L unendlich viele Elemente. Da L ⊆ V =
k⋃
i=1
Vi
ist, muss mindestens ein Vi, 1 ≤ i ≤ k, unendlich viele Elemente aus L enthalten.
Würde Vk außer v noch ein weiteres Element v+ tu, t 6= 0, aus L enthalten, so wäre
u = 1t tu =
1
t ((v+tu)−v) ∈ Vk, was ein Widerspruch ist. Es muss also mindestens ein
Vi für ein 1 ≤ i ≤ k−1 unendlich viele Elemente aus L enthalten. Würde nun ein Vi
mit 1 ≤ i ≤ k−1 zwei verschiedene Elemente v+t1u und v+t2u, das heißt, t1 6= t2,
aus L enthalten, dann wäre v = 1t2−t1 (t2−t1)v = 1t2−t1 (t2(v+t1u)−t1(v+t2u)) ∈ Vi,
was ein Widerspruch ist. Insgesamt kann also kein Vi, i = 1, . . . , k, unendlich viele
Elemente aus L enthalten. 
Satz B.16. Sind K ein unendlicher Körper, V ein endlich dimensionaler K-
Vektorraum mit dimKV ≥ 2, W1, . . . ,Wk Teilräume von V der Codimension > 1
und v0 ∈ V \
k⋃
i=1
Wi, so gibt es einen 2-dimensionalen Teilraum V0 von V mit v0 ∈
V0 und V0 ∩Wi = {0} für alle 1 ≤ i ≤ k.
Beweis: Induktion über n = dimKV :
Ist n = 2, dann können W1, . . . ,Wk nur {0} sein. Die Behauptung folgt nun mit
V0 = V .
Sei n > 2.
Seien oBdA W1, . . . ,Wk ungleich {0}. Ist ` : V −→ K eine lineare Abbildung
ungleich der Nullabbildung, dann ist
dimKKer(`) = dimKV − dimKIm(`) = n− 1.
Sind außerdem ` ∈ V ∗ und W ein Teilraum von V mit W ⊆ Ker(`), so sind durch
` : V/W −→ K, `(v+W ) = `(v), eine lineare Abbildung mitW ⊆ Ker(`) und durch
` 7→ ` ein K-linearer Isomorphismus von dem AnnihilatorW 0 = {` ∈ V ∗ : `|W ≡ 0}
von W nach (V/W )∗ gegeben. Insbesondere ist
dimKW 0i = dimKV/Wi = n− dimKWi < n
für alle 1 ≤ i ≤ k, das heißt, W 0i ist für alle 1 ≤ i ≤ k ein echter Teilraum von V ∗
der Codimension dimKWi.
Sei U = (Kv0)0 ein echter Teilraum von V ∗ der Codimension 1. Da v0 /∈Wi für alle
1 ≤ i ≤ k gilt, sind Kv0 * Wi und daher W 0i * U für alle 1 ≤ i ≤ k. Bezeichnen
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nun Ui = U ∩W 0i für alle 1 ≤ i ≤ k, so ist Ui ein echter Teilraum von U , da sonst
wegen U ⊆ W 0i $ V ∗ und, da U Codimension 1 hat, U = W 0i gelten müsste, was
ein Widerspruch ist. Somit kann U nach Lemma B.15 nicht die Vereinigung von
U1, . . . , Uk sein, das heißt, es gibt eine lineare Abbildung ` : V −→ K mit `(v0) = 0,
das heißt, v0 ∈ Ker(`), und Wi * Ker(`) für alle i = 1, . . . , k.
Sei H eine Hyperebene in V , sodass v0 ∈ H und Wi * H für alle 1 ≤ i ≤ k gilt.
Weil die Abbildung Wi −→ V/H, w 7→ w + H, für jedes i = 1, . . . , k surjektiv ist,
gelten V = H +Wi und mit der Dimensionsformel
dimKH ∩Wi = dimKH + dimKWi − dimK(H +Wi) = dimKH + dimKWi − dimKV
= dimKH − dimKV/Wi.
Insbesondere ist dann dimKH/(Wi∩H) = dimKH−dimK(Wi∩H) = dimKV/Wi,
das heißt, die Codimension von Wi ∩ H in H ist dieselbe wie die von Wi in V
und damit größer als 1 für alle 1 ≤ i ≤ k. Da dimKH = n − 1 ist, gibt es nach
Induktionsvoraussetzung einen 2-dimensionalen Teilraum V0 von H mit v0 ∈ V0
und V0 ∩Wi = V0 ∩ (H ∩Wi) = {0} für alle 1 ≤ i ≤ k. 
Satz B.17. Sind (V, ‖ ‖) ein normierter R-Vektorraum und W1, . . . ,Wk abge-
schlossene Teilräume von V mit Codimension in V größer 1, dann ist V \
k⋃
i=1
Wi
wegzusammenhängend.
Beweis: Ist dimRV ≤ 1, so ist die Behauptung trivial. Falls dimRV = 2 ist, ist
{0} der einzige Teilraum von V der Codimension größer 1 und somit handelt es
sich bei V \
k⋃
i=1
Wi um das Komplement endlich vieler Punkte in V , das wegzusam-
menhängend ist.
Seien dimRV > 2 und x, y ∈ V \
k⋃
i=1
Wi.
Wird mit z = y − x gezeigt, dass es einen Weg γ : [0, 1] −→ V \
k⋃
i=1
(−x + Wi) mit
γ(0) = 0 und γ(1) = z gibt, dann existiert ein Weg γ˜ : [0, 1] −→ V \
k⋃
i=1
Wi mit
γ˜(0) = x und γ˜(1) = y, nämlich γ˜(t) := γ(t) + x.
Sei also z = y − x. Weil die Translation stetig und ihre Umkehrabbildung wieder
eine Translation ist, sind
k⋃
i=1
(−x + Wi) als endliche Vereinigung abgeschlossener
Mengen wieder abgeschlossen und somit V \
k⋃
i=1
(−x+Wi) offen. Insbesondere gibt
es ein ε > 0, sodass die offene Kugel Bε(z) = {v ∈ V : ‖v − z‖ < ε} mit Radius ε
um z in V \
k⋃
i=1
(−x+Wi) und in V \
⋃
i∈{j:z/∈Wj}
Wi enthalten ist.
Würde nun Bε(z) =
⋃
i∈{j:z∈Wj}
Wi ∩ Bε(z) gelten, so wäre, da jeder Vektor in V
ein skalares Vielfache eines Elements aus Bε(z) ist, V =
⋃
i∈{j:z∈Wj}
Wi, was nach
Lemma B.15 ein Widerspruch ist. Es gibt somit ein Element z′ ∈ Bε(z), das in
keinem der Teilräume W1, . . . ,Wk liegt.
Wäre bewiesen, dass ein v ∈ V , das weder in
k⋃
i=1
Wi noch in
k⋃
i=1
(vi + Wi) für
v1, . . . , vk ∈ V liegt, mit 0 durch einen Weg in V \
k⋃
i=1
(vi + Wi) verbunden werden
kann, so würde folgen, dass sowohl z und z′ als auch 0 und z′, also insgesamt 0 und
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z, durch einen Weg in V \
k⋃
i=1
(−x+Wi) verbunden werden können.
Sei daher v ∈ V , sodass v weder in
k⋃
i=1
Wi noch in
k⋃
i=1
(vi + Wi) für v1, . . . , vk ∈ V
liegt, dann gibt es nach Satz B.16 einen 2-dimensionalen Teilraum V0 von V , der
v ∈ V0 und V0 ∩Wi = {0} für alle i = 1, . . . , k erfüllt. Schließlich ist
V0 ∩ (V \
k⋃
i=1
(vi +Wi)) = V0\
k⋃
i=1
(V0 ∩ (vi +Wi))
als Komplement endlich vieler Punkte in dem 2-dimensionalen R-Vektorraum V0,
da V0 ∩ (vi +Wi) entweder die leere Menge oder eine einpunktige Menge ist, weg-
zusammenhängend. 
Korollar B.18. Sind (V, ‖ ‖) ein normierter C-Vektorraum und W1, . . . ,Wk
echte abgeschlossene Teilräume von V , so ist V \
k⋃
i=1
Wi wegzusammenhängend.
Sind Y eine Menge und f : X −→ Y eine surjektive Abbildung von Mengen, so
sind die offenen Mengen der durch f induzierten Quotiententopologie auf Y genau
jene Teilmengen U von Y , deren Urbild f−1(U) in X offen ist, das heißt, f−1(U) ∈
T . Insbesondere ist f dann bezüglich der durch f induzierten Quotiententopologie
auf Y stetig. Sind nun ∼ eine Äquivalenzrelation auf X und Π : X −→ X/∼ die
kanonische Abbildung, dann heißt die durch Π induzierte Quotiententopologie auf
der Menge der Äquivalenzklassen X/∼ auch nur Quotiententopologie auf X/∼.
Lemma B.19. Sind (X, T ) ein wegzusammenhängender topologischer Raum,
Y eine Menge und f : X −→ Y eine surjektive Abbildung von Mengen, so ist Y
bezüglich der von f induzierten Quotiententopologie wegzusammenhängend.
Beweis: Sind y1 und y2 in Y , so gibt es x1 und x2 in X mit y1 = f(x1)
und y2 = f(x2). Da X wegzusammenhängend ist, gibt es eine stetige Abbildung
γ : [0, 1] −→ X mit γ(0) = x1 und γ(1) = x2. Die Abbildung f ◦ γ : [0, 1] −→ Y ist
dann stetig mit (f ◦ γ)(0) = y1 und (f ◦ γ)(1) = y2. 
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Zusammenfassung
In Kapitel 1 wird das Phänomen des zyklischen Siebens eingeführt. Es handelt
sich dabei um die Eigenschaft eines Tripels (X,X(q), C) bestehend aus einer end-
lichen Menge X, einer endlichen, zyklischen Gruppe C der Ordnung n, die auf X
operiert, und einer erzeugenden Funktion X(q) von X, das heißt, die Koeffizien-
ten von X(q) sind in N0 und X(1) = |X|. Bezeichnen α0, . . . , αn−1 die eindeutig
bestimmten Koeffizienten in
X(q) ≡
n−1∑
i=0
αiq
i mod (qn − 1),
dann erfüllt das Tripel (X,X(q), C) das Phänomen des zyklischen Siebens, wenn
αi die Anzahl der Bahnen von C in X, deren Stabilisatorordnung i teilt, ist. Wird
eine Einbettung ω : C ↪→ C× gewählt, so ist dies äquivalent zu
X(ω(c)) = |{x ∈ X : c · x = x}| für alle c ∈ C.
Um den Begriff nichtkreuzender Partitionen wohlerzeugter, irreduzibler uni-
tärer Spiegelungsgruppen zu formulieren, werden zunächst einige Grundlagen über
unitäre Spiegelungsgruppen benötigt, welche in Kapitel 2 und Kapitel 3 zu finden
sind.
Eine unitäre Spiegelung oder Pseudo-Spiegelung auf einem endlich-dimensionalen
C-Vektorraum V ist ein r ∈ GL(V ) endlicher Ordnung, das dimCIm(1 − r) =
dimCV − 1 erfüllt. Die Hyperebene Im(1 − r) in V heißt dann spiegelnde Hyper-
ebene von r und eine Untergruppe G von GL(V ), die von Spiegelungen erzeugt
wird, heißt unitäre Spiegelungsgruppe auf V . Die natürliche Darstellung von G auf
V induziert eine Darstellung von G auf V ∗, welche eindeutig auf die symmetrische
Algebra S(V ∗) fortgesetzt werden kann. Wird ein Element P ∈ S(V ∗) von allen
Elementen in G punktweise fixiert, dann wird P als G-invariant bezeichnet. Die C-
Algebra S(V ∗)G der G-invarianten Elemente in S(V ∗), die Invariantenalgebra von
G, kann von n := dimCV homogenen, algebraisch unabhängigen Elementen erzeugt
werden, deren Grade d1, . . . , dn nur von G abhängen und als Grade von G bezeich-
net werden. Die Ordnung von G ist dann
n∏
i=1
di und G enthält
n∑
i=1
(di − 1) unitäre
Spiegelungen. Weitere wichtige Größen einer unitären Spiegelungsgruppe G sind die
Kograde d∗n ≤ · · · ≤ d∗1 von G, welche durch
∑
g∈G
det(g)XdimCFix(g) =
n∏
i=1
(X−d∗i −1)
eindeutig festgelegt sind. Die Anzahl der spiegelnden Hyperebenen von G ist dann
n∑
i=1
(d∗i + 1). Abschließend sei noch ein wichtiger Satz erwähnt, der sogenannte Fix-
punktsatz von Steinberg: Ist U eine Teilmenge von V , dann ist der punktweise
Stabilisator GU = {g ∈ G : g · u = u für alle u ∈ U} von U genau jene unitäre
Spiegelungsgruppe auf V , die von jenen Spiegelungen in G erzeugt wird, die U
punktweise fixieren.
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Ein Vektor v ∈ Cn heißt regulär, falls er in keiner spiegelnden Hyperebene von
G liegt, ein g ∈ G heißt ζ-regulär, falls der ζ-Eigenraum von g einen regulären Vek-
tor enthält, und ein d ∈ N heißt regulär, falls es eine primitive d-te Einheitswurzel
ζ und ein g ∈ G gibt, sodass g ζ-regulär ist. Insbesondere ist ein d ∈ N genau
dann regulär, wenn genausoviele Grade wie Kograde von G von d geteilt werden.
Springer hat außerdem gezeigt, dass für jedes d ∈ N und für jede d-te primitive
Einheitswurzel ζ in C, alle ζ-regulären die Ordnung d haben und je zwei ζ-reguläre
Elemente zueinander konjugiert sind.
Eine unitäre Spiegelungsgruppe W von Cn heißt wohlerzeugt, falls sie von n
unitären Spiegelungen erzeugt werden kann. Ist W irreduzibel, dann ist W genau
dann wohlerzeugt, wenn di + d∗i = dn für alle Grade d1 ≤ · · · ≤ dn und Kograde
d∗n ≤ · · · ≤ d∗1 von W gilt. Insbesondere ist der Grad dn dann regulär. Sind ζ eine
primitive dn-te Einheitswurzel, c ein ζ-reguläres Element und d ein Teiler von dn,
dann ist der Zentralisator CW (c
dn
d ) eine wohlerzeugte, irreduzible unitäre Spiege-
lunggruppe auf dem ζ
dn
d -Eigenraum E von c
dn
d , deren Grade bzw. Kograde genau
die Grade bzw. Kograde von W , die von d geteilt werden, sind. Insbesondere ist dn
ein und daher der größte Grad von CW (c
dn
d ) und regulär.
Da dn regulär für eine wohlerzeugte, irreduzible unitäre Spiegelungsgruppe W
ist, gibt es insbesondere ein e
2pii
dn -reguläres Element in W . Ein solches Element
wird als Coxeterelement von W bezeichnet und ist bis auf Konjugation eindeutig
bestimmt. Wird die Länge eines Elements w ∈W definiert als
`(w) := min{m ∈ N : w = r1 · · · rm für unitäre Spiegelungen r1, . . . , rm ∈W},
dann heißt die Menge
NC(W ) = {w ∈W : `(w) + `(w−1c) = n}
die Menge der W -nichtkreuzenden Partitionen und ist unabhängig von der Wahl
des Coxeterelements. In Kapitel 5 wird gezeigt, dass NC(W ) eine Verallgemeinerung
der Menge nichtkreuzender Partitionen von [n] ist. Die zyklische Gruppe C, die von
c erzeugt wird, operiert durch Konjugation auf NC(W ) und
Cat(W, q) :=
n∏
i=1
[dn + di]q
[di]q
ist eine erzeugende Funktion von NC(W ).
Satz. Das Tripel
(NC(W ),Cat(W, q), C)
erfüllt das Phänomen des zyklischen Siebens.
In Kapitel 5 wird gezeigt, dass für alle Teiler d von dn
NC(W ) ∩ CW (c
dn
d ) = NC(CW (c
dn
d ))(∗)
gilt, woraus
Cat(W, e
2piki
dn ) =
n∏
i=1
ordck|di
dn + di
di
= |NC(CW (ck))| = |NC(W ) ∩ CW (ck)|
= |{w ∈ NC(W ) : ckwc−k = w}|
für alle 1 ≤ k ≤ dn und damit obiger Satz folgt. Ein wichtiges Werkzeug um (∗) zu
beweisen sind die sog. Zopfgruppen und besondere Elemente der Zopfgruppen, die
sog. einfachen Elemente, welche in Kapitel 4 behandelt werden.
Abstract
In chapter 1 the cyclic sieving phenomenon is introduced. It’s the property of
a triple (X,X(q), C) consisting of a finite set X, a finite, cyclic group C acting on
X of order n and a generating function X(q) for X, that is a polynomial having
nonnegative integer coefficients with the property that X(1) = |X|. If α0, . . . , αn−1
denote the uniquely defined coefficients by the expansion
X(q) ≡
n−1∑
i=0
αiq
i mod (qn − 1),
the triple (X,X(q), C) exhibits the cyclic sieving phenomenon if and only if αi
counts the number of C-orbits on X for which the stabilizer-order divides i for all
i. An equivalent condition is
X(ω(c)) = |{x ∈ X : c · x = x}
for all c ∈ C and for a fixed embedding ω : C ↪→ C×.
To define noncrossing partitions for unitary reflection groups some basic facts
about unitary reflection groups are needed, which can be found in chapters 2 and 3.
Given a finite-dimensional vector space V of dimension n over the complex field
C, a linear transformation r is an unitary reflection or a pseudo-reflection, if the
order of r is finite and dimCIm(1 − r) = n − 1. The hyperplane Im(1 − r) is then
called reflecting hyperplane. A group, which is generated by reflections, is called
a unitary reflection group. The natural representation of G on V induces a repre-
sentation on V ∗, which can be uniquely extended to a representation of G on the
symmetric algebra S(V ∗). An element P of S(V ∗) is G-invariant if P is pointwise
fixed by every element of G. The algebra of G-invariant elements of S(V ∗) is called
the algebra of invariants and refered to as SG. It can be generated by n algebraic
independent homogeneous elements of SG whose degrees d1, . . . , dn are uniquely
defined and therefore are called degrees of G. For example the order of G is given
by
n∏
i=1
di and G contains
n∑
i=1
(di−1) unitary reflections. Further important constants
of an unitary reflection group are the codegrees d∗1, . . . , d∗n which are uniquely de-
termined by the equation
∑
g∈G
det(g)XdimCFix(g) =
n∏
i=1
(X−d∗i −1). For example the
number of reflecting hyperplanes of G is
n∑
i=1
(d∗i + 1).
A vector v ∈ Cn is regular, if v is not contained in any reflecting hyperplane of
G, an element g ∈ G is ζ-regular, if the ζ-eigenspace of g contains a regular vector
and a nonnegative integer d ∈ N is regular, if there is a dth primitive root of unity
ζ and an element g ∈ G such that g is ζ-regular. In particular is d regular if and
only if d divides as many degrees as it divides codegrees. Springer also proved that
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for every d ∈ N and for every dth primitive root of unity ζ every ζ-regular element
in G is of order d and every two ζ-regular elements are conjugate.
A unitary reflection groupW is well-generated, if it can be generated by n reflec-
tions. Whether W is an irreducible unitary reflection group, W is well-generated
if and only if di + d∗i = dn holds for all degrees d1 ≤ · · · ≤ dn and codegrees
d∗n ≤ · · · ≤ d∗1. In particular dn is regular. If ζ denotes a dthn root of unity, c a
ζ-regular element and d a divisor of dn, then the centralizer CW (c
dn
d ) is a wellge-
nerated, irreducible unitary reflection group acting on the ζ
dn
d -eigenspace of c
dn
d ,
whose degrees respectively codegrees are the degrees resp. codegrees of W , which
are divided by d. In particular dn is a degree of CW (c
dn
d ) and therefore regular for
CW (c
dn
d ).
Because dn is regular for a well-generated irreducible unitary reflection groupW
there exists a e
2pii
dn -regular element inW . Such an element is called a Coxeterelement
of W and is uniquely determined up to conjugacy. If the length of an element w of
W is defined as
`(w) := min{m ∈ N : w = r1 · · · rm for unitary reflections r1, . . . , rm ∈W},
then the set
NC(W ) = {w ∈W : `(w) + `(w−1c) = n}
is the set of noncrossing partitions of W and is independent of the choice of c.
In chapter 5 is proven that NC(W ) is a generalisation of the set of noncrossing
partitions of [n]. The cyclic group C generated by c acts by conjugation on NC(W )
and
Cat(W, q) :=
n∏
i=1
[dn + di]q
[di]q
is a generating function of NC(W ).
Theorem. The triple
(NC(W ),Cat(W, q), C)
exhibits the cyclic sieving phenomenon.
In chapter 5 is shown that for all divisors d of dn
NC(W ) ∩ CW (c
dn
d ) = NC(CW (c
dn
d ))(∗)
and thus
Cat(W, e
2piki
dn ) =
n∏
i=1
ordck|di
dn + di
di
= |NC(CW (ck))| = |NC(W ) ∩ CW (ck)|
= |{w ∈ NC(W ) : ckwc−k = w}|
for all 1 ≤ k ≤ dn hold. The theorem then follows immediately. An important tool to
prove (∗) are the so-called braid-groups and particular elements of the braid-groups,
the so-called simple elements, which are discussed in chapter 4.
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