Abstract. We propose a new approach to address the text classification problems when learning with partial labels is beneficial. Instead of offering each training sample a set of candidate labels, we assign negativeoriented labels to the ambiguous training examples if they are unlikely fall into certain classes. We construct our new maximum likelihood estimators with self-correction property, and prove that under some conditions, our estimators converge faster. Also we discuss the advantages of applying one of our estimator to a fully supervised learning problem. The proposed method has potential applicability in many areas, such as crowd-sourcing, natural language processing and medical image analysis.
Introduction
In some circumstances, the process of labeling is distributed among less-thanexpert assessors. With the fact that some data may belong to several classes by nature, their labeling for hundreds of pictures, texts, or messages a day is error-prone. The invention of partial labeling seeks to remedy the labor: instead of assigning one or some exact labels, the annotators can offer a set of possible candidate solutions for one sample, thus providing a buffer against potential mistakes [1, 4, 8, 16, 17, 26] ; Other partial labeling settings involve repeated labeling to filter out noises, or assessing the quality of the labelers [18, 22] to enhance the reliability of the models.
As the data size in companies such as FANG(Facebook, Amazon, Netflix, Google) constantly reaches the magnitude of Petabyte, the demand for quick, yet still precise labeling is ever growing. Viewing some practices, the partial labeling frameworks that we know of exhibit some limitations. For instance, in a real-world situation concerning NLP, if the task is to determine the class/classes of one article, an annotator with a bachelor degree of American literature might find it difficult to determine if an article with words dotted with 'viscosity', 'gradient', and 'Laplacian' etc. belongs to computer science, math, physics, chemistry, or none of the classes above. As a result, the annotator might struggle within some limited amount of time amid a large pool of label classes and is likely to make imprecise choices even in a lenient, positive-oriented partial labeling environment. Another issue is the cost. Repeated labeling and keeping track of the performance of each labeler may be pricey, and the anonymity of the labelers can raise another barrier wall to certain partial labeling approaches.
Taking into consideration the real world scenarios, we present a new method to tackle the problem of how to gather at a large scale partially correct information from diverse annotators, while remaining efficient and budget-friendly. Still taking the above text classification problem as the example. Although that same annotator might not easily distinguish which categories the above-mentioned article belongs to, in a few seconds he/she can rule out the possibility the article is related to cuisines, TV-entertainment, or based on his/her own expertise, novels. In our partial label formulation, the safe choices, crossed-off categories labeled by annotators can still be of benefit. Furthermore, when contradictory labels are marked on one training sample and the identities of the labelers unknown, our introduced self-correcting estimator can select, and learn from the categories where the labels agree.
Based on this, we propose a new way to formulate partial labeling. For some documents, instead of having the exact labels, not belonging to certain classes is the information provided. To make use of both kinds of data, we propose two maximum likelihood estimators, one of which has a self-correction property to estimate the distribution of each classes. By making both type of labeled data contribute in the training process, we proved that our estimators converge faster than traditional Naive Bayes estimator. We finally find a way to apply our method to some only positive labeled data set, which is identified as a fully supervised learning problem, and achieve a better result compared to the traditional Naive Bayes.
The rest of this paper is organized as follows. Section 2 introduces the related works about text classification and partial labeling. Section 3 introduces the formulation of this problem, and conclude the result of traditional Naive Bayes estimator. Section 4 introduces the main results of our estimator, as well as how to apply it in fully supervised learning problem. Section 5 reports experimental results of comparative studies. Finally, Section 6 concludes the paper and discusses future research issues.
Related work
The text classification problem is seeking a way to best distinguish different types of documents [5, 12] . Being a traditional natural language processing problem, one needs to make full use of the words and sentences, converting them into various input features, and applying different models to process training and testing. A common way to convert words into features is to encoding them based on the term frequency and inverse document frequency, as well as the sequence of the words. There are many results about this, for example, tf-idf [19] encodes term t in document d of corpus D as:
where tf (t, d) is defined as term frequency, it can be computed as tf (t, d) = |t:t∈d| |d| , and idf (t, D) is defined as inverse document frequency, it can be computed as idf (t, D) = log |D| |{d∈D:t∈d}| . We also have n-gram techniques, which first combines n nearest words together as a single term, and then encodes it with tf-idf. Recently, instead of using tf-idf, [21] defines a new feature selection score for text classification based on the KL-divergence between the distribution of words in training documents and their classes.
A popular model to achieve our aim is to use Naive Bayes model [6, 11] , the label for a given document d is given by:
where C j is the j-th class. For example, we can treat each class as a multinomial distribution, and the corresponding documents are samples generated by the distribution. With this assumption, we desire to find the centroid for every class, by either using the maximum likelihood function or defining other different objective functions [2] in both supervised and unsupervised learning version [7] . Although the assumption of this method is not exact in this task, Naive Bayes achieves high accuracy in practical problems.
There are also other approaches to this problem, one of which is simply finding linear boundaries of classes with support vector machine [9, 3] . Recurrent Neural Network (RNN) [15, 23] combined with word embedding is also a widely used model for this problem.
In real life, one may have different type of labels [14] , in which circumstance, semi-supervised learning or partial-label problems need to be considered [4] . There are several methods to encode the partial label information into the learning framework. For the partial label data set, one can define a new loss combining all information of the possible labels, for example, in [17] , the authors modify the traditional L 2 loss
where Y i is the possible label set for x i and l(x i , Y i , w) is a non-negative loss function, and in [4] , they defined convex loss for partial labels as:
where Ψ is a convex function, y is a singleton, and g a (x) is a score function for label a as input x. A modification of the likelihood function is as well an approach to this problem and [8] gives the following optimization problem using Naive Bayes method
where S i is the possible labels for x i . Meanwhile, the similarity of features among data could be considered to give a confidence of each potential labels for a certain data. In [24] , K nearest neighbor (KNN) is adopted to construct a graph structure with the information of features. While in [14] Rocchio and K-means clustering are used.
Formulation

General Setting
Consider a classification problem with independent sample x ∈ S and class set C, where C = {C 1 , C 2 , ..., C k }. We are interested in finding our estimator:
for y, where θ = {θ 1 , θ 2 , ..., θ m } is the parameter, and f i (x; θ) is the likelihood function of sample x in class C i . Now assuming that in training set, we have two types of dataset S 1 and S 2 , such that S = S 1 ∪ S 2 :
1. dataset S 1 : we know exactly that sample x is in a class, and not in other classes. In this case, define: y = (y 1 , y 2 , ..., y k ), if x is in class C i , then y i = 1. Notice that if this is a single label problem, then we have:
we only have the information that sample x is not in a class, then y i = 0. In this case, define:
To build the model, we define the following likelihood ratio function and lihoodhood function:
The t in L 2 satisfy t > 1, which is a parameter to avoid non-convexity. The intuition of L 1 is to consider the sample labeled z i = 1 has equal probability to be labeled in the other classes, each of the classes will have probability
And the intuition of L 2 is to consider this in a likelihood ratio way, the z i = 1 labeled sample will have negative affection for class C i , so we put it in the denominator. With t > 1, all the terms in denominator will finally be canceled out, so that even f i (x; θ) = 0 for some sample x ∈ S will not cause trouble. Another intuition for L 2 is that, it can be self-correct the repeated data, which has been labeled incorrectly.
Take logarithm for both side, we obtain the following functions:
We would like to find our estimatorθ such that (3.4) or (3.3) reaches maximum.
Naive Bayes classifier in text classification problem
For Naive Bayes model. Let class C i with centroid θ i = (θ i1 , θ i2 , ..., θ iv ), where v is the total number of the words and θ i satisfies:
Assuming independence of the words, the most likely class for a document d = (x 1 , x 2 , ..., x v ) is computed as:
So we have:
For a class C i , we have the standard likelihood function:
Take logarithm for both side, we obtain the log-likelihood function:
We would like to solve optimization problem:
subject to :
The problem (3.8) can be solve explicitly with (3.7) by Lagrange Multiplier, for class C i , we have θ i = {θ i1 , θ i2 , ..., θ iv }, where:
For estimatorθ, we have following theorem.
Theorem 1. Assume we have normalized length of each document, that is:
v j=1 x j = m for all d, the estimator (3.10) satisfies following properties:
The proof of this theorem can be found in appendix.
Main Result
From Theorem.1, we can see that traditional Naive Bayes estimatorθ is an unbiased estimator with variance O(
|Ci|m ). Now we are trying to solve our estimators, and prove they can use the data in dataset S 2 , and perform better than traditional Naive Bayes estimator.
Text classification with
In order to use data both in S 1 and S 2 , we would like to solve (3.8) with L(θ) = L 1 (θ), where L 1 is defined as (3.1), let:
by Lagrange multiplier, we have:
Plug in, we obtain:
Here we take i and j to be ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v Solve (4.1), we got the solution of optimization problem (3.8):
Theorem 2. Assume we have normalized length of each document, that is:
Assume further that |{i : z i (x) = 1}| = K to be a constant for all x ∈ S 2 , the estimator (4.2) satisfies following properties:
Thus,
As is for the second part, we have
Then, by introducing C = (
, we can conclude that
ij , we can see that even though our estimator is biased, we can see that the variance ofθ L1 ij is significant smaller than the variance of θ ij , which means by using negative sample set,θ L1 ij converges way faster than original Naive Bayes estimatorθ ij .
Text classification with L 2 setting (3.2)
Another way to use both S 1 and S 2 dataset is to solve (3.8) with L(θ) = L 2 (θ), where L 2 is defined as (3.2), let:
Solve (4.3), we got the solution of optimization problem (3.8):
Notice that the parameter t here is used to avoid non-convexity, when 0 ≤ t < 1, the optimization problem (3.8) has the optimizer located on the boundary of θ, which cannot be solved explicitly. 
Theorem 3. Assume we have normalized length of each document, that is:
var[θ
Proof. First of all, we can simplify (4.4) using our assumption to bê
. Therefore, we have the following properties:
The expectation of the statistical quantity is
Therefore, we have the Biase:
, which gives us the desired result.
2. We use the property of variance to decompose our estimation into two parts:
Therefore, we have:
In terms of the order, we can take the cov(x 1 j , x 2 j ) = 0 as x 1 and x 2 are independent documents. Therefore:
Using the same strategy as in 1, we have the first part of our variance estimation should be of order O( Naive Bayes estimation:O( 1 |Ci| ). We also showed that its order is O(
ij converges faster thanθ ij .
Improvement of Naive Bayes estimator with only S 1 dataset
Now assume that we don't have dataset S 2 , but only have dataset S = S 1 , can we still do better than traditional Naive Bayes estimatorθ? To improve the estimator, we can try to use L 1 or L 2 setting. With z(x) = 1 − y(x), we can define function z on S 1 dataset. In this setting, we have actually defined S 2 = S 1 .
With simple computation, we have the estimator of L 1 is the same asθ ij . as for the estimator for L 2 , we have: 5) and by Theorem 3, we have:
Corollary 1. Assume we have normalized length of each document, that is:
, Then the estimator (4.5) satisfies following properties:
Experiment
We applied our method on top 10 topics of single labeled documents in Reuters-21578 data [13] , and 20 news group data [10] . we compare the result of traditional Naive Bayes estimatorθ ij and our estimatorθ L1 ij ,θ L2 ij , as well asθ * ij . t is chosen to be 2 in all the following figures. The data in S 2 is generated randomly by not belong to a class, for example, if we know a document d is in class 1 among 10 classes in Reuter's data, to put d in S 2 , we randomly pick one class from 2 to 10, and mark d not in that class. All Figures are put in the appendix.
First of all, we run all the algorithms on these two sample sets. We know that when sample size becomes large enough, three estimators actually convergence into the same thing, thus we take the training size relatively small. See Figure.1(a) and Figure.1(b) . According from the experiment, we can see our methods are more accurate for most of the classes, and more accurate in average.
Then we consider a more extreme case. If we have a dataset with |S 1 | = 0, that is to say, we have no positive labeled data. In this setting, traditional Naive Bayes will not work, but what will we get from our estimators? See Figure. 2(a) and Figure.2(b) . We can see we can still get some information from negative labeled data. The accuracy is not as good as Figure.1(b) and Figure.1(a) , that is because for each of the sample, negative label is only a part of information of positive label.
At last, we test our estimatorθ L2 with only S 1 dataset, see Figure. 3(a) and Figure.3(b) . We can see our method achieve better result than traditional Naive Bayes estimator. We try to apply same training set and test the accuracy just on training set, we find traditional Naive Bayes estimator actually achieve better result, that means it might have more over-fitting problems, see Figure. 4(a) and Figure. 4(b).
Conclusion
We have presented an effective learning approach with a new labeling method for partially labeled document data, for some of which we only know the sample is surely not belonging to certain classes. We encode these labels as y i or z i , and define maximum likelihood estimatorθ ij , can we find other estimators, or even better estimators satisfying this property? 3. Based on our experiment, the traditional Naive Bayes estimator acts almost perfectly in the training set as well as during the cross validation stage, but the accuracy rate in the testing set is not ideal. To quantify this observation, we are still working on a valid justification that the traditional Naive Bayes estimator has a severe over-fitting problem in the training stage.
A Proof of Theorem 1
Proof. With assumption v j=1 x j = m, we can rewrite (3.10) as:
Thusθ ij is unbiased. 2. By (1), we have:
where
Plugging them into (A.1) obtains: , and take 20% of the data as training set, among which |S1| = |S2|. The y-axis is the accuracy, and the x-axis is the class index. Fig. 2 . We take 10 largest groups in Reuter-21578 dataset (a), and 20 news group dataset (b), and take 90% of the data as S2 training set. The y-axis is the accuracy, and the x-axis is the class index. Fig. 3 . We take 10 largest groups in Reuter-21578 dataset (a), and 20 news group dataset (b), and take 10% of the data as S1 training set. The y-axis is the accuracy, and the x-axis is the class index. Fig. 4 . We take 10 largest groups in Reuter-21578 dataset(a), and 20 news group dataset (b), and take 10% of the data as S1 training set. We test the result on training set. The y-axis is the accuracy, and the x-axis is the class index.
