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Abstract
In a high-dimensional setting, sparse model has shown its power in computational and statistical
efficiency. We consider variables selection problem with a broad class of simultaneous sparsity regular-
ization, enforcing both feature-wise and group-wise sparsity at the same time. The analysis leverages
an introduction of q-norm in vector space, which is proved to has close connection with the mixture
regularization and naturally leads to a dual formulation. Properties of primal/dual optimal solution and
optimal values are discussed, which motivates the design of screening rules. We several fast safe screening
rules in the general framework, rules that discard inactive features/groups at an early stage that are
guaranteed to be inactive in the exact solution, leading to a significant gain in computation speed.
1 Introduction
In high-dimensional setting, sparsity regularizations, which often involves element-wise norm such as `1-
norm, group-wise norm such as `2 or both, has attracted lots of research interests over the past decades
in a wide range of communities, i.e. statistics [20], machine learning[22] and signal processing[6][10]. Like
`1-norm regularization, group (or block) sparsity leads to sparse solutions, which is a desirable property
for model selection and variables detection. Unlike element-wise sparsity, group sparsity is helpful to
detect active/inactive features of same group simultaneously when feature space is known to have some
group structures. Such a structure naturally arises in many practical situations such as groups of gene
pathways in genome-wide study[18] and factor indicators in multinomial logistic regression[4] and multi-task
learning[1].
Sparse group Along with past work on hierarchical (or mixture) regularization [19],[27],[14], we consider
a learning problem with a simultaneous regularization which is a convex combination of the feature-wise
sparsity norm and group-wise sparsity norm, which is able to enforce element-wise sparse and group-wise
sparse solution at the same time. Moreover, we further consider a general loss function in the estimation
method, allowing for broader class of loss function in regression including absolute deviation and Huber
loss.
The complexity of the simultaneous regularization often incurs challenges in computational runtime and
memory storage, especially in large-scale applications. Yet, one can exploit sparsity structures of the solution
in the optimization to eliminate inactive features/groups at the early stage of optimization, greatly reducing
computational burdens along the iterations. One of such feature reduction method is proposed by [8], which
is called Safe screening, showing a promising results in filtering out features that are guaranteed to be zero in
the exact solution. Further investigations have been conducted on such strategies on various sparse models
such as LASSO[21][20], group LASSO[11][24], sparse-group LASSO[14],[23] and etc. Still, for a generalized
mixture of regularization as well for for a general loss function, such screening rules are much to be explored.
Here we propose a general framework for learning problem with a general simultaneous regularization.
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Overall, our contributions are three fold. First, we analyze a general class of mixture regularization, enforcing
both feature-wise and group-wise sparsity at the same time. The regularization is general in the sense that
different norms of group sparsity and trade-off among sparsity terms are allowed. The analysis leverages
an introduction of q-norm in vector space, which is proved to has closed connection with the mixture
regularization. The new norm is of its own interest, as it naturally leads to the duality formulation for the
learning problem, which leads to our second contribution. A dual formulation and the behavior of primal/dual
optimal solutions will be discussed. For our third contribution, we discuss various safe screening rules in
the general framework and propose fast computation schemes of dual feasible point, which are all the more
helpful as the computation of new norm is not straightforward, an reduction form of which is already shown
to be challenging as discussed [23] and [14] for sparse-group LASSO case.
2 Preliminary
Notation. We denote a ∧ b = min(a, b), a ∨ b = max(a, b), a+ = a ∨ 0, a− = a ∧ 0. I(x) as an indication
function, i.e. it would be zero if x true, otherwise positive infinity. Sα(·) is the soft-thresholding function
such that Sα(x) = sgn(x)(|x| − α)+ for any x ∈ R. Further, for x ∈ Rn, Sα(x) is calculated component-wise,
i.e.,
(
Sα(x)
)
i
= sgn(xi)(|xi| − α)+. ‖β‖q :=
(∑
i
|βi|q
)1/q denotes the `q norm of vector β. For any matrix
X ∈ Rn×p, Xi,· and X·,j denote the ith row vector and jth column vector respectively. For any optimization
problem P , denote FP , SP , vP (·), v∗P as the feasible solution, optimal solution set, objective function and
optimal objective value of problem P respectively. f∗(θ) = sup
x
[〈θ, x〉 − f(x)] is the conjugate of f(x).
Generalized double sparsity estimator. Consider the following double sparsity problem to estimate
coefficients β
minimize
β
l(y −Xβ) + λ‖β‖ds. (1)
The feature space is considered to satisfy the following group structure
X = [X(1), ..., X(G)], β =
(
(β(1))
>, ..., (β(G))>
)>
, X(g) ∈ Rn×pg , β(g) ∈ R(pg). (2)
where n is the sample size and p-dimensional space is divided into G known groups, where the gth group
contains pg variables.
In (1), l(·) is a loss function to minimize, y ∈ Rn is the dependent vector, X ∈ Rn×p is the input design
matrix of explanatory variables, β ∈ Rp is the vector of regression coefficients, and ‖β‖ds := (τ‖β‖1 + (1−
τ)
G∑
g=1
wg‖β(g)‖αg ) is a double sparsity norm. Some examples of loss functions are square loss, absolute loss,
Huber loss and etc. λ, τ, wg are positive tuning parameters that control the sparsity on feature-wise and
group-wise regularization. In particular, λ controls the overall simultaneous regularization, balancing between
square loss function and overall sparsity term. τ dictates the trade-off between group-wise and feature-wise
sparsity (τ ∈ [0, 1]). For each group g, the regularization term on group structure is given as ‖β(g)‖αg which
is a `αg -norm with αg ≥ 1. We denote a vector of norm parameters α = (α1, ..., αG) ∈ [1,∞)G. We let α ≡ c
denote the case αg = c,∀g ≥ 1. For l(z) = 12z2, one will reduce to the LASSO [20] when τ = 1 and the
Group-LASSO [26] with τ = 0, α ≡ 2. For τ 6= 0, α ≡ 2, the problem reduces to Sparse Group Lasso (see for
example [19] [23] [14] [9] [5]) which has been much attention in recent years.
3 Norm of double sparsity and its dual
Notice that the norm 1 is a convex combination of `1 and `q-norm which is naturally also a norm. To describe
the behavior of such double sparsity term, we introduce a parametric family of norms denoting as‖ · ‖q,
in which the parameter  ∈ [0, 1] and q ≥ 1. We call it q-norm. For q = 2, such norm reduces to -norm
(denoted as ‖ · ‖), which was first investigated by Burdakov in 1988 [15] in optimization community and
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(a) q = 0,  = 0.5 (b) q = 0.5,  = 0.5 (c) q = 1,  = 0.5 (d) q = 2,  = 0.5
Figure 1: Unit ball of ‖ · ‖q and `q. The plots show the set inclusion relationship between ‖ · ‖q and various
`q unit ball.
further studied in [13] and [16]). The norm has proved to reduce computational runtime in optimization of
nonlinear data fitting problem, nonlinear programming and other related optimization problems. Later in
recent years, GAP safe screen method for Sparse-Group Lasso [14] was proposed in which penalty level and
dual feasible solutions derived based on algorithm [16] for computing -norm.
The value of q-norm for x ∈ Rp is determined by the unique nonnegative solution of the following equations
(See Figure 2 for an illustration.) {
‖S(1−)v(x)‖qq = (v)q, q <∞,
‖S(1−)v(x)‖∞ = v, q =∞
. (3)
q-norm has a close connection with `p, even though q is not `q-norm. For instance, when  is chosen as 1
and 0 respectively, this parametric norm reduces to `q and `∞. -norm is indeed a vector norm as it was
shown in [16] along with the expression of its dual norm (‖x‖∗ = ‖x‖2 + (1− )‖x‖1). Likewise, q-norm is
also a vector norm. We also discuss some related properties on norm equivalence, norm decomposition, dual
formulation for q-norm.
Lemma 1 (Vector Norm). For any  ∈ (0, 1] and q ≥ 1, the unique nonnegative solution ν ∈ R+ of equation
(3) defines a vector norm in Rp.
Remark 1. q ≥ 1 is required so as to be a valid vector norm. One may easily verify that the resulting
solution ν for each x is not subadditive for 0 < q < 1, therefore violating the triangle inequality of a norm.
One may reduce to a function that is analogous to `0-"norm" when q = 0. The function is able to capture
sparsity of vectors in the following sense, i.e. for ‖x‖0 ≤ 1, at most one of xi > 1−  can be hold and they
can not be hold simultaneously, not even for two of them. See Figure 1.
Since any two norms in some finite-dimensional space are equivalent in the sense that they are always
within a constant factor of one another. Given two norms ‖ · ‖a, ‖ · ‖b in V , ∃0 < c1 ≤ c2 such that
c1‖x‖a ≤ ‖x‖b ≤ c2‖x‖a,∀x ∈ V . As ‖ · ‖q lies in a finite vector space, we give the specific bounds for
q-norm which is obtainable.
Lemma 2 (Bounds). For any  ∈ (0, 1] and q ≥ 1, the following tight bounds of the q-norm holds for any
x ∈ Rp,
‖x‖1
p1−1/q(p1/q(1− ) + ) ≤ ‖x‖q ≤ ‖x‖1 (4)
‖x‖q
p1/q(1− ) +  ≤ ‖x‖q ≤ ‖x‖q (5)
‖x‖2
p(1/2−1/q)+(p1/q(1− ) + ) ≤ ‖x‖q ≤ p
(1/q−1/2)+‖x‖2 (6)
‖x‖∞ ≤ ‖x‖q ≤ p
1/q‖x‖∞
p1/q(1− ) +  (7)
Remark 2. Similarly, the inequality including 0 ≤ q < 1 can also be shown. In particular, ‖ · ‖∞ ≤ ‖ · ‖q ≤
‖ · ‖1 ≤ ‖ · ‖q. Figure 1 gives an illustrations of the norm inequalities.
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(a) q = 1,  = 0.5 (b) q = 1.3,  = 0.5 (c) q = 2,  = 0.5 (d) q = 5,  = 0.5 (e) q =∞,  = 0.5
(f)  = 0.3, q = 1
|| || =1
(g)  = 0.3, q = 2 (h)  = 0.5, q = 2 (i)  = 0.7, q = 1
||
|| q=
(j)  = 0.7, q = 2
Figure 2: Unit ball in q-norm for various choices of (, q). Each set is a Minkowski sum of `q ball of radius 
and `∞ ball of radius 1− , i.e. {x ∈ Rp|‖x‖q ≤ 1} = {a+ b|‖a‖q ≤ ε, ‖b‖∞ ≤ 1− ε}.
Another nice property of ‖ · ‖q is unique norm decomposition. Any vector x ∈ Rp is an summation of
two vectors such that ‖x‖q is a convex combination (with coefficient ) of q-norm from each of the two
vectors.
Lemma 3 (ε-decomposition). Any vector x ∈ Rp can be uniquely decomposed and written in the form
x = x(,q) + x(1−,q) (8)
with x(,q), x(1−,q) ∈ Rp such that
‖x(,q)‖q = ‖x‖q,
‖x(1−,q)‖∞ = (1− )‖x‖q.
(9)
In addition, we have
{x ∈ Rp : ‖x‖q ≤ ν} = {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (10)
Remark 3. For 0 ≤ q < 1, the set representation result also hold true . See the supplement for a detailed
discussion and proof for all q ≥ 0.
Remark 4. A geometric interpretation for ‖ · ‖q norm can be obtained via the set representation (10). To
be more specific, the unit ball of ‖ · ‖q (where ν = 1) is uniquely decomposed into a Minkowski summation of
`q-norm and `∞-norm balls of the radius  and 1−  respectively. Figure 2 shows the shape of unit ball of
‖ · ‖q under different choices of  and q. In particular, the first row fixes  = 0 and mainly focuses on shape
of different q and the second row various values of , ranging from 0.3 to 0.7. It is worthwhile to notice that
that either q → +∞ or → 0+ will reduce to an `∞ unit ball.
By leveraging -decomposition, we give in the following lemma the dual norm of ‖ · ‖q which allows us to
analyze the simultaneous sparsity regularization. Basically, the dual norm can be considered as a convex
combination (with coefficient ) of `q∗ and `1-norm where q∗ = q/(q − 1).
Lemma 4. For any  ∈ (0, 1] and q ∈ [1,∞), the norm dual of the q-norm is given by
‖y‖∗q =
{
‖y‖q/(q−1) + (1− )‖y‖1, q <∞,
‖y‖1, q =∞
. (11)
From Lemma 4 one shall verify get two special cases: (1) ‖y‖∗2 = ‖y‖2 + (1 − )‖y‖1; (2) ‖y‖∗1 =
‖y‖∞+ (1− )‖y‖1. As every finite-dimensional normed space is reflexive, the dual of the dual of any norm is
the norm itself, which is true for ‖ · ‖ds and its dual. We give the results on ‖ · ‖ds in the lemma below.
Lemma 5. First denote g :=
(1−τ)wg
τ+(1−τ)wg ,∀g ∈ {1, ..., G} and α∗ = (α∗1, ..., α∗G) where α∗g =
αg
αg−1 . If
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αg =∞, α∗g = 1. The double sparsity norm ‖ · ‖ds satisfies the following properties: ∀β ∈ Rp, x ∈ Rp,
‖β‖ds =
∑
g∈{1,...,G}
(τ + (1− τ)wg)‖β(g)‖∗gα∗g , and ‖x‖∗ds = maxg∈{1,...,G}
‖x(g)‖gα∗g
τ + (1− τ)wg . (12)
By leveraging the dual expression, one can apply the standard Lagrangian multiplier method to derive the
dual formulation for the primal. In our case, The following lemma gives the dual program for the generalized
simultaneous sparsity problem (1).
4 Dual Formulation
Theorem 1 (Duality). For the primal problem given in (1), the following hold:
(1). The dual formulation of optimization problem 1 is given by a convex optimization below
max
θ
− l∗(λθ) + 〈λθ, y〉
‖X>(g)θ‖gα∗g ≤ τ + (1− τ)wg,∀g = 1, ..., G
(13)
(2). Suppose strong duality holds and β∗ and θ∗ as the optimal solution for primal (1) and dual (13)
respectively. Then we have KKT conditions:
λθ∗ ∈ ∂l(y −Xβ∗)
X>(g)θ
∗ ∈ τ∂‖β∗(g)‖1 + (1− τ)wg∂‖β∗(g)‖αg , g = 1, ..., G
(14)
Remark 5. Some examples of conjugate function are listed as follow.
l(z) =
1
2
z2, l∗(θ) =
1
2
‖θ‖22;
l(z) = ‖z‖α, l∗(θ) = I(‖θ‖α∗ ≤ 1),∀α ≥ 1
(15)
4.1 Square loss
Given the duality results in Theorem 1, one can easily derive a dual problem under some common choices
of loss function. In particular, we state the corresponding results for square loss function and some related
properties of the optimal solutions.
Corollary 1 (Duality for square loss). For the primal problem given in (1), the following hold:
(1). The dual formulation of optimization problem 1 is given by a convex optimization below
max
θ
1
2
‖y‖22 −
1
2
‖λθ − y‖22
‖X>(g)θ‖gα∗g ≤ τ + (1− τ)wg,∀g = 1, ..., G
(16)
and the strong duality holds, i.e., the dual optimal value is equal to the primal optimal value.
(2). Suppose β∗ and θ∗ as the optimal solution for primal (1) and dual (16) respectively. Then we have KKT
conditions:
λθ∗ = y −Xβ∗
X>(g)θ
∗ ∈ τ∂‖β∗(g)‖1 + (1− τ)wg∂‖β∗(g)‖αg , g = 1, ..., G
(17)
Remark 6. Unique optimal solution. The dual problem is a convex optimization problem as the objective
function is a strongly concave function in θ and the feasible region is given by an intersection of various norm
ball (‖ · ‖gα∗g -norm).
Remark 7. When α ≡ 2, the primal problem reduces to sparse-group lasso. The lemma recovers the same
dual problem as seen in Program (2) in [14] and (4) from [23].
Remark 8. With the decomposition result, one can reformulate the problem into a convex optimization
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problem with `q-norm and affine constraints:
max
θ,ug,vg
‖θ − y/λ‖22
ug + vg = X
>
(g)θ,∀g = 1, ..., G,
‖ug‖α∗g ≤ g(τ + (1− τ)wg),∀g = 1, ..., G,
|vg| ≤ (1− g)
(
τ + (1− τ)wg
)
,∀g = 1, ..., G.
(18)
where |vg| is the vector by taking absolute value of vg component-wise.
From now on, we denote P (λ) as the primal problem (1) with parameter λ and D(λ) as the corresponding
dual problem (16). In the lemma below, we argue some equivalent conditions of sets of parameters that lead
to zero primal solutions. Basically, the dual optimal solution is a projection point of yλ onto the feasible
convex region FD(λ). If yλ ∈ FD(λ), the projection would be the point itself, implying yλ as the dual optimal
solution. The lemma gives some conditions such that yλ ∈ FD(λ) satisfies and those conditions are proved to
be equivalent.
Lemma 6 (Zero solutions). For primal-dual problems P (λ) and D(λ), the following statements are equivalent:
(i). yλ ∈ FD(λ); (ii). SD(λ) = { yλ}; (iii). v∗D(λ) = ‖y‖
2
2
λ2 ; (iv). β
∗ = 0; (v). λ ≥ max
g=1,...,G
‖X>(g)y‖g,α∗g
τ+(1−τ)wg .
5 Screening Rules
The KKT conditions 17 motivates us to give a two-layer screening rule for coefficients β. As the name suggest,
the rule is a nested filtering rule. The first layer is designed to detect inactive groups and the second layer
aims to identify inactive features from the active group selected from the first layer.
Theorem 2 (Screening Rules). For the problem given in (1), we have group-level screening rule (19) and
feature-level screening rule (20) as follow:
‖Sτ (X>(g)θ∗)‖α∗g < (1− τ)wg =⇒ β∗(g) = 0,∀g = 1, ..., G (19)
|X>j θ∗| < τ =⇒ β∗j = 0,∀j ∈ (g) (20)
However, as the rules require specific values of θ, we cannot directly use the above two rules for feature
active/inactive selection. Here we consider the Safe screening rules, which is proposed by [8] and further
studied as seen in [2], [7],[25] for LASSO and group LASSO problem. Recently, [14] and [23] investigated
safe screening theory for group-sparse LASSO. Even though the rules may not discard all the inactive
groups/features, every feature/group that is discarded is deemed as zeros for optimal solutions. Applying
screening rules has benefits in reducing computation costs. By discarding inactive features and groups at an
early stages of iteration, one can significantly reduce in both memory and computing time, especially in a
high-dimensional setting.
For a region Θ containing θ∗, the screening rules (19) and (20) can be relaxed in the following, which are
called Safe screening rules,
max
θ∈Θ
‖Sτ (X>(g)θ)‖α∗g < (1− τ)wg =⇒ β∗(g) = 0,∀g = 1, ..., G (21)
max
θ∈Θ
|X>j θ∗| < τ =⇒ β∗j = 0,∀j ∈ (g) (22)
Various shapes of the safe region Θ has been analyzed such as balls ([8]), domes ([7]). Other refined regions
are discussed in a survey paper from [25]. Generally speaking, safe region is expected to be small enough
and contains the true optimal θ∗. If region is too large, no screening rules would be applied in effect. We
consider Θ a ball of `2-norm as our safe region. It is denoted as B(θc, r) with center θc and radius r. The
Safe screening rules (21) and (22) can be expressed as:
Lemma 7. For ∀g ∈ {1, ..., G}, j ∈ (g),
(1− τ)wg >
‖Sτ (X>(g)θc)‖α∗g + p
(1/α∗g−1/2)+
g r‖X(g)‖2, if ‖X>(g)θc‖∞ > τ(‖X>(g)θc‖∞ − τ + p(1/α∗g−1/2)+g r‖X(g)‖2)+, otherwise =⇒ β∗(g) = 0 (23)
τ > |X>j θc|+ r‖Xj‖2 =⇒ β∗j = 0 (24)
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5.1 Construction of Safe region
Here we give some examples of safe region B(θc, r). For the purpose of screening out inactive groups/features,
we require the optimal solution SD(λ) contained within the safe ball, i.e. θ∗ ∈ B(θc, r). We also require a fast
computation of center θc and radius r from which the Safe screening rules (21) and (22) depend on. We first
give a lemma providing an approach to construct a dual feasible point from any point ρ in Rn.
Lemma 8. For any ρ ∈ Rn and M ≥ max
g=1,...,G
‖X>(g)ρ‖g,α∗g
τ+(1−τ)wg , we have
ρM−1 ∈ FD(λ). (25)
In particular, we have
ρ
[
max
g=1,...,G
‖X>(g)ρ‖g,α∗g
τ + (1− τ)wg
∨
λ
]−1
∈ FD(λ) (26)
ρ
[
max
g=1,...,G
∥∥X>(g)ρ∥∥α∗g ∧ p1/α
∗
g
g
∥∥X>(g)ρ∥∥∞
p
1/α∗g
g (1−g)+g
τ + (1− τ)wg
∨
λ
]−1
∈ FD(λ) (27)
Remark 9. For λ ≥ max
g=1,...,G
‖X>(g)ρ‖g,α∗g
τ+(1−τ)wg and l(z) =
1
2‖z‖22, according to Lemma 6, we have β∗ = 0. It
implies that the residual y −Xβ∗ at β∗ is equal to y. Expression (26) then reduces to yλ ∈ FD(λ) which we
show in Lemma 6.
We consider three types of safe region with square loss function as an example. An generalization on other
loss function will be discussed thereafter.
Type I. Fixed center and radius. For some M ≥
[
max
g=1,...,G
‖X>(g)y‖g,α∗g
τ+(1−τ)wg
]−1
, consider θc = yλ , r =
yλ−1 − yM−1. It is easy to verify that θ∗ ∈ B(θc, r) because yM−1 ∈ FD(λ) by Lemma 8 and given
θ∗ ∈ SD(λ),
‖y/λ− θ∗‖22 ≤ ‖y/λ− y( max
g=1,...,G
‖X>(g)y‖g,α∗g
τ + (1− τ)wg )
−1‖22 = r2. (28)
Notice that for M =
[
max
g=1,...,G
‖X>(g)y‖g,α∗g
τ+(1−τ)wg
]−1
, such type is an extension of [8] for LASSO problem and [14]
for sparse-group LASSO.
Type II. Fixed center and sequential radius. Consider θc = yλ , r = θk − y/λ, where θk is as sequence
of dual feasible point convering to the dual optimal solution θ∗. It is easy to verify that θ∗ ∈ B(θc, r). Given
θk ∈ FD(λ) and θ∗ ∈ SD(λ),
‖y/λ− θ∗‖22 ≤ ‖y/λ− θk‖22 = r2. (29)
It is also called dynamic safe region (seen in [8] and [14]). Such construction requires a sequence of dual
feasible points. One may consider the dual scaling procedure, i.e. let ρ = y −Xβk for a primal converging
sequence {βk} and use Expression (26).
Type II-2.Fixed center and sequential radius-DST3[3][25]. We may leverage normal cone to con-
struct a region of smaller volume. Denote η = X>(g∗)∇‖·‖g∗ ,α∗g∗
[
X>(g∗)y
‖X>
(g∗)y‖g∗ ,α∗g∗
τ+(1−τ)wg∗
]
where g∗ = arg maxg
{‖X>(g)y‖g,α∗g
τ+(1−τ)wg
}
.
We consider
θc =
y
λ
−
[ 〈η,y〉
λ − (τ + (1− τ)wg∗)
‖η‖22
]
η, r =
√
‖y/λ− θk‖22 − ‖y/λ− θc‖22. (30)
One can easily show that θ∗ ∈ B(θc, r). See Lemma 11 in the supplement for the proof.
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Type III. Sequential center and radius. Similar to dynamic safe region, we construct the dual feasible
via KKT residuals and dual scaling. Given a converging sequence of βk. Denote the KKT residual ρk = y−Xβk
and we let θk = ρk
[
max
g=1,...,G
‖X>(g)ρk‖g,α∗g
τ+(1−τ)wg
∨
λ
]−1
. According to Lemma 8, θk ∈ FD(λ). We further let radius
rk =
√
2
vP (λ)(βk)−vD(λ)(θk)
λ2 . We then have the following converging results. The results is adapted from
GAP safe screening Rules (see [14]) for sparse-group lasso, which corresponds to α ≡ 2 in our generalized
framework.
Lemma 9. For βk ∈ FP (λ), θk ∈ FD(λ), the following hold:
(1). Denote rk =
√
2
vP (λ)(βk)−vD(λ)(θk)
λ2 , we have
θ∗ ∈ B(θk, rk). (31)
(2). If limits of βk contained in SP (λ), let θk = ρk
[
max
g=1,...,G
‖X>(g)ρk‖g,α∗g
τ+(1−τ)wg
∨
λ
]−1
then lim θk → θ∗.
(3). For a sequence of safe regions Bk containing θ∗ whose radius converge to zero, denote
Agk : =
{
g : max
θ∈Bk
‖Sτ (X>(g)θ)‖q ≥ (1− τ)wg
}
, Afk :=
⋃
g∈Agk
{
j ∈ (g) : max
θ∈Bk
|X>j θ| ≥ τ
}
,
Ag : =
{
g : ‖Sτ (X>(g)θ∗)‖q ≥ (1− τ)wg
}
, Af :=
⋃
g∈Ag
{
j ∈ (g) : |X>j θ∗| ≥ τ
}
, (32)
we have the following set convergence results:
lim
k→∞
Agk = Ag, lim
k→∞
Afk = Af . (33)
Remark 10. The lemma indicates a construction of converging and diminishing safe region B(θk, rk). As
strong duality holds for the primal-dual problem, rk → 0 and therefore θk → θ∗. SAFE screening rules
governed by (23) and (24) will recovers the active sets.
Generalization for other loss functions. Based on the discussion above, the construction of safe region
for square loss fully utilizes the L2 square in the dual objective function and the optimality at point θ∗.
Likewise, similar construction can be applied in other loss functions. For instance, if l(z) = ‖z‖1, the dual
objective function becomes λθy. One can consider a sphere of Type I or II containing polyhedron of SD(λ),
i.e. {θ : |θ| ≤ 1λ}
⋂{θ : y>(θ − θk) ≤ 0}. Suppose l(z) is a convex function and l∗(z) is strongly convex
function satisfying l∗(θ) ≥ l∗(θ0) + ∇l∗(θ0)>(θ − θ0) + κL2 ‖θ − θ0‖22. One can also construct a Type III
safe ball similarly as discussed in square loss case. To be more specific, for primal/dual feasible sequences
{βk}, {θk} , one shall obtain θ∗ ∈ B(θk, rk) where rk =
√
2
λ2κL
[
l(βk) + l∗(λθk)− 〈λθk, y〉
]
. See Lemma 12 in
the supplement for a proof.
Computation discussion. Notice that for an construction of safe regions mentioned above, to determine
values of center or radius requires a computation of q-norm at point X>(g)ρ. For both α ≡ 2 or 3, one can
use sorting-type algorithm (proposed in [16] and later applied in sparse-group lasso setting in [14]) or more
refined partitioning-type algorithm[16]. The overall computational complexity of sorting-type algorithm is
O(p log p). However, for general choices of α ≥ 1, the existence of such algorithm is still underexplored.
We give two ways to to tackle the issue. To obtain a feasible point for general cases as well as improve the
computational efficiency, one may consider an approximation method that can give a feasible dual point at a
faster speed. For instance, by leveraging tight bounds given in Lemma 2, one shall replace ‖ · ‖q by a upper
bound to approximate the dual feasible solution, such as by (27). The upperbound requires values of `α∗g
and `∞-norm of which the computation cost only takes Θ(p). Such fast approximation can be applied in
Type I and Type II safe region. We shall be cautious to apply also in the third type as the converging and
diminishing sphere is not guaranteed via approximation method.
One may also calculate ‖ · ‖q via bisection method which is guaranteed to converge within error ε
with O
(
log(1/ε)
)
steps. To be more specific, suppose ν = ‖x‖q. From Lemma 2, we know that
‖x‖q
p1/q(1−)+
∨ ‖x‖∞ ≤ ν ≤ ‖x‖q∧ p1/q‖x‖∞p1/q(1−)+ . We denote h(ν, x) = ‖S(1−)ν(x)‖q − ν. It is easy to
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check that ‖S(1−)ν(x)‖q is non-increasing with respect to ν while ν strictly increases in ν. Therefore h(ν, x)
strictly decreases with respect to ν. Then h( ‖x‖q
p1/q(1−)+
∨ ‖x‖∞, x) ≥ h(ν, x) = 0 ≥ h(‖x‖q∧ p1/q‖x‖∞p1/q(1−)+ , x).
One can follow any root finding algorithm such as bisection for monotone function within a given bounded
interval.
6 Conclusion
In this paper we investigate a regression problem with double regularization term, allowing for feature-wise
and group-wise sparsity at the same time. We introduce q-norm in vector space, the dual norm of which
generalizes regularization from LASSO, group LASSO and spare-group LASSO. A dual formulation leveraging
the duality as well as the decomposition of q-norm leads to a convex optimization problem with affine
constraints and `q constraints. Three types of safe screening rules are summarized for detecting active
features/groups at an early stage during implementation. Two fast approximation methods are discussed in
applying various safe screening rules in the general framework.
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Supplement
7 Algorithm and Implementation
We are now ready to give an algorithm to solve the generalized double sparsity LASSO problem with safe screening
rules introduced above. The pseudocode gives an iterative algorithm for a sequence of β(λt) with a diminishing
10
sequence of λt, i.e. λt/λt−1 = 0.95.
Algorithm 1: Gradient descent with safe rules
Input: X, y, ε,K, (λt)t≥1
Initialize λ0 and β(λ0).
for t = 1, ..., T do
β ← β(λt−1)
Construct a safe ball B0(θ, r) via Type I, II or III safe region.
Set active sets Ag0 and Af0.
for k = 1, ...,K do
if vP (λt)(β)− vD(λt)(θ) < ε then
break
end
for g ∈ Agk do
for j ∈ (g)⋂Afk do
Update βj via gradient descent.
end
Update βg via gradient descent.
end
if Type I then
Set the active sets Agk and Afk the same as k = 0.
else
Update the safe ball Bk(θ, r) and active sets Agk and Afk.
end
end
β(λt)← β.
end
Output: {β(λt)}t≥1
Further implementation details as well as numerical experiments will be postponed to the supplement section.
Lemma. For any  ∈ (0, 1] and q ≥ 1, the unique nonnegative solution ν ∈ R+ of equation (3) defines a vector norm
in Rp.
Proof of Lemma 1. If q = ∞, ‖ · ‖q = ‖ · ‖∞. If q < ∞,  = 1, we have ν = ‖x‖q. If q < ∞,  < 1, we denote
h(v, x) = ‖S(1−)v(x)‖q−v. As h(v, x) is monotonically decreasing and continuous in v. In addition, h(0, x) = ‖x‖q ≥ 0
and h(v, x) ≡ −v < 0 for v sufficiently large (i.e. v > 1
1−‖x‖∞). Hence h(v, x) has a unique and nonnegative root
for any fixed x. We denote v(x) as the non-negative root of h(v, x).
For any α ∈ R, the solution v = |α|v(x) satisfies the equality h(v, αx) = 0. Therefore we have v(αx) = |α|v(x).
Moreover, it is easy to verify that v(x) = 0 ⇐⇒ x = 0.
Now we prove v(x+ y) ≤ v(x) + v(y).
It is easy to see that
h(v(x) + v(y), x+ y) + (v(x) + v(y)) =
∥∥∥[|x+ y| − (1− )(v(x) + v(y))]
+
∥∥∥
q
≤
∥∥∥[|x|+ |y| − (1− )(v(x) + v(y))]
+
∥∥∥
q
≤ ‖[|x| − (1− )v(x)]+ + [|y| − (1− )v(y)]+‖q
≤ ‖[|x| − (1− )v(x)]+‖q + ‖[|y| − (1− )v(y)]+‖q
= h(v(x), x) + v(x) + h(v(y), y) + v(y)
= v(x) + v(y)
(34)
where we are using the fact that (a+ b)+ ≤ (a)+ + (b)+ and triangle inequality for `1 and `q-norm. Therefore we have
h(v(x) + v(y), x+ y) ≤ 0 =⇒ v(x+ y) ≤ v(x) + v(y) (35)
Notice that for x = 0 or y = 0, the triangle inequality trivially holds. For x, y 6= 0, denote
I(x) = {i||xi| > (1− )v(x)}.
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It is easy to verify that the sufficient and necessary condition for
v(x+ y) = v(x) + v(y) (36)
is
I(x) = I(y)
∃α > 0, yi = αxi, ∀i ∈ I(x).
(37)
Expression (37) imply Equality (36) trivially holds. Suppose Equality (36) is true, the inequalities in (34) holds as
equalities. In particular, the last inequality uses the triangle inequality for `q-norm. Therefore, we should have ∃α > 0,[|y| − (1− )v(y)]
+
= α
[|x| − (1− )v(x)]
+
. (38)
Then we must have
I(x) = I(y),
v(y) = αv(x) =⇒ |yi| = α|xi|, ∀i ∈ I(x),
|xi + yi| = |xi|+ |yi|, ∀i ∈ I(x) =⇒ yi = αxi, ∀i ∈ I(x).
Lemma. For any  ∈ (0, 1] and q ≥ 1, the following tight bounds of the q-norm holds for any x ∈ Rp,
‖x‖1
p1−1/q(p1/q(1− ) + ) ≤ ‖x‖q ≤ ‖x‖1 (39)
‖x‖q
p1/q(1− ) +  ≤ ‖x‖q ≤ ‖x‖q (40)
‖x‖2
p(1/2−1/q)+(p1/q(1− ) + ) ≤ ‖x‖q ≤ p
(1/q−1/2)+‖x‖2 (41)
‖x‖∞ ≤ ‖x‖q ≤ p
1/q‖x‖∞
p1/q(1− ) +  (42)
Proof of Lemma 2. Notice that
h(v, x) + v = ‖[|x| − (1− )v]+‖q = ‖[|x| − (1− )(v − |x|)]+‖q (43)
If v = ‖x‖q, we have v − |x| ≥ v − ‖x‖∞ ≥ 0, implying ‖[|x| − (1− )(‖x‖q − |x|)]+‖q ≤ ‖x‖q. Therefore, we have
h(‖x‖q, x) ≤ 0, implying that ‖x‖q ≤ ‖x‖q. Since ‖x‖q ≤ ‖x‖1. We also have ‖x‖q ≤ ‖x‖1. Notice that if x = ei
where ei is a unit vector that ith entry is one and the others are zero, we have ‖x‖q = ‖x‖q = ‖x‖1.
Notice that
h(‖x‖∞, x) + ‖x‖∞ = ‖[|x| − (1− )‖x‖∞]+‖q ≥ ‖[|x| − (1− )‖x‖∞]+‖∞ (44)
= ‖x‖∞ − (1− )‖x‖∞ = ‖x‖∞. (45)
Therefore h(‖x‖∞, x) ≥ 0, implying ‖x‖∞ ≤ ‖x‖q. The inequality is achievable, for example if x = ei.
Denote v∞ = p
1/q‖x‖∞
p1/q(1−)+ and we have
h(v∞, x) + v∞ = ‖[|x| − (1− )v∞]+‖q ≤ p1/q‖[|x| − (1− )v∞]+‖∞ (46)
=
p1/q
p1/q(1− ) + ‖[|x| − (1− )(‖x‖∞ − |x|)]+‖∞ (47)
≤ p
1/q
p1/q(1− ) +  ‖x‖∞ = v∞ (48)
Therefore h(v∞, x) ≤ 0, implying ‖x‖q ≤ p
1/q‖x‖∞
p1/q(1−)+ . The inequality is achievable, for example if x is an all-one
vector.
Finally, based on -decomposition,
x = x(,q) + x(1−,q) (49)
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with x(,q), x(1−,q) ∈ Rp such that
‖x(,q)‖q = ‖x‖q, (50)
‖x(1−,q)‖∞ = (1− )‖x‖q, (51)
implying
‖x‖q = ‖x‖q + (1− )‖x‖q = ‖x(,q)‖q + ‖x(1−,q)‖∞ (52)
‖x‖q ≤ ‖x(,q)‖q + ‖x(1−,q)‖q ≤ ‖x‖q + p1/q‖x(1−,q)‖∞ = ‖x‖q + p1/q(1− )‖x‖q. (53)
Therefore we have ‖x‖q
p1/q(1−)+ ≤ ‖x‖q. Notice that ‖x‖q ≥ q1/q−1‖x‖1, we then have
‖x‖1
q1−1/q(p1/q(1−)+) ≤ ‖x‖q.
The inequalities are achievable, for example if x is an all-one vector.
Since ‖x‖2
p
(1/2−1/q)+ ≤ ‖x‖q ≤ p(1/q−1/2)+‖x‖2, we have
‖x‖2
p(1/2−1/q)+(p1/q(1− ) + ) ≤
‖x‖q
p1/q(1− ) +  ≤ ‖x‖q ≤ ‖x‖q ≤ p
(1/q−1/2)+‖x‖2. (54)
It concludes the proof.
Denote
I∗ = {i : |xi| − (1− )‖x‖ > 0}, (55)
U(v) = {u ∈ Rp : ‖u‖q ≤ v}, (56)
V (v) = {v ∈ Rp : ‖v‖∞ ≤ (1− )v}. (57)
Lemma (ε-decomposition). Any vector x ∈ Rp can be uniquely decomposed and written in the form
x = x(,q) + x(1−,q) (58)
with x(,q), x(1−,q) ∈ Rp such that
‖x(,q)‖q = ‖x‖q, (59)
‖x(1−,q)‖∞ = (1− )‖x‖q. (60)
In addition, we have
{x ∈ Rp : ‖x‖q ≤ ν} = {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (61)
Proof of Lemma 3. Denote
I∗ = {i : |xi| − (1− )‖x‖ > 0}, (62)
U(v) = {u ∈ Rp : ‖u‖q ≤ v}, (63)
V (v) = {v ∈ Rp : ‖v‖∞ ≤ (1− )v}. (64)
We consider
x(,q) = sgn(x) [|x| − (1− )‖x‖q]+, (65)
x(1−,q) = sgn(x) {|x| − [|x| − (1− )‖x‖q]+}. (66)
Then we have x(,q) + x(1−,q) = x, ‖x(,q)‖q = ‖x‖q, ‖x(1−,q)‖∞ = (1− )‖x‖q.
We now prove the uniqueness of this decomposition. If x = 0,the statement is trivial. For x 6= 0, consider any v ∈ Rp
such that v ∈ V (‖x‖q) and v 6= x(1−,q). It is easy to see that
‖x− v‖qq = ‖x(,q) + x(1−,q) − v‖qq =
p∑
i=1
|x(,q)i + x(1−,q)i − vi|q (67)
=
p∑
i=1,i∈I∗
|x(,q)i + x(1−,q)i − vi|q +
p∑
i=1,i/∈I∗
|x(,q)i + x(1−,q)i − vi|q (68)
13
=p∑
i=1,i∈I∗
∣∣|x(,q)i |+ |x(1−,q)i | − sgn(xi)vi∣∣q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (69)
=
p∑
i=1,i∈I∗
(|x(,q)i |+ |x(1−,q)i | − sgn(xi)vi)q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (70)
≥
p∑
i=1,i∈I∗
|x(,q)i |q + (|x(1−,q)i | − sgn(xi)vi)q +
p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (71)
= ‖x(,q)‖qq + ‖x(1−,q) − v
∥∥q
q
> p‖x‖qq (72)
where we are using the fact that
v ∈ V (‖x‖q), ‖x(1−,q)‖∞ = (1− )‖x‖,q =⇒ |x(1−,q)i | − sgn(xi)vi ≥ 0, ∀i ∈ I∗. (73)
∵With Minkowski inequality (aq + bq)1/q ≤ (aq)1/q + (bq)1/q = a+ b, ∀a ≥ 0, b ≥ 0, q ≥ 1. (74)
∴
(|x(,q)i |+ |x(1−,q)i | − sgn(xi)vi)q ≥ |x(,q)i |q + (|x(1−,q)i | − sgn(xi)vi)q (75)
p∑
i=1,i∈I∗
(|x(1−,q)i | − sgn(xi)vi)q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (76)
=
p∑
i=1,i∈I∗
∣∣x(1−,q)i − (xi)vi∣∣q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q = ‖x(1−,q) − v‖qq. (77)
Therefore, we conclude the proof of decomposition uniqueness.
Based on the -decomposition, for any ν ≥ 0, we can see that ∀x ∈ {x ∈ Rp : ‖x‖q ≤ ν}, we have x(1−,q), x(,q) ∈ Rp
such that x = x(1−,q) + x(,q), ‖x(,q)‖q = ‖x‖q ≤ ν, ‖x(1−,q)‖∞ = (1− )‖x‖q ≤ (1− )ν. Therefore,
{x ∈ Rp : ‖x‖q ≤ ν} ⊆ {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (78)
On the other hand, for any u, v ∈ Rp such that ‖u‖q ≤ ν, ‖v‖∞ ≤ (1 − )ν. We prove that x = u + v satisfying
‖x‖q ≤ ν. Suppose it is false, i.e. ‖x‖q > ν. Then ‖v‖∞ ≤ (1 − )v < (1 − )‖x‖q. From -decomposition and
similar argument from the proof above, we have
(ν)q ≥ ‖u‖qq = ‖x− v‖qq = ‖x(,q) + x(1−,q) − v‖qq (79)
≥ ‖x(,q)‖qq + ‖x(1−,q) − v
∥∥q
q
≥ q‖x‖qq > qνq. (80)
Contradict! Therefore we must have ‖x‖q ≤ ν, implying
{x ∈ Rp : ‖x‖q ≤ ν} = {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (81)
For q = 0, the results can be easily verified. For 0 < q < 1, once again we consider proof by contradiction. Suppose
‖x‖q > ν. Then ‖v‖∞ ≤ (1− )v < (1− )‖x‖q. Then
(1− )‖x‖q > ‖v‖∞ = ‖x− u‖∞ = ‖x(1−,q) + x(,q) − u‖∞ =
∥∥|x(1−,q)|+ |x(,q)| − sgn(x) u∥∥∞ (82)
≥ ∥∥x(1−,q)‖∞ = (1− )‖x‖q. (83)
Contradict! We are using the fact that there must exist an i such that |x(,q)i |− (sgn(x)u)i ≥ 0. If |x(,q)i |− (sgn(x)
u)i < 0, ∀i ≥ 1, then ‖u‖q > ‖x(,q)‖q = ‖x‖q > ν. Since ‖u‖q ≤ ν, we get a contradiction.
Lemma. For any  ∈ (0, 1] and q ∈ [1,∞), the norm dual of the q-norm is given by
‖y‖∗q =
{
‖y‖q/(q−1) + (1− )‖y‖1, q <∞,
‖y‖1, q =∞
. (84)
Proof of Lemma 4. The case q =∞ is trivial. We only consider the case that q <∞.
For q <∞,
‖y‖∗q = sup
‖x‖q≤1
〈y, x〉 = sup
‖u‖q≤,‖v‖∞≤1−
〈y, u+ v〉 =  sup
‖u‖q≤1
〈y, u〉+ (1− ) sup
‖v‖∞≤1
〈y, x〉 (85)
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= ‖y‖q/(q−1) + (1− )‖y‖1. (86)
Lemma. First denote g :=
(1−τ)wg
τ+(1−τ)wg , ∀g ∈ {1, ..., G} and α
∗ = (α∗1, ..., α
∗
G) where α∗g =
αg
αg−1 . If αg =∞, α
∗
g = 1.
The double sparsity norm ‖ · ‖ds satisfies the following properties: ∀β ∈ Rp, x ∈ Rp,
‖β‖ds =
∑
g∈{1,...,G}
(τ + (1− τ)wg)‖β(g)‖∗gα∗g , and ‖x‖
∗
ds = max
g∈{1,...,G}
‖x(g)‖gα∗g
τ + (1− τ)wg . (87)
Proof of Lemma 5.
‖β‖ds = τ‖β‖1 + (1− τ)
G∑
g=1
wg‖β‖αg =
G∑
g=1
(τ‖β(g)‖1 + (1− τ)wg‖β(g)‖αg ) (88)
=
G∑
g=1
[
τ
τ + (1− τ)wg ‖β(g)‖1 +
(1− τ)wg
τ + (1− τ)wg ‖β(g)‖αg ]
(
τ + (1− τ)wg
)
(89)
=
G∑
g=1
[
(1− g)‖β(g)‖1 + g‖β(g)‖αg
](
τ + (1− τ)wg
)
=
G∑
g=1
(
τ + (1− τ)wg
)‖β(g)‖∗g,α∗g (90)
‖x‖∗ds = sup
‖β‖ds≤1
〈β, x〉 = sup
β
inf
ν≥0
〈β, x〉 − ν(‖β‖ds − 1) = sup
β
inf
ν≥0
〈β, x〉 − ν(‖β‖ds − 1) (91)
= inf
ν≥0
sup
β
G∑
g=1
β(g)x(g) − ντ‖β(g)‖1 − ν(1− τ)wg‖β(g)‖αg + ν (92)
= inf
ν≥0
G∑
g=1
sup
β(g)
(
β(g)x(g) − ντ‖β(g)‖1 − ν(1− τ)wg‖β(g)‖αg
)
+ ν (93)
= inf
ν≥0
G∑
g=1
inf
x1+x2=x(g)
I(‖x1‖∞ ≤ ντ) + I(‖x2‖α∗g ≤ ν(1− τ)wg) + ν (94)
= inf
ν≥0
max
g∈{1,...,G}
inf
x1+x2=x(g)
I(‖x1‖∞ ≤ ντ) + I(‖x2‖α∗g ≤ ν(1− τ)wg) + ν (95)
= inf
ν≥0
max
g∈{1,...,G}
sup
β(g)
(
β(g)x(g) − ντ‖β(g)‖1 − ν(1− τ)wg‖β(g)‖αg
)
+ ν (96)
= max
g∈{1,...,G}
sup
‖β(g)‖ds≤1
(
β(g)x(g)
)
= max
g∈{1,...,G}
sup
(1−g)‖β′(g)‖1+g‖β′(g)‖αg≤1
( β′(g)x(g)
τ + (1− τ)wg
)
(97)
= max
g∈{1,...,G}
‖x(g)‖gα∗g
τ + (1− τ)wg (98)
The above derivations are using the following facts:
Ω1(β) : = α1‖β‖1,Ω2(β) := α2‖β‖q (99)
Ω∗1(x) = sup
β
(x>β − α1‖β‖1) = α1I(‖x‖∞ ≤ α1) = I(‖x‖∞ ≤ α1) (100)
Ω∗2(x) = sup
β
(x>β − α2‖β‖q) = α2I(‖x‖q/(q−1) ≤ α2) = I(‖x‖q/(q−1) ≤ α2) (101)
(Ω1 + Ω2)
∗(x) = inf
x1+x2=x
[I(‖x1‖∞ ≤ α1) + I(‖x2‖q/(q−1) ≤ α2)] (From Theorem 16.4 of [17]). (102)
Theorem (Duality). For the primal problem given in (1), the following hold:
(1). The dual formulation of optimization problem 1 is given by a convex optimization below
max
θ
− l∗(λθ) + 〈λθ, y〉
‖X>(g)θ‖gα∗g ≤ τ + (1− τ)wg, ∀g = 1, ..., G
(103)
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(2). Suppose strong duality holds and β∗ and θ∗ as the optimal solution for primal (1) and dual (13) respectively.
Then we have KKT conditions:
λθ∗ ∈ ∂l(y −Xβ∗)
X>(g)θ
∗ ∈ τ∂‖β∗(g)‖1 + (1− τ)wg∂‖β∗(g)‖αg , g = 1, ..., G
(104)
Proof of Theorem 1. We derive the dual problem via the Lagrangian multiplier method.
Denote z = y −Xβ and λθ as the Lagrangian multiplier, the dual function is given by
D(θ) = inf
z,β
l(z) + λ‖β‖ds + 〈λθ.y −Xβ − z〉 (105)
= inf
z,β
λ
G∑
g=1
[‖β(g)‖ds − 〈θ,X(g)β(g)〉]− λ〈θ, z〉+ l(z) + λ〈θ, y〉 (106)
= −λ
G∑
g=1
sup
β(g)
[〈X>(g)θ, β(g)〉 − ‖β(g)‖ds]− l∗(λθ) + λ〈θ, y〉 (107)
= −λ
G∑
g=1
sup
β(g)
[〈X>(g)θ, β(g)〉 − (τ + (1− τ)wg)‖β(g)‖∗gα∗g ]− l∗(λθ) + λ〈θ, y〉 (108)
= −λ
G∑
g=1
I(‖X>(g)θ‖gα∗g ≤ (τ + (1− τ)wg)− l∗(λθ) + λ〈θ, y〉 (109)
where we are using the fact that
inf
z
−λ〈θ, z〉+ l(z) = − sup
z
[〈λθ, z〉 − l(z)] = −l∗(λθ), (110)
Ω(β) = α‖β‖∗q,Ω∗(x) = sup
β
(〈x, β〉 − α‖β‖∗q) = αI
(‖x‖q ≤ α). (111)
Therefore the dual problem is
max
θ
− l∗(λθ) + λ〈θ, y〉
subject to ‖X>(g)θ‖gα∗g ≤ τ + (1− τ)wg, ∀g = 1, ..., G
(112)
The set representation (10) gives the program (16). Finally l∗ is a convex function in θ. ‖ug‖α∗g and ‖vg‖∞ are
convex function. ug + vg = X>(g)θ are affine constraints. Therefore it is a convex optimization. One can solve it using
algorithm for convex programming and guarantee an optimal value.
For (2), according to Fenchel-Young inequality (Lemma 10), we should have
l(z) + l∗(λθ) ≥ 〈z, λθ〉 (113)
‖β‖ds + (‖X>θ‖ds)∗ ≥ 〈β,X>θ〉 (114)
Summing the above two inequalities together, we obtain
l(z) + λ‖β‖ds ≥ −l∗(λθ) + 〈z, λθ〉+ 〈β,X>λθ〉 − λ(‖X>θ‖ds)∗ (115)
= −l∗(λθ) + 〈y, λθ〉 − λ(‖X>θ‖ds)∗ (116)
Note that the LHS for the above inequality is the primal objective function and the RHS is the dual objective function.
For β∗ and θ∗ and the strong duality condition, we have
l(y −Xβ∗) + λ‖β∗‖ds = −l∗(λθ∗) + 〈y, λθ∗〉 (117)
implying equality holds for both (113) and (114). Therefore, via Fenchel-Young inequality, we have
λθ∗ ∈ ∂l(y −Xβ∗)
X>(g)θ
∗ ∈ τ∂‖β∗(g)‖1 + (1− τ)wg∂‖β∗(g)‖αg , g = 1, ..., G
(118)
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Lemma 10 (Fenchel-Young inequality[12]). Any point z ∈ Rn and w in the domain of a function f : Rn → (−∞,∞]
satisfy the inequality
f(w) + f∗(z) ≥ 〈w, z〉. (119)
Equality holds if and only if z ∈ ∂f(w).
Corollary (Duality for square loss). For the primal problem with l(z) = 1
2
‖z‖22 given in (1), the following hold:
(1). The dual formulation of optimization problem 1 is given by a convex optimization below
max
θ
1
2
‖y‖22 − 1
2
‖λθ − y‖22
‖X>(g)θ‖gα∗g ≤ τ + (1− τ)wg, ∀g = 1, ..., G
(120)
and the strong duality holds, i.e., the dual optimal value is equal to the primal optimal value.
(2). Suppose β∗ and θ∗ as the optimal solution for primal (1) and dual (16) respectively. Then we have KKT conditions:
λθ∗ = y −Xβ∗
X>(g)θ
∗ ∈ τ∂‖β∗(g)‖1 + (1− τ)wg∂‖β∗(g)‖αg , g = 1, ..., G
(121)
Proof of Lemma 1. We derive the dual problem via the Lagrangian multiplier method.
Denote z = y −Xβ and λθ as the Lagrangian multiplier, the dual function is given by
D(θ) = inf
z,β
1
2
‖z‖22 + λ‖β‖ds + 〈λθ.y −Xβ − z〉 (122)
= inf
z,β
λ
G∑
g=1
[‖β(g)‖ds − 〈θ,X(g)β(g)〉]− λ〈θ, z〉+ 1
2
‖z‖22 + λ〈µ, y〉 (123)
= −λ
G∑
g=1
sup
β(g)
[〈X>(g)θ, β(g)〉 − ‖β(g)‖ds]− λ2‖θ‖222 + λ〈θ, y〉 (124)
= −λ
G∑
g=1
sup
β(g)
[〈X>(g)θ, β(g)〉 − (τ + (1− τ)wg)‖β(g)‖∗gα∗g ]+ ‖y‖222 −
∥∥y − λθ∥∥2
2
2
(125)
= −λ
G∑
g=1
I(‖X>(g)θ‖gα∗g ≤ (τ + (1− τ)wg)+ ‖y‖222 −
∥∥y − λθ∥∥2
2
2
(126)
where we are using the fact that
inf
z
−λ〈θ, z〉+ 1
2
‖z‖22 = inf
z
−λ
2‖θ‖2
2
+
∥∥z − λθ∥∥2
2
2
= −λ
2‖θ‖2
2
, (127)
Ω(β) = α‖β‖∗q,Ω∗(x) = sup
β
(〈x, β〉 − α‖β‖∗q) = αI
(‖x‖q ≤ α). (128)
Therefore the dual problem is
max
θ
‖y‖22 − ‖λθ − y‖22
subject to ‖X>(g)θ‖gα∗g ≤ τ + (1− τ)wg, ∀g = 1, ..., G
(129)
The set representation (10) gives the program (16). Finally ‖λθ
2
− y‖22 is a convex function in θ. ‖ug‖α∗g and ‖vg‖∞
are convex function. ug + vg = X>(g)θ are affine constraints. Therefore it is a convex optimization. One can solve it
using algorithm for convex programming and guarantee an optimal value.
As the Slater’s condition satisfies in this case, the strong duality conditions hold. The KKT conditions can be obtained
via Item (2) of Theorem 1. It concludes the proof.
Lemma (Zero solutions). For primal-dual problems P (λ) and D(λ), the following statements are equivalent:
(i). y
λ
∈ FD(λ); (ii). SD(λ) = { yλ}; (iii). v∗D(λ) =
‖y‖22
λ2
; (iv). β∗ = 0; (v). λ ≥ max
g=1,...,G
‖X>(g)y‖g,α∗g
τ+(1−τ)wg .
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Proof of Lemma 6. (i)⇐⇒ (ii) ⇐⇒ (iii) trivially holds. (iv) =⇒ (i) can be verified via KKT condition λθ∗ = y−Xβ∗.
For (i) =⇒ (iv), via KKT condition, we haveXβ∗ = 0. Suppose ∃β∗ 6= 0, then 1
2
‖y‖22 = vP (λ)(0) ≥ v∗P (λ) = vP (λ)(β∗) =
1
2
‖y‖22 + λ‖β∗‖∗ds > 12‖y‖22. Contradict.
From Lemma 8, we have (v) =⇒ (i). To verify (i) =⇒ (v), notice that y/λFD(λ), then ‖X>(g) yλ‖gα∗g ≤ τ+(1−τ)wg,∀g =
1, ..., G implying λ ≥ max
g=1,...,G
‖X>(g)y‖g,α∗g
τ+(1−τ)wg .
Theorem (Screening Rules). For the problem given in (1), we have group-level screening rule (19) and feature-level
screening rule (20) as follow:
‖Sτ (X>(g)θ∗)‖α∗g < (1− τ)wg =⇒ β∗(g) = 0, ∀g = 1, ..., G (130)
|X>j θ∗| < τ =⇒ β∗j = 0, ∀j ∈ (g) (131)
Proof of Theorem 2. If β∗(g) 6= 0,
[X>(g)θ
∗]i ∈
τsgn
(
[β(g)]i
)
+ (1− τ)wg sgn([β(g)]i)[|β(g)|]
αg−1
i
‖β(g)‖
αg−1
αg
, [β(g)]i 6= 0
τ [−1, 1], [β(g)]i = 0
(132)
implying
Sτ (X
>
(g)θ
∗) = (1− τ)wg [β(g)]
αg−1
i
‖β(g)‖αg−1αg
and ‖Sτ (X>(g)θ∗)‖α∗g = (1− τ)wg
∥∥∥ βαg−1(g)‖β(g)‖αg−1αg
∥∥∥
α∗g
= (1− τ)wg (133)
|[X>(g)θ∗]i| < τ, =⇒ [β(g)]i = 0 (134)
If β∗(g) = 0,
X>(g)θ
∗ ∈ τ [−1, 1]pg + (1− τ)wgu(g), ‖u(g)‖α∗g ≤ 1. (135)
Therefore, from inequality (133) we have
‖Sτ (X>(g)θ∗)‖α∗g < (1− τ)wg =⇒ β∗(g) = 0. (136)
From inequality (134) we have
|X>(g)θ∗| < τ =⇒ [β∗(g)]i = 0. (137)
Lemma. For ∀g ∈ {1, ..., G}, j ∈ (g),
(1− τ)wg >
‖Sτ (X>(g)θc)‖α∗g + p
(1/α∗g−1/2)+
g r‖X(g)‖2, if ‖X>(g)θc‖∞ > τ(‖X>(g)θc‖∞ − τ + p(1/α∗g−1/2)+g r‖X(g)‖2)+, otherwise =⇒ β∗(g) = 0 (138)
τ > |X>j θc|+ r‖Xj‖2 =⇒ β∗j = 0 (139)
Proof of Lemma 7. For all group g ∈ {1, ..., G} and j ∈ (g),
max
θ∈B(θc,r)
|X>j θ| ≤ max
θ∈B(θc,r)
|Xj>(θ − θc)|+ |X>j θc| = |X>j θc|+ r‖Xj‖2 (140)
where the last inequality use the definition of `2-norm of a matrix.
Now we prove the upper bound for max
θ∈B(θc,r)
‖Sτ (X>(g)θ)‖α∗g . Denote ξc = X>(g)θc and r˜ = r‖X(g)‖2, one have
max
θ∈B(θc,r)
‖Sτ (X>(g)θ)‖α∗g ≤ max
ξ∈B(ξc,r˜)
‖Sτ (ξ)‖α∗g .
Denote τ‖ · ‖∞ as the `∞ ball of radius τ and the projection of ξ on τ‖ · ‖∞ is Pτ‖·‖∞(ξ). We then have Sτ (ξ) =
ξ−Pτ‖·‖∞(ξ). Since τ‖ · ‖∞ is a convex set and projection operator on a convex set is a contraction operator, we have
‖Sτ (ξ)‖α∗g = ‖ξ − Pτ‖·‖∞(ξ)‖α∗g ≤ ‖ξ − Pτ‖·‖∞(ξc)‖α∗g = ‖ξ − ξc + ξc − Pτ‖·‖∞(ξc)‖α∗g (141)
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≤ ‖ξ − ξc‖α∗g + ‖Sτ (ξc)‖α∗g . (142)
If ‖ξc‖∞ > τ :
max
ξ∈B(ξc,r˜)
‖Sτ (ξ)‖α∗g ≤ max
ξ∈B(ξc,r˜)
‖ξ − ξc‖α∗g + ‖Sτ (ξc)‖α∗g ≤ max
ξ∈B(ξc,r˜)
p
(1/α∗g−1/2)+
g ‖ξ − ξc‖2 + ‖Sτ (ξc)‖α∗g (143)
= p
(1/α∗g−1/2)+
g r‖X(g)‖2 + ‖Sτ (X>(g)θc)‖α∗g . (144)
If ‖ξc‖∞ ≤ τ and ‖ξc‖∞ + r˜ ≤ τ , max
ξ∈B(ξc,r˜)
‖Sτ (ξ)‖α∗g = 0.
If ‖ξc‖∞ ≤ τ and ‖ξc‖∞ + r˜ > τ , ∃ξ ∈ ∂B(ξc, r˜) \ τ‖ · ‖∞, select a ξ˜(ξ) which is an intersection point of τ‖ · ‖∞ and
the line segment connecting ξ and ξc.
max
ξ∈B(ξc,r˜)
‖Sτ (ξ)‖α∗g = max
ξ∈∂B(ξc,r˜)\τ‖·‖∞
‖Sτ (ξ)‖α∗g = max
ξ∈∂B(ξc,r˜)\τ‖·‖∞
‖ξ − Pτ‖·‖∞(ξ)‖α∗g (145)
≤ max
ξ∈∂B(ξc,r˜,)\τ‖·‖∞
‖ξ − Pτ‖·‖∞ [ξ˜(ξ)]‖α∗g = max
ξ∈∂B(ξc,r˜,)\τ‖·‖∞
‖ξ − ξ˜(ξ)‖α∗g (146)
= max
ξ∈∂B(ξc,r˜,)\τ‖·‖∞
‖ξ − ξc + ξc − ξ˜(ξ)‖α∗g = max
ξ∈∂B(ξc,r˜,)\τ‖·‖∞
‖ξ − ξc‖α∗g − ‖ξc − ξ˜(ξ)‖α∗g (147)
≤ r˜p(1/α
∗
g−1/2)+
g − min
ξ∈∂B(ξc,r˜,)\τ‖·‖∞
‖ξc − ξ˜(ξ)‖α∗g ≤ r˜p
(1/α∗g−1/2)+
g − τ + ‖ξc‖∞ (148)
The last inequality is using the fact that for any ξ ∈ ∂τ‖ · ‖∞,
τ − ‖ξc‖∞ = ‖ξc − τ‖∞ ≤ ‖ξc − ξ‖α∗g =⇒ τ − ‖ξc‖∞ ≤ minξ∈∂B(ξc,r˜,)\τ‖·‖∞ ‖ξc − ξ˜(ξ)‖α∗g . (149)
Finally, if r˜p
(1/α∗g−1/2)+
g − τ + ‖ξc‖∞ ≤ 0,
0 ≥ r˜p(1/α
∗
g−1/2)+
g − τ + ‖ξc‖∞ ≥ r˜ − τ + ‖ξc‖∞ > 0. (150)
Therefore, we must have r˜p
(1/α∗g−1/2)+
g − τ + ‖ξc‖∞ > 0.
Lemma 11 (DST3). Denote η = X>(g∗)∇‖ · ‖g∗ ,α∗g∗
[
X>(g∗)y
‖X>
(g∗)y‖g∗ ,α∗g∗
τ+(1−τ)wg∗
]
where g∗ = arg maxg
{ ‖X>(g)y‖g,α∗g
τ+(1−τ)wg
}
and
θc =
y
λ
−
[ 〈η,y〉
λ
−(τ+(1−τ)wg∗ )
‖η‖22
]
η, r =
√‖y/λ− θk‖22 − ‖y/λ− θc‖22.
We have
θ∗ ∈ B(θc, r), (151)
where
∇‖ · ‖q(ξ) =
sgn(ξ) |S(1−)‖ξ‖q (ξ)|q−1
(1− )‖|S(1−)‖ξ‖q (ξ)|q−1‖1 + ‖S(1−)‖ξ‖q (ξ)‖q−1q
. (152)
Proof of Lemma 11. Denote H−∗ := {θ ∈ Rn : 〈θ, η〉 ≤ τ + (1− τ)wg∗}. Since θ∗ ∈ FD(λ) ⊆ {θ ∈ Rn : ‖X>(g)θ‖g,α∗g ≤
τ + (1− τ)wg∗} ⊆ H−∗ and θ∗ ∈ B(y/λ, ‖y/λ− θk‖2), we have for ∀θ ∈ H−∗
⋂B(y/λ, ‖y/λ− θk‖2)
‖y/λ− θk‖22 ≥ ‖y/λ− θ‖22 = ‖y/λ− θc + θc − θ‖22 = ‖y/λ− θc‖22 + 2〈y/λ− θc, θc − θ〉+ ‖θc − θ‖22 (153)
≥ ‖y/λ− θc‖22 + ‖θc − θ‖22 (154)
where we are using the fact that θc = PH−∗ (y/λ), θ ∈ H
−
∗ , implying 〈y/λ− θc, θc − θ〉 ≥ 0. Hence
‖θc − θ‖2 ≤
√
‖y/λ− θk‖22 − ‖y/λ− θc‖22 (155)
Then
θ∗ ∈ H−∗
⋂
B(y/λ, ‖y/λ− θk‖2) ⊆ B(θc, r). (156)
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Denote h(ν, ξ) = ‖S(1−)ν(ξ)‖q − ν
∂h
∂ξ
(ν, ξ) =
sgn(ξ) |S(1−)ν(ξ)|q−1
‖S(1−)ν(ξ)‖q−1q
(157)
∂h
∂ν
(ν, ξ) =
[
sgn(ξ) |S(1−)ν(ξ)|q−1
]>
‖S(1−)ν(ξ)‖q−1q
∂S(1−)ν(ξ)
∂ν
−  = −‖|S(1−)ν(ξ)|
q−1‖1
‖S(1−)ν(ξ)‖q−1q
(1− )−  (158)
= − (1− )‖|S(1−)ν(ξ)|
q−1‖1 + ‖S(1−)ν(ξ)‖q−1q
‖S(1−)ν(ξ)‖q−1q
(159)
Then
∂h
∂ν
(‖ξ‖q, ξ) = −
(1− )‖|S(1−)‖ξ‖q (ξ)|q−1‖1 + ‖S(1−)‖ξ‖q (ξ)‖q−1q
‖S(1−)‖ξ‖q (ξ)‖q−1q
6= 0 (160)
∂h
∂ξ
(‖ξ‖q, ξ) =
sgn(ξ) |S(1−)‖ξ‖q (ξ)|q−1
‖S(1−)‖ξ‖q (ξ)‖q−1q
(161)
With the Implicit function theorem, from h(‖ξ‖q, ξ) = 0, we have
0 = ∇‖ · ‖q(ξ) · ∂h
∂ν
(‖ξ‖q, ξ) + ∂h
∂ξ
(‖ξ‖q, ξ) (162)
∇‖ · ‖q(ξ) = −
∂h
∂ξ
(‖ξ‖q, ξ)
∂h
∂ν
(‖ξ‖q, ξ)
(163)
=
sgn(ξ) |S(1−)‖ξ‖q (ξ)|q−1
(1− )‖|S(1−)‖ξ‖q (ξ)|q−1‖1 + ‖S(1−)‖ξ‖q (ξ)‖q−1q
. (164)
Lemma. For any ρ ∈ Rn and M ≥ max
g=1,...,G
‖X>(g)ρ‖g,α∗g
τ+(1−τ)wg , we have
ρM−1 ∈ FD(λ). (165)
In particular, we have
ρ
[
max
g=1,...,G
‖X>(g)ρ‖g,α∗g
τ + (1− τ)wg
∨
λ
]−1
∈ FD(λ) (166)
ρ
[
max
g=1,...,G
∥∥X>(g)ρ∥∥α∗g ∧ p
1/α∗g
g
∥∥X>(g)ρ∥∥∞
p
1/α∗g
g (1−g)+g
τ + (1− τ)wg
∨
λ
]−1
∈ FD(λ) (167)
Proof of Lemma 8. For any θ ∈ Rn, it is easy to verify that θ‖X>θ‖∗
ds
contained in FD(λ), i.e. for any g ∈ {1, ..., G},
∥∥∥ X>(g)θ‖X>θ‖∗ds
∥∥∥
g,α∗g
=
‖X>(g)θ‖g,α∗g
‖X>θ‖∗ds
=
‖X>(g)θ‖g,α∗g
max
g=1,...,G
‖X>
(g)
θ‖g,α∗g
τ+(1−τ)wg
≤ τ + (1− τ)wg. (168)
As a matter of fact, for any scale factor M ≥ ‖X>θ‖∗ds, θM ∈ FD(λ).
From Lemma 2 ‖ · ‖q ≤ ‖ · ‖α∗g
∧ p1/α∗gg ‖·‖∞
p
1/α∗g
g (1−g)+g
, we then have
θ
max
g=1,...,G
∥∥X>
(g)
θ
∥∥
α∗g
∧ p1/α∗gg ∥∥X>(g)θ∥∥∞
p
1/α∗g
g (1−g)+g
τ+(1−τ)wg
∨
λ
∈ FD(λ). (169)
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Lemma. For βk ∈ FP (λ), θk ∈ FD(λ), the following hold:
(1). Denote rk =
√
2
vP (λ)(βk)−vD(λ)(θk)
λ2
, we have
θ∗ ∈ B(θk, rk). (170)
(2). If limits of βk contained in SP (λ), let θk = ρk
[
max
g=1,...,G
‖X>(g)ρk‖g,α∗g
τ+(1−τ)wg
∨
λ
]−1
then lim θk → θ∗.
(3). For a sequence of safe regions Bk containing θ∗ whose radius converge to zero, denote
Agk : =
{
g : max
θ∈Bk
‖Sτ (X>(g)θ)‖q ≥ (1− τ)wg
}
, Afk :=
⋃
g∈Agk
{
j ∈ (g) : max
θ∈Bk
|X>j θ| ≥ τ
}
,
Ag : =
{
g : ‖Sτ (X>(g)θ∗)‖q ≥ (1− τ)wg
}
, Af :=
⋃
g∈Ag
{
j ∈ (g) : |X>j θ∗| ≥ τ
}
, (171)
we have the following set convergence results:
lim
k→∞
Agk = Ag, lim
k→∞
Afk = Af . (172)
Proof of Lemma 9. (1). Given βk ∈ FP (λ), θk ∈ FD(λ), we have
vP (λ)(βk)− vD(λ)(θk) ≥ vD(λ)(θ∗)− vD(λ)(θk) = 1
2
‖λθk − y‖22 − 1
2
‖λθ∗ − y‖22 (173)
=
1
2
λ2
[‖θk − y/λ‖22 − ‖θ∗ − y/λ‖22] = 1
2
λ2[‖θk‖2 − 2
λ
y>(θk − θ∗)− ‖θ∗‖22] (174)
=
1
2
λ2[‖θk‖2 − 2( y
λ
− θ∗ + θ∗)>(θk − θ∗)− ‖θ∗‖22] (175)
=
1
2
λ2[‖θk‖2 − 2( y
λ
− θ∗)>(θk − θ∗)− ‖θ∗‖22 − 2θ∗>(θk − θ∗)] (176)
=
1
2
λ2[‖θk − θ∗‖2 − 2( y
λ
− θ∗)>(θk − θ∗)] ≥ 1
2
λ2‖θk − θ∗‖2, (177)
where we are using the fact that ∀θk ∈ FD(λ), vD(λ)(θ∗) ≥ vD(λ)(θk) and with the convexity of ‖θ − y/λ‖22,
(θ∗ − y
λ
)>(θk − θ∗) ≥ 0. (178)
Then
‖θk − θ∗‖2 ≤
√
2
vP (λ)(βk)− vD(λ)(θk)
λ2
. (179)
(2). Given all limits of βk contained in SP (λ), denote ρk = y −Xβk and αk =
[
max
g=1,...,G
‖X>(g)ρk‖g,α∗g
τ+(1−τ)wg
∨
λ
]
, we have
‖θk − θ∗‖ =
∥∥y −Xβk
αk
− y −Xβ
∗
λ
∥∥ = ∥∥(y −Xβk)( 1
αk
− 1
λ
)− Xβ
∗ −Xβk
λ
∥∥ (180)
≤ ∥∥(y −Xβk)( 1
αk
− 1
λ
)‖+ ‖Xβ
∗ −Xβk
λ
∥∥ (181)
Since |SD(λ)| = 1 and θ∗ = 1λ (y − Xβ∗), Xβ∗1 = Xβ∗2 , ∀β∗1 , β∗2 ∈ SP (λ), ‖Xβ
∗−Xβk
λ
∥∥ → 0. Moreover, αk →
λ
[
max
g=1,...,G
‖X>(g)θ∗‖g,α∗g
τ+(1−τ)wg
∨
1
]
= λ. We have
∥∥(y −Xβk)( 1αk − 1λ ) ≤ | 1αk − 1λ |‖λθ∗‖ → 0.
(3). For any g ∈ Ag, since θ∗ ∈ Bk, k ≥ 1, we have
max
θ∈Bk
‖Sτ (X>(g)θ)‖q ≥ ‖Sτ (X>(g)θ∗)‖q ≥ (1− τ)wg =⇒ Ag ⊆ Agk, k ≥ 1. (182)
Similarly, for each j ∈ Af , max
θ∈Bk
|X>(g)θ| ≥ |X>(g)θ∗| ≥ τ =⇒ Af ⊆ Afk, k ≥ 1.
Since the radius of Bk converges to zero, ∃k0(ε) ∈ N, ε > 0 such that ‖θ − θ∗‖2 < ε,∀θ ∈ Bk, k ≥ k0(ε). For any
g /∈ Ag and k ≥ k0(ε),
∀θ ∈ Bk, ‖Sτ (X>(g)θ)‖q ≤ ‖Sτ (X>(g)θ)− Sτ (X>(g)θ∗)‖q + ‖Sτ (X>(g)θ∗)‖q (183)
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≤ ‖X>(g)(θ − θ∗)‖q + ‖Sτ (X>(g)θ∗)‖q ≤ ‖X(g)‖2,q + ‖Sτ (X>(g)θ∗)‖q. (184)
If 1 <
(1−τ)wg− max
g/∈Ag
‖Sτ (X>(g)θ∗)‖q
max
g/∈Ag
‖X(g)‖2,q , we have
max
θ∈Bk
‖Sτ (X>(g)θ)‖q < (1− τ)wg, ∀g /∈ Ag, (185)
implying
Acg ⊆ Acgk and Agk ⊆ Ag. (186)
Combining (182) and (186) we have Agk = Ag,∀k ≥ k0(ε1).
Notice that for k ≥ k0(ε1), θ ∈ Bk, g ∈ Ag and j ∈ (g) \ Af ,
|X>j θ| ≤ |X>j (θ − θ∗)|+ |X>j θ∗| ≤ ε‖Xj‖2 + |X>j θ∗| (187)
If 2 <
τ− max
j∈(g)\Af
|X>j θ∗|
max
j∈(g)\Af
‖Xj‖2 , we have maxθ∈Bk
|X>j θ| < τ, ∀j ∈ (g) \ Af , k ≥ k0(ε1) ∨ k0(ε2), implying
Afk =
⋃
g∈Agk
{
j ∈ (g) : max
θ∈Bk
|X>j θ)| ≥ τ
}
=
⋃
g∈Ag
{
j ∈ (g) : max
θ∈Bk
|X>j θ)| ≥ τ
} ⊆ ⋃
g∈Ag
{
j ∈ (g) : |X>j θ∗| ≥ τ
}
. (188)
We then have
Afk ⊆ Af and therefore Afk = Af , k ≥ k0(ε1) ∨ k0(ε2). (189)
Lemma 12. Suppose l(z) is a convex function and l∗(z) is strongly convex function satisfying l∗(θ) ≥ l∗(θ0) +
∇l∗(θ0)>(θ−θ0)+κL2 ‖θ−θ0‖22. For {βk}, {θk} primal/dual feasible sequence and rk =
√
2
λ2κL
[
l(βk) + l∗(λθk)− 〈λθk, y〉
]
,
θ∗ ∈ B(θk, rk). (190)
Proof of Lemma 12. For {βk}, {θk} primal/dual feasible sequence, we have
l(βk) + l
∗(λθk)− 〈λθk, y〉 ≥ −l∗(λθ∗) + 〈λθ∗, y〉+ l∗(λθk)− 〈λθk, y〉 (191)
≥ 〈∇(l∗(λθ∗)− y), λ(θk − θ∗)〉+ κL
2
λ2‖θk − θ∗‖22 (192)
≥ κL
2
λ2‖θk − θ∗‖22 (193)
where we are using the fact that l∗(λθ)− 〈λθ, y〉 is a convex function and θ∗ is the minimizer, implying ∇(l∗(λθ∗)−
y), λ(θk − θ∗)〉 ≥ 0. Then
‖θk − θ∗‖2 ≤
√
2
λ2κL
[
l(βk) + l∗(λθk)− 〈λθk, y〉
]
. (194)
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