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In this paper, we consider a class of nonsmooth multiobjective fractional pro-
gramming problems in which functions are locally Lipschitz. We establish general-
ized Karush–Kuhn–Tucker necessary and sufﬁcient optimality conditions and derive
duality theorems for nonsmooth multiobjective fractional programming problems
containing V -ρ-invex functions.  2001 Academic Press
1. INTRODUCTION
Optimality conditions and duality in multiobjective fractional programs
have been of much interest in the recent past [1, 2, 5, 11, 12, 14, 15, 17] (see
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also the references cited therein). In particular, Bector et al. [1] derived
Fritz John and Karush–Kuhn–Tucker necessary and sufﬁcient optimality
conditions for a class of nondifferentiable convex multiobjective fractional
programming problems, and they established some duality theorems. Fol-
lowing the approaches of Bector et al. [1], Liu [11, 12] obtained necessary
and sufﬁcient conditions and derived duality theorems for a class of non-
smooth multiobjective fractional programming problems involving either
pseudoinvex functions or F ρ-convex functions.
Jeyakumar and Mond [8] deﬁned generalized V -invexity of differentiable
multiobjective programming problems which preserve the sufﬁcient opti-
mality conditions and duality results as in the scalar case and avoid the
major difﬁculty of verifying that the inequality holds for the same function
η· · for invex functions. Later, Mishra and Mukherjee [13] extended the
results of Jeyakumar and Mond [8] to the nonsmooth case. On the other
hand, Jeyakumar [7] deﬁned ρ-invexity for nonsmooth scalar-valued func-
tions, studied duality theorems for nonsmooth optimization problems, and
established relationships between saddle points and optima.
Recently, Kuk et al. [10] deﬁned the concept of V -ρ-invexity for vector-
valued functions, which is a generalization of the V -invex function [8, 13],
and they proved the generalized Karush–Kuhn–Tucker sufﬁcient optimality
theorem, weak and strong duality for nonsmooth multiobjective programs
under the V -ρ-invexity assumptions.
In this paper, we consider a class of nonsmooth multiobjective fractional
programming problems in which functions are locally Lipschitz. We obtain
the generalized Karush–Kuhn–Tucker necessary and sufﬁcient optimality
theorems and prove weak, strong, and strict converse duality theorems for
nonsmooth multiobjective fractional programs involving V -ρ-invex func-
tions. The concept of efﬁciency is used to state optimality theorems and
some duality results.
2. PRELIMINARIES AND DEFINITIONS
Let Rn be the n-dimensional Euclidean space. Throughout the paper, the
following convention for vectors in Rn will be adopted:
x > y ⇔ xi > yi for all i = 1     n
x  y ⇔ xi  yi for all i = 1     n
The real-valued function f  Rn → R is said to be locally Lipschitz if for
any z ∈ Rn there exists a positive constant K and a neighborhood N of z
such that, for each x y ∈ N ,
	f x − f y	  Kx− y
where · denotes any norm in Rn.
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In this paper, we consider the following multiobjective fractional pro-
gramming problem:
(FP) minimize
(
f1x
g1x
    
fpx
gpx
)
subject to x ∈ X = x ∈ Rn	hjx  0 j = 1    m
where fi Rn → R gi Rn → R, i = 1     p, and hj Rn → R, j =
1    m, are locally Lipschitz functions.
We assume in the sequel that fix  0 and gix > 0 on Rn for i =
1     p.
The Clarke [4] generalized directional derivative of a locally Lipschitz
function f at x in the direction d denoted by f ◦xd is as follows:
f ◦xd = lim sup
y→x
t ↓ 0
t−1f y + td − f y
The Clarke [4] generalized gradient of f at x is denoted by
∂f x = ξ	f ◦xd  ξTd for all d ∈ Rn
Egudo and Hanson [6] deﬁned invexity of locally Lipschitz functions as
follows:
Deﬁnition 2.1. A locally Lipschitz function f is said to be invex on
X0 ⊂ Rn if for x u ∈ X0 there exists a function ηx u X0 ×X0 → Rn
such that
f x − f u  ξTηx u for each ξ ∈ ∂f u
Egudo and Hanson [6] generalized the V -invexity of Jeyakumar and
Mond [8] to the nonsmooth case as follows:
Deﬁnition 2.2. A vector function f  X0 → Rn is said to be V -invex if
there exist functions η X0 ×X0 → Rn and αi X0 ×X0 → R+ \ 0 such
that
fix − fiu − αix uξTi ηx u  0 for each ξi ∈ ∂fiu
Kuk et al. [10] deﬁned V -ρ-invexity for the nonsmooth case as follows:
Deﬁnition 2.3. Let fi Rn → R, gi Rn → R, i = 1     p, and
hj Rn → R, j = 1    m, be locally Lipschitz functions, let v ∈ Rp and
let e = 1     1 ∈ Rp.
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(a) f − vge = f1− v1g1     fp− vpgp is said to be V -ρ-invex with
respect to functions η and θ Rn × Rn → Rn if there exist αi Rn × Rn →
R+\0 and ρi ∈ R, i = 1     p, such that for any x u ∈ Rn and any
ξi ∈ ∂fiu and ζi ∈ ∂giu,
αix ufix − vigix − fiu + vigiu
 ξi − viζiηx u + ρiθx u2 (1)
If we have strict inequality in (1) for any x u ∈ Rn with x = u then
f − vge is said to be strictly V -ρ-invex with respect to functions η and
θ Rn × Rn → Rn.
(b) h is said to be V -σ-invex with respect to functions η and θ Rn ×
Rn → Rn if there exist βj Rn × Rn → R+ \ 0 and σj ∈ R, j = 1    m,
such that for any x u ∈ Rn and any µj ∈ ∂hju,
βjx uhjx − hju  µjηx u + σjθx u2
Remark. If in the above deﬁnition ρi = 0 for all i, then the function is
V -invex.
To show the existence of the V -ρ-invex functions, we give the following
example:
Example 2.1. Consider the functions fi X0 = −1 1 → R, i = 1 2
deﬁned by
f1x =
{
2x2 −1  x  0
x 0  x  1
and f2x =
{
5x4 −1  x  0
2x 0  x  1

Here ∂f10 = ξ	0  ξ  1 and ∂f20 = ξ	0  ξ  2. Deﬁne
η X0 × X0 → R as ηx u = 2x2 − 1 − u, θ X0 × X0 → R as
θx u =
√
2x2 − 1+ u2, α1 X0 ×X0 → R+ \ 0 as α1x u = 2x2 + 1,
and α2 X0 ×X0 → R+ \ 0 as α2x u = u2 + 3. For ρ1 = 1 and ρ2 = 2,
the vector function f x = f1x f2x is V -ρ-invex at u = 0.
Deﬁnition 2.4. A point u ∈ X is said to be an efﬁcient solution of (FP)
if there exist no x ∈ X such that
fix
gix

fiu
giu
for all i = 1     p
and
fkx
gkx
<
fku
gku
for some k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3. OPTIMALITY CONDITIONS
In this section, we establish generalized Karush–Kuhn–Tucker necessary
and sufﬁcient optimality conditions for efﬁcient solutions of (FP).
Consider the following scalar minimization problem:
(P) minimize lx
subject to hjx  0 j = 1    m
where l hj Rn → R, j = 1    m are locally Lipschitz functions.
At a point u ∈ Rn, let us deﬁne
I∗ = i ∈ I	hju = 0 where I = 1    m
)◦ =
{
d ∈ Rn	h◦j ud  0 i ∈ I∗ if I∗ = 
Rn if I∗ = 
)◦− =
{
d ∈ Rn	h◦j ud < 0 i ∈ I∗ if I∗ = 
Rn if I∗ = 
For problem (P), we assume the following constraint qualiﬁcation.
Constraint Qualiﬁcation 31 At a point u, it holds that )◦− = .
Lemma 3.1 [16, Theorem 4.3.1]. If u is a local minimum for (P) and
Constraint Qualiﬁcation 3.1 is satisﬁed, then there exist λ1     λm such that
0 ∈ ∂lu +
m∑
j=1
λj∂hju
λjhju = 0 j = 1    m
λj  0 j = 1    m
Lemma 3.2 [3, 9]. u is an efﬁcient solution for (FP) if and only if u solves
(FPk), k = 1     p, where (FPk) is the following problem:
(FPk) minimize
fkx
gkx
subject to
fix
gix

fiu
giu
for all i = k
hjx  0 j = 1    m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We can prove the following generalized Karush–Kuhn–Tucker type nec-
essary optimality theorem for (FP) by a method similar to the proof in [12,
Theorem 3.2.9].
Theorem 3.1 (Necessary Optimality Conditions). If u is an efﬁcient
solution for (FP) and satisﬁes Constraint Qualiﬁcation 3.1 for (FPk),
k = 1     p, then there exist τ ∈ Rp and λ ∈ Rm such that
0 ∈
p∑
i=1
τi∂fiu − yi∂ giu +
m∑
j=1
λj∂hju (2)
λjhju = 0 j = 1    m (3)
τ > 0 λ  0 (4)
where yi = fiu/giu i = 1     p.
Theorem 3.2 (Sufﬁcient Optimality Conditions). Let u τ λ ∈ Rn ×
Rp × Rm satisfy conditions (2)–(4). Assume that f − yge = f1 −
y1g1     fp − ypgp is V -ρ-invex and h is V -σ-invex with respect to
the same η and θ and
p∑
i=1
τiρi +
m∑
j=1
λjσj  0 (5)
where yi = fiu/giu, i = 1     p. Then u is an efﬁcient solution of (FP).
Proof. Suppose that u is not an efﬁcient solution of (FP). Then there
exists x ∈ X such that
fix
gix

fiu
giu
 for i = 1     p
and
fkx
gkx
<
fku
gku
 for some k
Since gix > 0 for all i = 1     p, we have
fix − yigix  fiu − yigiu for all i = 1     p
and
fkx − ykgkx < fku − ykgku for some k
Since τ > 0 and αix u > 0 for all i = 1     p, we have
p∑
i=1
τiαix ufix − fiu <
p∑
i=1
τiαix uyigix − yigiu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Then, by the V -ρ-invexity of f − yge, we have
p∑
i=1
τiξi − yiζiηx u +
p∑
i=1
τiρiθx u2 < 0 (6)
for each ξi ∈ ∂fiu and each ζi ∈ ∂giu. From (2) and (5), (6) yields
m∑
j=1
λjµjηx u +
m∑
j=1
λjσjθx u2 > 0
for some µj ∈ ∂hju. Hence, by the V -σ-invexity of h, we obtain
m∑
j=1
λjβjx uhjx − hju > 0
Since λjhju = 0 for all j = 1    m, we have
m∑
j=1
λjβjx uhjx > 0
which contradicts the conditions βjx u > 0 λj  0 and hjx  0 for all
j = 1    m. Thus u is an efﬁcient solution of (FP).
4. DUALITY THEOREMS
Following the approaches of Bector et al. [1], we formulate the following
dual problem for (FP).
(FD) maximize v1     vp
subject to 0 ∈
p∑
i=1
τi∂fiu − vi∂giu +
m∑
j=1
λj∂hju (7)
fiu − vigiu  0 i = 1     p (8)
λjhju  0 j = 1    m (9)
τ ∈ Rp λ ∈ Rm v ∈ Rp τ > 0 λ  0 v  0 (10)
We establish weak, strong, and strict converse duality theorems between
(FP) and (FD).
Theorem 4.1 (Weak Duality). Let x be a feasible for (FP) and
let u τ λ v be a feasible for (FD). Assume that f − vge = f1 −
v1g1     fp − vpgp is V -ρ-invex and h is V -σ-invex with respect to the
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same η and θ and
p∑
i=1
τiρi +
m∑
j=1
λjσj  0 (11)
Then
fix
gix
 vi for all i = 1     p (12)
and
fkx
gkx
< vk for some k (13)
cannot hold.
Proof. Suppose, contrary to the result of the theorem, that for some
feasible x for (FP) and u τ λ v for (FD),
fix
gix
 vi for all i = 1     p
and
fkx
gkx
< vk for some k
Then, we have
fix − vigix  0 for all i = 1     p
and
fkx − vkgkx < 0 for some k
Hence, from (8) and (10), we obtain
p∑
i=1
τifix − vigix <
p∑
i=1
τifiu − vigiu
By the V -ρ-invexity of f − vge, we have
p∑
i=1
τiξi − viζiηx u +
p∑
i=1
τiρiθx u2 < 0 (14)
for each ξi ∈ ∂fiu and each ζi ∈ ∂giu. Hence, from (7) and the assump-
tion
p∑
i=1
τiρi +
m∑
j=1
λjσj  0
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we obtain
m∑
j=1
λjµjηx u +
p∑
i=1
λjσjθx u2 > 0 (15)
for some µj ∈ ∂hju. From (9), (10), and βjx u > 0 for j = 1    m,
we have
βjx uλjhjx  βjx uλjhju for j = 1    m
Then, by the V -ρ-invexity of h, we have
m∑
j=1
λjµjηx u +
m∑
j=1
λjσjθx u2  0 for each µj ∈ ∂hju
which contradicts (15).
Corollary 4.1. Assume that the conditions of weak duality (Theorem
4.1) hold. If x¯ is feasible for (FP) and u¯ τ¯ λ¯ v¯ is feasible for (FD), with
v¯i = fix¯/gix¯, i = 1     p, then x¯ and u¯ τ¯ λ¯ v¯ are efﬁcient solutions
of problems (FP) and (FD), respectively.
Theorem 4.2 (Strong Duality). Let x¯ be an efﬁcient solution of (FP) and
assume that x¯ satisﬁes Constraint Qualiﬁcation 3.1 for (FPk), k = 1     p.
Then there exist τ¯ ∈ Rp, λ¯ ∈ Rm, and v¯ ∈ Rp such that x¯ τ¯ λ¯ v¯ is a feasible
solution for (FD). If the conditions of weak duality (Theorem 4.1) also hold,
then x¯ τ¯ λ¯ v¯ is an efﬁcient solution for (FD).
Proof. Since x¯ is an efﬁcient solution for (FP), from Lemma 3.2, x¯
solves (FPk) for each k = 1     p. From Theorem 3.1, there exist τ¯ ∈ Rp,
λ¯ ∈ Rm, and v¯ ∈ Rp such that x¯ τ¯ λ¯ v¯ is a feasible solution of (FD) and
v¯i = fix¯/gix¯ i = 1     p. Since weak duality (Theorem 4.1) holds
between (FP) and (FD), efﬁciency of x¯ τ¯ λ¯ v¯ for (FD) follows from
Corollary 4.1.
Theorem 4.3 (Strict Converse Duality). Let x¯ be a feasible solution
for (FP) and let u¯ τ¯ λ¯ v¯ be a feasible solution for (FD), with v¯i =
fix¯/gix¯ i = 1     p. Assume that f − v¯ge is strictly V -ρ-invex and h is
V -σ-invex with respect to the same η and θ and
p∑
i=1
τ¯iρi +
m∑
j=1
λ¯jσj  0 (16)
Then x¯ = u¯; thus u¯ is an efﬁcient solution of (MP).
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Proof. We assume that x¯ = u¯ and exhibit a contradiction. Since u¯ τ¯,
λ¯ v¯ is a feasible solution for (FD), there exist ξi ∈ ∂fiu¯ and ζi ∈ ∂giu¯,
i = 1     p and µj ∈ ∂hju¯, j = 1    m, such that
p∑
i=1
τ¯iξi − v¯iζi +
m∑
j=1
λ¯jµj = 0 (17)
p∑
i=1
τ¯iαix¯ u¯fiu¯ − v¯igiu¯ +
m∑
j=1
λ¯jβjx¯ u¯hju¯  0 (18)
From (17), we obtain
p∑
i=1
τ¯iξi − v¯iζiηx¯ u¯ +
m∑
j=1
λ¯jµjηx¯ u¯ = 0
Hence, from (16) and the respective deﬁnitions of strict V -ρ-invexity and
V -σ-invexity of f − v¯ge and h, we obtain
p∑
i=1
τ¯iαix¯ u¯fix¯ − v¯igix¯ +
m∑
j=1
λ¯jβjx¯ u¯hjx¯
>
p∑
i=1
τ¯iαix¯ u¯fiu¯ − v¯igiu¯ +
m∑
j=1
λ¯jβjx¯ u¯hju¯ (19)
Since v¯i = fix¯/gix¯ i = 1     p, and λ¯jhjx¯  0, we see that (19)
yields
p∑
i=1
τ¯iαix¯ u¯fiu¯ − v¯igiu¯ +
m∑
j=1
λ¯jβjx¯ u¯hju¯ < 0
which contradicts (18). Hence, the result follows.
ACKNOWLEDGMENTS
The authors thank anonymous referees for valuable comments.
REFERENCES
1. C. R. Bector, S. Chandra, and I. Husain, Optimality conditions and subdifferentiable
multiobjective fractional programming, J. Optim. Theory Appl. 79 (1993), 105–125.
2. S. Chandra, B. D. Craven, and B. Mond, Vector-valued Lagrangian and multiobjective
fractional programming duality, Numer. Funct. Anal. Optim. 11 (1990), 239–254.
3. V. Chankong and Y. Y. Haimes, “Multiobjective Decision Making: Theory and Method-
ology,” North-Holland, New York, 1983.
multiobjective fractional programming 375
4. F. H. Clarke, “Optimization and Nonsmooth Analysis,” Wiley–Interscience, New York,
1983.
5. R. R. Egudo, Multiobjective fractional duality, Bull. Austral. Math. Soc. 37 (1988),
367–378.
6. R. R. Egudo and M. A. Hanson, On sufﬁciency of Kuhn–Tucker conditions in nonsmooth
multiobjective programming, FSU Technical Report No. M-888, 1993.
7. V. Jeyakumar, Equivalence of saddle-points and optima, and duality for a class of non-
smooth non-convex problems, J. Math. Anal. Appl. 130 (1988), 334–343.
8. V. Jeyakumar and B. Mond, On generalized convex mathematical programming, J. Austral.
Math. Soc. Ser. B 34 (1992), 43–53.
9. P. Kanniappan, Necessary conditions for optimality of nondifferentiable convex multiob-
jective program, J. Optim. Theory Appl. 40 (1983), 167–174.
10. H. Kuk, G. M. Lee, and D. S. Kim, Nonsmooth multiobjective programs with V -ρ-invexity,
Indian J. Pure Appl. Math. 29 (1998), 405–412.
11. J. C. Liu, Optimality and duality for multiobjective fractional programming involving non-
smooth pseudoinvex functions, Optimization 37 (1996), 27–39.
12. J. C. Liu, Optimality and duality for multiobjective fractional programming involving non-
smooth (F , ρ)-convex functions, Optimization 36 (1996), 333–346.
13. S. K. Mishra and R. N. Mukherjee, On generalized convex multi-objective nonsmooth
programming, J. Austral. Math. Soc. Ser. B 38 (1996), 140–148.
14. R. N. Mukherjee and Ch. P. Rao, Multiobjective fractional programming under general-
ized invexity, Indian J. Pure Appl. Math. 27 (1996), 1175–1183.
15. S. Schaible, Fractional programming, in “Handbook of Global Optimization” (R. Horst
and P. M. Pardalos, Eds.), pp. 495–608, Kluwer Academic, Dordrecht, 1995.
16. K. Shimizu, Y. Ishizuka, and J. F. Bard, “Nondifferentiable and Two-Level Mathematical
Programming,” Kluwer Academic, Boston, 1997.
17. T. Weir, A duality theorem for a multiobjective fractional optimization problem, Bull.
Austral. Math. Soc. 34 (1986), 415–425.
