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Bulk properties of equilibrium liquids are a manifestation of intermolecular forces. Here, we show
how these forces imprint on dynamical fluctuations in the Lyapunov exponents for simple fluids with
and without attractive forces. While the bulk of the spectrum is strongly self-averaging, the first
Lyapunov exponent self-averages only weakly and at a rate that depends on the length scale of the
intermolecular forces; short-range repulsive forces quantitatively dominate longer-range attractive
forces, which act as a weak perturbation that slows the convergence to the thermodynamic limit.
Regardless of intermolecular forces, the fluctuations in the Kolmogorov-Sinai entropy rate diverge,
as one expects for an extensive quantity, and the spontaneous fluctuations of these dynamical ob-
servables obey fluctuation-dissipation-like relationships. Together, these results are a representation
of the van der Waals picture of fluids and another lens through which we can view the liquid state.
Introduction.– Liquids live in a state between the struc-
tural order typical of solids and the dynamical random-
ness of gases [1, 2]. While molecular chaos underlies the
existence of gaseous thermodynamic states, this notion,
and Boltzmann’s Stosszahlansatz [3], are absent from the
theories of liquids [4]. The coarse features of simple flu-
ids are instead seen as a result of the forces between their
molecular constituents [5]. Since van der Waals, the pre-
vailing view has been that strong repulsive forces deter-
mine the structural arrangements of molecules in a liq-
uid away from the critical point. Weak, longer-range at-
tractive forces, though, have relatively little effect [6, 7].
This paradigm forms a basis for the statistical mechan-
ics of equilibrium liquids [8–11] and, more recently, has
been considered for the slow dynamics of supercooled liq-
uids [12–14]. However, this view neglects the fluidity of
liquid matter that comes from the incessant thermal mo-
tion of molecules, motion that, because of these inter-
molecular forces, is intrinsically chaotic [15]. It remains
an open question how the liquid state emerges from the
Lyapunov instability and deterministic chaos of molecu-
lar dynamics [16] and whether the van der Waals picture
mirrors a dynamical perspective, where attractive and
repulsive interactions play distinct roles in the emergent
chaotic behavior of equilibrium liquids. In this Letter,
we address this question.
A signature of the nonlinear dynamics of fluids, and
any dynamical system exhibiting deterministic chaos, is
the divergence of initially close phase space trajecto-
ries [17]. Finite-time Lyapunov exponents (FTLEs) are
the exponential rates of divergence and important mea-
sures of the sensitivity to initial conditions characteristic
of chaos. While their fluctuations on finite-time scales
ultimately decay in the long-time limit [18, 19], it is
unknown how these fluctuations scale in the thermody-
namic limit for fluids. This fact is largely because FTLE
calculations are limited to systems that are small or re-
stricted to one or two spatial dimensions [20]. By over-
coming this challenge, we show that the finite-size scaling
of these fluctuations, that is, how they “self-average,” is a
quantitative representation of the van der Waals picture.
Thermodynamic states are generally a consequence of
the self-averaging of microscopic properties. A system
self-averages its independent subsystems if a global ob-
servable is an average of that observable over the inde-
pendent subsystems. More precisely, a system is self-
averaging with respect to a property X if the relative
variance RX = (
〈
X2N
〉− 〈XN 〉2)/ 〈XN 〉2 → 0 as the sys-
tem size N → ∞, with averages over statistical sam-
ples, independent subsystems, noise, disorder, or inde-
pendent time windows [21]. For equilibrium systems, the
relative variance is O(N−1) but more generally can be
RX ' N−γ with a wandering exponent 0 ≤ γ ≤ 1.
Through finite-size scaling of Lyapunov exponent fluc-
tuations and numerical estimates of γ, dissipative and
Hamiltonian dynamical systems have begun to collect
into universality classes. Previous work on dissipative,
spatially extended dynamical systems in one and two di-
mensions has shown the self-averaging behavior of the
largest Lyapunov exponent is not only dependent on the
number of spatial dimensions but also distinct from the
bulk of the Lyapunov spectrum. For these dissipative sys-
tems, the Lyapunov exponents are weakly self-averaging,
γ < 1 [22, 23], with the dynamics of the first Lyapunov
vector belonging to the Kardar-Parisi-Zhang (KPZ) uni-
versality class [24] and a γ for the associated exponent
that is related to the known critical exponents. The bulk
exponents, however, belong to another, still unknown,
universality class. There are one-dimensional Hamilto-
nian systems, such as the FPU-β and Φ4 models, that
stand in stark contrast. Fluctuations of the maximum
Lyapunov exponent in these models are not self-averaging
but instead diverge in the thermodynamic limit [19]. It
is not yet clear whether this non-KPZ behavior [25, 26]
is a sole consequence of long-range spatiotemporal cor-
relations or a more universal feature of Hamiltonian dy-
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FIG. 1. (a) Empirical probability density functions of λ1
from trajectory ensembles of Weeks-Chandler-Andersen flu-
ids with varying numbers of particles N = 100, 200, 400 and
800 at the kinetic temperature T = 0.9 and number density
ρ = 0.75. One inset is a semilog plot of the same data. The
other inset shows the potential energy V (rij) for the interac-
tion between Lennard-Jones and Weeks-Chandler-Andersen
particles i and j as a function of the interparticle distance
rij . (b) Snapshot showing 5 out of the 16 system sizes we
simulate with NV E molecular dynamics.
namics. By extending the finite-size scaling of the fluc-
tuations of the Lyapunov spectrum to three-dimensional
Hamiltonian systems, we show here the divergence is not
universal, thus confirming the hypothesis of long-range
correlations.
Models of simple fluids and theory.– We numeri-
cally simulate the dynamics of periodic Lennard-Jones
(LJ) [27] and Weeks-Chandler-Andersen (WCA) [28] flu-
ids in three spatial dimensions. The Hamiltonian of
these N -particle systems is H(rij , pk) =
∑3N
k p
2
k/2m +∑N
i<j V (rij). The interparticle interactions are specified
by the pairwise potential V (rij) between the particles i
and j a distance rij apart (inset of Fig. 1(a)). In the
WCA fluid, particles interact through short-range repul-
sive forces and in the LJ fluid, particles also attract one
another through comparatively longer-range forces. All
quantities are in reduced units. (See Supplemental Ma-
terial (SM) [29] Secs. I and II.)
Along with each constant energy trajectory of these
equilibrium fluids, we simulate the corresponding tangent
space dynamics, which limits the largest, computation-
ally tractable system size to around 2000 particles, even
leveraging recent computational advances [20]. Within
the linearized limit, the expansion or the compression
factor of the perturbation along the direction of the ith
Lyapunov vector over time t is eΓi(t). The associated
FTLE is λi = Γi(t)/t. For each trajectory, we calcu-
late the finite-time Lyapunov spectrum, {λi}, and the
finite-time Kolmogorov-Sinai (KS) entropy hKS (i.e., the
sum of the positive {λi} using Pesin’s theorem [34]) from
the set of Gram-Schmidt vectors [35, 36]. Algorithms for
computing the covariant Lyapunov vectors do not readily
scale to the system sizes we simulate here [37].
Our interest is in the self-averaging of fluctuations of
the FTLEs and the finite-time KS entropy for simple flu-
ids with and without attractive forces. We quantify fluc-
tuations in the FTLEs over fixed time intervals, t, with
the diffusion coefficients {D(λi)} [19, 22, 23] and the vari-
ance, χ2i (t), of {Γi(t)}
tD(λi) = χ
2
i (t) =
〈
(Γi(t)− 〈λi〉 t)2
〉
. (1)
Averages 〈·〉 are over an ensemble of 104 trajectories, each
with t = 0.1 in reduced time units (SM [29] Sec. III). 〈λi〉
is the long-time average of λi. With these trajectory en-
sembles, we analyze the scaling of the diffusion coefficient
for the entire Lyapunov spectrum, {D(λi)}, and the KS
entropy rate, D(hKS), with the number of particles, N .
Self-averaging of first Lyapunov exponent.– An impor-
tant measure of the degree of deterministic chaos in non-
linear dynamical systems is the Lyapunov exponent as-
sociated with the maximally expanding tangent space di-
rection, λ1. Over finite times, λ1 concentrates around the
long-time average with increasing system size, N . Fig-
ure 1(a) shows representative empirical distributions of
λ1 for the WCA fluid over an ensemble of finite-time tra-
jectories. We find similar results for the LJ fluid.
To quantify the decay rate of Lyapunov exponent fluc-
tuations, we scale the number of molecules N and the
volume V to ensure the thermodynamic limit of the mi-
crocanonical ensemble: N,V → ∞ keeping the number
density ρ = N/V and energy density e = E/V fixed. At
constant ρ and e, the kinetic temperature is given by the
equipartition theorem, T = 2 〈Ekin〉 /3NkB.
From scaling the system size of LJ and WCA fluids, we
find that the diffusion coefficient D(λ1) scales as a power
law, O(N−γ), with wandering exponent γ (Fig. 2). The
magnitude of γ depends on the nature of the intermolec-
ular forces and, in both cases, shows that fluctuations in
λ1 are weakly self-averaging, γ < 1. For the WCA liquid,
where molecules are purely repulsive γ ≈ 0.9. However,
for the LJ liquid, where there are also attractions over
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FIG. 2. Power law decay in the fluctuations of the finite-
time Lyapunov exponent, λ1, as measured by the diffusion
coefficient, D(λ1), with the number of particles, N . Here,
λ1 is the exponent associated with the first Lyapunov vector.
Data at three temperatures are shown for the (a) Lennard-
Jones and (b) Weeks-Chandler-Andersen fluids. The points
are simulation data and the lines are linear fits for systems
with N from 100 to 2000 particles.
3a few molecular diameters γ ≈ 0.85. The difference be-
tween these γ values is outside our statistical errors and
shows that attractions act weakly to slow the decay of
fluctuations.
Perturbative treatments of liquids in statistical me-
chanics build on the van der Waals picture. They as-
sume the structure of a dense, monatomic fluid resembles
that of a hard sphere fluid and, to a first approximation,
the attractive interactions have little effect on the liquid
structure [4]. Here, we see this picture through the fluc-
tuations in λ1, which decay at different rates for the LJ
and WCA fluids. Repulsive forces dominate the decay of
Lyapunov exponent fluctuations. Attractive forces not
only slow the divergence of trajectories [15], they also di-
minish the rate γ at which the thermodynamic states of
liquids emerge through λ1. These results are consistent
with the idea that subvolumes of liquids made up of re-
pulsive particles will become independent more quickly
with increasing system size than those made of particles
that can also attract over a relatively longer range. They
also reinforce the intuition that the longer the range of
intermolecular interactions, the slower the rate at which
the largest Lyapunov exponent will self-average.
Although the weak self-averaging behavior of the
largest Lyapunov exponent is sensitive to the length scale
of the intermolecular forces, it is not dependent upon
temperature. The wandering exponents for λ1 of both
fluids is independent of temperature in the range 0.7−1.1
(SM [29] Sec. IV).
Self-averaging of the bulk Lyapunov exponents.– The
self-averaging of the largest Lyapunov exponent is dis-
tinct from the bulk of the spectrum (Fig. 3). And, for the
fluids and conditions here, it measures the relative impor-
tance of attractions and repulsions in the emergent dy-
namics of simple liquids. Other observables, such as the
kinetic and potential energy, however, do not. Instead,
the kinetic and potential energy fluctuations are strongly
self-averaging (SM [29] Sec. V) with γ ≈ 1 independent
of the intermolecular forces or temperature. Attractive
forces also do not measurably affect the self-averaging
behavior of the bulk Lyapunov exponents: all exponents
in the spectrum beyond the first self-average strongly,
γ ≈ 1. Previous work also found that the scaling of the
first Lyapunov exponent fluctuations with system size are
markedly different from the bulk of the spectrum in both
conservative and dissipative, one-dimensional dynamical
systems [22, 23].
Both the WCA and LJ fluids under NV E conditions
have symmetric Lyapunov spectra [15] as a result of the
conjugate pairing rule [38, 39] and the conservation of
phase space volume by Liouville’s theorem. Figures 3(a)
and 3(c) show this symmetry in the diffusion coefficients
of the Lyapunov spectra, {D(λi)}, for the LJ and WCA
liquids. As a function of the spectral index i, the diffusion
coefficients are symmetric about half of the number of
phase space dimensions, i = 3N [22].
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FIG. 3. The diffusion coefficient D(λi) as a function of the
scaled index i/12000 for (a) Lennard-Jones and (c) Weeks-
Chandler-Andersen fluids with N = 400−2000 particles. The
scale factor normalizes the abscissa; 12000 is the number of
phase space dimensions for the largest system. These data col-
lapse upon rescaling the diffusion coefficient D(λi/3N )N
γ as
a function of the scaled index i/3N for both the (b) Lennard-
Jones and (d) Weeks-Chandler-Andersen fluids. There are 16
systems in all, ranging from 100 to 2000 particles. Insets in
(b) and (d) show the scaling of D(λi/3N ) with system size N
for select scaled indices. The points are simulation data and
the lines are linear fits. In all cases, the kinetic temperature
is T = 0.9 and the number density is 0.75.
Figure 3 shows representative results for the finite-size
scaling of the fluctuations in {λi}. The insets in (b) and
(d) show the scaling of D(λi/3N ) with N for the LJ and
the WCA liquids, respectively, for several scaled indices,
i/3N , at T = 0.9. Our simulations of 16 systems span
100 to 2000 particles (N = 100, 200, . . . , 1100, 1300, . . . ,
1900, and 2000). The number of positive Lyapunov expo-
nents and the range of the index, i, grows as 3N , so the
scaled index, i/3N , is intensive. Given the symmetry of
D(λi), we focus on the positive exponents {λi}. We see
that {D(λi/3N )} scales as a power law, N−γ with γ ≈ 1
for all exponents and both the LJ and the WCA fluids
(SM [29] Sec. VI). Furthermore, we find the scaled diffu-
sion coefficient D(λi/3N )N
γ data collapse onto a single
curve as a function of the scaled index.
While we model the fluids as three-dimensional Hamil-
tonian systems, we do not detect the divergence of fluc-
tuations of FTLEs in the thermodynamic limit seen in
one-dimensional Hamiltonian lattices, the FPU-β and Φ4
models [19]. The wandering exponent of the first Lya-
4punov exponent for the FPU-β model is γ < −0.25 and
for the Φ4 model is approximately −1. Pazo´ et al. sug-
gested that the divergence is likely a result of long-range
spatiotemporal correlations but could be a more univer-
sal property of Hamiltonian dynamics. However, our re-
sults suggest the former is correct. Another consequence
of these long-range correlations is that the extensivity
and additivity of the long-time average KS entropy does
not necessarily mean short-time fluctuations of the bulk
Lyapunov exponents will be strongly self-averaging as we
see here. Although the length scale of LJ interactions (of
the order of a few molecular diameters) is longer than the
purely repulsive WCA interactions, it is still sufficiently
short range for the Lyapunov exponents to self-average.
The rate of self-averaging of Lyapunov exponent fluc-
tuations depends on the number of spatial dimensions.
Weak self-averaging of λ1 for one- and two-dimensional
systems with weak correlations is characterized by a γ of
1/2 and 0.839, respectively [22, 23]. The wandering ex-
ponents for the three-dimensional LJ and WCA systems
are higher, 0.85 and 0.9. Because the KPZ critical expo-
nents are known in lower dimensions, dynamical systems
can be assigned to the KPZ universality class. But, this
is not the case in three dimensions, so an assignment for
the LJ and WCA fluids is not currently possible. Still,
the agreement between the wandering exponents in flu-
ids with and without attractive forces is evidence that
the bulk of the Lyapunov vectors do belong to the same
(albeit unknown) universality class, despite the longer
range of the LJ interaction potential compared to WCA.
Strong self-averaging of the bulk Lyapunov exponents
is so far unique to these simple fluids. In one-dimensional
systems with short-range correlations, for example, the
bulk Lyapunov spectrum self-averages weakly with γ ≈
0.85 [22, 23]. These lower dimensional systems also have
an extensive and additive KS entropy, so this comparison
also suggests that the strong self-averaging of the bulk ex-
ponents in simple fluids does not necessarily lead to these
properties of the long-time KS entropy [15]. While it is
well known from the van der Waals picture that repul-
sions dictate liquid structure, our results show that this
picture is also apparent in the fluctuations of the Lya-
punov exponents. Attractions have a measurable effect
on only the most unstable Lyapunov direction.
Self-averaging of the Kolmogorov-Sinai entropy rate
and fluctuation-dissipation relations.– Another impor-
tant quantity characterizing dynamical systems is the
finite-time KS entropy: the sum of the positive FTLEs,
hKS(t) =
∑+
i λi(t). The fluctuations in the KS entropy,
though important in fluctuation theorems, are less ex-
plored compared to those of the FTLEs. Again, we mea-
sure the finite-time KS entropy fluctuations with the dif-
fusion coefficient. The scaling of D(hKS) with system size
is a power law N+γ with γ ≈ 1, as shown in Figs. 4(a)
and (b), for both the LJ and the WCA fluids. The di-
vergence of fluctuations in the KS entropy supports re-
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FIG. 4. Fluctuations in the finite-time Kolmogorov-Sinai
entropy rate, as measured by the associated diffusion coeffi-
cient, D(hKS), diverge with N . Data at three temperatures
are shown for the (a) Lennard-Jones and (b) Weeks-Chandler-
Andersen fluids. The points are simulation data and the lines
are linear fits for N from 100 to 2000 particles.
cent evidence of its system-size extensivity; the converg-
ing Lyapunov exponent fluctuations also confirm their
system-size intensivity [15]. Because the KS entropy for
these fluids is system-size extensive, fluctuations in the
KS entropy density, hKS/N , are self-averaging and decay
as N−1 to the thermodynamic limit.
As for the Lyapunov exponents, temperature does not
affect the scaling (SM [29] Sec. IV). However, the mag-
nitude of the diffusion coefficient is temperature depen-
dent. To determine the temperature dependence, we ran
additional simulations for the LJ and the WCA fluids
between T = 0.4 and 2.0. From these simulations, for
all the Lyapunov exponents, the first and the bulk, and
the Kolmogorov-Sinai entropy for both Lennard-Jones
and Weeks-Chandler-Andersen fluids, D varies as kBT
over the temperatures and numbers of particles we con-
sider (SM [29] Sec. IV). Together with the self-averaging
of these dynamical observables, the linear dependence
of their diffusion coefficients on temperature suggest an
empirical fluctuation-dissipation relation for chaoticity,
D ∝ kBTN±γ , akin to the Einstein-Smoluchowski rela-
tion in real space, D = µkBT . These results, however,
connect the rate at which trajectories chaotically diffuse
through phase space and the equilibrium temperature.
In summary, the dominance of repulsive forces over at-
tractive forces in the dynamics of fluids is manifest in the
fluctuations of the Lyapunov spectrum. We showed the
first Lyapunov exponent self-averages, but only weakly,
for three-dimensional Hamiltonian models of simple flu-
ids. Weak attractions merely act to slow the rate of decay
of fluctuations scaling to the thermodynamic limit. The
convergence of the fluctuations associated with the first
Lyapunov exponent for the three-dimensional Hamilto-
nian systems here is distinct from the divergent behavior
of the one-dimensional Hamiltonian models studied to
date. We attribute this difference to the short-range in-
terparticle forces in the WCA and LJ fluids. These forces
affect the wandering exponent of λ1 but not the strongly
5self-averaging nature of the bulk exponents. Conse-
quently, the fluctuations in the KS entropy diverge as
one expects for an extensive thermodynamic quantity.
From the wandering exponents, the bulk Lyapunov
vectors of Lennard-Jones and Weeks-Chandler-Andersen
fluids belong to the same, as yet unknown, universality
class. What is clear is that the classes of the first Lya-
punov vectors are distinct. It remains to be seen whether
the spatial dimension, the length scale of interparticle in-
teractions, or both influences the rate at which fluctua-
tions decay in the bulk of the spectrum. Still, it is tempt-
ing to speculate that increasing the length scale of attrac-
tive forces would further slow the convergence and, even-
tually, even cause fluctuations to diverge. Regardless of
intermolecular forces, for simple equilibrium liquids, we
find evidence that the spontaneous fluctuations of these
dynamical observables obey fluctuation-dissipation like
relationships. Altogether, our results give an alternate
view of the van der Waals picture of liquids, a view that
opens up the possibility of examining emergent dynami-
cal signatures at the liquid-gas critical point, in viscous
liquids, or in self-organizing systems [40], where we an-
ticipate long-range correlations to cause nontrivial self-
averaging behavior.
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