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Abstract—Optimal queueing control of multi-hop networks
remains a challenging problem even in the simplest scenarios.
In this paper, we consider a two-hop half-duplex relaying system
with random channel connectivity. The relay is equipped with
a finite buffer. We focus on stochastic link selection and trans-
mission rate control to maximize the average system throughput
subject to a half-duplex constraint. We formulate this stochastic
optimization problem as an infinite horizon average cost Markov
decision process (MDP), which is well-known to be a difficult
problem. By using sample-path analysis and exploiting the
specific problem structure, we first obtain an equivalent Bellman
equation with reduced state and action spaces. By using relative
value iteration algorithm, we analyze the properties of the value
function of the MDP. Then, we show that the optimal policy has a
threshold-based structure by characterizing the supermodularity
in the optimal control. Based on the threshold-based structure
and Markov chain theory, we further simplify the original
complex stochastic optimization problem to a static optimization
problem over a small discrete feasible set and propose a low-
complexity algorithm to solve the simplified static optimization
problem by making use of its special structure. Furthermore,
we obtain the closed-form optimal threshold for the symmetric
case. The analytical results obtained in this paper also provide
design insights for two-hop relaying systems with multiple relays
equipped with finite relay buffers.
Index Terms—Wireless relay system, finite buffer, throughput
optimization, Markov decision process, Markov chain theory,
matrix update, structural results.
I. INTRODUCTION
The demand for communication services has been changing
from traditional voice telephony services to mixed voice, data,
and multimedia services. When data and realtime services are
considered, it is necessary to jointly consider both physical
layer issuers such as coding and modulation as well as
higher layer issues such as network congestion and delay.
It is also important to model these services using queueing
concepts [1], [2]. On the other hand, to meet the explosive
demand for these services, relaying has been shown effective
for providing higher wireless date rate and better quality of
service. Therefore, relay has been included in LTE-A [3] and
WiMAX [4] standards, where both technologies support fixed
and two-hop relays [5].
Consider a two-hop relaying system with one source node
(S), one half-duplex relay node (R) and one destination node
(D) under i.i.d. on-off fading. Under conventional decode-
and-forward (DF) relay protocol, a scheduling slot is divided
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into two transmission phases, i.e., the listening phase (S-R)
and the retransmission phase (R-D). The S-R phase must be
followed by the R-D phase [6]. Under the instantaneous flow
balance constraint, the system throughput is the minimum
of the throughput from S to R and from R to D. Therefore,
under random link connectivity, to achieve a non-zero system
throughput (from S to D) within a scheduling slot, both the
S-R and R-D links should be connected [7].
Now consider a finite buffer at R and apply cross-layer
buffered decode-and-forward (BDF) protocol to exploit the
random channel connectivity and queueing [7]. Under BDF,
due to buffering at R, a scheduling slot can be adaptively
allocated for the S-R transmission or the R-D transmission,
according to the R queue length and link quality. Then, the
throughput to D can be made non-zero provided that the
R-D link is connected. While the buffer at R appears to
offer obvious advantages, it is not clear how to design the
optimal control to maximize the average system throughput
given a finite relay buffer. Buffering a certain amount of
bits at R can capture R-D transmission opportunity (when
only the R-D link is on) and improve the throughput in the
future. However, buffering too many bits at R may waste S-
R transmission opportunity (when only the S-R link is on)
due to R buffer overflow. Therefore, it remains unclear how
to take full advantage of the finite buffer at R to balance the
transmission rates of the S-R and R-D links so as to maximize
the average system throughput.
Recently, the idea of cross-layer design using queueing
concepts has been considered in the context of multi-hop
networks with buffers. In [7] and [8], the authors consider
the delay-optimal control for two-hop networks with infinite
buffers at the source and relay. Specifically, in [8], the authors
obtain a delay-optimal link selection policy for non-fading
channels. Then, in [7], the authors extend the analysis to
i.i.d. on/off fading channels and show that a threshold-based
link selection policy is asymptotically delay-optimal when the
scheduling slot duration tends to zero. However, it is not
known whether the delay-optimal policy is still of a threshold-
based structure. In [9], the authors consider a two-hop relaying
system with an infinite backlog at the source and an infinite
buffer at the relay. The optimal link selection policies are
obtained to maximize the average system throughput. In the
aforementioned references, the relay is assumed to be equipped
with an infinite buffer and the proposed algorithms cannot
guarantee that the instantaneous relay queue length is below
a certain threshold. However, in practical systems, buffers are
finite. The optimal designs for systems with infinite buffers
do not necessarily lead to good performance for systems with
2finite buffers. In addition, in several practical networks, such
as wireless sensor networks, wireless body area networks
and wireless networks-on-chip, buffer size is limited. This
is because that using buffers of large size would introduce
practical issues, such as larger on-chip board space, increased
memory-access latency and higher power consumption [10],
[11]. Therefore, it is very important to consider finite relay
buffers in designing optimal resource controls for multi-hop
networks to support data and realtime services [12]–[16].
Lyapunov drift approach represents a systematic way to
queue stabilization problems for general multi-hop networks
with infinite buffers [17], [18]. Specifically, Lyapunov drift ap-
proach mainly relies on quadratic Lyapunov functions, and can
be used to obtain stochastic control algorithms with achieved
utilities that are arbitrarily close to optimal. The derived con-
trol algorithms usually do not require system statistics predict
beforehand and can be easily implemented online. However,
the traditional Lyapunov drift approach cannot properly handle
systems with finite buffers. References [13] and [14] extend the
traditional Lyapunov drift approach in [17] and [18] to design
stochastic control algorithms for multi-hop networks with
infinite source buffers and finite relay buffers. In particular,
[13] and [14] employ a new type of Lyapunov functions by
multiplying queue backlogs of infinite buffers to the quadratic
term of queue backlogs of finite buffers. Specifically, in [13],
the authors propose scheduling algorithms to stabilize source
queues under a fixed routing design. In [14], the authors
propose joint flow control, routing and scheduling algorithms
to maximize the throughput. References [15] and [16] adopt
similar approaches to those in [13] and [14], and design
control algorithms to optimize network utilities for multi-hop
networks with finite source and relay buffers. However, the gap
between the utility of each algorithm proposed in [14]–[16]
and the optimal utility is inversely proportional to the buffer
size. In other words, for the finite buffer case, the performance
gap is always positive. Therefore, in contrast to the algorithms
for the infinite buffer case in [17] and [18], the algorithms for
the finite buffer case in [14]–[16] cannot achieve utilities that
are arbitrarily close to optimal.
On the other hand, dynamic programming represents a
systematic approach to optimal queueing control problems [2],
[19], [20]. Generally, there exist only numerical solutions,
which do not typically offer many design insights and are
usually impractical for implementation due to the curse of
dimensionality [20]. For example, in [21], [22], the authors
consider delay-aware control problems for two-hop relaying
systems with multiple relay nodes and propose suboptimal
distributed numerical algorithms using approximate Markov
Decision Process (MDP) and stochastic learning [20]. How-
ever, the obtained numerical algorithms may still be too
complex for practical systems and do not offer many design
insights. Several existing works focus on characterizing struc-
tural properties of optimal policies to obtain design insights for
simple queueing networks. However, most existing analytical
results are for a single queue with either controlled arrival
rate or departure rate [23]–[26]. To the best of our knowledge,
structural results for a single queue with both controlled arrival
and departure rates are still unknown. Furthermore, if the
single queue has a finite buffer, the analytical results are
limited. For example, [26] characterizes structural properties
of a single finite queue only for part of the queue state space.
The challenge of structural analysis for finite-buffer systems
stems from the reflection effect (when a finite buffer is almost
full) [11].
In general, the stochastic throughput maximization for
multi-hop systems with fading channels and finite relay buffers
is still unknown even for the case of a simple two-hop relaying
system. In this paper, we shall tackle some of the technical
challenges. We consider a two-hop relaying system with one
source node, one half-duplex relay node and one destination
node as well as random link connectivity. S has an infinite
backlog and R is equipped with a finite buffer. We consider
stochastic link selection and transmission rate control to max-
imize the average system throughput subject to a half-duplex
constraint. We formulate the stochastic average throughput
optimization problem as an infinite horizon average cost MDP,
which is well-known to be a difficult problem in general. By
using sample-path analysis and exploiting the specific problem
structure, we first obtain an equivalent Bellman equation with
reduced state and action spaces. By relative value iteration
algorithm, we analyze properties of the value function of
the MDP. Then, based on these properties and the concept
of supermodularity, we show that the optimal policy has a
threshold-based structure. By the structural properties of the
optimal policy and Markov chain theory, we further simplify
the original complex stochastic optimization problem to a
static optimization problem over a small discrete feasible set.
We propose a low-complexity algorithm to solve the static
optimization problem by making use of its special structure.
Furthermore, we obtain the closed-form optimal threshold for
the symmetric case. Numerical results verify the theoretical
analysis and demonstrate the performance gain of the derived
optimal policy over the existing solutions.
Notations: Boldface uppercase letters denote matrices and
boldface lowercase letters denote vectors. In denotes an n×n
identity matrix, the k-th column of which is denote as ek,n.
A−1 and AT denote the inverse and the transpose of matrix A,
respectively. ||q|| denotes the norm of vector q. The important
notations used in this paper are summarized in Table I.
t slot index
Rs, Rr maximum transmission rates of S and R
Nr relay buffer size
ps, pr probabilities of “ON” for S-D and R-D links
G = (Gs, Gr) joint CSI
Q QSI
X = (Q,G) system state
G = G × G joint CSI state space
Q QSI state space
X = Q× G system state space
as, ar link selection actions for S-D and R-D links
us, ur transmission rates of S and R
Ω = (α, µ) link selection and transmission rate control policy
V (Q) value function
J(Q, ar) state-action reward function
C recurrent class of relay queue state process
Qth ∈ Q, qth ∈ C threshold
TABLE I: List of important notations
3II. SYSTEM MODEL
As illustrated in Fig. 1, we consider a two-hop relaying
system with one source node (S), one relay node (R) and one
destination node (D). S cannot transmit packets to D due to
the limited coverage and has to communicate with D with the
help of R via the S-R link and the R-D link.1 R is half-duplex
and equipped with a finite buffer. We consider a discrete-time
system, in which the time axis is partitioned into scheduling
slots with unit slot duration. The slots are indexed by t (t =
1, 2, ...).
Sourcenode
(S)
Destinationnode
(D)
Relaynode(R)
SͲRlink RͲDlinkfinitebuffer
Fig. 1: System model.
A. Physical Layer Model
We model the channel fading of the S-R link and the R-D
link with i.i.d. random link connectivity.2 Let Gs,t, Gr,t ∈
G , {0, 1} denote the link connectivity state information
(CSI) of the S-R link and the R-D link at slot t, respec-
tively, where 1 denotes connected and 0 not connected. Let
Gt , (Gs,t, Gr,t) ∈ G , G × G denote the joint CSI at the
t-th slot, where G denotes the joint CSI state space.
Assumption 1 (Random Link Connectivity Model): {Gs,t}
and {Gr,t} are both i.i.d. over time, where in each slot t,
the probabilities of being 1 for Gs,t and Gr,t are ps and pr,
respectively, i.e., Pr[Gs,t = 1] = ps and Pr[Gr,t = 1] = pr.
Furthermore, {Gs,t} and {Gr,t} are independent of each other.
We assume fixed transmission powers of S and R, and con-
sider packet transmission. The maximum transmission rates
(i.e., the maximum numbers of packets transmitted within
a slot) of the S-R link when Gs,t = 1 and the R-D link
when Gr,t = 1 are given by Rs and Rr, respectively. Note
that, to avoid the overflow of the finite R buffer, the actual
transmission rate of S may be smaller than Rs. In addition,
the actual transmission rate of R may be smaller than Rr,
subject to the availability of packets in the R buffer. These
will be further illustrated in Section III-A.
B. Queueing Model
We assume that S has an infinite backlog (i.e., always has
data to transmit) and consider a finite buffer of size Nr <∞
(in number of packets) at R. Note that Nr can be arbitrarily
large. Assume Nr > max{Rs, Rr}. The finite buffer at R is
used to hold the packet flow from S. We consider the buffered
decode-and-forward (BDF) protocol [7] to exploit the potential
benefit of buffering at R under random channel connectivity.
Specifically, according to BDF, (i) S can transmit packets to R
when the S-R link is connected, and R decodes and stores the
packets from S in its buffer; (ii) R can transmit the packets
1This two-hop relaying model can be used to model the Type 1 relay in
LTE-Advanced and the non-transparent relay in WiMAX [5].
2This channel fading model is widely used in the literature [27], [28].
in its buffer to D when the R-D link is connected. Using
the buffer at R and BDF, we can dynamically select the S-R
link or the R-D link to transmit and choose the corresponding
transmission rate at each slot based on the channel fading and
queue states, according to a link selection and transmission
rate control policy defined in Section III-A.
Therefore, as illustrated in Fig. 1, the simple two-hop relay-
ing system with on/off channel connectivity can be modeled
as a single queue with controlled arrival rate and departure
rate. Let Qt ∈ Q denote the queue state information (QSI)
(in number of packets) at the R buffer at the beginning of the
t-th slot, where Q , {0, 1, · · · , Nr} denotes the QSI state
space. The queue dynamics under the control policy will be
illustrated in Section III-B.
III. PROBLEM FORMULATION
A. Control Policy
For notation convenience, we denote Xt , (Qt,Gt) ∈
X , Q × G as the system state at the t-th slot, where
X denotes the system state space. Let as,t ∈ {0, 1} and
ar,t ∈ {0, 1} denote whether the S-R link or the R-D link
is scheduled, respectively, in the t-th slot, where 1 denotes
scheduled and 0 otherwise. Let us,t ∈ {0, 1, · · · , Rs} and
ur,t ∈ {0, 1, · · · , Rr} denote the transmission rates of S and
R in the t-th slot, respectively. Given an observed system
state X, the link selection action (as, ar) ∈ {0, 1}2 and the
transmission rate control action (us, ur) ∈ {0, 1, · · · , Rs} ×
{0, 1, · · · , Rr} are determined according to a stationary policy
defined below.
Definition 1 (Stationary Policy): A stationary link selection
and transmission rate control policy Ω , (α, µ) is a mapping
from the system state X , (Q,G) to the link selection action
(as, ar) and the transmission rate control action (us, ur),
where α(X) = (as, ar) and µ(X) = (us, ur) satisfy the
following constraints:
1) as, ar ∈ {0, 1};
2) as + ar ≤ 1 (orthogonal link selection);
3) (as, ar) =


(0, 0), G = (0, 0)
(0, 1), G = (0, 1)
(1, 0), G = (1, 0)
(at least one link is not connected);
4) us ∈ {0, 1, · · · ,min{Rs, Nr−Q}} (departure rate at S);
5) ur ∈ {0, 1, · · · ,min{Rr, Q}} (departure rate at R).
Note that, our focus for the link selection control is on the
design of (as, ar) when G = (1, 1). Moreover, the departure
rates (actual transmission rates) of S and R, i.e., us and ur,
may be smaller than Rs and Rr, respectively, due to the
following reasons. When the finite R buffer does not have
enough space, to avoid buffer overflow and the resulting packet
loss, us is smaller than Rs. When the R buffer does not have
enough packets to transmit, ur is smaller than Rr. Thus, we
have the constraints in 4) and 5).
B. MDP Formulation
Given a stationary control policy Ω defined in Definition 1,
the queue dynamics at R is given by:
Qt+1 = Qt + as,tus,t − ar,tur,t, ∀t = 1, 2, · · · . (1)
4From Assumption 1 and the queue dynamics in (1), we can
see that the induced random process {Xt} under policy Ω is
a Markov chain with the following transition probability
Pr[Xt+1|Xt,Ω(Xt)] = Pr[Gt+1] Pr[Qt+1|Xt,Ω(Xt)]. (2)
In this paper, we restrict our attention to stationary unichain
policies.3 For a given stationary unchain policy Ω, the average
system throughput is given by:
R¯Ω , lim inf
T→∞
1
T
T∑
t=1
E [r(Xt,Ω(Xt))] , (3)
where r(Xt,Ω(Xt)) , ar,tur,t is the per-stage reward (i.e.,
the departure rate at R at slot t, indicating the number of
packets delivered by the two-hop relaying system) and the
expectation is taken w.r.t. the measure induced by policy Ω.
We wish to find an optimal link selection and transmis-
sion rate control policy Ω∗ to maximize the average system
throughput R¯Ω in (3).4
Problem 1 (Stochastic Throughput Optimization):
R¯∗ , max
Ω
lim inf
T→∞
1
T
T∑
t=1
E [r(Xt,Ω(Xt))] , (4)
where Ω is a stationary unchain policy satisfying the con-
straints in Definition 1.
Please note that, in Problem 1, we assume the existence of
a stationary unichain policy achieving the maximum in (4).
Latter, in Theorem 1, we shall prove the existence of such
a policy. Problem 1 is an infinite horizon average cost MDP,
which is well-known to be a difficult problem [20]. While
dynamic programming represents a systematic approach for
MDPs, there generally exist only numerical solutions, which
do not typically offer many design insights, and are usually
not practical due to the curse of dimensionality [20].
Fig. 2 illustrates in the remainder of this paper, how we shall
address the above challenges to solve Problem 1. Specifically,
in Sections IV and V, we shall analyze the properties of the
optimal policy. Based on these properties, we shall simplify
Problem 1 to a static optimization problem (Problem 2) and
develop a low-complexity algorithm (Algorithm 3) to solve it.
Finally, we shall obtain the corresponding static optimization
problem (Problem 3) for the symmetric case and derive its
closed-form optimal solution.
IV. STRUCTURE OF OPTIMAL POLICY
In this section, we first obtain an equivalent Bellman equa-
tion based on reduced state and action spaces. Then, we show
that the optimal policy has a threshold-based structure.
3A unichain policy is a policy, under which the induced Markov chain has
a single recurrent class (and possibly some transient states) [20].
4By Little’s law, maximizing the average system throughput in Problem 1
is equivalent to minimizing the upper bound of the average delay in the relay
with a finite buffer.
Problem 1 
(stochastic opt.)
Problem 2 
(static opt.)
Problem 3 
(special case)
opt. structural properties 
(Theorems 1 & 2)
opt. steady state properties
(Lemma 2)
equivalent   (Lemma 3)
closed-form opt. 
solution (Lemma 5)
opt. algorithm
(Alg. 3)
Fig. 2: Proposed solution to Problem 1.
A. Optimality Equation
By exploiting some special structures in our problem, we
obtain the following equivalent Bellman equation by reducing
the state and action spaces. By solving the Bellman equation,
we can obtain the optimal policy to Problem 1.
Theorem 1 (Equivalent Bellman Equation): (i) The opti-
mal transmission rate control policy µ∗ is given by:
µ∗(X) = (min{Rs, Nr −Q},min{Rr, Q}) , ∀X ∈ X . (5)
(ii) There exists (θ, {V (Q)}) satisfying the following equiv-
alent Bellman equation:
θ + V (Q) = p¯sp¯rV (Q) + psp¯rV (min{Q+Rs, Nr})
+ p¯spr
(
min{Q,Rr}+ V ([Q−Rr]
+)
)
+ pspr max
ar
{
ar min{Q,Rr}
+ V
(
Q+ a¯rmin{Nr −Q,Rs} − ar min{Q,Rr}
)}
,
∀Q ∈ Q, (6)
where [x]+ , max{x, 0}, p¯s , 1 − ps, p¯r , 1 − pr and
a¯r , 1− ar. θ = R¯
∗ is the optimal value to Problem 1 for all
initial state X1 ∈ X and V (·) is called the value function.
(iii) The optimal link selection policy α∗ is given by:
α∗(X) =


(0, 0), G = (0, 0);
(0, 1), G = (0, 1);
(1, 0), G = (1, 0);
(α¯∗r(Q), α
∗
r(Q)) G = (1, 1).
∀X ∈ X ,
(7)
where
α∗r(Q) , argmax
ar
{
ar min{Q,Rr}
+ V
(
Q+ a¯rmin{Nr −Q,Rs} − ar min{Q,Rr}
)}
,
∀Q ∈ Q, (8)
and α¯∗r(Q) , 1− α∗r(Q).
Proof: Please see Appendix A.
Note that, the four terms in the R.H.S of (6) correspond to
the per-stage reward plus the value function of the updated
queue state for G = (0, 0), (1, 0), (0, 1) and (1, 1), respec-
tively, under the optimal transmission rate control policy in (5),
the link selection policy in Definition 1 for G = (0, 0), (1, 0)
and (0, 1), and the optimal link selection policy for G = (1, 1).
Therefore, the R.H.S of (6) indicates the expectation of the
per-stage reward plus the value function of the updated queue
state under the optimal policy, where the expectation is over
the channel state G.
5Remark 1 (Reduction of State and Action Spaces): The
Bellman equation in (6) is defined over the QSI state space
Q. Thus, the system state space Q × G in Definition 1 is
reduced to the QSI state space Q. The action space reduction
can be observed by comparing Definition 1 with (5) and (7).
Note that the closed-form optimal transmission rate control
policy µ∗ has already been obtained in (5). The optimal link
selection policy α∗ is determined by the policy α∗r in (8).
Thus, we only need to consider the optimal link selection
for G = (1, 1). In the following, we also refer to α∗r as the
optimal link selection policy. To obtain the optimal policy, it
remains to characterize α∗r . From Theorem 1, we can see that
α∗r depends on the QSI state Q through the value function
V (·). Obtaining V (·) involves solving the equivalent Bellman
equation in (6) for all Q. There is no closed-form solution
in general [20]. Brute force solutions such as value iteration
and policy iteration are usually impractical for implementation
and do not yield many design insights [20]. Therefore, it is
desirable to study the structure of α∗r .
B. Threshold Structure of Optimal Link Selection Policy
To further simplify the problem and obtain design insights,
we study the structure of the optimal link selection policy. In
the existing literature, structural properties of optimal policies
are characterized for simple networks by studying properties of
the value function. For example, most existing works consider
the structural analysis of a single queue with either controlled
arrival or departure rates [23]–[26]. However, we control both
the arrival and departure rates of the relay queue. Moreover,
we consider a finite buffer, which has reflection effect when the
buffer is almost full [11], and general system parameters, i.e.,
Rs, Rr and Nr. Therefore, it is more challenging to explore
the properties of the value function in our system.
First, by the relative value iteration algorithm (RVIA)5, we
can iteratively prove the following properties of the value
function.
Lemma 1 (Properties of Value Function): The value func-
tion V (Q) satisfies the following properties:
1) V (Q) is monotonically non-decreasing in Q;
2) V (Q+ 1)− V (Q) ≤ 1, Q ∈ {0, 1, · · · , Nr − 1};
3) V (Q+Rs+Rr+1)−V (Q+Rs+Rr) ≤ V (Q+1)−V (Q),
Q ∈ {0, 1, ..., Nr − (Rs +Rr + 1)}.
Proof: Please see Appendix B.
Remark 2 (Interpretation of Lemma 1): Property 1 gener-
ally holds for single-queue systems and is widely studied in
the existing literature. Property 2 results from the throughput
maximization problem considered in this work. This property
does not hold for sum queue length minimization problems
considered in most existing literature. Property 3 indicates
that V (Q) is K-concave6 with K = Rs + Rr ≥ 2. This
stems from the relay queue with both controlled arrival and
5RVIA is a commonly used numerical method for iteratively computing the
value function, which is the solution to the Bellman equation for the infinite
horizon average cost MDP [20, Chapter 4.3]. The details of RVIA can be
found in Appendix B.
6A function f(x): Z+ ∪ {0} → R is K-concave (where K ∈ Z+) if
f(x+K + 1) − f(x+K) ≤ f(x + 1) − f(x).
departure rates. In contrast, most existing works consider a
single queue with either controlled arrival rate or departure
rate, and the corresponding value function is 1-concave.
Next, define the state-action reward function as follows [24]
J(Q, ar) , p¯sp¯rV (Q) + psp¯rV (min{Q+ Rs, Nr})
+ p¯spr
(
min{Q,Rr}+ V ([Q−Rr]
+)
)
+ pspr
[
ar min{Q,Rr}
+ V
(
Q+ a¯r min{Nr −Q,Rs} − armin{Q,Rr}
)]
. (9)
Note that J(Q, ar) is related to the R.H.S. of the Bellman
equation in (6). The R.H.S. of (9) indicates the expectation
of the per-stage reward plus the value function of the up-
dated queue state under the optimal transmission rate control
policy in (5), the link selection policy in Definition 1 for
G = (0, 0), (1, 0) and (0, 1), and any link selection policy
satisfying as, ar ∈ {0, 1} and as + ar = 1 for G = (1, 1).
By Lemma 1 and (9), we can show that the state-action
reward function J(Q, ar) is supermodular7 in (Q, ar), i.e.,
J(Q+ 1, 1)− J(Q + 1, 0) ≥ J(Q, 1)− J(Q, 0). (10)
By [29, Lemma 4.7.1], supermodularity is a sufficient condi-
tion for the monotone policies to be optimal. Thus, we have
the following theorem.
Theorem 2 (Threshold Structure of Optimal Policy): There
exists Q∗th ∈ Q such that the optimal link selection policy for
G = (1, 1) has the threshold-based structure, i.e.,
α∗r(Q) =
{
1, if Q > Q∗th;
0, otherwise. (11)
Q∗th is the optimal threshold.
Proof: Please see Appendix C.
Remark 3 (Interpretation of Theorem 2): By Theorem 2,
we know that when G = (1, 1), it is optimal to schedule the
R-D link if Q > Q∗th and to schedule the S-R link otherwise.
The intuition is as follows. When the relay queue length is
large (Q > Q∗th), the S-R transmission opportunities may be
wasted when G = (1, 0) due to the overflow of the finite R
buffer. Therefore, when Q > Q∗th, we should reduce the relay
queue length at G = (1, 1). When the relay queue length is
small (Q ≤ Q∗th), the R-D transmission opportunities may be
wasted when G = (0, 1), as there may not be enough packets
left to transmit. Therefore, when Q ≤ Q∗th, we should schedule
the S-R link at G = (1, 1). These design insights also hold
for two-hop relaying systems with multiple relays which are
equipped with finite relay buffers.
V. OPTIMAL SOLUTION FOR GENERAL CASE
In this section, we first obtain a simplified static optimiza-
tion problem for Problem 1 by making use of the structural
properties of the optimal policy in Theorems 1 and 2. Then,
based on the special structure, we develop a low-complexity
algorithm to solve the static optimization problem.
7A function f(x, y): Z2 → R is supermodular in (x, y) if f(x + 1, y +
1)− f(x+ 1, y) ≥ f(x, y + 1) − f(x, y) [29].
6A. Recurrent Class
By the structural properties of the optimal policy in The-
orems 1 and 2, we can restrict our attention to the optimal
transmission rate control in (5) and a threshold-based link
selection policy αr for G = (1, 1), i.e.,
αr(Q) =
{
1, if Q > Qth;
0, otherwise. (12)
where Qth ∈ Q is the threshold. In the following, we use
{Qt} to denote the relay queue state process under the policies
in (5) and (12). {Qt} is a stationary Discrete-Time Markov
Chain (DTMC) [30], the transition probabilities of which are
determined by the threshold Qth and the statistics of the CSI
(i.e., ps and pr). Fig. 3 and Fig. 4 illustrate the transition
from any state Q ∈ Q and the transition diagram for {Qt},
respectively, under the optimal transmission rate control in (5)
and the threshold-based link selection control in (12).
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Fig. 4: Illustration of the transition diagram of {Qt}. Q =
{0, 1, 2, 3}, Nr = 3 and Qth = 1.
Next, we study the steady-state probabilities of {Qt}. Note
that, the steady-state probability of each transient state is zero
[30], and hence the throughput of the transient states will
not contribute to the ergodic throughput. In other words, the
ergodic system throughput is equal to the average throughput
over the recurrent class of {Qt}. Thus, to calculate the ergodic
throughput, we first characterize the recurrent class of {Qt}.
Let Rs/Rr = a/b where a and b are two positive integers
having no factors in common. Denote
R , Rs/a (= Rr/b). (13)
Since Nr > max{Rs, Rr}, there exist n ∈ {1, · · · ,
⌊
Nr
R
⌋
}
and l ∈ {0, · · · , R− 1} such that
Nr = nR+ l. (14)
Using the Be´zout’s identity, we characterize the recurrent class
C of {Qt} in the following lemma.
Lemma 2 (Recurrent Class): For any Rs, Rr, Nr, under the
optimal transmission rate control in (5) and a threshold-based
link selection policy in (12) with any Qth ∈ Q, the recurrent
class C of {Qt} is given by
C =
{
{0, R, 2R, · · · , nR}, if l = 0
{0, R, 2R, · · · , nR, l, l+R, l + 2R, · · · , Nr}, if l 6= 0
where R is given by (13) and l, n satisfy (14). The size of C
is |C| = (l + 1)(n+ 1).
Proof: Please see Appendix D.
Note that C ⊆ Q and C is the same for any Qth ∈ Q
(|Q| = Nr + 1).
B. Equivalent Problem
We first consider a threshold-based policy in (12) with the
threshold chosen from C instead of Q. Denote this threshold as
qth. We wish to find the optimal threshold q∗th ∈ C to maximize
the ergodic system throughput (i.e., the ergodic reward of
{Qt}). Later, in Lemma 3, we shall show the relationship
between q∗th ∈ C and Q∗th ∈ Q.
As illustrated in Section V-A, we focus on the computation
of the average throughput over the recurrent class C. Given
qth, we can express the transition probability from i to j as
pi,j(qth), where i, j ∈ C. Let P(qth) , (pi,j(qth))i,j∈C and
pi(qth) , (pii(qth))i∈C denote the transition probability matrix
and the steady-state probability row vector of the recurrent
class C, respectively. Note that P(qth) is fully determined by
qth and the statistics of the CSI (i.e., ps and pr), and can
be easily obtained, as illustrated in Fig. 3. By the Perron-
Frobenius theorem [30], pi(qth) can be computed from the
following system of linear equations:{
pi(qth)P(qth) = pi(qth)
||pi(qth)|| = 1
. (15)
Let ri(qth) denote the average departure rate at state i ∈ Q
under the threshold qth. According to the threshold-based link
selection policy in (12), we know that: (i) if queue state i >
qth, the R-D link is selected when G = (0, 1) or G = (1, 1);
(ii) if queue state i ≤ qth, the R-D link is selected only when
G = (0, 1). Thus, we have:
ri(qth) =
{
prmin{i, Rr}, if i > qth;
p¯spr min{i, Rr}, otherwise.
(16)
Let r(qth) , (ri(qth))i∈C denote the average departure rate
column vector of the recurrent class C. Therefore, the ergodic
system throughput can be expressed as pi(qth)r(qth).
Now, we formulate a static optimization problem to maxi-
mize the ergodic system throughput as below.
Problem 2 (Equivalent Optimization Problem):
r¯∗ , max
qth∈C
pi(qth)r(qth). (17)
Note that, q∗th ∈ C is the optimal solution to Problem 2. and
Q∗th ∈ Q is the optimal threshold to Problem 1. The following
lemma summarizes the relationship between q∗th and Q∗th.
Lemma 3 (Relationship between Problem 1 and Problem 2):
The optimal values to Problems 1 and 2 are the same, i.e.,
R¯∗ = r¯∗. If q∗th = Nr, then Q∗th = q∗th. If q∗th < Nr, then any
7threshold Q∗th ∈ {Q|q∗th ≤ Q < q∗th,next, Q ∈ Q} is optimal
to Problem 1, where q∗th,next , min{i|i > q∗th, i ∈ C}.
Proof: Please see Appendix E.
By Lemma 3, instead of solving Problem 1, which is
a complex stochastic optimization problem, we can solve
Problem 2, which is a static problem over the smaller feasible
set C ⊆ Q.
C. Algorithm for Problem 2
Problem 2 is a discrete optimization problem over the
feasible set C. It can be solved in a brute-force way by
computing pi(qth) for each qth ∈ C separately. The brute-force
method has high complexity and fails to exploit the structure
of the problem. In this part, we develop a low-complexity
algorithm to solve Problem 2 by computing pi(qth) for all
qth ∈ C iteratively based on the special structure of P(qth).
We sort the elements of C in ascending order, i.e.,
c1, c2, · · · , c|C|, where ck denotes the k-th smallest element in
C. For notation simplicity, we use P(k) and pi(k) to represent
P(qth) and pi(qth), respectively, where ck = qth. In other
words, each variable in C is indexed by k. Denote
A(k) , I|C| −P(k)
T . (18)
Note that the size of A(k) is |C| × |C|. The system of linear
equations in (15) can be transformed to the following system
of linear equations: {
A(k)pi(k) = 0
||pi(k)|| = 1
. (19)
The steady-state probability vector pi(k) in (19) can be ob-
tained using the partition factorization method [31] as follows.
By removing the (k+1)-th column and the |C|-th row of A(k),
we obtain a submatrix of A(k), denoted as Aˆ(k). Note that
the size of Aˆ(k) is (|C|−1)×(|C|−1). Accordingly, let K(k)
denote the |C| × |C| permutation matrix such that
A(k)K(k)T =
[
Aˆ(k) y(k)
z(k)T β(k)
]
. (20)
In addition, let xˆ(k) denote the solution to the following
subsystem:
Aˆ(k)xˆ(k) = −y(k). (21)
Then, based on xˆ(k), we can compute pi(k) by the partition
factorization method [31] in Algorithm 1.
Algorithm 1 Algorithm to Compute pi(k)
1: Obtain P(k) and A(k) in (18).
2: Find K(k) and partition A(k) into the form (20) to obtain
Aˆ(k) and y(k).
3: Compute xˆ(k) using Gaussian elimination.
4: Let x(k) , K(k)
[
xˆ(k)
1
]
and normalize x(k) to obtain
pi(k), i.e., pi(k) = x(k)||x(k)|| .
Remark 4 (Computational Complexity of Gaussian elimination):
The computation of each xˆ(k) using Gaussian elimination
in step 3 of Algorithm 1 requires 2(|C| − 1)3/3 flops.8
Thus, the computation of {xˆ(k) : k = 1, 2, · · · , |C|} using
Gaussian elimination requires 2|C|(|C| − 1)3/3 flops, i.e., is
of complexity O(|C|4).
Fig. 5: Illustration of P(k). Rs = 1, Rr = 2, Nr = 4, ps = pr =
0.5. C={0, 1, 2, 3, 4}.
On the other hand, for each k = 1, 2, · · · , |C|, xˆ(k) can also
be obtained by multiplying both sides of (21) with Aˆ(k)−1.9
This involves matrix inversion. To reduce the complexity,
instead of computing Aˆ(k)−1 for each k separately, we shall
compute Aˆ(k)−1 iteratively (i.e., compute Aˆ(k +1)−1 based
on Aˆ(k)−1) by exploiting the relationship between P(k) and
P(k + 1). Specifically, for two adjacent thresholds ck and
ck+1, the corresponding transition probability matrices P(k)
and P(k + 1) differ only in the (k + 1)-th row, as illustrated
in Fig. 5. The following lemma summarizes the relationship
between Aˆ(k+1)−1 and Aˆ(k)−1, which directly results from
the special structure of P(k).
Lemma 4 (Relationship between Aˆ(k + 1)−1 and Aˆ(k)−1):
Let Kˆ(k) denote the (|C| − 1)× (|C| − 1) permutation matrix
obtained by exchanging the (k+1)-th and (k+2)-th columns
of I|C|−1 and let ak+1(k + 1) and ak+2(k) denote the
(k+1)-column of Aˆ(k+1) and the (k+2)-column of Aˆ(k),
respectively. Then, Aˆ(k + 1)−1 and Aˆ(k)−1 satisfy:
Aˆ(k + 1)−1 = Kˆ(k)Aˆ(k)−1
−
Kˆ(k)Aˆ(k)−1u(k)v(k)T Kˆ(k)Aˆ(k)−1
1 + v(k)T Kˆ(k)Aˆ(k)−1u(k)
, (22)
where
u(k) , ak+1(k + 1)− ak+2(k), (23)
v(k) , ek+1,|C|−1. (24)
Proof: Please see Appendix F.
Based on Lemma 4, we can compute xˆ(k) by Algorithm 2.
Remark 5 (Computational Complexity of Algorithm 2):
By Algorithm 2, for k = 1, the computation of xˆ(k) requires
8(|C| − 1)3/3 + 2(|C| − 1)2 flops. For each k = 2, 3, · · · , |C|,
steps 4, 5 and 7 require |C| − 1, 10(|C| − 1)2 and 2(|C| − 1)2
flops, respectively, and hence the computation of xˆ(k) requires
12(|C| − 1)2 + |C| − 1 flops. Therefore, the computation
of {xˆ(k) : k = 1, 2, · · · , |C|} using Algorithm 2 requires
44(|C| − 1)3/3 + 3(|C| − 1)2 flops, i.e., is of complexity
O(|C|3).
8The computational complexity is measured as the number of floating-
point operations (flops), where a flop is defined as one addition, subtraction,
multiplication or division of two floating-point numbers [32].
9Aˆ(k)−1 exists because Aˆ(k) is a nonsingular matrix [31].
8Algorithm 2 Algorithm to Compute xˆ(k)
1: if k = 1 then
2: Compute Aˆ(1)−1 using Gaussian elimination.
3: else
4: Obtain Kˆ(k− 1), u(k− 1) and v(k− 1) in Lemma 4.
5: Compute Aˆ(k)−1 based on Aˆ(k − 1)−1 according to
(22).
6: end if
7: Compute xˆ(k) = −Aˆ(k)−1y(k).
By comparing Remarks 4 and 5, we can see that, the
complexity of computing {xˆ(k) : k = 1, 2, · · · , |C|} using
Algorithm 2
(
O(|C|3)
)
is lower than that using Gaussian
elimination in step 3 of Algorithm 1
(
O(|C|4)
)
. This is because
using Gaussian elimination in step 3 of Algorithm 1 cannot
make use of the special structure of P(k), and hence has
higher computational complexity.
By replacing step 3 in Algorithm 1 with Algorithm 2, we
can compute pi(k) for all k iteratively. Therefore, we can
develop Algorithm 3 to solve Problem 2.
Algorithm 3 Algorithm to Compute q∗th for Problem 2
1: initialize q∗th = 0, temp = 0.
2: for k = 1 : |C| do
3: qth ← ck.
4: Compute r(qth) by (16).
5: Compute pi(qth) by Algorithm 1 wherein step (3) is
replaced with Algorithm 2.
6: if pi(qth)r(qth) ≥ temp then
7: temp← pi(qth)r(qth), q∗th ← qth.
8: end if
9: end for
VI. OPTIMAL SOLUTION FOR SPECIAL CASE
In this section, we first obtain the corresponding static
optimization problem for the symmetric case (Rs = Rr =
R,Nr = nR and ps = pr = p). Then, we derive its closed-
form optimal solution.
By Lemma 2, the recurrent class of {Qt} is given by
C = {0, R, 2R, · · · , nR}. Fig. 6 illustrates the corresponding
transition diagram. By applying the Perron-Frobenius theorem
and the detailed balance equations [30], we obtain the steady-
state probability:
pi0(m) =
p¯2m+2 − p¯2m+1
p¯2m+2 + p¯n+1 − 2p¯m+1
, (25a)
pii+1(m) =


1
p¯
pii(m), 0 ≤ i ≤ m− 1;
pii(m), i = m;
p¯pii(m), m+ 1 ≤ i ≤ n− 1.
(25b)
where p¯ , 1− p. Then, in the symmetric case, Problem 2 is
equivalent to the following optimization problem.
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Fig. 6: The transition diagram of {Qt} for the symmetric case. State
i ∈ {0, 1, · · · , n} represents state iR ∈ C and m = qth/R.
Problem 3 (Optimization for Symmetric Case):
min
m∈{0,1,...,n}
p¯n+1 − p¯n + p¯2m+2 − p¯2m+1
p¯2m+2 + p¯n+1 − 2p¯m+1
. (26)
By change of variables, we can equivalently transform the
discrete optimization problem in Problem 3 to a continuous
optimization problem and obtain the optimal threshold to
Problem 1, which is summarized in the following lemma.
Lemma 5 (Optimal Threshold for Symmetric Case): In the
symmetric case, any threshold
Q∗th ∈
{
{n−12 R,
n−1
2 R+ 1, · · · ,
n+1
2 R− 1}, n is odd
{nR2 −R,
nR
2 −R + 1, · · · ,
nR
2 +R− 1}, n is even
achieves the optimal value to Problem 1.
Proof: Please see Appendix G.
VII. NUMERICAL RESULTS AND DISCUSSION
In this section, we verify the analytical results and evaluate
the performance of the proposed optimal solution via numer-
ical examples. In the simulations, we choose ps = pr = 0.5.
A. Threshold Structure of Optimal Policy
Fig. 7(a) illustrates the value function V (Q) versus Q. V (Q)
is computed numerically using RVIA [20]. It can be seen that
V (Q) is increasing with Q and V (Q+1)−V (Q) ≤ 1, which
verify Properties 1) and 2) in Lemma 1, respectively. The
third property of Lemma 1 can also be verified by check-
ing the simulation points. Fig. 7(b) illustrates the function
∆J(Q) , J(Q, 1) − J(Q, 0) versus Q. Note that, ∆J(Q)
is a function of V (Q), which is computed numerically using
RVIA (a standard numerical MDP technique). According to
the Bellman equation in Theorem 2, ∆J(Q) ≥ 0 indicates that
it is optimal to schedule the R-D link for state Q; ∆J(Q) < 0
indicates that it is optimal to schedule the S-R link for state
Q. Hence, from Fig. 7(b), we know that the optimal policy
(obtained using RVIA) has a threshold-based structure and
Q∗th = 3, 7, 12 are the optimal thresholds for the three cases.
We have also calculated the optimal threshold for the three
cases, using Algorithm 3 for the general case (Rs = 1, Rr = 2
and Rs = 2, Rr = 1) and Lemma 5 for the symmetric case
(Rs = 1, Rr = 1). The obtained thresholds are equal to the
optimal values obtained by the numerical MDP technique.
B. Throughput Performance
We compare the throughput performance of the proposed
optimal policy (given in Theorems 1 and 2) with five baseline
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Fig. 7: Verification of analytical results. Nr=14 packets.
schemes: DOPN, ADOP, TOP, OLSP and NOP.10 In particular,
DOPN refers to the Delay-Optimal Policy for Non-fading
channels in [8], and ADOP refers to the Asymptotically Delay-
Optimal Policy for on/off fading channels in [7], both of which
are designed for two-hop networks with infinite buffers at
the source and relay. TOP refers to the Throughput-Optimal
Policy for a multi-hop network with infinite source buffers
and finite relay buffers in [14]. OLSP refers to the Optimal
Link Selection Policy for a two-hop system with an infinite
relay buffer in [9, Theorem 2]. NOP refers to the Near-
Optimal Policy obtained based on approximate value iteration
using aggregation [20, Chapter 6.3], which is similar to the
approximate MDP technique used in [21] and [22]. Note that,
OLSP depends on the CSI only, while the other four baseline
schemes depend on both of the CSI and QSI. In addition, the
threshold in DOPN (Qth=0) is fixed; the threshold in ADOP
(Qth=Rr) depends on Rr; the threshold in TOP (Qth=Nr/2)
depends on Nr; NOP adapts to Rs, Rr and Nr.
Fig. 8(a) and Fig. 8(b) illustrate the average system through-
put versus the maximum transmission rate and the relay buffer
size, respectively, in the asymmetric case (Rs 6=Rr). Since
DOPN, ADOP, TOP, NOP and the proposed optimal policy
depend on both of the CSI and QSI, they can achieve better
throughput performance than OLSP in most cases. Moreover,
as the threshold in the proposed optimal policy also depends
on Rs, Rr and Nr, it outperforms all the baseline schemes.
In summary, the proposed optimal policy can make better use
of the system information and system parameters, and hence
achieves the optimal throughput. Specifically, the performance
gains of the proposed policy over DOPN, ADOP, TOP, OLSP
and NOP are up to 15%, 10%, 80%, 17% and 8%, respectively.
Besides, the performance of TOP relies heavily on the choice
for the parameter Rmax (the maximum admitted rate), which
is not specified in [14].
Fig. 9(a) and Fig. 9(b) illustrate the average system through-
put versus the maximum transmission rate and the relay
buffer size, respectively, in the symmetric case (Rs=Rr).
Similar observations can be made for the symmetric case. The
proposed optimal policy outperforms all the baseline schemes
and its performance gains over DOPN, ADOP, TOP, OLSP and
NOP are up to 20%, 15%, 30%, 20% and 13%, respectively.
10The detailed illustrations of DOPN, ADOP, TOP and OLSP are given in
Section I.
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Fig. 8: Throughput for different schemes in the asymmetric case
(Rs 6=Rr). Rs/Rr=3/2. The unit of Rmax is packet/slot.
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C. Computational Complexity
Table II illustrates the average Matlab computation time
of different algorithms in the asymmetric case (Rs 6=Rr). It
can be seen that, our proposed Algorithm 3 achieves the
lowest computational complexity. Specifically, the standard
numerical algorithms (i.e., policy iteration and relative value
iteration) designed for the stochastic optimization problem
(Problem 1) have much higher computational complexity than
the algorithms (i.e., the brute-force algorithm and Algorithm 3)
for the static optimization problem (Problem 2). In addition,
for Problem 2, the complexity of the brute-force algorithm
is higher than that of the proposed Algorithm 3 and the
complexity gap between them increases with |C| rapidly. This
verifies the discussions in Remarks 4 and 5.
Table III illustrates the average Matlab computation time of
different algorithms in the symmetric case (Rs=Rr). It can be
seen that, the numerical algorithms for Problem 1 have much
higher computational complexity than the proposed solution
for Problem 2. Note that, in the symmetric case, Problem 2
has a closed-form solution, as shown in Lemma 5. Thus, the
computation time of the closed-form solution is negligible and
does not change with |C|.
VIII. CONCLUSION
In this paper, we consider the optimal control to maximize
the average system throughput for a two-hop half-duplex
10
Buffer Size
(packet)
Stochastic Opt. (Problem 1) Static Opt (Problem 2)
PIA RVIA Brute-Force Alg. Alg. 3
Nr = 40
(|C| = 21)
0.4005 0.1754 0.0166 0.0154
Nr = 60
(|C| = 31)
0.7785 0.4336 0.0470 0.0443
Nr = 80
(|C| = 41)
0.8643 0.4993 0.0734 0.0635
Nr = 100
(|C| = 51)
1.0698 0.6253 0.1437 0.0988
TABLE II: Average Matlab computation time (sec) comparison
in the asymmetric case. Rs = 4 packets/slot and Rr = 2 pack-
ets/slot. Policy iteration algorithm (PIA) and RVIA are two standard
numerical algorithms to solve the stochastic optimization problem
(Problem 1) based on the equivalent Bellman equation in (6). The
brute-force algorithm and Algorithm 3 are designed to solve the static
optimization problem (Problem 2), as illustrated in Section V-B.
Buffer Size
(packet)
Stochastic Opt. (Problem 1) Static Opt. (Problem 2)
PIA RVIA Closed-form in Lemma 5
Nr = 40
(|C| = 21)
0.2560 0.1799 0.000001
Nr = 60
(|C| = 31)
0.4951 0.2421 0.000001
Nr = 80
(|C| = 41)
0.9612 0.4478 0.000001
Nr = 100
(|C| = 51)
1.7854 0.8712 0.000001
TABLE III: Average Matlab computation time (sec) comparison
in the symmetric case. Rs = Rr = 2 packets/slot. The static
optimization problem (Problem 2) has a closed-form solution, as
shown in Lemma 5
relaying system with random channel connectivity and a finite
relay buffer. We formulate the stochastic optimization problem
as an infinite horizon average cost MDP. Then, we show
that the optimal link selection policy has a threshold-based
structure. Based on the structural properties of the optimal
policy, we simplify the MDP to a static discrete optimization
problem and propose a low-complexity algorithm to obtain
the optimal threshold. Furthermore, we obtain the closed-form
optimal threshold for the symmetric case.
APPENDIX A: PROOF OF THEOREM 1
First, using sample path arguments, we show that the link
selection and transmission rate control policy Ω∗ = (α∗, µ∗)
is optimal, where α∗ and µ∗ satisfy the structures in (7) and
(5), respectively.
Consider any stationary link selection and transmission rate
control policy Ω = (α, µ) satisfying Definition 1. Let {Gt} be
a given CSI sample path. Denote (as,t, ar,t) and (us,t, ur,t) be
the link selection and transmission rate control action at slot
t under Ω, respectively. Let {Qt} be the associated trajectory
of QSI which evolves according to (1) with {(as,t, ar,t)} and
{(us,t, ur,t)}. Denote (a∗s,t, a∗r,t) and (u∗s,t, u∗r,t) be another
link selection and transmission rate control action at slot t, re-
spectively. Let {Q∗t} be the associated trajectory of QSI which
evolves according to (1) with {(a∗s,t, a∗r,t)} and {(u∗s,t, u∗r,t)}.
Assume Q∗1 = Q1. The relationship between (a∗s,t, a∗r,t) and
(as,t, ar,t) is given by:
(a∗s,t, a
∗
r,t) =


(0, 1) or (1, 0), if Gt=(1, 1) and
(as,t, ar,t)=(0, 0)
(as,t, ar,t), otherwise
(27)
(u∗s,t, u
∗
r,t) satisfies the structure in (5), i.e., u∗s,t =
min{Rs, Nr −Q
∗
t} and u∗r,t = min{Rr, Q∗t }. We shall show
that the throughput under {(a∗s,t, a∗r,t)} and {(u∗s,t, u∗r,t)} is
no smaller than that under {(as,t, ar,t)} and {(us,t, ur,t)}
for a given CSI sample path {Gt}. Define ∆t ,∑t
τ=1
(
a∗r,tu
∗
r,t − ar,tur,t
)
. It is equivalent to prove ∆t ≥ 0
for all t. In the following, using mathematical induction, we
shall show that ∆t ≥ 0 and ∆t +Q∗t+1 ≥ Qt+1 hold for all
t. (Note that ∆t +Q∗t+1 ≥ Qt+1 is needed to prove ∆t ≥ 0.)
Consider t = 1. We have ∆1 = a∗r,1u∗r,1 − ar,1ur,1 and
∆1+Q
∗
2−Q2 = a
∗
r,1u
∗
r,1−ar,1ur,1+Q
∗
1+a
∗
s,1u
∗
s,1−a
∗
r,1u
∗
r,1−
(Q1+as,1us,1−ar,1ur,1) =a
∗
s,1u
∗
s,1−as,1us,1. To prove ∆1 ≥
0 and ∆1 +Q∗2 ≥ Q2, we consider the following two cases.
(1) Consider (a∗s,1, a∗r,1) = (as,1, ar,1). Since u∗r,1 =
min{Rr, Q
∗
1}, ur,1 ∈ {0, 1, · · · ,min{Rr, Q1}} and Q∗1 =
Q1, we have ∆1 = ar,1(u∗r,1 − ur,1) ≥ 0. Since u∗s,1 =
min{Rs, Nr−Q
∗
1}, us,1 ∈ {0, 1, · · · ,min{Rs, Nr−Q1}} and
Q∗1 = Q1, we have ∆1 +Q∗2 −Q2 = as,1(u∗s,1 − us,1) ≥ 0.
(2) Consider (a∗s,1, a∗r,1) 6= (as,1, ar,1), which implies
(a∗s,1, a
∗
r,1) = (0, 1) or (1, 0), (as,1, ar,1) = (0, 0) and
G1 = (1, 1) by (27). Thus, we have ∆1 = a∗r,1u∗r,1 ≥ 0
and ∆1 +Q∗2 −Q2 = a∗s,1u∗s,1 ≥ 0.
Consider t > 1. Assume ∆t−1 ≥ 0 and ∆t−1 + Q∗t ≥ Qt
hold for some t > 1. Note that,
∆t = ∆t−1 + a
∗
r,tu
∗
r,t − ar,tur,t, (28)
∆t +Q
∗
t+1 −Qt+1 =
(
∆t−1 + a
∗
r,tu
∗
r,t − ar,tur,t
)
+
(
Q∗t + a
∗
s,tu
∗
s,t − a
∗
r,tu
∗
r,t
)
− (Qt + as,tus,t − ar,tur,t)
= ∆t−1 +Q
∗
t + a
∗
s,tu
∗
s,t −Qt − as,tus,t. (29)
To show that ∆t ≥ 0 and ∆t+Q∗t+1 ≥ Qt+1 also hold, we
consider the following two cases.
(1) If (a∗s,t, a∗r,t) = (as,t, ar,t), we consider three cases. (i) If
(as,t, ar,t) = (0, 0), we have ∆t = ∆t−1 ≥ 0 and ∆t+Q∗t+1−
Qt+1 = ∆t−1 + Q
∗
t − Qt ≥ 0. (ii) If (as,t, ar,t) = (1, 0),
we have ∆t = ∆t−1 ≥ 0. Since u∗s,t = min{Rs, Nr − Q∗t}
and us,t ∈ {0, 1, · · · ,min{Rs, Nr − Qt}}, by (29), we have
∆t + Q
∗
t+1 − Qt+1 ≥ ∆t−1 + Q
∗
t + min{Rs, Nr − Q
∗
t } −
Qt − min{Rs, Nr − Qt} = min{∆t−1 + Q
∗
t + Rs,∆t−1 +
Nr} − min{Qt + Rs, Nr} ≥ 0, where the last inequality is
due to the induction hypotheses. (iii) If (as,t, ar,t) = (0, 1),
we have ∆t + Q∗t+1 − Qt+1 = ∆t−1 + Q∗t −Qt ≥ 0. Since
u∗r,t = min{Rr, Q
∗
t } and ur,t ∈ {0, 1, · · · ,min{Rr, Qt}}, by
(28), we have ∆t ≥ ∆t−1 +min{Rr, Q∗t} −min{Rr, Qt} =
min{∆t−1+Rr,∆t−1 +Q
∗
t}−min{Rr, Qt} ≥ 0, where the
last inequality is due to the induction hypotheses.
(2) If (a∗s,t, a∗r,t) 6= (as,t, ar,t), by (27), we have
(a∗s,t, a
∗
r,t) = (0, 1) or (1, 0), (as,t, ar,t) = (0, 0) and Gt =
(1, 1). By (28) and (29), we have ∆t = ∆t−1 + a∗r,tu∗r,t ≥ 0
and ∆t + Q∗t+1 − Qt+1 = ∆t−1 + Q∗t − Qt + a∗s,tu∗s,t ≥ 0,
where the two inequalities are due to the induction hypotheses.
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Thus, we show that ∆t ≥ 0 and ∆t + Q∗t+1 ≥ Qt+1 also
hold. By induction, ∆t ≥ 0 hold for all t which leads to
1
T
T∑
t=1
a∗r,tu
∗
r,t ≥
1
T
T∑
t=1
ar,tur,t, ∀T. (30)
By taking expectation over all sample paths, lim inf and
optimization over all link selection and transmission rate
control policy space, we have maxΩ∗ R¯Ω
∗
≥ maxΩ R¯
Ω
, where
Ω∗ = (α∗, µ∗) with α∗ and µ∗ satisfying the structures in
(7) and (5), respectively. In the following, we can restrict our
attention to the optimal stationary policy Ω∗.
Problem 1 is an infinite horizon average cost MDP. We
consider stationary unichain policies. By Proposition 4.2.5
in [20], the Weak Accessibly condition holds for stationary
unichain policies. Thus, by Proposition 4.2.3 and Proposition
4.2.1 in [20], the optimal average system throughput of the
MDP in Problem 1 is the same for all initial states and
the solution (θ, {Vˆ (X)}) to the following Bellman equation
exists.
θ + Vˆ (X) = max
Ω(X)
{
r(X,Ω(X))
+
∑
X′
Pr[X′|X,Ω(X)]Vˆ (X′)
}
, ∀X ∈ X , (31)
where θ = R¯∗ is the optimal value to Problem 1 for all initial
state X1 ∈ X and Vˆ (·) is the value function. Due to the i.i.d.
property of G, by taking expectation over G on both sides of
(31), we have
θ + V (Q) =
∑
g∈G
Pr(G = g)max
Ω(X)
{
r(X,Ω(X))
+
∑
Q′
Pr[Q′|X,Ω(X)]V (Q′)
}
, ∀Q ∈ Q, (32)
where V (Q) = E[Vˆ (X)|Q]. Then, by the optimal link
selection and transmission rate control structure in (7) and
(5), the relationship between Q′ and Q via (1) and the per-
stage reward r(X,Ω(X)) in (3), we have (6). We complete
the proof.
APPENDIX B: PROOF OF LEMMA 1
We prove the three properties in Lemma 1 using RVIA and
mathematical induction.
First, we introduce RVIA [20]. For each Q ∈ Q, let Vn(Q)
be the value function in the nth iteration, where n = 0, 1, · · · .
Define
Jn+1(Q, ar,n) , p¯sp¯rVn(Q) + psp¯rVn(min{Q+Rs, Nr})
+ p¯spr
(
min{Q,Rr}+ Vn([Q −Rr]
+)
)
+ pspr
[
ar,nmin{Q,Rr}
+ Vn
(
Q+ a¯r,nmin{Nr −Q,Rs} − ar,nmin{Q,Rr}
)]
(33a)
= p¯sp¯rVn(Q) + psp¯rVn(min{Q+Rs, Nr})
+ p¯spr
(
min{Q,Rr}+ Vn([Q −Rr]
+)
)
+ pspr
[
1(ar,n = 0)Vn(min{Q+Rs, Nr})
+ 1(ar,n = 1)
(
min{Q,Rr}+ Vn([Q−Rr]
+)
) ]
, (33b)
where 1(·) denotes the indicator function. Note that
Jn+1(Q, ar,n) is related to the R.H.S of the Bellman equation
in (6). We refer to Jn+1(Q, ar,n) as the state-action reward
function in the nth iteration [24]. For each Q, RVIA calculates
Vn+1(Q) as,
Vn+1(Q) = max
ar,n
Jn+1(Q, ar,n)−max
ar,n
Jn+1(Q0, ar,n), ∀n
(34)
where Jn+1(Q, ar,n) is given by (33b) and Q0 ∈ Q is some
fixed state. Under any initialization of V0(Q), the generated
sequence {Vn(Q)} converges to V (Q) [20], i.e.,
lim
n→∞
Vn(Q) = V (Q), ∀Q ∈ Q. (35)
where V (Q) satisfies the Bellman equation in (6)
In the following proof, we set V0(Q) = 0 for all Q ∈ Q.
Let α∗r,n(Q) denote the control that attains the maximum of
the first term in (34) in the nth iteration for all Q, i.e.,
α∗r,n(Q) = argmax
ar,n
Jn+1(Q, ar,n), ∀Q ∈ Q. (36)
We refer to α∗r,n(Q) as the optimal policy for the nth it-
eration. For ease of notation, in the following, we denote(
α∗r,n(Q + Rs + Rr + 1), α
∗
r,n(Q + Rs + Rr), α
∗
r,n(Q +
1), α∗r,n(Q)
)
as
(
α∗4,n(Q), α
∗
3,n(Q), α
∗
2,n(Q), α
∗
1,n(Q)
)
, where
Q ∈ {0, 1, ..., Nr − (Rs + Rr + 1)}.
Next, we prove Lemma 1 through mathematical induction
using RVIA.
(1) We prove Property 1 by showing that for all n =
0, 1, · · · , Vn(Q) satisfies
Vn(Q+ 1) ≥ Vn(Q), Q ∈ {0, 1, · · · , Nr − 1}. (37)
We initialize V0(Q) = 0, for all Q ∈ Q. Thus, we have V0(Q+
1)− V0(Q) = 0, i.e., (37) holds for n = 0. Assume that (37)
holds for some n > 0. We will prove that (37) also holds for
n+ 1. By (34), we have
Vn+1(Q + 1) = Jn+1
(
Q+ 1, α∗2,n(Q)
)
−max
ar,n
Jn+1(Q0, ar,n)
(a)
≥ Jn+1
(
Q+ 1, α∗1,n(Q)
)
−max
ar,n
Jn+1(Q0, ar,n)
(b)
= p¯sp¯rVn(Q + 1) + psp¯rVn(min{Q+ 1 +Rs, Nr})
+ p¯spr
(
min{Q+ 1, Rr}+ Vn([Q+ 1−Rr]
+)
)
+ pspr
[
1
(
α∗1,n(Q) = 0
)
Vn(min{Q+ 1 +Rs, Nr})
+ 1
(
α∗1,n(Q) = 1
) (
min{Q+ 1, Rr}+ Vn([Q + 1−Rr]
+)
) ]
−max
ar,n
Jn+1(Q0, ar,n), (38)
where (a) follows from the optimality of α∗2,n(Q) for Q + 1
in the nth iteration and (b) directly follows from (33b). By
(33b) and (34), we also have
Vn+1(Q) = Jn+1
(
Q,α∗1,n(Q)
)
−max
ar,n
Jn+1(Q0, ar,n)
= p¯sp¯rVn(Q) + psp¯rVn(min{Q+Rs, Nr})
+ p¯spr
(
min{Q,Rr}+ Vn([Q−Rr]
+)
)
+ pspr
[
1
(
α∗1,n(Q) = 0
)
Vn(min{Q+Rs, Nr})
+ 1
(
α∗1,n(Q) = 1
) (
min{Q,Rr}+ Vn([Q−Rr]
+)
) ]
−max
ar,n
Jn+1(Q0, ar,n). (39)
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Next, we compare (38) and (39) term by term. By the facts
that min{Q + 1 + Rs, Nr} ≥ min{Q + Rs, Nr}, [Q + 1 −
Rr]
+ ≥ [Q−Rr]
+ and min{Q+ 1, Rr} ≥ min{Q,Rr}, and
the induction hypothesis, we have Vn+1(Q+1) ≥ Vn(Q), i.e.,
(37) holds for n + 1. Therefore, by induction, (37) holds for
any n. By taking limits on both sides of (37) and by (35), we
complete the proof of Property 1.
(2) We prove Property 2 by showing that for all n =
0, 1, · · · , Vn(Q) satisfies
Vn(Q + 1)− Vn(Q) ≤ 1, Q ∈ {0, 1, · · · , Nr − 1}. (40)
We initialize V0(Q) = 0, for all Q ∈ Q. Thus, we have V0(Q+
1)− V0(Q) = 0, i.e., (40) holds for n = 0. Assume that (40)
holds for some n > 0. We will prove that (40) also holds for
n+ 1. By (34) and (33b), we have,
Vn+1(Q + 1)− Vn+1(Q)
=Jn+1
(
Q+ 1, α∗2,n(Q)
)
− Jn+1
(
Q,α∗1,n(Q)
)
=
[
Jn+1
(
Q+ 1, α∗2,n(Q)
)
− Jn+1
(
Q,α∗2,n(Q)
)]
+
[
Jn+1
(
Q,α∗2,n(Q)
)
− Jn+1
(
Q,α∗1,n(Q)
)]
(c)
≤Jn+1
(
Q+ 1, α∗2,n(Q)
)
− Jn+1
(
Q,α∗2,n(Q)
)
=p¯sp¯rA1 + psp¯rB1 + p¯sprC1 + psprD1, (41)
where (c) is due to Jn+1(Q,α∗2,n(Q)) ≤ Jn+1(Q,α∗1,n(Q)).
This is because α∗1,n(Q) is the optimal policy for Q in the nth
iteration. A1, B1, C1 and D1 in (41) are given as follows.
A1 = Vn(Q+ 1)− Vn(Q), (42a)
B1 = Vn(min{Q+ 1 +Rs, Nr})− Vn(min{Q+Rs, Nr}),
(42b)
C1 = min{Q+ 1, Rr}+ Vn([Q + 1−Rr]
+)
−min{Q,Rr} − Vn([Q−Rr]
+), (42c)
D1 = 1
(
α∗2,n(Q) = 0
)
B1 + 1
(
α∗2,n(Q) = 1
)
C1. (42d)
Note that ps+p¯s = 1 and pr+p¯r = 1. Thus, to show Vn+1(Q+
1)−Vn+1(Q) ≤ 1 using (41), it suffices to show that A1 ≤ 1,
B1 ≤ 1, C1 ≤ 1 and D1 ≤ 1. Due to the induction hypothesis,
A1 ≤ 1 and B1 ≤ 1 hold. To prove C1 ≤ 1, we consider
the following two cases. (i) When Q ≥ Rr, we have C1 =
Vn(Q + 1 − Rr) − Vn(Q − Rr) ≤ 1 due to the induction
hypothesis. (ii) When Q ≤ Rr − 1, we have C1 = 1. Thus
C1 ≤ 1 holds. To prove D1 ≤ 1, we consider the following
two cases. (i) If α∗2,n(Q) = 0, we have D1 = B1 ≤ 1. (ii) If
α∗2,n(Q) = 1, we have D1 = C1 ≤ 1. Thus, we can show that
(40) holds for n + 1. Therefore, by induction (40) holds for
any n. By taking limits on both sides of (40) and by (35), we
complete the proof of Property 2.
(3) We prove Property 3 by showing that for all n =
0, 1, · · · , Vn(Q) satisfies
Vn(Q+Rs +Rr + 1)− Vn(Q +Rs +Rr) ≤ Vn(Q+ 1)
− Vn(Q), Q ∈ {0, 1, ..., Nr − (Rs +Rr + 1)}. (43)
We initialize V0(Q) = 0, for all Q ∈ Q. Thus, we have V0(Q+
Rs+Rr +1)−V0(Q+Rs+Rr) = V0(Q+1)−V0(Q) = 0,
i.e., (43) holds for n = 0. Assume that (43) holds for some
n > 0. We will prove that (43) also holds for n+ 1. By (34),
we have,
Vn+1(Q +Rs +Rr + 1)− Vn+1(Q+Rs +Rr)
=Jn+1
(
Q+Rs +Rr + 1, α
∗
4,n(Q)
)
− Jn+1
(
Q+Rs +Rr, α
∗
3,n(Q)
)
=
[
Jn+1
(
Q +Rs +Rr + 1, α
∗
4,n(Q)
)
− Jn+1
(
Q+Rs +Rr, α
∗
4,n(Q)
) ]
+
[
Jn+1
(
Q+Rs +Rr, α
∗
4,n(Q)
)
− Jn+1
(
Q+Rs +Rr, α
∗
3,n(Q)
) ]
(d)
≤Jn+1
(
Q+Rs +Rr + 1, α
∗
4,n(Q)
)
− Jn+1
(
Q+Rs +Rr, α
∗
4,n(Q)
)
, (44)
and
Vn+1(Q+ 1)− Vn+1(Q)
=Jn+1
(
Q+ 1, α∗2,n(Q)
)
− Jn+1
(
Q,α∗1,n(Q)
)
=
[
Jn+1
(
Q+ 1, α∗2,n(Q)
)
− Jn+1
(
Q+ 1, α∗1,n(Q)
)]
+
[
Jn+1
(
Q + 1, α∗1,n(Q)
)
− Jn+1
(
Q,α∗1,n(Q)
)]
(e)
≥Jn+1
(
Q+ 1, α∗1,n(Q)
)
− Jn+1
(
Q,α∗1,n(Q)
)
, (45)
where (d) and (e) are due to Jn+1(Q+Rs+Rr, α∗4,n(Q)) ≤
Jn+1(Q + Rs + Rr, α
∗
3,n(Q)) and Jn+1(Q + 1, α∗2,n(Q)) ≥
Jn+1(Q+ 1, α
∗
1,n(Q)), respectively. This is because α∗3,n(Q)
and α∗2,n(Q) are the optimal policies for Q + Rs + Rr and
Q+ 1 in the nth iteration, respectively.
To show that Vn+1(Q+Rs+Rr+1)−Vn+1(Q+Rs+Rr) ≤
Vn+1(Q + 1) − Vn+1(Q), it suffices to show that Jn+1(Q +
Rs + Rr + 1, α
∗
4,n(Q)) − Jn+1(Q + Rs + Rr, α
∗
4,n(Q)) ≤
Jn+1(Q+1, α
∗
1,n(Q))−Jn+1(Q,α
∗
1,n(Q)), i.e., the R.H.S. of
(44) is no greater than the R.H.S. of (45). By (33b), we have
Jn+1
(
Q+Rs +Rr + 1, α
∗
4,n(Q)
)
− Jn+1
(
Q+Rs +Rr, α
∗
4,n(Q)
)
=p¯sp¯rA2 + psp¯rB2 + p¯sprC2 + psprD2, (46)
where
A2 =Vn(Q+Rs +Rr + 1)− Vn(Q +Rs +Rr), (47a)
B2 =Vn(min{Q+ 2Rs +Rr + 1, Nr})
− Vn(min{Q+ 2Rs +Rr, Nr}), (47b)
C2 =Vn(Q+Rs + 1)− Vn(Q+ Rs), (47c)
D2 =1
(
α∗4,n(Q) = 0
)
B2 + 1
(
α∗4,n(Q) = 1
)
C2, (47d)
and
Jn+1
(
Q+ 1, α∗1,n(Q)
)
− Jn+1
(
Q,α∗1,n(Q)
)
=p¯sp¯rA1 + psp¯rB1 + p¯sprC1 + psprD
′
1, (48)
where A1, B1 and C1 are given by (42a), (42b) and (42c),
respectively, and
D′1 = 1
(
α∗1,n(Q) = 0
)
B1 + 1
(
α∗1,n(Q) = 1
)
C1.
Note that, when Q ∈ {0, 1, ..., Nr−(Q+Rs+Rr+1)}, (42b)
can be rewritten as B1 = Vn(Q+ 1 +Rs)− Vn(Q +Rs).
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To show that (43) holds for n + 1 using (46) and (48),
it suffices to show that A2 ≤ A1, B2 ≤ B1, C2 ≤ C1 and
D2 ≤ D
′
1. Due to the induction hypothesis, A2 ≤ A1 holds. To
prove B2 ≤ B1, we consider the following two cases. (i) When
Q+2Rs+Rr ≥ Nr, we have B2−B1 = Vn(Q+Rs)−Vn(Q+
Rs+1) ≤ 0 as (37) holds for any n. (ii) When Q+2Rs+Rr+
1 ≤ Nr, we have B2−B1 = Vn(Q+2Rs+Rr+1)−Vn(Q+
2Rs+Rr)−(Vn(Q+Rs + 1)− Vn(Q+Rs)) ≤ 0 due to the
induction hypothesis. Thus, B2 ≤ B1 holds. To prove C2 ≤
C1, we consider two cases. (i) When Q ≤ Rr − 1, we have
C2−C1 = Vn(Q+Rs+1)−Vn(Q+Rs)−1 ≤ 0 as (40) holds
for any n. (ii) When Q ≥ Rr, we have C2 − C1 = Vn(Q +
Rs+1)−Vn(Q+Rs)−(Vn(Q+ 1−Rr)− Vn(Q −Rr)) ≤ 0
due to the induction hypothesis. Thus, C2 ≤ C1 holds. To
prove D2 ≤ D′1, we consider the following four cases. (i) If(
α∗4,n(Q), α
∗
1,n(Q)
)
= (0, 0), we have D2−D′1 = B2−B1 ≤
0. (ii) If (α∗4,n(Q), α∗1,n(Q)) = (1, 0), we have D2 − D′1 =
C2 − B1 = 0. (iii) If
(
α∗4,n(Q), α
∗
1,n(Q)
)
= (1, 1), we have
D2−D
′
1 = C2−C1 ≤ 0. (iv) If
(
α∗4,n(Q), α
∗
1,n(Q)
)
= (0, 1),
we have D2 −D′1 = B2 − C1 ≤ B1 − C1 = C2 − C1 ≤ 0.
Thus, D2 ≤ D′1 holds.
We have shown that A2 ≤ A1, B2 ≤ B1, C2 ≤ C1 and
D2 ≤ D
′
1. Thus, (43) holds for n+1. Therefore, by induction
(43) holds for any n. By taking limits on both sides of (43)
and by (35), we complete the proof of Property 3.
APPENDIX C: PROOF OF THEOREM 2
First, we show that J(Q, ar) in (9) is supermodular in
(Q, ar). By the definition of supermodularity, it is equivalent
to prove ∆J(Q + 1) − ∆J(Q) ≥ 0, where ∆J(Q) ,
(J(Q, 1)− J(Q, 0)) /pspr. By (9), we have
∆J(Q + 1)−∆J(Q) = min{Q+ 1, Rr} −min{Q,Rr}
+V ([Q+ 1−Rr]
+)− V ([Q−Rr]
+)
−V (min{Q+ 1 +Rs, Nr}) + V (min{Q+Rs, Nr}). (49)
To prove ∆J(Q+1)−∆J(Q) ≥ 0 using (49), we consider
the following two cases.
(1) If Nr ≤ Rs + Rr, we consider three cases. (i) When
Q ≥ Rr, then ∆J(Q + 1) − ∆J(Q) = V (Q − Rr + 1) −
V (Q − Rr) ≥ 0. (ii) When Nr − Rs ≤ Q ≤ Rr − 1, then
∆J(Q+1)−∆J(Q) = 1. (iii) When Q ≤ Nr−Rs− 1, then
∆J(Q+1)−∆J(Q) = 1−(V (Q+Rs+1)−V (Q+Rs)) ≥ 0.
(2) If Nr ≥ Rs+Rr+1, we consider the similar three cases.
(i) When Q ≥ Nr−Rs, then ∆J(Q+1)−∆J(Q) = V (Q−
Rr+1)−V (Q−Rr) ≥ 0. (ii) When Rr ≤ Q ≤ Nr−Rs−1,
then ∆J(Q+1)−∆J(Q) =
(
V (Q+1−Rr)−V (Qr−Rr)
)
−(
V (Q+Rs+1)−V (Q+Rs)
)
≥ 0. (iii) When Q ≤ Rr−1, then
∆J(Q+1)−∆J(Q) = 1−(V (Q+Rs+1)−V (Q+Rs)) ≥ 0.
Therefore, ∆J(Q + 1)−∆J(Q) ≥ 0 holds which implies
that J(Q, ar) in (9) is supermodular in (Q, ar). According
to [29, Lemma 4.7.1], the optimal policy α∗r(Q) given by (8)
is monotonically non-decreasing in Q. Thus α∗r(Q) has the
threshold-based structure in (11) which completes the proof.
APPENDIX D: PROOF OF LEMMA 2
Consider l = 0, i.e., Nr = nR. Assume Q1 = 0 is the initial
state. According the Be´zout’s identity and the queue dynamics
in (1), for all t = 1, 2, · · · and k = 1, 2, · · · , n, there exist
integers xt,k and yt,k such that Qt = Q1 + xt,ka + yt,kb =
kR. Denote S = {R, 2R, · · · , nR}. In other words, each state
s ∈ S is accessible from state 0. On the other hand, for any
initial state Q1 ∈ Q, we have Pr[Qt = 0] > 0 for some t. The
reason is that CSI may stay (0, 1) for enough consecutive time
slots which implies that the relay buffer will be empty under
any policy in Definition 1. Thus, state 0 is accessible from all
states in Q. Note that S ⊆ Q. Therefore, by [30, Definition
4.2.5], state 0 is a recurrent state. Denote C = {0}∪S. Then,
by [30, Theorem 4.2.1], C is a recurrent class. Note that, under
the optimal transmission rate policy in (5), each state 6∈ C is
not accessible from state 0. Thus, by [30, Definition 4.2.5],
the states 6∈ C are all transient states. Therefore, if l = 0, the
recurrent class of {Qt} is C = {0, R, 2R, · · · , nR}.
Consider l 6= 0, i.e., Nr = nR+l. C1 , {0, R, 2R, · · · , nR}
is still a recurrent class. Assume Q1 = Nr is the initial state.
Similarly, for all t = 1, 2, · · · and k = 0, 1, · · · , n − 1, there
exist integers xt,k and yt,k such that Qt = Q1+xt,ka+yt,kb =
kR+ l. Denote S ′ = {l, l+R, · · · , l+(n− 1)R}. Then, each
state s ∈ S ′ is accessible from state Nr. On the other hand,
for any initial state Q1 ∈ Q, we have Pr[Qt = Nr] > 0
for some t. The reason is that CSI may stay (1, 0) for enough
consecutive time slots which implies that the buffer will be full
under any policy in Definition 1. Thus, state Nr is accessible
from all states in Q. Note that S ′ ⊆ Q. Therefore, state Nr is
a recurrent state and C2 , {Nr}∪S ′ is a recurrent class [30].
Note that, state 0 and Nr are accessible from each other. Thus,
C , C1∪C2 is a recurrent class. Similarly, by (5), the states 6∈ C
are all transient states. Therefore, if l 6= 0, the recurrent class
of {Qt} is C = {0, R, 2R, · · · , nR, l, l + R, l + R, · · · , Nr}.
We complete the proof.
APPENDIX E: PROOF OF LEMMA 3
By Lemma 2, for any given Rs, Rr, Nr, the recurrent class
C is fixed and does not change with the threshold Qth ∈ Q,
and the ergodic system throughput in (17) only depends on
the steady-state probability vector pi(Qth) and the average
departure rate vector r(Qth) of C. Note that, by (15) and
(16), pi(Qth) and r(Qth) only depend on the link selection
control for the recurrent states in C. Since q∗th and q∗th,next
are two adjacent recurrent states, by (12), any threshold
Q∗th ∈ {Q|q
∗
th ≤ Q < q
∗
th,next, Q ∈ Q} leads to the same link
selection control for the recurrent states, and hence achieves
the same ergodic throughput. Under the stationary unichain
policies in (5) and (12), the induced markov chain {Qt}
is an ergodic unichain. By ergodic theory, the time-average
system throughput in (4) is equivalent to the ergodic system
throughput in (17), i.e., R¯∗ = r¯∗. Thus, the optimal control to
Problem 1 can be obtained by solving Problem 2. We complete
the proof of Lemma 3.
APPENDIX F: PROOF OF LEMMA 4
For two adjacent thresholds ck and ck+1, the corresponding
transition probability matrices P(k) and P(k+ 1) only differ
in the (k + 1)-th row. Thus, A(k) and A(k + 1) only differ
in the (k + 1)-th column. Then, by partitioning A(k) and
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A(k + 1) into the form (20) using the permutation matrices
K(k) and K(k+1), respectively, we obtain the corresponding
submatrices Aˆ(k) and Aˆ(k+1). By exchanging the (k+1)-th
and (k + 2)-th columns of Aˆ(k), we obtain A˜(k), i.e.,
A˜(k) = Aˆ(k)Kˆ(k), (50)
where Kˆ(k) is the corresponding permutation matrix defined
in Lemma 4. Thus, A˜(k) and Aˆ(k + 1) differ only in the
(k + 1)-th column, and Aˆ(k + 1) can be regarded as a rank-
one update of A˜(k). Let
u(k) = ak+1(k + 1)− aˆk+1(k), (51)
where ak+1(k + 1) and aˆk+1(k) are the (k + 1)-column of
Aˆ(k+1) and A˜(k), respectively. Then, we have Aˆ(k+1) =
A˜(k) + u(k)v(k)T , where v(k) is defined in (24). By the
Sherman-Morrison formula [33], we have
Aˆ(k + 1)−1 = A˜(k)−1 −
A˜(k)−1u(k)v(k)T A˜(k)−1
1 + v(k)T A˜(k)−1u(k)
. (52)
By (50), we have A˜(k)−1 = Kˆ(k)Aˆ(k)−1 and aˆk+1(k) =
ak+2(k). Thus, (51) is equivalent to (23) and (52) is equivalent
to (22). We complete the proof.
APPENDIX G: PROOF OF LEMMA 5
First, we show that Problem 2 can be equivalently
transformed to Problem 3. Given a CSI sample path
{Gt}, let {(as,t, ar,t)} and {(as,t, ar,t)} be the se-
quences of link selection and transmission rate actions
under a policy Ω in Definition 1, respectively. Let
{Qt} be the associated QSI trajectory. By (1), we have
1
T
∑T
t=1 as,tus,t =
1
T
∑T
t=1 ar,tur,t +
QT−Q1
T
for all T .
Since Q1, QT ≤ Nr, by taking expectation over all sample
paths and lim inf , we have lim infT→∞ 1T
∑T
t=1 E [as,tus,t] =
lim infT→∞
1
T
∑T
t=1 E [ar,tur,t] = R¯
Ω
. Hence, under the opti-
mal transmission rate control in (5) and a threshold-based link
selection policy in (12), the average arrival rate equals to the
average departure rate. Therefore, without loss of optimality,
we can also denote ri(qth) as the average of the average arrival
and departure rates at state i ∈ Q under the threshold qth.
Then, in the symmetric case, we have
ri(m) =
{ pR
2 , i = 0, n;
(p+pp¯)R
2 , i = 1, ..., n− 1.
(53)
where state i ∈ {0, 1, · · · , n} represents state iR ∈ C and
m = qth/R. By (53), we obtain the ergodic system throughput
r¯(m) = (p+pp¯)R2 −
pp¯R
2 (pi0(m)+pin(m)). Maximizing r¯(m) is
equivalent to minimizing pi0(m)+pin(m). Therefore, by (25),
we have the discrete optimization problem in Problem 3.
Next, we obtain the optimal solution to Problem 3. By
change of variables in Problem 3, i.e., letting x = p¯m, we
have the following continuous optimization problem.
min
x∈[p¯n,1]
g(x) =
p¯n+1 − p¯n + p¯2x2 − p¯x2
p¯2x2 + p¯n+1 − 2p¯x
. (54)
Letting the derivative of g(x), i.e., g′(x) = 2p¯p
2(x2−p¯n−1)
(p¯2x2+p¯n+1−2p¯x)2 ,
equal to 0, we have x∗ = p¯n−12 . Since g′(x) ≤ 0 in [p¯n, p¯n−12 ]
and g′(x) ≥ 0 in [p¯n−12 , 1], x∗ = p¯n−12 is the optimal solution
to (54). Based on x∗, we now obtain the optimal solution m∗
to Problem 3. If n is odd, then m∗ = n−12 ; if n is even,
m∗ = n2 − 1 or
n
2 . (Note that, n2 − 1 and n2 achieve the same
optimal value of Problem 3.) Then, by Lemma 3, we complete
the proof.
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