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Abstract
Let A be a standard operator algebra on a Banach space of dimension > 1 and B be an
algebra over the field of rational numbers. Let k be a non-zero rational number. In this note,
we prove that if a bijection φ :A→ B satisfies
φ(kABA) = kφ(A)φ(B)φ(A) for all A,B ∈A,
or
φ(k(ABC + CBA)) = k(φ(A)φ(B)φ(C)+ φ(C)φ(B)φ(A)) for all A,B,C ∈A,
then φ is additive.
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LetA andB be algebras over Q, the field of rational numbers. Let k be a nonzero
rational number. Consider a bijection φ :A→ B. If
φ(k(AB + BA)) = k(φ(A)φ(B)+ φ(B)φ(A)) for all A,B ∈A,
then we call φ a k-Jordan map; if
φ(kABA) = kφ(A)φ(B)φ(A) for all A,B ∈A,
then we call φ a k-Jordan semi-triple map and if
φ(k(ABC + CBA)) = k(φ(A)φ(B)φ(C)+ φ(C)φ(B)φ(A))
for all A,B,C ∈A,
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then we call φ a k-Jordan triple map. Recently, we established a condition onA such
that every k-Jordan map of A is additive. In particular, every k-Jordan map from
a standard operator algebra on a Banach space of dimension >1 onto an arbitrary
algebra over Q is additive [4, Theorem 1.6]. In the present note, we shall study the
additivity of (semi-)triple maps.
The first result on the additivity of Jordan semi-triple maps seems to be due to
Molnár [6] who proved that ifX,Y are Banach spaces and the dimension ofX > 2,
then every 1-Jordan semi-triple map from a standard operator algebra on X onto a
standard operator algebra on Y is additive. Since his proof was mainly functional-
analytic and depended heavily on a deep result of Ovchinnikov [8] (This is why
he required that dimX > 2), Molnár suggested it would be of some challenging to
produce a purely algebraic proof as done by Martindale in [5] where the additivity
of a multiplicative map was studied. One aim of this note is to present such a proof.
Furthermore, we extend Molnár’s result quite significantly, namely, we get the same
conclusion for every k-Jordan semi-triple map and/or k-Jordan triple map from a
standard operator algebra on a Banach space of dimension >1 onto an arbitrary
algebra over Q.
Now let us give the notation and definitions that we shall use throughout.
Let X be a Banach space. Denote by B(X) and F(X) the algebra of all linear
bounded operators on X and the algebra of all finite rank operators on X, respec-
tively. A subalgebra of B(X) is called a standard operator algebra onX if it contains
F(X). The dual space of X is denoted as X∗ and A∗ stands for the Banach space
adjoint of the linear bounded operator A on X. If x ∈ X and f ∈ X∗, then the rank
one operator x ⊗ f is defined by (x ⊗ f )y = f (y)x for y ∈ X. Thus, if f (x) = 1
then x ⊗ f is an idempotent, that is (x ⊗ f )2 = x ⊗ f . So, if dimX> 1 then there
must exist an idempotent of finite rank P in F(X) such that P /= I , the identity
operator on X.
Our main result reads as follows.
Theorem. Let X be a Banach space of dimension > 1 and suppose that A is a
standard operator algebra onX. LetB be an algebra over Q and k ∈ Q be non-zero.
Let φ :A→ B be a bijection satisfying
φ(kABA) = kφ(A)φ(B)φ(A) for all A,B ∈A. (1)
Then φ is additive. Moreover, φ is a ring isomorphism or a negative of a ring iso-
morphism or a ring antiisomorphism or a negative of a ring antiisomorphism.
The proof will be organized in a series of lemmas in which the notation in the
statement of the theorem will be kept. We begin with the trivial one.
Lemma 1. We have that φ(0) = 0.
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Proof. Since φ is surjective, we can find an element S ∈A such that φ(S) = 0.
Therefore, φ(0) = φ(k0S0) = kφ(0)φ(S)φ(0) = 0. 
In the following, for the sake of simplicity, we write F =F(X). Fix an idem-
potent P1 ∈F with 0 /= P1 /= I and set P2 = I − P1 (note that A does not neces-
sarily contain I ). Let Aij = PiAPj and Fij = PiFPj . Then we can write A =
⊕2i,j=1Aij and F = ⊕2i,j=1Fij , which are the Peirce decompositions of A and F
respectively. We note that this kind of machinery already proved effective in papers
[2–5,7] where several results are obtained on the additivity of maps which preserve
certain products. The following lemma concerns the elementary properties of stan-
dard operator algebras, which may be found elsewhere but we include a proof for the
sake of completeness.
Lemma 2. Let A ∈A and 1  i, j, l, t  2. If BijABlt = 0 for all Bij ∈Fij ,
Blt ∈Flt , then PjAPl = 0.
Proof. Assume to the contrary that PjAPl /= 0. Then there are vectors x ∈ X and
f ∈ X∗ such that f (PjAPlx) /= 0. Let vectors y ∈ X and g ∈ X∗ such that Piy /= 0
and P ∗t g /= 0 (if i = l, choose y = x; if j = t , choose g = f ). Then Piy ⊗ P ∗j f ∈
Fij and Plx ⊗ P ∗t g ∈Ft l . Thus
0 /= f (PjAPlx)Piy ⊗ P ∗t g = (Piy ⊗ P ∗j f )A(Plx ⊗ P ∗t g) = 0.
This contradiction shows that PjAPl = 0. 
Our approach is to prove that φ is additive onFij for every pair (i, j) ∈ {1, 2} ×
{1, 2}. The following is a beginning step which will be frequently used in the back-
ward.
Lemma 3. Let Aij ∈Aij , 1  i, j  2. Then φ(A11 + A12 + A21 + A22) =
φ(A11)+ φ(A12)+ φ(A21)+ φ(A22). Furthermore, φ(Aij + Alt ) = φ(Aij )+
φ(Alt ) for all (i, j) /= (l, t).
Proof. Choose S ∈A such that
φ(S) = φ(A11)+ φ(A12)+ φ(A21)+ φ(A22).
Let 1  i, j  2 be arbitrary. Then for all Xij ∈Fij , we have that
φ(kXijSXij ) = kφ(Xij )φ(S)φ(Xij ) = kφ(Xij )

 2∑
l,t=1
φ(Alt )

φ(Xij )
=
2∑
l,t=1
kφ(Xij )φ(Alt )φ(Xij ) =
2∑
l,t=1
φ(kXijAltXij )
= φ(kXijAjiXij )+ 3φ(0) = φ(kXijAjiXij ).
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By the injectivity of φ, we get that kXijSXij = kXijAjiXij and hence XijSXij =
XijAjiXij for all Xij ∈Fij . By Lemma 2, we conclude that PjSPi = Aji for all
i, j = 1, 2. This proves the first equality.
The rest can be derived easily from Lemma 1. 
The following lemma says that φ is additive on F12, which is a key step in
our schedule and whose proof is based on the equality: P1 + A12 + B12 = (I +
A12)(P1 + B12)(I + A12).
Lemma 4. Let A12, B12 ∈F12. Then φ(A12 + B12) = φ(A12)+ φ(B12).
Proof. Since B12 is of finite rank, we can find an element C22 ∈F22 such that
B12C22 = B12. (Indeed, we can assume that P1 = x0 ⊗ f0 with f0(x0) = 1. Then
we can write B12 = x0 ⊗ P ∗2 f for some f ∈ X∗. If P ∗2 f = 0, then the conclusion is
trivial. So assume P ∗2 f /= 0 and P ∗2 f (x1) = 1 for some x1 ∈ X. Let C22 = P2x1 ⊗
P ∗2 f , as desired.) Now we have that by Lemmas 3 and 1
φ(P1)+ φ(A12 + B12) = φ(P1 + A12 + B12C22)
= φ(k(P1 + C22 + A12)
(
1
k
P1 + 1
k
B12
)
(P1 + C22 + A12))
= kφ(P1 + C22 + A12)φ
(
1
k
P1 + 1
k
B12
)
φ(P1 + C22 + A12)
= kφ(P1 + C22 + A12)
(
φ
(
1
k
P1
)
+ φ
(
1
k
B12
))
φ(P1 + C22 + A12)
= kφ(P1 + C22 + A12)φ
(
1
k
P1
)
φ(P1 + C22 + A12)
+ kφ(P1 + C22 + A12)φ
(
1
k
B12
)
φ(P1 + C22 + A12)
= φ(k(P1 + C22 + A12)
(
1
k
P1
)
(P1 + C22 + A12))
+ φ(k(P1 + C22 + A12)
(
1
k
B12
)
(P1 + C22 + A12))
= φ(P1 + A12)+ φ(B12C22)
= φ(P1)+ φ(A12)+ φ(B12)
from which we get that φ(A12 + B12) = φ(A12)+ φ(B12). 
Next we prove that φ is additive on F21 and F11, which can be derived from
Lemma 4.
Lemma 5. Let A21, B21 ∈F21. Then φ(A21 + B21) = φ(A21)+ φ(B21).
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Proof. Choose S ∈A such that φ(S) = φ(A21)+ φ(B21). It is easy to show that
S11 = S12 = S22 = 0 in a similar way in the proof of Lemma 3 and so S = S21,
where Sij = PiSPj . Thus φ(S21) = φ(A21)+ φ(B21). This in connection with (1)
and Lemma 4 yields that for all X12 ∈F12
φ(kX12S21X12) = kφ(X12)φ(S21)φ(X12)
= kφ(X12)(φ(A21)+ φ(B21))φ(X12)
= φ(kX12A21X12)+ φ(X12B21X12)
= φ(kX12(A21 + B21)X12).
Thus by Lemma 2, we conclude that S21 = A21 + B21. This completes the
proof. 
Lemma 6. Let A11, B11 ∈F11. Then φ(A11 + B11) = φ(A11)+ φ(B11).
Proof. We first claim that for any C11 ∈A11 and D12 ∈A12 we have that
φ(kC11D12) = kφ(P1)φ(C11)φ(D12)+ kφ(D12)φ(C11)φ(P1). (2)
Indeed, by (1) and Lemma 3
φ(kC11)+ φ(kC11D12) = φ(kC11 + kC11D12)
= φ(kC11(P1 +D12)) = φ(k(P1 +D12)C11(P1 +D12))
= kφ(P1 +D12)φ(C11)φ(P1 +D12)
= k(φ(P1)+ φ(D12))φ(C11)(φ(P1)+ φ(D12))
= kφ(P1)φ(C11)φ(P1)+ kφ(D12)φ(C11)φ(D12)
+ kφ(P1)φ(C11)φ(D12)+ kφ(D12)φ(C11)φ(P1)
= φ(kC11)+ kφ(P1)φ(C11)φ(D12)+ kφ(D12)φ(C11)φ(P1)
from which we can see that (2) holds.
Now, choose S ∈A such that φ(S)= φ(A11)+φ(B11). Then S21 = S12 = S22 =
0 and so S = S11, where Sij = PiSPj . Thus φ(S11) = φ(A11)+ φ(B11). This in
connection with the above claim yields
φ(kS11X12) = φ(kA11X12)+ φ(kB11X12)
for all X12 ∈F12. Hence by Lemma 4, we get that
φ(kS11X12) = φ(kA11X12 + kB11X12).
Therefore S11X12 = (A11 + B11)X12 for all X12 ∈F12 and hence S11 = A11 + B11
by Lemma 2. 
Finally we prove that φ is additive on F22, whose proof is different from that of
Lemma 6 since P2 does not necessarily belong to A.
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Lemma 7. Let A22, B22 ∈F22. Then φ(A22 + B22) = φ(A22)+ φ(B22).
Proof. Choose S ∈A such that φ(S)= φ(A22)+φ(B22). Then S11 = S12 = S21 =
0 and so S = S22, where Sij = PiSPj . It follows that φ(S22) = φ(A22)+ φ(B22).
Thus by Lemma 6, we have that for all X12 ∈F12, Y21 ∈F21
φ(kX12S22Y21) = φ(k(X12 + Y21)S22(X12 + Y21))
= kφ(X12 + Y21)φ(S22)φ(X12 + Y21)
= kφ(X12 + Y21)(φ(A22)+ φ(B22))φ(X12 + Y21)
= kφ(X12 + Y21)φ(A22)φ(X12 + Y21)
+ kφ(X12 + Y21)φ(B22)φ(X12 + Y21)
= φ(k(X12 + Y21)A22(X12 + Y21))+ φ(k(X12 + Y21)B22(X12 + Y21))
= φ(kX12A22Y21)+ φ(kX12B22Y21)
= φ(kX12A22Y21 + kX12B22Y21)
from which we get that S22 = A22 + B22.
We can now prove our main result.
Proof of Theorem. First we show that φ restricted toF is additive. Let A,B ∈F.
Write A = A11 + A12 + A21 + A22 and B = B11 + B12 + B21 + B22. Then Lem-
mas 3–7 are all used in seeing the equations
φ(A+ B) = φ(A11 + B11 + A12 + B12 + A21 + B21 + A22 + B22)
= φ(A11 + B11)+ φ(A12 + B12)+ φ(A21 + B21)+ φ(A22 + B22)
= φ(A11)+ φ(B11)+ φ(A12)+ φ(B12)+ φ(A21)+ φ(B21)
+ φ(A22)+ φ(B22)
= φ(A)+ φ(B)
hold true.
Now let A,B ∈A and choose S ∈A such that φ(S) = φ(A)+ φ(B). Then for
all X ∈F, since all XSX,XAX,XBX are in F we have that
φ(kXSX) = φ(kXAX)+ φ(kXBX) = φ(kXAX + kXBX)
from which we have that XSX = X(A+ B)X for all X ∈F and hence S = A+ B.
This proves that φ is additive. Since every standard operator algebra on a Banach
space is prime, we can apply a result of Bres˘ar [1, Theorem 3.3] to conclude that φ
is a ring isomorphism or a negative of a ring isomorphism or a ring antiisomorphism
or a negative of a ring antiisomorphism. 
Observe that a k-Jordan triple map is a 2k-Jordan semi-triple map. The following
result is immediate from our theorem.
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Corollary. Let X be a Banach space of dimension > 1 and suppose that A is a
standard operator algebra onX. LetB be an algebra over Q and k ∈ Q be non-zero.
Let φ :A→ B be a bijection satisfying
φ(k(ABC + CBA)) = k(φ(A)φ(B)φ(C)+ φ(C)φ(B)φ(A))
for all A,B,C ∈A.
Then φ is additive. Moreover, φ is a ring isomorphism or a negative of a ring iso-
morphism or a ring antiisomorphism or a negative of an antiisomorphism.
Finally, we remark that the assumption in our theorem and corollary that B is an
algebra over Q is only to make the involved operation sense. In fact, we can only
require that B is a ring which satisfies that kB exists for each B ∈ B. On the other
hand, since there are a lot of bijective multiplicative maps which is not additive of the
real field and the complex field, (for example, the function f (λ) =
{
0, if λ = 0
1
λ
, if λ /= 0
is bijective and multiplicative but not additive), the assumption that dimX > 1 is
necessary.
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