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Abstract—We address the problem of modeling complex target
behavior using a stochastic model that integrates object dy-
namics, statistics gathered from the environment and semantic
knowledge about the scene. The method exploits prior knowledge
to build point-wise polar histograms that provide the ability
to forecast target motion to the most likely paths. Physical
constraints are included in the model through a ray-launching
procedure, while semantic scene segmentation is used to provide
a coarser representation of the most likely crossable areas.
The model is enhanced with statistics extracted from previously
observed trajectories and with nearly-constant velocity dynamics.
Information regarding the target’s destination may also be
included steering the prediction to a predetermined area. Our
experimental results, validated in comparison to actual targets’
trajectories, demonstrate that our approach can be effective in
forecasting objects’ behavior in structured scenes.
I. INTRODUCTION
Technological advances and increasingly accurate prediction
models have allowed to reach high levels of autonomy for all
those agents, such as self-driving cars or robots, which need
to operate in complex environments where there could be un-
predictable behaviors. Short-term predictions are not suitable
in those contexts where there are many targets, because they
typically do not take into account the final destination and the
possible intentions of other agents. Most analyses tend to be
rather unrealistic.
Nevertheless, the targets monitored within urban scenarios
typically follow preferred directions in specific areas providing
precious information that could be exploited, for example, by
visual surveillance systems. Although the prior knowledge on
the monitored scene can be incomplete or inaccurate, it may
provide useful information about the possible actions that a
moving agent may undertake. Such a knowledge can surely
favor the design of long-term path prediction systems that go
beyond predictions of only near future.
The path prediction task has been studied for many years and
has a wealth of applications, such as:
• social robotics: a moving robot needs to estimate the
future actions of the targets around it in order to safely
operate in the same area and to reduce the interference
with human activities.
• visual surveillance and event recognition: ideally we
could predict dangerous activities before they happen.
Fig. 1: The stack of polar histograms for the proposed frame-
work. The predicted velocity value vk is a sample from the
resulting histogram on the right.
• virtual environments: simulate realistic paths for urban
planning and manage emergency situations.
• public spaces mobility: learn how common public areas
(e.g., airport terminals, shopping malls, etc.) are explored
by high density crowds, and use this knowledge to better
design those spaces (e.g., by modifying the number of
floors, the positions of the exits, etc.).
In most practical scenarios all we have to work with is noisy,
or partial, prior information. For this reason, the uncertainty
related to the targets, or to the semantic elements, makes quite
often necessary to use probabilistic models to forecast realistic
paths. Moreover, goals or mid-level goals, are the key element
of the majority of the works on this topic. We show how the
missing information about the target’s destination, exploiting a
limited prior knowledge, may enable to get comparable results
as in the presence of the goal.
Our work aims at predicting the future actions of agents
moving in a crowded scene. Here our focus is to model the
interactions between the target and the scene (i.e., human-
scene interactions).The main contributions of this paper are:
1) a fine-level model to forecast realistic paths for different
types of targets, 2) the integration of semantic elements and
a probabilistic dynamic model. The proposed model shows
robust features that make it also suitable for a real-time coarse
path prediction.
The paper is organized as follows. In Section 2, we summarize
the main recent works on this topic. Section 3 describes
in details the elements of our framework. In Section 4, we
investigate the accuracy of path prediction with experimental
results, both qualitative and quantitative. Finally, we present
conclusions in Section 5.
II. RELATED WORK
Our model leverages trajectory data gathered from the
analyzed scene and therefore it falls within the broad area
of trajectory-based activity analysis models [1], [2], [3].
Many other lines of research aim at resolving a similar
task from different perspectives. For example, in activity
recognition [4], [5], [2] the objective is to localize and label
agents’ actions in the observed scene. Those activities may be
very different and may span from individual actions, such as
pedestrians walking in the scene [4], or speaking on the phone
[5], to complex activities involving groups of people [6], [7].
Among all the approach for temporal modeling of activities,
various filtering methods have been proposed, such as Kalman
and particle filters [8], [9], [10]. In [11], tracking is also used
to identify objects of interest for activity recognition, and in
[4] the two tasks are jointly solved, resulting in a more robust
framework. In motion planning [8], [12], models are built to
guide the path of an agent by leveraging the prior knowledge
about its final goal.
Another interesting line of research involves the discovery
of human-human interactions in crowded environments [13],
[14], [15], which leads to better activity recognition models.
These approaches often account for the human behaviors by
means of “social” forces [16] which may measure internal
motivations of the individuals to perform an action (e.g.,
attraction from possible goals, repulsion from walls, etc.). In
[17], a large dataset of trajectories collected in a train station
is used to learn how to predict the destinations of moving
pedestrians. Other works show also that prior knowledge of
goals yields better human-activity recognition and tracking
[18], [12]. In [19], [20], behaviors and pairwise interactions are
labeled and used to evaluate abnormal or dangerous situations
happening in crowded scenes as busy streets or ports.
Some recent work [21], [22], [23], [24] has focused on
predicting unobserved future actions. Activity prediction (or
forecasting) may not rely on complete observations of the
targets as happens for activity recognition. In [21] the forecast-
ing of trajectory-based human activities is achieved by using
inverse optimal control and semantic scene labeling. Their
approach requires a prior knowledge about the final goal of
the target, and their models are not sensitive to the target class.
An extension of this work can be found in [23], where a large
collection of videos is used to build a model which predicts
the most likely future of generic agents (e.g., a car) in the
scene. This approach also yields a visual “hallucination” of
future likely events on top of the scene. The major drawback
or their approach is that they strongly focus on predicting the
future appearance and shape of the target and their results are
mostly related to a single car-road scenario.
Another interesting approach to the task can be found in
[24], where objects of the scene are regarded as “dark matter”,
emanating an energy that can both attract (e.g., for vending
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Fig. 2: Graphical representation of the dynamic model.
machines) or repulse (e.g., for grass or buildings) the humans
during their activities.
III. THE MODEL
The state vector at discrete time k of a moving target is
Xk = (pk,vk) where pk = (pxk , pyk) and vk = (vxk , vyk)
are position and velocity in 2D. The dynamic model is{
pk = pk−1 + vk−1∆t,
vk ∼ Ψ(vk|vk−1,pk,pgoal),
(1)
where the conditional density Ψ(.) depends on four indepen-
dent factors as
Ψ(vk|vk−1,pk,pgoal) ∝
S(vk|pk) ·O(vk|pk) · V (vk|vk−1) ·G(vk|pk,pgoal),
(2)
where S(vk|pk) is the Semantic pdf that accounts for the
structural knowledge about the scene, O(vk|pk) is the Ob-
servation pdf that carries statistical knowledge from previ-
ously observed trajectories, V (vk|vk−1) is the Velocity pdf
that models the intrinsic evolution of the objects’ velocity
and G(vk|pk,pgoal) is the Goal pdf that steers the velocity
towards a possible desired destination. The model is depicted
in Fig. 2 and each factor will be described in more detail in
the following. The velocity generative model Ψ and its factors
are discrete versions of their continuous counterparts and are
described by polar histograms (PHs). More specifically, at
each pixel position p, known previous velocity vk−1 and goal
position pgoal,
Ψ(ρi, θj |vk−1,p,pgoal) ∝
S(ρi, θj |p)O(ρi, θj |p)V (ρi, θj |vk−1)G(ρi, θj |p,pgoal),
(3)
(ρi, θj) = (∆ρ(i − 1), 2piM (j − 1)), i = 1...N + 1; j = 1...M .
We fix ∆ρ to ρmax/N . Our model takes also into account the
possibility of the target to stop moving. The velocity factorized
model is depicted as the set of the four polar histograms in Fig.
1 with (N,M) = (5, 16), and in Fig. 4 for (N,M) = (4, 8).
A. Semantic PH
The purpose of the Semantic factor is twofold: (a) to avoid
that the target impacts on the obstacles; (b) to measure the
probability that certain areas are more likely to be crossed then
others. For example, in a top-down view, pedestrians, bikers,
cars cannot certainly go through buildings or obstructions. At
the same time they are more likely to cross sidewalks, bike
paths and streets, respectively. Therefore, given an object class,
after a semantic analysis of the scene, we can predetermine
how likely it is that certain areas will be crossed.
The first step in the obtaining a Semantic PH is to assign
to each pixel p a class label. The alphabet could be C =
{sidewalk, road, roundabout, grass, tree, building, obstacle}
with a “desirability” value assigned to each element
D = {dsid, droa, drou, dgra, dtre, dbui, dobs} with 0 ≤ d. ≤ 1.
For example dobs = dtre = 0, because no trajectory can
cross an obstacle or a tree; for a biker droa > dsid > dgra,
meaning that a biker is more likely to ride on a road than
on a sidewalk, or on grass. The values on set D can be
estimated by segmenting images and by counting the number
of trajectories that cross that type of region in a given context
and for a given object class. In the following, for a biker
of the first scenario (see Section IV), we have estimated
D = {0.0576, 0.9391, 0, 0.0034, 0, 0, 0}. Figure 5c shows an
example of a desirability map D(p), where targets labeled as
bikers, prefer to move on streets more than on sidewalks.
The semantic PH is obtained by quantizing S(v|p), which
is how the next velocity vector is likely to behave at a given
pixel position p as a consequence of the semantic map that
surrounds it. The function is estimated by means of a sort of
ray-launching procedure as shown in Fig. 3. Assuming that
a maximum speed is set to |v|max, the maximum reachable
radius is ρmax = |v|max∆t. If a beam is launched in each
direction θ, i.e., a target moves along that ray, we want to
measure cumulatively the difficulty to cross the different areas
by using our desirability map. We define first a resistivity map
R(p) = 1−D(p) and estimate at each p the integral on ray
paths that starts from p and travels radially up to ρ
z(ρ, θ;p) = min(1,
∫ ρ
0
R(r, θ;p)dr), 0 < ρ < ρmax. (4)
Here R(r, θ;p) is the resistivity map expressed in polar
coordinated with origin in p. The notation min(1, .) expresses
the saturation effect (to one) that we have when we hit
obstacles, or cross very undesirable areas: at locations where
z(ρ, θ;p) = 1 the ray cannot arrive; similarly the paths to
the locations where z(ρ, θ;p) ' 0 are relatively free. This is
translated in a semantic polar distribution as
S(ρ, θ|p) ∝ 1− z(ρ, θ;p). (5)
The Semantic histogram is obtained by using a finite number
of directions θ, quantizing ρ and normalizing the result.
B. Observation PH
The Observation PH contains the velocity statistics extracted
from the trajectories in the training set. At each pixel location
p we count the number of times a velocity vector happens for
Fig. 3: Illustration of the ray-launching procedure. We imagine
a laser shooting in several directions. The ray stops when
obstacles (non-crossable semantic classes), or the maximum
possible displacement from the initial position, are reached.
each (ρ, θ). To better condition the statistics we use a weighted
sum of the statistics from the neighboring pixels:
O(v|p) =
N∑
i=0
wDiO(v|pi), wDi = (1− r)Di (6)
where N is the number of adjacent pixels, r is fixed to 0.8
and Di is distance from the adjacent pixel.
In the regions where no trajectories are present, we assume
a uniform distribution.
C. Velocity PH
In this work, a nearly-constant velocity model is used. This
is justified by the fact that it is highly unlikely that a target
changes suddenly its own direction and it is generally inclined
to keep its previous velocity. In other words, the velocity at
the step k can be viewed as a noisy version of the velocity
at the step k− 1. Making a classical Gaussian assumption we
have
V (vk|vk−1) ∼ N (vk;vk−1, σ2I2). (7)
The variance σ is one of the free parameters for our frame-
work. The histogram for the velocity vector in polar coor-
dinates, for accurate quantization, is computed (numerically)
evaluating the integral
V (ρi, θj |vxk−1 , vyk−1) =∫∫
Ωi,j
ρ
2piσ2 e
− (ρcosθ−vxk−1 )
2+(ρsinθ−vyk−1 )
2
2σ2 dρ dθ
(8)
where Ωi,j = {(ρ, θ) : ρi ≤ ρ ≤ ρi+1, θj ≤ θ ≤ θj+1}, i =
1, ..., N + 1; j = 1, ...,M .
D. Goal PH
The goal, if known, is taken into account with a further
distribution, G(vk|pk,pgoal), where pgoal is the goal position.
We use a von Mises distribution with mean θg = ∠(pk,pgoal),
i.e., the angle between the two vectors representing the target
Fig. 4: The first line shows an example of the four polar
histograms of our framework which represent the semantic,
the observations, the gaussian velocity and the goal direction.
The second line shows the resulting polar histogram. The vmax
value is extracted as the maximum speed of the trajectories of
the training set.
and the goal positions. This distribution gives a nice approxi-
mation of a wrapped normal distribution around the circle. The
distribution does not depend on ρ and its quantized histogram
is obtained by computing (numerically) the integral
G(θi|θg, κ) = 1
Z
θi+∆θ∫
θi−∆θ
eκcos(θ−θg)
2piI0(κ)
dθ, i = 1, ...,M. (9)
where Z is a normalization factor, I0(κ) is the modified
Bessel function of zero order and κ is the concentration
parameter.
E. Fusing the histograms and selecting the paths
The resulting polar histogram is calculated as the nor-
malized product of the four histograms described above and
depicted in Fig. 1 and Fig. 4. Different paths are generated by
sampling from the final histogram.
To remove spurious occurrences, our final set of trajectories
is obtained from a further selection phase. Using previously
measured trajectories, we compute also a Popularity map. For
each pixel of a known scene, we compute from a training set,
the number of times trajectories cross it. For each generated
trajectory then we compute the cumulated popularity score by
summing all popularity values of the crossed pixels. Only the
most popular trajectories are retained.
IV. EXPERIMENTS
For our experiments we use a new dataset of urban scenes
introduced in [25]. The dataset provides a rich set of trajec-
tories of different targets’ classes (pedestrians, bikers, etc.),
along with semantic annotations of the scenes (the following
10 classes are used: road, roundabout, sidewalk, grass, tree,
bench, building, bike rack, parking lot, background). As a
proof-of-concept, we focus our attention on three complex
urban scenarios drawn by the dataset, depicted in Fig. 5a.
In this work we reduce some semantic classes to a generic
(a) Scenarios
(b) Semantic Map (c) Desirability Map
(d) Heat Map
Fig. 5: The figure shows (a) the three selected scenarios of
the dataset, and for the first scenario (b) the corresponding
semantic map, (c) the desirability map for the target class
biker, (d) the heat map, with the destination information, for
a ground-truth (in green). The considered semantic classes
are: sidewalk, road, roundabout, grass, tree, building and
obstacle.The desirability map represents the base for the ray-
launching procedure that takes into account the number of
trajectories that cross each semantic class.
semantic class, labeled as obstacle, since they do not impact
on the chosen scenarios.
Our approach requires to compare trajectories of different
length, therefore we use the modified Hausdorff distance
(MHD) [26] as a metric of distance between the generated
trajectories and the ground truth. For our experiments, the
process of path generation is stopped when the target reaches
a fixed-size area around the goal of 3x3 pixels, or when it
reaches one of the (manually-annotated) exits. Moreover, in
this work we focus on bikers trajectories, but ideally we could
analyze any kind of moving targets, such as pedestrians, cars,
skaters, etc.
To initialize the prediction process, we pick both starting and
(a) 4 directions (b) 8 directions
(c) 12 directions (d) 16 directions
Fig. 6: Qualitative experiments showing the heat maps of
the predicted trajectories at different resolutions (i.e., the
number of directions) for a selected ground-truth. We have
considered all the available elements, including the direction
of the goal. The parameters σ and κ have been set to 0.45 and
2, respectively. In green, the ground-truth trajectory is shown.
Resolution Mean Error (MHD)
4 21.4567
8 9.2942
12 6.2889
16 4.1391
TABLE I: This table shows the mean errors (MHD) of the
most popular trajectories depicted in Fig.6 with respect to the
selected ground-truth.
final points (if the goal is known) from a randomly-selected
trajectory of the test set. At the first step, the V distribution
is initialized with a uniform distribution since we suppose to
know the initial position, but not the target’s velocity. In this
manner, the velocity acquired by the target, at the next step,
will depend only on the semantic and statistics data, and on
the goal, if known.
A. Qualitative experiments
Fig 6 shows the predicted paths varying the number of
directions, assuming to know the goal. Four directions are
not enough for a rich description of movements. Increasing
the number of directions, the generated trajectories are close
enough to the ground-truth path. Those results are confirmed
in the Table I. We maintain fixed the number of directions to
16 for all the experiments.
B. Quantitative experiments
When the goal is not known, we compare our approach
with two baselines: a random walk and a constant velocity
model. We have used the 80% of the dataset as training set
and the rest as test set. In order to have a fair comparison,
N = # of trajectories
Mean Error (MHD) 10 20 30 40 50
Random Walk 55.1976 53.7375 58.6903 33.1718 37.7118
CV Model 48.6914 31.3831 44.5100 63.1029 45.1445
Ours 29.5719 25.9621 25.1530 24.8934 24.6881
TABLE II: Mean Error (MHD) to evaluate the accuracy
parameter. The value has been also reported for two baselines:
a random walk and a constant velocity model.
we store 100 trajectories generated by both baselines and our
approach, and we evaluate the accuracy in terms of average
error with the MHD metric. In particular, we compare a subset
of all the ground truth paths originating within a 5x5 pixels
region around the starting point, and the N most popular
paths (the popularity is evaluated in the way described in
Sec. III-E) drawn from both baselines and our framework. For
each ground truth path we calculate the mean error for all the
paths, and then we average all those errors to obtain a single
accuracy number. As shown in Tab. II, we easily verify that
our framework outperforms the baselines.
C. Precision and accuracy evaluation
We also propose another evaluation, where 6 representative
trajectories (depicted in Fig. 7a) have been picked from the
ground truth and compared against all the predicted paths.
Each generated path is associated with the closest of the
6 trajectories, and we build an histogram by counting the
associations. The numerical results, for the first scenario,
shown in Table III, confirm that our framework uniformly
distributes the generated paths on all the chosen trajectories,
except for trajectory T4 that is never matched due to its
atypical behavior.
Table IV shows the mean errors (MHD) evaluated with
respect to a selected ground-truth when one or more elements
are removed from the framework. To calculate the mean error,
in this case we considered all the 100 trajectories generated
by our framework. As expected, the predicted trajectories
are mainly influenced by the final destination. However, the
observed trajectories provide an effective prior knowledge to
predict the real trajectory of the selected target when the goal
is not known.
Finally, in Fig. 8, we report the error we get by selecting
different values of σ and κ for a number of ground-truths of
the three scenarios. We assume here to know the goal. As
shown, lower values of σ do not allow the target to reach its
final destination while intermediate values of the concentration
parameter κ (2 and 4) reduce the error curves compared to the
other values.
V. CONCLUSION
In this paper we have focused on complex human-scene
interactions that are learned from trajectory data of the scene
and leveraged to forecast plausible paths of a target in urban
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Fig. 7: The figure shows (a) the trajectories drawn from the
scenarios with the same starting area, (b) some of the most
popular generated paths.
N = # of trajectories
Observed trajectory 10 20 30 40 50
T1 20% 15% 16.66% 15% 12%
T2 20% 20% 23.34% 22.5% 24%
T3 30% 25% 20% 20% 20%
T4 0% 0% 0% 0% 0%
T5 20% 15% 13.34% 20% 18%
T6 10% 25% 26.66% 22.5% 26%
TABLE III: Percentage of the generated trajectories which are
closest to the observed trajectories shown in Fig. 7a related to
the first scenario.
Elements Mean Error (MHD) Elements Mean Error (MHD)
All 2.0456 All-{O,V } 3.5639
All-O 13.5971 All-{O,G} 29.3877
All-V 3.4109 All-{V ,G} 24.6377
All-G 9.5532
TABLE IV: Mean errors (MHD) for a selected ground-truth
of the first scenario when some elements are removed. The
parameters σ and κ have been set to 0.45 and 2, respectively.
Fig. 8: This figure shows the mean errors (MHD) with different
values of σ and κ with respect to a randomly selected ground-
truth. For higher values of σ, the V distribution does not affect
the error since it tends to be a uniform distribution.
scenarios. The next steps are to focus on a macro-pixel
approach rather than a per-pixel approach, and mainly on the
interactions between targets (i.e., human-human interactions).
In our opinion the joint estimation of these two types of
interactions is the key to build a system that is able to forecast
realistic paths, given only the starting point and the scene
statistics. Another interesting line of research involves the
transfer of the information gathered from a scene to other
“similar” scenes in terms of semantics: the idea here is to
investigate how general behaviors (as for instance the way
humans move on sidewalks or near roundabouts) can be
transfered to new unseen scenes (e.g., scenes for which we
do not have any trajectory data at our disposal).
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