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Abstract In this paper, the applicability of the subspace-based blind adaptive algorithm in
multiple access ultra-wideband systems is investigated. However, in the multiuser transmis-
sion environment, multiple access interference becomes a serious issue and results in the
degradation of system performance. In order to overcome this shortcoming, we propose a
novel and low complexity decision mechanism, termed the decision timing instant (DTI). A
major advantage of the DTI algorithm is that it admits an adaptive implementation with low
computational complexity instead of singular value decomposition. In the present paper, we
exploit the joint blind multiuser detection in UWB systems, a combined scheme is proposed,
which couples the minimum-mean-square-error and the DTI subspace tracking algorithm
under UWB time-variant channels. Simulation results show that DTI is able to fast and pre-
cisely trace the variation of the channel environment and to improve the performance of the
blind adaptive multiuser detection with a subspace approach over time-varying channels.
Keywords Blind multiuser detection · Multiple access interference ·
Decision timing instant · Minimum-mean-square-error · Ultra-wideband system
1 Introduction
Ultra-wideband (UWB) technology is currently regarded as an attractive solution for many
wireless applications where high resolution, reduced interference, and propagation around
obstacles are challenging [1–3]. Also, the research of UWB systems has recently attracted
a significant interest in both the academic and industrial community [1–3]. It utilizes ultra-
short pulse shapes transmitted at a very low power spectral density (PSD) in compliance
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to the Federal Communications Commission (FCC) rules that defined UWB signals with a
fractional bandwidth greater than or equal to 0.2 of the center frequency or a bandwidth of
at least 500 MHz [4]. In recent years, much research work has been devoted to accelerating
the acquisition process of UWB signals. Based on different algorithmic approaches, several
fast acquisition techniques were proposed [5–10]. However, the complexity aspect was gen-
erally less emphasized than the algorithmic one. Indeed, the correlations are computed in
the time domain and acquisition systems are fed by stream processing, sample by sample,
irrespective of the search strategy [4]. The corresponding architectures are thus not optimal
and may require relatively long processing times under challenging conditions, e.g., inside
an underground mine gallery, a peculiar, harsh and infrequently studied environment [1,11]
where line-of- sight (LOS) ranging applications are highly desirable for safety and efficiency
purposes. However, UWB technology, as a physical support with excellent temporal reso-
lution, is very promising for such applications [12]. With on-going widespread deployment
of the UWB communication systems, reliable signal detection is desirable. Most existing
approaches employ correlators to correlate the received signal with a template signal [13].
This technique appears very powerful, but not so satisfactory in a multipath and multiple
access channels. Therefore, both of the unknown multiple access interference (MAI) and the
multipath distortion need to be mitigated.
Recent works have focused on obtaining low-complexity algorithms for rapid timing
acquisition by making use of coarse bin search and exploiting coded beacon sequences in
conjunction with a correlator bank or subspace-based spectral estimation [14,15]. Reference
[16,17] proposes a semi-blind synchronization scheme based on maximum-likelihood (ML)
techniques to recover symbol and frame timing. Semi-blind schemes combine the methods of
channel and timing acquisition based on pilot symbols and blind channel and timing acqui-
sition derived directly from the data conveying signal. However, each of these approaches
requires one or more of the following assumptions: multipath is absent; time-hopping (TH)
codes are slow or even absent; the multipath channel is known; and the system can afford the
prohibitive complexity of exhaustively searching over thousands of bins (chips). Evidently,
timing algorithms based on these assumptions are impractical for most realistic UWB set-
tings. In addition, the estimation of the time-of arrival (TOA) is a particular case of a timing
acquisition problem whose maximum likelihood (ML) solution is known [18] but has strong
practical limitations due to the requirement of very high sampling rates and complexity.
Although there are different ML approaches that manage to reduce complexity considerably
[19], there still exist practical limitations for their use in positioning applications. Efforts have
been steered towards less complex solutions, yet aiming at near optimum performance. Most
of them are based on time domain approaches. Under the assumption of known undistorted
received pulses, optimal correlation-based TOA estimators [20] and a simplified version of the
generalized ML criterion [13] are known. Also, energy based TOA estimation schemes have
received considerable attention as a viable alternative to correlation-based methods [21,22]
due to their reduced complexity implementation at sub-Nyquist sampling rates. Indeed, they
do not require expensive pulse-shape estimation algorithms and represent a good solution for
low power and low-complexity systems at the expense of ranging accuracy. Hence, In order
to achieve a low-complexity receiver, an UWB computationally-efficient acquisition system
showing explicit design characteristics that offer greatly improved computational cost and
acquisition time was proposed in this paper.
In this paper, we evaluate the performance of this new UWB fast acquisition system
suggested for ranging over this peculiar time-varying channel. For the TH-UWB systems, the
main focus of our work is on the study of the miltiuser detection. In the multiuser transmission
environment, MAI becomes a serious issue and results in the degradation of the system
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performance. To efficiently suppress MAI, a subspace-based blind adaptive linear detector
which was first proposed by Poor [23] is chosen. Besides, since the UWB systems are mainly
operated in an indoor environment, it also causes serious inter-symbol interference (ISI).
Moreover, we consider a mobile UWB transceiver. Changing of the transmission position
will sometimes suffer the transition of the channel models because of different transmission
distance or characteristics, for example, from CM1 to CM4. However, a subspace-based blind
adaptive linear detector proposed by H. V. Poor is highly sensitive to the sudden change of the
channel environment over a time-varying channel, eventually results in large performance
degradation and a slow convergence speed to steady state, as illustrated in simulation results.
It is because the subspace tacking algorithm is not update the signal subspace components
rapidly under the changing environment. In order to overcome this shortcoming, we propose
a low complexity decision mechanism, termed the decision timing instant (DTI) [24]. The
proposed DTI method is mainly designed to accurately detect the change of the channel
environment over a time-varying channel. In following sections, we will introduce the design
theorem of the DTI method, and then the combination of DTI method and subspace-based
blind adaptive linear detector for TH-UWB systems is investigated as well. The remainder of
this paper is organized as follows. In Sect. 2, the system model is given. Section 3 details the
proposed UWB fast acquisition system with its implementation issues, followed by Sect. 4
that provides simulation results, and finally Sect. 5 concludes the paper.
2 UWB Multipath Channel Model
The overall system model is shown in Fig. 1. For the evaluation of the performance, we
require an accurate model for the UWB propagation channel. The IEEE 802.15.3a standard
UWB channel model which is based on a number of indoor channel measurements in the
2–8 GHz band and modified from the traditional Saleh–Valenzuela model [25] is considered
here. This model is similar to the Saleh–Valenzuela (S–V) model with the channel coefficients
that is log-normal distribution instead of Rayleigh distribution. In addition, the independent
fading is assumed for each cluster as well as each ray within the cluster. We assume that the






αq, jδ(t − Tj − τq, j ) =
L∑
l=1
h˜lδ(t − τl) (1)
where {αq, j } is the multipath gain coefficient, {Tj } is the delay of the j th cluster, {τq, j } is
the delay of the qth multipath component (ray) relative to the j th cluster arrival time (Tj ).
h˜l is the gain coefficient of the lth multipath, and τl is the delay of the lth multipath. By
definition, we have τ0, j = 0. The distribution of the cluster arrival time and the ray arrival





) =  exp [− (Tj − Tj−1
)]





) = λ exp [−λ (τq, j − τ(q−1), j
)]
, q > 0 (2)
where  is the cluster arrival rate and λ is the ray arrival rate. The channel coefficients are
defined as follows [27,28]:
αq, j = pq, jβ ′q, j , (3)
where pq, j is a random equi-probable ±1 and β ′q, j is the log-normal distributed fading
component, i.e. 20 log10(β ′q, j ) ∝ Normal(μq, j , σ 2). The expectation value, μq, j , is
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Fig. 1 The receiver structure for decision timing instant
μq, j = 10 ln(	0) − 10Tj/




where 	0 is the mean energy of the first path of the first cluster. 
 and γ are the cluster decay







e−τq, j /γ , (5)
There are four different kinds of cases of the modified S–V model that correspond with
different channel conditions as described in Table 1. NP10dB is the number of paths within
10 dB of the strongest path. NP (85%) gives the number of paths containing 85 % of the
total multipath energy. The channel coefficients are normalized as
∑L
l=1 h˜2l = 1 in order to
remove the path loss factor from consideration.
UWB radios are seen as promising candidates for adoption for high data rate communi-
cations, mainly due to their large transmission bandwidth, defined by the FCC to be either at
least 500 MHz, or more than 20 % of their center frequency. We consider a binary phase-shift
keyed (BPSK) random time-hopping impulse-radio (TH-IR) system where the transmitted
signal from user k in a K -user setting is represented by the following general model:
s
(k)








t − nTs − mT f − c(k)m Tc
)
(6)
where w(t) is the transmitted UWB pulse with unit energy, which is usually referred to as the
monocycle. Ak is the amplitude of user k, T f is the average pulse repetition time(also called
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Table 1 The IEEE UWB Channel Characteristic [25]
Target channel Characteristics CM 1a CM 2b CM 3c CM 4d
Distance (m) 0–4 0–4 4–10
(Non-) Line-of-sight LOS NLOS NLOS NLOS
Mean excess delay (ns) (τm ) 5.05 10.38 14.18
RMS delay (ns) (τrms ) 5.28 8.03 14.28 25
NP10dB 35
NP(85 %) 24 36.1 61.54 122.8
a This model is based on LOS (0–4 m) channel measurements
b This model is based on NLOS (0–4 m) channel measurements
c This model is based on NLOS (4–10 m) channel measurements and NLOS measurements
d This model is generated to fit a 25 nsec RMS delay spread to represent an extreme NLOS multipath channel
the “frame” time), N f is the number of pulses representing one information symbol of length
Ts , and bk ∈ {+1,−1} is the information symbol transmitted by user k. In order to allow







is assigned to each user, where c(k)m ∈ {0, 1, . . . , Nc − 1} with equal
probability, and c(k)m and c(q)p are independent for (k, m) = (q, p). This TH sequence provides
an additional time shift of c(k)m Tc seconds to the mth pulse of the kth user where Tc is the
chip time and is chosen to satisfy Tc ≤ T f /Nc in order to avoid interpulse interference (IPI).
Without loss of generality, T f = NcTc is assumed throughout the paper. Random polarity
codes dk(m) are binary random variables taking values {±1} with equal probability and
dk(m) and dq(p) are independent for (k, m) = (q, p). With a modification of the definition
proposed by Fishler and Poor [29], we redefine a sequence {sk(m)} as follows
sk(m) =
{
dk(m/Nc	), m − Nc(m/Nc	) = c(k)m/Nc	
0, otherwise
(7)
where ·	 denotes the integer part.
The sequence {sk(m)} can be regarded as a chip rate spreading sequence where sk(m) take
the value dk(m/Nc	) whenever a pulse is transmitted and zero otherwise. The transmitted
signal can be rewritten by the following model:
s
(k)






sk(m)w(t − nTs − mTc) (8)
where N ≡ N f Nc
Propagation over an indoor channel has the main effect of introducing multiple delayed and
attenuated replicas of a transmitted pulse, corresponding to the different propagation paths
between transmitter and receiver. To simplify analysis, multipath arrivals are assumed to be




h˜k,lδ(t − (l − 1)Tc) (9)
where h˜k,l and Lk are the channel coefficient of the lth path and the number of paths for user
k. δ(·) is the Dirac delta function. Tc is the minimum resolvable path interval.
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For the purpose of analysis, it is assumed throughout the rest of the thesis that the system




s(k)r x (t) + v(t) (10)
where v(t) is a zero mean white Gaussian noise process with two-sided spectral density
N0/2 and s(k)r x (t), the received continuous signal from the kth user for the UWB system, can
be expressed by

















h˜k,lw(t − nTs − mTc − (l − 1)Tc) (11)
where ∗ denotes convolution.
Instead of first reconstructing the received signal, the received signal r(t) of Eq. (10) is
passed through a linear filter matched to the received pulse w(t), and the output of this filter
is sampled every Tc seconds. The output of chip matched filter is


























h˜k,lδ(t − nTs − mTc − (l − 1)Tc) + v˜(t) (12)
Then, the sample output of the receiver at the j th chip of the i th bit is represented as













h˜k,lδ((i − n)Ts + ( j − m)Tc − (l − 1)Tc) + v˜[ j]
(13)
The N -vector of chip-matched filter output during a symbol duration:










h˜k,lsk,l + v′[i] (14)
where sk,l is the vector representation of the delayed user signature waveform sk(t−(l−1)Tc).
v′[i] = [v˜[1] v˜[2] . . . v˜[N ]]T (N × 1 vector) is the noise vector corresponding to the i th bit.
The vector form of the lr th finger of the Rake receiver is
ylr [i] = [z[lr ] z[lr + 1] . . . z[N + lr − 1]]T(N×1) (15)
In this paper, we assume that the maximum delay spread is within one symbol duration.
Hence, for the lr th finger, Eq. (15) can be reformulated as the following matrix form:
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ylr [i] = A1b1(i)s˜1h1 + I S I + M AI + AW G N (16)
where




Akbk(i − 1)s˜−k hk + Akbk(i)s˜khk + Akbk(i + 1)s˜+k hk








sk(N ) 0 · · · · · · 0









, lr = 1, . . . , L




sk(lr ) · · · sk(N ) 0 · · · 0
sk(lr − 1) · · · sk(N ) 0
...
...
. . . 0
sk(1) · · · sk(N )








, lr = 1, . . . , L





















, lr = 1, . . . , L
(N × L matrix) are the signature.
hk = [h˜k,1 . . . h˜k,Lk ] (L × 1 vector) is the vector of channel coefficient for kth user.
v[i] = [v˜[lr ] v˜[2] . . . v˜[N + lr − 1]
]T (N × 1 vector)
In Eq. (16), the first term contains the i th dit of the user 1; the second term contains the
ISI from the (i−1)th and (i + 1)th bits of the user 1; the third term contains the MAI from
other users, and the last term is the ambient channel noise. We can rewrite ylr [i] in a compact
form as
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ylr [i] = S˜−HA︸ ︷︷ ︸
G˜−lr
b(i − 1) + S˜HA︸︷︷︸
G˜lr
b(i) + S˜+HA︸ ︷︷ ︸
G˜+lr













⎦ + v[i] = Glr B + v[i] (17)
where S˜− = [s˜−1 . . . s˜−K
] (N × K L matrix), S˜ = [s˜1 . . . s˜K
] (N × K L matrix),
S˜+ = [s˜+1 . . . s˜+K
]
(N × K L matrix), H = diag {h1 . . . hK } (K L × K matrix), A =





(N × 3K matrix), and B = [b(i − 1) b(i) b(i + 1)]T (3K × 1 matrix). The
output of lr th finger is passed through a linear multiuser detector w1,lr for the 1th user’s data,
we have
Ylr [i] = wT1,lr ylr [i] (18)




’s are individually weighted and then combined by a linear




h˜1,lr Ylr [i] (19)
where h˜1,lr is the weight of the lr th finger for the user 1. Then, the output of the decision
device of desired user is
bˆ1(i) = sgn(b˜1(i)) (20)
3 Subspace Concept for UWB Systems
3.1 Subspace Concept
We assume that the additive noise is white and independent of the user signal. From Eq. (17),
the N × N autocorrelation matrix which is obtained from the lr th finger of the Rake receiver







= Glr GTlr + σ 2IN (21)
where E [·] denotes the mathematical expectation. Let λ j and u j ( j = 1, 2, . . . , N ) be the
eigenvalues and corresponding eigenvectors of Clr . Obviously, it is reasonable to assume
that u j ( j = 1, 2, . . . , N ) are linearly independent and all the eigenvalues have following
property [31]
λ j > σ 2 for j = 1, . . ., K
λ j = σ 2 for j = K + 1, . . ., N (22)
The dominant eigenpairs (λ j , u j ) for j = 1, …,K are termed as the signal eigenvalues and
signal eigenvectors while (λ j , u j ) for j = K +1, …, N are referred to as the noise eigenvalues
and noise eigenvectors. Let
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which are defined as the signal and noise subspace, respectively. Since Clr is symmetric and
nonnegative definite, we have

















; s,lr =diag (λ1,. . . ,λK ) and n,lr
= diag (σ 2,. . . ,σ 2). Here, Us,lr and Un,lr are only linear independent. It should be noted











It is easy to verify that Us,lr and S have the same column span, i.e., range(Us,lr ) = range(S),
and its orthogonal complement, the noise subspace, is spanned by the column vectors of Un,lr
[30,31]. Define the N × N diagonal matrix
0,lr  lr − σ 2IN = diag
(
λ1 − σ 2, . . . , λk − σ 2, 0 . . . , 0
) (26)
form Eqs. (21) to (22) we get
Glr GTlr = Us,lr (s,lr − σ 2IK)UTs,lr = Ulr 0,lr UTlr (27)
3.2 Subspace-Based Linear Multiuser Detectors
Suppose that we are interested in demodulating the data bits of the lr th finger of user 1.
We use d1,lr and m1,lr represent the weight vector of the decorrelating detector and the
minimum-mean-square-error (MMSE) detector, respectively. The linear decorrelating detec-
tor for detecting the i th bit of the user 1 has the form of Eq. (21) with the weight vector
w1,lr = d1,lr such that, in the absence of noise, both the MAI and the ISI are completely
eliminated.
Proposition 1 A linear decorrelating detector for detecting the 1th user’s data bit b1(i) from
the output signal of lr th finger is given by [32]
d1,lr = Us,lr
(
s,lr − σ 2IK
)−1 UTs,lr g1 (28)
where g1 = Glr 1K+1 and 1K+1 is a 3K -vector with all entries zeros except for the K + 1th
entry.
Proposition 2 A linear MMSE detector for detecting the 1th user’s data bit b1(i) from the
output signal of lr th finger is given by [32]
m1,lr = Us,lr −1s,lr UTs,lr g1 (29)
Since the signal subspace components (Us,lr ,s,lr , and σ 2), as well as the composite sig-
nature waveform of the desired user, g1, can be estimated from the received signal, with the
prior knowledge of only the spreading sequence of the desired user.
3.3 Tracking the Signal Subspace
It is seen from the previous section that the linear multiuser detectors are obtained once
the signal subspace components are identified. The classic approach to subspace estimation
is through batch eigenvalue decomposition (ED) of the sample autocorrelation matrix, or
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batch singular value decomposition (SVD) of the data matrix, which is computationally too
expensive for adaptive applications. Modern subspace tracking algorithms are recursive in
nature and update the subspace in a sample-by-sample fashion [31,34]. In this paper, we adopt
the proposed projection approximation subspace tracking (PASTd) algorithm [30,33] for
the blind adaptive multiuser detection application. The advantages of this algorithm include
almost sure global convergence to the signal eigenvectors and eigenvalues, low computational
complexity (O(K )). We next briefly review the PASTd algorithm for tracking the signal





Consider the scalar function
J(W) = E




= tr(Clr ) − 2tr(WT Clr W) + tr(WT Clr WWT W) (30)
with a matrix argument W ∈ N×K (K < N ). It is shown in [31] that
W is a stationary point of J (W) if and only if W = UK ,lr Q, where UK ,lr ∈ N×K
contains any K distinct eigenvectors of Clr and Q ∈ K×K is any unitary matrix.
All stationary points of J (W) are saddle points except when UK ,lr contains the K domi-
nant eigenvectors of Clr . In that case, J (W) attains the global minimum. Therefore, for K =1,
the solution of minimizing J (W) is given by the most dominant eigenvector of Clr . In appli-










The key issue of the PASTd approach is to approximate W(t)T ylr (n) in Eq. (28), the unknown
projection of ylr (n) onto the columns of W(t), by y˜(n) = W(n − 1)T ylr (n), which can be





∥∥ylr (n) − W(t)y˜(n)
∥∥2 (32)
The recursive least squares (RLS) algorithm can then be used to solve for W(t) that minimizes
the exponentially weighted least squares criterion Eq. (32). The signal-to-noise ratio before






















3.4 Design of Decision Timing Instant
The design theorem adopts the statistical design and analysis [24]. The common statistics
calculated are the mean and the variance. Here, we utilize the SIR iteratively to analyze
the statistical property to calculate the mean and variance. The true values for the mean
and variance are called population parameters, μ and σ 2. If the population parameters are
unknown, we can use statistic to estimate the true mean and variance. So the point of taking
a sample and computing a sample mean Mn and a sample variance V 2n are to estimate the
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population mean and population variance, respectively. First of all, the SIR X j we calculate
can be regarded as a random variable. Let X1, X2, . . . , Xn be a sequence of iid (independent












(X j − Mn)2 (35)
Given any population with mean μ and variance σ 2, the sampling distribution of Mn will be
approximately normal with mean Mn and variance V 2n /n when the sample size n is large.
The standard deviation of the distribution of the sample means is equal to Vn/
√
n and is often
called the standard error. This remarkable result is known as the central limit theorem. The
theorem applies to any population with a finite standard deviation regardless of the shape of
the underlying distribution. Using the standard error, we can calculate the likelihood that the
true mean of the population is contained within an interval around the sample mean. This
interval is called the confidence interval [24], and this may be expressed as a percentage or a
decimal. Notice that a confidence interval for an unknown parameter provides both an estimate
of the parameter and a measure of our confidence in that estimate. If X is a random variable
whose probability law depends on an unknown parameter, μ. Given a random sample of X ,
call the sampled values X1, X2, …, Xn , the two statistics L1 and L2 form a 100(1 − α) %
confidence interval for μ:
P (L1 ≤ μ ≤ L2) = 1 − α (36)
where the interval [L1, L2] is confidence interval. The 1 − α is defined as the confidence
level. We suppose that the pdf (probability density function) of Eq. (36) is normal distribution.
We can represent the 100(1 − α) % confidence interval for μ in a diagram as follows:
The orange (or shading) in the distribution indicates the confidence interval. Since the
change of the environment decreases the performance, we only need to consider the lower
bound in Eq. (36), that is to say, the μ of right side is confided. Therefore, we establish
an interval by means of the concept of confidence interval to ensure that the environment
is remain unchanged during the interval. In order to acquire the pdf of SIR, the statistic
distribution in Fig. 12 is plotted. Obviously, the curve can be approximated by Normal
distribution. In Eq. (36), we are concerned with lower limit for the population mean μ since
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the upper limit of SIR is confided. To construct a one-sided confidence interval, we consider
the area in only one tail of a standard Normal distribution. We suppose that the mean unknown.
Therefore,
P (z ≥ Z) = P
(











= P (L1 ≤ μ) (37)




is the zero mean, unit-variance random variable. The lower limit L1 =
Mn − z · σ√n . The (1 − α) × 100 % confidence interval for the mean μ is [Mn − z · σ√n ,∞].
When computing confidence intervals for an unknown population mean μ, we have always
assumed that σ, the population standard deviation, is known. In reality, this is unlikely to be
the case; if μ is unknown, then σ is probably unknown as well. Instead of involving the
normal distribution, however, the analysis depends on a new probability distribution known
as Student’s t distribution [24].




can’t be used anymore. Instead, we use





where Vn is the sample standard deviation in Eq. (35). If X j is normal distribution, j = 1,
…, n, then t has a t distribution with n − 1 (df) degrees of freedom, denoted by tn−1.
The t distribution is very similar to the normal distribution. For large degrees of freedom,
the t distribution and the normal distribution are equal. Figure 13 compares the t distribution
with different “degrees of freedom” to the normal distribution. With 5 degree of freedom,
the t distribution is fairly different from the normal distribution, but for more than about 15
degrees of freedom, they are very similar. Then the (1 − α) × 100 % confidence interval for
μ is defined by the lower (L1) bound:
L1 = Mn − (tn−1) Vn√
n
(39)
where tn−1 is t distribution with n − 1 degrees of freedom. If you don’t have access to
a statistics program, you can find tabulated values of t in most statistics texts [24]. The
(1 − α) × 100 % confidence interval is modified as
[





Finally, we use the simulation result to prove the DTI. However, we notice that a false alarm
will caused in the decision mechanism since the fluctuation of SIR is large from the simulation
results of Fig. 14. Therefore, we must modify our DTI to avoid false alarm. We can modify
the decision mechanism as follows:
Step 1. The concept of moving average is adopted by SIR to prevent fluctuation of perfor-
mance. We have




SI R(i − j) (41)
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Step 2. To prevent the lower bound which is varied with the changed environment. The
lower bound is modified as
L ′1(i) =
L1 + L ′1(i − 1)
2
(42)
where the L ′1 initial value is L1.
With the combination of DTI and subspace-based blind multiuser detection, as shown in
Fig. 1, the changed environment can be efficiently detected. For example, at first the SIR can
be acquired by the subspace-based blind multiuser detection and substitution the SIR into
Eq. (40–42) to determine that if the environment is changed. The environment is assumed to
be changed if the SIR is not exist within interval, therefore, the signal subspace components
are reset and replaced by the new signal subspace which is reacquired by applying a SVD
method.
4 Simulation and Discussion
In the following simulations, we adopt the MRC-Rake receiver with subspace- based blind
adaptive linear MMSE detector over a time-varying channel. The receiver that combinations
the DTI and subspace-based blind multiuser detection is shown in Fig. 1. Some parameters
used in this experiment are as follows: SN Rk = 10 log(Ek/σ 2); the number of pulses
representing one information symbol is N f = 8; the number of chips per frame is Nc = 16;
the number of user is K = 6; the desired user is user 1 and all users have the same transmitted
energy. The signal-to-noise ratio is 20 dB. Assume that the signal is first (i.e. t = 1) transmitted
through the CM1, and then change to CM4 at t = 2,001. Table 2 lists the experimental results
of 1,000 times which are obtained from the method of DTI. In Table 2, the table contains many
states such as miss (not detect), false alarm (t = 1–2,000), and correct detection (t = 2,001–
4,000). Besides, the correct detection also divides into rapid detection (t = 2,001–2,050)
and slow detection (t > 2,051). The data in Table 2 is affected by the parameter, i.e. the
sample size n. The false alarm will decrease when the sample size increase. Apparently, the
probability of decision error can be reduced with n = 30. But when n > 30, the probability
of slow detection is increase. The results exhibit optimal trade-off between detect time and
sample size in Table 2. As noted based on Table 2, the performance trend is sustained, where
the n = 30 outperforms the other consider sample size, regard of the time-varying channel.
We will discuss the results which may be caused by the DTI decision error (t = 1–2,000) or
slowly decision (t > 2, 050).












10 0 0.2 % (1,975) 99.6 % (2,009.1) 0.2 % (2,132)
20 0 0.2 % (1,863) 99.7 % (2,013.3) 0.1 % (2,053)
30 0 0 % 99.9 % (2,017.6) 0.1 % (2,067)
40 0 0 99.8 % (2,021.4) 0.2 % (2,153)
50 0 0 99.8 % (2,025.3) 0.2 % (2,146.5)
ps. (•) is the average of detection timing
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Fig. 2 Performance of the subspace-based blind MMSE detector with EGC-Prake (CM1)
Figure 2 shows the performance of the EGC-Prake under the CM1 with different number
of fingers. We observe that the performance has a significant improve with a number of
10 fingers. With a number of 15 fingers, the performance is close to the EGC-Arake that
receives the total transmitted energy; however, the computation complexity is increased as
well. Hence, there may be a trade-off between the system performance and computation
complexity. The performance analysis of the subspace-based blind MMSE detector with
EGC-Prake under the CM1 that considers the ISI and non-ISI situations is demonstrated in
Fig. 3 Simulation result shows that the influence of ISI can be neglected in LOS (line-of-sight)
since the stronger component of channel gains are collected in the first few paths and therefore
the subsequent paths only have a slight affect in system performance. The performance
comparison of MRC-Arake and EGC-Arake receiver is shown in Fig. 4. We notice that if
the channel coefficient is perfectly estimated, the MRC-Arake receiver can perform a better
performance than EGC-Arake receiver. Nevertheless, for the practical system, it is difficult to
estimate the channel coefficient perfectly and will result in a poor performance of the MRC-
Arake receiver. Therefore, the EGC-Rake receiver which does not need to estimate channel
coefficients is perfected. Figures 5 and 6 show the performance of SIR in NLOS (non-line-
of-sight). Compared with CM1, the simulation results indicate that the system performance
is severely affected by the multipath interference.
Figures 7, 8, 9, 10 and 11 shows the MRC-Rake receiver without considering the DTI
over a time-varying channel. The simulation result illustrates that the performance which is
suffered from a changed environment at t = 2, 001. After t = 2, 001, the SIR need some time
to converge to steady-state. This is because that the subspace tacking algorithm can not update
the signal subspace components rapidly under the suddenly changed environment. Figures
7, 8, 9, 10 and 11 show different SIR under different environment changes, i.e., CM1–CM4,
CM4–CM1, CM1–CM1 (different channel coefficient), CM1–CM2 and CM1–CM3.
Figure 15 shows relationship between SIR of MRC-Rake receiver with DTI and lower
bound for 99 % confidence interval. The gray curve is the SIR of MRC-Rake receiver with
123
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Fig. 3 Performance of the subspace-based blind MMSE detector with EGC-Arake (CM1)

















Fig. 4 Performance comparison of the subspace-based blind MMSE detector with EGC-Arake and MRC-
Arake (CM1)
the DTI; the blue curve is the SIR’ from the modified SIR; the pink curve is the lower bound
L1 of confidence interval; the yellow curve is L ′1 from the modified lower bound L1. The
data plotted is the one-run simulation result. Compare the SIR with L1, we notice that serious
false alarm will caused since the fluctuation of SIR is large. Therefore, we modify the SIR
and L1 to perform the DTI. The SIR’ and L ′1 are modified form the SIR and L1, respectively.
Compare the SIR’ with L ′1, the environment is assumed to be changed if the SIR’ is lower
123
938 H.-L. Hung, C.-H. Cheng


















Fig. 5 Performance of the subspace-based blind MMSE detector with EGC-Prake (CM4)


















Fig. 6 Performance of the subspace-based blind MMSE detector with EGC-Arake (CM4)
than L ′1. Therefore, simulation result shows that the DTI can correctly detect the changing
environment at t = 2, 013 (Figs. 12, 13, 14).
The simulation results of one run are shown in Figs. 15 and 16. Figure 15 indicates the
MRC-Rake receiver without considering the DTI over a time-varying channel. Figure 16
shows the MRC-Rake receiver with the DTI over time-varying channel. Obviously, the per-
formances in Figs. 15 and 16 both have serious fluctuation. Besides, compare Fig. 15 with
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Fig. 7 Performance of the MRC-Rake receiver without considering the decision timing instant over time-
varying channel. The simulation starts (t = 0) in the CM1 channel; at t = 2, 001 in the CM4 channel. The
data plotted is the average over 1,000 runs



















Fig. 8 Performance of the MRC-Rake receiver without considering the decision timing instant over time-
varying channel. The simulation starts (t = 0) in the CM4 channel; at t = 2, 001 in the CM1 channel. The
data plotted is the average over 1,000 runs
Fig. 16, the variation environment can be detected by DTI at t = 2, 013 in Fig. 16. Therefore,
it is obvious that the DTI has a faster convergence speed even through the fluctuation of SIR
is serious.
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Fig. 9 Performance of the MRC-Rake receiver without considering the decision timing instant over time-
varying channel. The simulation starts (t = 0) in the CM1 channel; at t = 2, 001 in the CM1 channel with
different channel coefficients. The data plotted is the average over 1,000 runs



















Fig. 10 Performance of the MRC-Rake receiver without considering the decision timing instant over time-
varying channel. The simulation starts (t = 0) in the CM1 channel; at t = 2,001 in the CM2 channel. The data
plotted is the average over 1,000 runs
From Figs. 15 and 18 indicates the simulation result when a false alarm is occurred, the false
alarm is detected by the DTI at t = 514. Therefore, the system will reset the eigencomponents
and provide new eignecompoments by recollect new 50 data. Notice that the DTI is stops
running while the data are recollecting. At t = 2, 059, the changing environment is still
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Fig. 11 Performance of the MRC-Rake receiver without considering the decision timing instant over time-
varying channel. The simulation starts (t = 0) in the CM1 channel; at t = 2, 001 in the CM3 channel. The
data plotted is the average over 1,000 runs
L

















Lower (1-α )×100% 
confidence limit 
Confidence Intervals 
Fig. 12 Histogram from the SIR
detected by the DTI. Hence, we conclude that the false detect has no effect on system
performance due to the new eigencomponents are acquired from the original environment.
Figures 19, 21 and 22 demonstrate the benefit of the DTI which can offer a rapidly convergence
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Fig. 13 Standard normal distribution and Student’s t distribution

















CM1 ---> CM4 (n=30, 99%, z=2.457)






Fig. 14 Plot the 99 % confidence interval (pink curve). The gray curve is the simulation result of MRC-Rake
receiver without considering the decision timing instant over time-varying channel. The simulation starts
(t = 0) in the CM1 channel; at t = 2, 001 in the CM4 channel. The data plotted is the one-run simulation
result. (Color figure online)
speed and decrease the loss of symbols. To pay attention to Fig. 22, as compare with Figs. 19,
20 and 21, the system which is suffered by a serious variation in transmission environment
can perform a significant improvement (Fig. 17).
5 Concluding Summary and Discussion
In this paper, we proposed blind multiuser methods based on DTI and MMSE procedures.
Our novel multiuser detector matched to the DTI has great potential for deployment in future
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Fig. 15 Relationship between SIR of MRC-Rake receiver with DTI and lower bound for 99 % confidence
interval. The simulation starts (t = 0) in the CM1 channel; at t = 2, 001 in the CM4 channel (n = 30). The
data plotted is the one-run simulation result (timing = 2,013)















The receiver without decision timing instant
Fig. 16 Performance of the MRC-Rake receiver without the decision timing instant over time-varying channel.
The simulation starts (t = 0) in the CM1 channel; at t = 2, 001 in the CM4 channel. The data plotted is the
one-run simulation result
generation systems. Furthermore, a major advantage of the DTI algorithm is that it admits
an adaptive implementation with low computational complexity instead of SVD. In addition,
simulations and comparisons confirm that the proposed approach is superior to [23], the main
difference is that we adopt a Rake receiver scheme to combat against the multipath fading
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CM1 --> CM4 (n=30, 99%, z=2.457)
The receuver with decision timing instant
Fig. 17 Performance of the MRC-Rake receiver with the decision timing instant over time-varying channel.
The simulation starts (t = 0) in the CM1 channel; at t = 2, 001 in the CM4 channel. The data plotted is the






Fig. 18 Illustration of the false alarm being occurred (timing = 514). The simulation starts (t = 0) in the
CM1 channel; at t = 2,001 in the CM4 channel (n = 10). The data plotted is the one-run simulation result
channel. In general, Rake receiver performs better than MMSE methods. But they require
higher complexity and their performance degrades more rapidly with increase of total number
of users. If complexity is a major concern in real applications, DTI are good choices because
of their relatively low complexity and highly tolerable to number of simultaneous users.
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The receiver without decision timing instant
The receiver with decision timing instant
Fig. 19 Performance of the MRC-Rake receiver over time-varying channel. The simulation starts (t = 0) in
the CM1 channel; at t = 2,001 in the CM1 channel with different channel coefficients (n = 30). The data
plotted is the average over 1,000 runs


















The receiver without decision timing instant
The receiver with decision timing instant
Fig. 20 Performance of the MRC-Rake receiver over time-varying channel. The simulation starts (t = 0) in
the CM1 channel; at t = 2,001 in the CM2 channel (n = 30). The data plotted is the average over 1,000 runs
Simulation results that the performance is improved by increasing the number of fingers
of a Rake receiver, because more transmitted energy can be captured. Besides, compared
the simulation results of CM1 with CM4, we find that the system performance in CM4 is
much worse than that in CM1 due to the serious multipath interference. Another important
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The receiver without decision timing instant
The receiver with decision timing instant
Fig. 21 Performance of the MRC-Rake receiver over time-varying channel. The simulation starts (t = 0) in
the CM1 channel; at t = 2,001 in the CM3 channel (n = 30). The data plotted is the average over 1,000 runs


















The receiver without decision timing instant
The receiver with decision timing instant
Fig. 22 Performance of the MRC-Rake receiver over time-varying channel. The simulation starts (t = 0) in
the CM1 channel; at t = 2,001 in the CM4 channel (n = 30). The data plotted is the average over 1,000 runs
implementation advantage is that results demonstrate the fast tracking capability and high
steady-state estimation accuracy of the proposed algorithm in both the time-invariant and
time-variant environments.
Moreover, this paper presents with changing the transmission positions rapidly, it is equiv-
alent to suffer the transition of the channel models, due to the different transmission distances
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or characteristics. It results in large performance degradation and a slow convergence speed
to the steady state. We demonstrated that the proposed DTI method is able to detect the vari-
ation of channel environment fast and precisely, therefore, it can improve both the system
performance and the efficiency of convergence speed. In fact, the DTI method can be applied
not only to UWB system but also to any other systems (for example: mobile systems, DAB,
DVB) which require to detect the sudden change of the environment. These interesting topics
will be further investigated in the future.
Open Access This article is distributed under the terms of the Creative Commons Attribution License which
permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source
are credited.
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