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En este artículo se describe la extensión de los 
sistemas clásicos de control basados en imagen para 
la utilización de momentos invariantes. La aplicación 
de estos momentos permite obtener propiedades 
interesantes como puede ser la linealidad de la 
matriz de interacción así como trayectorias más 
adecuadas obtenidas a partir de información visual 
que puede obtenerse fácilmente de cualquier objeto 
que se encuentre en el espacio de trabajo. Se muestra 
la aplicación de estos sistemas para el seguimiento 
de patrones así como de objetos reales de los cuales 
no puede extraerse puntos característicos. 
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En control visual basado en imagen [4], el 
comportamiento de las características en la imagen es 
generalmente satisfactorio. Sin embargo, la 
trayectoria del robot en el espacio 3D es bastante 
impredecible y, en muchos casos inadecuada para 
grandes desplazamientos rotacionales [1]. Estas 
diferencias entre la evolución en la imagen y en el 
espacio 3D vienen determinadas por la no linealidad 
en la matriz de interacción. El control visual basado 
en imagen se ha mostrado como una técnica robusta 
y precisa para controlar aquellas tareas donde el error 
entre la imagen inicial y la deseada es pequeño. Sin 
embargo, cuando el error es grande, pueden aparecer 
problemas como alcanzar un mínimo local o una 
singularidad en la tarea [1]. Los trabajos para mejorar 
el comportamiento ante errores iniciales elevados se 
centran en combinar la planificación de trayectorias 
con el control visual, ya que las trayectorias 
planificadas permitirán situar la cámara siempre 
cerca de la posición final y de esta forma mantener 
siempre pequeño el error entre las dos imágenes 
[5][2]. Otro enfoque es realizar un control visual 
basado en posición, pero esta estrategia precisa de un 
conocimiento previo del modelo del objeto, al tiempo 
que adolece de inestabilidades potenciales debido al 
ruido en la imagen capturada [1].  
 
Para conseguir realizar el control visual a partir de las 
imágenes inicial y final, el objetivo inmediato sería 
encontrar características que minimicen la no 
linealidad de los elementos de la matriz de 
interacción.  
 
El enfoque clásico de segmentar el objeto en la 
imagen a partir de sus puntos característicos está 
adherido a una serie de inconvenientes relacionados 
con la forma de conseguir esos puntos característicos. 
Por un lado presenta el problema descrito de la 
linealidad de la matriz de interacción obtenida con 
los puntos. Otro problema importante es emparejar 
un mismo punto en la imagen deseada y en la imagen 
inicial. La técnica cuando el objeto es conocido a 
priori es indicarle al algoritmo esta relación entre los 
puntos de ambas imágenes. Sin embargo, de esta 
forma se introduce un conocimiento que realmente 
no es necesario en el control visual basado en 
imagen. Los problemas pueden seguir cuando se 
realiza el seguimiento de ese punto en el plano 
imagen, dado que la detección de puntos 
característicos puede ser muy sensible a cambios en 
las condiciones de luz o distancia de la cámara al 
objeto. El problema se acrecienta más aún cuando la 
detección de esos puntos característicos necesita de 
algún algoritmo específico como los de detección de 
esquinas.   
 
En este artículo se ha desarrollado un sistema de 
control visual basado en momentos para controlar 3 
grados de libertad correspondientes a movimientos 
de traslación. Para ello, en primer lugar se describe 
en el apartado 2 la formulación clásica de un sistema 
de control visual basado en imagen. Partiendo de este 
tipo de sistemas se describe qué aspectos han de ser 
mejorados, para pasar en el apartado 3 a describir la 
formulación específica de un sistema de control 
visual con momentos. En la sección 4 se muestran los 
resultados obtenidos empleando este sistema, para 
ello, en primer lugar se describen los resultados 
obtenidos en el seguimiento de un patrón ficticio para 
describir a continuación el seguimiento de un objeto 
real. Finaliza el artículo con las conclusiones 
obtenidas. 
 
2 CONTROL VISUAL CON 
PUNTOS CARACTERÍSTICOS 
 
En la mayoría de las ocasiones, cuando se aplica un 
sistema de control visual basado en imagen, la 
extracción de características del objeto en la imagen 
se reduce a obtener la posición de sus puntos 
característicos. A partir de esta información se 
obtiene una matriz de interacción donde se puede 
observar claramente que sus componentes no son 
lineales, lo que causa que el sistema no se comporte 
de la misma forma en el espacio imagen que en el 
espacio 3D. Este hecho implica que la trayectoria 
seguida por el robot en el espacio 3D no siempre sea 
correcta, sobre todo cuando el desplazamiento es 
grande [1]. 
 
Si se denota por s el conjunto de características a 
extraer de la imagen, su variación con respecto al 
tiempo vendrá expresada de forma lineal con 
respecto a la velocidad de la cámara situada en el 
extremo del robot de la siguiente manera: 
 
ss L v=?  (1) 
 
donde sL es la matriz de interacción relacionada con 
s. 
 
La ley de control utilizada en un esquema de control 
basado en imagen con cámara en el extremo 
siguiendo un objeto estático, viene dada por la 
siguiente expresión: 
 
? ( )*c sv L s sλ += − −  (2) 
 




la pseudoinversa de ?sL , λ  una ganancia 
positiva y cv  la velocidad que se le envía al extremo 
del robot. 
 
La matriz de interacción permitirá obtener una 
disminución exponencial tanto en las velocidades 
como en el error entre las características actuales y 
deseadas, pero únicamente en el caso que sL y ?sL
+
 
sean constantes. Un problema que surge de la matriz 
de interacción para puntos es que no es lineal. Esta 
matriz ya conocida [4] viene dada para un punto en la 
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donde Z es la profundidad del punto o distancia de la 
cámara al objeto al punto característico. Se observa 
en (3) que existe una clara dependencia lineal entre 
las componentes de la velocidad y las coordenadas en 
la imagen. Incluso se observa que alguna es 
inversamente proporcional a la distancia al punto. 
 
Los momentos invariantes son unos descriptores 
ampliamente utilizados en la visión artificial [3][6], 
sobre todo en el reconocimiento de patrones. 
Proporcionan una representación genérica de 
cualquier objeto, muchas veces intuitiva (como los 
momentos de orden menor ya que se relacionan 
directamente con el área, el centroide, los momentos 
de inercia o la orientación del objeto en la imagen) y 
que se pueden obtener tanto de objetos simples como 
de objetos complejos. Se obtienen fácilmente de 
cualquier objeto situado en el plano imagen y de esta 
forma, el emparejamiento de las características del 
objeto se hace a más alto nivel del que se realiza con 
los puntos característicos, evitando así el costoso 
matching  de cada punto característico entre dos 
imágenes obtenidas durante el control visual.  
 
Al seleccionar los momentos como características se 
pretende conseguir separar el movimiento 




3 CONTROL VISUAL CON 
MOMENTOS 
 
El cálculo de los momentos de orden i + j de una 
imagen queda definido por la fórmula: 
 
( , )ijm f x y dxdy
+∞ +∞
−∞ −∞
= ∫ ∫  (4) 
 




f f x ym x y f x y dxdy
x y x y
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Se desea obtener una relación lineal entre esta 
variación de los momentos en el tiempo y la 
velocidad de la cámara v. 
 
ijij m
m L v=?  (6) 
 
Al aplicar (1) sobre un punto p = (x,y) de la imagen, 
se obtiene la ecuación: 
 
pp L v=?  (7) 
 
donde pL es la matriz de interacción mostrada en (3). 
 
Si se considera un objeto plano, cuya ecuación 
expresada en el plano imagen viene dada por 
0Z X Y Zα β= + + , se obtiene (ya que /x X Z=  e 
/y Y Z= ): 
 
1 Ax By C
Z
= + +  (8) 
 
donde 01/C Z= . 
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De donde se puede deducir fácilmente: 
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Y de esta forma, sustituyendo (9), (10) y (11) en (5) 
se obtiene que la matriz de interacción para los 
momentos es: 
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Si se toman las coordenadas del centro de gravedad 
en la imagen del objeto a seguir 
( 10 00 01 00/ , /g gx m m y m m= = ) y su área ( 00a m= ) 
tendremos tres características para controlar los tres 
grados de libertad de la componente traslacional [3]. 
Con estas tres características se obtiene la siguiente 
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Se puede observar que con esta configuración, 
incluso aunque la matriz de interacción es triangular, 
sus elementos son no lineales. Además, las 
características no tienen la misma dinámica con 
respecto a cada grado de libertad traslacional. 
 
A estas tres características se le añade una 
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donde *a  es el área deseada del objeto en la imagen, 
y *Z  la distancia deseada entre la cámara y el objeto. 
Las matrices de interacción referidas a estas 
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Debido a que na  es inversamente proporcional a 
a , obtenemos que la variación de las 
características tomadas dependen linealmente de la 
distancia al objeto. La normalización por * *Z a  ha 
sido elegida de tal forma que el tercer elemento de 
||
na
L  sea igual a -1. Es más, el haber elegido nx  e ny  
de forma que sean invariantes a escala nos permite 
separar completamente las tres características 
seleccionadas con respecto a los grados de libertad 
traslacionales. También se obtiene la misma 
dinámica para las tres características y los tres grados 
de libertad traslacionales, como se observa a partir 





4.1 ARQUITECTURA DEL SISTEMA 
 
El robot empleado para llevar a cabo el seguimiento 
es un Mitsubishi PA-10 con siete grados de libertad, 
en cuyo extremo se ha dispuesto una cámara jAi 
CV536 sometida previamente a un proceso de 
calibración. La cámara adquiere imágenes a una 
velocidad de 30 frames/seg y esta dotada de una 
óptica con una focal de 7,5 mm. Esta cámara está 
conectada a una tarjeta Matrox Genesis que permite 




4.2 SEGUIMIENTO DE UN PATRÓN FIJO 
 
A menudo, para aplicar un sistema de control basado 
en imagen se hace uso de un patrón con cuatro 
círculos claramente diferenciados cuyos centros 
constituyen las características extraídas de la imagen, 
de esta forma, el procesamiento necesario para la 
obtención de los centros se limita a una simple 
binarización y posterior detección de sus centros de 
gravedad. Sin embargo, esta aproximación no es 
adecuada para entornos de trabajos reales en los 
cuales no existe un patrón claramente diferenciado 
del cual extraer puntos característicos. En estos 
entornos es más adecuada la utilización de 
momentos.  Para evaluar el correcto comportamiento 
del sistema de control visual propuesto, en primer 
lugar se va a realizar el seguimiento de un patrón de 
fácil detección como el que se muestra en la Figura 1. 
Se observa, que si bien es un patrón sencillo, no 
dispone de puntos característicos claramente 





Figura 1: Patrón elegido para su seguimiento 
mediante momentos. 
 
A partir de la posición inicial mostrada en la figura 2, 
y la posición deseada, representada en la figura 3 se 
ejecuta el sistema de control visual con momentos. 
Para la ejecución de este sistema es necesario que el 
sistema “aprenda” los momentos de la imagen en la 
posición deseada, para lo cual se posiciona el robot 
en dicha posición. Tras la ejecución del sistema se 
obtiene la trayectoria en la imagen representada en la 
figura 3. Se observa el correcto comportamiento del 
sistema de control visual, convergiendo el robot en la 
posición deseada.  
 
Como se ha comentado anteriormente, el sistema ha 
sido diseñado para el control únicamente de los tres 
grados de libertad de traslación. En la figura 4 se 
representa la evolución de las velocidades de 
traslación aplicadas. Se observa que dichas 





Figura 2: Detección del patrón de momentos. 
 
 
Figura 3: Posición final o deseada del patrón en la 
imagen. Se representa también la trayectoria en la 
imagen seguida desde la posición inicial a la deseada. 
 
 
Figura 4: Gráfica de la evolución  de la velocidad 
lineal aplicada al robot durante el seguimiento. 
 
 
4.3 SEGUIMIENTO DE UN OBJETO REAL 
 
Elegir los momentos como características permite 
obtener una mejor trayectoria del robot en el 
seguimiento. Pero en esta aplicación se ha 
aprovechado la flexibilidad que proporciona usar este 
tipo de características para poder detectar y seguir 
cualquier objeto de la forma que sea. En la industria 
no siempre se podrán usar patrones, y en muchas de 
estas ocasiones, probablemente tampoco se podrán 
extraer puntos característicos del objeto de forma 
sencilla. En estos casos será de gran utilidad emplear 
una técnica que permita realizar el control visual. 
 
En este último experimento se trata de seguir un 
objeto al que no se le ha podido extraer puntos 
característicos. Se ha colocado al objeto sobre una 
cinta transportadora junto a otro objeto (véase Figura 
5). La aplicación detectará el objeto de interés y 
realizará el control visual basándose en sus 




Figura 5: Detección del objeto que se pretende seguir 
sobre la cinta transportadora. 
 
En este experimento se ha empleado control visual 
con momentos para realizar el seguimento del objeto 
representado en la figura 5 durante su movimiento 
por la cinta transportadora. El seguimiento se realiza 
manteniendo una distancia de 10 centímetros entre la 
cámara y el objeto. Sin embargo, para garantizar el 
correcto comportamiento en este tipo de aplicaciones 
es necesario realizar una estimación del movimiento 
del objeto e integrar la estimación en la acción de 
control. Esta estimación puede realizarse de la misma 
manera que en un sistema de control visual clásico 
basado en imagen y para ello se ha empleado un 
estimador basado en el filtro de Kalman cuya 
formulación puede obtenerse en nuestros trabajos 
anteriores [7]. 
 
Las velocidades obtenidas durante todo el 
seguimiento se muestran en la figura 6. Se puede 
observar que se mantienen durante el tramo central 
prácticamente constantes las velocidades en los ejes 
X e Y. En estos momentos el robot mantiene la 
velocidad de la cinta. La velocidad en el eje Z va 
disminuyendo poco a poco a la vez que el robot se va 
acercando al objetivo. Como se ha descrito 
anteriormente únicamente se controlan los grados de 
libertad correspondientes a los movimientos de 
traslación, es por esto por lo que únicamente se ha 
representado las velocidades lineales. 
 
Para comprobar el correcto comportamiento del 
sistema en el espacio 3D, en la figura 7 se representa 
una secuencia de imágenes en la que se muestra la 
trayectoria descrita por el robot durante el 
seguimiento. En esta figura se muestra como se ha 
empleado el sistema de control visual no solo para 





Figura 6: Evolución de las velocidades lineales 
respecto al extremo del robot durante el seguimiento. 
 
 




En este artículo se hace uso de momentos invariantes 
como características a extraer de la imagen para la 
realimentación del bucle de control visual. Se han 
descrito las ventajas que aporta la elección de estas 
nuevas características respecto a la extracción de las 
coordenadas de los puntos característicos de la 
imagen. La elección de momentos invariantes aporta 
una mejor trayectoria del extremo del robot en el 
espacio 3D, dado que se consigue obtener una matriz 
de interacción constante (al menos para situaciones 
en las que el objeto es plano y está situado en un 
plano paralelo al de la cámara). Aporta también 
mucha mayor flexibilidad a la hora de segmentar las 
características de la imagen. La elección de 
momentos mejora el proceso de emparejamiento de 
características entre una y otra imagen, actuando a 
más alto nivel. Se ha demostrado el correcto 
comportamiento del sistema para realizar el 
seguimiento de objetos reales y que no presentan un 
patrón claramente diferenciado, siendo esta una de 
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