ABSTRACT. Let Γ ⊂ R s be a lattice obtained from a module in a totally real algebraic number field. Let R(θ, N) be the error term in the lattice point problem for the parallelepiped
Introduction

Preliminaries
In 1992, J. Beck (see [Be1] - [Be3] ) 1 discovered a very surprising phenomenon of randomness of the sequence {n √ 2} n≥1 and the lattice (n, n √ 2 + m)|(n, m) ∈ Z 2 :
vol (x, y, z) ∈ [0, 1) 3 :
[xN ]
as N → ∞, where Φ(t) =
According to [Be2, p. 41] , the generalizations of this result to the multidimensional case for a Kronecker's lattice is very difficult because of problems connected to Littlewood's conjecture: lim n→∞ n nα nβ = 0 for all reals α, β, where x = min({x}, 1 − {x}). In this paper, in order to avoid these problems, we consider a lattice Γ obtained from a module in a totally real algebraic number field. We prove the Central Limit Theorem (abbreviated CLT) for the number of points in a parallelepiped. We obtain also a similar result for low discrepancy sequences corresponding to Γ (see [Le2] ). For related questions and generalizations, see [Le3] . In a forthcoming paper, we will generalize results from [Be2] to the cases of s-dimensional Halton's sequences (for 1-dimensional case see [LeMe] ), (t, s)-sequences, and admissible lattices (see the definition below).
Lattice points
Let O ⊂ R s be a compact region, vol O its volume, tO its dilatation of O by a factor t > 0, and let tO + x be the translation of tO by a vector x ∈ R s . Let Γ ⊂ R s be a lattice, i.e., a discrete subgroup of R s with a compact fundamental set R s /Γ, and denote det Γ=vol(R s /Γ). Let Let K be a totally real algebraic number field of degree s ≥ 2, and let σ be the canonical embedding of K in the Euclidean space R s , σ : K ξ → σ(ξ) = σ 1 (ξ), . . . , σ s (ξ) ∈ R s , where {σ j } s j=1 are the embeddings of K in R. Let N K/Q (ξ) be the norm of ξ ∈ K. By [BS, p. 404] N K/Q (ξ) = σ 1 (ξ) · · · σ s (ξ), and |N K/Q (α)| ≥ 1 (1.3)
for all algebraic integers α ∈ K \ {0}. Thus |Nm(σ(ξ))| = |N K/Q (ξ)|. Let M be a full Z−module in K, and let Γ M be the lattice corresponding to M under the embedding σ. It is known that the set M ⊥ of all β ∈ K, for which Tr K/Q (αβ) ∈ Z for all α ∈ M , is also a full Z− module (the dual of the module M ) of the Therefore Γ M and Γ M ⊥ are admissible lattices. In the following we will use the notation Γ = Γ M . We note that the problem considered in this paper is closely connected with quantum chaos theory. By [Bl] and [Ma] , the problem about the number of eigenvalues of an operator in a quantum system in a large interval [0, t] leads to the problem of counting the number of lattice points in a domain tO. For example, the particular case of the famous Berry-Tabor conjecture (see, e.g., [Ma] ) consists of the assertion that the number of lattice points in the thin domain (t + 1/t)O \ tO tends to the Poisson distribution (for the case of 'generic' lattice), where t is a uniformly distributed random variable in [0, L] and L → ∞ (see, e.g., [Bl] , [Ma] , and [Si] ). For examples of l.d.s. and l.d.p.s. see [BC] and [DrTi] . In [Fr] , Frolov constructed a low discrepancy point set from a module in a totally real algebraic number field (see also [By] , [Skr] ). Using this approach, we proposed in [Le2] the following construction of l.d.s. :
Low discrepancy sequences
According to (1.4), |Nm(γ
Hence, there are no two different points
+∞ k=−∞ in the following way:
for k ∈ Z. We see that there exists a unique (w, y s ) ∈ W x with
Let T (x) = w. In [Le2] , we proved that T (x) is an ergodic transformation with respect to the Lebesgue measure on [0, 1)
we proved that this estimate cannot be improved.
In Theorem 2, we will prove that there exists a sequence (β k ) k≥0 such that the triangular array of random variables (
satisfies the CLT with an extremely small (by order of magnitude) standard deviation (see Roth's lower bound (1.6)). We will take β k = T k (x), k = 0, 1, . . .
Statement of the results
We consider the probability space
) with Lebesgue's measure λ. Hence, we have the following formula for the expectation:
(1.8)
We define the variation of f by 
Throughout the paper, O-constants do not depend on x, θ and N.
Ê Ñ Ö º Let K(r 1 , r 2 ) be an algebraic number field with signature (r 1 , r 2 ), r 1 +
and let
In a forthcoming paper, we will prove CLT for the multisequence ξ i (N), where i = 1 if r 2 ≥ 2 and i = 2 if r 2 = 1, r 1 ≥ 1. The case r 2 = 1, r 1 = 0 was investigated earlier by Hughes and Rudnick [HuRu] .
Let us describe the main steps of the proof of Theorem 1 : In Subsection 2.1, we use the Poisson summation formula and the standard trick of 'smoothing'. This allows us to express the errorṘ in terms on absolutely convergent Fourier series. Let η 1 , . . . , η s−1 be a set of fundamental units of the field K, and let A 1 , . . . , A s−1 be a set of the appropriate toral automorphisms. Let F 1 ⊂ R s be a fundamental domain for the field K.
According to [BS, p. 112] 
By (2.1.2) and (2.1.6), we get that the main part of the errorṘ can be expressed as a sum of the form
s−1 θ). The function f N,τ,x does not comply with conditions of [Le3, Theorem 5] . Hence, we cannot apply [Le3, Theorem 5] to immediately obtain Theorem 1. Therefore, we should reprove [Le3, Theorem 5] . In [Le3, Theorem 5] , we use the moment method. In this paper, we use the martingale method. But the main idea of this article is the same as in [Le3, Theorem 5] and is as follows:
In order to prove the central limit theorem, it is sufficient to calculate the upper bound of the number of solutions of the exponential Diophantine equation Le3, Theorem 5] , and d = 4 in this paper. We apply the S-unit theorem to obtain this bound.
In Subsection 2.2, we consider a dyadic decomposition of the domain of summation Γ ⊥ of the Fourier series of the errorṘ in the regions Γ ⊥ ∩ B k,j , where
s−1 . However, the dyadic decomposition is more appropriate to construct the martingale difference area (
, see (2.3.8), (2.4.1) and (2.8.1)). In addition, this allows us to compute the volume of the most important domains of the lattice Γ ⊥ , such as
In Subsection 2.3, we cite two famous Diophantine results-the S-unit theorem [ESS] (see Theorem A) and lower bounds for linear forms in logarithms of algebraic numbers see [BW, Theorem B] We decompose the domain of summation Γ ⊥ to five parts:
Next we apply Theorem B to the main part G 1 .
In Subsection 2.4, we find upper bounds on the variance of the errorṘ (Ṙ = A(G 1 ) + · · · + A(G 5 )). It is clear that it is sufficient to compute separately the variance of A(G i ), i = 1, . . . , 5 (see Lemma 7 -Lemma 10).
In Subsection 2.5, we obtain (in Lemma 13) lower bounds on the variance ofṘ. Lemma 13 is a simple consequence of Lemma 12. The proof of Lemma 12 is based on the admissibility property of the lattice Γ ⊥ and on Minkowski's convex body theorem.
In Subsections 2.6 and 2.7, we use the S-unit theorem to compute
In Subsection 2.8, we prove the martingale property of the sequence
Using Theorem C, we prove CLT for the main part S n ofṘ. In Subsection 2.9, we prove that the differenceṘ − S n is very small, and Theorem 1 follows.
Proofs of theorems
We will prove Theorem 1 by using the martingale CLT [Mo] (see Theorem C). First we will find the upper and lower bounds of the variance of the errorṘ. Next we approximateṘ by a martingale difference areaṘ = A(Ġ 1 )+· · ·+A(Ġ n ).
According to Theorem C, in order to prove the CLT, it is sufficient to show that 
The main part of evidence in both of these lemmas is to estimate the number of solutions of an exponential Diophantine equation similar to (1.9) (see (2.6.7), (2.7.1) and (2.7.7)). We get these estimates by using the S-unit theorem.
Poisson summation formula
We shall need the Poisson summation formula :
where
is the Fourier transform of f (X), and
Formula (2.1.1) holds for functions f (x) with period lattice Γ if one of the functions f or f is integrable and belongs to class C ∞ (see, e.g., [SW, p. 251] ). 
for Nm(γ) = 0. We fix a nonnegative function ω(x), x ∈ R s , of the class C ∞ , with a support inside the unit ball |x| ≤ 1, such that
and
Notice that the Fourier transformω τ (y) =ω(τ y) of the function ω τ (y) satisfies the bound
There exists a constant c > 0, such that we have for N > c 
It is obvious that the nonnegative functions (2.1.7) are of class C ∞ and are compactly supported in τ -neighborhoods of the bodies O ±τ N , respectively. We obtain
Replacing x by γ −x in (2.1.8) and summing these inequalities over γ ∈ Γ = Γ M , we find from (1.1), that
, and
Consider the right side of this inequality. We have that O
with the period lattice Γ. Applying the Poisson summation formula to the series (2.1.9), and bearing in mind that ω τ (y) = ω(τ y), we obtain from (2.1.6)
Note that (2.1.5) ensures the absolute convergence of the series (2.1.6) over γ ∈ Γ ⊥ \ {0}. Using (1.2), (2.1.11) and (2.1.12), we get the assertion of Lemma 1.
Dyadic decomposition
Let D M be the ring of coefficients of the full module M , U M be the group of units of
⊥ , and let η k,1 , . . . , η k,s−1 be the set of fundamental units of U M k (k = 1, 2). According to the Dirichlet's theorem (see, e.g., [BS, p. 112] ), every unit η ∈ U M k has a unique representation in the form
where a 1 , . . . a s−1 are rational integers and a ∈ {0, 1}. We will denote σ(
Then there exists η k (y) ∈ U M k with
where i = 1, . . . , s, k = 1, 2, and 
Bearing in mind that |Nm(η k (y))| = 1 and y = y 1 y 2 · · · y s , we get from (2.2.4) and (2.2.3)
Therefore, the assertion (2.2.2) is true for i ∈ [1, s], k = 1, 2, and Lemma 2 is proved.
We apply this lemma to the vector
Therefore, without loss of generality, we can assume that
2.6), we obtain that there exists η 1 ∈ U M ⊥ with γ (1) = γ · σ(ηη 1 ) ∈ F n . By (2.2.9) and (2.2.10), we get
It is easy to see that
From (2.2.13), we see that
Using (2.2.13), we have that
(2.2.18)
It is easy to see thatU 
, and 
Bearing in mind (2.2.18), (2.2.19) and (2.2.22), we obtain
Hence, the assertion (2.2.11) is proved. Let F 1 ⊂ R s be a fundamental domain for the field K, and let
By [BS, pp. 312, 322] , the points of F 1 can be arranged in a sequenceγ
Using (2.2.6), we have that
By (2.2.9) and (2.2.24), we obtain
Hence, Lemma 3 is proved.
Diophantine inequalities
We consider the following simple variant of the S-unit theorem (see [ESS, Theorem 1.1, p. 808] 
We consider the equation
A solution η of (2.3.1) is called non-degenerate if i∈I β i η i = 0 for every nonempty subset I of {1, . . . , d}.
Ì ÓÖ Ñ º The number
Linear forms in logarithms. Write Λ for the linear form in logarithms, 
where d denote the degrees of Q(α 1 , . . . , α k ).
Let
, (2.3.8) 
By (2.2.6), (2.2.8), (2.2.9) and (2.3.4), we have that there exists (γ
. Using (2.2.1), (2.2.6) and (2.3.4), we obtain
Bearing in mind that det((ln(σ i (η 2,j ))) 1≤i,j≤s−1 ) = 0 (see [BS, pp. 104 , 115]), we get that there existsC 1 > 0 such that
ν ), where sign(x) = 1 for x > 0 and sign(x) = −1 for x < 0. We see that ln |γ
s−1 ln σ ν (η 2,s−1 ) .
is the characteristic polynomial of C
Hence
From (2.3.12), we have that
with somec ν > 0. Taking into account (2.3.11) and that N ν |γ
we have min
with someċ ν > 0. Now using (2.3.10), we get the assertion of Lemma 4.
Upper bound of the variance of R(θ ·
In this subsection, we prove that A(G 1 ) is the main part ofṘ. In (2.3.9), we decomposed G 1 to essential parts (Ġ i ) i∈ [1,n] and to auxiliary parts (G i ) i∈ [1,n] . This allows us to obtain in Lemma 11 that the approximation ofṘ be the sum of essential elements (A(Ġ i )). The random variables (A(Ġ i )) are almost independents. Thus in Lemma 11 we do the main step to construct the martingale approximation forṘ.
We obtain from (2.1.2)
Using the Cauchy-Schwartz inequality, we get
By (2.3.7) and (2.1.6), we see thaẗ
4.8)
Ä ÑÑ 5º With the notations as above
P r o o f. By (2.4.3) and (2.1.5) we have that
Notice that for every lattice L ∈ R s , one has the bound (see, e.g., [GL, 
By (1.4), (2.3.5) and (2.4.10), we obtain
Using (2.4.4), we get the assertion of Lemma 5.
, with z = 0, (2.4.11)
(1.4) and that
Ä ÑÑ 7º With the notations as above
E[|A(G (1) )| 2 ] = O(n s−1 ), E[|A(G (3) )| 2 ] = O(n s−3/2 ),(2.
4.12)
(2.4.13) P r o o f. By (2.4.3), (2.4.5) and the Cauchy-Schwartz inequality, we obtain that
Applying Lemma 6, we get
with
and 
Bearing in mind that Nm(γ) ≤ N 5s for γ ∈ G (1) ∪ G (3) and n = [log 2 N ] + 1, we get from (2.3.5) and (2.4.17) that
By (2.2.13), (2.3.5) and (1.4), we have for
Therefore Hence, we obtain for i = 1, 3 that
Applying (2.4.18), (2.4.19) and (2.4.21), we get that
Analogously, we have from (2.4.16) and (2.4.20) that forĠ,
. According to (2.4.14), we obtain (2.4.12). By (2.4.2) and (2.1.2), we have that 
Ä ÑÑ 8º With the notations as above
. From (2.3.8) and (1.4), we derive for
and log 2 |γ μ | > (i + 1)n 4/9 − n 2/9 .
Therefore m μ ∈ J 1 with J 1 = (i + 1)n 4/9 − n 2/9 − 1, (i + 1)n 4/9 , #J 1 ≤ n 2/9 + 2, and m k ∈ J 2 with J 2 = −(s − 1)(i + 1)n 4/9 + s log 2 C M − 1, (i + 1)n 4/9 ,
By (2.4.22), we get that
Using (2.4.19), we obtain
Similarly we get that S 1,μ (Ġ 0 ) = O(n 4(s−1)/9 ). Now from (2.4.15) and (2.3.8), we have
Hence, Lemma 8 is proved.
Ä ÑÑ 9º With the notations as above
By (2.3.6), we have that
Similarly to (2.4.14)-(2.4.16), using the Cauchy-Schwartz inequality, we obtain from (2.1.2) and (2.4.1) that
Bearing in mind that | sin(x)| ≤ |x|, we derive from (2.4.27) that
ConsiderṠ 2 (μ). By (2.4.11), we get for
According to (2.2.8), (2.3.6) and (1.4), we have
Using Lemma 3, we obtain #G (5) = O(n s ). Applying (2.4.26) and (2.4.29), we getṠ
Now we fix μ ∈ [1, s], and we considerṠ 1 (μ). Let
According to (2.2.13) and (2.4.25), we have that
By (2.4.17) and (1.4), we obtain that C
(2.4.32)
Bearing in mind (2.2.13) and that |γ| ≤ N , we have for k = μ, ν(μ) that
with z 1 ∈ [0, 1) and 
Applying (2.4.32) and (2.4.33), we derivė
By (2.4.28) and (2.4.31), Lemma 9 is proved.
Ä ÑÑ 10º With the notations as above
(2.4.34) P r o o f. By (2.1.5), (2.1.2) and (2.4.1), we have
From (2.3.5), we get for γ ∈ G (4) that |γ| > N,
Hence, there exists μ ∈ {1, . . . , s} \ {ν} with
Bearing in mind that
Taking into account that G (4) ∈ G(0, 10n), we get from Lemma 3 the assertion of Lemma 10.
Ä ÑÑ 11º
There exists a real w 2 > 0 such that 4.36) and
(2.4.37) P r o o f. By (2.4.6) and Lemma 1, we get
Using the Cauchy-Schwartz inequality, we obatain
Applying Lemma 5-Lemma 10, we have (2.4.36). By Lemma 7, the triangle inequality and the Cauchy-Schwartz inequality, we get (2.4.35). Now consider the statement (2.4.37). From (2.3.9) and (2.4.1) we obtain, that
According to (2.4.14), we have
Using Lemma 8 and (2.4.24), we derive
From (2.4.36) and the triangle inequality, we get (2.4.37). Therefore, Lemma 11 is proved.
Lower bound of variance of R(θ ·
The main idea of the proof of Lemma 12 is to choose in G 1 c 0 n 
According to Minkowsky's theorem, there exists
We see that
We see for sufficiently large N that
. From (2.5.4), we obtain for sufficiently large N that
Consider γ s with γ ∈Ḡ. By (2.5.2), we have
Now using (2.5.3) and (2.5.4), we obtain for sufficiently large N that
Therefore, we get for sufficiently large N and for γ ∈Ḡ 
Applying (2.5.5), we get the assertion of Lemma 12.
Ä ÑÑ 13º There exist reals c 6 , w 1 > 0 such that for N > c 6
(2.5.9) P r o o f. Applying (2.1.2) and (2.4.1), we have
(2.5.12)
We considerS 1 . Bearing in mind (2.1.3), (2.1.4), that
and that ω(x) is supported inside the unit ball B = {x : |x| ≤ 1}, we obtain for τ = 1/N 2 and |γ| ≤ N that
By (2.5.12), we see that
(2.5.14)
Taking into account that 1 + cos(2z) = 2 cos 2 (z), we get from (2.5.1), (2.5.11), (2.5.13) and (2.5.14) thaẗ 
, γ
= 2 −2s
s E e 1≤i≤s,j=1,2
Applying Lemma 4, we get that ψ(γ (1) , γ (2) ) = O(n −20s ). By (2.4.16), (2.4.24) and (2.5.11), we derive thaẗ
= O(n −2s ).
From (2.5.10) and (2.5.16), we have for sufficiently large N that
By the triangle inequality, we obtain
Using (2.5.18) and Lemma 11, we get the assertion of Lemma 13. 
Four moments estimates for
A(Ġ i ) Let δ(T) = 1, if T is true, 0, otherwise.
Ä ÑÑ 14º With the notations as above, we have
we obtain from (2.4.4)
Applying (2.4.8) and Lemma 6, we get 4) . From (2.4.7), (2.4.16), (2.4.24) and Lemma 3, we derive that 6.3) where
, and δ 2 (γ) = 1 − δ 1 (γ).
(2.6.5) By (2.2.6) and (2.2.10), we have that
Using (2.2.10) and (2.3.8), we obtain that a = in 4/9 and b = n 4/9 − n 2/9 . Hence
1 σ 1 (η (4) ) = 1. (2.6.7)
First we consider V 1 . We fixγ
and η (4) . From (2.2.6) and (2.6.5), we get that there is no degenerate solutions (η (1) , η (2) , η (3) ) of the equation (2.6.7). Applying Theorem A, we have that the number of non-degenerate solutions (η (1) , η (2) , η (3) ) of (2.6.7) is finite. Hence
By (2.2.11) and (2.2.12), we derive
with {j 1 , l 1 } = {1, 2, 3, 4} \ {j 0 , l 0 }. Hence, from (2.6.4), we get
By (2.2.11) and (2.2.12), we have
Using (2.6.2), (2.6.3) and (2.6.9), we obtain (2.6.1) and the assertion of Lemma 14.
Conditional variance estimate
From (2.8.8) and (2.8.9), we get that the bound in the martingale CLT depends on A n = E(|V 2 n − 1|), where V 2 n is a Lévy conditional variance. By (2.8.16) and (2.8.20), in order to obtain A n , it is sufficient to find the upper bound of κ (see (2.7.12)). We will obtain this bound in Lemma 17 by using the auxiliary variables H i,j ,Ḣ i,j andḦ i,j , with H i,j =Ḣ i,j +Ḧ i,j . In Lemma 15, we prove thatḦ i,j is the essential part of H i,j . In order to obtain the upper bound ofḦ i,j , we decompose the domain of the summation by using the auxiliary functions δ i (l) (see (2.7.1)-(2.7.2)) Next we use Diophantine inequalities (2.3.2) and (2.3.3) (see Lemma 16).
It is easy to verify that
Ä ÑÑ 15º Let l ≥ 2, i, j = 1, 2, . . ., and leṫ
k∈ [1,s] ν∈ [3, 4] 
(2.7.4) P r o o f. Applying (2.4.7) and Lemma 6, we geṫ
From (2.7.1), we have that for l ≥ 2 there exists
Using Lemma 4, we derive that
By (2.2.8) and (2.3.4) G (1) = G(0, 2n). Similarly to (2.6.8) and (2.6.9), we obtain from Lemma 3 thatḢ
Hence, Lemma 15 is proved.
Ä ÑÑ 16º Let l ≥ 2, i < j, and
(2.7.8) P r o o f. Applying (2.4.7) and Lemma 6, we geẗ
We will prove Lemma 16 separately for each l ∈ [2, 7]:
Case l ∈ {2, 5}: We will consider the case l = 2. The proof for the case l = 5 is similar. By (2.7.1) and (2.7.9), we havė
, a 3 = a 4 = jn 4/9
. By (2.7.2), (2.7.3) and (2.7.7), we get 
It is easy to see that = O n 2(s−1)−5/9 . (2.7.14)
Using (2.4.9) and (2.7.11), we get Applying (2.4.13), we obtain (2.8.3). Hence, Lemma 18 is proved.
We shall use the following variant of the martingale central limit theorem (see [Mo, p. 414] 
Let (Ω, F , P ) be a probability space and {(ζ n,k , F n,k ) | n = 1, 2, . . . , k = 1, . . . , k n } be a martingale difference array with E[ζ n,k |F n,k−1 ] = 0 a.s. (F n,0 is the trivial field). Bearing in mind that throughout the paper O-constants does not depend on x, we obtain the assertion of Theorem 1.
Ì ÓÖ Ñ º
E[ξ
2 i ] = E ⎡ ⎢ ⎣ ⎛ ⎝ i∈[1,k n ] ξ i ⎞ ⎠ 2 ⎤ ⎥ ⎦ = E ⎡ ⎣ i∈[1,k n ] A(Ġ i ) 2 ⎤ ⎦ + O(1) = E R(θ · N · K s + x,
