The present paper aims at studying a queuing model with two stage heterogeneous service where customer arrival is in batches and has a single server providing service in two stages, one after the other in succession. A service is said to be completed when both services are done. Also the server is assumed to go for vacation after completion of the two stages of service with probability p or may continue serving the next customer with probability (1-p). In addition, we have included balking which reflects customer's impatient behavior where an arriving batch decides not to join the queue for some reasons. We also added optional re-service where a customer may require re-service for any of the services or depart from the system once service is completed. We derive the steady state queue size distribution and discuss some special cases.
Introduction
Queues with server vacations have gained considerable importance in the area of research in recent years. It has emerged as an important area of study and researchers has been exploring different concepts of queuing models with vacations. Most of the literature in queuing with batch arrival and vacation has
The Mathematical Model
Customers arrive in batches following a compound Poisson Process with rate of arrival λ. The server provides two stages of heterogeneous services one after the other. An arrival batch shall first receive the service offered by server 1 followed by the service offered by second server, defined as the first stage (FS) and second stage (SS) service respectively. The service discipline is assumed to be on a first come first served basis (FCFS).
Let
We assume that the service time j S (j =1,2) of the j th stage service follows a general probability distribution with distribution function ) ( j j s B , ) ( j j s b being the probability density function and ) ( 
Once the second stage service (SS) of a unit is complete the server is assumed to take vacation with probability p or may continue to offer service with probability (1-p). As soon as the vacation period of the server is over, he joins the system to continue service of the waiting customers.
We assume the vacation time to be a random variable following general probability law with distribution function given by ) (v W and density function by w(v) and ) ( n v E is the nth moment (n =1,2,….)
Here we assume that ) (x φ be the conditional probability of a vacation period during the interval (x, x+dx ] , given that elapsed time is x, so that
and thus
In addition, we assume that customers arriving for service may become impatient by observing the queue size or the server being busy, may balk (refuse to join the system). Here we assume that b 1 is the probability that arriving batch joins the system at the time when server is busy and b 2 is the probability that an arriving batch joins the system during the period when server is on vacation.
Also we assume that as soon as second stage service is complete the customer has the choice to leave the system or join the system again for re-service, if necessary. A customer may repeat the service in the two stages with probability r or may leave the system with probability ) 1 ( r − .
Definitions and Notations
We assume that steady state exists and define
Probability that there are n (≥ 1) customers in the system including one customer in type j service , j =1,2 and elapsed service time is x
is the corresponding steady state probability irrespective of elapsed time x.
Probability that there are n (≥ 1) customers in the system including one customer who is repeating service, j =1, 2. and elapsed service time is x. ) (x V n = probability that there are n (≥ 0) customers in the queue and server is on vacation and elapsed vacation time is x.
is the corresponding steady state probability irrespective of elapsed vacation time x. = Q Steady state probability of the server is idle as the server takes vacation
The Probability Generating Functions are defined as:
Equations governing the system
Under this model we construct the differential equations as
occurring in the equations (8)- (11) given above.
The above differential equations now have to be solved subject to the following boundary conditions:
Steady State Queue distribution
Multiplying equations (8)- (12) by z n , summing over suitable values of n and simplifying we get
Integrating equations (19)-(23) between limits 0 to x we obtain 
Again multiplying equation (25) by ) ( 1 x μ and integrating by parts w.r.t. x, between the limits 0 to ∞, we obtain
Proceeding similarly for equations (25)- (28), we obtain
Now utilizing relations (35)-(39) in equations (30)-(34) we get
is the Laplace Transform of B j for j=1, 2 and
is the Laplace Transform of W.
Substituting the values from (41), (42) (43) and (44) in (40) we get 
Again substituting ) , 0 ( 
We further integrate equations (25)-(29) w.r.t x and after utilizing relation (2) obtain be the probability generating function irrespective of the type of service being provided by the server, such that we have ) (
To find Q we use the normalizing condition
Since the R. H. S of (55) is indeterminate of the zero/zero form at 1 = z , applying L'Hopital's rule we obtain Now using the relation 1 
is the stability condition under which steady state exists.
Now let
be the steady state queue size distribution. Using the above relations we obtain [ ] 
Mean Queue Size and Mean Waiting Time in Queue
Here we derive the mean queue size of this
queue.
Let L Q denote the mean queue size at random epoch, then
Using L'Hopital's Rule twice as the R. H.S of ) (z P q is indeterminate of the 0/0 form
(62) where primes and double primes denote the first and second derivatives at z =1 Simplifying (56) we get ( 
