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If W and Z are independent random vectors and Yi , Y, ,..., Y, are the 
result of a transformation satisfying certain general conditions then W and Z 
are distributed according to a certain class of densities if and only if for suitable q, 
(Yl ,..., Y,) and (Y,+i ,..., Y,,) are independent. 
Tamhankar [5] gave a characterization of the normal distribution symmetric 
about the origin by means of independent statistics. Kotlarski [4] generalized 
this work to show independent random variables X,, ,..., X,, are distributed 
like 
Qx) = A, 1 x p-1 e--(z), k = 0, l,..., 71, 
if and only if Y and (Yi ,..., Y,) are independent where Y, Yi ,..., Y,, are the 
result of a transformation satisfying certain conditions. In particular in [3] 
Kotlarski characterized the gamma distribution. Flusser [2] showed that if 
(X,, ,..., X,) and (X,+1 ,..., X,) are independent and R, O1 , 0, ,..., 0, are the 
corresponding spherical coordinates, then X0 ,..., X,, are independent and 
normally distributed if and only if for some q E { l,... i n - l}, (R, 0, ,..., 0,-i) and 
v-4 ,..., 0,) are independent. In this paper it is shown that if W = (Xl ,..., X,) 
and 2 = (X,,, ,..., X,) are independent and Yi ,..., Y, are the result of a 
transformation satisfying certain conditions then W and Z are distributed 
according to the densities 
W:f(x, )..., x,) = A, 1 x1 p-1 . . . 1 x, y-1 e-awzl . . . . . 4, 
z: g(x s+1 ,--*, x,) = .A, 1 x,+1 ]%+I--1 . . . 1 x, I%-1 ,-%(%+I . . . . .d, 
if and only if for a suitable q, (Yi ,..., Y,J and (Y,+i ,..., Y,) are independent. 
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We assume W = (Xi ,..., X,) and 2 = (X,,, ,..., X,) are real, independent, 
continuous random vectors with density functions f, defined on ‘2I[, C Rs, and g, 
defined on ‘211, C Rn-8, respectively. Assume the sets 2li and 21c, contain their 
respective origins. Let p, , j = I,2 ,..., n, be real numbers such that the following 
limits exist and are positive. 
Suppose y, yj , q , /Ii are functions suitably chosen that it is possible to make an 
n-dimensional change of variables in the following transformation. In particular, 
the Jacobian should not vanish for yr E (0, co) and (y2 ,..., yn) E’&, C Rn-1. 
Xl = “l(Y1) c42(Y2) cs(Y3) ... %(YT) Y(Y7+1 >***9 Yn) 
%? = 4Yl) 82CY2) %(Y3) ... %(Yr) Y(Yr+1 >..*9 Yn) 
x3 = %(Yl) /33(Y3) ... %(Yv) Y(Yr+1 ,--,Yn) 
(1) 
xv = “l(Y1) MYA Y(Yr+1 ,.:v Yn) 
X - dY1) r+1 YT+l(YT+l >...P Yn) 
X - dYl> n- Yn(Yr+1 Y-.-v Yn) 
for y1 E LO, ~0) and (y2 ,..., m) ~‘23~~ with 1 < Y < TZ. Further, assume 01~ is 
strictly monotonic on [0, 00) with q(O) = 0 and that 23, contains a point 
ty2*,..., y=*) such that r(y,*+i ,..., yn*) = 0. 
Let $, #i , #2 be functions defined on [0, co), 2li , and Cu, , respectively, each 
of which maps onto [0, cc) and has value zero only at the origin. Let 4 be 
strictly monotonic and assume 
9CYl) = $1(x1 >**., xs> + $2(x,+1 Y-*.9 xn)* 
y1 E [O, a), (Xl ,.-., x,) E a, I (x,+1 ,.*a, x,) E a, * 
Finally assume the following are probability density functions. 
(2) 
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THEOREM. Wand 2 are distributed as in (3) if and only if there exists an integer 
q, 1 < q < r, such that (YI ,..., Y,) and (Y,+, ,..., Y,) are independent. 
The proof of the theorem essentially follows the pattern of a proof by Flusser 
in [2] and is omitted in favor of examining its applications. However, we will 
note that the proof uses the fact that: 
(i) for any K < r, the Jacobian of the transformation (1) may be written as 
the product of two functions, one involving only (yr ,..., ylc) and the 
other only (yK+r ,..., m); and 
(ii) for any Q < r, the product J-J;=, 1 Xj Ipj--l may be displayed (after 
applying transformation (1)) as the product of two functions, one 
involving only (yr ,..., yg) and the other only ( yp+l ,..., y,$ 
For special choices of the transformation (1) and functions +, #r , I,!J~ the above 
theorem leads to known results. We now indicate some of those choices and 
state the results as corollaries. 
Assume XI ,..., X, are mutually independent and transform as follows. 
x1 =y,cosy,cosy,~~~~*cosy, 
x2 =y,siny,cosy,...*-cosy, 
x3 = Yl sin ya . ..f . cos yn 
. . . . . . 
&z = Yl sin yn 
COROLLARY 1 (Tamhankar). YI is independent of ( Yz , . . . . Y,) if and only if 
all Xj are distributed normally with zero mean and common variance. 
Proof. We have a particular case of the theorem with Y = n and 
‘yl(Y1) = Yl 
(Yj( yj) = COS yj 2<j<n 
Ph) = sinyj 2<j<n. 
We note that the requirement that Y(yr) = Yr(x, ,..., xS) + ?P~(uv,+~ ,..., x*) is 
satisfied by y12 = CT=, xj2, and that 
A, = (24-“/2, 
A, = (274-(~-W”. 
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If the requirement that all X, be mutually independent is replaced by the 
independence of (XI ,..., X,) and (X8, ,..., X,) for some s such that 1 < s < n, 
then the same result follows which is the work of Flusser [2]. 
Assume (X, , Xa) and (X3 , X,) are independent and transform as follows. 
xl = hg(a, cos 6, - a2 sin 8,) cos 6, cos 19, 
x2 = h&a, sin 0, - u3 cos e,) cog e, cos e, , 
x3 = h,p(b, sin e, cos e, - ba sin e,), 
x4 = h,p(b, sin e, - ZJ~ sin e, cos e,), 
with xj E % (j = l,..., 4), 0 G p < CO, 0 d e, < 2?r, -+2 < e, < rr/2 
(j = 2, 3). 
COROLLARY 2. The necesmry and sumt conditim that (Xl , X,) and 
(X, , X,) be distributed according to 
where xj E !B (j = I,..., 4), is that R and (e, , e2 , e,) OT (R, e,) mrd (e, , e,) be 
independent. 
Proof. We have the transformation (1) with Y = 2, 11 = 4 and 
4Yl) = Ps 
%(y2) = Ma4 ~0s y2 - a, sin~2), 
P2(312) = WI siny2 - a, cosy3h 
r(Y3 9 Y4) = cos Y3 cos Y4 v 
Yj(Y3 9 3’4) = xiP-19 j = 3,4. 
Ah 
W) = P2! 
yl(xl 9 x2) = Cal2 + u32) xl2’+ 2(a,% + u@4) XlX2 + (%” + a,‘)%,‘, 
y2(x3 , x4) = (h2 + ba2) ~3” + WA + b,h) ~$4 + (b2 + br2h2, 
with 0 < p < co, X~ E ‘3, j = I ,..., 4. Thus 
ul(,) = ylu,(xl s x2) + y2(x3 > x4)s O<P<~o, Xj E%, j = l,..., 4. 
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Further, it must be the case that 
Recall the gama distribution G(p, a) with parameters p > 0, a > 0, which is 
given by the density 
x > 0, 
Assume W = (X,, ,..., X,) and Z = (X,+r ,..., X,) are independent and 
transform as follows. 
x0 = YY,Y, **. Y, 
x1 = Y(l - Y,)Y, *a* Y, 
x2 = Y(l - Ya) -0. Y, 
X,-l = Y (1 - Y,-,)Y, 
x, = Y (1 - Y*) 
wherey > OandO <yi < 1, i = l,..., n. 
COROLLARY 3. The necessary and su.cient condition for all X, to be mutually 
independent and distributed G(pi , ) a is that there exist an integer q, 0 < q -C n, 
such that (Y ,,.., Y,) md (Y,, ,..., Y,) ure isdep&t. 
Proof. We have transformation (1) with suitable choices of I, yj and &. 
Condition (2) is satisfied by $(y) = CT=, xi , and Eqs. (0) become 
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Assume Wand Z are as above and transform as follows. 
x, = YY, 
x1 = YY, 
X,-I = YY, 
x, = Y(1 - YI - ... - Y,) 
where y > 0, (A ,..., y,J EQ and 
COROLLARY 4. The necessary and st.@cient condition for all Xi to be mutually 
independent and distributed G( p, , a) is that Y and ( Yl ,..., Y,) be independent. 
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