of Saffari-Vaughan for the proof of (1) is based on a preliminary ingenious averaging technique which makes more efficient the use of the explicit formula.
In 1990, Goldston [2] pointed out that the result of Katai and Montgomery-Vaughan can also be obtained by the circle method and hence, in a way, closer to Linnik's approach. However, Linnik's argument needs no use of (1) as opposed to Goldston who reduces the problem to this estimate, via an application of Gallagher's lemma.
The principal aim of this paper is to show that a variation of Linnik's original approach is capable of proving the result of Katai and MontgomeryVaughan without the use of estimate (1) . This is obtained first by inserting the Saffari-Vaughan technique into the machinery of the circle method and then by avoiding the use of ParsevaPs identity in a critical part of the unit interval.
Throughout this paper, we will formulate our arguments in terms of the infinite exponential sum S(a) = ^A^e-^e^a), n=l as Linnik himself did. However, completely analogous results may be obtained by using, instead, the finite exponential sum
S{a) = ^ K(n)e(na).

n<,N
The modifications required in using S(a) in place of S (a) are based on the explicit formula for ^(rc). We remark that the estimate in Theorem 1 appears to be in contrast with Goldston's statement at the beginning of sect. 4 of [2] . In fact, the loss of a factor L in Linnik's work is due to his treatment of the explicit 
Corollary 2 should be compared with the result provided by the Parseval identity, i.e.
Hence Corollary 2 may be regarded as a conditional truncated version of (3). However, note that taking ^ = -in Corollary 2 only gives the weaker
A sharper version of Theorem 1, and hence of Corollary 1 and 2, may be obtained by assuming the Montgomery pair correlation conjecture in addition to RH.
In 1959, Lavrik [5] proved that 
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We remark that Theorem 2 is essentially best possible, in the sense that one cannot replace the term 0(N) by o{N).
An application of Theorem 2 can lead, under suitable circumstances, to a sharpening of results which involve the use of ParsevaPs identity. For example, the use of Theorem 2 instead of ParsevaPs identity in Linnik's original arguments allows one to remove the e in Linnik's result. This should be compared with Goldston's comments on the Fourier polynomial V{a) in sect. 4 of [2] . In the same way, Theorem 2 may replace the partial integration argument in the proof of Corollary 1.
We finally remark that Theorem 2 enables one to deduce the order
/:
5'(a) da in the whole range 0 < ^ <: -. Writing of magnitude of
Corollary 3 may be regarded as a truncated version of ParsevaPs identity.
Proof of Theorem 1.
We use the following explicit formula
where z = __ -2ma and p = . + ry runs over the non-trivial zeros of C(5), see [6] . Hence w-^« E^^) + -E^"^) (4) say. Since
and (8)
Since z~(' = |2;| -p exp(-^parctan27^A?'a), by Stirling's formula we have that^ ^Hp) < ^ l^l" 172 exp (7 arctan 27r^Va -7r l^l). Sanan-Vaughan technique we have
where == E Er^i^^e^^^^J In order to estimate Gi (a) we use the substitution
thus getting
By partial integration we have (16)
Prom (15) and (16) we get Again by partial integration we obtain f|E-r(^« E E ^^(-c^)).
'^>0 ' 7i>072>0
hence (21) becomes
since the number of zeros p2 = ^ + ^72 with n < |7i -72! < ri + 1 is 0(log(n+|7i|)).
From (9)- (11) and (22) we get
and Theorem 1 follows from (4)- (8) and (23).
Proof of Corollaries 1 and 2.
Assume that H, N e N, H < N, and define where z = --2ma. We have We evaluate Ji using the residue theorem. We have
If r > . we get r \ da r / n? < / -T 
Proof of Theorem 2 and Corollary 3.
We recall the properties of Vinogradov's auxiliary function, see [10] p. 196. Let r be any non-negative integer and /z, 77, A be such that 
