If we have a parametric model for the invariant distribution of a Markov chain but cannot or do not want to use any information about the transition distribution (except, perhaps, that the chain is reversible) | what, then, is the best use we can make of the observations? It is not optimal to proceed as if the observations were i.i.d. We determine a lower bound for the asymptotic variance of estimators and construct e cient estimators. The results apply in particular to discretely observed di usions.
f # : # 2 g for the invariant distribution, and that the transition distribution is unspeci ed otherwise. For notational convenience, we take # one-dimensional, but the results generalize immediately to higher-dimensional parameters. One might think that it is best to proceed as if the observations were i.i.d., and to use the estimator which would be the maximum likelihood estimator in the i.i.d. case, the solution of the estimating equation P n i=1`# (X i ) = 0, with`# the logarithmic derivative of the density of # with respect to the parameter #. Kessler (1995) has shown that this is not the case. The estimator is not even optimal in the class of estimators which solve equations of the form P n i=1 f # (X i ) = 0.
Since the transition distribution determines the invariant distribution, there is information about # in the transition distribution. In Theorem 1, Section 3, we describe the information about # by determining a lower bound for the asymptotic variance of regular estimators. Let Q(x; dy) denote the transition distribution of the chain, and Q(x; dy) that of the time reversed chain. Write " x (dy) for the Dirac measure at x. In analogy with parametric models, we call I the information about # in the model described by all transition distributions with invariant distribution in the family f # : # 2 g.
In Theorem 2, Section 4, we show that reversibility of the chain, Q = Q, carries no information about #. Nevertheless, reversibility leads to a simpler form for e , namely In Theorem 3, Section 5, we describe how to construct such an estimator if a n 1=2 -consistent estimator of # and an appropriate estimator of e are available. The construction utilizes the sample splitting techniques of Schick (1998) . Theorem 4, Section 6, gives an explicit construction of an estimator of e with the desired properties.
Section 7 compares our results with known results for parametric Markov chain models.
The results are of interest when the transition distribution is intractable, or when parametric models for the transition distribution are likely to be incorrect.
We have restricted attention to Markov chains. This simpli es the calculations, but is not essential for the point we make: the information about a parameter in the marginal law of a time series depends on the joint law; it is not optimal to treat the observations as if they were independent; an optimal estimator for the parameter requires estimating the (conditional) distribution of the time series.
Characterization of e cient estimators
In this section we introduce some notation and recall a characterization of least dispersed regular (i.e., e cient) estimators for real-valued functionals of Markov chain models. Let X 0 ; : : : ; X n be observations from a stationary Markov chain on an arbitrary state space S with countably generated -eld S, with transition distribution Q(x; dy) and invariant distribution (dx).
We will use the following notation. The joint law of two successive observations is Q (dx; dy) = (dx)Q(x; dy): For a suitably integrable function f(x) write
For a function k(x; y) of two arguments we write (Qk)(x) = Z Q(x; dy)k(x; y):
(2.1) For j 2, let Q j k = Q j?1 Qk so that (Q j k)(X 0 ) = E(k(X j?1 ; X j )jX 0 ). This di ers from the application of the j-step transition measure Q j to k in the sense of (2.1), which would give E(k(X 0 ; X j )jX 0 ). It will later be convenient to write functions f(x) of one argument as functions of two arguments, (Lf)(x; y) = f(x); (Rf)(x; y) = f(y): Here L and R stand for`left' and`right'.
For a measure , let L 2 ( ) be the space of -square integrable functions, and L 2;0 ( ) the subspace of functions with -expectation 0. Let kfk = ( f   2   ) 1=2 denote the norm of L 2 ( ), and kKk = supfkKfk : kfk = 1g the corresponding operator norm of a kernel K(x; dy). Write J(x; dy) = " x (dy) for the identity kernel, and (x; dy) = (dy) for the stationary projection. We have Q = Q = : (2. 2)
The following assumption will be in force throughout.
Assumption 1. The chain ful lls kQ ? k < 1.
We introduce a local model around Q by perturbing Q as follows. As local parameter space we take H = fh 2 L 2 ( Q ) : Qh = 0g:
For h 2 H we set Q nh (x; dy) = Q(x; dy) ? 1 + n ?1=2 h n (x; y) (2.4) with h n = h n ? LQh n and h n = h1 (jhj n 1=8 ) :
We have used the truncated and centered version h n of h because Q nh (x; dy) must be a probability measure.
Write P n and P nh for the joint distribution of (X 0 ; : : : ; X n ) under the transition distribution Q and Q nh , respectively. Under Assumpion 1, we have a nonparametric version of local asymptotic normality, log dP nh dP n (X 0 ; : : : ; X n ) = log d nh
where N is standard normal. A parametric version of local asymptotic normality for Markov chains was rst given in Roussas (1965) ; a nonparametric version in Penev (1991) . Local asymptotic normality for Markov step processes and Hellinger di erentiable Q nh in the sense of H opfner, Jacod and Ladelli (1990) , and hence for Q nh as in (2.4), is proved in H opfner (1993a, 1993b) . He starts the chain in a xed value X 0 = x 0 , so that log d nh =d (X 0 ) vanishes. We consider a stationary chain, for which log d nh =d (X 0 ) is negligible because the invariant distribution depends continuously on the transition distribution; see Kartashov (1996 We consider two submodels of the full nonparametric model. The rst, Q , consists of all transition distributions with invariant distribution in the family f : 2 g. The second, Q rev , consists of all transition distributions which ful ll the additional restriction that the chain is reversible. The models are semiparametric, or rather nonparametric with a parametric family of restrictions. (In Section 7 we will also discuss models described by a parametric family of transition distributions.) We are interested in estimating .
For simplicity we take one-dimensional and open. We x a parameter #. In the following, we will often suppress this parameter in the notation. In particular, we will write for # . In this and the next section, the following assumption will be in force. We need it to determine a lower bound for the asymptotic variance of estimators of #. Fix a transition distribution Q with invariant distribution = # . The local model around Q is obtained by perturbing Q as in (2.4), subject to the restriction that the invariant distributions are in the family f : 2 g. The restriction entails a restriction on the local parameter h of the perturbed transition distribution Q nh . To determine the restriction, we consider the invariant distribution of Q nh . By Kartashov (1985a Kartashov ( , 1985b Kartashov ( , 1996 , the transition distribution Q nh has a unique invariant distribution nh which admits the following perturbation expansion: For h 2 H and f 2 L 2 ( ),
where U is the kernel (RQ j ? LQ j+1 ) on L 2 ( ):
The operator A maps L 2 ( ) into H,
We will need the adjoint of A in the inner product (3.4). It is expressed in terms of the reversed chain, with transition distribution Q(y; dx) de ned by
For a function h(x; y) of two arguments we will follow the convention that the transition distribution of the reversed chain acts on h from right to left, i.e., on the rst argument of h, Qh. Introduce
For f 2 L 2 ( ) and h 2 H,
This is Lemma 1 of Greenwood and Wefelmeyer (1999) , specialized to functions of one argument. With (3.4) and (3.7), the perturbation expansion
(3.8)
So far, we have not used the restriction that the invariant distributions are in the parametric family f : 2 g. Hellinger di erentiability (3.1) of the invariant distribution implies for all bounded functions f and u 2 R, The canonical gradient will turn out to be of the form Af with f 2 L 2 ( ). The following simple characterization will be useful.
Lemma 1. Let f 2 L 2 ( ). Then Af is a gradient for # if and only if (`f) = 1. Proof. We have V h = u`for h 2 H u . By (3.7), Q (h Af) = (V h f) = u (`f): Hence (3.10) holds for g = Af if and only if (`f) = 1.
The canonical gradient, say g , is the projection of an arbitrary gradient into H . In particular, V g = u`for some u. Does the class of gradients in Lemma 1 contain the canonical gradient? This is the case if we can nd f 2 L 2 ( ) such that V Af = u`, with u determined by (`f) = 1. A su cient condition is invertibility of V A. To calculate V A, we introduce an operator V analogous to V ,
In accordance with our convention, the restrictions of V and V to functions of one variable are V R and V L, or
We have
This is Lemma 2 of Greenwood and Wefelmeyer (1999) , specialized to functions of one argument.
Lemma 2. The operator V A is invertible on L 2;0 ( ), and
Proof. On Under appropriate regularity conditions, the maximum likelihood estimator has this stochastic approximation. For a related robustness result in fully nonparametric Markov chain models see Penev (1993) .
The information for reversible chains
In this section we show that reversibility of the Markov chain carries no additional information about the parameter of the invariant distribution. (A related result is proved in Greenwood and Wefelmeyer (1999) : In a nonparametric Markov chain model, reversibility carries no information about functionals of the invariant distribution.) Nevertheless, the canonical gradient simpli es for reversible chains. Then Q is symmetric in the two components. To translate this property into a property of local parameters, we extend some results of Section 3; see also Greenwood and Wefelmeyer (1999, Section 3 We will construct such an estimator as a one-step estimator, improving an initial estimator. As usual, the initial estimator will be a discretized and n 1=2 -consistent estimator# n , see Bickel et al. (1993) . Such a discretized estimator can be treated as a deterministic sequence in the proof.
From Meyn and Tweedie (1993, Section 17.4) we obtain the following martingale approximation. It goes back to Gordin (1969) ; see also Gordin and Lif sic (1978) 
Our construction of the e cient estimator will therefore involve an estimator for e , and not for Ae . We also rely on the sample splitting techniques of Schick (1998) . For simplicity we use his two-split, which picks two blocks X 1 = (X 0 ; : : : ; X mn ) and X 2 = (X n?mn ; : : : ; X n ).
We need that m n n ! 1 2 ; n ? 2m n ! 1 and n ?1=2 (n ? 2m n ) ! 0:
With e n (x;# n ; X 0 ; : : : X n ) denoting an estimator of e (x), our estimator has the form # n = 1 2 0 @# n + 1 mn P mn i=1 e mn (X i ;# n ; X 2 ) ? # n e mn ( ;# n ; X 2 ) # n e mn ( ;# n ; X 2 )`# n 1 A (1): (5.7) Then the one-step estimator# n de ned in (5.5) satis es the stochastic expansion (5.2) and is therefore a least dispersed regular estimator for #.
Proof. Since the initial estimator# n is discretized, it su ces to prove the stochastic expansion (5.4) with local sequences # n replacing# n in the de nition (5.5) of# n . Fix a local sequence # n . Because of the sample splitting, we only need to show expansion (5.4) for the`estimator' # n + 1 n P n i=1ẽ n (X i ) ? #n (ẽ n ) #n (ẽ n`#n ) withẽ n (x) = e n (x; # n ;X) andX an independent copy of (X 0 ; : : : ; X n ); see Schick (1998) . It su ces to show that #n (ẽ n`#n ) = (e `#) + o Pn (1) 
(Aẽ n )(X i?1 ; X i ) + o Pn (1) Again by the Cauchy{Schwarz inequality, and by (5.7), (ẽ n`# p # ) = (e `#p # ) + o Pn (1):
Relation (5.9) follows from these two relations. To prove relation (5.10), note rst that by (5.12),
Hence, for " > 0, the conditional Markov inequality yields
Relation (5.10) now follows from the martingale approximation (5.3).
We verify relation (5.11) with the aid of Schick (1998, Theorem 3.3 by (5.12) and since U is a bounded operator. Then by Schick (1998, Remark 3.4 ) the conditions of his Theorem 3.3 hold, and (5.11) follows.
Remark 2. Let e n be an estimator that satis es condition (5.7) of Theorem 3. Then the estimator e n = (?B n )_e n^Bn satis es (5.7) for every sequence of positive numbers B n tending to in nity. This truncated estimator also satis es (5.6) if B n = o(n 1=2 ). Consequently, only condition (5.7) poses any di culties.
Estimation of e
The results of the previous section show that we can can construct an e cient estimator of # if one can construct an estimate e n of e which satis es (5.7). We shall now construct such an estimator e n under the assumption that we can choose appropriate orthonormal bases for the spaces L 2;0 ( ). More precisely, for each 2 let f j; : j 1g be an orthonormal basis for L 2;0 ( ). We require the following additional properties of these functions. From the rst inequality we obtain jA k;# j kQ ? j < 1 and hence the rst part of relation (6.5). The second inequality and relation (6.6) imply the second part of relation (6.5). This concludes the proof of (6.3). Now we show that e ;k;# coincides with e ;k of the Proposition 1 if we take j = j;# . Indeed, for this choice of orthonormal basis, we nd that ? k`# = b T k;# k;# , and that for each a 2 R k we have Q k (a T k;# ) = a T A k;# k;# and Q k (a T k;# ) = a T A T k;# k;# . In the Hence the local parameter space at # is the linear span, say H par , of m. Here par stands for`parametric'.
The perturbation expansion (3.8), applied to Q nh = Q #+n ?1=2 u , with approximation (7.1), gives n 1=2 ( #+n ?1=2 u f ? f) ! u (V m f):
Comparing with (3.9), we obtain`= V m: (7. 2)
The canonical gradient for the parameter, viewed as a functional t(Q ) = of the transition distribution, is of the form g par = u par m, with u determined by (2.8), Of course, the canonical gradient g par is also obtained as projection onto H par of the gradient g = ( (`e )) ?1 Ae , with e = (V A) ?1`, which is canonical for the larger model Q of all transition distributions with invariant distribution in f : 2 g; see Theorem 1. To show that g projects to g par , we note rst that (3.7) and (7.2) imply Q (m Ae ) = (V m e ) = (`e ); so that Q (mg ) = 1. We also have Q (mg par ) = 1 and therefore Q (m(g ? g par )) = 0, i.e., g par is the projection of g onto H par . The last orthogonality property implies that, as expected, the asymptotic variance of the maximum likelihood estimator is never larger than that of the e cient estimator in the larger model Q . The variance reduction can be considerable. An extreme case would be that the transition distributions Q all have the same invariant distribution. Then the invariant distribution contains no information at all about the parameter. We had to exclude this case in Sections 3 to 6, through the assumption that `2 > 0.
The maximum likelihood estimator is only feasible if the transition distributions Q are tractable. Kessler (1995) To prove this, we note rst that by (7.6) and (3.12), the asymptotic variance of # e n is ( (`e )) ?2 Q (Ae ) We arrive at the inequality between the asymptotic variances of # f n and # e n :
( (`f)) ?2 Q (Af)
A di erent characterization of the optimal in uence function is given in Kessler (1995) : The corresponding in uence function is closest to the in uence function ( Q m 2 ) ?1 m = g par of the maximum likelihood estimator among all in uence functions ( (`f)) ?1 Af of estimators # f n with f 2 L 2;0 ( ). We have just shown that the optimal in uence function is Ae . Indeed, Ae is the projection of m into the space fAf : f 2 L 2 ( )g. This follows from (7.7) and Q (m Af) = (V m f) = (`f):
The estimating equations (7.3) contain the estimator which would be the maximum likelihood estimator if the observations were independent, the solution #ǹ of To calculate the maximum likelihood estimator, the logarithmic derivative m of the transition distribution Q must be tractable. To calculate the estimator # e n , the function e = (V A) ?1`m ust be tractable. The estimator #ǹ requires only the logarithmic derivative` of the invariant distribution .
The estimator# n introduced in Theorem 3 has the same asymptotic variance as # e n . It does, however, not require knowledge of Q . Hence it is adaptive in the sense that whatever the model for the transition distributions, it is asymptotically as good as the estimator # e n , which, in turn, is optimal among solutions of estimating equations P n i=1 f (X i ) = 0 in the model fQ : 2 g. To put it di erently: Even though # e n requires knowledge of Q , it does not exploit any of the information about in the model fQ : 2 g.
(Analogous results hold for quasi-likelihood models, which are de ned by parametric models for the conditional mean and variance of a Markov chain. The maximum quasi-likelihood estimator requires knowledge of the conditional variance but does not extract any information from it. Furthermore, one can construct an estimator which is asymptotically as good but does not use the model for the conditional variance; see Wefelmeyer (1996) . This estimator has therefore an adaptivity property analogous tô # n .)
