This study presents a novel hybrid intelligent system which focuses on the optimisation of machine parameters for dental milling purposes based on the following phases. Firstly, an unsupervised neural model extracts the internal structure of a data set describing the model and also the relevant features of the data set which represents the system. Secondly, the dynamic system performance of different variables is specifically modelled using a supervised neural model and identification techniques from relevant features of the data set. This model constitutes the goal function of the production process. Finally, a genetic algorithm is used to optimise the machine parameters from a non parametric fitness function. The reliability of the proposed novel hybrid system is validated with a real industrial use case, based on the optimisation of a highprecision machining centre with five axes for dental milling purposes.
Introduction
The optimisation process of machine parameters could significantly help to increase companies' efficiencies and substantially contributes to costs reductions in preparation and setting machines processes and it also helps in the production process using new materials.
Nevertheless, the variables and parameters setting processes are a well-known problem that has not been fully resolved yet. Several different techniques are proposed in the literature. In [1] , is used a Taguchi orthogonal array to optimise effect of injection parameters. In [2] the influence of operating parameters of ultrasonic machining is studied using Taguchi and F-test method. In [3] is researched as to improve the quality of the KrF excimer laser micromachining of metal using the orthogonal array-based experimental design method.
Conventional methods can be greatly improved through the application of soft computing techniques [4] .
The novel proposed method was tested and validated using a four-step procedure based on several soft computing techniques as artificial neural networks (ANN) and genetic algorithms (GA). Firstly, the dataset is analysed using projection methods such as Principal Component Analysis (PCA) [5], [6], [7] and Cooperative Maximum-Likelihood Hebbian Learning (CMLHL)[8] to analyse the internal structure of the dataset to establish whether the data set is sufficiently informative. Then those methods are applied to perform feature selection as a pre-processing step. It means that if the initial collected data set, once analysed shows a certain degree of clustering, it can be seen as a sign of a representative data set (this means that there is not a single problem related to any sensor when collecting the information and the process is well defined by such data set. Then, the following steps of the process can be applied. And thus the most representative features are identified and used in the following steps. At this phase, a model is generated during the modelling stage to estimate production time errors by modelling techniques. Finally, the ANN model obtained in the last step is used as fitness function to be optimised in the genetic algorithm.
The rest of this paper is organised as follows. Section 2 introduces the unsupervised neural models for analysing the internal structure of the data sets and to perform feature selection.. Section 3 deals with system identification techniques used in the system modelling. Section 4 introduces the applied GA. Section 5 describes the real industrial use case. The final section presents the different models that are used to solve the high precision dental milling optimisation use case. Finally conclusions are set out and some comments on future research lines are outlined.
Soft Computing for Data Structure Analysis
Soft Computing is a set of several technologies whose aim is to solve inexact and complex problems [9] . It investigates, simulates, and analyses very complex issues and phenomena in order to solve real-world problems [10] . Soft Computing has been successfully applied in feature selection, and plenty of algorithms are reported in the literature [11] , [12] , [13] .
Feature Selection and extraction [14] , [15] entails feature construction, space dimensionality reduction, sparse representations and feature selection among others. They are all commonly used pre-processing tools in machine learning tasks, which include pattern recognition. Although researchers have grappled with such problems for many years, renewed interest has recently surfaced in feature extraction.
In this research, an extension of a neural PCA version [5], [6], [7] and other extensions are used to study the internal structure in the data set as well as to select the most relevant input features for feature selections porpuses.
Then, this research uses the feature selection approach based on the dimension reduction issue. Initially, some projection methods as PCA [5], [6], [7], MLHL [16] and CMLHL [8] are applied. In a first step they aim to analyse the internal structure of a representative data set of a real use case. If after applying these models, a clear internal structure can be identified, this means that the data recorded is informative enough. Otherwise, data must be properly collected again [17] , [18] .
