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To form a coherent percept of the 
environment, the brain needs to 
bind sensory signals emanating 
from a common source, but to 
segregate those from different 
sources [1]. Temporal correlations 
and synchrony act as prominent cues 
for multisensory integration [2–4], 
but the neural mechanisms by which 
such cues are identified remain 
unclear. Predictive coding suggests 
that the brain iteratively optimizes 
an internal model of its environment 
by minimizing the errors between its 
predictions and the sensory inputs 
[5,6]. This model enables the brain 
to predict the temporal evolution 
of natural audiovisual inputs and 
their statistical (for example, 
temporal) relationship. A prediction 
of this theory is that asynchronous 
audiovisual signals violating the 
model’s predictions induce an 
error signal that depends on the 
directionality of the audiovisual 
asynchrony. As the visual system 
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asynchrony, the delayed auditory 
inputs are expected to generate a 
prediction error signal in the auditory 
system (and vice versa for auditory 
leading asynchrony). Using functional 
magnetic resonance imaging (fMRI), 
we measured participants’ brain 
responses to synchronous, visual 
leading and auditory leading movies 
of speech, sinewave speech or 
music. In line with predictive coding, 
auditory leading asynchrony elicited 
a prediction error in visual cortices 
and visual leading asynchrony in 
auditory cortices. Our results reveal 
predictive coding as a generic 
mechanism to temporally bind 
signals from multiple senses into a 
coherent percept.
We presented 37 healthy human 
volunteers with synchronous, 
visual leading and auditory leading 
audiovisual movies from three 
spectro-temporally complex 
stimulus classes: speech; intelligible 
sinewave speech; and music. In 
an initial psychophysics study, 
participants judged the stimuli as 
synchronous or asynchronous at 13 
levels of audiovisual (a)synchrony 
(see Supplemental Results, Figure 
S1, Table S1 and Supplemental 
Methods in the on-line Supplemental 
Information). On the basis of these 
psychophysics results, we set the 
temporal asynchrony in the fMRI Sinewave
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 with all stimuli > fixation at p < 0.05 corrected (>2study to ±240 ms, which induced a 
proportion of perceived asynchrony 
of 0.64 (STD = 0.31) for auditory 
leading and 0.57 (STD = 0.25) for 
visual leading trials averaged across 
all three stimulus classes. 
In the fMRI study, participants 
passively perceived the audiovisual 
movies so that we could evaluate 
the brain’s automatic response 
to audiovisual asynchrony 
unconfounded by task-related or 
motor responses (see Supplemental 
Methods). We confirmed that 
participants’ fixation performance 
was equivalent across all conditions 
via eye movement recordings (see 
Supplemental Results). 
First, we investigated whether 
auditory and visual leading movies 
induced activation increases 
indexing a prediction error signal in 
distinct sensory areas. In support 
of predictive coding, visual leading 
relative to synchronous movies 
increased activations in the auditory 
system extending from bilateral 
Heschl’s gyri (primary auditory 
cortices) into superior temporal 
gyri/sulci (STG/STS) consistently 
across all three stimulus classes. 
Conversely, auditory leading relative 
to synchronous movies increased 
activations in bilateral occipito-
temporal cortices, which located 
predominantly in V5/hMT+ and 
extended into STG/STS (Figure 1A 
and Table S3). Music
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increases in visual and auditory 
areas were indeed selective 
for auditory and visual leading 
asynchrony, we directly compared 
auditory and visual leading 
conditions. Common to all stimulus 
classes, this analysis corroborated 
the double dissociation with 
activation increases in bilateral 
Heschl’s gyri/primary auditory 
cortices for visual relative to auditory 
leading and in bilateral V5/hMT+ 
(based on cytoarchitectonic 
probability maps) for auditory 
relative visual leading movies (Figure 
1B and Table S2). This double 
dissociation was observed across 
all three stimulus classes, even 
though the perceived asynchrony 
was stronger for speech and 
sinewave speech stimuli when 
they were auditory leading, but for 
music stimuli when they were visual 
leading. 
Our results support predictive 
coding as a generic mechanism 
that enables bidirectional temporal 
predictions operating from audition 
to vision and vision to audition. 
As hypothesized under the 
predictive coding framework, we 
observed prediction error signals in 
auditory cortices for visual leading 
asynchrony, but in V5/hMT+ for 
auditory leading asynchrony. While 
activation increases for audiovisual 
asynchrony were temporally 
direction-selective in low-level 
sensory areas, they propagated up 
the hierarchy to converge in higher 
order association areas such as 
STG/STS. As STS is bi-directionally 
connected to auditory and visual 
areas, it is ideally suited to project 
top-down predictions to lower level 
sensory areas [7]. 
Importantly, this activation 
pattern was observed consistently 
for natural speech, intelligible 
sinewave speech and music 
despite their spectrotemporal and 
perceptual differences pointing 
towards fundamental principles 
of multisensory binding. Critically, 
multisensory binding via predictive 
mechanisms relies on the brain 
having learnt the statistical 
relationship (for example, temporal 
correlations) of the audiovisual 
signals from prior experience. 
Indeed, all three classes of 
audiovisual signals in the current 
study evolved according to statistical regularities that the brain 
learnt through exposure to its natural 
environment (and additional prior 
training) [8]. 
By contrast, we would expect 
that novel independent or transient 
asynchronous signals, for which 
the brain cannot form reliable 
temporal predictions, are processed 
in a competitive fashion in line 
with models of biased competition 
(see [9] for example). Recent 
psychophysics studies have shown 
that the allocation of attentional 
resources to signals from different 
sensory modalities can be biased 
by the temporal order at which the 
signals arrive. Thus, in a dual task 
paradigm, participants were better 
at detecting the auditory signal 
component in auditory leading 
relative to synchronous audiovisual 
trials [10]. This behavioural response 
pattern suggests that the auditory 
signal gains higher bottom-up 
salience for auditory leading 
asynchrony and the visual signal 
for visual leading asynchrony. For 
independent auditory and visual 
signals, we would therefore expect 
an activation profile that is opposite 
to what we observed in the current 
study: activation increases for visual 
leading signals in the visual system 
and for auditory leading signals in 
the auditory system. 
Thus, the statistical structure 
of the sensory signals may play 
an important role in shaping the 
brain’s responses to audiovisual 
asynchrony and in part explain 
the inconsistent findings in the 
audiovisual asynchrony literature 
(see Supplemental Discussion). 
Independent audiovisual signals may 
be treated in a competitive fashion, 
while natural audiovisual signals 
that evolve according to statistical 
regularities enable crossmodal 
temporal predictions.
In conclusion, our results suggest 
that predictive coding forms a 
generic mechanism that enables 
the brain to temporally bind natural 
continuous signals from multiple 
senses into a coherent percept of 
our environment.
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