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Abstract 
The study presented in this paper shows that the coding gain between different allocation modalities between turbo encoder 
and quadrature amplitude modulator with 16 signal points is over 0.6 dB in fading environment. The study presents 
comparatively the performances obtained with the single binary and double binary turbo codes of memory 4 (with 16 
states) used in the LTE and DVB standards. It took into consideration the channel with flat fading, non-selective in 
frequency, of Ricean type for various degrees of strength. Because of the preferential protection offered by the quadrature 
amplitude modulation, the various modes of binary allocation between turbo encoding and the quadrature amplitude 
modulation provide very different bit error rates performances. The hierarchies in performance are strongly influenced by 
the signal per noise ratio at which work is done. The presented results are a guide for choosing the most adequate binary 
allocation modality between coding and modulation for specific applications. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs. 
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1. Introduction 
Quadrature amplitude modulation (QAM) is a handy solution for the efficient use of the transmission 
channel strip. In the case of Additive White Gaussian Noise (AWGN) channel “very clean”, i.e. with very high 
signal to noise ratio (SNR), QAM with up to 1024 signal points are usable. These modulations are practically 
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unusable in fading channels, due to the brutal degradation of the bit error rate (BER) performance. In this case, 
the solution is to involve error correcting codes. 
The study presented here is a continuation of the investigations on the binary allocation between turbo 
encoding and QAM in case of their direct coupling1,2,3. The direct coupling of the output of the (turbo) encoder 
to the input of the modulator is an alternative to using the bit interleaved coded modulation (BICM)4 
techniques or the ones derived from them. Here we refer to BICM with iterative decoding (BICM-ID)5 or turbo 
coded BICM-ID6. The use of these techniques means inserting an interleaving block between the (turbo) 
encoder and the modulator. Obviously, the additional decorrelation induced by this block on the supplied 
receiving sequence of the (turbo) decoder offers a decoding gain of a few tenths of decibel. The existence of 
this block uniforms the (turbo) encoded sequence offered to the modulator. The turbo encoded sequence 
contains both information bits as well as parity bits. On the other hand, the QAM modulation provides 
preferential protection over various bits from the modulator symbol. More specifically, 16-QAM better protects 
the sign bit. At a direct coupling between turbo encoder (TE) and modulator, in each modulator symbol, the 
information bit plays the same role. As such, according to the approached allocation strategy, the modulation 
provides protection to all information bits or to all parity bits. Using BICM or the derived techniques, the 
sequence generated by the TE is mixed, so that the modulation no longer offers protection only to the 
information or to the redundancy. 
The previously made studies have evaluated quantitatively the influence of the various binary allocation 
strategies between encoding and modulation in case of their direct coupling for the square QAM: 16-QAM1, 
64-QAM2 and 256-QAM3. If during the previous investigations we only took in consideration the non-
fluctuating channel, i.e. AWGN channel, in this study we took in consideration the Ricean channel7. The 
Ricean channel is a model for the wireless transmissions, which provide both a Line of Sight (LOS) component 
and a fluctuating one. We took into consideration the evaluation of the performances of the direct allocation 
strategies between the turbo encoder and the 16-QAM modulator for various ratios between the power of the 
direct wave and the fluctuating one. 
The structure of the work is the following. Section II offers a short presentation of the turbo encoders 
involved, for the purpose of specifying the notations used. By means of a similar strategy, Section III presents 
the 16-QAM modulation. Section IV is dedicated to presenting the results of the simulations made and Section 
V concludes the paper. 
2. The turbo encoder 
Fig. 1 presents the block diagram of a turbo encoder8,9. According to the type of the turbo encoder, single or 
double binary, one or two inputs, respectively 3 or 4 outputs are present. Thus, in the absence of the puncturing 
(operation performed by the “P” block) the natural encoding rate for a single binary turbo code (SBTC) is of 
1/3, while for a double binary turbo code (DBTC) is of 1/2. The input block, regardless of the fact that it is 
built from one or two sequences, is directly taken by the (convolutional) encoder C1, which, by encoding, 
generates the x1 parity sequence. Simultaneously, the same data block is taken by the means of the „ʌ” 
interleaver by the C0 encoder. The latter, in its turn generates the x0 parity bits sequence. 
For a veridical comparison from the point of view of the performance between a SBTC and a DBTC we 
have chosen the encoding rate 1/2 for both TCs. This choice was determined by the fact that the puncturing 
operation is successfully applied to the parity bits, fact which increases the encoding rate. Thus, applying 
puncturation for SBTC, we were able to increase the encoding rate to 1/2. The puncturing matrix used was: 
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where zeroes from Mp denote the punctured/erased bits.   
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Fig. 1. Turbo encoder.  
The size of an input data block (u1 sequence) for SBTC is 1×Ns=1504 bits, where Ns represents the 
interleaving length. Using the puncturing with the Mp matrix, the turbo encoded block has a periodical 
structure with the following form: 
 
 
 
 
 
 
where the index „2i” symbolizes the clock moment, with 0  2i < Ns. Because a double binary turbo encoder 
(DBTE) uses both inputs (from the diagram presented in Fig. 1), the size of a data block in this case is 2×Nd, 
where the interleaving length is Nd=752 bits. 
3. Sixteen quadrature amplitude modulation  
The signal points constellation, for 16-QAM, with Gray allocation is presented in Fig. 2. The modulator 
symbol for 16-QAM has the form:   
 [ ]jjjjj dcbam = , (2) 
A signal modulated using squared 16-QAM has the form10: 
 
 
( ) ( ) ( )tqtpts jjj 21 ϕ⋅+ϕ⋅= , j∈{0, 1, 2, …15}, (3) 
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If aj, bj, cj, and dj ∈{0, 1}, then pj, and qj ∈{–3, –1, 0, 1, 3}. 
 
 
 
 
 
 
C1 
 
C0 
π 
u1
x0
x2
x1
 
 
P 
u2
x3



12
0
2
1
12
2
2
2
+
+
i
i
ii
x
x
xx
303 Kovaci Maria and Balta Horia /  Procedia Computer Science  56 ( 2015 )  300 – 308 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Signal points constelation for 16-QAM. 
The modulated signal is sent through a Rice flat fading channel. At the output of the demodulator it results 
a samples sequence with the form: 
iiii nhy +⋅α= ,   (5) 
where Įi is the amplitude of the Ricean fading, hi is given by pj or qj, and ni is a sample of the AWGN noise. 
The fading amplitude has a Rice probability distribution. A random variable with Rice distribution 
22 YX +=α can be modeled as a sum of the two normally distributed variables, with the same variance 2σ , 
one with zero mean, Y, and one with non-zero mean (A), X. The random variable X can be thought as in: 
,AZX +=    (6) 
where Z represents the normal random variable with zero mean and variance 2σ . 
Thus, the random variable with Rice distribution, α , can be written as in: 
( ) ,cos2 2222 ArArYAZ +Φ⋅⋅⋅+=++=α   (7) 
where: 22 ZYr +=  is a random variable with Rayleigh distribution; Φ  is the phase of complex distribution 
whose real and imaginary parts are given by the random variables Y and Z. 
The ratio of power of LOS component to the power of multipath component is called Ricean K factor7, 
defined as in: 
.
2 2
2
σ⋅
=
AK    (8) 
In our simulations we assumed the total power 12 22222 =σ⋅+≡+=α ArA  to be unitary so A2 ∈ [0, 1]. 
The role of the bits: aj, bj, cj, and dj is picked up by the bits generated by the TE from Fig. 1. The studied 
allocation modes are presented in the following.  
The three binary allocation modes between DBTE and 16-QAM modulator investigated are presented in 
Table 1. These modes are noted with the acronyms qam0d, qam1d and qam2d. 
     Table 1. The binary allocation modes between DBTE and 16-QAM modulator. 
The allocation variant aj bj cj dj 
qam0d ݔ͵݅  ݔͳ݅  ݔʹ݅  ݔͲ݅  
qam1d ݔͳ݅  ݔ͵݅  ݔͲ݅  ݔʹ݅  
qam2d ݔ͵݅  ݔͳ݅  ݔͲ݅  ݔʹ݅  
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     Table 2. The binary allocation modes between SBTE and 16-QAM modulator. 
The allocation variant aj bj cj dj 
qam0s ݔଶ݅൅ͳ ݔͳ݅  ݔʹ݅  ݔͲ݅൅ͳ 
qam1s ݔͳ݅  ݔଶ݅൅ͳ ݔͲ݅൅ͳ ݔʹ݅  
qam2s ݔଶ݅൅ͳ ݔͳ݅  ݔͲ݅൅ͳ ݔʹ݅  
 
In variant qam0d, the role of the sign bits (better protected bits by the 16-QAM) is picked up by the 
information bits. In variant qam1d, the parity bits are placed on the privileged positions. The variant qam2d is a 
hybrid one, meaning that the information bit is protected by in-phase carrier and the parity bit is protected by 
quadrature carrier. 
We have also chosen for SBTC the three variants, denoted with qam0s, qam1s and qam2s. They are similar 
to the previous case, because the assigned symbol contains idem, two information bits of and two parity bits.   
In the next section are presented the BER and frame error rate (FER) performance of these allocation 
variants for different degree of the fading strength. 
4. Simulation results 
We will start by specifying the conditions under which the simulations were performed then in the next 
paragraph are given BER/FER versus SNR curves, indicating the obtained performances.  
4.1. The TCs parameters used in simulations 
As we have mentioned above, in the performed simulations, we used the SBTC defined by the LTE 
standard8 and the DBTC defined by the DVB-RCS2 standard9. In both cases the data blocks contained 1504 
bits. We used for the component encoders the circular closure (tail-biting) method for trellis closure11. In the 
case of the SBTC we used a quadratic polynomial permutation (QPP) interleaver12, with the parameters f1=49, 
f2=846, as is given in the LTE standard for the length N=1504 bits. In the case of the DBTC we used the 
interleaving specified by the standard (intra- and inter-symbol). We considered Max-Log-MAP algorithm for 
decoding13. We used a scaling factor of extrinsic information of 0.7 for SBTC, and 0.75 for DBTC14. As well, 
the genie iterations stop criterion15 was considered, with a maximum number of iterations set to 8, 16 and 100.  
For the construction of the curves presented in the following paragraph we performed simulations for every 
point until getting a number of at least 100 erroneous blocks. 
4.2. The performances of the allocation modes 
The simulation results are shown in Fig. 3, Fig. 4 and Fig. 5. The simulations were done for 4 values of the 
ratio of power of LOS component to the total power, given by the value of A2 (in percent): 0%, 50%, 75% and 
100. The case A2 = 0% is equivalent with a pure fluctuant channel (Rayleigh) and A2 = 100% is the channel 
without fading, the Gaussian channel. The curves from Fig.3 give the BER/FER versus SNR performances for 
SBTC. Unconcerned of the coefficient A2, the hierarchy in performance for the water fall region, for the 3 
allocation methods defined in Table 2 is, in order: qam0s, qam2s and qam1s. But while the SNR increases and 
we approach the error floor region of the curves, the hierarchy tends to reverse. The curves marked with circle-
red (qam0s) present a pronounced error floor effect. The curves marked with star-blue (qam1s) have a poor 
performance in the water fall region, and even if they have the smaller effect of error floor they are not 
attractive in practical terms than in cases in which a very low FER is desired. A good compromise is the hybrid 
variant (qam2s). In the water fall region the qam2svariant provides performance close to the qam0s variant, but 
in the lower region of the curves it is net superior. 
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Fig. 3. The performances of the allocation modes  for SBTC; (a) BER after 100 iterations: qam0s=circle-red, qam1s=star–blue, 
qam2s=diamond-green; (b) FER after 100 iterations; (c) FER after 8, 16 and 100 iterations for qam0s; (d) FER after 8, 16 and 100 
iterations for qam1s; (e) FER after 8, 16 and 100 iterations for qam2s; (8 iterations=dotted line, 16 iterations=dashed line, 100 iterations= 
continuous line) 
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Fig. 4. The performances of the allocation modes  for DBTC; (a) BER after 100 iterations: qam0d=circle-red, qam1d=star–blue, 
qam2d=diamond-black; (b) FER after 100 iterations; (c) FER after 8, 16 and 100 iterations for qam0d; (d) FER after 8, 16 and 100 
iterations for qam1d; (e) FER after 8, 16 and 100 iterations for qam2d; (8 iterations=dotted line, 16 iterations=dashed line, 100 iterations 
=continuous line). 
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Fig. 5. Performance of the binary allocation modes: SBTC (star-blue) versus DBTC (circle-red); (a) qam0; (b) qam1; (c) qam2. 
  
The diagrams c), d) and e) in Fig. 3 show the effect of processing of a different iterations number. The 
difference is given by the error floor region. In this region, making an additional number of iterations versus 8 
is redundant. 
The DBTC performance is illustrated in the diagrams of Fig. 4. These are similar to those of SBTC. The 
difference is given by the very poor performance of the qam1d variant. If, for SBTC, the allocation variant 
with protection on parity bits delivers a low error floor effect, for DBTC this version has a lower performance 
than the others. This is underscored by the curves shown in Fig. 5, where a performance comparison between 
the two CTs has been done. The performances are very close except for the qam1 variants, in which case we 
notice the SBTC's superiority in the bottom of the curve. 
5. Conclusions 
The binary allocation modes between turbo encoding and 16-QAM can influence the BER/FER versus SNR 
performance in the Ricean channel by up to 0.5 dB. The performance hierarchies of the allocation variants 
differ significantly depending on the SNR's domain, which also identifies the region (in terms of FER) the TC 
operate. Thus, for the FERs up to 10-5 the best performance are obtained by the allocation variant which 
preferentially protect the information bits (by the 16-QAM). Below this value for FER the versions which 
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protect the parity bits become more efficient. A good compromise over the whole practical FER’s domain is 
the hybrid variant. 
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