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Abstract
The main purpose of this paper is to extend the conventional separation theorems concerning the convex subset
of Rm to generalized separation theorems concerning the convex subset of Rm × Sn . This is accomplished
by the introduction of the generalized inner product in Rm × Sn . Then we derive the famous Farkas’ lemma
in nonlinear semidefinite programming, which may be very important for the analysis of the dual theory and
optimality conditions of nonlinear semidefinite programming.
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1. Introduction
Convex sets and convex functions play an important role in many optimization problems [1]. In this
paper, we study the generalized separation theorems and Farkas’s lemma concerning a more general
convex subset of Rm × Sn, where Sn denotes the space of the real symmetric n × n matrices. Our
interest in this area originates from the development of nonlinear semidefinite programming, which has
frequently arisen from control theory and statistics optimization (please see [2,3]). It can be regarded as
an extension of not only linear semidefinite programming but also nonlinear programming, and is still
in its preliminary phase. As we know, the conventional separation theorems and Farkas’s lemma are the
fundamental theorems for the analysis of the dual theory and optimality conditions of linear semidefinite
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programming and nonlinear semidefinite programming [4–6]. Hence, it is necessary and important for us
to study the generalized separation theorems and Farkas’s lemma in nonlinear semidefinite programming.
This is accomplished by the introduction of the generalized inner product in Rm × Sn .
The generalized inner product of points P1 = (y1, X1), P2 = (y2, X2) ∈ Rm × Sn, denoted by
〈P1, P2〉, is defined by
〈P1, P2〉 = yT1 y2 + X1 • X2, (1.1)
where the notation X1 • X2 stands for the inner product of the symmetric matrices X1 and X2:
X1 • X2 = trace(X T1 X2). (1.2)
We use the generalized inner product to define the norm ‖·‖ or the length of point P = (y, X) ∈ Rm ×Sn
as follows:
‖P‖ = 〈P, P〉1/2 = (‖y‖22 + ‖X‖2F )1/2. (1.3)
The generalized inner product in Rm ×Sn is a straightforward extension of the Euclidean norm in Rm .
Hence, similarly to the properties of the Euclidean norm, it is easy to verify that
(1) ‖P‖ ≥ 0, ∀P ∈ Rm × Sn;
(2) ‖P‖ = 0 if and only if P = 0;
(3) ‖αP‖ = |α|‖P‖, ∀α ∈ R, P ∈ Rm × Sn;
(4) |〈P, Q〉| ≤ ‖P‖ · ‖Q‖, ∀P, Q ∈ Rm × Sn;
(5) ‖P + Q‖ ≤ ‖P‖ + ‖Q‖, ∀P, Q ∈ Rm × Sn .
On the basis of the properties of the generalized inner product, we derive generalized separation
theorems concerning the convex subset of Rm × Sn in Section 2. We show that if N ⊆ Rm × Sn is
nonempty convex, and P ∈ Rm × Sn with P 	∈ N , then there exists a nonzero Q such that Q separates
N and P . Moreover, if N is closed, then Q strictly separates N and P . Finally, in Section 3, we give the
Farkas’ lemma in nonlinear semidefinite programming.
2. Separation theorems
This section is devoted to the establishment of the generalized separation theorems for the convex
subset of Rm × Sn. Firstly, we give some lemmas.
Lemma 2.1. Let N ⊆ Rm × Sn be a nonempty closed convex set and let P˜ ∈ Rm × Sn with P˜ 	∈ N.
Then there exists a unique P¯ ∈ N such that
‖P¯ − P˜‖ = inf{‖P − P˜‖ | P ∈ N }, (2.1)
that is, P¯ is the point in N closest to P˜.
Proof. Let
inf{‖P − P˜‖ | P ∈ N } = γ > 0. (2.2)
Then there exists a sequence {Pk} ⊆ N such that
‖Pk − P˜‖ → γ. (2.3)
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From the convexity of N , we have Pk+Pm2 ∈ N for any Pk, Pm ∈ N , and∥∥∥∥
Pk + Pm
2
− P˜
∥∥∥∥ ≥ γ. (2.4)
Therefore,
‖Pk − Pm‖2 = ‖Pk − P˜ + P˜ − Pm‖2
= 2‖Pk − P˜‖2 + 2‖Pm − P˜‖2 − ‖Pk + Pm − 2P˜‖2
≤ 2‖Pk − P˜‖2 + 2‖Pm − P˜‖2 − 4γ 2, (2.5)
which together with (2.3) implies that
‖Pk − Pm‖ → 0. (2.6)
Thus {Pk} is a Cauchy sequence. Since N is closed, there exists P¯ ∈ N such that
lim
k→∞ Pk = P¯. (2.7)
Combining (2.2) and (2.3), we know that P¯ satisfies (2.1), which means that P¯ is the point in N closest
to P˜ .
Suppose that there exists another point Pˆ in N closest to P˜ . Since N is convex, we have P¯+Pˆ2 ∈ N ,
and
γ ≤
∥∥∥∥∥
P¯ + Pˆ
2
− P˜
∥∥∥∥∥ ≤
1
2
‖P¯ − P˜‖ + 1
2
‖Pˆ − P˜‖ = γ, (2.8)
which implies
P¯ − P˜ = κ(Pˆ − P˜). (2.9)
Hence it follows from
‖P¯ − P˜‖ = ‖Pˆ − P˜‖ = γ (2.10)
that
κ = 1 or κ = −1. (2.11)
If κ = −1, then we have P˜ = P¯+Pˆ2 ∈ N , which contradicts the fact that P˜ 	∈ N . So κ = 1, and we have
P¯ = Pˆ . This indicates that the point in N closest to P˜ is unique. The proof is completed. 
Lemma 2.2. Let N ⊆ Rm × Sn be a nonempty closed convex set and let P˜ ∈ Rm × Sn with P˜ 	∈ N.
Then P¯ is the point in N closest to P˜ if and only if
〈P − P¯, P¯ − P˜〉 ≥ 0, ∀P ∈ N . (2.12)
Proof. Sufficient condition. It follows immediately from (2.12) that
‖P − P˜‖2 = ‖P − P¯ + P¯ − P˜‖2 = ‖P − P¯‖2 + ‖P¯ − P˜‖2 + 2〈P − P¯, P¯ − P˜〉
≥ ‖P − P¯‖2 + ‖P¯ − P˜‖2 ≥ ‖P¯ − P˜‖2, ∀P ∈ N , (2.13)
which implies that P¯ is the point in N closest to P˜ .
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Necessary condition. Since N is convex and
‖P − P˜‖ ≥ ‖P¯ − P˜‖, ∀P ∈ N , (2.14)
we have for any a ∈ (0, 1) that
‖P¯ + a(P − P¯) − P˜‖2 ≥ ‖P¯ − P˜‖2, ∀P ∈ N . (2.15)
Thus we see that
a‖P − P¯‖2 + 2〈P − P¯, P¯ − P˜〉 ≥ 0. (2.16)
Let a → 0; then we obtain (2.12). The proof is completed. 
We now can present one of our main results, which is similar to the separation theorem concerning
the closed convex subset of Rm .
Theorem 2.3. Let N ⊆ Rm × Sn be a nonempty closed convex set and let P˜ ∈ Rm × Sn with P˜ 	∈ N.
Then there exist constants ρ and Q ∈ Rm × Sn with Q 	= (0, 0) such that
〈P, Q〉 ≥ ρ > 〈 P˜, Q〉, ∀P ∈ N . (2.17)
Proof. It follows from Lemmas 2.1 and 2.2 that there exists a unique P¯ ∈ N such that
〈P − P¯, P¯ − P˜〉 ≥ 0, ∀P ∈ N . (2.18)
Let Q = P¯ − P˜, ρ = 〈 P¯, Q〉; we have Q 	= (0, 0). Furthermore, the inequality above implies that
〈P, Q〉 ≥ ρ, ∀P ∈ N . (2.19)
On the other hand, we have
ρ − 〈 P˜, Q〉 = 〈 P¯, Q〉 − 〈 P˜, Q〉 = 〈Q, Q〉 = γ 2 > 0. (2.20)
Combining (2.19) and (2.20), we obtain (2.17). 
Denote by cl N the closure of N and by ∂N the bound of N ; then from Theorem 2.3, we have the
following separation theorems concerning the convex subset (not necessary closed) of Rm × Sn.
Corollary 2.4. Let N ⊂ Rm × Sn be a nonempty convex set and let P˜ ∈ Rm × Sn with P˜ 	∈ cl N. Then
there exists Q ∈ Rm × Sn with Q 	= (0, 0) such that
〈P, Q〉 > 〈 P˜, Q〉, ∀P ∈ N . (2.21)
Proof. Replacing N by cl N in Theorem 2.3, we get the result. 
Corollary 2.5. Let N ⊂ Rm × Sn be a nonempty convex set and let P˜ ∈ Rm × Sn with P˜ ∈ ∂N. Then
there exists Q ∈ Rm × Sn with Q 	= (0, 0) such that
〈P, Q〉 ≥ 〈 P˜, Q〉, ∀P ∈ N . (2.22)
Proof. Since P˜ ∈ ∂N , there exists a sequence {Rk} ⊆ Rm × Sn with Rk 	∈ cl N for all k such that
{Rk} → P˜ . It now follows from Corollary 2.4 that for any Rk , there exists Qk ∈ Rm × Sn with
Qk 	= (0, 0) such that
〈P, Qk〉 > 〈Rk , Qk〉, ∀P ∈ N . (2.23)
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Since {Qk/‖Qk‖} is bounded, there exists a subsequence {Qki /‖Qki ‖} ⊆ {Qk/‖Qk‖} such that{Qki /‖Qki ‖} → Q ∈ Rm × Sn with ‖Q‖ = 1. Hence we have
〈P, Q〉 ≥ 〈 P˜, Q〉, ∀P ∈ N . (2.24)
The proof is completed. 
3. Farkas’ lemma in nonlinear semidefinite programming
In this section, we use the separation theorems to obtain the so-called Farkas’ lemma in nonlinear
semidefinite programming. Necessary conditions for much nonlinear semidefinite programming may
follow from it.
Lemma 3.1. Let h(X) : Sn → Rm be convex functions. Then the following system:


h(X) < 0,
X  0,
X ∈ Sn,
(3.1)
has no solution if and only if there exists (λ,U) ∈ Rm ×Sn with λ ≥ 0,U  0 and (λ,U) 	= (0, 0) such
that
λT h(X) + U • X ≥ 0, ∀X ∈ Sn. (3.2)
Proof. Sufficient condition. Suppose that (3.1) has a solution X˜ . It follows from (3.2) that
λT h(X˜) + U • X˜ ≥ 0. (3.3)
Noting that λ ≥ 0, h(X˜) < 0,U  0 and X˜  0, we have
λT h(X˜) = 0, U • X˜ = 0. (3.4)
Furthermore, we have λ = 0 and U = 0, which lead to a contradiction to (λ,U) 	= (0, 0). Hence, system
(3.1) has no solution.
Necessary condition. Define
V (X) = {(ξ, W ) | h(X) < ξ and X  W, W ∈ Sn} (3.5)
for all X ∈ Sn . We show that
V =
⋃
X∈Sn
V (X) (3.6)
is a convex set. For any P1 = (α1, W1), P2 = (α2, W2) ∈ V , there exist X1, X2 ∈ Sn such that
h(X1) < α1 and X1  W1, (3.7)
h(X2) < β2 and X2  W2. (3.8)
It now follows from the convexity of h(X) that for any a ∈ [0, 1],
aα1 + (1 − a)α2 > ah(X1) + (1 − a)h(X2) ≥ h(aX1 + (1 − a)X2), (3.9)
aX1 + (1 − a)X2  aW1 + (1 − a)W2. (3.10)
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Since Sn is convex, we have aX1 + (1 − a)X2 ∈ Sn; then
a P1 + (1 − a)P2 = (aα1 + (1 − a)α2, aW1 + (1 − a)W2) ∈ V (aX1 + (1 − a)X2) ⊆ V, (3.11)
which implies that V is a convex set.
Since system (3.1) has no solution, we have (0, 0) 	∈ V . It then follows from Corollaries 2.4 and 2.5
that there exists (λ,U) ∈ Rm × Sn with (λ,U) 	= (0, 0) such that
λT ξ + U • W ≥ 0, ∀(ξ, W ) ∈ V . (3.12)
We now show that λ ≥ 0 and U  0. Suppose that there exists some i0 such that λi0 < 0. Given
(ξ, W ) ∈ V , from the definition of V we have (ξ + Mei0, W ) ∈ V for any M > 0, where ei0 is the i0-th
unit vector. So it follows from (3.12) that
λT ξ + λi0 M + U • W ≥ 0, (3.13)
which is impossible for any M > 0 as λi0 < 0; hence λ ≥ 0. On the other hand, suppose that the
eigenvalue decomposition of U is U = QT diag(σ1, . . . , σn)Q and U has a positive eigenvalue σi0 . Then
we have (ξ, W − QT diag(0, . . . , M, . . . , 0)Q) ∈ V for any M > 0. Thus it follows from (3.12) that
λT ξ + U • W − QT • diag(0, . . . , σi0 M, . . . , 0)Q ≥ 0, (3.14)
which is also impossible for any M > 0 as σi0 > 0; hence U  0.
From the definition of V (X), it is easy to see that
(h(X) + εe, X − εI ) ∈ V (X) ⊆ V, ∀ε > 0, (3.15)
where e = (1, . . . , 1)T . So it follows from (3.12) that
λT h(X) + ελT e + U • X − εI • U ≥ 0. (3.16)
Let ε → 0; then we have
λT h(X) + U • X ≥ 0, ∀X ∈ Sn. (3.17)
The proof is completed. 
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