Abstract: The task of an extremum seeking controller is to drive or to command a system in order to extremize the value of a performance function that only depends on the present output of that system. Here, an approach for designing such a controller for cases in which the performance function is fully determined by the value of a multi-dimensional parameter is presented. The designed controller will be indeed adaptive; it will estimate the (unknown) value of the parameter, determining the performance function, and accordingly it will issue a command to the system in order to drive it to an output value that extremize the performance function. If a dither function can be found to satisfy some persistent exitation condition, then the output of the system will converge to a neighborhood of the extremizing output value.
INTRODUCTION
Usually a control system is designed to track a known setpoint. For an extremum-seeking (also known as peak-seeking) controller the set-point is not known apriori. The desired operating command that it should issue to the system is found by optimizing, on-line, the value of some performance function. The command (issue by the controller) that result in the extremization of the performance function is the desired set-point or command for the system. Investigation of this class of problems dates back at least to 1922 (Leblanc, 1922) . A subsequent flurry of interest arose in the 1950s and 1960s (Morosanov, 1957; Ostrovskii, 1957) . A recent rejuvenation of the field has been witnessed in the form of applications to pressure-maximizing compressors, drag-reducing flight formations (D. Chichka, 1999; , and efficient fuel-burning in IC engines (B. Wit- tenmark, 1995; M. Krstić, 1997; H-H. Wang, 1998) . The approaches reported by these authors separate the problem by a timescale, assuming that the system dynamics (i.e. the dynamics of the closed-loop system composed by the plant and the stabilizing main controller) are fast with respect to the dynamics of the peak-seeking controller. The approach presented here differs from that approach in the following manner: It is assumed that the performance function is fully determined by the value of a multi-dimensional parameter and moreover it has some additional properties to be specified later on. It is assumed that a dither function can be found to satisfy some persistent exitation condition rather than assuming a time scale separation. Section 2 describes the dynamical system and the class of performance functions under consideration. We also properly define the problem of designing a peak-seeking control-law. In section 3 a peak-seeking control-law and in fact a methodology for designing one is presented. The behavior of the closed-loop system is analized in this section. A numerical example Copyright © 2002 IFAC 15th Triennial World Congress, Barcelona, Spain is presented in section 4 and conclusions are given in section 5.
STATEMENT OF THE PROBLEM AND DESCRIPTION OF THE CLASS OF PERFORMANCE FUNCTIONS
The system under consideration is described by:
In addition it will also be assumed that a ¤ b c © d c ( e are such that the following condition is satisfied:
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The class of performance functions under consideration is described by: 
The above family of functions can be expressed in the following manner:
where,
Here, a control-law for the problem stated above is presented. In doing so, a loop transformation is first performed via,
The resulting system is described by:
Notice that the above LTI system represented by the triplet t y 7 f
has transfer function
will track ª F 7
provided it is 'slow' enough.
It seems therefore natural to consider the following adaptive control-law in order to tackle the problem in hand: 
regarding the behavior of the new closed-loop system, all the assertions in Proposition 1 remain valid (it is just needed the change of
it is well-known (see (D. Hinrichsen, 1986) Hinrichsen, 1986) , to do the analysis of the dynamics described by
and also it is necessary to resort to the Comparison Principle (Hale, 1969; Vidyasagar, 1993 (Chen, 1984) 
AN EXAMPLE
As an example it was considered the system (1) with,
The set V was chosen to be,
In the control-law it was used
The dither function was chosen as
). This numerical example was run with initial conditions
the results are depicted in Figures 1-2. As observed in Figure 1 the rate of convergence of the estimated parameter to the true value is very low. An explanation for that effect can be given by noting that the output can be roughly approximated by
(this can not be seen from Figure 2 shows that the three functions are linearly independent (see (Chen, 1984) ) only by the 'small' term 6 r 8 7 @ 9 X ( 7 . This reasoning suggest that by increasing it may be possible to increase the rate of convergence. This is really the case; in fact by increasing the amplitude of the dither from 1 to 2 the rate of convergence dramatically increase to the point that at 500 sec better results are achieved, than previously at 5000 sec. It was also included in Figure 3 some plots showing the results of such a numerical simulation.
CONCLUSIONS
An adaptive control-law -and indeed and approach for devicing one-was presented here which is suitable 
