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Aggregation counting is any procedure designed to solve the following problem: a number
n of agents produces a ﬁxed length binary message, and a central station produces an
estimate of n from the bit-by-bit OR of the messages, which is therefore duplicate-
insensitive. Such procedures are applicable to a situation where each of n independent
sensors broadcasts the message to be used to estimate the count. A mathematically
brilliant solution to this problem, due to Flajolet and Martin (1985) [1], is unfortunately
affected by substantial bias and error. In this note we outline an alternative approach,
which uses the Flajolet–Martin technique as a preparatory step and substantially reduces
both error and bias. Speciﬁcally, the standard deviation of the count estimate drops from
∼ 110% to ∼ 20% of the estimated value.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Aggregation techniques represent an important approach to the collection of information in sensor-based systems (sensor
databases). Important features of such systems are power/bandwidth constraints and fault-tolearance. Power/bandwidth
constraints do not favor centralized collection of individual messages, which demands high network traﬃc; instead, they
suggest in-network aggregation, whereby network nodes combine (aggregate) for retransmission the data they receive. On
the other hand, tolerance to either link or node failure suggests resort to multiple transmission paths, a solution which
produces the additional constraint that the aggregation be duplicate-insensitive [2–7].
A solution to the problem of aggregation counting (namely, the estimation of the number of transmitting sensors) is
provided by an ingenious and mathematically sophisticated technique formulated over two decades ago by Flajolet and
Martin [1]. This technique has been incorporated in recent aggregation methods [2,3]. Herafter we shall frequently refer to
features of the Flajolet–Martin technique by the denotation “FM-”.
For simplicity, we refer here to the determination of the size n of the set of “transmitting” sensors (counting), since other
apparently more complicated operations, such as parameter sum and average, can be reduced to counting [2].
The idea of Flajolet–Martin is succintly summarized as follows. Each transmitter uses an integer K drawn at random
uniformly in the range [0,2L − 1], for some chosen L; such integer is converted to another L-bit string, containing a single
“1” in the position where the binary representation of K presents its least-signiﬁcant “1” (for example, 8-bit integer 102 =
01100110 is converted to 00000010), and this new string becomes the code of that transmitter. The bit-by-bit “OR” of
the codes of the n active transmitters is a binary string v(n), denoted the (duplicate-insensitive) bitmap received at the
central station. The authors propose to estimate the count n by inspecting the least-signiﬁcant end of v(n), speciﬁcally, by
determining the length μ(v) of the maximal string of trailing 1’s (for example, μ(01010111) = 3) and, according to their
subtle analysis, to use 2μ(v))/0.775 as the estimator of n.
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authors themselves. In fact, the standard deviation of the random variable μ(v(n)) has been calculated as 1.12 . . . , i.e., more
than one binary order of magnitude for the estimate of n (or, equivalently, about 115% of the estimated value).
The FM-approach disregards the binary digits of v to the left of the least signiﬁcant 0, referred to here as the tail
of the bitmap,1 and one may expect that consideration of these digits is likely to improve both the accuracy (reducing
the estimate bias) and the precision (reducing the standard deviation or error) of the method. However, it can be shown
that consideration of the tail improves the veracity of the estimate but fails to signiﬁcantly reduce the standard deviation.
Intuitively, a small range of bitmap bits, centered around the estimate (corrected or not using the tail) have signiﬁcant
informational value, but their spread is not affected by consideration of the bitmap tail.
Very naturally, Flajolet and Martin suggest to improve the precision of the count by averaging over a large number of
successive experiments. However, to achieve acceptable precision a large number of iterations is necessary, a policy that
is impractical when use of energy is a serious concern. Instead, in this note we suggest an alternative, much simpler,
approach, which may use a single run of the FM-technique as a preparatory step and substantially improves the precision
of the measurement in a single additional transmission step, reducing the standard deviation from over 100% to about 20%
of the estimated value, from 1 binary order of magnitude to about 0.2 binary orders. This approach is described next.
2. An alternative approach
Hereafter, for the sake of generality, the “transmitting sensors” described above will be referred to as agents. For moti-
vation, consider the following thought-experiment: With n0 agents, repeat the FM-measurement ν times. However, rather
than successively transmitting ν length-L random vectors, each agent retains a single bit, say b J for ﬁxed J , of each vector,
and packs the bits thus obtained into a single length-ν vector to be transmitted.
With this motivation,2 for a ﬁxed J each agent constructs a Bernoulli random string of length ν with digit probability
2− J and transmits it. A single message u, the OR of the n0 length-ν binary vectors, reaches the central station where the
following simple algorithm is carried out:
1. Evaluate the weight (number of 1’s) w of vector u.
2. Produce the estimate
n∗ = n( J , ν, w)
of the number n0 of active transmitters. The nature of the function n( J , ν, w) will be made explicit in Section 2.2.
2.1. Analysis
Each agent produces its random bits with probability 2− J . A speciﬁc bit-position of u is equal to 0 if and only if none of
the n0 agent produces a 1 in that position. The probability of such event (for any of the ν positions of u) is
p = 1−
(
1− 1
2 J
)n0
≈ 1− e−n0/2 J (1)
where the approximation is acceptable if we assume J  5 (which is plausible in any realistic application). It follows that
the weight w of u is a binomially distributed random variable with probability PW (w) given by
PW (w) =
(
ν
w
)
pw(1− p)ν−w
From formula (1) and E(w) = νp we derive an estimator n of n0 given by
n = 2 J ln ν
ν − w (2)
For analytical expediency, we resort to the normal approximation of the binomial and in place of PW (w) we shall use
the density
fW (w) = 1√
2πσ
e
− (w−μ)2
2σ2 =N (μ,σ 2) (3)
where μ = νp and σ 2 = νp(1− p) are the ﬁrst two moments of the binomial distribution. As a consequence, w and n are
treated as continuous variables.
1 For example, the tail of 01010111 is 0101.
2 The analogy with a ﬁxed bit of the FM-bitmaps is not entirely accurate: in fact, the ν-fold FM-experiment, in its original formulation, may be viewed
as the transmission, by each individual agent, of a ν × L binary array. In the proposed experiment the different columns of this array, however, are not
independent, because of the constraint that each row contains (at most) a single 1.
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its ﬁrst two moments.
Given continuous random variables x and y, with y = g(x), we shall use the standard relationships
fY (y)dy = f X (x)dx, fY (y) = f X (x)
g′(x)
E[y] =
∫
yfY (y)dy =
∫
g(x) f X (x)dx
VAR[y] =
∫ (
y − E[y])2 fY (y)dy =
∫
g2(x) f X (x)dx− E2[y]
and obtain in our case (where w and n play the roles of x and y respectively)
E[n] =
ν∫
0
2 J ln
ν
ν − wN
(
μ,σ 2
)
dw
VAR[n] =
ν∫
0
(
2 J ln
ν
ν − w − E[n]
)2
N (μ,σ 2)dw
Since neither of the above integrands is elementarily integrable, in Appendix 1 we develop approximate evaluations of E[n]
and VAR[n]. The main results are the following estimates:
Expectation
E[n] ≈ n0 + 2
J−1
(ν − μ)2 VAR[w]
As a ﬁrst approximation, since the second term of the above expression is much smaller than the ﬁrst, one may be inclined
to neglect it and take n as an unbiased estimator of n0. However, n is not unbiased, and neglecting the second term leads
to a systemstic understimate.
To estimate the necessary correction, we notice that assuming J = log2 n0 (this will be the operational target), we have
p = 1− e−1 ≈ 0.632, so that
2 J−1
(ν − μ)2 VAR[w] = n0
νp(1− p)
2ν2(1− p)2 = n0
0.632
2 · 0.367ν = n0
0.86
ν
Variance
VAR[n] ≈ 22 J
(
1
(ν − μ)2 VAR[w] +
11
4(ν − μ)4 VAR
2[w]
)
A detailed analysis of the accuracy of the FM measurement [1], which is always in the form of a power of 2 (2s), shows
that, when the actual value n0 is a power of 2, its standard deviation is 1.01 · n0, that is, it is about 100% of the output
value.
In terms of precision, we wish to contrast the weakness of the FM-estimator with the strength of the one being proposed
here. Referring to the above formula, and recalling that μ = νp, VAR[w] = νp(1− p), and p = 1− e−n0/2 J ,we obtain
VAR[n] ≈ 22 J
(
νp(1− p)
(ν(1− p))2 +
11
4
(
νp(1− p)
(ν(1− p))2
)2)
= 22 J p
ν(1− p)
(
1+ 11
4
p
ν(1− p)
)
= 22 J
(
en0/2
J − 1
ν
)(
1+ 11
4
en0/2
J − 1
ν
)
The last expression reveals that VAR[n] is a function also of the parameter J . A more detailed analysis, not reported here,
shows that VAR[n] as a function of J is downward-convex and attains its minimum approximately at J = log2 n0 − 0.4. Its
value is therefore approximated by
1.77
n20
ν
,
corresponding to a standard deviation value of n0
√
1.77/ν , e.g., 17% of n0 for ν = 60.
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Fig. 2. Diagrams of PN (n) for ν = 60, n0 = 64, and J = 6,7,8 (top to bottom).
2.2. The complete procedure
The results of the preceding analysis are easily summarized: the bias is, in general, not signiﬁcant and is easily corrected;
however, the error (standard deviation) is strongly affected by the choice of the parameter J , whence the necessity of
obtaining an estimate, albeit rough, of its appropriate value.
On this basis, we can now outline the procedure for obtaining a more accurate and precise aggregation counting. As
alluded in the Introduction, the procedure consists of a preliminary step based on the FM-technique, designed to obtain a
rough estimate of the count, so that the informational content of the resulting Bernoulli sequence is improved. Speciﬁcally,
the chosen Bernoulli sequence should correspond to a bit position J of the bitmap designed to bring the average μ in
the middle third of the range [0, ν]). The choice of J can be guided by the diagrams of Fig. 1 and Fig. 2. For n0 = 64 and
ν = 60 in Fig. 1 are displayed the (normal approximations of the) distributions of w for J = 6,7,8, and in Fig. 2 we have
the corresponding distributions of n.
The three distributions of w are reasonably well centered; the corresponding distributions of n show that the variance
increases with J . With this background we have the following measurement procedure:
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Count n0 32 64 128 256 512 1024
Estimate n 32.67 64.85 130.13 255.65 509.66 1017.5
σ 6.5 12.6 25.27 49.36 98.37 200.89
σ% 20.3 19.7 19.7 19.3 19.2 19.8
1. Each agent broadcasts its contribution to an FM-bitmap, that is, a binary sequence of ﬁxed length L. The OR of the
individual contributions is received by the central station.
2. The central station produces the FM-estimate n′ of the count as the exponent J∗ of a power of 2. This integer can be
obtained by possibly adding to J , the position of the least-signiﬁcant 0 in the FM-bitmap, a correction computed on
the basis of the tail of the FM-bitmap (the analysis of such correction is not included in this paper). The parameter J∗
is broadcast to the population of agents.
3. On the basis of the received parameter J∗ , each agent chooses a binary Bernoulli string of length ν corresponding to
probability p = 2− J∗ (see (1)) and broadcasts it. (Note that each agent must store a small number of such strings, each
a Bernoulli sequence corresponding to different values of J∗ .)
4. The central station receives the OR of the individual contributions and estimates the count using formula (2):
n∗ = 2 J∗ ln ν
ν − w
Of course, a further reﬁnement consists in repeating Steps 3 and 4 and averaging the results (in this case, obviously each
agent must use different Bernoulli sequences at each repetition).
2.3. Simulation results
The described procedure has been simulated. For each of six different values of the parameter n0 (32,64,128,256,
512,1024) 500 repetitions of the following experiment have been executed:
1. The FM-step has been executed by generating the binary representation of a random integer in [0,218−1], and mapping
it to an 18-bit binary vector containing a single 1 as prescribed. The boolean OR of these n0 vectors is the FM-bitmap.
2. From the FM-bitmap we compute the integer J∗ and construct the bit-by-bit OR of n0 Bernoulli sequences of length 60
corresponding to probability 2− J∗ .
3. The weight of the OR-sequence is used in formula (7) to produce the estimate n∗ of n0.
The mean and standard deviation of the distributions of the simulation results are reported in Table 1. The last row of the
table reports σ%, the ratio of the standard deviation and the corresponding estimate.
Appendix A. Computation of the ﬁrst two moments of the count estimate
Since the integrands of the following integrals
E[n] =
ν∫
0
2 J ln
ν
ν − wN
(
μ,σ 2
)
dw
VAR[n] =
ν∫
0
(
2 J ln
ν
ν − w − E[n]
)2
N (μ,σ 2)dw
are not elementarily integrable, we must resort to judicious approximation to correctly estimate E[n] and VAR[n]. Special
care must be exercized to avoid undue effects due to the introduced approximations (in the expression of the probability p
and in replacing the binomial with the normal distribution).
We begin by noting that the j-th derivative of n(w) = 2 J ln(ν/(ν − w)),
n( j)(w) = 2 J ( j − 1)!
(ν − w) j
is continuous in the semiclosed interval [0, ν), so that we may resort to the Taylor expansion of n(w) around μ = νp:
n(w) = n(μ) +
∑ n(i)(μ)
i! (w − μ)
ii1
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that
E[n] = n(μ) +
∑
i1
n(i)(μ)
i! E
[
(w − μ)i]≈ n(μ) +∑
k1
n(2k)(μ)
2k! E
[
(w − μ)2k]
Therefore:
∑
k1
n(2k)(μ)
(2k)! E
[
(w − μ)2k]= 2 J ∑
k1
(2k − 1)!
(2k)!(ν − μ)2k
ν∫
0
(w − μ)2kN (μ,σ 2)dw
= 2 J
∑
k1
1
2k
ν∫
0
(
w − μ
ν − μ
)2k
N (μ,σ 2)dw
=
∑
k1
2 J
2k
(
σ
ν − μ
)2k (ν−μ)/σ∫
−μ/σ
ξ2kN (0,1)dξ
where we have introduced the normalizing variable ξ = (w − μ)/σ . A detailed analysis of the above expression is quite
involved: for larger values of the index k, bounding the integrals with values of the central moments illustrates an un-
warranted effect of the normal approximation. Assuming conventionally that J = log2 n0 (whence p = 0.632 . . .), a careful
numerical analysis for various values of the parameter ν , reveals that we may drop all terms of the expansion corresponding
to k 2, so that we shall adopt the approximation
E[n] = n0 + 2
J−1
(ν − μ)2 VAR[w]
We now consider VAR[n] and resort again to the Taylor expansion of s(w) = (n(w) −n(μ))2 around μ = νp. An analysis
analogous to the preceding one indicates that we may neglect terms of degree larger than 4. As a result we have the
function
s(w) ≈ (n(1)(μ))2(w − μ)2 +
(
n(2)(μ)2
4
+ 2n
(1)(μ)n(3)(n)
6
)
(w − μ)4
= 2
2 J
(ν − μ)2 (w − μ)
2 + 11 · 2
2 J
12(ν − μ)4 (w − μ)
4
so that we may use the approximate estimate
VAR[n] = 22 J
(
1
(ν − μ)2 VAR[w] +
11
4(ν − μ)4 VAR
2[w]
)
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