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Let A(x) be a formal power series with rapidly growing coefficients and let F(x) be analytic 
and zero at x =0. We develop asymptotic expansions for the coefficients of A-X(x) and 
A(F(x)). Applications are made to graphs, permutations, and set partitions. 
1. Introduction 
In [2] one of us proved a theorem which makes it a simple matter to determine 
asymptotic expansions for analytic functions of a variety of formal power series. 
Here we establish two related theorems. The first has applications to Lagrange 
inversion. The second deals with a formal power series of an analytic function. 
Theorem 1. Let A (x) be a formal power series with coeffuzients a,, where ao = 0 and 
al ~ O. Let p, be the coeff-u:ient of x" in ( l+A(x) )  "+~ where ask 0 and/3 are ftxed 
complex numbers. Let R > 0 be a 12xed integer. 
(i) I f  na,,_~ ~ ~,a,,, then 
p. = ae~'"C'na. +~7(a.). 
(ii) I f  na,,_l =~(a,) ,  then 
R- -1  
p.= Y. +O(nR+la._R), 
It=O 
where D,(x)  = Y~ d.,kx k =(an +/3)(1 + A(x))  ""+a-1. 
(iii) In either case, P,-1 = a(P,,) and 
n- -R  
Ip p._kl = O(p.-R). 
k=R 
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Theorem 2. Let A(x)  be a formal power series with coepficients a, satisfying 
na~_l =~(a,).  Let F(x) be a power series with non-zero radius of convergence, 
fo=0 and f i fO .  Fix R>0.  The coefficient of x" in A(F(x)) is 
R- -a  
eka,-k + e(f~nR0~-R), 
k=0 
where ek is the coeffiient of x" in F(x) n-k. 
2.  Appl icat ions 
Let [x'~ff(x) denote the coefficient of x" in f(x). The Lagrange inversion 
formula states 
[x.]g(h_l(x)  =--1 [x._X]g,(x)(x/h(x)).. 
n 
We give some examples of using this with Theorem 1 to obtain asyrnptotics. 
Example 1. Blocks of graphs. Let G(x), C(x) and B(x) be the exponential 
generating functions for graphs, connected graphs and blocks respectively. (All 
graphs are labelled.) It is known [4, (1.2.6) and (1.3.3)] that 
C(x)=log( l+G(x)) ,  logC'(x)=B'(xC'(x)).  (2.1) 
Since g, = 2 "('-x)/2, (2.1a) can be used to determine c,,: 
R- -1  
£g.-k +e(g.-R), (2.2) 
Since c~ 
formula 
SO 
) b,+a = (n -  1)! [x "-1] - (C'(x))-" =- (n -  1)! [x"](C'(x))-". 
-g , ,  =2  "("-l)/z, Theorem l(ii) with A = C ' - I ,  a =-1 ,  /3 =0,  gives a 
for the number of biconnected graphs. The main calculations are 
F(x) = 1 -x  -½x 3 . . . .  , A(x)  = C ' (x ) -  1 = x +2x2+ -- -, 
D,,(x) = -n  + (n z + n)(x - (n  - 4)x2/2 +- -  -), 
c. = g. -ng._x+O(nag._3) ,  where g. = 2 n(n-x)/2, 
p. - 
1 
(n - 1) ! 
(c~+1 - (n 2 + n)c,, + (n 3 -  n)(n - 4)c~_a/2 +•(n6cn_2)) 
(n - 1) t 
(g.+x - (n + 1)2g. + n(n + 1)(n - 2)2g._l/2+O(n6g._z)). 
(2.3) 
k=0 
where F(x )=( l+G(x) )  -1. (See [8, Theorem 2] or [2, Corollary 4].) Using 
Lagrange inversion on (2.1b) with h(x)= xC'(x) and g(u)=log C'(u) gives 
nt n tx  J~,C'(x) 
Power series 137 
Thus 
b, = g, - n2g,_l + n(n - 1)(n - 3)2g,_2/2 + (~(n6gn_3), (2.4) 
where g, = 2 "('-1)/2. 
This gives the well-known result that almost all graphs are biconnected and 
furthermore gives an asymptotic estimate of the graphs which are not bicon- 
netted, namely n2g,_l. 
This idea can also be used for bipartite blocks. In this case (2.1a) becomes 
C(x) =½1og(l+M(x)),  where M(x)  is the exponential generating function for 
M, = ~ (~)2 *("-*), the number of bicolored graphs [5]. In this case 
b, = c,, - n(n - 1)c~_x + O(n'*c,_9 
(n 2 -  n + 2) 
= ½M, M,_x + O(M4M,_2). (2.5) 
2 
The leading term was obtained by Wright [9]. 
Bessinger [1, See. 4.3] gives a variety of applications of the equation 
A(x )= 1 + I(xA(x)), (2.6) 
to 'noncrossing compositions'. Here A and I are ordinary generating functions. 
She uses Lagrange inversion to obtain 
1 
i ,=  - - [x" ]a (x )  1-". (2.7) 
n- -1  
We consider asymptotics for some of her applications. 
Exmnple 2. Permutations without invariant subintervals. Let /, be the number of 
permutations ¢r on [1, n] = {1 , . . . ,  n} with no invariant proper subintervals [i, j]. 
(S is invariant if 7r(S) = S.) Then [1, p. 90] (2.5) holds with a, = n !. Theorem l(i) 
can be used for (2.7) with ct = -1 ,  /3 = 1, to obta in / ,  = n!/e+l~((n - 1)!). In other 
words, almost every derangement has no invariant subintervals, as one might 
expect. 
Exmple  3. Irreducible partitions. A partition of [1, n ]={1, . . . ,  n} is called ir- 
reducible if no proper subinterval of [1, n] is a union of blocks. If/~ is the number 
of irreducible partitions of [1, n] and an is the total number where the block sizes 
are drawn from some specified set 90, then (2.6) holds. [1, Section 4.3a]. 
If 90 consists of all possible sizes then a~ =B, ,  the Bell numbers, and 
na~=lla,,=logs+~(1), where s logs=n.  Thus a~ grows too slowly to apply 
Theorem 1; however, Theorem l(i) suggests that a , ] /~-  e ~°gs- n/log n. This is 
indeed correct, but entirely different methods are needed [3]. 
When 90 = {k}, a, counts k-diagrams and /~ counts linked k-diagrams. In this 
case 
n!l(kt)'vk(nlk)! if k In, 
a .= 0 i f k~n.  
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We cannot apply Theorem 1 directly to A(x)  because many an are zero. Define 
B(x)=A(x  ~/k) and consider the equation B(x)= l+P(xB(x)k) .  It is easily seen 
that p, =/~k- With xB(x) k= h(x) and g(u)= B(u), 
i~k = p. = 1 [x._l]B,(x)B(x)_,a , = __1  [x.]B(x)l_,,k. 
n nk  - 1 
We have b,Jb,,_ l -(nk)k-~/(k - 1)!, so Theorem l(i) applies when k = 2 to give 
/~ ~ a.]e, a result obtained by Kleitman [6]. When k > 2, Theorem l(ii) applies to 
give 
R-1 (k (n - i ) ) !  ( (k (n -R) ) !  
i=o k!" - i (n - i )  ! 
where 
emix  t --- 1 -4 -  ~ x i 
i=o i=l k!  ~i! 
. . . .  
Naturally, entirely different methods are needed for Lagrange inversion when 
the power series converges. For example, the coefficient of x "-4 in 
(1 -  2x)2"-1(1+ 2x) / (1 -  x -  x2) 3n+1 
can be estimated using the saddle point method [7]. 
We now apply Theorem 2. 
Example 4. Communication etworks. Suppose we wish to divide n people into 
groups and set up links between groups so that there is a communication path 
from every group to every other group. If K(x) is the exponential generating 
function for the numbers, one easily has K(x)= C(e ~-  1) where C is the expo- 
nential generating function for connected graphs. Theorem 1 is applicable. 
R- -1  
S(n, n-k)c _k +V(n2Rc _R), 
k=0 
which can also be proved directly. By (2.3) 
k~ = g, -½n(n - 3)g,-1 +-~n(n - 1)(3n 2 -  23n + 22)g,,_2 +V(n6g,_3). 
One can vary the problem by requiring two distinct paths between every pair of 
points. Then B(x) replaces C(x) and (2.4) replaces (2.3). If we divide 3n people 
into groups such that each group has 3 equal shifts, then e x -  1 is replaced by 
~, ((3k)!/(k !)a)xk/k !, the parenthesized term counting the number of ways to split 
3k people into 3 equal shifts. 
Example 5. Smooth Graphs. Wright [10] has defined a smooth labelled graph to 
be a connected graph without loops, multiple edges, or vertices of degree one. He 
Power series 139 
obtains the exponeit ial  generating function C(xe  -'~) -x  +½x 2 where C(x) is given 
by (2.1a). In this case Theorem 2 applies with A(x)= C(x)  and 
ek = IX" ](xe-~) ~-k = [x k ]e -("-k )~ - ( -  1 )k (n - k)k 
kt 
and so the number  of smooth graphs on n vertices is 
Y'. ( -1 )k (n -k )  k %-k + ~(n2RCn-R), (2.8) 
k=0 
from which we obtain the expected result that the number of non-smooth 
connected graphs is asymptotic to n2c~_1. We can say more: Interpreting (2.8) as 
an inclusion--exclusion result, we see that a typical graph which can be made 
smooth by the deletion of k points is a connected graph with vertices of degree 
one attached. 
3. Proofs 
Let N={1,  2 , . . .  ,} and 121 = k l+k2+"  • •. We let [m, n] denote a sum over all 
k ~ N -~ such that  Ikl = n. A prime denotes the sum restricted to kx <~N-s  for all i. 
Define dk = dk~ dk~ " • • • 
Lemma 1. Suppose d~ ~ 0 for n > O, d~-i = ~(~) ,  and for some R >1 2 
n- -R  
Y. dk a~_k =O(~_~). 
k=R 
(3.1) 
Then for some constant C independent of m 
Id~l~C ~-11d~-m+ll, (3.2) 
Idkl~C m-~ ld~-sl for O~s~R,  (3.3) 
I'm,rt] 
Proot.  Equat ions (3.2) and (3.3) are simply Lemma 2 of [2]. To prove (3.4), 
consider a term in the sum for which at least two/q- ~ 1. Note that if k ~ N ~-1 has 
some ki~ 1, then 121~>m. Thus 
By (3.2), the inner sum is at most ICm-2d._~_m+2[. Apply (3.1), adjusting C if 
necessary. [ ]  
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Proof of Theorem 1. It is easily seen that nd~_x=O(d,) gives (3.1) for every R. 
Note that d~ # 0 can be relaxed to d~-7/= 0 for sufficiently large n to get (3.2) and 
(3.3) for sufficiently large n and n -  m. We have 
(3.5) 
Suppose na~_l ~ ~/a~. Then for every fixed m, ("~m +°) ~ (om)m/m l, and by (3.4) 
~. a~ = mdT- l~_m+l +e(a~_~)-  maT-la~(3,1n) ~-x. 
[m.rt] 
Thus, for some slowly growing function to(n) 
"°(") (om+[3) ,,~, ,,, (ozm)'m ~. X t ,]a,-X maT-'a.(,/n)"-'--(~ne"C'a.. 
m=l \ m 
The tail of (3.5) is negligible. 
Now suppose na~_~ = zr(a~). By Lemma 1 we have 
R--1 
[m,rt] j =rn--1 
R--1 
=m 
i=m-1 
for m~<R and for m>R 
an-i ~ at ,+ ) " fa t  
[m- ld ]  Ira.n] 
E 
[m- l , i ]  
Ira,n] 
Thus (3.5) becomes 
p.=E m E 
i =0 [rn--l.j] 
+I; 
at) a~-i + O(naa~-a) 
The parenthesized sum on m is d,j. Using na~_x = ~(a~), the final sum is 
m>R m ! 
= ~( i~o ( Otll )R +i+ l cil~--i an--R) = O( llR + l an--R , 
which completes the proof of Theorem l(ii). 
Part (iii) follows easily from 
np,-x na~_l = ~Y(1). []  
p, a~ 
We now prove Theorem 2, beginning with 
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Lemm8 2. Let F (x )= Y fkx k have radius of convergence greater than r. Suppose 
f0=0, ft~0, and fi=0 for 1<i</.  Set P(x)=Ylfklx k. For t<~n(l-1)/l and 
u=[t l (Z-1) ]  
[[x,]F(x),~_t[ ~ (n u t)1/11" P(r)U/lflr] "'+t. 
Proof.  To get a nonzero term in the expansion of F(x).  • • F(x) we must use f ix  or~x i
with i >t l. If there are w of the latter, the power of x is at least lw + (n - t -w) .  
Since we wish x", w ~< u. Thus the term contains at least n -  t -u  factors of f ix  
and so 
n--t ) 
I[x"]F(x)"-'l Ifil"-'-" [x'+"]P(x) '"
n- t -u  
Clearly [xt+"]P(x)" <~ P(r)"lr '+'. [] 
Proof of Theorem 2. Set l = 2 in Lemma 2 and use ha._1 =o(a~)  to obtain 
= 
t~R 
[] 
Note added in proof. A.M.  Odlyzko and H. Will have provided (private com- 
munication) a quick direct proof that permutations without fixed points are almost 
all of the permutations without fixed intervals (see Example 2). 
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