We discuss an unsupervised feature extraction method which is driven by an information theoretic based criterion: mutual information. While information theoretic signal processing has been examined by many authors the method presented here is more closely related to the approaches of Linsker (1988Linsker ( ,1990. Bell and Sejnowski (1995), and Viola et a1 (1996) (viola et al, 1996). As mutual infomation is a function of two entropy terms, the method for entropy manipulation can be directly applied to the mutual information as well.
Introduction
Classification is often hindered by the so called "curse of dimensionality". It is often the case that the dimensionality of the observed signal is too large to reliably/robustly construct a classifier. Consequently, various methods have been applied in order to reduce the dimensionality. This process, referred to as feature extraction, often results in improved performance of a nonparametric classifier.
It is imperative, however, that the driving criterion of any feature extraction method somehow be related to the overall system objective; namely classification. Suitable feature extraction criteria for classification are not always easily applied (e.g. likelihood ratios which require prior knowledge of the underlying probability density function). As a result, sub-optimal feature sets or user defined ad hoc features based on intuitive assumptions (without rigorous relationship to classification) are used for classification.
We have recently presented a method which derives features which are relevant for classification [ the criterion for feature extraction [7] . As a result, we seek parameters of a general (differentiable) nonlinear mapping such that the mutual information between the observed output and the class of interest is maximized. Mathematically, mutual information is formulated as
where I( C, y ) is the mutual information of the RVs C and Y, and h([ 1) is the differential entropy measure [9] .
Given the random vector (RV), Y E B N , the differential entropy is defined as
4 where f d u ) is the probability density function of the RV, the base of the logarithm is arbitrary, and the integral is Previous authors [l, 111 have proposed similar techniques with application to various problems (e.g. blind source separation, pose estimation, etc.), but none have addressed feature extraction in the context of information theoretic processing (the method proposed here being also more general). In contrast to Bell and Sejnowski El] the method here can be generalized to a multi-layer perceptron with an arbitrary number of hidden layers and nodes. Furthermore, the application is not specific to uni-modal distributions. In contrast to the method of Viola et a1 [ 111 we use an indirect measure of entropy rather than a direct estimate in order to determine our mapping. As a result, the optimization of entropy can be modeled as local interactions between the observed data samples in the output space.
N -fold.
In this discussion we address three primary issues:
1. The appropriateness of mutual information as a criterion for feature extraction in the context of classification.
2. Significant computational reduction as compared to our 3. The perspective of mutual information as local intemcprevious algorithm.
tion of the data in the output space.
Mutual Information And Classification
The use of mutual information for classification can be motivated by Fano's inequality [3] which gives a lower bound for the probability of error (or conversely an upper bound on the probability of correct classification) when estimating a discrete RV from another RV as a function of mutual information. Fano's inequality is stated as follows, given the discretely distributed RV C (representing the class) and a related RV Y, the probability of incorrectly estimating C based on an estimate derived from observations of Y is lower bounded by where N is the number of classes represented by the RV C and e is the estimate of C after observing Y. We see from equation 3, that the lower bound on the error pmbability is minimized when the mutual information behveen C and Y is maximized. is maximized, the lower bound on the classification (:mor will be minimized.
Simplification f The Learning Algorithm
Having motivated mutual information as an optinlization criterion, we must still determine the mapping pammeters, a. Examination of equation 1 X is generated by the probability density function f ( X l C ) which is conditioned on the discrete random variable C which is characterized by the discrete probability density function P ( C ) . The features, Y, are used to
in previous work [4, 5, 61 which resulted in the adaptation scheme depicted in figure 2 .
The method exploits the following property of differential entropy:
If the RV is restricted to a finite range in ' 3 , differential entropy is maximized for the unvorm distribution. Our algonthm, therefore, seeks parameters, a , such that the distribution observed at the point, yi , is as close to (maximizing entropy) or distant from (minimizing entropy) the uniform distribution as possible. This approach to entropy manipulation is similar to that of Bell and Sejnowski [ 11. There are, however, several differences. The algorithm discussed here works equally well for multimodal distributions as well as mi-modal distributions. More significantly, there are no restrictions placed on the number of hidden layers or nodes in the multi-layer perceptron structure used as the mapping.
Towards the goal described above we require a distance metric and a differentiable estimator of the output distribution. The estimator we use is the Parzen window method [lo] . The Parzen window estimate of the pAobability distri- gaussian kemel since we require that K ( [ 1) be differentiable everywhere.
As our distance criterion we use the integrated squared e m r (ISE) between the observed output distribution, TAU, y ) at a point u over a set of observations y , and the uniformdistribution, fdu) . also use the Parzen window estimator for entropy manipulation enabling a means by which to apply gradient descent to the mapping parameters. A significant difference, however, is that the method of Viola et a1 estimates entropy directly. By contrast, the method here uses an indirect measure of entropy (ISE) coupled with a saturating nonlinearity. This approach, as we will see, enables entropy manipulation to be modeled as local interaction between observations in the output space. In our previous work The straightforward approach has one significant drawback in that the algorithm, as implemented, requires the evaluation of the convolution term (and the Parzen window estimate) at a sufficient number of points in the output space. Consequently the computational complexity of the algorithm implement in this way is proportional to o ( q + 2 ) , ( 
7)
where Nd is the dimension of the output space. Fortunately, the dimensionality of the output space is controlled by the designer. Equation 7, however, poses a fundamental computational limitation to the dimensionality of the subspace mapping. This limitation, however, is only valid if the implicit error term is computed in the straightforward manner that the equations imply. Further examination of the gradient of the ISE criterion results in significant reduction in the computational complexity.
Expanding the error direction term, E~, yields From this perspective, we see that entropy (mutual information) can be modeled as a local attractiodrepulsion between samples in the output space. As we maximize entropy the samples repel each other and as we minimize entropy (as in the conditional entropy term of mutual information) the samples attract each other. From a classification standpoint, this would be a desirable property. Samples from the same class would map to compact locations, while classes from separate classes will repel.
Conclusions
We have presented a general method for manipulating entropy of a mapping and developed an algorithm of sufficiently low complexity that makes it practical. The method is extensible to general, differentiable nonlinear mappings.
We have already shown that it fits easily into the backpropagation formalism [4, 5, 6 ]. The method is not constrained by assumptions about the underlying distribution at the input of the mapping. In addition, it is not limited to unimodal distributions as in the case of Bell and Sejnowslu [ 11. Furthermore, the computational complexity is independent of the dimension at the output space, although the quality and generality of the features, as in any nonparametric approach, will be related to the number of training samples.
During the discussion we demonstrated the appropriateness of mutual information in the context of classification. We also demonstrated that the computational complexity of our previous results could be greatly simplified, yielding an algorithm which is quadratic in the number of training samples. This simplification also led to a perspective by which entropy manipulation can be modeled as local interactions among the trainhg samples in the output space.
