A general method for finding evolution equations having infinitely many symmetries or flows which preserve them is described. This is applied to the Korteweg-{je Vries, modified Korteweg-{je Vries, Burgers', and sine-Gordon equations.
The intense research activity of the past ten years surrounding the Korteweg-de Vries (KdV) equation was initially motivated by the discovery of an infinite series of conservation laws. 1 Noether's theorem shows that for a partial differential equation in Lagrangian form (which the KdV equation can be put into) there is an intimate connection between one-parameter symmetry groups of the equation 2 and conservation laws. 3 This was mysterious since the KdV equation possessed only a four -parameter symmetry group. However, it was noticed that the higher order analogs of the KdV equation discovered by Gardner 4 could be reinterpreted as "higher order symmetries" of the equation,5 shedding some light on the mystery. Thus the more immediate object of interest becomes the symmetry groups, or, in more traditional terminology, the evolution equations whose flows preserve the KdV equation. The advantage of this point of view is that the symmetry groups can be systematically found, as in Theorem 1, in contrast to the ad hoc methods used to discover conservation laws. A recursion formula due to Lenard 4 for the higher order KdV equations is generalized here to provide a method for the construction of infinite series of higher order symmetries of more general evolution equations. In particular, we derive in Example 4 an infinite series of flows, all of which preserve Burgers' equation. (These symmetries however do not give rise to conservation laws since Burgers' equation cannot be placed in Lagrangian form. The precise relationship between symmetries and conservation laws shall be discussed in a future paper. ) The methods employed here are differ·· ential algebraic in nature, in the same spirit as the recent work of Gelfand and Dikil. 6 The calculations presented in this note will be formal; rigorous mathematical statements and proofs shall appear elsewhere in a more complete exposition.
Let R{u} denote the algebra of polynomials in the variable u and its derivatives with respect to a single independent variable x. Given a polynomial PE R{u}, let {p} denote the differential ideal generated by P; it consists of all polynomials of the form 'f,QkDk P, where D = d/ dx, the total derivative. For convenience we abbreviate Let T be the vector space of all formal polynomial partial differential operators acting on R{u}; in other words, T consists of all operators of the form where PI E R{u}. Here the sum is over all multi-indices I=(io, iu ... ,il) with l=O, 1,2,"', and 0I=o~ootl'ooOll. T contains the total derivative operator
Since T acts on R{u}, we make T into an algebra by de-
Note that in Ovsjannikov's terminology, 2 V(p) is the oo-prolongation of the vector field p. o/au, in the case P is a polynomial in u alone.
Given a differential polynomial KE R{u}, consider the evolution equation
If we make the assumption that (4) is locally uniquely solvable for arbitrary smooth
where u(x,t) is the solution of (4) with initial dataf. If P E R{u} is another polynomial, then we say that the flow generated by P preserves the flow generated by K if
for all fE C~(IR) and all s, tE IR where the equation is defined.
Theorem 1. Let P,KE R{u}. Then the flow generated by P preserves the flow generated by K if and only if (5) Condition (5) 
for P, KE R{u}. Let To be the subspace of T generated by the operator D, i. e. , the elements of To are operators of the form 'i~=oP.Di with Pi E R{u}. Note that To preserves ideals in Rtu}.
for all P E R{u}, then K possesses an infinite series of infinitesimal symmetries
Proof: By induction on j and Eq. (7)
Using'" to denote congruence modulo the ideal {u t -K}, Actually, to apply Theorem 2 to any interesting equations, it is necessary to enlarge the class To to include more general recursion operators. In particular, we wish to allow recursion operators that involve the inverse total derivative D-I • 7 The problem is that D-1 is not well defined on all of R{U}, so more care in the assumptions is needed to ensure that the conclusions of Theorem 2 still hold for these more general operators. A preCise statement of the generalization of this theo-rem will be deferred to the later rigorous exposition. In this note we shall be content to use condition (8) formally to find a few specific recursion operators. 
all of which preserve the flow given by Burgers' equa-tion. The first few of these flows are Example 5: Finally, we consider the modified KdV equation (15) which is known to also possess infinitely many conservations laws. In fact, the original proof of the existence of infinitely many conservation laws of the KdV equation 
Let us assume_for the moment that K possesses a recursion operato:r.:,O an_d ,that furthermore the higher-order analogs u t = KCj) =OjK are related to the higher -order analogs of the KdV equation by the same formula,
We conclude that the recursion operator 15 must be related to the recursion operator 0 of K by the formal operator equation
A straightforward calculation shows that for this to hold,
The last term in (16) is the operator which takes a polynomial P E: ~{u}, multiplies it by u, then applies D-I , and flnally multiplies the result by tu". We shall check that o is indeed a recursion operator for i? We have
Hence u.D-I'uA=uu n 2 +u 3 u _uD-I '(uD 2 +U 2 U)
. . . On the other hand,
Comparing the expressions for [A,15] and [D ,15] shows that condition (8) holds formally under the pl~usible
x the same operator modulo the ideal {u t -K(u)}. We conclude that the flows
all preserve the modified KdV equation. The first few of these flows are
Example 6. In this example we consider the sineGordon equation
This equation is already known to possess infinitely (17) many conservation laws and symmetry groups. 9 Although this equation does not belong to the class of evolution equations, we shall indicate how the methods used previously can be modified so as to rederive the symmetry groups of (17). The analog of Theorem 1 in this case is that the flow generated by a polynomial P E: R{u} preserves the set of solutions of the sine-Gordon equation if and only if
where A is the operator A=DDt -cos u.
(18)
In this case we call P an (infinitesimal) symmetry of the sine-Gordon equation.
Suppose we can find operators 0 and 0' satisfying
for any QE R{u}. Then condition (18) implies that OP is a symmetry of (17) whenever P is. In other wordS, 0 would be a recursion operator for the sine-Gordon equation. However, since (17) is not an evolution equation, we are left with the task of finding one symmetry of (17) in order to prove that there are infintely many symmetries. This is simplified by the observation that any partial differenital equation not explicitly involving the independent variable x or t is invariant under the flow This amounts to the statement that j(x + x, t) is a solution whenever j (x,t) is. [In our previous examples, if we apply the recursion operators to the polynomial u" the flow we derive is just that of the original equation. For instance, 
