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Abstract
A combination of photoionization and photodissociation region codes is used to model
planetary nebulae and the Crab Nebula supernova remnant, to explain the observed molec-
ular emission. The inclusion of ionizing ultraviolet flux is necessary to reproduce the
observed H2 emission and the trend in OH
+ detections with central star temperature in
PNe. The highest observed H2 line strengths may require an additional heating mecha-
nism, such as shocks. The observed ArH+ and OH+ line strengths in the Crab Nebula,
and the lack of [C I] emission, are explained by high values of the cosmic ray ionization
rate, appropriate for the environment. Models with extinctions similar to observed dusty
globules can also reproduce the H2 and fine structure line emission from the Crab.
The thermal dust emission from grains heated by the synchrotron radiation field and
by particle collisions is calculated under conditions appropriate for the Cassiopeia A su-
pernova remnant. The observed spectral energy distribution requires ∼ 0.6 M of silicate
dust, primarily in the unshocked ejecta. Other dust species cannot comprise a significant
fraction of the total dust mass. Gas-to-dust ratios for each gas component show that the
condensation efficiency in the ejecta is high, and dust located in clumps is protected from
destruction by the reverse shock.
Gravitational collapses of prestellar cores are approximated analytically, and used to
model the evolution of the molecular abundances with time and radius. It is shown that
the mode of collapse has observable consequences for many important molecules - CO
profiles observed in cores appear to differ significantly from those predicted by collapse
via ambipolar diffusion. The potential of this method to decrease the required computing
time is shown by creating a grid of models with varying input parameters, and the effects
of these changes discussed.
Impact
A new method for studying the chemistry of star formation has been developed, making
observational tests of various proposed theoretical models more feasible. The reduced
computational expense compared to previous work allows a full exploration of parameter
space, which can be combined with the large datasets now available to constrain the
allowed regions. Molecular ions have been shown to be useful probes of physical conditions
within ionized nebulae, being particularly sensitive to the rate of ionization processes.
That the gas responsible for the molecular emission in the Crab Nebula is likely strongly
affected by cosmic rays should be taken into account by future work on this object. A new
code for calculating dust emission has been written, and designed to be flexible enough to
be of use in modelling any astrophysical environment where dust is present.
The public are interested in space, particularly parts related to the formation of stars,
planets and potentially life, and also parts which explode. This thesis contains results
relevant to both areas, and communicating these results could inspire further interest in
astrophysics, and science in general. Given the reliance of the economy and society in
general on technology, encouraging both public support for science and potential interest
in pursuing scientific careers is an important objective.
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Chapter 1
Introduction
1.1 The interstellar medium
The interstellar medium (ISM) is the matter in galaxies which exists outside of stellar
systems. Despite this separation, the ISM is strongly coupled to the stars within it - stars
form from denser regions of the ISM, with the local environment determining properties
such as the initial mass and the chemical composition. The ISM in turn is affected by
the radiation and stellar winds generated by stars, and is enriched with the products of
nuclear fusion when stars return material at the end of their lives. Understanding the
beginning and end points of stellar evolution is vital to understand their relationship with
the rest of the Galaxy.
Stars are formed within molecular clouds, cold (∼ 10 K), dense (> 104 cm−3) regions
of space where hydrogen is almost entirely in the form of H2 (Bergin and Tafalla 2007),
in localised overdense regions known as prestellar cores, with sizes of the order of 0.1 pc.
While the location of star formation is widely accepted, the process by which gas collapses
to form a star is much less clear. The core’s self gravity must overcome the thermal
pressure of the gas, in addition to possible support from magnetic fields and turbulence.
The relative importance of each component is uncertain, with potential consequences for
the accretion rate and subsequent evolution of the protostar (McKee and Ostriker 2007).
Low and intermediate-mass stars (. 8 M) develop degenerate cores and end their
lives as planetary nebulae (PNe), as the outer layers are expelled and the remaining
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central object contracts and cools to form a white dwarf. Higher mass stars (& 8 M)
never develop degenerate cores and explode as core-collapse supernovae (CCSNe), ejecting
stellar material at high velocities (2000 − 10 000 km s−1) and forming shock waves that
propagate through the ISM. As the initial explosion fades, the ejecta can remain visible as
a supernova remnant (SNR), which continues to evolve and interact with its environment.
In both cases, the matter returned to the ISM has been processed by nuclear fusion,
resulting in enriched abundances of some heavy elements, and studying these objects is
one of the few available probes of processes in the interior of stars. CCSNe have also
been proposed to be an important source of dust in the ISM, particularly at high redshifts
(Dwek 1998; Morgan and Edmunds 2003; Maiolino et al. 2004; Gall et al. 2011), which
has been reinforced by the detection of large quantities of dust (0.1−1.0 M) in a number
of nearby young SNRs (e.g. Barlow et al. 2010; Matsuura et al. 2011; Gomez et al. 2012).
The ISM can be studied by the absorption, at ultraviolet (UV) and optical wavelengths,
of background starlight by the intervening gas and dust. However, a more direct probe is
observations of the emission originating from the ISM and from younger evolved objects
themselves. For prestellar cores, the low gas temperatures (∼ 10 K) mean that this is
mostly through rotational line emission from molecules with a non-zero dipole moment,
for which the excitation energies of the upper levels are low enough to be significantly
populated, and thermal emission from dust grains heated by collisions with the gas. PNe
and supernova remnants (SNRs) are hot enough that UV, optical and infrared (IR) emis-
sion lines from atomic and ionic species are observed, which can be used to diagnose the
temperature, density and elemental composition of the gas (e.g. Wesson and Liu 2004).
However, both types of object also often show molecular emission lines - H2 emission is
frequently observed in PNe (Hora et al. 1999), while the remnant of SN 1987A has been
found to contain a variety of molecules (Matsuura et al. 2017) - along with thermal dust
emission, potentially tracing very different regions to the atomic lines produced in the
warmer gas.
Modelling the emission from these objects is a complicated problem involving a number
of different physical processes, some of which must be neglected in order to keep the
problem tractable. In all cases the material is in a non-equilibrium state, either infalling
in the case of prestellar cores or being ejected in the case of PNe and SNRs, while time-
dependent effects can also be important for the chemical evolution of the gas. For PNe and,
in some cases, SNRs, the presence of a radiation source in the nebula means that radiative
1.2. Dust properties in the ISM 29
transfer must be included to correctly describe the structure and thermal balance. The
following sections provide a brief overview of the physical processes relevant to the work
presented in this thesis.
1.2 Dust properties in the ISM
Observations of the colours of stars of the same spectral type show that the extinction of
light is wavelength-dependent (e.g. Fitzpatrick 1999), which is attributed to dust grains
(Trumpler 1930). Figure 1.1 shows the normalized extinction versus wavenumber for
three proposed Galactic extinction curves. The key features of the extinction curve are an
increase in extinction with decreasing wavelength from the IR to the UV, and a number
of features superimposed on the underlying continuum at particular wavelengths, most
notably the ‘bump’ at 2175 A˚. Its properties depend on the sizes, shapes and composition
of the dust grains responsible for the extinction, allowing these to be investigated.
For wavelengths small compared to the grain size a (λ << 2pia), the interaction be-
tween the grain and radiation is in the geometrical optics limit and is independent of
wavelength. The continuing rise in extinction into the UV therefore requires the presence
of small (a . 0.01µm) dust grains, in a large enough quantity to contribute significantly
to the extinction at all wavelengths. Mathis et al. (1977) found that a power law grain
size distribution,
dn
da
∝ a−3.5, (1.1)
was capable of reproducing the observed extinction curve, with amin ∼ 0.005µm and
amax ∼ 0.1µm (known as the MRN distribution). Graphite grains were found to be
necessary to reproduce the 2175 A˚ feature, while some other material was also required,
although various silicates, iron grains, silicon carbide and iron oxide were all found to be
acceptable for this additional component. The presence of features at 9.7 and 18µm in the
extinction curve, which can be attributed to Si-O stretching and bending modes, suggest
silicates must be present in the ISM. Another feature at 3.4µm is attributed to aliphatic
C-H bond stretching, which can be used to determine the column density of carbon locked
up in this form along a sightline (Gu¨nay et al. 2018). Additional IR emission features in
regions where dust has been heated, and broad absorption features in the optical which
cannot be attributed to atomic or ionic species, have been explained by the presence of
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Figure 1.1: Normalised interstellar extinction curves from various sources, taken from
Fitzpatrick (1999).
polycyclic aromatic hydrocarbons (PAHs), large planar carbon molecules with hydrogen
atoms attached at the edges (Weingartner and Draine 2001a; Jones et al. 2013). Figure
1.2 shows the IR spectrum of NGC 7023, a reflection nebula, showing characteristic PAH
emission features.
1.3 Gravitational collapse
In the absence of any opposing forces, a spherical cloud of gas of constant density will
collapse under its own self-gravity in one free-fall time, tff =
√
3pi
32Gρ , where G is the
gravitational constant and ρ is the gas density. In reality, a number of forces may act to
oppose gravitational collapse, the most obvious being thermal pressure, P = nkbT , where
kb is the Boltzmann constant and T is the gas temperature. For an isothermal spherically
symmetric cloud of gas in hydrostatic equilibrium, the equation
dP
dr
= kbT
dn
dr
= −GM(r)
r2
ρ(r) (1.2)
holds at all points in the cloud, where M(r) is the mass contained within a radius r and
ρ(r) is the mass density, which can be solved numerically to give the density profile n(r).
The solutions are known as Bonnor-Ebert (BE) spheres (Bonnor 1956; Ebert 1957), and
are unstable to collapse beyond a critical radius or, equivalently, above a critical mass.
Figure 1.3 shows the density profile of a BE sphere with central density n0 = 2×104 cm−3,
T = 10 K and a mean molecular weight µ = 2mH where mH is the proton mass. Prestellar
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Figure 1.2: ISOCAM IR spectrum of NGC 7023, showing PAH features, from Cesarsky
et al. (1996). The solid line is the spectrum from the region of peak 16µm emission, while
the dotted line is from a region with lower 16µm intensity.
cores have been observed to have similar flattened power-law density structures to BE
spheres (Tafalla et al. 2002; Kandori et al. 2005), while simulations of unstable BE spheres
(Foster and Chevalier 1993; Ogino et al. 1999) show that these profiles persist during
gravitational collapse.
Molecular clouds, like the rest of the ISM, are permeated by magnetic fields (Goodman
et al. 1990; Crutcher 1999). Molecular clouds and prestellar cores are almost entirely
made up of neutral gas, with typical ionization fractions of ∼ 10−8 (Hartquist and Williams
1989), and so most of the matter does not directly experience magnetic forces. However,
collisions between ions and neutral molecules can transmit the magnetic forces experienced
by the charged species to the rest of the gas, resulting in an effective magnetic pressure.
As with thermal pressure, magnetic support can prevent a cloud from collapsing under
self-gravity up to a critical mass (Tomisaka et al. 1988), beyond which dynamical collapse
is inevitable, although further impeded compared to the non-magnetised case. Simulations
of the collapse of magnetised clouds (e.g. Tomisaka 1995; Nakamura et al. 1995) find that
material collapses rapidly along the magnetic field lines, forming a thin disk, the density
profile along which at least superficially resembles a BE sphere, with a flattened central
region steepening into approximately a power-law at large radii.
The coupling between the magnetic field and the (mostly neutral) gas is not perfect,
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Figure 1.3: Density profile of a BE sphere with n0 = 2×104 cm−3, T = 10 K and µ = 2mH.
The critical radius, beyond which the cloud is unstable, is marked with a dashed line.
and over time material will drift across the field lines, a process known as ambipolar
diffusion (Mestel and Spitzer 1956). This reduces the magnetic flux in the cloud on the
ambipolar diffusion timescale (Hartquist and Williams 1989),
tamb = 4× 105
( xi
10−8
)
yr (1.3)
where xi is the ionization fraction, and can allow a cloud below the critical mass to
become supercritical and collapse. Ambipolar diffusion proceeds faster in regions with low
xi, which in prestellar cores occurs in regions of higher density (Mouschovias 1979). The
result is that the denser central regions lose magnetic support and collapse dynamically,
while the outer envelope remains magnetically supported (Fiedler and Mouschovias 1993).
The dependence on the fractional ionization means that the dynamical evolution of the
cloud is affected at least in part by the chemical conditions in the gas-phase material, and
a full description of the collapse of a prestellar core must account for both.
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1.4 Astrochemistry
1.4.1 Gas-phase chemistry
At the gas densities relevant for the ISM, most significant chemical processes are two-body
reactions, for example the dissociative recombination of the H+2 molecular ion with a free
electron,
H+2 + e
− → H + H. (1.4)
The rate of change of the number density of each species involved in the reaction is
proportional to the product of the densities of the two reactants, for example
d
dt
n(H+2 ) = −k(T )n(H+2 )ne (1.5)
where k(T ) is the temperature-dependent rate coefficient. For a two-body reaction the
rate coefficient can be assumed to be given by
k(T ) = α
(
T
300
)β
exp
(
− γ
T
)
cm3 s−1 (1.6)
where α, β and γ are determined from fits to either experimental or theoretical data
(McElroy et al. 2013). At temperatures typical of prestellar cores (∼ 10 K), the majority of
reactions with significant rates are between ionic and neutral species, due to their generally
being exothermic and having small/no activation energies (Herbst and Klemperer 1973).
As well as chemical reactions, other important processes are cosmic ray ionization
X + c.r.→ X+ + e− (1.7)
and cosmic-ray induced photoreactions, where photons produced by the ejected electron
following a cosmic ray event interact with other atomic or molecular species. The rates
for these processes are given by
k = αζ s−1 (1.8)
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for cosmic-ray ionizations, and
k = αζ
(
T
300
)β γc.r.
1− ω s
−1 (1.9)
for cosmic-ray induced photoreactions, where ζ is the cosmic ray ionization rate (in units of
ζ0 = 1.3×10−17 s−1, the standard ISM value for H2), γc.r. is the number of photoreactions
per primary ionization and ω is the dust grain albedo at optical/UV wavelengths, which
must be accounted for as dust grains may also absorb photons at these wavelengths.
Molecules may also interact with photons from interstellar sources, for which
k = α exp (−γUVAV) s−1 (1.10)
where α is the rate in the unshielded radiation field, AV is the visual extinction, and γUV
is a factor to account for the increased extinction efficiency at the ultraviolet wavelengths
relevant for photoreactions. These processes are important for producing ionic species,
allowing further chemical reactions to proceed rapidly.
1.4.2 Surface chemistry
As well as the gas-phase reactions listed above, molecules may become adsorbed onto
the surface of dust grains, and undergo further reactions there. The most important of
these is the formation of molecular hydrogen, H2. The gas-phase reaction between two H
atoms is too slow to convert atomic gas into molecular form over reasonable timescales
(Gould and Salpeter 1963), and the formation rate of molecular hydrogen on grain surfaces
(Hollenbach and Salpeter 1971) has been empirically constrained to be
d
dt
n(H2) = Rn(H)nH (1.11)
with R ≈ 3×10−17 cm3 s−1 (Jura 1974; Gry et al. 2002) and nH = n(H)+2n(H2) the total
number density of hydrogen nuclei. The presence of other species can lead to a series of
surface reactions between molecules (e.g. Hasegawa et al. 1992) building up more complex
species, which can then be desorbed by various processes back into the gas phase (Roberts
et al. 2007).
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1.4.3 X-ray chemistry
Astrochemical calculations often assume the only radiation field present is the background
UV interstellar field, over the range 912 − 2400 A˚ (Habing 1968; Draine 1978), possibly
scaled by some factor or attenuated by dust extinction. Photons below 912 A˚ can ionize
neutral hydrogen atoms, and are assumed to be absorbed well before interacting with
any molecular gas. However, the photon absorption cross-section drops with increasing
photon energy (Verner and Yakovlev 1995), meaning that X-rays are capable of penetrating
much further into neutral gas than longer-wavelength UV photons (Maloney et al. 1996;
Meijerink and Spaans 2005). Similarly to cosmic rays, X-rays provide an additional source
of ionization both through the initial absorption of a photon, with a rate
k =
∫
σ(E)
F (E)
E
dE s−1 (1.12)
where E is the energy of the photon, σ(E) is the ionization cross-section for the relevant
species and F (E) is the X-ray flux, and through secondary ionizations caused by the
energetic electrons ejected in the initial event.
Lower energy X-rays are absorbed more strongly than high energy ones, so the X-ray
spectral energy distribution (SED) varies with depth into a cloud. As the impinging SED
determines the effect of the X-rays on the gas, it is important to properly take into account
the transport of radiation through the system.
1.5 Interaction of radiation and matter
The transfer of radiation through a medium in 1D (neglecting scattering processes) is
governed by
dIν
ds
= −κνIν + jν (1.13)
where Iν is the intensity at frequency ν, ds is an increment of distance along the path s,
and κν and jν are the coefficients of absorption and emission per unit volume. If scattering
is also included, an additional contribution to the intensity may come from photons being
rescattered into the path of the beam from outside. This equation has the general solution
Iν(τν) = Iν(0) exp(−τν) +
∫ τν
0
exp(τν − τ ′)Sν(τ ′)dτ ′ (1.14)
36 Chapter 1. Introduction
where dτν = κνds and Sν = jν/κν . Solving this equation requires knowledge of κν and
jν at every point along the path, which are functions of the density, temperature and
composition of the material - all of these properties can be affected by interactions with
the radiation field, with different processes becoming important at different wavelengths.
A cloud irradiated by a source of ionizing radiation can roughly be divided into three zones,
located from nearest to furthest from the source - an ionized region, a photodissociation
region (PDR) and a molecular region.
1.5.1 Photoionized regions
Hydrogen atoms in the ground state are ionized by photons with wavelengths less than
912 A˚, while free electrons and protons can recombine, emitting a photon which carries
away the excess energy. Recombination to the ground state involves the emission of a
photon with wavelength < 912 A˚, which can immediately ionize another hydrogen atom.
Neglecting these direct recombinations to the ground state, the effective recombination
rate (known as case B) at low temperature (T < 2500 K) is approximately
αB(T ) ≈ 3.5× 10−12
(
T
300 K
)−0.7
cm3 s−1 (1.15)
(Prasad and Huntress 1980). At higher temperatures this equation overestimates the rates,
which have been tabulated by Osterbrock and Ferland (2006) (Table 2.7). In equilibrium,
the rate of recombinations within the ionized volume around a source must equal the rate
of emission, Q0, of ionizing photons per second by the ionization source,
Q0 =
4pi
3
R3αB(T )nenH (1.16)
for a sphere of constant density. This equation can be rearranged to find the radius of the
ionized volume, known as the Stro¨mgren radius (Stro¨mgren 1939). In reality the transition
from ionized to neutral gas is not instantaneous, and the absorption of photons by other
elements and dust grains must be taken into account.
The electrons ejected by photoionization lose their excess kinetic energy by interactions
with the gas, which is generally the dominant heating mechanism for ionized regions, and
for neutral gas strongly irradiated by X-rays. The fraction of electron energy which goes
into heating the gas is not unity - energy can also be lost to secondary ionizations, or by
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collisional excitation of atoms and molecules. The heating rate due to photoionizations is
given by
Γ = ηnH
∫
σ(E)F (E)dE erg cm−3 s−1 (1.17)
where F (E) is the X-ray flux, which provides the heating energy, σ(E) is the total ab-
sorption cross-section per hydrogen nucleus and η is the heating efficiency (Meijerink and
Spaans 2005). η accounts for the fact that some of the energy of the photoelectrons may
be lost to ionizing or exciting additional atoms and molecules, rather than deposited as
thermal energy in the gas. As the ionization fraction increases, η tends towards unity (Dal-
garno et al. 1999), as the probability of interacting with a free electron and thermalising
rises compared to the probability of exciting a bound electron.
1.5.2 PDRs
Beyond the ionized region, the flux at wavelengths below 912 A˚ is effectively reduced to zero
(with the possible exception of X-rays), so hydrogen is predominantly neutral. UV photons
in the range 912− 2400 A˚ are still present, and elements with ionization potentials below
13.6 eV (most significantly, carbon) can be photoionized, while molecules which form are
subjected to photodissociation. The composition of the gas changes from almost entirely
atomic to almost entirely molecular with increasing depth, as the UV field is absorbed by
atoms, molecules and dust grains. The main heating mechanism is photoelectric emission
of electrons from dust grains (Watson 1972; Tielens and Hollenbach 1985), the rate of
which depends on not only the radiation field but also dust properties including the grain
size, charge and composition. Calculations using plausible assumptions about the grain
properties (Tielens and Hollenbach 1985; Bakes and Tielens 1994; Weingartner and Draine
2001b) have found that small (a < 100 A˚) grains dominate the heating rate, as they absorb
UV radiation more strongly and are less positively charged, making it easier for electrons
to escape. For an MRN size distribution, small grains account for the majority of the total
grain surface area.
The transition from atomic to molecular gas is due to the absorption of UV photons,
reducing the photodissociation rate further into the cloud. Figure 1.4 shows the chemical
structure of a PDR with nH = 10
3 cm−3, with an incident radiation field 5 times the Draine
(1978) field (1.7 times the Habing (1968) field). Whereas the photoionization of atoms
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Figure 1.4: Abundances versus visual extinction of H (blue solid line), H2 (blue dashed
line), O (red solid line), C (black solid line), C+ (black dashed line) and CO (black dotted
line), for a PDR with nH = 10
3 cm−3 and a radiation field of 5 Draines.
involves the continuous absorption of photons beyond the threshold energy, molecules
may also be photodissociated by line absorption - the molecule decays to an unstable
configuration from the excited state, and is destroyed. This is the main mechanism of
destruction by UV photons for H2 and CO, the two most common molecules in the ISM
(Stecher and Williams 1967; van Dishoeck and Black 1988). As the line absorption can be
much stronger than the dust continuum absorption, molecules in the interior are shielded
from dissociation by those closer to the cloud surface, and the abundances can rise more
rapidly than would be expected if this self-shielding was neglected. In order to calculate the
reduction in the photodissociation rate, in principle the level populations of the molecule
at each point need to be calculated to solve the radiative transfer through the cloud,
although Abgrall et al. (1992) found that a relatively simple approximation (Federman
et al. 1979) for the H2 line absorption agrees well with a more rigorous treatment - the
transition from atomic to molecular gas occurs at a slightly lower AV, but the region where
this occurs is too thin for the difference to have any significant observational consequences.
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1.5.3 Molecular regions
Beyond some level of visual extinction (∼ 5−10 mag; Hollenbach et al. 1991), the UV flux
in a cloud is reduced to the level where photon interactions are no longer dominant, either
for the heating rate or for chemical reactions. Although hydrogen and carbon are mostly
in molecular form at lower extinctions, beyond this point the lack of photodissociation
can enable more complex molecules to appear. The main heating mechanism is the energy
deposited by cosmic ray ionization (Goldsmith and Langer 1978; Hollenbach et al. 1991).
Unlike radiation, cosmic rays are not significantly attenuated when passing through a
cloud, so that the heating rate is essentially independent of the position in the cloud, and
the gas temperatures in molecular regions are fairly uniform at ∼ 10 K (Dickman 1975;
Martin and Barrett 1978). Due to the low temperatures, only low-lying energy levels can
be significantly populated, so the emission from molecular clouds is largely made up of
molecular rotational lines and thermal continuum emission from dust grains.
1.6 Emission processes
1.6.1 Line emission
Much of the information extracted from observations of astrophysical objects comes from
the analysis of spectral lines. Atoms have discrete energy levels which their electrons may
occupy, while molecules additionally have rotational and vibrational states with different
characteristic energy scales. An atom/molecule may transition from one state to another
by emitting or absorbing a photon with an energy corresponding to the difference between
states, giving rise to emission and absorption lines in the observed spectrum. Transitions
between states can also be caused by particle collisions, or by stimulated emission triggered
by photons of the correct wavelength. The assumption of local thermodynamic equilibrium
(LTE) can be used to simplify the problem, where the occupancy of each state is assumed
to be the Boltzmann equilibrium value at the local temperature. However, this is often
a poor assumption in the ISM, where the local radiation field is rarely a blackbody and
densities are too low for collisions to equilibrate the energy levels, and the level populations
must be calculated from the transition rates.
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The rate of change of the number of atoms in an energy level i is given by
dni
dt
=
∑
j 6=i
njkji −
∑
l 6=i
nikil (1.18)
where kij is the transition rate from level i to j,
kij = Aij +BijJν + Cijne (1.19)
where Aij is the Einstein coefficient for spontaneous emission, Bij is the coefficient for
absorption (for i < j) or stimulated emission (for i > j), Cij is the collisional rate coef-
ficient, Jν is the mean intensity at the frequency corresponding to the energy difference
between the two levels, and ne is the electron density. Although electrons are usually the
most important collisional partner due to their lower mass and correspondingly higher
thermal velocities, in mostly neutral regions hydrogen atoms or molecules can become
more significant. In equilibrium, dnidt = 0, and the system of equations can be solved (with
the additional condition that
∑
i
ni = ntot where ntot is the total number of atoms of that
type). The emissivity of the spectral line corresponding to a transition from upper level
u to lower level l is then
jul = nu(Aul +BulJν)hν (1.20)
where h is the Planck constant.
1.6.2 Rotational lines
Under the rigid rotor approximation (Tennyson 2011), a diatomic molecule has rotational
energy levels
E(J) = BJJ(J + 1) (1.21)
where J is the rotational quantum number and BJ is the rotational constant for the
molecule in quesiton. For dipole-allowed transitions from J to J − 1, this means
∆E = E(J)− E(J − 1) = 2BJJ (1.22)
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and the rotational lines are separated by constant frequency intervals of 2BJ/h. At higher
J , the rigid rotor approximation begins to break down, and the spacing between lines
will no longer be constant. In order to have dipole transitions, a molecule must have a
permanent electric dipole. H2, due to its symmetry, does not, and so only has much weaker
quadrupole (J → J − 2) rotational transitions. Non-linear molecules have more complex
rotational spectra, with multiple axes of rotation, while the effects of nuclear spin can also
complicate the process.
1.6.3 Vibrational lines
As well as rotating, the nuclei of a molecule can vibrate along the bond axis. If the
potential is approximated by a simple harmonic oscillator, the vibrational energy levels
are
E(v) = hν(v +
1
2
) (1.23)
where v is the vibrational quantum number and ν is the vibrational frequency. The
frequency of transitions between vibrational levels v and v − 1 is ν, regardless of the
value of v, as long as the harmonic oscillator approximation holds. However, molecules
also change rotational states at the same time as the vibrational transition, as ∆J = 0
is dipole (and quadrupole) forbidden, giving a transition energy of hν ± 2BJn where n
is a non-zero integer. The spectrum is therefore a series of emission lines evenly spaced
to either side of the vibrational frequency, with the relative strengths determined by the
rotational level populations. Vibrational energy levels are generally much higher than
rotational ones, and so vibrational emission is only seen in relatively hot gas - the first
H2 vibrational energy level corresponds to a temperature of ∼ 6000 K (Dabrowski 1984),
although heavier molecules have lower vibrational energies.
1.6.4 Atomic forbidden and fine-structure lines
Hydrogen - and ions of heavier elements with only one electron - has a relatively simple
level structure, with the energy of level n given by the Rydberg formula,
E(n) = −13.6
n2
eV. (1.24)
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Figure 1.5: Energy levels and transitions of neutral oxygen. The energy levels are not to
scale, to allow the fine structure splitting to be visible. Wavelengths are in vacuo values.
The gap between the first and second levels is 10.2 eV, corresponding to a temperature
of ∼ 105 K, meaning that hydrogen is not an efficient coolant at the temperatures typical
of ionized gas in the ISM (∼ 104 K). Instead, cooling is dominated by UV, optical and
IR forbidden line emission from heavier atoms and their ions, particularly carbon and
oxygen, which have energy levels low enough to be significantly populated by collisions with
thermal electrons at these temperatures. Figure 1.5 shows the energy level structure and
important cooling transitions of neutral oxygen. Radiative transitions between these levels
are dipole-forbidden, having significantly lower A-coefficients than allowed transitions. At
ISM densities, the rates of collisional deexcitation are low enough that an atom collisionally
excited to the higher state is still likely to decay radiatively. In addition, the interaction
between the electron orbital and spin angular momentum can lead, for some atoms or
ions, to the splitting of the ground state into multiple energy levels, separated by only a
few 100 K (see Figure 1.5). This allows for the efficient cooling of lower temperature gas,
giving rise to emission lines in the IR region.
1.6.5 Dust continuum emission
Although in principle dust grains, like atoms and molecules, also have discrete energy levels
(Draine and Li 2001), due to the large number of atoms in even the smallest dust particles,
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they can generally be treated classically. The large number of closely spaced energy levels
means that dust emission is a continuum rather than line emission, determined by the
optical properties and temperature of the grain. The energy emitted by a spherical dust
grain is given by
Lem(T ) = 4pi
2a2
∫
Qem,ν(a)Bν(T )dν (1.25)
while the energy absorbed from an isotropic local radiation field is
Labs(T ) = 4pi
2a2
∫
Qabs,ν(a)Jνdν (1.26)
where a is the grain radius, T is the grain temperature and Qabs,ν and Qem,ν are the
absorption and emission efficiencies, which depend on the grain composition and radius
(generally Qabs,ν = Qem,ν). In equilibrium,∫
Qabs,ν(a)Jνdν =
∫
Qem,ν(a)Bν(T )dν (1.27)
so given some knowledge of the radiation field and dust optical properties, the dust tem-
perature and therefore emission can be determined. Dust emission is most significant at
IR wavelengths and longer, due to the typical grain sizes and properties in the ISM. Fig-
ure 1.6 shows the emitted dust SED from the BARE-GR-S model of Zubko et al. (2004),
heated by the ISM radiation field given by Mathis et al. (1983).
The previous equations assume dust is heated only by the radiation field, whereas in
some regions of the ISM heating by particle collisions may also become important (Dwek
et al. 1996; Bocchio et al. 2013). At high enough densities this can become a significant
cooling process for the gas, and couples the temperatures of the dust grains and gas (Burke
and Hollenbach 1983; Goldsmith 2001), although in these situations radiative heating is
usually still dominant for the dust. The heating rate of a dust grain by electron collisions
is
H = pia2ne
∫ ∞
0
f(E)v(E)Eζ(E)dE (1.28)
where f(E) is the energy distribution of the electrons (generally assumed to be a Boltz-
mann distribution), v(E) is the velocity of an electron with energy E and ζ(E) is the
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Figure 1.6: Emitted dust SED from the BARE-GR-S Zubko et al. (2004) model, heated
by the Mathis et al. (1983) ISM radiation field.
fraction of energy transferred to the dust grain (Dwek 1986).
For very small dust grains absorbing a high-energy photon (or undergoing an energetic
particle impact), the temperature will increase sharply due to the low grain enthalpy. If
these events are infrequent (occuring at a rate lower than the cooling rate), the dust grain
will not be able to reach equilibrium, but will instead fluctuate, reaching much higher
temperatures briefly before cooling below the theoretical equilibrium temperature (Draine
and Anderson 1985; Dwek 1986). The presence of high-temperature dust grains leads to
an excess in the emitted SED at near-IR wavelengths, which can often be significantly
higher than the prediction assuming equilibrium temperatures.
1.7 The evolution of low- and high-mass stars
All stars spend the majority of their lifetimes on the main sequence of the Hertzsprung-
Russell (HR) diagram, where energy is produced by the fusion of hydrogen into helium in
the core, either directly or through the CNO cycle. Higher mass stars have shorter main-
sequence lifetimes, as stellar luminosity increases with mass as L ∝M3−4 (Iben 1967), so
the rate of consumption of hydrogen rises faster than the amount of hydrogen available
as fuel. When the hydrogen in the core is exhausted, stars begin post-main sequence
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evolution. Stars with M . 2 M (‘low-mass’) develop a degerate helium core, where the
main support against gravitational collapse is electron degeneracy pressure, immediately
following the main sequence (Iben and Renzini 1983); stars with 2 M . M . 8 M
(‘intermediate-mass’) begin helium fusion without going through a degenerate phase, but
later develop a degenerate carbon-oxygen core when the core helium is exhausted. The
evolution of a star with an initial mass of 5 M on an HR diagram is shown in Figure 1.7.
Stars with M & 8 M (‘high-mass’) have non-degenerate cores throughout their lifetimes,
which causes their post-main sequence evolution to differ considerably from those with
lower masses.
Hydrogen fusion continues in a shell around the core after ending in the core itself.
For low-mass stars, the core cannot be supported by thermal pressure, and contracts
until it becomes degenerate. Intermediate-mass stars have non-degenerate helium cores
throughout the hydrogen shell-burning phase, while for high-mass stars connditions in the
core allow helium fusion to begin immediately following the main sequence. Low- and
intermediate-mass stars go through a red giant phase, where the envelope expands leading
to lower temperatures and higher luminosities. Helium produced in the hydrogen-burning
shell falls onto the core until the temperature is high enough to ignite helium fusion via
the triple-alpha process. For low-mass stars, the degenerate core allows a ‘helium flash’ of
extremely rapid energy generation Mestel (1952) to occur, until degeneracy is lifted, after
which core helium burning continues normally, surrounded by the hydrogen-burning shell.
As with main-sequence hydrogen burning, helium fusion in the core eventually ceases
when all the helium is converted into heavier elements, mainly carbon and oxygen. For
low- and intermediate-mass stars, further fusion reactions cannot be ignited, and the core
becomes degenerate, surrounded by a shell of helium (Herwig 2005). Fusion in the helium
shell causes the star to expand and undergo another giant phase, known as the asymptotic
giant branch (AGB). The helium shell eventually runs out of fuel and ceases fusion, at
which point energy generation switches to fusion in a hydrogen shell outside this. The
helium shell mass increases as ‘ashes’ from the hydrogen shell fall onto it, until the triple-
alpha process can be ignited in another helium flash. The high energy generation causes
the shell to expand, quenching fusion in the hydrogen shell above it and eventually in the
helium shell itself, after which the star returns to hydrogen-shell burning, allowing the
process, known as thermal pulsing, to repeat (e.g. Gingold and Faulkner 1974).
At various stages during a star’s lifetime, fusion-processed material can be brought to
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the surface layers of the star if convection in the envelope reaches down into regions that
previously underwent fusion, known as dredge-up. This first occurs during the red giant
phase, when core hydrogen is exhausted, while the second dredge-up occurs at the corre-
sponding stage of AGB evolution, when helium fusion in the core ceases (Becker and Iben
1979). For stars undergoing thermal pulsing, a third dredge-up can occur in which mate-
rial from the expanding helium-fusing shell is pushed into the convective envelope (Iben
and Renzini 1983), which can result in a significant increase in surface carbon abundances.
Multiple ‘third dredge-ups’ can occur, following each thermal pulse in the star. For the
highest-mass AGB stars, the convective envelope may extend into the hydrogen-burning
shell, resulting in an increased supply of fuel, and therefore higher fusion rates and tem-
peratures (Iben 1976). The high temperatures convert carbon dredged up from the lower
layers into nitrogen, which prevents the formation of carbon-rich envelopes (Boothroyd
et al. 1993).
AGB stars lose mass through stellar winds throughout their lifetimes (Iben and Renzini
1983). Towards the end of their evolution, this mass loss rate increases dramatically into a
superwind (van Winckel 2003), which expels the remaining envelope material, causing the
effective temperature to increase while the star remains at roughly constant luminosity
(Vassiliadis and Wood 1994). The ionized ejected material forms a planetary nebula
around the central star, which moves onto a white dwarf cooling track and decreases in
both luminosity and temperature as the surrounding nebula expands and fades.
High-mass stars do not develop degenerate carbon-oxygen cores when helium is ex-
hausted - instead, further fusion reactions, beginning with carbon fusion and progressing
through neon, oxygen and silicon, are ignited in the central regions (Woosley et al. 2002),
leading to a layered structure with an outer hydrogen envelope and progressively more pro-
cessed elements occuring towards a central core of the products of silicon fusion (mostly
iron-group elements). At this point further fusion reactions are endothermic, and so cannot
support the core against gravity. If the core exceeds the Chandrasekhar mass (∼ 1.4 M),
electron degeneracy pressure can no longer prevent further collapse, and the core collapses
to either a neutron star or black hole. The infalling outer layers ‘bounce’ outwards, by a
mechanism thought to involve energy deposition by neutrinos (Bethe 1990), resulting in a
supernova explosion. The material ejected by the supernova drives a blast wave into the
surrounding ISM - the impact with the ISM simultaneously propagates a ‘reverse’ shock
into the ejecta, which reheats the by-now cooled ejecta material (Reynolds 2008), forming
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Figure 1.7: Evolutionary track of a 5 M star on a Hertzsprung-Russell diagram, from
Iben (1967).
a supernova remnant.
1.8 This thesis
This thesis is concerned with the numerical modelling of gas and dust emission from
stellar remnants, and its use in deducing the properties of these objects by comparison
with observation. In Chapter 2, three numerical codes used in the thesis are described.
In Chapter 3, a combined photoionization-photodissociation region model is applied to
cometary knots in planetary nebulae with a range of central star properties, to determine
the resulting molecular emission. Comparison with molecular line observations suggests
that the inclusion of ionizing UV radiation, usually neglected in PDR studies, is necessary
to correctly reproduce the observed fluxes, leading to a high-temperature surface layer
responsible for the H2 and OH
+ emission. In Chapter 4, this modelling technique is applied
to the Crab Nebula, a nearby supernova remnant in which the molecular ions ArH+ and
OH+ have been detected. These are used to investigate the ionization rate caused by the
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central pulsar wind nebula and the density of the dense gas in the SNR. In Chapter 5,
a new code, dinamo , developed during the course of this thesis, is described. dinamo
calculates the emission from a population of dust grain heated by particle collisions and
the local radiation field. In Chapter 6 the code is applied to the Cassiopeia A supernova
remnant. Fitting the observed infrared spectral energy distribution with multiple dust
components, corresponding to different regions of the ejecta, is used to determine the dust
mass in each region. Chapter 7 summarises the previous chapters and suggests topics
for further investigation. Appendix A focuses on the formation of stars, rather than their
remnants, and presents analytical approximations to the gravitational collapse of prestellar
cores by various mechanisms. These are incorporated in a time-dependent chemical model
to investigate possible molecular tracers of different collapse modes.
Chapter 2
Description of the codes used
The work in this thesis has involved the use of three publicly available codes written at
UCL: UCLCHEM, a time-dependent gas-grain chemical code; UCL PDR, a one-dimensional
photodissociation region (PDR) code with the inclusion of additional physics such as
X-rays; and MOCASSIN, a three-dimensional Monte Carlo photoionization code. The
following chapter summarises the important features of each code, and presents examples
of their use.
2.1 UCLCHEM
UCLCHEM (Viti et al. 2004; Holdship et al. 2017) is a time-dependent gas-grain chemical
code, which solves a system of coupled ordinary differential equations (ODEs) to determine
the time evolution of the molecular abundances (relative to the number density of hydrogen
nuclei, nH) in a parcel of gas. The molecular species included and the reaction network are
both user-defined - the abundance of each species is goverened by one ODE, given by the
sum of the rates of all reactions involving that species (positive for formation reactions,
negative for destruction). Grain surface chemistry is incorporated by treating molecules in
grain mantles as separate species, with additional reactions for freeze-out and desorption
controlling the abundance of molecules in each phase. The system of ODEs is then evolved
forward in time until a user-specified final time or final density is reached.
The physical parameters controlling the reaction rates, and therefore the molecular
abundances, are the gas density, temperature, radiation field strength (measured relative
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to the Habing (1968) field), cosmic ray ionization rate and the visual extinction. The rates
of gas-phase reactions are calculated as explained in Section 1.4, with the rate coefficients
provided in the reaction network (e.g. the UMIST database; McElroy et al. 2013). The
contribution of a gas-phase reaction between species A and B to the ODE for species C is
of the form
d
dt
Y (C) = kAB(T )Y (A)Y (B)nH (2.1)
where Y (X) is the fractional abundance of species X with respect to hydrogen nuclei,
kAB(T ) is the rate coefficient for the reaction at temperature T and nH is the number
density of hydrogen nuclei. For reactions with cosmic rays, UV photons and cosmic ray
secondary ionizations, the ODE contribution is
d
dt
Y (C) = kY (A)nH (2.2)
where k is the relevant rate coefficient.
The H2 formation rate on grain surfaces is given by
d
dt
Y (H2) = 10
−17√TY (H)nH (2.3)
(de Jong 1977), as it is assumed that the formation of H2 releases enough energy to eject
the molecule back into the gas-phase. At a gas temperature of 10 K, suitable for molecular
clouds, this gives a rate coefficient of 3.16 × 10−17 cm3 s−1, consistent with that of Jura
(1974). Other grain surface reactions involve the conversion of gas-phase species to mantle
species, or reactions between mantle species. Molecules freeze out onto grain surfaces with
the rate
d
dt
Y (X) = −4.57× 104SCnga2g
√
T
µmH
Y (X)nH (2.4)
(Rawlings et al. 1992) where ng is the number density of dust grains per hydrogen atom,
ag is the grain radius, µ is the molecular mass in atomic units, S is the sticking coefficient
(between 0 and 1) and C is a factor to account for the effect of grain charge - for neutral
species C = 1 and for singly charged positive ions C = 1 + 16.71×10
−4
agT
(Umebayashi and
Nakano 1980). UCL CHEM allows molecules to freeze out via multiple pathways, allowing
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grain surface reactions to be incorporated as the instantaneous hydrogenation of some
proportion of the original molecule. Additionally, grain surface reactions can be included
directly as reactions between mantle species, including the effects of diffusion across the
grain surface as treated by Que´nard et al. (2018).
0 1 2 3 4 5 6
t / Myr
10−14
10−13
10−12
10−11
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
n
/n
H
102
103
104
105
106
107
108
109
n
H
/c
m
−3
Figure 2.1: Gas density (thick black solid line) and abundances of CO (thin black solid
line), NH3 (blue solid line), HCN (red solid line), HCO
+ (black dashed line) and N2H
+
(blue dashed line) versus time, for a cloud with an initial density of 100 cm−3 and gas
temperature 10 K collapsing under free-fall conditions, as calculated by UCLCHEM.
Mantle species are desorbed back into the gas phase as the dust temperature rises,
through various mechanisms discussed in Collings et al. (2004) and Viti et al. (2004).
In the case of prestellar cores, where there is no internal energy source and the dust
temperature remains constant, these processes can be neglected. Desorption back into the
gas phase instead occurs through non-thermal processes. The formation of H2 on grain
surfaces releases heat, which desorbs mantle species with the rate
d
dt
Y (X) = RH2Ym(X)nH (2.5)
where RH2 is the H2 formation rate, Ym(X) is the fraction of the mantle composed of
species X and  is desorption efficiency, the number of molecules desorbed per H2 molecule
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formed. Cosmic rays also heat grains, both directly, which desorbs molecules with the rate
d
dt
Y (X) = φFcrpia
2
gngYm(X) (2.6)
where Fcr is the flux of cosmic rays and φ is the efficiency, and through the cosmic-ray
generated UV flux (Prasad and Tarafdar 1983), with the rate
d
dt
Y (X) = UVFppia
2
gngYm(X) (2.7)
where Fp is the photon flux and UV is the efficiency. The values of these parameters are
given by Roberts et al. (2007). Grain surface reactions can also desorb molecules back
into the gas phase, which is included in the reaction network.
Figure 2.1 shows the evolution with time of the abundances of several observationally
important molecules, along with the density, of a cloud of initial density nH = 100 cm
−3
and a constant temperature of 10 K, collapsing under free-fall using the treatment of Rawl-
ings et al. (1992) from initially atomic conditions. The molecular abundances initially
increase as the cloud collapses, as the higher density increases the rates of the forma-
tion reactions, but as the density rises beyond ∼ 105 cm−3 freeze-out onto dust grains
becomes more efficient than the desorption processes, and the gas-phase abundances
decrease sharply.
2.2 UCL PDR
UCL PDR (Bell et al. 2005, 2006; Bayet et al. 2011; Priestley et al. 2017) is a 1D PDR
code, treating the model cloud as a slab of gas with radiation incident on one or both
sides. The density profile of the cloud and the radiation field are both user-specified - the
code requires as inputs the density and radius of an arbitrary number of depth points,
and the UV field in Draines (Draine 1978) and X-ray flux in erg cm−2 s−1 at the cloud
surfaces. Starting from an initial temperature guess (based on a fit to a grid of models),
the code first determines the equilibrium abundances of species in the chemical network
(also provided by the user) at each depth point, then calculates the heating and cooling
rates and updates the gas temperature if necessary. The code iterates this process until
all points have converged in temperature.
UCL PDR treats gas-phase reactions, including those caused by X-rays, as described
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in Section 1.4, with the exception of H2 formation on grain surfaces, which is treated
using the more detailed rate given by Cazaux and Tielens (2002) and Cazaux and Tielens
(2004). Reductions in the photodissociation rates of H2 and CO, and the photoionization
of C, due to self-shielding are incorporated using the treatments of Federman et al. (1979),
van Dishoeck and Black (1988) and Kamp and Bertoldi (2000) respectively. The radiative
transfer of UV photons and X-rays are handled separately. The UV field is given by
G(x) = G0 exp(−FUVAV(x)) (2.8)
where G(x) is the UV field at a distance x into the cloud, G0 is the unattenuated value,
AV(x) is the visual extinction at distance x and FUV is a factor relating visual extinction
to the extinction at UV wavelengths. AV is calculated using a fixed ratio between the
column density of hydrogen nuclei, NH, and the extinction. As the absorption of X-ray
photons is strongly dependent on their wavelength, the attenuation of the X-ray flux is
calculated for each energy bin as
FE(x) = FE(0) exp(−σ(E)NH(x)) (2.9)
where FE(x) is the flux at energy E at a distance x into the cloud, and σ(E) is the
absorption cross-section per hydrogen atom calculated from the elemental abundances of
the gas using the fits from Verner and Yakovlev (1995). The initial X-ray SED can be
specified by the user.
Radiative cooling of the gas can be included for any species for which the required data
(energy levels, Einstein coefficients, collisional excitation/deexcitation rates) are available
- for many important species, these can be found in the LAMDA database (Scho¨ier et al.
2010). The local radiation field is calculated using the large velocity gradient (LVG)
approximation as described in de Jong et al. (1975), with an additional contribution from
dust grain thermal emission. The level populations for each species are then calculated as
described in Section 1.6, and the cooling rate for each species is given by the sum of the
emissivities of all transitions.
Gas heating occurs through many different mechanisms, the importance of each varying
depending on the temperature, ionization state, molecular abundances and local radiation
field. Photoelectric (PE) heating from dust grains is treated according to Bakes and
Tielens (1994), with the modifications of Wolfire et al. (2003) included to account for the
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Figure 2.2: Heating rate versus visual extinction of the dust PE effect (solid black line),
H2 formation (solid blue line), H2 photodissociation (dashed blue line), cosmic ray heating
(solid red line) and exothermic chemical reactions (solid green line), for the UCL PDR
model described in Section 1.5.2.
increased polycyclic aromatic hydrocarbon (PAH) abundance inferred from observations.
Heating by H2 formation is assumed to contribute 1.5 eV of energy per molecule formed,
while H2 molecules vibrationally excited by FUV photons are assumed to release 2.2 eV
of energy per molecule, following the treatment of Hollenbach and McKee (1979), and
photodissociation of H2 releases 0.4 eV per reaction on average (Stephens and Dalgarno
1973). Photoionization of carbon is assumed to release 1.0 eV, and cosmic ray ionization
of H2 20 eV following Goldsmith (2001). Heating from turbulent dissipation (Rodr´ıguez-
Ferna´ndez et al. 2001), which may become important in the inner regions of galaxies, is
included by assuming a typical length scale of 5.0 pc and the user-defined turbulent velocity
used to calculate linewidths for the treatment of self-shielding. Heating by exothermic
chemical reactions assumes that the excess energy is entirely transferred to the thermal
energy of the gas (Clavel et al. 1978). Gas-grain collisional heating is treated following
Burke and Hollenbach (1983) - if the gas temperature is higher than that of the dust
grains, which is frequently the case in PDRs, this becomes a cooling mechanism, and the
contribution to the net heating rate is negative. Heating by the electrons produced by
X-ray ionization uses the energy deposition rate of Meijerink and Spaans (2005), and the
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Figure 2.3: Cooling rate versus visual extinction from the emission lines of C+ (dashed
black line), C (solid black line), O (solid blue line) and CO (dotted black line), for the
UCL PDR model described in Section 1.5.2.
heating efficiencies from Dalgarno et al. (1999).
Figures 2.2 and 2.3 show the heating and cooling rates of significant processes versus vi-
sual extinction, respectively, for the PDR model described in Section 1.5.2 (nH = 10
3 cm−3,
incident FUV field 5 Draine). In the atomic region, the heating rate is dominated by the
dust PE effect, with significant contributions from H2 formation and photodissociation,
while the cooling is from [C II] and [O I] forbidden lines. At higher visual extinctions, the
UV field is lower and so the heating from dust PE and photodissociation is correspond-
ingly reduced. The amount of ionized carbon also falls, so that [C I] cooling becomes more
important than [C II]. Lower gas temperatures reduce the effectiveness of [O I] cooling
and H2 formation heating. In the molecular regions, heating is dominated by cosmic ray
ionization, which is unaffected by the extinction, and exothermic chemical reactions, while
cooling is mostly due to CO rotational emission lines.
2.3 MOCASSIN
MOCASSIN (Ercolano et al. 2003, 2005, 2008) is a 3D Monte Carlo photoionization code,
including both gas and dust. The object to be modelled is defined as a distribution of
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matter on a 3D Cartesian grid of arbitrary dimensions - the gas density, dust-to-gas ratio,
elemental abundances and dust properties can all be varied from cell to cell. The radiation
source, which may be either a point source or a diffuse field emitted from the grid, is defined
by its luminosity and SED. Photon packets from the source are propagated through the
grid until all have escaped, giving the mean intensity of the radiation field at each point.
This is used to update the ionization and temperature balance of the gas and dust, which
correspondingly alters the opacity of the material. The code then repeats the radiative
transfer, and iterates between the two stages until convergence is reached, defined by the
rate of change of either the hydrogen ionization fraction or, for dust-only models, the dust
temperatures.
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Figure 2.4: MOCASSIN model for hydrogen (solid black line) and electron (dotted black
line) densities and electron temperature (solid red line) versus radius for a nebula with
nH = 100 cm
−3, and stellar parameters T∗ = 40 000 K and L∗ = 8.11 × 105 L, for a
blackbody spectrum. The density scale is on the left-hand side, the temperature scale is
on the right.
MOCASSIN divides the source luminosity into packets of constant energy, 0, with the
initial frequency ν determined by sampling the SED of the source. The unit vector of
the propagation direction is assumed to be randomly distributed, and the optical depth
traversed by the packet is
τν = − log x (2.10)
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Figure 2.5: MOCCASSIN ion fractions relative to the total elemental abundance of H+
(dashed blue line), H0 (solid blue line), He++ (dotted red line), He+ (dashed red line) and
He0 (solid red line) versus radius for a nebula with nH = 100 cm
−3, and stellar parameters
T∗ = 40 000 K and L∗ = 8.11× 105 L.
where x is a random number between 0 and 1 (Lucy 1999). This optical depth corresponds
to a physical distance l travelled under the conditions of the cell the particle is located in,
τν = ρκν l (2.11)
where ρ is the density and κν the frequency-dependent opacity of the cell. If travelling a
distance l in the direction of propagation would carry the packet out of the cell, it is moved
to the edge of the cell and the process is repeated. Otherwise, the packet interacts at the
location given by l and the propagation direction, and is either scattered or absorbed with
a probability given by the ratio of the scattering opacity to the total opacity. Scattered
packets have a new direction of travel and a new optical depth calculated, and the process
is repeated until the packet escapes the grid. For absorbed packets, a new frequency is
also calculated, based on the emissivity in the grid cell where absorption takes place. The
packet energy is the same, meaning that energy is conserved at the expense of changing
the number of photons per packet. The assumption that all packets escape is justified as
in steady-state, the energy input from the source must equal the total energy emerging
from the modelled region. Using constant-energy packets, those with initial frequencies
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Figure 2.6: MOCASSIN ion fractions, relative to the total carbon abundance, for C3+
(dotted black line), C2+ (dashed black line) and C+ (solid black line) versus radius for a
nebula with nH = 100 cm
−3, and stellar parameters T∗ = 40 000 K and L∗ = 8.11×105 L.
with high optical depths to the edges (e.g. UV frequencies) are rapidly absorbed, and only
escape when reemitted at optically thin frequencies (e.g. the infrared). Thus the initial
ionizing fluz from the source is converted into lower frequency optical and IR cooling
radiation in the output SED.
The mean radiation field, Jν , is estimated from the paths of the energy packets fol-
lowing Lucy (1999), which relies on the fact that the radiation energy density uν =
4pi
c Jν .
Each energy packet contributes to the energy density of a cell depending on the length
of time spent in it, or equivalently the length of its path from emission to escape which
crosses the cell. The energy density between frequencies ν and ν+dν in a cell can therefore
be estimated by
uνdν =
4pi
c
Jνdν =
0
∆t
1
V
∑ l
c
(2.12)
where V is the cell volume, 0∆t =
L∗
N where 0 is the energy of one packet, ∆t is the
time interval of the simulation, L∗ is the total luminosity and N is the number of energy
packets, l is the length of a section of path crossing the cell and the sum is over all sections
of path crossing the cell from energy packets with frequency between ν and ν + dν.
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The local radiation field is used to determine the temperature and ionization balance
in each grid cell, which in turn determines the opacity and emissivity. Dust absorption
efficiencies, Qabs(ν, a), are calculated using Mie theory for each grain species and size
present. Contributions from free-free, bound-free and line processes are included for both
the emissivity and opacity. Resonance lines, which may undergo multiple resonant scat-
terings before escaping the grid and therefore have longer path lengths, are more likely to
be absorbed by dust grains, and can have significant effects on the dust energy balance.
These are treated using the approximate escape probability method of Cohen et al. (1984)
and Harrington et al. (1988). As well as radiative processes, the thermal balance of the
gas includes the effects of photoelectric heating and collisional cooling from dust grains,
following Baldwin et al. (1991).
Figure 2.4 shows the hydrogen and electron density and the electron temperature versus
radius, for a spherically symmetric nebula with nH = 100 cm
−3, central star temperature
T∗ = 40 000 K and luminosity L∗ = 8.11 × 105 L, appropriate for an H ii region sur-
rounding an O-type star. The spectrum of the central star is assumed to be a blackbody.
The ionization structures of hydrogen and helium are shown in Figure 2.5. The electron
density is initially ∼ 1.2 times larger than the hydrogen density, as a significant fraction
of the helium (∼ 0.1 times as abundant as hydrogen) is doubly ionized, but as photons
capable of ionizing He+ are absorbed this becomes the dominant ionization state, and
ne falls to ∼ 1.1nH. A similar transition between He+ and He0 occurs further towards
the edge of the nebula, while hydrogen-ionizing photons also begin to be fully absorbed.
The gas temperature falls initially before rising again at large radii, due to lower energy
photons being absorbed more rapidly, so that at the edge of the nebula the average ejected
electron energy is higher, and the heating rate subsequently larger. Figure 2.6 shows the
ionization structure versus radius of carbon. Neutral carbon can be ionized by photons
with energies < 13.6 eV, so is never present in significant quantities in ionized nebulae.
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Chapter 3
Molecular emission from planetary
nebulae
The work in this chapter is based on the paper Priestley and Barlow (2018) with M. J.
Barlow.
3.1 Introduction
Planetary nebulae (PNe) are the end-stage of the life cycle of low- and intermediate-mass
stars, consisting of the gas ejected during previous phases of stellar evolution, surrounding
a hot central star. Following the discovery of CO and H2 emission from PNe (Mufson
et al. 1975; Treffers et al. 1976), surveys have established that both molecules are com-
monly present in PNe (e.g. Huggins et al. 1996; Hora et al. 1999), with the molecular
gas component in some cases forming a significant fraction of the total nebular mass.
Other molecules, such as HCN, HCO+ and CS, have also been detected in PNe (Edwards
et al. 2014; Schmidt and Ziurys 2016), allowing investigation of the otherwise undetectable
neutral regions.
In order to survive the ultraviolet (UV) radiation from the central star, molecules
must be shielded within regions with significant optical depths (Tielens and Hollenbach
1993; Natta and Hollenbach 1998), such as the cometary knots commonly observed in
PNe (O’Dell and Handron 1996; O’Dell et al. 2002). Matsuura et al. (2009) found that
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the H2 emission from NGC 7293, pictured in Figure 3.1, is highly localised within these
knots, although in NGC 6781 the molecular emission more resembles a ring surrounding
the central star (Bachiller et al. 1993; Hiriart 2005). Aleman et al. (2011) were able
to reproduce the observed H2 surface brightnesses of cometary knots in NGC 7293 with
a combined photoionization/photodissociation region (PDR) code, finding that the low-
density/diffuse gas surrounding the knots contributes very little to the overall H2 emission.
A detailed model of NGC 6781, assuming a dense, shock-heated PDR surrounding the inner
ionized region, was produced by Otsuka et al. (2017) to fit a wide range of observational
data from the UV to radio, including H2 and CO molecular emission.
The molecular ion OH+, originally observed in emission around ultraluminous galaxies
(van der Werf et al. 2010), in the ISM (Wyrowski et al. 2010), the Orion bar (van der Tak
et al. 2013) and, along with ArH+, in the Crab Nebula (Barlow et al. 2013), was detected
in five PNe by Etxaluze et al. (2014) and Aleman et al. (2014). Aleman et al. (2014) noted
that all five PNe had central star temperatures greater than 100 kK, and suggested that
soft X-rays may be responsible for producing this emission, as in the case of ultraluminous
galaxies (van der Werf et al. 2010). X-rays were also found to be needed to reproduce
the observed abundances of CN and HCO+ (Kimura et al. 2012) in PNe. In their model
of NGC 6781, Otsuka et al. (2017) predicted a significantly larger quantity of OH+ than
deduced from observations, despite good agreement with other molecular abundances.
In this chapter, we model the molecular emission from cometary knots in PNe using
a combination of photoionization and PDR codes. Previous efforts (Aleman and Gru-
enwald 2004; Aleman et al. 2011; Kimura et al. 2012; Otsuka et al. 2017) have treated
both problems simultaneously, ensuring that the PDRs are modelled self-consistently by
solving the full radiative transfer problem throughout the knot. We use the approach
adopted in Priestley et al. (2017) for modelling of the Crab Nebula, assuming that the
photoionized region can be modelled separately from the PDR, providing an incident ra-
diation field which determines the properties of the neutral gas. This allows us to use
more detailed PDR models, including more molecular species and calculating the emission
self-consistently, and to investigate a larger range of parameter space, due to the lower
computational cost. Rather than attempt to reproduce the properties of one specific ob-
ject, we vary the input parameters of our models and compare the resulting molecular
emission predictions to the values typically observed in PNe.
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Figure 3.1: Composite Hubble Space Telescope image of NGC 7293, the Helix Nebula. The
image dimensions are 28.7× 28.7 arcmin. Image credit: NASA, ESA and C. R. O’Dell.
3.2 Method
To determine the incident radiation field on the knots, we model the photoionized region of
the PNe using mocassin (Ercolano et al. 2003, 2005, 2008), a Monte Carlo photoionization
code. We assume a 1D spherically symmetric geometry, with an inner region of diffuse gas
of density nd extending up to a radius rk at which the knot is located, beyond which the
gas density is increased to nk. We increase the width of this dense region until the ionizing
extreme UV (EUV) flux (taken to be 200− 912 A˚) has been fully absorbed, marking the
transition from a photoionized region to a PDR. We then integrate the emerging spectral
energy distribution (SED) from 912 to 2400 A˚ to determine the far UV (FUV) field (in
Draine units, ∼ 1.7 times the Habing field; Habing 1968; Draine 1978) and from 0.1 to
200 A˚ to determine the X-ray flux incident on the PDR. We then model the PDR as a
1D slab with constant density nk and a thickness of ∆rk using ucl pdr (Bell et al. 2005,
2006; Bayet et al. 2011; Priestley et al. 2017), a PDR code that is also capable of treating
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Figure 3.2: Schematic diagram of the modelling strategy. Left: a central source illuminates
a surrounding shell of dense gas, with diffuse material occupying the interior of the shell.
Right: the radiation field emerging from the shell is treated as a unidirectional field incident
on a slab of gas, with a thickness much smaller than the radius of the shell.
X-rays. We assume ∆rk is small enough compared to rk that we can ignore the effect
of geometrical dilution on the radiation field inside the PDR. A schematic diagram of
of our modelling strategy is shown in Figure 3.2, while a flowchart of the computational
process is shown in Figure 3.3. We take nd = 100 cm
−3, at the lower end of the typical
density range of 102−104 cm−3 for diffuse gas in PNe (Osterbrock and Ferland 2006), and
nk = 10
5 cm−3, appropriate for the cometary knots in NGC 7293 (Meaburn et al. 1998;
Matsuura et al. 2007). We use rk = 0.2 pc and ∆rk = 0.003 pc, again consistent with
values for the cometary knots in NGC 7293 (Matsuura et al. 2009).
The gas-phase elemental abundances used are listed in Table 3.1. We used values
typical of PNe (Kingsburgh and Barlow 1994; Pottasch et al. 2005), with the exception
of Mg, Si and Fe, where we assumed solar abundances (Lodders 2010) depleted by the
maximum ISM values from Jenkins (2009). We assumed a dust-to-gas mass ratio of 0.005,
typical of values found for PNe (Aleman et al. 2011; Ueta et al. 2014; Otsuka et al. 2017).
We used a dust composition of half amorphous carbon, half silicate grains and a power
law grain size distribution with an exponent of −3.5, and minimum/maximum grain radii
of 0.005/0.25µm, appropriate for the ISM (Mathis et al. 1977). The choice of grain
composition has been found to have only a small effect on H2 abundances and emission
- while the dust-to-gas mass ratio and dust grain size can cause significant variations
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Figure 3.3: Flowchart of the modelling strategy.
(Aleman and Gruenwald 2004, 2011; Aleman et al. 2011), we do not investigate varying
the dust properties in our models.
We investigate central star luminosities of L∗ = 100 and 1000 L, and temperatures
of T∗ = 50, 80, 100, 120 and 150 kK, covering much of the parameter space relevant
to old PNe (Vassiliadis and Wood 1994; Miller Bertolami 2016). We used model stellar
spectra from the TheoSSA database (Rauch 2003), using log g = 6.0, 7.0 and 8.0 as typical
values for PNe without stellar winds or outflows (Guerrero and De Marco 2013), and take
log g = 7.0 as our standard value. We found that the transmitted X-ray SED output
from our mocassin models could be well fitted by a four-component power law. The
transmitted UV and X-ray fluxes for each combination of L∗, T∗ and log g are listed in
Tables 3.2 and 3.3.
ArH+ was incorporated into an existing XDR chemical network using the reaction
network from Schilke et al. (2014), with their photodissociation rate replaced by the one
calculated by Roueff et al. (2014) for the Crab Nebula, and the electron dissociative re-
combination rate with that calculated by Abdoulanziz et al. (2018). The photoionization
cross-section for argon was taken from Verner and Yakovlev (1995), while the rate of ion-
ization by secondary electrons was calculated from Lennon et al. (1988) following Meijerink
and Spaans (2005). The recombination rates of Ar++ with electrons and neutral hydro-
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gen were taken from Shull and van Steenberg (1982) and Kingdon and Ferland (1996)
respectively. We included HeH+ using the reactions and rate coefficients from Roberge
and Dalgarno (1982), with the exception of the He+ + H reaction, for which we used the
rate coefficient from Zygelman and Dalgarno (1990), and the HeH+ + e− reaction, where
we used the experimentally determined rate from Yousif and Mitchell (1989). We also
neglected photodissociation of HeH+, as our input SED from mocassin has negligible
flux in the wavelength range beyond the Lyman limit relevant for the cross-section given
by Roberge and Dalgarno (1982).
Electron impact excitation rates for the rotational levels of ArH+ and HeH+ were
taken from Hamilton et al. (2016), and energy levels and Einstein A-coefficients from
the Cologne Database for Molecular Spectroscopy (CDMS) (Mu¨ller et al. 2001, 2005), in
order to calculate the emissivity of ArH+ and HeH+ rotational transitions. We included
the collisional excitation of OH+ by H using the rate coefficients calculated by Lique
et al. (2016), which may become important in lower ionization regions, in addition to
collisional excitation by electrons (van der Tak et al. 2013). We assume a typical ISM
value for the cosmic ray ionization rate (1.3× 10−17 s−1) and an AV /NH conversion factor
of 3.0×10−22 mag cm2, reduced from ISM values by a factor of two to account for our lower
dust-to-gas mass ratio. Values of the cosmic ray ionization rate derived from observations
can be higher than our adopted value by over an order of magnitude (e.g. Neufeld and
Wolfire 2017), which may become important if the ionization rate exceeds that from the
X-ray flux.
We also investigate the likely effects of the EUV (200 − 912 A˚) flux, suggested to be
responsible for powering H2 emission in NGC 7293 by O’Dell et al. (2007), by running
mocassin models consisting of only diffuse gas up to rk, without the denser shell absorbing
the ionizing radiation. The transmitted fluxes are listed in Table 3.4. The ‘X-ray’ fluxes,
now defined as over the wavelength range 0.1 − 750 A˚, are significantly increased for all
models, and are much less affected by T∗, as the expanded range includes the SED peak
for all central star temperatures. The UV fields are slightly reduced from the previous
values, as the diffuse UV emission from the dense ionized gas (calculated in mocassin
but not ucl pdr) is no longer included. ucl pdr treats X-rays following the methods
described in Meijerink and Spaans (2005) - the extent to which this approach is valid for
EUV photons, and the likely impact on our results, is discussed in Section 3.4.2.
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Table 3.1: Gas-phase elemental abundances, relative to hydrogen, adopted for the PN
modelling.
Element Abundance Element Abundance
H 1.00 Mg 1.5× 10−6
He 0.10 Si 1.5× 10−6
C 2.5× 10−4 S 1.5× 10−5
N 1.0× 10−4 Cl 1.8× 10−7
O 5.0× 10−4 Ar 2.0× 10−6
Ne 1.0× 10−4 Fe 1.5× 10−7
Table 3.2: Central star luminosities L∗ and effective temperatures T∗, and output UV and
X-ray fluxes from our mocassin modelling of PNe with log g = 7.0. The X-ray component
includes all transmitted flux between 0.1 A˚ and 200 A˚.
L∗/L T∗/kK FUV/Draines FX/ erg cm−2 s−1
102 50 233 0.00
102 80 91.5 3.24× 10−7
102 100 69.8 2.18× 10−5
102 120 59.2 6.56× 10−4
102 150 48.1 4.55× 10−2
103 50 2230 0.00
103 80 817 1.05× 10−6
103 100 606 2.39× 10−4
103 120 501 7.38× 10−3
103 150 366 0.570
Table 3.3: Central star luminosities L∗ and effective temperatures T∗, and output UV and
X-ray fluxes from our mocassin modelling of PNe with log g = 6.0 and 8.0. The X-ray
component includes all transmitted flux between 0.1 A˚ and 200 A˚.
log g = 6.0 log g = 8.0
L∗/L T∗/kK FUV/Draines FX/ erg cm−2 s−1 FUV/Draines FX/ erg cm−2 s−1
102 50 226 0.00 238 0.00
102 80 92.9 3.67× 10−7 90.6 3.73× 10−7
102 100 71.5 7.31× 10−5 68.7 4.96× 10−6
102 120 60.0 2.32× 10−3 58.8 4.04× 10−4
102 150 47.2 6.16× 10−2 48.7 3.52× 10−2
103 50 2160 0.00 2280 0.00
103 80 829 1.01× 10−6 815 2.13× 10−6
103 100 622 8.61× 10−4 596 5.75× 10−5
103 120 499 4.19× 10−2 497 4.43× 10−3
103 150 351 0.713 377 0.459
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Table 3.4: Central star luminosities L∗ and effective temperatures T∗, and output UV and
X-ray fluxes from our mocassin modelling of PNe, for model atmospheres with log g = 7.0
including the EUV flux. The X-ray component now includes all flux up to 750 A˚.
L∗ / L T∗ / kK FUV / Draines FX / erg cm−2 s−1
102 50 233 0.183
102 80 85.1 0.550
102 100 62.7 0.605
102 120 51.7 0.613
102 150 41.7 0.580
103 50 2110 6.54
103 80 609 11.8
103 100 387 12.6
103 120 284 12.4
103 150 175 13.4
3.3 Results
Figure 3.4 shows the predicted OH+ 971 GHz line surface brightness versus T∗, for models
with log g = 7.0. The emission strength increases rapidly for central star temperatures
above 100 kK, while also increasing with L∗, as increasing X-ray fluxes enhance the ionized
fraction in the gas and thus the OH+ abundance (van der Werf et al. 2010). The observed
range of surface brightnesses (Aleman et al. 2014; Etxaluze et al. 2014) can be explained
by models with central star temperatures close to 150 kK, although these models have
OH+ column densities in excess of the values calculated by Aleman et al. (2014). For
T∗ ≤ 120 kK the surface brightnesses are well below those observed, despite several PNe
with OH+ detections having central star temperatures in this region. The line ratios
between the three lowest frequency OH+ rotational transitions, at 909, 971 and 1033
GHz, are essentially constant across all models, with relative strengths of 0.2 : 1 : 0.6
respectively. This is in qualitative agreement with the ratios for all the PNe with detected
OH+ emission, from Aleman et al. (2014) and Etxaluze et al. (2014), with the exception
of NGC 6781.
Figure 3.5 shows the predicted H2 2.12µm line surface brightness versus T∗ for two
values of the central star luminosity. The range of values observed in PNe from Hora
et al. (1999) is also shown. The predicted emission strength is barely affected by L∗, and
is roughly constant below 120 kK, as the H2 line requires significant population of the
v = 1 vibrational state, and the PDR gas temperature is far higher for the 150 kK models
than for those with lower T∗. For T∗ = 150 kK, the predicted H2 surface brightnesses are
consistent with the smallest values detected by Hora et al. (1999), but the highest surface
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brightnesses in this line are not reproduced by these models.
Figure 3.6 shows the predicted CO J = 4 − 3 line surface brightness versus T∗. In
this case the emission is strongly affected by the value of L∗, as the increased UV field for
the 1000 L models readily dissociates CO molecules. Surface brightness increases with
T∗ for the same L∗ as less of the central star flux is emitted at FUV wavelengths. The
100 L, 150 kK model has a predicted surface brightness comparable with the lowest values
measured by Etxaluze et al. (2014) and Ueta et al. (2014), but again, no model reproduces
the higher observed values. Increasing the elemental abundance of carbon is unlikely to
resolve this discrepancy, as our oxygen abundance is only a factor of two higher, limiting
the amount of CO which can be formed. Elemental oxygen abundances in PNe are rarely
significantly higher than our value of 5× 10−4 (Kingsburgh and Barlow 1994).
Figure 3.7 shows the predicted ArH+ J = 1 − 0 617 GHz line surface brightness
versus T∗. ArH+ has not been detected in any PN to date, despite the J = 1 − 0 and
2 − 1 transitions falling within the Herschel SPIRE frequency range. The dashed line in
Figure 3.7 corresponds to the surface brightness of the weakest OH+ SPIRE line detection
from Aleman et al. (2014). If this is taken as a lower limit, only the 150 kK, 1000 L
model predicts detectable ArH+ emission in this line, although the 150 kK, 100 L model
is only a factor of a few below the limit. The J = 2 − 1 transition at 1234 GHz is
generally brighter in all models by a factor of a few, but considering the lower signal-to-
noise at higher frequencies, we still find only the 150 kK, 1000 L model produces a surface
brightness above the weakest OH+ (1033 GHz) line detection. A similar situation is found
for the HeH+ 149µm line, using the OH+ 152µm PACS detections as a lower limit for
detectability - all models except for 150 kK, 1000 L are below the detection threshold.
Increasing the gas density to nH = 10
6 cm−3, while reducing ∆rk to 3 × 10−4 pc to
ensure the same column density, the OH+ and H2 line surface brightnesses are increased for
all models, with the effect greater for L∗ = 1000 L. Figure 3.8 shows the OH+ 971 GHz
line surface brightness versus T∗, for these increased density models. Even for 1000 L,
the increase in surface brightness is not great enough to bring models with T∗ < 150 kK
within the range of observed values. The CO J = 4− 3 emission, shown in Figure 3.9, is
much more strongly affected, with all the 100 L models now exceeding the observational
upper limits, while for L∗ = 1000 L the predicted surface brightnesses are comparable to
observation, with the exception of the 50 kK model, for which it is still too low. ArH+
and HeH+ surface brightnesses both decrease, although the 150 kK, 1000 L model still
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Figure 3.4: OH+ 971 GHz surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line). The dotted horizontal
lines show the range of observed values from Etxaluze et al. (2014) and Aleman et al.
(2014).
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Figure 3.5: H2 2.12µm surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line). The dotted horizontal
lines show the range of observed values from Hora et al. (1999).
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Figure 3.6: CO J = 4 − 3 surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line). The dotted horizontal
lines show the range of observed values from Etxaluze et al. (2014) and Ueta et al. (2014).
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Figure 3.7: ArH+ 617 GHz surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line). The dotted horizontal
line shows the surface brightness of the weakest SPIRE OH+ detection from Aleman et al.
(2014).
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Figure 3.8: OH+ 971 GHz surface brightness versus T∗, for models with nH = 106 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line). The dotted horizontal
lines show the range of observed values from Etxaluze et al. (2014) and Aleman et al.
(2014).
predicts detectable levels for both molecules.
Figure 3.10 shows the input stellar spectra for model atmospheres with T∗ = 120 kK
and log g ranging from 6.0 to 8.0, demonstrating the large variation at X-ray wavelengths
between the models (note that the total flux up to 200 A˚ is highest for log g = 6.0, despite
Fλ being much lower at the shortest wavelengths). The results from our photoionization
modelling, listed in Tables 3.2 and 3.3, show that the incident X-ray flux is generally higher
for log g = 6.0 and lower for log g = 8.0, while the UV field is not significantly affected.
Figure 3.11 shows the OH+ 971 GHz line surface brightness versus T∗, for models with
log g = 6.0. The increased X-ray flux results in stronger OH+ emission, particularly for
T∗ = 120 kK, for which the 1000 L model gives a surface brightness within a factor of
a few of observations. This model also predicts H2 surface brightnesses consistent with
observed values, compared to the log g = 7.0 case, where the emission is far weaker. The
CO J = 4− 3 surface brightnesses are largely unchanged from the log g = 7.0 case, while
the ArH+ and HeH+ lines are only slightly weaker than the detection limits taken from
Aleman et al. (2014). Increasing log g to 8.0 reduces model surface brightnesses by at most
a factor of a few compared to log g = 7.0.
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Figure 3.9: CO J = 4 − 3 surface brightness versus T∗, for models with nH = 106 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line). The dotted horizontal
lines show the range of observed values from Etxaluze et al. (2014) and Ueta et al. (2014).
100 101 102 103 104
λ / A˚
10−4
10−2
100
102
104
106
108
1010
1012
1014
1016
1018
1020
1022
F
λ
/e
rg
cm
−2
s−
1
cm
−1
Figure 3.10: Model central star spectra for model atmospheres with T∗ = 120 kK and
log g = 6.0 (solid line), 7.0 (dashed line) and 8.0 (dotted line), obtained from the TheoSSA
database (Rauch 2003).
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Figure 3.11: OH+ 971 GHz surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 6.0 and L∗ = 100 L (solid line) and 1000 L (dashed line). The dotted horizontal
lines show the range of observed values from Etxaluze et al. (2014) and Aleman et al.
(2014).
Figures 3.12 and 3.13 show respectively the predicted OH+ 971 GHz and H2 2.12µm
line surface brightnesses versus T∗, for models including the EUV flux. Models with
T∗ < 150 kK have much higher surface brightnesses in both lines than the corresponding
models without the additional flux, as the EUV flux heats the gas at the edge of the
knot to much higher temperatures, as well as increasing the ionization fraction. The H2
2.12µm surface brightnesses are increased to within a factor of a few of observed values
for T∗ ≥ 80 kK. As with H2, for T∗ < 150 kK there is a significant increase in the OH+
surface brightnesses. Models with T∗ > 80 kK all predict surface brightnesses similar to or
higher than observations, while for T∗ = 50 kK the predicted values are below the lowest
observed. Aleman et al. (2014) only detected OH+ emission from PNe with T∗ ≥ 100 kK
- while our models in this temperature range are consistent with the observed surface
brightness, we also predict similar values for T∗ = 80 kK, whereas observations by Aleman
et al. (2014) of three high-luminosity PNe with 80 kK ≤ T∗ < 100 kK did not detect any
OH+ lines. The reasons for this are discussed in Section 3.4.5. The CO J = 4− 3 surface
brightnesses are essentially unchanged from the previous values. Figure 3.14 shows the
ArH+ 617 GHz surface brightnesses versus T∗ for the models including the EUV flux. The
3.3. Results 75
40 60 80 100 120 140 160
T∗ / kK
10−8
10−7
10−6
10−5
O
H
+
97
1
G
H
z
/e
rg
cm
−2
s−
1
sr
−1
Figure 3.12: OH+ 971 GHz surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line) including the EUV
flux. The dotted horizontal lines show the range of observed values from Etxaluze et al.
(2014) and Aleman et al. (2014).
T∗ = 150 kK models both predict surface brightnesses above the detection threshold, while
for lower T∗ the predicted values are much higher than the original case, although still
consistent with the non-detection of this line in PNe. For HeH+, the predicted 149µm
surface brightnesses are above the detection threshold for all models.
Figure 3.15 shows the OH+ column density versus T∗ for models including the EUV
flux. The column density is calculated by integrating through a single knot - multiple
knots along the line of sight would result in higher values. The range of values in PNe
calculated by Aleman et al. (2014) from observations, assuming local thermodynamic
equilibrium (LTE), are also shown. All models which reproduce the observed OH+ line
surface brightnesses have column densities significantly larger than those found by Aleman
et al. (2014). Otsuka et al. (2017) found an OH+ column density of 1013 cm−2 in their
model of NGC 6781, also significantly higher than the value for this PN derived from
observations. As we calculate the line emission directly, without assuming LTE, and since
models without the EUV flux, which have lower OH+ column densities, predict surface
brightnesses below that observed, the higher values from our models are likely to be more
accurate.
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Figure 3.13: H2 2.12µm surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line) including the EUV
flux. The dotted horizontal lines show the range of observed values from Hora et al. (1999).
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Figure 3.14: ArH+ 617 GHz surface brightness versus T∗, for models with nH = 105 cm−3,
log g = 7.0 and L∗ = 100 L (solid line) and 1000 L (dashed line) including the EUV
flux. The dotted horizontal line shows the surface brightness of the weakest SPIRE OH+
detection from Aleman et al. (2014).
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Figure 3.15: OH+ column density versus T∗, for models with nH = 105 cm−3, log g = 7.0
and L∗ = 100 L (solid line) and 1000 L (dashed line) including the EUV flux. The
dotted horizontal lines show the range of values calculated from observations by Aleman
et al. (2014).
3.4 Discussion
3.4.1 Location of the molecular emission
Figure 3.16 shows the abundances of H, H2 and e
−, and the gas temperature, versus
distance into the knot for the 120 kK 100 L ucl pdr model including the EUV flux.
At the edge of the knot the gas temperature and ionization fraction are high (∼ 104 K
and ∼ 0.2 respectively). The ionization fraction decreases smoothly with distance as the
EUV flux is rapidly attenuated, while the gas temperature drops much more sharply at
a distance of ∼ 2 × 1014 cm. Aleman et al. (2011), who used similar values for the gas
and central star properties, found similar temperatures and ionization fractions for their
K1 model (with a step-function density profile), although the decrease in temperature is
less sharp than in our models. The H2 abundance rises slowly from an initial level of 10
−4
before rapidly increasing at ∼ 2×1014 cm, with the PDR region where hydrogen is mostly
atomic taking up a relatively small part of the knot. Aleman et al. (2011) stopped their
models once the gas temperature reached 100 K - in this region, our models are in good
agreement, although our H2 abundances in the 100 K region are slightly lower.
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Figure 3.16: Abundances of H (thin solid line), H2 (dashed line) and e
− (dotted line)
and gas temperature (thick solid line) versus distance into the knot for the 120 kK 100 L
log g = 7.0 EUV model. The left y-axis shows the abundance relative to hydrogen nuclei,
and the right the gas temperature.
Figure 3.17 shows the emissivities of the H2 2.12µm, CO J = 4−3, OH+ 971 GHz and
ArH+ 617 GHz lines versus distance. The 2.12µm emission is concentrated in the ionized
and PDR regions, despite the H2 abundance not rising above 10
−3, and the emissivity
is negligible in the molecular region of the knot as the much lower gas temperatures are
unable to significantly populate the upper vibrational levels. Aleman et al. (2011) found
similar peak emissivities for this line, although in our models the emissivity drops off much
more sharply into the cloud, as with the temperature. The OH+ and ArH+ emissivities
are also highest at the edge of the knot, but decrease more gradually than for H2, with the
emission extending into the molecular region. The CO J = 4−3 emissivity, unlike the other
lines, is highest in the molecular region, with the contribution from the ionized/atomic
parts of the knot negligible. Increasing L∗ produces higher temperatures and ionization
fractions, and a smaller molecular region, while the size of the molecular region increases
with T∗ as the FUV flux decreases, due to a larger proportion of the flux being emitted at
shorter wavelengths.
Our models assume that the molecular emission arises from dense knots of gas, such
as is observed in NGC 7293. Alternative geometries are clearly possible, such as the
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Figure 3.17: Line emissivities of H2 2.12µm (solid line), CO J = 4−3 (dashed line), OH+
971 GHz (dotted line) and ArH+ 617 GHz (dot-dashed line) versus distance into the knot
for the 120 kK 100 L log g = 7.0 EUV model.
ring-like structure seen in NGC 6781, or a simple spherical shell surrounding the central
star. However, given the simplicity of our PDR models, different geometries are unlikely
to significantly alter our results. As UCL PDR treats the gas as a 1D slab, the assumed
geometry enters the modelling only as the slab thickness and the incident radiation field.
The radiation field depends much more strongly on the distance from the central star then
on the configuration of the dense gas, while changing the slab thickness would not greatly
alter the H2 and OH
+ surface brightnesses as long as the high-T ionized region at the edge
is entirely included, as beyond this point the emissivities drop off sharply.
3.4.2 Treatment of EUV flux
Our EUV models include, as part of the X-ray flux in ucl pdr, the ionizing photon flux
from 0.1−750 A˚ as X-rays in ucl pdr. The 750−912 A˚ flux is absorbed in the ionized re-
gion treated by mocassin. ucl pdr uses the methods described by Meijerink and Spaans
(2005) to treat X-rays, which are not necessarily applicable to lower-energy EUV photons.
The code calculates the wavelength-dependent cross-section for photoionization using the
fits from Verner and Yakovlev (1995), and uses this to calculate the ionization and heating
rates at each point in the knot. As the fits are not limited to X-ray wavelengths, the contri-
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bution to the ionization and gas heating by the EUV radiation will be correctly included.
However, the chemical network only includes singly- and doubly-ionized elements, and of
these, only cooling by C+, Si+ and Fe+ is accounted for. The cooling rate is therefore
likely to be underestimated, and the model gas temperatures likely too high.
Molecular photodissociation rates are based on the UMIST database (McElroy et al.
2013) rates, scaled by the ratio of the energy density between 912 and 2400 A˚ to that
of the Draine field (Draine 1978), and so does not include the effects of EUV photons.
Significantly for our results, OH+ (Saxon and Liu 1986), ArH+ (Roueff et al. 2014) and
HeH+ (Roberge and Dalgarno 1982) all have photodissociation cross-sections which peak
at EUV wavelengths. The EUV flux is also not included in the treatments of dust heating
and gas heating by the dust photoelectric (PE) effect, which may be important in the
deeper regions of our models where the dust PE effect is the dominant heating mechanism.
EUV photons are attenuated rapidly in the knots - in both mocassin and ucl pdr
the flux at these wavelengths is reduced to zero within ∼ 10−4 pc, so the effects are
only significant in the outer regions of the knot (corresponding to the transition zones in
Aleman and Gruenwald (2011)). As the CO emission originates from the PDR regions
deeper into the knots, we do not expect those values to be sensitive to the EUV treatment
- the differences between models with and without EUV are minimal. For the other
molecules, the effects of including EUV are much more significant as the majority of the
emission originates in the transition zones. In these parts of the knots, the heating rate is
dominated by the X-ray/EUV flux, so the PE effect can be neglected. The main coolant
in our models in these regions is atomic hydrogen - assuming that this would be the case
even if cooling from all atomic/ionic species were included, we can be reasonably confident
in the calculated temperatures in these regions.
The main issue with our treatment of the EUV flux is therefore the neglect of pho-
todissociation by EUV photons, which will only have a significant impact if it is the main
destruction mechanism for a particular molecule. Aleman and Gruenwald (2004) and
Aleman et al. (2011) found charge exchange to be more significant in the destruction of
H2 in the transition zones of PNe, and as photodissociation by FUV photons, longwards
of 912 A˚, is accounted for, our H2 abundances are unlikely to be strongly affected. For
OH+, ArH+ and HeH+, the increased photodissociation cross-sections in the EUV region
(compared to the FUV) means that the photodissociation rates used are lower than the
true values, and therefore the molecular abundances and the line emission will be over-
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estimated. The extent will depend on the rates of other destruction mechanisms - in the
transition zones, dissociative recombination with electrons is likely to be the most impor-
tant destruction mechanism for the molecular ions, and if this is significantly higher than
the photodissociation rates the effect on the abundances will be minimal.
3.4.3 Effect of input parameters
We have not investigated changing the values of a number of input parameters, including
the dust-to-gas ratio, cosmic ray ionization rate and the distance of the knot from the
ionizing source, rk, from their ‘standard’ values, all of which may affect the resulting
molecular emission. Aleman et al. (2011) found that increasing the dust-to-gas mass ratio
by an order of magnitude resulted in a ∼ 20 per cent increase in H2 2.12µm surface
brightness in their models of cometary knots in NGC 7293. As this increase is most likely
due to the increased H2 formation rate on dust grains (Aleman and Gruenwald 2011),
other molecules are unlikely to be as strongly affected, and it is not enough to remove the
need for the EUV flux. Similarly, we find increasing the cosmic ray ionization rate by a
factor of 100 has little effect except for a moderate increase in the OH+ surface brightness
for the lowest T∗ models - with the inclusion of the EUV flux, the effects are negligible in
all models.
Aleman et al. (2011) also found that the knot size, rk, has an impact on the H2 emis-
sion, which presumably applies to other molecules as well. The results shown in Aleman
et al. (2011) suggest that the H2 surface brightness (for a given set of knot parameters)
does not vary enormously with distance, unless the knot is beyond the ionization front,
at which point it decreases rapidly. Our value of rk = 0.2 pc is within the nebular ion-
ization front radius for all central star parameters investigated. Reducing rk to 0.1 pc for
the 100 L 120 kK model, we find the H2, OH+, ArH+ and HeH+ surface brightnesses all
increase by a factor of ∼ 2, while the CO surface brightness decreases by a similar factor.
Aleman et al. (2011) also found that in some cases the H2 surface brightness decreases
with rk below a certain radius, presumably due to the increased UV flux dissociating the
molecules. This behaviour might also be expected for OH+, ArH+ and HeH+, although
as discussed in Section 3.4.2, this is not treated in our models due to the non-inclusion of
EUV photodissociation for these molecules.
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3.4.4 Shock heating and fluorescent emission
With the inclusion of EUV photons, our models predict H2 surface brightnesses for T∗ ≥
80 kK within a factor of a few of the lowest values observed in PNe (Hora et al. 1999).
However, H2 2.12µm emission is observed in PNe with a much wider range of central star
temperatures, down to 48 kK for NGC 40 (Hora et al. 1999; Ueta et al. 2014), and many
PNe have surface brightnesses far higher than the values we obtain. This suggests that
an additional source of H2 emission is present in actual PNe which is missing from our
models.
We assume that the PN knots are in thermal equilibrium, with the heating from the
incident radiation field balanced by cooling from line emission and gas-grain interactions.
H2 emission can, however, be produced in the shocked region produced by the interaction
of nebular material with the AGB wind from earlier evolutionary stages (Natta and Hol-
lenbach 1998), in which case the gas may be heated to higher temperatures. Otsuka et al.
(2017) proposed that the H2 emission from NGC 6781 - one of the PNe with an OH
+
detection - is in fact due to shock heating, which they modelled by setting a minimum gas
temperature. Table 3.5 lists observed molecular line surface brightnesses for NGC 6781
and NGC 7293, a PN with similar central star properties to those used by Otsuka et al.
(2017) (100 L, 120 kK; Henry et al. 1999) but with H2 emission which does not appear
to be caused by shocks (O’Dell et al. 2007), along with predicted values from three PDR
models with these central star parameters - our initial model (without any incident EUV
radiation), the same model including the EUV flux and a model with both EUV flux and
a minimum temperature Tmin = 1500 K (Otsuka et al. 2017 used Tmin = 1420 K for NGC
6781).
The initial model fails to reproduce the observed surface brightness of any line for
both PNe, although the values for ArH+ and HeH+ are consistent with the non-detection
of these lines. The EUV model is at worst within a factor of a few of observed surface
brightnesses in NGC 7293 for H2, CO and OH
+, but predicts much lower H2 and CO
surface brightnesses than observed in NGC 6781. Aleman et al. (2011) also modelled the
H2 emission from the cometary knots in NGC 7293, and found surface brightnesses in good
agreement with observed values, without incorporating shock heating, assuming the knot
is seen edge on and integrating the peak emissivity over knot depths of order ∼ 0.001 pc.
If we adopt this approach, rather than integrating the emissivity through the knot, we find
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Table 3.5: Observed line surface brightnesses for NGC 7293 and NGC 6781, and models
with L∗ = 100 L and T∗ = 120 kK. Details of models are described in the text. Surface
brightnesses are in erg cm−2 s−1 sr−1. Observed values are from Aleman et al. (2011) (H2)
and Etxaluze et al. (2014) (CO, OH+, ArH+) for NGC 7293, and Otsuka et al. (2017)
(H2, CO) and Aleman et al. (2014) (OH
+, ArH+, HeH+) for NGC 6871.
Model H2 2.12µm CO J = 4− 3 OH+ 971 GHz ArH+ 617 GHz HeH+ 149µm
NGC 7293 0.9− 3.7× 10−5 0.7− 2.0× 10−7 4.1− 9.3× 10−7 . 4× 10−8 -
NGC 6781 2.7× 10−4 3.7× 10−7 4.3− 4.7× 10−7 . 5× 10−8 . 9× 10−7
Initial 7.7× 10−17 3.4× 10−8 4.2× 10−10 2.5× 10−12 9.5× 10−12
EUV 3.8× 10−6 4.2× 10−8 6.6× 10−7 1.8× 10−8 2.1× 10−6
Tmin 9.0× 10−4 2.3× 10−5 1.1× 10−6 1.8× 10−8 2.1× 10−6
a 2.12µm surface brightness of 1.3× 10−5 erg cm−2 s−1 sr−1, within the range of observed
values. The Tmin model predicts H2 and OH
+ surface brightnesses somewhat higher than
observed in NGC 6871, while the CO J = 4−3 line is ∼ 100 times stronger than observed.
The H2 surface brightness is significantly higher than for NGC 7293 and for all of our
other models, and is of the same order as the highest values observed in PNe (Hora et al.
1999), suggesting that the emission from these object may originate from shocked gas.
Akras et al. (2017) found higher H2 surface brightnesses (up to 10
−3 erg cm−2 s−1 sr−1) in
K 4− 47, which they suggest shows evidence of shock interactions. The ArH+ and HeH+
surface brightnesses are unchanged by the imposition of a minimum temperature. The
ArH+ 617 GHz surface brightness is below the detection threshold for both models, while
the HeH+ 149µm surface brightness is higher.
An alternative excitation mechanism for H2 line emission is fluorescence following
the absorption of UV photons (Sternberg and Dalgarno 1989), a mechanism which is
not treated by ucl pdr as this requires a more detailed treatment of the wavelength-
dependent radiative transfer than is currently included. O’Dell et al. (2007) found that
in the case of NGC 7293, fluorescence caused by non-ionizing UV photons (in the range
912−1100 A˚) is an implausible mechanism for producing the observed H2 emission, as too
great a proportion of the flux must be reprocessed. For log g = 7.0, the T∗ = 50 kK
model atmosphere emits the highest proportion of its flux in this range, about 0.14,
while for higher T∗ this decreases to . 0.03. The unattenuated flux at 0.2 pc from a
100 L central star is 0.08 erg cm−2 s−1, so the maximum possible energy available to
power fluorescence for T∗ = 50 kK is 0.01 erg cm−2 s−1. A 2.12µm line surface bright-
ness of 10−5 erg cm−2 s−1 sr−1 (the lowest observed values from Hora et al. (1999)) would
require ∼ 10−4 erg cm−2 s−1 if the emission is powered by fluorescence, corresponding to
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only 1% of the available flux, suggesting that H2 emission from PN with T∗ . 100 kK
could plausibly originate from this mechanism. For higher T∗, the lower flux in the range
producing fluorescence means that the criticisms of O’Dell et al. (2007) still stand, and
the highest H2 surface brightnesses observed in PNe seem incapable of being produced by
this mechanism.
3.4.5 Non-detections of OH+
In the sample of Aleman et al. (2014), all the PNe with OH+ detections have central star
temperature T∗ & 100 kK. However, two PNe listed as having central star temperatures in
this range, NGC 7027 and Mz 3, are not detected in OH+. Aleman et al. (2014) suggested
that the high (2.3) C/O ratio in NGC 7027 may explain the non-detection of OH+, as
the available oxygen is locked up in CO molecules. Increasing the carbon abundance
and reducing the oxygen abundance to 6 × 10−4 and 2 × 10−4 respectively, our 100 L,
120 kK model predicts an OH+ surface brightness of 2.4 × 10−7 erg cm−2 s−1 sr−1, only
slightly reduced from the original value of 6.6 × 10−7 erg cm−2 s−1 sr−1. This reflects the
lower oxygen abundance rather than any locking-up of the oxygen, as the OH+ emission
originates in the ionized/PDR region where the CO abundance is low. The lack of observed
OH+ emission in NGC 7027 is therefore unlikely to be due to the C/O ratio, and may
instead be due to the smaller nebular radius (0.03 pc compared to ∼ 0.1 pc for PNe with
OH+ detections), and its very high central star luminosity (104 L; Middlemass 1990)
which would imply a much higher flux of UV photons in the knot and therefore a higher
photodissociation rate for OH+. This could also account for the non-detection of ArH+
and HeH+ in this PN, which was in apparent conflict with the predictions of our models.
Mz 3 was listed by Aleman et al. (2014) as having T∗ = 107 kK, citing Phillips (2003).
However, a number of other authors have estimated a much lower central star temperature
of 32− 36 kK (Cohen et al. 1978; Zhang and Liu 2002; Smith 2003), for which our models
predict no detectable OH+ emission.
Our models with T∗ = 80 kK predict OH+ surface brightnesses similar to those with
T∗ = 100 kK. However, of the three PNe listed by Aleman et al. (2014) as having T∗ in
the range of 80−90 kK, none have OH+ detections. All three PNe (NGC 3242, NGC 7009
and NGC 7026) are highly luminous (L∗ ∼ 2000− 5000 L; Frew 2008), and have ionized
radii of ∼ 0.1 pc, smaller than assumed in our low luminosity models, so the increase in the
UV flux, and therefore the photodissociation rates, will be very substantial, accounting
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for their lack of detectable molecular line emission.
3.4.6 ArH+ and HeH+ emission
Our EUV models all predict HeH+ surface brightnesses at or above detection thresholds,
and our models with T∗ = 150 kK also predict detectable levels of ArH+ emission, despite
neither molecule having yet been detected in PNe. HeH+ has previously been predicted
to form in detectable quantities in PNe (e.g. Cecchi-Pestellini and Dalgarno 1993), while
ArH+ is known to be present in mainly atomic regions with low H2 abundances and a
suitable ionization source (Schilke et al. 2014; Priestley et al. 2017), conditions which
certainly apply to the surface regions of knots in PNe.
In models for the clumps in the Crab Nebula (Priestley et al. 2017), it was found that
the predicted equilibrium level of HeH+ emission was large enough to have been detected
in Herschel PACS spectra. However, the formation timescale for HeH+ was found to be
significantly larger than the age of the Crab, suggesting that the assumption of chemical
equilibrium can lead to an overestimate for the molecule’s abundance. The formation
timescacle for ArH+, by contrast, is short enough that the assumption of equilibrium is
justified. Figure 3.18 shows the formation timescales for HeH+, OH+ and ArH+ versus
distance into a knot at a distance of 0.2 pc, for the 150 kK, 1000 L EUV model. The
abundances of all three molecules drop off beyond ∼ 1015 cm, which combined with the
lower temperature means that there is no significant emission beyond this point. The
formation timescales in this region for ArH+ and OH+ are similar, of order a few to ten
years, whereas for HeH+ the timescale is much larger (τform ∼ 300 − 1000 yr). Given
typical ages of these old PNe (> 1000 yr; Ueta et al. (2014)), this is unlikely to be long
enough to significantly reduce the abundance of these species. A possible explanation is
the EUV field - as discussed in Section 3.4.2, photodissociation by EUV photons is not
treated by our models. The inclusion of the EUV flux would therefore be expected to
reduce the abundances of both molecules, potentially reducing the emission to below the
detection threshold.
3.4.7 Systematic uncertainties
As stated above, neglecting EUV photodissociation is a potentially important omission,
particularly as it could counteract the increased OH+ emission produced by these models
due to the higher temperatures and ionization fractions. As the SED of the impinging
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Figure 3.18: Formation timescales versus distance into the knot for HeH+ (solid line), OH+
(dashed line) and ArH+ (dotted line), for the 150 kK 1000 L log g = 7.0 EUV model.
radiation field, and the photodissociation cross-sections for OH+, ArH+ and HeH+, are
known, the rates could in principle be calculated in UCL PDR, which would require ‘X-
ray’ interactions with molecules to be added to the code. EUV photons could also be
important for the photodissociation rate of H2, although this would be more complicated
to incorporate as H2 is primarily destroyed by line absorption and as such depends on
the level populations. Regardless of these effects, however, our main conclusion - that the
observed surface brightnesses can only be explained by a dense, high temperature layer at
the surfaces of knots - is unlikely to be affected, as in purely radiatively heated gas there
seems to be no other way to generate the required emissivities.
3.5 Conclusions
We have performed combined photoionization and PDR modelling of PN cometary knots,
for a range of central star parameters and gas densities. Our initial PDR models fail
to reproduce the observed H2 and OH
+ surface brightnesses for PNe with T∗ < 150 kK.
Only by including the ionizing UV flux from the central star do the models predict surface
brightnesses for T∗ ≥ 100 kK consistent with the values observed in PNe. Predicted OH+
column densities are & 1012 cm−2, significantly larger than those derived from observa-
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tions assuming LTE, but in agreement with previous modelling work (Otsuka et al. 2017).
Predicted H2 surface brightnesses are somewhat lower than observed values, and our mod-
els do not explain the highest emission strengths observed in PNe, or the detection of H2
emission in PNe with cooler (T∗ < 80 kK) central stars. The presence of shocks may be ca-
pable of producing the higher H2 surface brightnesses observed, while fluorescence due to
excitation by UV photons could be a viable source of H2 emission for nebulae with central
star temperatures below 50 kK. Our models predict HeH+ (and, for T∗ = 150 kK, ArH+)
line surface brightnesses potentially above detection thresholds, despite neither molecule
having been detected in PNe. As photodissociation by EUV photons is not treated for
either molecule, the true surface brightnesses may be significantly lower than our predicted
values if this is an important destruction mechanism.
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Chapter 4
ArH+ emission from the Crab
Nebula
The work in this chapter is based on Priestley et al. (2017), with M. J. Barlow and S. Viti.
The models have been updated following the publication of a calculated reaction rate for
the dissociative recombination of ArH+ (Abdoulanziz et al. 2018). The photoionization
modelling has also been changed to the method presented in Chapter 3, and additional
coolants (Si+ and Fe+) added to the PDR models.
4.1 Introduction
Argonium (ArH+), the first noble gas molecule discovered in space, was detected by Barlow
et al. (2013) in emission in the J=1-0 and J=2-1 transitions in the Crab Nebula, along
with an OH+ transition at 971 GHz. The Crab Nebula is a young supernova remnant
(SNR), consisting of a central pulsar wind nebula (PWN) and a surrounding network of
filaments ionised by the PWN synchrotron emission (Hester 2008). Molecular hydrogen
(H2) (Graham et al. 1990; Loh et al. 2010, 2011, 2012) emission had previously been
detected in the Crab Nebula, with modelling by Richardson et al. (2013) suggesting it
originates from a trace molecular component in mostly atomic gas, shielded from ionising
radiation at the centre of the filaments. Barlow et al. (2013) noted that ArH+ is principally
formed by the reaction Ar+ + H2 → ArH+ + H (Roach and Kuntz 1970), while the main
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destruction mechanism is ArH+ + H2 → Ar + H+3 (Schilke et al. 2014).
Since its discovery in the Crab Nebula, ArH+ has been found to be a fairly common
molecule in the interstellar medium (ISM). Schilke et al. (2014) reported ArH+ J=1-0
absorption at a range of velocities along several galactic sightlines, while Mu¨ller et al.
(2015) detected ArH+ absorption from a foreground galaxy in the spectrum of a lensed
blazar. Schilke et al. (2014) found the interstellar ArH+ abundance to be uncorrelated
with the abundances of the molecular gas tracers HF and H2O
+, while chemical modelling
of ArH+ in the ISM by Schilke et al. (2014) and Neufeld and Wolfire (2016) showed that
it traces gas where the hydrogen is almost entirely atomic. ArH+ was predicted to peak
in abundance at the edges of interstellar clouds, where the ultraviolet (UV) radiation field
is strongest.
Since their discovery in the ISM, hydride ions including ArH+ and OH+ have been
used to investigate the molecular hydrogen fraction (Neufeld et al. 2010; Neufeld and
Wolfire 2016) and the cosmic ray ionization rate (Neufeld and Wolfire 2017), as their
abundances are highly sensitive to both quantities. The detection of these two molecules
in the Crab Nebula allows a similar analysis of these properties to be undertaken: Barlow
et al. (2013) additionally used the ArH+ lines to constrain the isotopic ratios of argon
in the Crab, with implications for nucleosynthesis models. The Crab Nebula, shown in
Figure 4.1 in a combined optical-infrared image, is a substantially different environment to
the interstellar clouds considered by Schilke et al. (2014). The PWN is a strong source of
synchrotron radiation, including X-rays, which behave very differently to the UV radiation
in the interstellar case. Additionally, the filaments must be permeated by the high energy
charged particles which produce the synchrotron radiation, equivalent to but much more
intense than the cosmic rays included in ISM astrochemical modelling. Both can provide
an additional source of Ar+, potentially allowing more ArH+ to be formed, while the
strong radiation field and generally harsh environment would tend to destroy molecules.
This chapter presents models of the chemistry of ArH+ under the conditions present in
the Crab Nebula, with the goal of reproducing the observed emission.
4.2 Method
As in Chapter 3, we determine the incident radiation field on a clump of material in the
Crab Nebula using mocassin (Ercolano et al. 2003, 2005, 2008) modelling of the ionized
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Figure 4.1: Composite image of the Crab Nebula, from combined Hubble Space Telescope
optical emission line (blue-white) and Herschel Space Observatory 70µm (red) images.
The image dimensions are 5.65× 5.65 arcmin. Taken from Owen and Barlow (2015).
gas. We take the gas elemental abundances and dust properties from Owen and Barlow
(2015), using their model VI with amorphous carbon grains. The adopted elemental
abundances are listed in Table 4.1 - for the three clumped models of Owen and Barlow
(2015), which those authors considered most realistic, the elemental abundances do not
vary significantly, although for their model IV the argon abundance is a factor of 5 larger
than the value of 1 × 10−5 we adopt here. We also include silicon and iron at solar
abundance, due to their potential importance as coolants (Richardson et al. 2013). Our
photoionization model is a sphere of gas and dust with a radius of 2.5 pc, gas number
density nH = 10 cm
−3 and a dust-to-gas mass ratio of 0.036. We treat the PWN as a point
source with a total luminosity of 1.3×1038 erg s−1 (Owen and Barlow 2015), with the input
SED from Hester (2008). From the transmitted SED, we find an incident FUV field of
57.5 Draine (Draine 1978) and an ionizing radiation (< 912 A˚) flux of 0.531 erg cm−2 s−1.
The SED below 912 A˚ is fitted with a three-component power law.
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Table 4.1: Gas phase elemental abundances, relative to hydrogen, used in PDR modelling,
taken from model IV of Owen and Barlow (2015).
Element Abundance Element Abundance
H 1.00 Ne 4.9× 10−3
He 1.85 Si 3.0× 10−5
C 1.02× 10−2 S 4.5× 10−5
N 2.5× 10−4 Ar 1.0× 10−5
O 6.2× 10−3 Fe 3.0× 10−5
We model the clump using ucl pdr as a one-dimensional slab with the radiation fields
from mocassin incident on one side. We run models with number densities of 2 × 103,
2 × 104 and 2 × 105 cm−3, with thicknesses of 0.2, 0.02 and 0.002 pc so that the column
density is the same for all models. Owen and Barlow (2015) required clump densities
of 1900 cm−3 to fit observed line and SED fluxes, while Loh et al. (2012) determined a
lower limit of 2 × 104 cm−3 in the H2-emitting regions. We modify ucl pdr in order to
account for the Crab Nebula’s higher dust-to-gas mass ratio (0.036) compared to the ISM,
which affects H2 formation on grain surfaces and dust photoelectric heating rates, and use
an AV/NH ratio of 2.26× 10−21 mag cm2, increased from typical ISM values by the same
factor, giving a total clump extinction of 2.8 mag. We used the cosmic ray heating rate
from cloudy (Ferland et al. 1998), more appropriate for significantly ionized gas than the
default rate from Goldsmith (2001), which only accounts for ionization of H2 molecules,
and the X-ray heating effiencies for pure helium (the most abundant element in the Crab
Nebula) from Dalgarno et al. (1999). We use the chemical network described in Chapter
3, including ArH+ and HeH+.
The PWN at the centre of the Crab Nebula produces a flux of relativistic particles,
which may have significant effects on the properties of the gas. This can be modelled as
an increase in the cosmic ray ionization rate ζ, which has been proposed to account for the
observed H2 line emission strength by Graham et al. (1990) and Richardson et al. (2013).
We repeat our models with values of ζ between 104 and 108ζ0, where ζ0 = 1.3× 10−17 s−1
is the standard ISM value for the cosmic ray ionization rate, the minimum and maximum
values suggested by Richardson et al. (2013).
4.3 Results
We ran models with varying densities and cosmic ray ionization rates, as listed in Table
4.2. The resulting gas properties and emission line fluxes are discussed in the following
4.3. Results 93
Table 4.2: Model name, cloud size, density and cosmic ray ionization rate for UCL PDR
models.
Name d/ pc nH/ cm
−3 ζ/ζ0
D3Z0 0.2 2× 103 1
D3Z4 0.2 2× 103 104
D3Z5 0.2 2× 103 105
D3Z6 0.2 2× 103 106
D3Z7 0.2 2× 103 107
D3Z8 0.2 2× 103 108
D4Z0 0.02 2× 104 1
D4Z4 0.02 2× 104 104
D4Z5 0.02 2× 104 105
D4Z6 0.02 2× 104 106
D4Z7 0.02 2× 104 107
D4Z8 0.02 2× 104 108
D5Z0 0.002 2× 105 1
D5Z4 0.002 2× 105 104
D5Z5 0.002 2× 105 105
D5Z6 0.002 2× 105 106
D5Z7 0.002 2× 105 107
D5Z8 0.002 2× 105 108
section.
4.3.1 Cloud properties
Figure 4.2 shows the gas temperature and abundances of H, H2, e
−, ArH+ and OH+ for
D4Z0. The ArH+ abundance shows the same behaviour as the ISM model of Schilke et al.
(2014), decreasing as the molecular hydrogen fraction rises as ArH+ is readily destroyed
by the reaction ArH+ + H2 → Ar + H+3 . The ArH+ abundance is an order of magnitude
larger than in the ISM, however, due to the added production of Ar+ ions by the X-
ray flux. OH+, the other molecular ion detected in the Crab Nebula, follows a different
trend - it is more readily destroyed by UV photons than ArH+, so the abundance initially
increases with depth as the photodissociation rate decreases, before falling once reactions
with H2 become the dominant destruction mechanism.
Figure 4.3 shows the same information for model D4Z7. At this level, cosmic ray
effects dominate both the gas heating and much of the chemistry, and as our model does
not attenuate the flux the cloud properties do not change significantly with depth. The
H2 abundance decreases to 10
−4, while the OH+ and ArH+ abundances are higher, along
with the ionization fraction of the gas. Under these conditions the dominant destruction
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Figure 4.2: Abundances of H (solid black line), H2 (dashed black line), e
− (dotted black
line), ArH+ (solid blue line) and OH+ (dashed blue line), and gas temeperature (solid red
line) for the nH = 2 × 104 cm−3, ζ = ζ0 model. The abundance scale is on the left axis,
the temperature scale on the right.
mechanism for both molecular ions is dissociative recombination with electrons.
The same trends occur in lower and higher density models - increasing cosmic ray
ionization rates lead to higher temperatures, lower H2 and higher OH
+/ArH+ abundances
and higher ionization fractions. Increasing density has the opposite effect, resulting in
lower temperatures and less ionized, more molecular gas for the same ζ. Gas temperatures
range from 120 K, falling to the temperature limit of 10 K at high AV, for D5Z0, to > 10
4 K
for D3Z8. The corresponding ionization fractions are ∼ 10−3 and 1.2, while H2 abundances
at the cloud edge are between 10−6 − 10−2.
4.3.2 Herschel SPIRE FTS observations
Figure 4.4 shows the ArH+ J = 1−0 617 GHz line surface brightness versus ζ. The surface
brightness initially increases with ζ due to higher gas temperatures and the increased
production of Ar+ by cosmic ray ionization, before falling as the higher electron density
increases the rate of dissociative recombination. Cosmic ray ionization rates of 106ζ0
or higher are required to reach surface brightnesses consistent with than those found by
Barlow et al. (2013). The J = 2 − 1 1234 GHz line shows similar behaviour to the
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Figure 4.3: Abundances of H (solid black line), H2 (dashed black line), e
− (dotted black
line), ArH+ (solid blue line) and OH+ (dashed blue line), and gas temeperature (solid red
line) for the nH = 2× 104 cm−3, ζ = 107ζ0 model. The abundance scale is on the left axis,
the temperature scale on the right.
J = 1 − 0 line, with a cosmic ray ionization rate ≥ 106ζ0 required to produce sufficient
ArH+ emission to match the observations.
Figure 4.5 shows the OH+ 971 GHz line surface brightness versus ζ. The cosmic
ray ionization rates required to reproduce the ArH+ observations lead to OH+ emission
significantly in excess of the values observed. For nH = 2×103 cm−3, the predicted surface
brightness is higher than the maximum observed value for all values of ζ. Models with
ζ ≥ 106ζ0 also predict significant (> 107 erg cm−2 s−1 sr−1) surface brightnesses for the
OH+ transitions at 909 and 1033 GHz, neither of which was detected by Barlow et al.
(2013). Two undetected [C I] transitions which fall in the Herschel SPIRE FTS frequency
range, at 492 and 809 GHz, are also predicted to have large surface brightnesses. Figure
4.6 shows the [C I] 809 GHz surface brightness versus ζ - the predicted surface brightness
is above the adopted detection threshold of 10−7 erg cm−2 s−1 sr−1 for all models, and
is far higher for ζ < 106ζ0. The SPIRE FTS frequency range also covers CO rotational
transitions from J = 4−3 to J = 13−12, but for ζ ≥ 106ζ0 these have surface brightnesses
below 10−8 erg cm−2 s−1 sr−1 in our models, well below the detection threshold.
In order to reduce the line surface brightnesses to within observational limits, we
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Figure 4.4: ArH+ 617 GHz surface brightness versus ζ, for models with nH = 2 × 103
(blue), 2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the
observed range of values from Barlow et al. (2013).
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Figure 4.5: OH+ 971 GHz surface brightness versus ζ, for models with nH = 2×103 (blue),
2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the observed
range of values from Barlow et al. (2013).
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Figure 4.6: [C I] 809 GHz surface brightness versus ζ, for models with nH = 2×103 (blue),
2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the observed
upper limit from Barlow et al. (2013).
consider smaller cloud sizes. Figures 4.7, 4.8 and 4.9 show the ArH+ 617 GHz, OH+
971 GHz and [C I] 809 GHz surface brightnesses respectively versus ζ, for clouds with
visual extinctions of 0.1 mag, respectively. Three models (D3Z6, D4Z7, D5Z8) produce
ArH+ emission consistent with the observations, although somewhat towards the low end
of the range. The OH+ 971 GHz surface brightnesses are also consistent with observations
for these models, although for D5Z8 it is a factor of a few above the highest observed
value. While somewhat reduced, the predicted [C I] emission is still above the detection
threshold for all three models. This differs from the situation found by Priestley et al.
(2017), where the dissociative recombination rate was fixed to 10−11 cm3 s−1 in order to
reproduce observations - using the calculated rate from Abdoulanziz et al. (2018), which
rises to > 10−10 cm3 s−1 at ∼ 103 K, increasing values of ζ (and therefore temperature
and electron density) result in lower ArH+ abundances than previously found, and lower
emissivities.
Our adopted value for the Ar/H ratio, 1 × 10−5, comes from model IV of Owen and
Barlow (2015). However, those authors found that different assumptions about the ge-
ometry of the nebula can lead to an increased abundance of 5 × 10−5 (model VI), which
would correspondingly increase the strength of the ArH+ lines. Figure 4.10 shows the
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Figure 4.7: ArH+ 617 GHz surface brightness versus ζ, for models with nH = 2 × 103
(blue), 2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the
observed range of values from Barlow et al. (2013). The visual extinction of the cloud is
0.1 mag.
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Figure 4.8: OH+ 971 GHz surface brightness versus ζ, for models with nH = 2×103 (blue),
2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the observed
range of values from Barlow et al. (2013). The visual extinction of the cloud is 0.1 mag.
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Figure 4.9: [C I] 809 GHz surface brightness versus ζ, for models with nH = 2×103 (blue),
2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the observed
upper limit from Barlow et al. (2013). The visual extinction of the cloud is 0.1 mag.
ArH+ 617 GHz surface brightness versus ζ for models with Ar/H = 5× 10−5 and a cloud
thickness of 0.05 mag. The observed surface brightnesses can be reproduced with a cloud
thickness half the previous size, leading to a reduction in the other emission lines. Figure
4.11 shows the [C I] 809 GHz surface brightnesses - models D3Z6, D4Z7 and D5Z8 all
predict [C I] emission at or below the detection threshold, and weaker than the ArH+ line.
OH+ surface brightnesses are also in line with observed values or limits for these models,
while CO emission from the rotational transitions in the SPIRE FTS spectral region is
< 10−8 erg cm−2 s−1 sr−1.
4.3.3 Other observations
Table 4.3 lists the observed surface brightnesses of various emission lines detected in the
Crab Nebula, and the predicted values from models D3Z6, D4Z7 and D5Z8, with cloud
thicknesses of 0.1, 0.03 and 0.01 mag respectively. The cloud thicknesses are chosen to
reproduce the SPIRE FTS observations as well as possible. The ArH+ J = 1 − 0 line
strength is well reproduced by all three models, and models D4Z7 and D5Z8 also have the
correct strength for the J = 2−1 transition, while D3Z6 predicts a lower surface brightness
than 1 − 0, in conflict with the data. All models predict similar levels of OH+ emission
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Figure 4.10: ArH+ 617 GHz surface brightness versus ζ, for models with nH = 2 × 103
(blue), 2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the
observed range of values from Barlow et al. (2013). The visual extinction of the cloud is
0.05 mag, and the argon abundance is 5× 10−5.
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Figure 4.11: [C I] 809 GHz surface brightness versus ζ, for models with nH = 2 × 103
(blue), 2 × 104 (green) and 2 × 105 cm−3 (red). The dotted horizontal lines show the
observed upper limit from Barlow et al. (2013). The visual extinction of the cloud is 0.05
mag, and the argon abundance is 5× 10−5.
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for the three lines of interest, which are consistent with the observations - although the
1033 GHz line has predicted surface brightnesses above our assumed detection threshold
of 10−7 erg cm−2 s−1 sr−1, from inspection of the spectrum in this region from Barlow et al.
(2013) it is clear that the predicted emission strength would not produce a clear detection
above the continuum noise. The [C I] transitions at 492 and 809 GHz, and the ten CO
rotational lines covered by SPIRE FTS, are also predicted to be undetectable.
Gomez et al. (2012) presented Herschel PACS IFU and ISO LWS spectra of the Crab
Nebula, including [O I] (63 and 146µm) and [C II] (158µm) emission lines. This spec-
tral range also includes two HeH+ rotational transitions at 149 and 75µm, which are not
detected. The predicted surface brightnesses for all three models are higher than those
observed, with only the D5Z8 value for [C II] 158µm being consistent. Predicted HeH+
surface brightnesses are consistent with non-detection. Table 4.4 lists the surface bright-
ness ratios from the individual spectra in Gomez et al. (2012) and for our models. The
ratio of the two [O I] lines is in good agreement with models D4Z7 and D5Z8, but these
models predict a [O I] 146µm/[C II] 158µm ratio around twice that observed. The D3Z6
model reproduces the latter ratio well but is somewhat lower for the former. All mod-
els predict HeH+ line strengths well below the nearby [O I] lines, except for the 149µm
transition in model D5Z8, which is still significantly weaker than the 146µm line.
Forbidden lines from oxygen and carbon have also been observed in the optical and
near-infrared in the Crab Nebula. Our models show a uniform trend of increasing surface
brightness with density for both the [C I] 9825 + 9850 A˚ and [O I] 6300 and 6363 A˚ transi-
tions. When compared with the observed values (from Rudy et al. (1994) and Richardson
et al. (2013) respectively), model D4Z7 correctly reproduces the [C I] emission, and D5Z8
the [O I] lines, but none of our models simultaneously predicts both. D3Z6 has surface
brightnesses an order of magnitude lower than observed for both carbon and oxygen lines.
H2 emission in the Crab Nebula Loh et al. (2010, 2011, 2012) is localised into com-
pact knots, associated with low-ionization gas, with typical surface brightnesses of order
10−5 erg cm−2 s−1 sr−1 for the 2.12µm line Loh et al. (2011). Our models predict surface
brightnesses ∼ 100× lower than this - the required cloud thickness to produce the observed
levels of H2 emission result in conflicts with the SPIRE FTS data of a similar magnitude.
Table 4.5 shows the H2 rovibrational line ratios relative to the 2.12µm line from Loh
et al. (2012) and our predicted values. The 1− 0 ratios are in reasonable agreement with
observations for all models, whereas only the D5Z8 model predicts 2− 1 transition ratios
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Table 4.3: Observed and predicted line surface brightnesses for models with Ar/H =
5 × 10−5 and AV = 0.1 (D3Z6), 0.03 (D4Z7) and 0.01 (D5Z8). Surface brightnesses are
in erg cm−2 s−1 sr−1. References are (1) Barlow et al. (2013) (2) Rudy et al. (1994) (3)
Gomez et al. (2012) (4) Richardson et al. (2013) (5) Loh et al. (2011).
Line Obs. D3Z6 D4Z7 D5Z8 Ref.
ArH+ 617 GHz 2.2− 9.7(−7) 8.1(−7) 6.7(−7) 1.4(−7) (1)
ArH+ 1234 GHz 1.0− 3.4(−6) 7.3(−7) 1.3(−6) 1.5(−6) (1)
OH+ 971 GHz 3.4− 10.6(−7) 1.6(−7) 3.2(−7) 3.9(−7) (1)
OH+ 1033 GHz . 10−7 1.0(−7) 2.0(−7) 2.6(−7) (1)
OH+ 909 GHz . 10−7 3.0(−8) 5.9(−8) 6.8(−8) (1)
[C I] 492 GHz . 10−7 2.7(−8) 1.1(−8) 3.5(−9) (1)
[C I] 809 GHz . 10−7 2.4(−7) 9.9(−8) 3.2(−8) (1)
CO J = 4− 3 . 10−7 2.7(−14) 8.7(−14) 1.9(−13) (1)
[C I] 9825 + 9850 A˚ 1.7− 5.4(−5) 3.6(−6) 5.4(−5) 2.3(−4) (2)
[O I] 63µm 1.1− 3.2(−4) 1.5(−3) 2.7(−3) 1.7(−3) (3)
[O I] 146µm 0.4− 1.9(−5) 1.3(−4) 1.2(−4) 5.1(−5) (3)
[C II] 158µm 2.7− 6.4(−5) 6.3(−4) 2.0(−4) 6.7(−5) (3)
HeH+ 149µm . 10−5 9.6(−7) 3.2(−6) 6.9(−6) (3)
HeH+ 75µm . 10−5 9.0(−7) 3.2(−6) 1.0(−5) (3)
[O I] 6300 A˚ 1.2(−3) 4.0(−6) 5.6(−5) 1.6(−3) (4)
[O I] 6363 A˚ 4.1(−4) 1.3(−6) 1.8(−5) 5.1(−4) (4)
H2 2.12µm 1.0− 4.8(−5) 6.9(−8) 2.8(−7) 2.2(−7) (5)
Table 4.4: Observed (Gomez et al. 2012) and predicted surface brightness ratios for models
with Ar/H = 5× 10−5 and AV = 0.1 (D3Z6), 0.03 (D4Z7) and 0.01 (D5Z8).
Ratio Obs. D3Z6 D4Z7 D5Z8
[O I] 63µm/[O I] 146µm 16.4− 38.7 11.5 22.5 33.3
[O I] 146µm/[C II] 158µm 0.13− 0.32 0.21 0.6 0.76
HeH+ 149µm/[O I] 146µm . 0.1 0.007 0.03 0.14
HeH+ 75µm/[O I] 63µm . 0.1 0.0006 0.001 0.006
similar to those observed.
4.4 Discussion
We find that three of our models, with an appropriate choice of cloud thickness, are
capable of reproducing the observed SPIRE FTS spectral features. Table 4.6 lists some
important physical properties of each model - for the cosmic ray ionization rates required,
values do not significantly change with distance into the cloud, so we take the values at
the outermost point to be representative of the whole cloud.
Assuming a distance to the Crab Nebula of 2 kpc (Trimble 1968), the H2 emitting
knots observed by Loh et al. (2011) have typical sizes of ∼ 1016 cm, similar in size to both
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Table 4.5: Observed (Loh et al. 2012) and predicted H2 line surface brightnesses, relative
to the 2.12µm 1 − 0 S(1) line, for models with Ar/H = 5 × 10−5 and AV = 0.1 (D3Z6),
0.03 (D4Z7) and 0.01 (D5Z8).
Ratio Obs. D3Z6 D4Z7 D5Z8
1− 0 S(0) 0.23− 0.28 0.16 0.17 0.19
1− 0 S(2) 0.37− 0.52 0.34 0.38 0.43
2− 1 S(1) 0.11− 0.34 0.01 0.05 0.30
2− 1 S(2) < 0.31 0.004 0.02 0.13
2− 1 S(3) < 0.41 0.01 0.07 0.42
Table 4.6: Density, temperature, physical size and H2 and electron abundances for models
D3Z6, D4Z7 and D5Z8, with Ar/H = 5 × 10−5 and AV = 0.1 (D3Z6), 0.03 (D4Z7) and
0.01 (D5Z8).
Model nH/ cm
−3 T/K x/cm n(H2)/nH n(e−)/nH
D3Z6 2× 103 2522 2.2× 1016 5.6× 10−5 0.10
D4Z7 2× 104 2919 6.8× 1014 9.7× 10−5 0.09
D5Z8 2× 105 3847 2.4× 1013 7.0× 10−5 0.11
our D3Z6 model and the dusty globules observed by Grenman et al. (2017). The globules
have visual extinctions in the range 0.2 − 0.34 mag, slightly larger than D3Z6 but of the
same magnitude. Grenman et al. (2017) found that only ∼ 10% of their globules were
associated with an H2-emitting knot - given that our D3Z6 model does not reproduce
the observed surface brightnesses, this could explain the H2-dark dense material in the
Crab. Loh et al. (2012) used H2 and [S II] line observations to derive the temperature and
electron and H2 densities of the gas in seven H2-emitting knots. The typical values are
T ≈ 3000 K, nH & 2×104 cm−3 and ne ∼ 103 cm−3, in excellent agreement with our D4Z7
model. However, this model fails to reproduce the observed H2 surface brightnesses, so
the identification with H2-emitting knots is somewhat suspect.
Richardson et al. (2013) modelled an H2 knot in the Crab Nebula with a combined
photoionization-PDR code, aiming to explain the observed H2 emission. They required
an additional heating source on top of the radiation field, either an increase in the cosmic
ray ionization rate due to charged particles from the PWN, or an injection of mechanical
energy, which they modelled as a minimum temperature of 2800 K. Their enhanced ion-
ization rate model corresponds to ζ ≈ 2 × 106ζ0. They attribute the H2 emission to gas
with a trace molecular component, n(H2)/nH ∼ 5 × 10−4, which is around a factor of 10
higher than our models. The size of the H2 emitting region is ∼ 5× 1015 cm, intermediate
between D3Z6 and D4Z7.
Clearly, the failure of any of our models to predict H2 surface brightnesses of ∼
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10−5 erg cm−2 s−1 sr−1 is an issue. The similarity of the model properties to those of
the H2 emitting knots suggests that the ArH
+ and OH+ emission could originate from
the same regions. Increasing the cloud thickness for D4Z7 to 0.3 mag - a similar physi-
cal size to the Richardson et al. (2013) model - we find a 2.12µm surface brightness of
2.9×10−6 erg cm−2 s−1 sr−1, within a factor of a few of observations. However, this results
in surface brightnesses for the other species in Table 4.3 far in excess of observed values.
A possible solution may be due to the angular resolutions of the different observations.
The H2 2.12µm observations come from narrow-band imaging, with a reported plate scale
of 68 mas pixel−1, whereas the Herschel SPIRE FTS spectra have beam size diameters of
37 and 18 arcsec, for the SLW and SSW detectors respectively. The angular sizes of the
H2 knots from Loh et al. (2011) are in the range ∼ 1 − 30 arcsec2, so at most one knot
can cover a fractional area of ∼ 0.1 of the SPIRE FTS detector, and the observed surface
brightness will be reduced by a factor of ∼ 10 from the intrinsic value. The PACS IFU
spectra from Gomez et al. (2012) would be even more heavily affected - the detector covers
2209 arcsec2, so for a single knot the observed surface brightness would be around 100×
lower than predicted.
Table 4.7 lists the predicted surface brightnesses for models D4Z7 and D5Z8 with
cloud thicknesses of 1 and 0.5 mag respectively, chosen to produce an H2 2.12µm surface
brightness of 10−5 erg cm−2 s−1 sr−1. The relative size of the telescope field of view to the
largest H2 knot size (30 arcsec
2) is also listed for each line - the OH+ 971 GHz transition is
covered by both the SLW and SSW detectors. The D3Z6 model did not reach the required
2.12µm surface brightness even for the maximum cloud thickness. When the possible
effects of beam filling are accounted for, both models are in reasonable agreement with
all observations - the fine structure lines from Gomez et al. (2012) and the OH+ 1033
GHz line are somewhat stronger than the observed values, but not by an unreasonable
amount. The required extinction for the D5Z8 model is similar to that of the globules
seen by Grenman et al. (2017), while the physical sizes (2× 1016 (D4Z7) and 1× 1015 cm
(D5Z8)) are comparable to both the globules and the H2 knots.
While a telescope beam is unlikely to only contain one knot, most of those listed by Loh
et al. (2011) have significantly smaller sizes than the 30 arcsec2 we have used to determine
the filling factor so would contribute less to the detected surface brightness, so it seems
reasonable that all of the discussed molecular and fine-structure emission could originate
from the H2 knots. This can also account for the non-H2 associated globules seen by
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Table 4.7: Observed and predicted line surface brightnesses for models with Ar/H =
5× 10−5 and AV = 1 (D4Z7) and 0.5 (D5Z8), and beam size of the observations relative
to the maximum size of H2 knots in Loh et al. (2011) (30 arcsec
2). Surface brightnesses
are in erg cm−2 s−1 sr−1. References are (1) Barlow et al. (2013) (2) Gomez et al. (2012)
(3) Loh et al. (2011).
Line Obs. D4Z7 D5Z8 Beam Ref.
ArH+ 617 GHz 2.2− 9.7(−7) 1.2(−5) 6.5(−6) 36 (1)
ArH+ 1234 GHz 1.0− 3.4(−6) 3.9(−5) 6.9(−5) 8 (1)
OH+ 971 GHz 3.4− 10.6(−7) 1.2(−5) 1.9(−5) 36/8 (1)
OH+ 1033 GHz . 10−7 7.0(−6) 1.3(−5) 8 (1)
OH+ 909 GHz . 10−7 1.9(−6) 3.4(−6) 36 (1)
[C I] 492 GHz . 10−7 3.7(−7) 1.8(−7) 36 (1)
[C I] 809 GHz . 10−7 3.4(−6) 1.6(−6) 36 (1)
CO J = 4− 3 . 10−7 2.9(−12) 9.7(−12) 36 (1)
[O I] 63µm 1.1− 3.2(−4) 6.5(−2) 8.0(−2) 74 (2)
[O I] 146µm 0.4− 1.9(−5) 4.1(−3) 2.6(−3) 74 (2)
[C II] 158µm 2.7− 6.4(−5) 6.3(−3) 3.3(−3) 74 (2)
HeH+ 149µm . 10−5 1.1(−4) 3.3(−4) 74 (2)
HeH+ 75µm . 10−5 1.1(−4) 5.2(−4) 74 (2)
H2 2.12µm 1.0− 4.8(−5) 1.0(−5) 1.1(−5) - (3)
Grenman et al. (2017) - lower density gas does not produce sufficient 2.12µm emission for
reasonable cloud thicknesses, while still producing ArH+ and OH+ lines.
This interpretation relies on the gas being subjected to cosmic ray ionization rates of
∼ 107 − 108ζ0, higher than the value found by Richardson et al. (2013) but within their
derived limits. They also considered the possibility of the H2 emission being powered by the
injection of mechanical energy, by either shocks or turbulence. We follow their approach
and run models at each density with a minimum temperature of 3000 K. The resulting
models predict the observed H2 2.12µm surface brightnesses of 10
−5 erg cm−2 s−1 sr−1 for
cloud thicknesses ranging from 0.05 mag for nH = 2×105 cm−3 to 2 mag for 2×103 cm−3.
However, for all densities the results are inconsistent with the SPIRE FTS spectra - OH+
emission is 10− 100× stronger than ArH+, while [C I] and, for the higher density models,
CO surface brightnesses are comparable or stronger than the 617 GHz line. As these
transitions are measured by the same detectors, there are no beam size effects, so we
conclude that shocked gas can only contribute a small fraction of the observed emission,
and the majority is powered by cosmic ray heating.
Unlike Richardson et al. (2013), who self-consistently modelled both the atomic and
H2 emission, we have taken the gas-phase elemental abundances from previous photoion-
ization modelling of optical emission lines (Owen and Barlow 2015). Given that the
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agreement between our models and observations depends on the Ar/H ratio, it would
be preferable to determine the elemental abundances and the density/ionization rate re-
quired to reproduce observed surface brightnesses simultaneuously. This would require
integrated photoionization/PDR modelling and, given the findings of Owen and Barlow
(2015), three-dimensional radiative transfer, which would be possible, if time-consuming,
with TORUS-3DPDR (Bisbas et al. 2015). Our results also depend on the assumption that
the cosmic-ray induced reaction rates in the ISM are also applicable to the Crab Nebula,
which may have a very different spectrum of particle energies. While the particle energy
spectrum in the Crab Nebula can be inferred from the synchrotron radiation (Atoyan and
Aharonian 1996), translating this to reaction rates, particularly those involving secondary
electrons, would require additional atomic and molecular data which is unlikely to be
easily obtainable.
4.5 Conclusions
We have modelled the emission from a cloud of Crab Nebula material, subjected to the
PWN synchrotron radiation and a varying flux of charged particles. The ArH+ emission
observed by Barlow et al. (2013) requires the cosmic ray ionization rate to be ≥ 106× the
standard ISM rate. The relative strengths of the ArH+ and OH+ emission in the Herschel
SPIRE FTS spectra can be explained if the Ar/H abundance is 5×10−5, at the upper end
of the range of values found by Owen and Barlow (2015). When the effects of telescope
beam size are accounted for, clumps of material with similar properties to the H2 knots
(Loh et al. 2011) and dusty globules (Grenman et al. 2017) observed in the Crab Nebula
can account for the [C I], [O I] and [C II] fine-structure line and H2 2.12µm emission, as
well as the SPIRE FTS observations. Artificially setting the gas temperature to 3000 K,
to represent some additional heating source, also reproduces the H2 emission, but predicts
other relative line intensities inconsistent with the SPIRE FTS spectra. We conclude that
the H2 knots in the Crab Nebula are strongly irradiated by charged particles from the
PWN, and account for the majority of the observed molecular emission.
Chapter 5
Description of DINAMO
In order to model the dust emission from the Cassiopeia A supernova remnant, as de-
scribed in the following chapter, I have developed a new dust emission code, dinamo
(dinamo Is Not A MOdified black-body). The code calculates the equilibrium tempera-
ture distributions and the thermal emission for a population of dust grains of arbitrary
sizes and compositions, given the physical properties of the environment the grains are lo-
cated in (radiation field, electron/ion density and temperature). dinamo includes heating
from both radiation and particle collisions simultaneously, and treats cooling as a state-to-
state process rather than using the continuous cooling approximation (Siebenmorgen et al.
1992). The code has been benchmarked against DustEM (Compie`gne et al. 2011) using the
test cases from Camps et al. (2015), and found to be in excellent agreement, as shown in
Figure 5.1. It is available to download from https://github.com/fpriestley/dinamo.
The stochastic heating of dust grains is treated following the method of Guhathakurta
and Draine (1989). For each grain size, N enthalpy bins are defined between a maximum
and minimum enthalpy, with the probability of a grain being found in bin i at time t given
by Pi(t). The probability per unit time of a grain moving from bin i to bin f is Afi, with
Aii = −
∑
f 6=i
Afi, so that
d
dtPf =
∑
i
AfiPi. For the steady state solution,
∑
i
AfiPi = 0
for all i, which with the additional constraint that
∑
Pi = 1 gives a system of linear
equations which can be solved to find the ‘equilibrium’ temperature distribution for a
particular grain size and species.
107
108 Chapter 5. Description of DINAMO
10−1 100 101 102 103 104
λ / µm
10−28
10−27
10−26
10−25
10−24
λ
F
λ
/e
rg
s−
1
sr
−1
Figure 5.1: Dust emission for the Mathis et al. (1983) ISM radiation field benchmark case
from Camps et al. (2015), as calculated by dinamo (solid black line) and DustEM (dashed
red line).
5.1 Radiative heating
A dust grain in enthalpy bin i, with enthalpy Hi, absorbing a photon of energy hν will
increase its enthalpy to Hi + hν, which may move it into a higher enthalpy bin. The
transition rate between bins i and f due to radiative heating is given by
Afi = 4pi
2a2QλfiJλfi
hc∆Hf
(Hf −Hi)3
(5.1)
for f > i, where a is the grain radius, λfi =
hc
Hf−Hi is the wavelength of a photon
with energy corresponding to the difference between enthalpy bins, Qλfi and Jλfi are the
absorption efficiency and radiation field strength at wavelength λfi and ∆Hf is the width
of enthalpy bin f (Camps et al. 2015). Photons energetic enough to heat the grain beyond
the highest enthalpy bin are included in the rate to bin N , giving an additional term
A′Ni = 4pi
2a2
∫ λmax
0
λQλJλdλ/hc (5.2)
where λmax =
hc
Hmax−Hi is the wavelength of the least energetic photon capable of heating
a grain beyond the maximum temperature. Photons not energetic enough to heat a grain
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out of the enthalpy bin contribute to a continuous heating rate
dHheat
dt
= 4pi2a2
∫ ∞
λ0
QλJλdλ (5.3)
where λ0 =
hc
Hf−Hi . If the continuous heating rate is greater than the equivalent cooling
rate then
Acontfi =
1
∆Hi
dHnet
dt
(5.4)
for f = i+1, where ∆Hi is the width of bin i and Hnet is the net heating rate
dHheat
dt − dHcooldt .
5.2 Radiative cooling
Dust grains of temperature T emit radiation at wavelength λ with intensity QλB(λ, T )
where B(λ, T ) is the Planck function, causing them to lose energy. The transition rates
are similar to those for absorption of a photon, with
Afi = 4pi
2a2QλfiB(λ, Ti)
hc∆Hf
(Hi −Hf )3
(5.5)
for f < i where Ti is the temperature of a grain in enthalpy bin i, and
A′1i = 4pi
2a2
∫ λmin
0
λQλB(λ, Ti)dλ/hc (5.6)
where λmax =
hc
Hi−Hmin . The continuous cooling rate is given by
dHcool
dt
= 4pi2a2
∫ ∞
λ0
QλB(λ, Ti)dλ (5.7)
where λ0 =
hc
Hi−Hf , and for
dHcool
dt >
dHheat
dt
Acontfi = −
1
∆Hi
dHnet
dt
(5.8)
for f = i− 1.
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5.3 Collisional heating
As with photons, a collision between a dust grain and a particle (either an electron or an
atom/ion) can result in a transfer of energy to the dust grain. Unlike with photons, a
colliding particle does not necessarily transfer all its energy to the grain, and the amount
of heating depends on the particle energy as well as the dust properties. The transition
rate between enthalpy bins due to particle heating is given by
Afi = pia
2n
∫
f(E)v(E)δ(∆E)dE (5.9)
where n is the number density of particles, f(E) is the probability distribution of particle
energies, v(E) is the velocity of a particle with energy E, ∆E is the energy transferred to
the dust grain and δ(∆E) is a function such that
δ(∆E) =

0 |∆E − (Hf −Hi)| < ∆Hf/2
1 otherwise
(5.10)
where ∆Hf is the width of enthalpy bin f . The additional heating rate to enthalpies
higher than HN is given by
A′Ni = pia
2n
∫
f(E)v(E)δ′(∆E)dE (5.11)
where
δ′(∆E) =

0 ∆E < Hmax −Hi
1 otherwise
(5.12)
and the continuous heating rate is given by
dHheat
dt
= pia2n
∫
f(E)v(E)δ′′(∆E)∆EdE (5.13)
where
δ′′(∆E) =

1 ∆E < Hf −Hi
0 otherwise
(5.14)
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for f = i + 1. For electrons, the transferred energy ∆E is determined as a function of
E using the method described by Dwek and Smith (1996). For a dust grain of stopping
thickness R0 = 4aρ/3 where ρ is the density, if the electron range R1(E) ≤ R0 then
∆E = E. For R1(E) > R0, ∆E = E − E′ where R(E′) = R1 − R0. A function for R(E)
based on fits to experimental data is given in Dwek and Smith (1996). For atoms and
ions, Dwek (1987) gives the transferred energy as
∆E =

E E ≤ E′
E′ E > E′
(5.15)
where E′ is listed for various nuclei as a function of grain radius a in Dwek (1987).
5.4 Solution algorithm
For each species and size of dust grain, the transition matrix is constructed as described
above for a grid of N enthalpy bins. The grid is linearly spaced in temperature, as
suggested by Siebenmorgen et al. (1992), and all grain properties are evaluated at the
temperature midpoint of the bin, using the heat capacities for silicate or carbon grains
from Guhathakurta and Draine (1989). The minimum temperature is set to zero, and the
maximum temperature is initially set to a species-dependent sublimation temperature,
beyond which grains are rapidly destroyed (Guhathakurta and Draine 1989). The equi-
librium temperature probability distribution is determined by matrix inversion - a new
maximum temperature is then defined as the temperature beyond which the probability
falls below a user-defined threshold, by default 10−20, and a new enthalpy grid and transi-
tion matrix are calculated. This process is iterated until the relative change in maximum
temperature between iterations falls below another threshold (by default 0.01), ensuring
that the grid samples only the relevant temperature range. When convergence is reached,
the code calculates the total emission as the sum over the temperatures, weighted by the
probabilities and the adopted grain size distribution, and moves on to the next grain size.
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Chapter 6
Dust emission from Cassiopeia A
6.1 Introduction
The detections of significant (& 108 M) masses of dust in high-redshift quasars (Bertoldi
et al. 2003; Priddey et al. 2003), and dust-enriched galaxies at redshifts z > 7 (Watson
et al. 2015; Laporte et al. 2017), require an explanation of how sufficient quantities of
dust can be formed at such early epochs. Core-collapse supernovae (SNe) have been
proposed as a potential source of this dust (Dunne et al. 2003; Gall et al. 2011), as their
progenitors evolve rapidly compared to the age of the universe at these redshifts (∼ 1 Gyr).
Observations of supernova remnants (SNRs) have confirmed the presence of dust formed in
the ejecta, both through infrared (IR)/sub-millimetre (submm) detection of dust emission
(Barlow et al. 2010; Matsuura et al. 2011; Gomez et al. 2012; Matsuura et al. 2015) and
alteration of emission line profiles due to dust extinction (Bevan and Barlow 2016; Bevan
et al. 2017).
In order to explain the observed dust masses at high redshift, the average dust yield
per SNe must exceed some minimum value, estimated as ∼ 1 M by Dwek et al. (2007)
and between 0.1 − 1 M by Micha lowski et al. (2010), although Rowlands et al. (2014)
found that higher yields may be necessary if dust destruction in the interstellar medium
(ISM) is taken into account. Dust masses observed in SNRs, such as the Crab Nebula
(0.1 − 0.2 M; Gomez et al. (2012)) and SN 1987A (0.8 M; Matsuura et al. (2015)),
approach or exceed this value, but the fraction which will survive passage through the SN
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reverse shock and into the ISM is uncertain (Nozawa et al. 2007; Bianchi and Schneider
2007; Nozawa et al. 2010; Micelotta et al. 2016; Biscaro and Cherchneff 2016; Bocchio
et al. 2016). In particular, large (a & 0.1µm) dust grains are able to survive destruction
by sputtering much more effectively than smaller grains (Silvia et al. 2010).
Cassiopeia A (Cas A), shown in Figure 6.1, is a Galactic SNR located 3.4 kpc away
(Reed et al. 1995), with an age of approximately 330 yr (Fesen et al. 2006) and a radius of
1.7 pc (Reed et al. 1995). IR/submm observations have led to derived dust masses ranging
from ∼ 10−4 M of hot (T ∼ 100 K) dust (Arendt et al. 1999; Douvion et al. 2001) to
2− 4 M of cold dust emitting at sub-mm wavelengths (Dunne et al. 2003), although this
higher mass has been attributed to foreground dust emission in the ISM (Krause et al.
2004). Analyses of integrated fluxes from Spitzer and Herschel observations (Rho et al.
2008; Barlow et al. 2010; Arendt et al. 2014) found ∼ 0.01 M of hot dust, with ∼ 0.1 M
of cold, unshocked dust present in the central regions, in agreement with simulations of
the dust formation and evolution in Cas A by Nozawa et al. (2010). Dunne et al. (2009)
suggested the observed polarization of the submm emission could be explained by ∼ 1 M
of cold dust, similar to the value of 1.1 M given by Bevan et al. (2017) as the most likely
mass based on the shape of emission line profiles affected by extinction. De Looze et al.
(2017) utilised spatially resolved Herschel and Spitzer observations of Cas A to fit the dust
continuum emission, following the removal of line and synchrotron contamination, using
a four-component model including ISM dust emission and three SNR dust temperature
components. They found a large mass of unshocked cold dust in the centre of the SNR
(up to 0.5 M), significantly above previous estimates based on the IR/submm emission.
Previous modelling of the Cas A dust emission has been based on fitting the spectral
energy distribution (SED) with some number of temperature components for a given dust
composition (i.e. ‘hot’ and ‘cold’ dust). This assumes all dust grains radiate at the same
temperature for each component, but grains of different sizes will in general have different
equilibrium temperatures for the same heating source. Additionally, smaller grains can
undergo large temperature fluctuations (e.g. Purcell 1976; Draine and Anderson 1985;
Dwek 1986) and may not reach an equilibrium temperature at all. Temim and Dwek
(2013) found that modelling the emission from a distribution of grain sizes in the Crab
Nebula reduced the dust mass estimate by a factor of two compared to two-temperature
fits by Gomez et al. (2012), demonstating the importance of accounting for these effects. In
this chapter, we calculate the emission from a population of grains subjected to conditions
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Figure 6.1: Herschel PACS far-infrared image of the Galactic supernova remnant Cas-
siopeia A. Blue shows supernova dust emission at a wavelength of 70 microns and red
shows interstellar dust emission at a wavelength of 160 microns. The image dimensions
are 22× 22 arcmin. Image credit: Oliver Krause (MPIA).
appropriate for the various gas components in Cas A, and use it to constrain the mass,
properties and location of the newly-formed dust.
6.2 Physical properties of the Cas A SNR
Observations of Cas A reveal a complex structure, with material covering a wide range
of densities and temperatures emitting at different wavelengths. The supernova explosion
has driven a forward shock into the circumstellar material, thought to be from the stellar
wind of the progenitor (Hwang and Laming 2009), while the ejecta from the supernova
itself crosses the reverse shock as it expands (DeLaney et al. 2004). Both shocks are visible
as X-ray emitting regions, shown in Figure 6.2, with typical densities of n ∼ 1− 10 cm−3
and temperatures T ∼ 107 K (Willingale et al. 2003; Lazendic et al. 2006; Patnaude and
Fesen 2014; Wang and Li 2016). The ejecta are mostly comprised of heavy elements,
principally oxygen (Chevalier and Kirshner 1979; Willingale et al. 2003). As well as the
X-ray emitting gas, the shocked ejecta also consists of denser clumps or knots, emitting
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in the optical and IR (Hurford and Fesen 1996; DeLaney et al. 2010; Patnaude and Fesen
2014) and associated with the dust emission (Arendt et al. 1999). Electron densities in the
shocked clumps are ne ∼ 103−105 cm−3 (Smith et al. 2009; DeLaney et al. 2010; Lee et al.
2017), while the gas temperatures are of order 104 K (Arendt et al. 1999; Docenko and
Sunyaev 2010). The SNR also contains ejecta which have not yet encountered the reverse
shock, and are consequently much cooler. Smith et al. (2009) estimated a maximum
electron density of ne . 100 cm−3 for the unshocked ejecta based on forbidden line ratios,
while observations of radio absorption by DeLaney et al. (2014) and Arias et al. (2018)
give ne ∼ 10 cm−3 and T ∼ 100 K. Raymond et al. (2018) inferred a preshock temperature
of ∼ 100 K from [Si I] IR emission.
Krause et al. (2008) determined that the Cas A SN was of type IIb from a spectrum
of its light echo, meaning that the progenitor star must have lost most of its hydrogen
envelope pre-explosion. Young et al. (2006) suggested a progenitor with main-sequence
mass of 15− 25 M and a mass at explosion of 4− 6 M, based on a comparison of stellar
evolution and explosion models with observed features of the SNR. Modelling of the X-ray
spectra (Vink et al. 1996; Willingale et al. 2003) gives ejecta masses in the 2−4 M range,
with the swept-up material in the forward shock contributing an additional 8 − 10 M.
The optical and IR-emitting knots have a total gas mass of 0.59 M (M. J. Barlow, private
communication). Arias et al. (2018) estimate an unshocked ejecta gas mass of ∼ 3 M.
They noted that this conflicts with some models of the emission from the shocked regions,
which suggest most of the ejecta has already passed the reverse shock (Chevalier and Oishi
2003; Laming and Hwang 2003), and that their result is sensitive to both the assumed gas
temperature and whether the gas is clumped. However, most of the dust, whose mass was
derived by De Looze et al. (2017), appears to be located inside the reverse shock. The
gas temperature has since been measured to be ∼ 100 K (Raymond et al. 2018), the value
used to give the 3 M mass estimate, although the (unknown) degree of clumping still
allows for a potentially lower unshocked ejecta mass.
6.3 Method
Based on the above discussion, we model the SNR as consisting of four main components
- the unshocked ejecta, the (reverse) shocked ejecta clumps responsible for the optical
emission, the X-ray emitting diffuse shocked ejecta and the material swept up by the blast
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Figure 6.2: X-ray image of Cas A, with Si Hα emission in red, Fe K in blue and continuum
in green, from Hwang et al. (2004). The image dimensions are 5× 5 arcmin.
wave. The assumed densities and temperatures of these components are listed in Table
6.1. For the unshocked ejecta we take ne = 100 cm
−3 and T = 100 K, the upper limits from
observations (Smith et al. 2009; Raymond et al. 2018) - we show later that lower values
have no effect on the resulting emission, as the heating is dominated by the radiation
field. For the shocked clumps we use ne = 480 cm
−3, used in deriving the total gas mass
in this component, and T = 104 K (Arendt et al. 1999; Docenko and Sunyaev 2010). As
the values of ne dervied from observations range from 10
2 − 105 cm−3, we also consider
models with higher values of this parameter. For the two X-ray emitting components we
use the values from Willingale et al. (2003), who determined the ion and electron densities
and temperatures separately. For the other two components we assume that Ti = Te and
ni = ne - electrons are much more efficient at heating than ions for the same temperature
due to their lower mass, so the exact value of ni in these cases is unlikely to be significant.
In the three ejecta components we assume the ionic species is oxygen, using the heating
efficiency from Dwek (1987), while in the forward shock we use hydrogen. Willingale et al.
(2003) found mean ionic masses of 15.6 and 1.33mH for the reverse and forward shocks
respectively, so oxygen (ejecta) and hydrogen (forward shock) are almost certainly the
dominant constituents.
118 Chapter 6. Dust emission from Cassiopeia A
Table 6.1: Adopted gas masses, ion and electron number densities and temperatures, and
dominant ionic species for the four gas components. References are (1) Smith et al. (2009)
(2) Raymond et al. (2018) (3) Arias et al. (2018) (4) Docenko and Sunyaev (2010) (5) M.
J. Barlow (private communication) (6) Willingale et al. (2003).
Component Mgas/M ni/ cm−3 ne/ cm−3 Ti/K Te/K Ion Ref.
Preshock 3 100 100 100 100 O (1),(2),(3)
Clumped 0.59 480 480 104 104 O (4),(5)
Diffuse 1.68 7.8 61 7.05× 108 5.22× 106 O (6)
Blastwave 8.32 14.3 16 3.98× 108 3.79× 107 H (6)
In addition to the gas, dust in Cas A is also heated by the ambient radiation field.
De Looze et al. (2017) fitted the Cas A synchrotron emission with a single power law
- while appropriate for the radio and IR wavelengths considered there, extrapolating to
the UV and X-ray regions important for dust heating may not be valid. We find that
a power law with an exponential cutoff, of the form νFν ∝ ν0.2 exp(−(ν/ν0)−0.4) with
ν0 = 900 eV, provides a good fit to the radio and X-ray data from Wang and Li (2016),
similar to theoretical predictions from Zirakashvili and Aharonian (2007). We determined
the radiation field strength using a distance of 3.4 kpc from Reed et al. (1995), assuming the
dust is located 1 pc from the source - the synchrotron radiation field is actually generated
by the shock and so does not have a single source, but for an SNR radius of 1.7 pc (Reed
et al. 1995) we consider 1 pc to be an acceptable ‘average’ distance, and explore the
sensitivity of our results to the assumed intensity.
Given the oxygen-rich nature of the SNR, the dust in Cas A is expected to be primarily
composed of silicates. Rho et al. (2008) and Arendt et al. (2014) found magnesium sili-
cates of various compositions could reproduce a strong 21µm feature in the Spitzer dust
emission spectra, although Al2O3, carbon grains and other species were also suggested to
be present. We use optical constants for magnesium and magnesium-iron silicates with
varying elemental ratios (Jaeger et al. 1994; Dorschner et al. 1995; Ja¨ger et al. 2003), which
span the range 0.2− 500µm. As these do not extend into the shorter-wavelength regions
important for dust heating, we use the optical constants for astronomical silicates from
Laor and Draine (1993) for 0.001 − 0.2µm for all silicate species, interpolating between
the two data sets to avoid discontinuities, and we extrapolate the experimental data up to
1000µm. We also investigated carbon grains, using optical constants for the ACAR and
BE samples from Zubko et al. (1996), extended to 0.0003µm with data from Uspenskii
et al. (2006), as described by Owen and Barlow (2015). We assume mass densities of 2.5
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Table 6.2: Dust species and their adopted densities ρg, sublimation temperatures Tsub and
references for the optical constants. References are (1) Dorschner et al. (1995) (2) Ja¨ger
et al. (2003) (3) Laor and Draine (1993) (4) Zubko et al. (1996) (5) Uspenskii et al. (2006).
Dust species ρg/g cm
−3 Tsub/ K n-k
MgSiO3 2.5 1500 (1),(3)
Mg0.4Fe0.6SiO3 2.5 1500 (1),(3)
Mg0.7SiO2.7 2.5 1500 (2),(3)
Mg2.4SiO4.4 2.5 1500 (2),(3)
Am. carbon ACAR 1.6 2500 (4),(5)
Am. carbon BE 1.6 2500 (4),(5)
and 1.6 g cm−3 for silicate and carbon grains respectively, following De Looze et al. (2017),
and sublimation temperatures of 1500 and 2500 K, although our results are not sensitive
to the choice of this parameter. Dust properties used are summarised in Table 6.2.
We initially assume an MRN size distribution (Mathis et al. 1977), with amin =
0.005µm, amax = 0.25µm and a power law size distribution with
dn
da ∝ a−3.5, and calculate
the SED per grain (averaged over size and temperature distributions) for each of the four
components using dinamo (Chapter 5). As we do not consider dust self-absorption or
other optically thick effects, the SEDs can be scaled to find the emission from an arbitrary
number of grains, which can then be converted to a dust mass using the size distribution
and grain density. Our observational data are the supernova dust fluxes reported by De
Looze et al. (2017) for G = 0.6G0, following the removal of line, synchrotron and ISM fore-
ground emission, listed in Table 6.3. To fit the observed emission from Cas A, we run grids
of models, with the number of dust grains in each component the four free parameters,
convolve the resulting SEDs with the filter profiles for each instrument and calculate the
χ2 values for the models. Following De Looze et al. (2017), we do not include the IRAC
8µm and WISE 12µm points in our χ2 calculations, as at these wavelengths the flux has
significant contributions from ISM PAH features. The degree to which these features are
accounted for by the THEMIS dust model is unknown, and as such including these points
would potentially bias our results.
6.4 Results
Figure 6.3 shows our best-fit model SED for MgSiO3 grains, with optical data from
Dorschner et al. (1995). The reduced χ2 value, excluding the 8µm and 12µm points,
is 1.66. The model requires dust masses of 0.60, 0.065, 6 × 10−5 and 0.0018 M for
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Table 6.3: Cas A SNR dust fluxes and uncertainties from De Looze et al. (2017), for an
ISM radiation field strength G = 0.6G0.
λ/µm Fν/Jy
8 0.2± 0.1
12 3.4± 0.3
17 63.3± 6.0
22 202.0± 19.3
24 153.4± 15.0
32 168.5± 17.3
70 149.5± 20.1
100 125.8± 19.9
160 69.9± 12.0
250 27.3± 4.8
350 10.9± 1.9
500 2.6± 0.5
850 0.4± 0.1
the preshock, clump, diffuse and blastwave regions respectively, for a total dust mass of
0.67 M, comparable to the value of 0.5 ± 0.1 M found by De Looze et al. (2017) for
the same dust species. The De Looze et al. (2017) ‘hot’ dust component has a similar
mass to the combined blastwave and diffuse components in our model, while their ‘warm’
component has ∼ 10× less mass than our clumped dust. Our SED predicts more emission
at 8 and 12µm than the reported SNR fluxes from De Looze et al. (2017) - however, we
note that our predicted SED in this region appears similar to the ‘21µm peak’ IRS spectra
of Cas A from Rho et al. (2008), reproducing the broad feature at ∼ 10µm.
Table 6.4 lists the best-fit dust masses and reduced χ2 values for each of the dust
species listed in Table 6.2. Table 6.5 lists the gas-to-dust mass ratios for each component,
assuming the gas masses listed in Table 6.1. The total dust masses for the four silicate
species are similar, with the exception of Mg0.7SiO2.7, which required ∼ 3× as much mass.
This species was also found to require a significantly larger dust mass than other silicates
by De Looze et al. (2017), although their value of 21.4 M is much higher than ours, as
they found a best-fit temperature of 21 K whereas even the largest dust grains are heated
to ∼ 30 K in our model, thus requiring less mass to produce the same flux. The Mg0.7SiO2.7
SED is also a noticeably worse fit to the observations than the other models. Figure 6.4
shows its best fit SED - the slope at long wavelengths is inconsistent with that observed,
and the dip in flux beyond the ∼ 20µm peak is too severe. Figure 6.5 shows the best
fit SED for Mg0.4Fe0.6SiO3, the composition which gives the lowest χ
2 value of those we
consider.
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Figure 6.3: Best-fit total dust SED (black solid line) to the G = 0.6G0 SNR dust fluxes
from De Looze et al. (2017) (black crosses) for MgSiO3 grains with an MRN size dis-
tribution, and the model fluxes (red crosses). The SEDs from each dust component as
defined in Table 6.1 are shown as dashed lines (preshock: blue, clump: red, diffuse: green,
blastwave: purple).
The two carbon species considered show similar behaviour, with lower dust masses
than the silicates, almost all of which is contained in the clump component, rather than in
the preshock component as with the silicates. Our dust masses are somewhat lower than
the results for carbon grains from De Looze et al. (2017), again due to our models having
higher grain temperatures than their ‘cold’ comopnent, which contains most of the mass.
Figure 6.6 shows the best-fit SED for the ACAR grains. While the model provides an
acceptable fit to the > 20µm data, the SED at shorter wavelengths is drastically different
to the IRS spectra from Rho et al. (2008), and the predicted flux at 12µm is higher than
that observed, before the subtraction of line, synchrotron and ISM contributions. Carbon
grains also fail to reproduce the 21µm feature.
The three grain species that produce good fits to the observed fluxes predict similar
dust masses for each gas component, with the majority in the preshock region and a smaller
amount in the clumps. The fitted dust masses in the two X-ray emitting components are
insignificant in terms of the total dust mass but are essential for reproducing the short
wavelength data. The best-fit models all predict most of this high-temperature dust to be
in the blast wave component. However, given the similarity of the blast wave and diffuse
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Table 6.4: Best-fit model dust masses for each component, total dust masses and reduced
χ2 values for different grain species.
Mdust/M
Species Preshock Clump Diffuse Blastwave Total χ2
MgSiO3 0.60 0.065 6× 10−5 0.0018 0.67 1.66
Mg0.4Fe0.6SiO3 0.48 0.10 1.5× 10−4 0.0018 0.58 0.92
Mg0.7SiO2.7 1.83 0.071 1.0× 10−4 0.0011 1.90 4.58
Mg2.4SiO4.4 0.56 0.11 6× 10−5 0.0018 0.67 1.32
Am. carbon ACAR 0.0033 0.12 6× 10−5 0.0019 0.13 2.39
Am. carbon BE 0.002 0.19 0.0 0.0019 0.19 2.07
Table 6.5: Best-fit model gas-to-dust mass ratios for each component for different grain
species.
Species Preshock Clump Diffuse Blastwave
MgSiO3 5.0 9.1 28000 4622
Mg0.4Fe0.6SiO3 6.3 5.9 11200 4622
Mg0.7SiO2.7 1.6 8.3 16800 7564
Mg2.4SiO4.4 5.3 5.4 28000 4622
Am. carbon ACAR 909 4.9 28000 4379
Am. carbon BE 1500 3.1 - 4379
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Figure 6.4: Best-fit total dust SED (black solid line) to the G = 0.6G0 SNR dust fluxes
from De Looze et al. (2017) (black crosses) for Mg0.7SiO2.7 grains with an MRN size
distribution, and the model fluxes (red crosses). The SEDs from each dust component as
defined in Table 6.1 are shown as dashed lines (preshock: blue, clump: red, diffuse: green,
blastwave: purple).
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Figure 6.5: Best-fit total dust SED (black solid line) to the G = 0.6G0 SNR dust fluxes
from De Looze et al. (2017) (black crosses) for Mg0.4Fe0.6SiO3 grains with an MRN size
distribution, and the model fluxes (red crosses). The SEDs from each dust component as
defined in Table 6.1 are shown as dashed lines (preshock: blue, clump: red, diffuse: green,
blastwave: purple).
dust SEDs there is a large amount of degeneracy between them. Figure 6.7 shows an SED
fit for only the three ejecta components. While the χ2 is worse than for models with all
four components, the fit is still acceptable, with the diffuse dust mass comparable to the
values found for the blast wave component in Table 6.4. The total dust mass is close to the
four-component fit value, although the fraction of dust in the clumps is larger. It is also
clear from the figure that the preshock and clump dust SEDs are somewhat degenerate
as well - however, the additional emission from the clump dust SED at < 100µm means
that models with more dust in the unshocked ejecta provide better fits.
While the temperatures and densities of the matter in the two X-ray emitting compo-
nents have been derived from observations (Willingale et al. 2003), the two cooler com-
ponents, which contain most of the dust mass, have more uncertain properties. The gas
temperatures are fairly well constrained, while Smith et al. (2009) found an upper limit of
ne . 100 cm−3 for the preshock ejecta, but the reported densities for the clump material
range up to 105 cm−3, far higher than our model value of 480 cm−3. Both dust components
are primarily heated by the synchrotron radiation field, which we obtained by interpolat-
ing between radio and X-ray measurements and assuming a mean distance of 1 pc from
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Figure 6.6: Best-fit total dust SED (black solid line) to the G = 0.6G0 SNR dust fluxes
from De Looze et al. (2017) (black crosses) for ACAR grains with an MRN size distribution,
and the model fluxes (red crosses). The SEDs from each dust component as defined in
Table 6.1 are shown as dashed lines (preshock: blue, clump: red, diffuse: green, blastwave:
purple).
the synchrotron radiation source in the blastwave - the actual radiation field could differ
in both strength and spectral shape. We have also assumed an MRN size distribution for
all dust components, which may not be justified given the expected growth of grains in
the preshock component and the processing of grains in the reverse shock.
To investigate the sensitivity of our results to the synchrotron radiation field, probably
the least certain of our model inputs, we increased its strength by a factor of 10 for all
components. Figure 6.8 shows the best fit SED for MgSiO3 grains. The required dust
masses in the preshock and clump components are reduced to ∼ 0.1 M, while the diffuse
and blast wave components, which are heated by particle collisions, are less affected. The
model is a poor fit, in particular to the long-wavelength data, where it predicts significantly
less flux than observed. We find that this can be remedied by changing the size distribution
in the unshocked component to grains only between radii of 0.1−1.0µm. This is shown in
Figure 6.9 - the dust mass is still lower than models with the original choice of radiation
field, but only by about a third, and the proportion in the preshock component is even
higher.
The effects of electron and ion collisional heating for the preshock dust are negligible,
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Figure 6.7: Best-fit total dust SED (black solid line) to the G = 0.6G0 SNR dust fluxes
from De Looze et al. (2017) (black crosses) for MgSiO3 grains with an MRN size dis-
tribution, and the model fluxes (red crosses), using only the three ejecta components.
The SEDs from each dust component as defined in Table 6.1 are shown as dashed lines
(preshock: blue, clump: red, diffuse: green).
while for an electron density of 480 cm−3 in the clump component they contribute only
a small fraction of the total heating. Increasing the density to 104 cm−3 reverses the
situation, with electron collisions dominating the heating rate, and the predicted SED
shifts towards shorter wavelengths. However, the effect on the derived dust masses is
minor - the clump dust mass falls by a factor of ∼ 3, and the other three components are
reduced by smaller amounts, but the total dust mass is still > 0.5 M. Similarly, we find
that varying the exponent in the grain size distribution power law between 2 − 4, or the
values of amin and amax between 0.001−1.0µm, does not significantly affect the dust mass
required for models which fit the observations well. Regardless of the choice of parameters,
the observed SED requires a population of cold (∼ 20 − 30 K) dust grains to fit the long
wavelength data, and hot (≥ 100 K) grains for the 17−32µm fluxes. The roughly constant
flux between 20 and 100µm constrains the number of intermediate temperature grains,
meaning that the long wavelength flux must be produced by cold grains, thus effectively
requiring a mass of > 0.1 M regardless of the assumed dust and gas properties.
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Figure 6.8: Best-fit total dust SED (black solid line) to the G = 0.6G0 SNR dust fluxes
from De Looze et al. (2017) (black crosses) for MgSiO3 grains with an MRN size distri-
bution, and the model fluxes (red crosses) with the radiation field strength increased by
a factor of 10. The SEDs from each dust component as defined in Table 6.1 are shown as
dashed lines (preshock: blue, clump: red, diffuse: green, blastwave: purple).
6.5 Discussion
6.5.1 Comparison with previous results
Our total dust masses are comparable to those found by De Looze et al. (2017) - given
that we use their best-fit SNR dust fluxes as input, this is unsurprising. Although not
directly equivalent, their ‘cold’ dust component corresponds to the flux produced by our
preshock and clump components, while their ‘warm’ and ‘hot’ dust corresponds to the two
X-ray emitting components. The required dust masses are greater than previous studies
of the infrared emission have found for Cas A (Rho et al. 2008; Barlow et al. 2010; Arendt
et al. 2014), generally . 0.1 M - as discussed by De Looze et al. (2017), this is due to
the inclusion of better defined long wavelength data, allowing the cold dust contribution
to be better determined. Modelling of Cas A integrated emission line profiles by Bevan
et al. (2017) found a dust mass of ∼ 1 M, comparable to our values.
As well as the total dust mass, our preferred dust compositions are also similar to those
found by De Looze et al. (2017), with various magnesium-containing silicates (with the
exception of Mg0.7SiO2.7) all proving acceptable. While De Looze et al. (2017) suggested
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Figure 6.9: Best-fit total dust SED (black solid line) to the G = 0.6G0 SNR dust fluxes
from De Looze et al. (2017) (black crosses) for MgSiO3 grains, and the model fluxes
(red crosses) with the radiation field strength increased by a factor of 10. The preshock
component MRN-like grain radius distribution is between 0.1 and 1.0µm. The SEDs from
each dust component as defined in Table 6.1 are shown as dashed lines (preshock: blue,
clump: red, diffuse: green, blastwave: purple).
some carbon dust could also be present, we find that even a small (∼ 10−3 M) mass
of carbon dust in the X-ray emitting gas predicts near-infrared fluxes in conflict with
observations, although larger dust masses could be present in the cooler regions. Bevan
et al. (2017) found that mixtures of carbon and silicate grains can explain line-profile
asymmetries in Cas A, but increasing the proportion of silicates required increasingly
large dust masses, up to unreasonably high values (6.5 M for 90% silicates). Since the
unshocked ejecta would be responsible for the majority of the line asymmetry, this is not
necessarily in conflict with our results, although the lack of carbon in the shocked ejecta
would require explanation if it makes up a significant fraction of the unshocked ejecta.
Multiple dust species have been used by Rho et al. (2008) and Arendt et al. (2014) to fit
the mid-infrared spectrum, which we discuss further in the next section, but some form of
magnesium silicate was required by both those studies.
Theoretical studies of the formation of dust in the specific case of Cas A have led to
differing results. Nozawa et al. (2010) predicted a total dust mass of 0.167 M with roughly
equal quantities of carbon and magnesium silicates, and smaller contributions from other
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species. Bocchio et al. (2016) predicted an even higher dust mass of 0.92 M, about half of
which is in silicates and a smaller fraction in carbon, while Biscaro and Cherchneff (2016)
predicted only ∼ 10−2 M with the main dust component being Al2O3. Of these studies
only that of Bocchio et al. (2016) is consistent with our results - the others predict dust
masses both significantly smaller than our required values, and of different composition.
While we did not investigate Al2O3, De Looze et al. (2017) found that the required mass
of aluminium for this composition significantly exceeded that expected from calculations
of the nucleosynthetic yields by Woosley and Weaver (1995).
6.5.2 The mid-infrared spectrum
Rho et al. (2008) and Arendt et al. (2014) both used Spitzer IRS 5− 30µm spectra of Cas
A, in addition to longer-wavelength photometric data extending to 160µm, to investigate
the dust composition in different regions of the SNR. Rho et al. (2008) categorized the
spectra based on the strength of the 21µm peak compared to the continuum, whereas
Arendt et al. (2014) defined various regions of the remnant characterised by particular
dominant emission features (line or continuum), and treated the dust emission from these
regions as separate populations. Rho et al. (2008) found 0.02− 0.05 M of dust, with the
dominant materials being carbon and simple iron and silicate species (e.g. FeO, SiO2),
although also requiring some form of magnesium silicate and Al2O3. Arendt et al. (2014)
found ∼ 0.04 M of dust which could mostly be fit by a combination of magnesium silicates
and some additional featureless dust component (carbon, Al2O3 or Fe/FeS/Fe3O4), plus
an additional featureless dust component of . 0.1 M associated with the [Si II] emission,
which they could not constrain the composition of but associated with the unshocked
ejecta.
Both studies found dust masses lower than our values by an order of magnitude -
this is again due to the additional long wavelength fluxes used, where the majority of the
dust emits. Arendt et al. (2014) did include Herschel PACS fluxes to constrain the dust
masses, in particular the [Si II] component, from which they determined an upper limit
of 0.1 M of unshocked dust, well below our values of ∼ 0.5 M. However, in determining
the ISM dust contribution at 160µm they assumed a scaled version of the SPIRE 250µm
map, whereas De Looze et al. (2017) find a substantial SNR contribution to the 250µm
flux. Their SNR 160µm flux, and the derived dust mass, are therefore lower than the
values from De Looze et al. (2017) which take into account ISM and SNR dust emission
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simultaneously.
Although there are variations from position to position, the main features of the mid-
IR spectra are two emission peaks of varying strength at ∼ 10µm and 21µm, and an
underlying continuum which rises to 21µm and stays roughly constant or falls to longer
wavelengths. While Rho et al. (2008) and Arendt et al. (2014) used various combinations of
dust species and temperature components to fit this behaviour, our model SEDs reproduce
this naturally using single silicate species - the two peaks and the rising part of the
continuum are produced by grains in the high temperature X-ray emitting parts of the
ejecta, while dust in the cooler regions produces an increasing fraction of the flux towards
longer wavelengths, preventing the decline found with single-temperature ∼ 100 K SEDs.
Some spectra (‘featureless’ in Rho et al. (2008), ‘[Ne II]’ in Arendt et al. (2014)) required
an additional dust component at ∼ 10 K to explain featureless emission, possibly carbon
or Al2O3, but we find that the observations are consistent with magnesium silicate grains
making up the majority of the dust present in the SNR.
Our best-fit magnesium silicate models all underpredict the flux at 21µm, with the
exception of Mg0.7SiO2.7, which otherwise provides a poor fit. The shape of our predicted
SED in this region also clearly differs from many of the individual IRS spectra (‘21µm peak
dust’ in Rho et al. (2008)), suggesting that some additional component may be contributing
at this wavelength. Arendt et al. (2014) attribute this component to Mg0.7SiO2.7, while
Rho et al. (2008) adopt a combination of FeO and SiO2. Including an additional dust
component from one of these species, assuming FeO and SiO2 can be treated as silicates
and using the diffuse X-ray emitting gas properties, we find that this 21µm excess can
be reproduced with the addition of ∼ 5 × 10−4 M of dust. FeO and Mg0.7SiO2.7 both
produce similar SEDs, while SiO2 produces an additional sharp peak at ∼ 12µm, similar
to that seen in some of the IRS spectra (e.g. Figure 3 of Rho et al. (2008)) and not
produced by other silicate species.
6.5.3 Gas-to-dust mass ratios
For the three dust species considered that produce acceptable fits to the observed SED
(MgSiO3, Mg0.4Fe0.6SiO3 and Mg2.4SiO4.4), we find similar dust masses in each of the four
components - ∼ 0.5−0.6 M in the preshock ejecta, ∼ 0.1 M in the clumps, and 10−4/2×
10−3 M in the X-ray emitting reverse shock/blast wave gas. Taking the gas masses of
these components as 3.0 (Arias et al. 2018), 0.59 (M. J. Barlow, private communication),
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and 1.68 and 8.32 M (both from Willingale et al. (2003)) respectively, this gives gas-to-
dust mass ratios of 5.0, 5.9, 16800 and 4160, compared to a typical Galactic ISM value
of ∼ 150 Draine (2011). The gas mass of 3 M obtained by Arias et al. (2018) for the
preshock component was noted by those authors to be higher than expected by many
models of the emission from the shocked gas for the Cas A SNR, and could be lower if the
unshocked ejecta gas has a lower temperature than assumed, or has a clumpy structure.
Raymond et al. (2018) found a temperature of ∼ 100 K for this component, the same
value used to derive the 3 M dust mass, but the level of clumping is still uncertain. The
gas-to-dust ratio for this component is therefore an upper limit (assuming our dust mass
is accurate), while for the other components the gas masses are better defined.
The ejecta gas-to-dust ratios are ∼ 20× lower than in the ISM, implying that a sig-
nificant fraction of the metals are condensed into dust grains (0.2, assuming all the ejecta
mass is condensible material). Nozawa et al. (2010) found a condensation efficiency of 0.13
in their model of dust formation in Cas A, although they predicted a lower dust mass than
our models require, and also predicted that the main dust component is carbon, which we
rule out. The higher-than-ISM gas-to-dust mass ratios in the two diffuse shocked com-
ponents are consistent with significant dust destruction by both the forward and reverse
shocks. Even if the blastwave dust mass is attributed instead to the reverse shock (which
is possible, due to the degeneracy between the two components), the gas-to-dust ratio
would be 800, implying that < 1% of the original dust mass has survived. The surviving
dust mass in the Cas A model of Bocchio et al. (2016) is ∼ 1% of the initial mass.
Conversely, we find that the gas-to-dust ratio in the clumps is very similar to that in
the the preshock ejecta, suggesting that dust within the clumps has been protected from
destruction by the reverse shock. Biscaro and Cherchneff (2016) predicted a surviving
dust mass fraction of 6− 11% for clumps in the Cas A SNR, while Micelotta et al. (2016)
predicted a surviving fraction of 11.8% for silicate grains, lower than our implied value
even for conservative estimates of the unshocked ejecta gas mass. These models include
sputtering of dust grains expelled from the clumps into the inter-clump medium - the value
accounting for sputtering within the clumps from Biscaro and Cherchneff (2016), before
injection into the inter-clump medium, is 28− 58%, which is consistent with our results if
the unshocked ejecta gas mass were ∼ 2 M.
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6.6 Conclusions
We have modelled the emission from dust grains subjected to the physical conditions
present in the Cas A SNR, using the new code DINAMO, and used the SNR dust fluxes
from De Looze et al. (2017) to constrain both the mass of dust present, and its distribution
between various componets of the remnant. We find dust masses of ∼ 0.6 − 0.7 M
depending on the silicate composition, with the majority being located in the unshocked
ejecta and only a small fraction present in the hot X-ray emitting gas. The gas-to-dust
ratio in the shocked clumpy ejecta is similar to that in the unshocked region, while in
the diffuse components it is significantly higher. This is consistent with dust grains being
efficiently sputtered at high temperatures, whereas in the ejecta clumps which have passed
through the reverse shock, the dust is apparently protected from destruction. Magnesium
silicate grains, with possible iron inclusions, are found to reproduce almost all of the
observed Cas A dust spectrum, with a relatively minor amount of another species (FeO,
SiO2 or Mg0.7SiO2.7) required to reproduce the 21µm emission peak. While carbon grains
may be present, they cannot make up a large fraction of the total dust mass (< 25%). The
total dust mass in Cas A is consistent with CCSNe being significant contributors to the
dust in high-redshift galaxies, particularly if much of it is present in clumps which survive
the passage of the reverse shock without disruption.
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Chapter 7
Conclusions
In this thesis, numerical models of stellar remnants have been used to predict the values of
various observational properties, primarily the emission strength of atomic and molecular
lines and the dust continuum. These results have been compared to observed values, and
used to constrain various physical properties of the models.
In Chapter 3, a combination of photoionization and photodissociation region codes was
used to model the molecular emission from dense knots in planetary nebulae, with varying
central star properties and gas densities. With the inclusion of the ionizing UV flux, usually
neglected in PDR studies, the observed surface brightnesses of H2, OH
+ and CO were well
reproduced. The detection of OH+ emission only from PNe with central star temperatures
> 100 kK was explained as being due to the higher ionizing flux from these stars creating
larger ionized regions in the knots, where the OH+ emission originates. Some PNe have H2
surface brightnesses above that predicted by any of the models, suggesting an additional
source of gas heating may be present. The non-detection of ArH+ in any PN was consistent
with the model predictions - however, HeH+ line surface brightnesses were above detection
thresholds, despite their non-detection. This suggests the HeH+ reaction network may
be incorrect - the models did not include photodissociation of this molecule, which would
reduce the abundance and therefore the predicted emission strength. This chapter focused
on the five molecules mentioned above, but observations of PNe have detected many other
molecular species, which could also be used to constrain the models. The additional
heating mechanism introduced to explain the highest H2 surface brightnesses could also be
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investigated further - the CO line strength is affected much more than the OH+ emission,
potentially allowing for an observational test of various scenarios, particularly with the
addition of other species.
In Chapter 4, the method in Chapter 3 was applied to the Crab Nebula, a supernova
remnant in which ArH+ was detected for the first time in an astrophysical environment.
The cosmic ray ionization rate, representing the flux of charged particles from the pulsar
wind nebula, and the gas density were varied and the resulting line surface brightnesses
compared to the Herschel SPIRE FTS observations. Cosmic ray ionization rates ≥ 106
times the standard interstellar value were required to reproduce the observed line strengths
and the non-detection of [C I] emission. Models consistent with the SPIRE FTS data
predict [O I] and [C II] surface brightnesses in excess and H2 emission below that of
the observed values - accounting for the effects of beam size, it is possible to predict all
emission lines successfully using cloud properties (visual extinction and size) similar to
those of the observed dust globules in the Crab, suggesting that these are also the source
of the molecular emission. Shock heating, previously suggested as the source of the H2
emission, is ruled out due to its prediction of significant [C I] line surface brightnesses.
The models suggest that the molecular-emitting gas can also contribute substantially to
lines which have previously been modelled as resulting from the photoionized gas (i.e. the
[C I] 9825+9850 A˚ lines). Combined modelling of both components in order to disentangle
their emission would allow a more accurate determination of the elemental abundances in
the Crab Nebula, important for stellar nucleosynthesis models.
In Chapter 6, the dust emission from the Cassiopeia A supernova remnant was modelled
assuming four main gas components in which dust is heated by both radiation and particle
collisions, with the properties based on observations. The dust masses in each component
were fit to match the observed SED from 17− 850µm. The required dust masses confirm
previous results, with ∼ 0.6 M of silicate dust primarily in the unshocked ejecta providing
the best fit. Carbon grains, and silicates with low Mg ratios, were ruled out as major
constituents of the dust mass. Comparison with near-infrared spectra of the remnant
showed that while single silicate species could fit most features, the emission peak at 21µm
requires ∼ 10−4 M of some other composition in the X-ray emitting gas. FeO, SiO2 and
Mg0.7SiO2.7 could all reproduce this feature, with SiO2 additionally contributing to peaks
at shorter wavelengths seen in some of the spectra. Using estimates for the gas masses
in each component, the gas-to-dust ratios were calculated, showing a high condensation
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efficiency in the ejecta, significant dust destruction in the diffuse shocked components and
that clumped dust is protected against destruction by the reverse shock. This analysis
was carried out on the global SED for the SNR - emission maps of the remnant are also
available, which would allow the location of the various components to be compared to
optical and X-ray observations. The variation of the SED with location, particularly in
the near-infrared, could also be used to better constrain the dust species present in the
remnant, particularly in regions which do not show obvious silicate features. The method
used could be applied to other supernova remnants for which sufficient data is available,
for example the Crab Nebula and the remnant of SN1987A.
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Appendix A
Prestellar cores
The work presented in this chapter is based on the paper Priestley et al. (2018) with S.
Viti and D. A. Williams.
A.1 Introduction
Low-mass stars are formed from dense (& 104 cm−3), cold (∼ 10 K) regions in molecular
clouds (Myers and Benson 1983; Myers 1983) - the masses of cores within molecular clouds
follow a simlar distribution to the stellar initial mass function (Motte et al. 1998), and
young low-mass stars are frequently found in association with dense cores (Cohen and
Kuhi 1979). Observations of molecular line and dust continuum emission can be used to
determine the density and velocity structure of cores, providing information on whether,
and how, the core is collapsing. Relating the observed emission to the gas density requires
a conversion factor, introducing systematic uncertainties to the result. Combined with
observational uncertainties, the derived density structures of prestellar cores are unable to
conclusively differentiate between various proposed modes of collapse, particularly as the
structures predicted by hydrodynamical simulations are often qualitatively similar (e.g.
Foster and Chevalier 1993; Fiedler and Mouschovias 1993; Tomisaka 1995).
The timescales of chemical reactions in prestellar cores (t−1chem = kn(Y) for the destruc-
tion of species X in a two-body reaction with species Y, where k is the reaction rate and
n(Y) is the number density of Y) are comparable to the timescale of gravitational collapse
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(tff =
√
3pi
32Gρ where ρ is the mass density and G the gravitational constant). As such,
collapsing prestellar cores are not in chemical equilibrium, and the molecular abundances
can be affected by the details of the collapse. Simulations of the chemical evolution of
collapsing cores (Rawlings et al. 1992; Bergin and Langer 1997; Aikawa et al. 2001) have
found that some molecules do show variations in abundance depending on the assumed
hydrodynamical model, providing an alternative observational test of theoretical models
of star formation. Due to the computational expense of coupling large chemical networks
with hydrodynamical codes, especially with the inclusion of magnetic fields, one side of the
problem is often simplified. Rawlings et al. (1992) and Aikawa et al. (2001) both used ana-
lytical expressions for the evolution of the gas density, from Shu (1977) and Larson (1969)
respectively, which are not necessarily representative of realistic collapse (Hunter 1977).
Aikawa et al. (2005) treated both the hydrodynamics and the chemistry self-consistently
for one-dimensional collapse, while Hincelin et al. (2016) followed the chemical evolution
of a full three-dimensional magnetohydrodynamical (MHD) simulation. Inclusion of non-
ideal MHD effects such as ambipolar diffusion has been studied under one- (Li et al. 2002)
and two-dimensional (Tassis et al. 2012) simplifications.
In this chapter we propose a different approach: we parametrize the results of hydro-
dynamical simulations of collapsing prestellar cores to describe how the density behaves as
a function of radius and time for different models, and incorporate these parametrizations
into a gas-grain time dependent chemical model. Although less accurate than a simulta-
neous solution of both the hydrodynamics and chemistry, this approach removes the need
for simplifications in either area, while also being much less computationally expensive,
and so enabling the exploration of larger regions of parameter space than has so far been
feasible.
This chapter is laid out as follows: in Section A.2, we describe our parametrizations
of hydrodynamical simulations, and we discuss the chemical model into which we incor-
porate them; in Section A.3 we present the results of our grid of models, showing how
the abundances of key molecules are affected; in Section A.4 we investigate whether the
inclusion of ambipolar diffusion affects star formation timescales; we briefly discuss our
findings and conclude in Section A.5. In Appendix B we list the functions used in our
parametrization of the numerical simulations.
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A.2 Methodology
A.2.1 Parametrization of numerical simulations
Empirical models were developed to reproduce the results from four numerical simulations
of collapsing prestellar cores: Aikawa et al. (2005) used a BE sphere as the initial config-
uration, with the density increased by a factor of either 1.1 (model BES1) or 4 (BES4)
to take the core out of equilibrium and instigate collapse; Nakamura et al. (1995) studied
the collapse of a magnetically supported filament when a density perturbation is applied
(MS); and Fiedler and Mouschovias (1993) followed the evolution of a core as magnetic
support is removed through ambipolar diffusion (AD).
Each of these studies produced the density profile (number density for BES1, BES4
and AD, mass density for MS) of the core as a function of time during the collapse. We
extracted data from published plots of the density profiles at different times, as shown in
Figure A.1 with data from Aikawa et al. (2005) as an example.
For each density profile, a function, depending on position in the core, reproducing
its shape was found. In the two models including magnetic effects (MS and AD), density
profiles were given for both the radial (z = 0) and z axes. Only the density profile in
the radial direction was considered, as the core rapidly collapses into a thin disc so that
structure along the z-axis is less significant. For the BES1, BES4 and AD models, a
function of the form
n(r) =
n0
1 + ( rr0 )
a
(A.1)
with n0, r0 and a free parameters determining the central density, the width of the central
density peak, and the slope of the profile, provided a good fit to the simulation density
profiles. Tafalla et al. (2002) used Eq. A.1 to fit the observed density profiles of prestellar
cores. For the MS model, the radial profiles could not be approximated by Eq. A.1. The
equilibrium density (in this case mass, rather than number, density) of the filament is
given by an equation of the form
ρ(r) = ρ0
(
1 +
(
r
r0
)2)−a
(A.2)
which was adapted to reproduce the data by changing the outer exponent a, so that the
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slope at large r is the same as in the simulated data.
The values of the free parameters were chosen to approximate the density profiles at
each time point given. Figure A.1 shows the result for the Aikawa et al. (2005) data.
For each parameter, the time evolution was also approximated by a similar method. For
example, the central density parameter’s time evolution was found to be well reproduced
by
log n0(t) = A(t0 − t)a +B (A.3)
for all simulations, where t0 is the simulation’s duration. a was chosen such that log n0
is approximately linear with (t0 − t)a, and the coefficients A and B can then by found by
linear regression. Figure A.2 shows the variation of the central density parameter, n0, with
time for the data from Aikawa et al. (2005), along with the resulting approximation to the
time dependence of this parameter. Once all the parameters have been approximated in
this way, the density can be calculated as a function of time and space, shown in Figure A.3
compared with the original data. Figures A.4, A.5 and A.6 show the corresponding density
profile approximations for the BES4, MS and AD collapses respectively. The equations
used to approximate the time dependence of the density profiles are given in Appendix
B. The maximum discrepancies between the simulations and approximated densities are
34%, 240%, 66% and 53% for the BES1, BES4, MS and AD cases respectively, while the
average discrepancies are 10%, 26%, 16% and 16%. The large (> 100%) errors in the
BES4 approximation occur only at late times and large radii - otherwise the agreement
with the data is at a similar level to the other collapses.
Our approximations give the time evolution of the density at a given radius. However,
during collapse the individual parcels of gas do not remain at a constant radius, but move
inwards, leading to a different density evolution than for fixed r. For the BES1 and BES4
models, we determine the new radius of a parcel at each time step by calculating the
mass interior to its initial radius at t = 0, M(< r0), and finding the radius at the given
time which encloses the same mass. The MS and AD approximations are not spherically
symmetric, so this approach would require knowledge of the density at each point. Instead,
we use the same methods as for the density to approximate the radial velocity profiles,
and use these to calculate the new parcel radius at each timestep. The gas density versus
time, for parcels of differing initial radii, in the BES1 collapse is shown in Figure A.7.
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Figure A.1: Density profiles taken from Aikawa et al. (2005) (solid lines), with the ap-
proximate profiles calculated using Eq. A.1 (dashed lines). The labels indicate the time
since collapse in 106 yr.
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Figure A.2: Central density n0 against t for the approximations to the Aikawa et al. (2005)
data (solid), with the approximate fit to the time evolution (dashed).
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Figure A.3: As Figure A.1, but with the parameters for Eq. A.1 calculated as a function
of time.
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Figure A.4: As Figure A.3, for the BES4 collapse
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Figure A.5: As Figure A.3, for the MS collapse
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Figure A.6: As Figure A.3, for the AD collapse
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Figure A.7: Parcel density versus time for the BES1 collapse, for different initial parcel
radii.
A.2.2 Chemical modelling
The four density approximations were used as input for the chemical code UCLCHEM.
The code is described in Viti et al. (2004) and references therein. This code has since been
made public (https://uclchem.github.io/) and is fully explained in Holdship et al. (2017).
Here we briefly summarize its characteristics: UCLCHEM is a time dependent gas-grain
chemical model that calculates the abundances of atoms and molecules in the gas and dust
in the interstellar medium as a function of time under chemical and physical conditions
set by the user. The original version of the code uses free-fall collapse to determine the
density from the diffuse state to the final density of the gas where the star is born. Initial
atomic elemental abundances are provided to UCLCHEM which then self-consistently
calculates gas-phase chemistry, as well as sticking on to dust particles with subsequent
surface processing. For the reaction network we used the UMIST 2012 network (McElroy
et al. 2013), and freeze-out and grain surface reactions as described in Holdship et al.
(2017). The interaction between the density approximations and UCLCHEM is shown
as a flowchart in Figure A.8.
We chemically model our four parameterisations of numerical simulations: the collapse
of an unstable (BES1) or highly unstable (BES4) Bonnor-Ebert sphere, collapse against
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Analytical model:
Input: t, r
Output: n
UCLCHEM:
Input: n, Y(t-1), t-1, t
Output: Y(t), t+1
n
t+1
Figure A.8: Flowchart showing the interaction between the density approximations and
the chemical solver in UCLCHEM. r is the initial particle radius, n is the gas density, t is
the current timestep, t− 1 and t+ 1 the preceding and following timesteps and Y (t) the
molecular abundances at time t.
magnetic support (MS) and collapse resulting from ambipolar diffusion (AD). A grid of
models was run for each case to investigate the effects of changing other input parameters:
the cosmic ray ionisation rate ζ (in units of ζ0 = 1.3× 10−17 s−1), metallicity Z, and the
desorption efficiency parameters , φ and YUV, corresponding to the number of molecules
desorbed per H2 molecule formed, per cosmic ray impact and per UV photon (produced
by cosmic rays) absorbed respectively (Roberts et al. 2007). For our fiducial desorption
efficiencies, H2 formation is the dominant desorption mechanism, as found by Roberts et al.
(2007). The values adopted for each model are given in Table A.1. We vary the cosmic
ray ionization rate between the typically assumed ISM value and a value ten times higher,
suggested by some studies (e.g. Neufeld and Wolfire 2017 to be a more accurate value.
For the metallicity, we take minimum and maximum values spanning the range typically
seen in the solar neighborhood (Hayden et al. 2015). The range of values investigated
for the three desorption efficiencies are from Roberts et al. (2007). Each model was run
once for each of the density approximations. We assume an external radiation field of
1 Habing, and an external extinction at the core boundary of 3 mag, the value used by
Aikawa et al. (2005). The extinction from the core itself is calculated by integrating the
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density profile to the boundary, (0.2 pc for the BES1 and BES4 approximations, 0.5 pc for
MS and 0.75 pc for the AD case) before the onset of collapse, giving maximum extinctions
(at the centremost parcel) of 6.4 (BES1), 15.2 (BES4), 7.8 (MS) and 3.3 (AD) mag. We
used 13 gas parcels (14 for AD) at initial radii spaced to cover the entire range of the
cores, but with an emphasis on the more rapidly evolving central regions.
The initial central number densities of the models are n = 2.2 × 104 cm−3 (BES1
and MS), 8 × 104 cm−3 (BES4) and 300 cm−3 (AD). The MS equations are in terms
of dimensionless variables, which can be converted into physical values by choosing the
initial central density, ρc, and the isothermal sound speed, c
2
s =
kT
µmH
. The gas was
assumed to be at a temperature of 10 K and composed entirely of molecular hydrogen
for the purposes of calculating the mean molecular mass, giving cs = 203 ms
−1, and we
set ρc = 3.67 × 10−20 g cm−3 to give an initial central number density equal to the BES1
model. The initial number density at each point is then given by the relevant equation
for the density profile, and we allow the chemistry to evolve for 1 Myr before the onset of
collapse at this density. The models were run until the central density reached 108 cm−3.
The elemental abundances relative to H for our standard model, the solar values given by
Asplund et al. (2009), are listed in Table A.2 - the abundances for elements other than H
and He in models with varying metallicity are multiplied by the value of Z.
Our modelling strategy relies on the ability to treat the chemistry separately from
the hydrodynamics - while we account for the effect of the dynamics on the chemical
evolution, we assume that the reverse can be neglected. For the BES1, BES4 and MS
models, this is likely a valid assumption. The main effect of the gas composition on the
hydrodynamics is in altering the cooling rate via molecular emission, and therefore the
gas temperature. However, all of the hydrodynamical simulations we consider assume
that the gas is isothermal, which is valid for the relevant densities (e.g. Larson 1969),
and so any effect of the chemistry can be safely neglected. The AD model also assumes
isothermality, but the addition of ambipolar diffusion means the dynamics depend on the
degree of ionization of the gas, which determines how well-coupled it is to the magnetic
field. Fiedler and Mouschovias (1993) assumed the ion density, ni, depends on the neutral
gas density as a power law with exponent 0.5, based on studies of the ionization equilibrium
in static clouds (Elmegreen 1979; Nakano 1979; Falgarone and Puget 1985). As the model
clouds are neither static nor in chemical equilibrium, this relation does not necessarily hold,
and any difference in the ion density calculated by our chemical model should in principle
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Table A.1: Model input parameters
Model ζ/ζ0 Z/Z  φ YUV
A 1 1 0.01 105 0.1
B1 5 1 0.01 105 0.1
B2 10 1 0.01 105 0.1
C1 1 0.3 0.01 105 0.1
C2 1 1.5 0.01 105 0.1
D1 1 1 0.1 105 0.1
D2 1 1 1.0 105 0.1
E1 1 1 0.01 104 0.1
E2 1 1 0.01 106 0.1
F1 1 1 0.01 105 0.001
F2 1 1 0.01 105 1.0
Table A.2: Elemental abundances
Element Abundance Element Abundance
H 1.0 N 6.8× 10−5
He 0.085 S 1.3× 10−5
C 2.7× 10−4 Si 3.2× 10−5
O 4.9× 10−4 Cl 3.2× 10−7
affect the dynamics. As this is not possible in practice, chemical abundances for this mode
of collapse should be interpreted with the caveat that they are not fully consistent with the
hydrodynamics. This issue could be removed by using MHD simulations with an improved
treatment of the ion density (e.g. Wurster 2016), which could be expected to agree with
our chemical models. However, we do not expect the sensitivity of the dynamics to the
chemistry, and vice versa, to be great enough to significantly alter our results.
A.3 Results
A.3.1 Molecular abundances across the different modes of collapse
Figure A.9 shows the density profiles of the four collapse modes at the point when the
central number density, n0, reaches 2×105 cm−3. The BES1 and MS profiles decrease more
rapidly with distance than for the BES4 and AD approximations, which have similar
densities up to the end of the BES4 core at 0.2 pc. However, the time taken to reach
this point is much shorter for the BES4 case (∼ 105 yr) than for AD (∼ 107 yr), so
reactions which only become important at high densities have less time to affect the
chemical evolution in BES4, and the molecular abundances in the two cases differ. The
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BES1 and MS modes both reach n0 = 2×105 cm−3 after ∼ 106 yr, and as such the chemical
evolution is similar. The densities at large (& 0.2 pc) radii for BES4/AD are much higher
than for BES1/MS, due to the more rapid collapse of the outer parts of the core in the
BES4 case, and the magnetic support of the outer regions for AD.
Figure A.10 shows the abundances of four molecules versus radii for model A for the
four density approximations, at a central density n0 = 2× 105 cm−3. In all cases, the CO
abundance increases from a central minimum, where freeze-out has depleted most of the
molecule onto grain surfaces, to a maximum value of ∼ 10−4. The BES1, BES4 and MS
approximations all behave similarly in reaching the maximum, although for BES4 and MS
the radius at which this occurs is larger due to the higher gas densities increasing the effect
of freeze-out. The CO abundance in the AD collapse increases much more slowly, only
reaching 10−4 at the edge of the core, whereas in the MS case the abundance begins to fall
again towards the edge. This is due to the higher densities in the outer regions for the AD
collapse, as magnetic support can still prevent material here from collapsing, unlike in the
other three cases. The effect of the longer collapse duration is also apparent, as the AD
abundances are far lower than the BES4 ones at comparable radii, despite the densities
being very similar. The NH3 abundance also increases from the centre to a maximum,
before falling with radius in all models. The decline is much more gradual for the AD
case than the other collapse modes, leading to an order of magnitude difference with the
MS model by r = 0.3 pc. HCO+ shows similar behaviour, while for HCN the AD collapse
mode produces a nearly constant abundance after reaching a value of ∼ 10−8, in contrast
to the others.
A.3.2 Cosmic ray ionization rate
Raising the cosmic ray ionization rate increases the abundances of molecules in the centre
of the core, regardless of the collapse mode, as the rate of desorption from grain surfaces
is increased. Figure A.11 shows the CO abundances for models A, B1 and B2, for the
BES1 and AD density approximations, at a central density n0 = 2 × 105 cm−3. For the
BES1 collapse, the abundance at larger radii is mostly unaffected, whereas for AD the
A and B2 models show noticeably different behaviour, with the CO abundance an order
of magnitude lower at the edge of the core for the B2 model due to the higher cosmic
ray dissociation rate. Figure A.12 shows the HCO+ abundance for the same models.
The central abundances are again enhanced for models with higher ionization rates, but
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Figure A.9: Density profiles of the BES1 (solid black), BES4 (dashed black), MS (blue)
and AD (red) approximations, at a central number density of n0 = 2× 105 cm−3.
whereas for the AD collapse mode the abundance decreases towards the edge as with CO,
for BES1 the abundance is higher throughout the cloud.
A.3.3 Metallicity
Changing the metallicity of the core usually results in a corresponding change in the
molecular abundances, due to the different availability of atoms to form the molecules.
However, some molecules are much less affected than others. Figure A.13 shows the
abundances of CO and HCN for the BES1 collapse at a central density n0 = 2×105 cm−3,
for models A, C1 and C2. Whereas the CO abundance scales nearly linearly with the
metallicity, the HCN abundance is virtually unchanged between models. The main
formation and destruction reactions for HCN both involve H+, for which the abundance
increases with decreasing metallicity (and vice versa), at least partially counteracting the
effect of the changing elemental abundances on the HCN abundance.
A.3.4 Desorption efficiencies
As with the cosmic ray ionization rate, increasing the desorption efficiences increases the
molecular abundances, particularly in the denser central regions where more freeze-out
has taken place. Figure A.14 shows the CO abundances for models A, D1 and D2, for
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Figure A.10: Abundances of CO, NH3, HCO
+ and HCN at a central density n0 = 2 ×
105 cm−3 for model A, using the BES1 (solid black), BES4 (dashed black), MS (blue) and
AD (red) density approximations.
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Figure A.11: Abundance of CO versus radius at a central density n0 = 2 × 105 cm−3 for
models A (solid line), B1 (dashed line) and B2 (dotted line), using the BES1 (left) and
AD (right) density approximations.
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Figure A.12: Abundance of HCO+ versus radius at a central density n0 = 2 × 105 cm−3
for models A (solid line), B1 (dashed line) and B2 (dotted line), using the BES1 (left) and
AD (right) density approximations.
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Figure A.13: Abundance of CO (left) and HCN (right) versus radius at a central density
n0 = 2× 105 cm−3 for models A (solid line), C1 (dashed line) and C2 (dotted line), using
the BES1 density approximation.
the MS and AD density approximations, where the H2 formation desorption efficiency 
has been modified. While the abundances in the central regions are affected similarly for
both collapse modes, at larger radii the effect is negligible for the MS collapse, whereas
the CO abundance reaches 10−4 much more rapidly for AD - for model D2, the abundance
profile looks much more similar to the other collapse modes than for model A. The BES1
and BES4 collapses behave similarly to MS for varying desorption efficiency, with very
little change in the CO abundance beyond 0.1 pc. The cosmic ray heating desorption
efficiency φ has very little effect on the abundance of any molecule, despite a factor of 100
difference between models E1 and E2. The cosmic ray induced photodesorption efficiency
YUV, however, does affect molecular abundances, in particular having a significant effect on
the abundance of NH3, which is not greatly affected by variation of the other parameters
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Figure A.14: Abundance of CO versus radius at a central density n0 = 2 × 105 cm−3 for
models A (solid line), D1 (dashed line) and D2 (dotted line), using the MS (left) and AD
(right) density approximations.
investigated.
A.4 Star formation efficiencies
Only one of our modes of collapse, AD, includes the effect of ambipolar diffusion. However,
all prestellar cores are expected to be magnetised, and therefore ambipolar diffusion could
be important for all collapse models. An estimate of the timescale on which ambipolar
diffusion occurs is given by
tamb = 4× 105(xi/10−8)yr (A.4)
(Mouschovias 1979; Hartquist and Williams 1989). If tamb is smaller than the free-fall
timescale, magnetic pressure is unlikely to impede gravitational collapse, while if it is
larger the impeding effects may be significant.
Banerji et al. (2009) showed that the ambipolar diffusion timescale becomes very large
as the fractional ionization increases and the magnetic field is strongly coupled to the
collapsing core, which, in some cases, may halt the collapse and hence the formation of
the star. We calculated the ambipolar diffusion timescale at the centre of the core using
Eq. A.4 at the beginning of the collapse, and at central densities of 106 and 108 cm−3,
for the BES1, BES4 and MS approximations, for differing metallicities and cosmic ray
ionization rates, using ionization fractions calculated in our chemical simulations. We
compared these timescales with the time it takes the gas to reach the final density (108
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Table A.3: Collapse duration and ambipolar diffusion timescales at increasing density for
BES1, BES4 and MS models with varying ζ and Z.
tamb/10
6 yr
Model Z/Z ζ/ζ0 tcollapse/106 yr Initial nH = 106 cm−3 nH = 108 cm−3
BES1 A 1.0 1.0 1.173 0.80 0.09 0.08
BES1 B1 1.0 5.0 1.173 2.51 0.14 0.09
BES1 B2 1.0 10.0 1.173 4.70 0.19 0.10
BES1 C1 0.3 1.0 1.173 0.62 0.09 0.08
BES1 C2 1.5 1.0 1.173 0.95 0.09 0.07
BES4 A 1.0 1.0 0.184 0.22 0.08 0.07
BES4 B1 1.0 5.0 0.184 0.72 0.12 0.08
BES4 B2 1.0 10.0 0.184 1.35 0.18 0.09
BES4 C1 0.3 1.0 0.184 0.22 0.08 0.07
BES4 C2 1.5 1.0 0.184 0.22 0.08 0.07
MS A 1.0 1.0 1.393 0.73 0.09 0.05
MS B1 1.0 5.0 1.393 2.39 0.14 0.08
MS B2 1.0 10.0 1.393 4.49 0.19 0.09
MS C1 0.3 1.0 1.393 0.58 0.09 0.06
MS C2 1.5 1.0 1.393 0.85 0.09 0.06
cm−3). Table A.3 shows the collapse duration and tamb for this grid of models.
For all models considered, the value of tamb at the final density, nH = 10
8 cm−3, is
significantly lower than the collapse duration, while the initial values are comparable to
or larger than the collapse time, particularly for the BES4 collapse, and for the models
with increased cosmic ray ionization rates. At 104 cm−3, the B1 and B2 models have
tamb larger than the collapse time for the BES4 case. Increasing ζ leads to larger values
of tamb, as the ionization, and therefore the coupling to the neutral gas, is increased.
Metallicity has very little effect at higher densities, but the initial tamb varies with the
metallicity, as more readily-ionized atoms such as carbon are present. The BES1 and MS
models have lower initial values of tamb/tcollapse than the BES4 models, suggesting that
the faster collapse should be impeded more strongly by the coupling of gas to magnetic
fields. These results emphasize that ambipolar diffusion is important for diffuse material,
where magnetic fields are likely to impede collapse, but once denser clumps have formed
magnetic support will be removed too rapidly to affect the subsequent evolution.
A.5 Discussion & Conclusions
The typical errors on the density of our approximations, as compared to the hydrody-
namical results, are of order 10%. This likely propagates into a similar level of error in
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the resulting chemical abundances - given other uncertainties, for example in the reaction
rates of the chemical network, this is unlikely to be the dominant source of error in our
results. Another possible source of error is whether our approximate models correctly re-
produce the time evolution of the density, particularly for the BES1 and BES4 cases where
we only sample four timesteps. This could be avoided by post-processing the full results
of a hydrodynamical simulation - however, it still seems likely that the adopted physical
parameters, particularly the desorption efficiencies, are a larger source of uncertainty than
our density approximations, a situation which this work has attempted to improve.
The results of our chemical modelling show that the different collapse modes and
the variation of input parameters have a degenerate effect on the resulting molecular
abundances. Drawing information about the dynamics of star formation from molecular
abundances therefore requires a full investigation of parameter space, something which
would be extremely time-consuming using combined hydrodynamical-chemical modelling.
Our grid of models, although not large enough to draw robust conclusions about individual
objects, does allow us to compare results with the general properties of prestellar cores,
and determine whether particular collapse models or regions of parameter space are in
conflict with observation.
Assuming the values from model A (see Table A.1), all density approximations predict
CO abundances away from the core centre in agreement with observed values of 10−5 −
10−4 in starless cores (Caselli et al. (1999); Frau et al. (2012), assuming 18O/16O ≈
10−3 and 17O/16O ≈ 10−4). However, the AD collapse only reaches these values at r &
0.3 pc, much larger than typical core sizes (< 0.1 pc; Frau et al. 2012). Only models with
the highest desorption efficiencies investigated for H2 formation and cosmic-ray induced
photodesorption (D2 and F2) predict CO abundances of ∼ 10−5 at a radius of 0.1 pc for
an ambipolar diffusion collapse.
The BES1, BES4 and MS approximations result in similar abundance profiles for most
molecules. The BES4 and MS abundances are generally more depleted in the centre than
the BES1 ones, as the gas densities are higher due to either magnetic support, or higher
initial densities and a more rapid collapse, causing more efficient freeze out. However,
these differences are not large enough to provide a robust observational test of the mode
of collapse, as the differences between them are smaller than those caused by varying
the desorption efficiencies. The AD approximation produces significantly different profile
shapes to the other three, due to both the longer collapse duration and the higher densities
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at large radii. The slower increase with radius of the abundance of molecules such as CO,
HCN and HCO+, and the subsequent slow or negligible decline beyond the peak value, are
qualitatively different to the situation with the initially unstable collapse modes, suggesting
spatially resolved molecular observations could be used to discriminate between them.
All density approximations predict peak NH3 abundances of ∼ 10−8, consistent with
observed values in prestellar cores (Tafalla et al. 2002; Johnstone et al. 2010). At n0 =
2 × 105 cm−3, N2H+ abundances, shown in Figure A.15, are intermediate between the
values found by Frau et al. (2012) (∼ 10−11) and Tafalla et al. (2002) and Johnstone
et al. (2010) (∼ 10−10). However, as with CO, for the AD approximation the abundances
within the reported radii of the cores are much lower than the observed values. Ambipolar
diffusion simulations including chemistry by Tassis et al. (2012) show similar behaviour,
with the inclusion of magnetic effects leading to a more extended depleted region than in
unmagnetised models, suggesting that this is a genuine feature of collapse under ambipolar
diffusion, rather than being due to our approximation of the density evolution.
Lee et al. (2004) calculated the chemical evolution of a quasistatically contracting BE
sphere over 106 yr, finding similar abundance profiles to our BES1 approximation for CO,
NH3 and HCO
+, although for N2H
+ we find much more depletion in the core centres, and
higher HCN abundances overall. Given that our MS and BES4 approximations also give
similar results to BES1, this suggests that the collapse timescale, rather than the specific
details of the density evolution, are more important for the chemical evolution, at least
for some observationally important molecules such as CO.
Our BES1 and BES4 approximations are based on hydrodynamical simulations pre-
sented in Aikawa et al. (2005), who modelled the chemical evolution of these models
self-consistently, providing a test of the approximations’ accuracy. Comparing to their
results, we find good agreement (of the same order of magnitude) between the predicted
peak molecular abundances of both approaches. However, the variation with radius differs
- our approximations generally predict lower abundances at the core centres, especially
for the BES4 collapse, where our results predict lower CO abundances to the BES1 case
at the same r, whereas Aikawa et al. (2005) find the opposite. We attribute this to the
differing initial conditions - Aikawa et al. (2005) assume the gas is entirely atomic prior to
collapse, whereas we allow the abundances to evolve for 106 yr at the initial density before
the onset of collapse, leading to significant freeze-out onto grains occurring in the denser
central regions.
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Figure A.15: N2H
+ abundance at a central density n0 = 2 × 105 cm−3 for model A,
using the BES1 (solid black), BES4 (dashed black), MS (blue) and AD (red) density
approximations.
We conclude that despite the dependence of molecular abundances on the various
parameters mentioned above, molecular observations can still be useful for discriminat-
ing between different models of collapse. While models which begin from an initially
gravitationally unstable state predict similar abundances and radial variations, ambipo-
lar diffusion produces qualitatively different abundance profiles for many observationally
important molecules, which appear to be in conflict with observations of prestellar cores,
although varying the input parameters may be able to reduce this discrepancy. A more ex-
haustive investigation of parameter space, combined with observations of multiple species
from the same source, could be used to draw much stronger conclusions on the nature of
core collapse, as well as providing constraints on the values of the input parameters which
are currently assumed ad hoc. This sort of investigation would be extremely time consum-
ing, if not impossible, using a coupled hydrodynamical-chemical system, even without the
additional complications of magnetic fields. The results we have presented here demon-
strate that these large grids of models are now feasible using our method of parametrizing
the dynamics, while still providing a reasonable level of accuracy compared to full simu-
lations.
Appendix B
Approximations for the collapse of
prestellar cores
B.1 Density approximations
The BES1, BES4 and AD collapse density profiles were approximated with the function
n(r) =
n0(t)
1 + ( rr0(t))
a(t)
(B.1)
whereas the MS collapse required a different functional form,
ρ(r) = ρ0(t)
(
1 +
(
r
r0(t)
)2)−a(t)
(B.2)
where n0(t), ρ0(t), r0(t) and a(t) are functions of time since the onset of collapse given in
the following subsections.
B.1.1 BES1
The time-dependent parameters are given by
log10 n0(t) = 61.8
(
1.175× 106 − t)−0.01 − 49.4 (B.3)
log10 r0(t) = −28.5
(
1.175× 106 − t)−0.01 + 28.93 (B.4)
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a(t) = 2.4 (B.5)
where n0 is in cm
−3, r0 is in AU and t is in years.
B.1.2 BES4
The time-dependent parameters are given by
log10 n0(t) = 68.4
(
1.855× 105 − t)−0.01 − 55.7 (B.6)
log10 r0(t) = −39.0
(
1.855× 105 − t)−0.01 + 38.7 (B.7)
a(t) = 1.9 + 0.5 exp(−t/105) (B.8)
where n0 is in cm
−3, r0 is in AU and t is in years.
B.1.3 MS
The time-dependent parameters are given by
log10 ρ0(t) = 3.54 (5.47− t)−0.15 − 2.73 (B.9)
log10 r0(t) = −1.34 (5.47− t)−0.15 + 1.47 (B.10)
a(t) = 2.0− 0.5
(
t
5.47
)9
(B.11)
with the units determined by the initial central density ρc and the sound speed, cs. ρ0 is
in units of ρc, r0 in units of
cs√
2piGρc
and t in units of (2piGρc)
−0.5.
B.1.4 AD
The time-dependent parameters are given by
log10 n0(t) = log10(2 + 1.7
(
t
6 − 1
)
) + 3 t < 6.0 (B.12)
5.3 (16.138− t)−0.1 − 1.0 t ≥ 6.0 (B.13)
log10 r0(t) = −2.57 (16.138− t)−0.1 + 1.85 (B.14)
a(t) = 2.4− 0.2
(
t
16.138
)40
(B.15)
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where n0 is in cm
−3, r0 is in 0.75 pc and t is in Myr.
B.2 Velocity profiles
For the MS and AD collapses, the radial velocity profiles were also approximated in order
to determine the inwards movement of the gas parcels.
B.2.1 MS
The radial velocity profile is given by
vr(r) = vmin(t)
[(
r′(t)
rmin(t)
)2
− 1
]
(B.16)
for r < rmin and
vr(r) = vmin(t)
[
exp(−2a(t)r′(t))− 2 exp(−a(t)r′(t))] (B.17)
for r ≥ rmin, where r′(t) = r − rmin. The time evolution is given by
−1.149t+ 7.2 t < 4.95 (B.18)
rmin(t) = −9.2 log t+ 16.25 t < 5.33 (B.19)
−22 log t+ 37.65 t ≥ 5.33 (B.20)
0.0891t t < 4.95 (B.21)
vmin(t) = 5.5 log t− 8.37 t < 5.33 (B.22)
18.9 log t− 30.8 t ≥ 5.33 (B.23)
0.0101t+ 0.4 t < 4.95 (B.24)
a(t) = 0.695 log t− 0.663 t < 5.33 (B.25)
2.69 log t− 4 t ≥ 5.33 (B.26)
where vmin is in units of cs, rmin in units of
cs√
2piGρc
and t in units of (2piGρc)
−0.5.
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B.2.2 AD
The radial velocity profile is given by
vmin(t)
[(
r′(t)
rmin(t)
)2 − 1] r < rmin (B.27)
vr(r) = (vmin(t)− vmid(t))
(
r′(t)
0.5−rmin(t)
)0.3 − vmin(t) r < 0.5 (B.28)
2vmid(t)(r − 1) r ≥ 0.5 (B.29)
The time evolution is given by
−0.0039t+ 0.49 t ≤ 10.2 (B.30)
rmin(t) = −0.0306(t− 10.2) + 0.45 t ≤ 15.1 (B.31)
−0.282(t− 15.1) + 0.3 t > 15.1 (B.32)
vmin(t) = 3.44(16.138− t)−0.35 − 0.7 (B.33)
vmid(t) = 0.143t t ≤ 10.2 (B.34)
0.217(t− 10.2) + 1.46 t > 10.2 (B.35)
where rmin is in units of 0.75 pc, vmin and vmid are in 10
−2 km s−1 and t is in Myr.
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