This paper presents the finite-time ruin probability of an insurance surplus whose claim process has a long-range dependence and perturbed by diffusion. As an approximated model, we consider a surplus driven by a mixed fractional Brownian motion (mfBm) with the Hurst parameter H > 1/2. We will use the fundamental martingale to derive the Girsanov Theorem and get the ruin probability. Since the process of approximation leads the unknown parameter, we will estimate it with the continuous and discrete observations. Moreover, we estimate the ruin probability. To get the asymptotic properties of the estimated ruin probability, we will use the Delta method and Malliavin Calculus for the mfBm. Finally, we use the Monte Carlo simulations to illustrate the finite sample performance of our estimators.
Introduction

Statement of the model
In ruin theory, the study of ruin probability is one of the main topics for a long time, the classical risk model plays the central role in the theoretical analysis in ruin theory, and lots of nice results have been obtained by actuarial researchers, (for example, see [11] , [12] ). In the classical risk model, the insurance surplus is always supposed as
U i is considered as a compound poisson process, the intensity λ of N t fixed and U i independent with the same distribution. However the strong dependence of U i has been played more and more attention, in [1] , they considered this situation in collective risk theory. The approximation will be the fractional Brownian motion. The other construction of fBm can be found in [5, 7, 6] . In the following part we will take [1] for example to approximate our model and explain what is known and what is the unknown parameter.
Let us consider a sequence surplus process X (n) = (X (n) t ) t≥0 given by
where x (n) > 0, c (n) > 0 denote the initial risk reserve and the premium rate, N (n) t is the sequence of Poisson process with intensity n and σ (n) > 0 . We assume that the claims are of the form U (n) k = 1 ϕ(n) U k where (U k , k ∈ N) is a stationary sequence with common distribution F and mean µ such that:
where B H t is a fractional Brownian motion with Hurst parameter H > 1/2. =⇒ means the weak convergence in Skorokhod topology (see [6] ). Here ϕ(n) = n H L(n) and the function L is slowly varying at infinity. Then the Theorem 3 of [1] tells us that: Theorem 1. Then
in the Skorokhod topology as n → ∞.
From now on, our surplus process will be
where ξ t = σW t + B H t , which is called the mixed fractional Brownian motion (mfBm) in [15] . Here W t and B H t are independent under the initial probability space (Ω, F , P).
We always consider the mfBm with σ = 1 and the probability properties can be found in [15, 13, 16, 17] . Meanwhile, we can refer [4, 18, 14] for the parametric estimation of the stochastic differential equation driven by the mfBm. In [3] , the fundamental martingale for the mfBm was introduced, which is a very useful toolbox and from this perspective. Moreover, in [3] , the authors have given a new direct proof of the regularisation theorem [15] , which besides establishing the already known semi-martingality and equivalent properties, also yields a representation of the the mfBm as a diffusion type process in its own filtration and a formula for the corresponding RadonNikodym derivative. In [3] , the authors also presented equivalence of the measure generated by the mfBm for H < 1/4 with respect to the measure induced by B H in [16] . In section 2.1, we will recall the fundamental martingale for our model with σ and give some properties of them.
Obviously, in theorem 1.1, the parameters H and ϑ are unknown because the function L is unknown. For H, there exist so many works about the estimation such as the general Maximum Likelihood estimation, Whittle's method [8] and the power variations especially the quadratic variation [19] . Consequently, without loss of generality, for further statistical analysis, we assume that H is known and H > 1/2. The main work of our article will be the estimation of the ruin probability with the unknown parameters using the past surplus data and study its asymptotic properties using the Delta method. We define the finite time ruin probability with ψ(u, T ) in the time interval [0, T ]:
We can state it on another way
where τ = inf{t > 0|X t < 0} is the time of ruin for surplus X. When using the Delta method to study the asymptotic properties of ψ(u, T ) which depends on ϑ, we have to deal with the problem of ∂ ϑ ψ(u, T ). In fact, we have two methods to compute this derivative, see next section of this paper. The rest of the paper is organized as follows. In Section 2, we will give the theoretic results using the Malliavin Calculus with respect to mfBm ξ. In section 3, we will use the Girsanov formula for the mfBm and get the explicit expression of ∂ ϑ . When using the Girsanov formula in Section 3, we will introduce a notation of η a (v) = inf{t|ξ t + at > v}. Section 4 will be contributed to the asymptotic behaviour of η a (v) for v large enough. Section 5 will deal with the problem of estimating ϑ and the ruin probability in both the continuous time setting and the discrete observation. Section 6 conducts Monte Carlo studies on the finite sample properties of the estimators and the ruin probability.
2 Results of ∂ ϑ ψ(u, T ) with the Malliavin Calculus
Fundamental martingal
Since the fundamental martingale is an important toolbox in the study of mixed Gaussian process, in this part, we will define that of the process ξ. Consider the process (M t ) t≥0 which is defined by:
From [3] , we have the following Theorem.
, is given by
and its quadratic variation satisfies
where g(s, t) is the unique solution of the following equation:
Moreover,
and
where
Proof. It is worth to emphasize that in the function (9), we have R(τ, s) :=ġ
g(s,s) with 0 ≤ τ, s ≤ T . Let us mention also that actually, if τ > s, we have the same expression of (7). In fact, in [3] , the authors have proved the situation of σ = 1. Here we just give the calculation to get the equation of g and G. For the problems such as why M and ξ can be represented with this formula and the properties of g(s, t), R(s, t) and G(s, t), we can refer to [3] . To show that g satisfies (7), for an arbitrary h ∈ L 2 ([0, t])
By the orthogonality property of the conditional expectation and arbitrariness of h, g(s, t) satisfies (7) for almost all s ∈ [0, t]. It is a weakly singular integral equation, the uniqueness follows from [20] . Since M is a Gaussian martingale, the quadratic variation can be written by
We also need to prove that t 0 g(s, t)ds = σ t 0 g 2 (s, s)ds. Multiplying (7) by g(s, t) and integrating, we have
As a consequence, we obtain
g(s, t)ds. On the other hand,
Taking the derive over t on the both sides of (7), we have
Using the relationship above, we obtain
Thus we complete the proof.
Let us mention that the process (M t ) t≥0 is called the fundamental martingale of ξ.
Malliavin derivative operator with respect to ξ
Let us present some basic results of the Malliavin derivative D and the adjoint operator δ ξ of the Gaussian process ξ t = σW t + B H t . For a time interval [0, T ], we denote by E the real-valued step functions on [0, T ] and H be the Hilbert space defined as the closure of E with respect to the scalar product:
where R H is the covariance function of ξ. the mapping 1 [0,t] → ξ t can be extended to a linear isometry between H and the Gaussian space H 1 spanned by ξ t and
where c H = H(2H − 1). We denote this isometry by ϕ → ξ H (ϕ). First we will use the part-integral to find the linear operator
Then the mfBm ξ has the following stochastic integral representation:
where (B τ ) 0≤τ ≤T is a Brownian motion which has the same filtering of ξ. In particular, taking
, we have ξ(ϕ) = ξ t . We will define the Malliavin derivative and the adjoint operators
, let F ∈ S be the space and cylindrical random variables of the form
where f ∈ C ∞ b (R n ) and ϕ i ∈ H. We define its Malliavin derivative as the H-valued random variable
We denote by δ ξ the dual operator:
Due to the property ξ(ϕ) = B(G * ϕ), we have the following transfer principle:
(3) For any function f, g ∈ H 1 , we obtain
It is worth to emphasize that D 1,2 , D B and δ B are the Malliavin derivative operator, adjoint operator with respect to the standard Brownian motion B t and the domain of the operator D B , respectively.
Differentiability of ∂ ϑ ψ(u, T )
In this part, we will use the following notations:
For simplicity, we use ξ * t,ϑ and τ * t to replace ξ * t (ϑ) and τ * t (ϑ). Let f (x) = 1 (u,∞) (x). Then, we have
Consequently, we have the following theorem. Theorem 2.2. For ϑ > 0, and T > 0, suppose that
where P ϑ is defined in (20) with the change of a to ϑ. Then the ruin probability ψ(u, T ) is differentiable on ϑ and Proof. Obviously, it is not easy to get the derivative for the function f is not derivative.
(i) First, we assume that g ∈ C ∞ b (R) with g(x) = 0 if x ≤ u, we have the following equation:
Let us mention also that actually, the only question is to try to get the formula of g ′ (ξ * T (ϑ)). Since g is smooth, we have
where D t is the Malliavin derivative given in (11) under P ϑ , which uses the definition of (20), since D t ξ * T = 1 {t≤τ * T } . Now, we take the operator G * H on the both sides of (17) and take the integral of the operator from τ to T . Then, we have
On the one hand, when t ≥ τ * T , we have ξ * t ≥ u and Ψ(ξ * t ) = 0. On the other hand, on the event
In this case, Ψ(ξ * t ) has definition and not equal to 0 for all t ∈ R. Let us recall the property of Malliavin derivative of (11) 
where D B is the general Malliavin derivative in the Brownian case. With this property, we will see for the equation (18 
Integrating the both sides of (19), we have
Consequently, we obtain
.
Therefore, we obtain
where δ B is the adjoint operator of D B or the Skorohod integral under P ϑ and
It is obvious that ψ n (ϑ) → ψ(u, T ). On the other hand, we define
Then for any compact set K ∈ R + , we have
and the Cauchy-Schwartz inequality, we have
which yields the proof.
3 Girsanov Formula and finite-time ruin probability
Girsanov formula
Now we will introduce the Girsanov formula for the mfBm. Let Ξ t (M ) be the stochastic exponent of M:
Thus it is a martingale with mean 1. For a ∈ R, let P a be a probability on (Ω, F , (
on F T . As in [9] , we will prove that Ξ T (aM ) is in fact the likelihood ratio between the following two hypotheses: H 0 : With respect to the measure P, the process X is a mfBm with Hurst parameter H, i.e.
H a : With respect to the measure P a , the process X is a mfBm with constant drift a, i.e.
Theorem 3.1. With respect to the measure, the process ξ is a mfBm with drift a, i.e. the distribution of ξ with respect to P a is the same as the distribution of ξ t + at with respect to P = P 0 .
Proof. We only need to prove that the finite-dimensional distribution of ξ, with respect to the measure P a , are those of a mfBm with a drift a. We fix t i ∈ [0, T ], i = 1, ...n and put τ * = (t 1 , ...t n ). We need to show (X t1 , ..., X tn )
where Σ = (cov 0 (ξ ti , ξ tj )) i , j = 1, ..., n. Pick α * = (α 1 , ...α n ) and note that
With respect to the measure P 0 , the random variable U = n i=1 α i ξ ti + aM T is a Gaussian variable with the mean E 0 U = 0 and the variance
We will calculate cov 0 (M t , ξ s ) for s < t. It is easy to get that
From the equation (7), we have
Then cov 0 (M t , ξ s ) = σs which implies that cov 0 (aM T , α i ξ ti ) = α i aσt i . Hence, we have
when U is Gaussian and
As a consequence, we can show that
Remark 3.2. The theorem 3.1 tells us that when (ξ t ) 0≤t≤T is a mfBm with parameter H under P, then the process ξ t (a) := ξ t − at, 0 ≤ t ≤ T is a mfBm under P a .
Finite-time ruin probability
From the equation (2), we supoose the surplus process (X t ) t≥0 defined by
Denote the ruin probability ψ(u, T ), it is defined by
We can state the finite time ruin probability on another way. Now we will compute the finite ruin probability with the Girsanov Formula. Let η a (v) = inf{t > 0|ξ t + at > v}. Then, we get
when ξ t + (ϑ + a)t is a mfBm under the probability P −(ϑ+a) . A standard calculation yields
Thus, we have 
for any a ∈ R. For the u, σ > 0 fixed, we have
that is to say when we take a large enough, it will be better to simulate the ψ(u, T ) by the Monte Carlo procedure. In particular, letting T → ∞ for both sides of (23) , the monotone convergence theorem yields an expression of ultimate ruin probability: for any a > 0,
Asymptotic Properties of η a (v)
We have got the exact expression of the ruin probability, but we have no efficient information about η a (v). What it will perform in the ruin? So in this part, we will discuss the asymptotic behaviour of η a (v) for a large v and σ fixed. In fact for σ = 0, it is the pure fractional case and has been studied by Michna ([2] ). Hence we will only consider the case of σ = 0. For simplicity, we suppose σ = 1, ξ = W t + B H t and η a (v) = inf {t > 0, ξ t + at > v} .
For σ = 1, we can use the same method to get the similar results. First of all, we have the upper bound of the expectation of η n a (v). 
4 . Proof. Let Φ(t) be the distribution function of the standard normal distribution U ∼ N (0, 1) and the φ(t) be the density function. By some basic calculations, we find
Since Φ(t) is a non-decreasing function and t + t 2H ≥ 2t (2H+1)/2 , we have
Now, with the integrating by parts, we have
Finally, we divided the integral into two parts: 
Furthermore, we obtain
Proof. With the Lemma 1 in [2] we have for H > 1 2 , n ∈ N and u → ∞
Then in the theorem 4.1, we have
As a consequence, we have
. Now we will find the lower bound. Using the Slepian's inequality as in [2] and Lemma 1 in [1], we can have
whereW (t) is a standard Brownian motion. Let f (t) = 1 2 (t + t 2H ) and we denote ρ(u) as
Then, we have
with the barrier
Indeed, we can see that the lower bound of the density of ρ(u) is
Now we construct a function F (x), which is defined by
Thus F (x) is a non-increasing function when x ≤ v/a and a non-decreasing function when x ≥ v/a. In fact for every t fixed, we have f
Thus, if u is a fixed number, then for t ≤ f (v/a), F (x) is non-increasing and non-decreasing for t ≥ f (v/a).
Moreover, a standard calculation yields
Now with the properties of F (x), we can see that
Using Lemma 1 in [2]
, we have
Then (25) is satisfied. At the same time (26) or (27) is satisfied.
Remark 1. In this part, we have only considered the case of σ = 1. However, in fact for every σ fixed, the conclusion (25), (26), (27) 5 Estimation of the ruin probability with the unknown parameter ϑ
At the beginning of this article, we have elaborated that with the approximation the parameter ϑ is unknown. In this part, we will try to estimate the ϑ and the ruin probability with the unknown parameter from the observation (X t ) 0≤t≤T ′ . First we try to use the continuous time observation.
Thus, in the model
we can observe all the trajectories of (X t ) 0≤t≤T ′ .
Estimation of ϑ and ruin probability with the continuous observations
Using similar arguments as in the [3] and [14] , we have the following theorem.
Theorem 5.1. The MLE of ϑ is given bŷ
where the function g(t, T ′ ), t ∈ [0, T ′ ] is solution of the equation (7). The corresponding estimation error is normalθ
with the asymptotic variance
where Γ(x) is the standard Gamma function.
Moreover, if we set T = ∞, then with the delta method we havê
Moreover, the asymptotic variance can be calculated as
From (23), the function ψ(u, T ) is continuous differentiable with respect to ϑ for a fixed and then
Estimation of ϑ with the discrete observation
We will give the maximum likelihood estimatorθ n of ϑ from the observations
T where t k = kh, k = 1, 2, · · · , n for some fixed intervals h > 0 and the superscript T denotes the transpose of a vector. We use the following notations:
H tn ), then joint probability density function of Y is given by
We obtain the log-likelihood function:
The estimatorθ n can be obtained by the equation (36)
substituting Y by ϑt − σW − B H , we havê
In the following, we will consider the asymptotic properties of the maximum likelihood estimator ϑ n defined in (37). Now, let us first consider the L 2 -consistency of (37).
Theorem 5.2. The maximum likelihood estimatorθ n (defined in (37)) of ϑ is unbiased and it converges in mean square to ϑ as n → ∞.
Proof. Since σW +B
H is a centered Gaussian process, the term on the right side of (38) is a normal distribution. It is obvious thatθ n is unbias and
where Γ −1 ij denotes the element of the inverse matrix Γ −1 of Γ. Let z be the vector (1, 2, · · · , n)
T in R n . By using the following well-known inequality
where λ max is the largest eigenvalue of the matrix Γ. Thus we have
, we obtain that z 
where C is a positive constant whose value may be different in different occurrences. Consequently, for 1 2 < H < 1, we have
which converges to zero as n → ∞.
Remark 5.3. Let us mention that the maximum likelihood estimatorθ n is L q convergent for any q ≥ 1 as n → ∞. Thus, for any q ≥ 1, we have
Next, we will show the strong consistency ofμ as n → ∞.
Theorem 5.4. The maximum likelihood estimatorθ n (defined in (37)) of ϑ is strong consistent, that is,θ n a.s.
as n → ∞, where a.s.
− − → means almost sure convergence.
Proof. To prove the strong convergence ofθ n , we will use the Borel-Cantelli lemma. To this end, we should show that
for some ǫ > 0. Take 0 < ǫ < 1 − H. Then from the Chebyshev's inequality, the property of the central absolute moments of Gaussian random variables and (40), we have
where C q andĈ q are generic constants depending on q. In consequence, for sufficiently large q, we have qǫ + (H − 1)q < −1. Thus (42) is proved, which implies (41) by the Borel-Cantelli lemma.
Furthermore, we analyse the asymptotic normality for the estimatorθ n . The following theorem states the desired result.
Theorem 5.5. The maximum likelihood estimatorθ n (defined in (37)) of ϑ is approximately normally distributed such that
as n tends to infinity, where
Proof. First, define
Then the Malliavin derivative of F N can be calculated as
Let α H = H(2H − 1) and δ lk be the Kronecker symbol. Then, a standard calculation yields
where for the last equality, we have used the following results:
N ] converges to a constant. By Equation (45), we obtain that DF N 2 H1 converges in L 2 to the constant σ 2 . By applying the Theorem 4 in [24] , the proof of the theorem is complete.
Simulation study
In this section, we illustrate the theoretic results proposed in Section 5 by the Monte Carlo simulation. For the continuous estimation, the difficulty of the simulation will be the function g(t, T ).
We use the definition of the conditional expectation to compute this function here. For T fixed,
With the calculations of EB T ∆Y i and cov(∆Y i ∆Y j ), the vector of ϕ is given by
where 1 * is a n-dimension line vector with all component 1 and R n is a n × n matrix with the component R i,j n -ith line and j-th column. The R i,j
First, we investigate the L 2 convergence ofθ T ′ proposed in Theorem 5.1. For σ = 1, the following table presents the simulation results for the left hand side of (31). Moreover, the results of the right hand side of (31) are also provided in the following table. From numerical computations, we can see that the biases between the left hand side of (31) and the right hand side of (31) decrease as the valuation of T ′ increases. Hence we can conclude that the maximum likelihood estimator ϑ T ′ performs well for the Hurst parameters H ∈ ( 1 2 , 1). Table 1 . Estimation results of (31)
The left hand side of (31)
The RHS of (31) Next, we investigate the L 2 convergence ofψ c (u, T ) proposed in Theorem 5.1. The simulation results are provided by the following table. As is expected, the simulated results of the left hand side of (33) converges to the right hand side of (33) as T → ∞. Table 2 . Estimation results of (33) The left hand side of (33)
The RHS of (33) To evidence the result of (30), we now investigate the asymptotic distribution ofθ T ′ − ϑ (given by (30)). Here, the chosen parameters are H=0.6, θ=1.2 and σ=1 and we take T ′ =100. The results are presented in the following Figure. The histogram in the following Figure indicates that the normal approximation of the asymptotic distributions ofθ T ′ − ϑ is reasonable even with small T ′ . Fig.1 . The distribution of the difference ofθ T ′ − ϑ.
We also simulate the finite-time ruin probability for T =200, µ=2, H=0.6, θ=1.2, σ=1. The estimator for theta is still as the simulation before with T ′ =100. Then the finite-time ruin probability will be ψ(u, T )=0.0870. The variance of the right of (32) will be 0.0011. The following figure gives the normal distribution of the difference of the ruin probability with the variance of normal 0.0012. In what follows, we study the finite sample properties of the maximum likelihood estimatorθ n proposed in Section 5. Actually, the main obstacle of Monte Carlo simulation is the difficulty of obtaining fBm, in contrast to the standard Brownian motion. In the literature, there are some methods to solve the problem of simulating fBm. In this paper, we apply Paxson's algorithm (see [25] ). This means that we first generate the fractional Gaussian noise based on Paxson's method by fast Fourier transformation. Then, we can obtain the fBm using the result that the fBm is defined as a partial sum of the fractional Gaussian noise.
Specially, for a fixed time span T = 1, we carry out a simulation study to illustrate the efficiency of the almost sure convergence in Theorem 5.4, by using some generating datasets with different sampling size n and different sampling interval h. For each case, replications involving 1000 samples are simulated from the true model. Table 1 reports the mean, median, standard deviation (S.Dev.) and root mean square error (RMSE) of the maximum likelihood estimator proposed in this paper for different sample sizes, where the true value denotes the parameter value of ϑ used in the Monte Carlo simulation. From numerical computations, we can see that the maximum likelihood estimator proposed in this paper performs well for the Hurst parameters H > 1 2 . As is expected, the simulated mean of these estimators converges to the true value rapidly and the simulated standard deviation decreases to zero with a slight positive bias as the number of observations increase.
To evidence the result in Theorem 5.5, we next investigate the asymptotic distributions ofθ n . Thus, we focus on the distributions of the following statistics:
Here, the chosen parameters are ϑ=1, σ=0.25, H=0.618 and we take T =100 and h = 1 10 . We perform 10,000 Monte Carlo simulations of the sample paths generated by the process of (34). The results are presented in the following Figure and The histogram indicates that the normal approximation of the distribution of the statistic Φ is reasonable even when sampling size n is not so large. From Table 2 , we can see that the empirical mean, standard deviation, skewness and kurtosis are close to their asymptotic counterparts, which confirms our theoretical analysis: the convergence of the distribution of Φ is fast. The Girsanov formula is well defined in Theorem 3.1 and the finite-time ruin probability will be defined by:
(s, η a (u)ds) 1 ηa(u)≤T (50) To do the simulation of the ruin probability with the monte-carlo procedure, we always take a large enough and with the fact lim a→∞ 1 ηa(u)≤T = 1 and the infinite time ruin probability will be the same way.
For the estimation of the parameter ϑ, we can use the continuous time observations in theorem 5.1 and the asymptotic result will be lim
which has been proved in [23] . The properties of the estimator of the ruin probability will be completed by the Delta method.
