We propose a method to analyze infrared contributions to non-inclusive processes in QCD. We use the Sudakov form factor as a working example. Borrowing techniques from renormalization theory, we construct "counterterms" for the contributions from the soft and collinear regions, and we relate them to eikonal Wilson lines taken along non-lightlike directions. We illustrate the method with explicit results at one loop.
Understanding the structure of hadronic final states in high energy collisions involves applying QCD in situations where multiple mass scales are measured. While the application of QCD to inclusive hard-scattering processes, characterized by a single large mass scale, is well under control, thanks to the combined use of asymptotic freedom and factorization theorems, the use of QCD in less inclusive, multiple-scale processes is much subtler [1] . Factorization theorems for these cases, when they exist, are of a more complicated kind. Due to the lack of inclusivity, uncancelled infrared factors enter the factorization formulas, ultimately signaling a new kind of sensitivity to nonperturbative physics.
An example of a measurement of this type is the transverse momentum distribution of vector bosons produced in hadron-hadron collisions [2] . For transverse momenta q ⊥ small compared to the vector boson invariant mass Q, the description of the spectrum [3] requires both the summation of perturbative logarithms in the ratio of the two scales, Q/q ⊥ , and the introduction of nonperturbative functions of the intrinsic transverse momentum to be determined [4] from the experimental data. The basic factorization structure for the vector boson cross section σ that encompasses this physics can be written in the form
Here x i , k ⊥i (i = 1, 2) represent longitudinal momentum fractions and transverse momenta associated with incoming partons. H is a function that only depends on hard momenta and is calculable as a perturbation expansion. The P 's are nonperturbative functions that can be interpreted as k ⊥ -dependent parton densities and are associated with singularities due to the emission of collinear gluons. The factor S is a nonperturbative function associated with infrared divergences due to the emission of soft gluons. A precise, nonperturbative definition of the factors that enter in factorization formulas such as Eq. (1) is crucial to improve the QCD treatment of non-inclusive processes.
In this letter, we focus on a class of contributions, the Sudakov form factor contributions (Fig. 1a) , that provide the simplest example of the physics in these processes, and we outline a method to recast such contributions in a form that closely fits the pattern illustrated in Eq. (1). The idea is to treat the infrared (soft and collinear) singularities generalizing techniques from the standard renormalization theory for ultraviolet divergences. We will discuss the infrared contributions in the Sudakov form factor by introducing counterterms that cancel the singularities of the original graph. Although our analysis is at the one loop level, the method only relies on general principles and should be generalizable to higher loops. In particular, the form of the counterterms that we determine leads to operator definitions for the infrared factors in terms of eikonal Wilson lines, that we present explicitly.
The subtractions that we introduce to separate out the infrared singularities may be useful in practical computations. The main tool to study the structure of the hadronic final states is provided by Monte Carlo generators modeling parton shower and hadronization effects. For precision phenomenology, it will soon become crucial to construct Monte Carlo tools in which these effects are matched with next-to-leading-order perturbative calculations [5] . Calculational schemes such as the one we employ here may be of help in dealing with double counting problems and searching for efficient algorithms.
Consider the graph in Fig. 1a . For simplicity, we illustrate the method by considering scalar quarks in a massive, abelian theory. This simplifies the calculations, while retaining all the essential ingredients on which we want to focus. We denote the quark mass by m and the gauge boson mass by m g . We work in a frame in which the incoming quark momenta p A and p B are boosted, respectively, along the plus and minus light cone directions, with 2 p
In general, we are interested [6] in integrating the vertex function of Fig. 1a against a test function ϕ, representing any infrared finite subgraph that may attach to the vertex. Thus we consider
For the actual graph of Fig. 1a we will have ϕ = 1. But retaining ϕ(k/Q) until the end of the calculation will assist us in identifying the nature of the terms we obtain. Following the analysis of [7] [8] [9] we identify the important regions of momentum space in Γ, as depicted in Fig. 1b: 1. soft region: all components of k µ are much smaller than Q: k µ ∼ λ Q, where λ is small;
4. hard region: all components of k µ are of order Q: k µ ∼ Q.
We will construct a term for each region. We will do this starting from the smallest regions (region 1, representing a 0-dimensional subspace) and systematically going to larger regions (regions 2 and 3 (1-dimensional) and region 4 (4-dimensional)). The strategy for constructing the approximation for a given region will be a) take the original graph and subtract the terms for smaller regions; b) construct an approximation valid in the region being treated; c) show that it has no divergences or leading contributions from smaller regions; d) "renormalize" divergences associated with larger regions.
Since, as we will see, only regions that are larger or smaller than the current region are relevant, the sum of all the terms will give a good leading-power approximation to the original graph. Let us begin with region 1. We evaluate Γ in this region by expanding in powers of the small parameter λ. We obtain
The expansion in λ gives the correct answer in the soft region unless one or both of the components k
and only the quark propagators have significant dependence on k + and k − . For the original graph, the iε's in the quark propagators enable us to deform out of the region of small k + k − . The approximation, obtained by expanding in powers of λ, is valid on the deformed contour. Then we must apply the same iε's to the approximation, so that the contour of integration is consistent between the original graph and the approximation, in Eq. (3) . Observe that the direction of the deformation of the k + and k − contours is determined by the fact that the interactions are initial-state interactions. Therefore the same deformation applies consistently in all higher-order graphs as well.
A useful way to look at Eq. (3) is to recognize that it is the lowest-order contribution to the vacuum expectation value of two eikonal Wilson lines, taken along the directionsp A ,p B of the two fast incoming quarks [8, 9] :
where self-energy contributions have been divided out and we have defined
Observe that this quantity still has singularities from the collinear and ultraviolet regions.
(Note in particular that, once the soft approximation is taken, as in Eq. (3), the collinear singularities are entirely associated with the integration over the rapidity y = ln(k + /k − ) in the limits y → +∞ or y → −∞ and are not removed by dimensional regularization [10] .) The ultraviolet singularities are to be dealt with by the standard renormalization procedure. The renormalized quantity will contain a subtraction term that cancels the singularities in Eq. (3) from the ultraviolet region. Our strategy here is to treat the collinear singularities much in the same way, as in a generalized renormalization procedure. We want to construct a "renormalized" soft term S which will also include subtractions to cancel the singularities in Eq. (3) from the collinear regions.
As in the case of the standard ultraviolet renormalization, there are of course many ways of defining such subtraction terms. The motivation for the definition we are going to give is twofold. First, we wish the new term to be still susceptible to an operator interpretation in terms of Wilson lines. In the realistic QCD case, S is an ingredient of the factorization formula (1) that cannot be calculated in perturbation theory. We nevertheless want to be able to give a nonperturbative operator definition of it. Second, we wish the evolution equation for the new term to be "simple". We will specify later on what we mean by this. Here we just notice that the new definition will involve considering Wilson lines along an arbitrary direction. It is the evolution with this direction that will be of interest.
Let us introduce two non-lightlike vectors u A , u B , as follows:
We construct the subtracted soft term by defining
The term in the first line of this formula is the one in Eq. Note that the collinear-to-p A subtraction term has no collinear-to-p B singularity; indeed it is power suppressed in this region. The same is true with A and B exchanged. The ultraviolet subtraction in the third line of Eq. (7) is understood to be done in the MS scheme.
The subtracted soft term, Eq. (7) equals the simple soft term Eq. (3) when k is well within u B and u A in rapidity, i.e., when u
It is convergent when the integral extends beyond this region. Furthermore, there are simple equations for the dependence on u A and u B , and these equations enable [9] one to tame the logarithms that arise for the integral over the rapidities of the soft gluons in this and higher-order graphs.
Next we construct the terms corresponding to the collinear regions. Consider region 2. We will construct a term A such that A + S gives a good approximation (valid to the leading power) over the whole region 2, including its soft subregion. We start by making an expansion of Γ in powers of λ. (This is now a different expansion from that made for the soft region, for now we have k
, from the definition of the collinear-to-A region.) We get
We apply the same expansion to S. The term in u + A in Eq. (7) does not give a leading contribution. Then we define
The first term in the square bracket is associated with the approximation of the original graph in the collinear region, as indicated by the arguments in the test function ϕ. The second term subtracts the singularity at the endpoint of the collinear region, k + = 0. The third term comes from the k − → 0 subtraction in S. Observe that Eq. (9) does not receive any leading contribution from the smaller region 1. In this region, the first two terms in the square bracket cancel, while the third is suppressed by the cut-off provided by the vector u B .
We next show that the A term, Eq. (9), is power suppressed in region 3, where k is collinear to p B . This region merely overlaps with the region that this term is designed to treat. In the p B -collinear region, a good approximation is obtained by replacing the quark factor (2p
. After this replacement, the first two terms on the right of Eq. (9) cancel. The third term is power suppressed and hence the whole of A is power suppressed in the collinear to p B region. This proof of suppression is equivalent to the proof for the soft region; the propagator on the B side has already been replaced by its soft approximation, and the approximation on the A side depends on the rapidity of k being much less than the rapidity of p A . Thus the calculation of the behavior of the A term in the B region has been reduced to the calculation of its behavior in the intersection of the A and B regions, i.e., in the soft region. This is actually a general phenomenon and allows us to deal in our formalism with the equivalent of overlapping divergences.
We therefore have the following results:
• The sum A+S gives a good approximation to Γ in regions 1 and 2. In the small region, 1, S is a good approximation to Γ and A is power-suppressed. In the larger region 2, A is a good approximation to Γ − S, and hence A + S is a good approximation to Γ.
• The term A is power suppressed in regions that overlap with the A region or are smaller than it.
The expression for the p B -collinear term, B, is simply obtained from Eq. (9) by interchanging the indices + and −, A and B.
Finally, we consider the hard part of the form factor. We first observe that the sum of the terms for the smaller regions, A + B + S provides a good approximation to Γ in the whole of the smaller regions 1, 2, and 3; this follows from the construction of the three terms plus the result that each of A and B is suppressed in the opposite collinear region (2 or 3, respectively). To obtain a term H for the hard region (4), we need to subtract the soft and collinear counterterms from Γ and evaluate the result in region 4. This amounts to setting all masses to zero. We get
Note that the non-lightlike terms that enter the definition of the infrared counterterms cancel between the different counterterms, so that they do not appear in the hard term H.
To verify that the subtractions are correct, we perform the k + , k − integrations in Eq. (10) in the case ϕ = 1. This gives
where
Observe that, as a result of the infrared subtractions, the k 2 integration in Eq. (11) is regular at small k 2 . The large k 2 behavior, on the other hand, has to be dealt with via an ultraviolet subtraction. It is interesting to note that the leading ultraviolet behavior is of the form (dk 2 /k 2 ) ln k 2 . The analysis of this is left to future work. Eqs. (7), (9), (10) provide the main result of our method. We have relied on the analysis of Refs. [7] [8] [9] to establish that the regions 1-4 listed after Eq. (2) exhaust all the leading regions. For each region, we have defined a term that, added to the terms for smaller regions, gives a good leading-power approximation to the original graph in that region. For each term, we have shown that it does not receive leading contributions from regions that are smaller or have an overlap with the region being considered. Thus the sum of all the terms gives a good leading-power approximation to the original graph:
The spacelike vectors u A , u B introduced by the soft and collinear subtractions are not physical parameters. The sum of all terms is independent of them. The utility of these vectors comes from the fact that evolution equations in y A = (1/2) ln |u
| can be applied to the factors in the factorization formula (1) to extract effects associated with large logarithms [3, 9] . Consider for instance how the soft term S varies with y A . From Eq. (7) we get
This is to be contrasted with the evolution one would get if, instead of the subtraction method, one used a cut-off procedure, as, for instance, in Ref. [9] . In this case, from a term of the type [9]
one would get
That is, the subtraction method has the advantage that there are no power-like remainders to the evolution equations. While the subtractions introduced to define the various counterterms lead to expressions for the infrared factors that are more involved than in cut-off procedures, the structure of the factorization and evolution equations is simpler. It may be regarded as "optimal" in the sense of Ref. [6] , in that no further expansion is required to put the result in a simple form. We may now give an operator interpretation for the infrared counterterms that we have constructed explicitly at one loop. Using the path ordered exponentials introduced in Eq. (5), we define
This represents a gauge-invariant expression that, at one loop, reproduces Eq. (7). Unlike Eq. (4), it involves eikonal lines along spacelike directions. The first factor in the numerator gives the original soft term S 0 in Eq. (3), and the two factors in the denominator give the collinear subtractions in Eq. (7). The remaining factors in the numerator cancel factors of a complete external propagator for the Wilson line that are not used in our calculation. Given our one-loop formulae, this result appears to us to be unique, if we simply assume that the 
Observe that the one-loop calculations presented in this paper plus the requirement that the counterterms be expressed in terms of gauge-invariant path-ordered exponentials enable one to identify well-defined expressions for the nonperturbative factors that appear in the factorization formula. Exactly similar considerations apply to the Drell-Yan cross section, whose factorization formula is given in Eq. (1). In summary, we have applied a systematic subtraction procedure to the one-loop Sudakov form factor. We have expressed it in terms of finite integrals that have a simple meaning in terms of gauge-invariant operators. The form of these operators allows simple evolution equations to be obtained.
This research is supported in part by the US Department of Energy under grant No. DE-FG02-90ER-40577.
