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Abstract
The multinomial probit model is a popular tool for analyzing choice be-
haviour as it allows for correlation between choice alternatives. Because
current model specifications employ a full covariance matrix of the latent
utilities for the choice alternatives, they are not scalable to a large number
of choice alternatives. This paper proposes a factor structure on the covari-
ance matrix, which makes the model scalable to large choice sets. The main
challenge in estimating this structure is that the model parameters require
identifying restrictions. We identify the parameters by a trace-restriction on
the covariance matrix, which is imposed through a reparametrization of the
factor structure. We specify interpretable prior distributions on the model
parameters and develop an MCMC sampler for parameter estimation. The
proposed approach substantially improves performance in large choice sets
relative to existing multinomial probit specifications. Applications to pur-
chase data show the economic importance of including a large number of
choice alternatives in consumer choice analysis.
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1 Introduction
The multinomial probit (MNP) is an important model for analysing choice
behavior, because it allows the latent utilities of the choice alternatives to be
correlated. These correlations capture general substitution patterns among
choice alternatives, in contrast to the case with models that impose the
independence of irrelevant alternatives property (Hausman and McFadden,
1984).
However, current specifications of the multinomial probit model are not
scalable to discrete choice problems with a large number of choice alterna-
tives, as the number of parameters in the covariance matrix of the latent uti-
tilities grows quadratically in the number of choice alternatives (Burgette et al.,
2013). This curse of dimensionality is exacerbated by the fact that, contrary
to standard covariance matrix estimation settings, where multiple continuous
variables are observed, all parameters in the covariance matrix have to be
estimated from a single categorical variable.
Standard dimension reduction techniques, such as factor analysis, cannot
straightforwardly be applied to the covariance matrix of the latent utitilities.
Since the scale of the latent utilities is not identified (Bunch, 1991), the
identification of the model parameters requires a restriction on the covariance
matrix. The main challenge is to reduce the number of parameters that
characterize the covariance matrix, while imposing an identifying restriction.
This paper proposes a multinomial probit model specification that is scal-
able to modern choice data with many choice alternatives. Specifically, we
employ a factor structure on the covariance matrix, where the number of pa-
rameters scales linearly, rather than quadratically, with the number of choice
alternatives. The parameters are identified by imposing a trace restriction
on the covariance matrix. To impose the trace restriction on the factor repre-
sentation, we transform the covariance parameters to a spherical coordinate
system of angles and a spherical radius. The radius is, by construction,
equal to the square root of the trace of the covariance matrix. Therefore,
the trace restriction is readily imposed by setting the squared radius equal
to the number of choice alternatives.
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To conduct Bayesian estimation, prior densities on the angles in the repa-
rameterization must be selected. We elicit the priors on the angles from well
understood prior assumptions popularly used in the Bayesian factor analysis
literature. The process of elicitation can be performed using a fast algorithm
provided in this paper. The computation of the posterior distribution in-
volves a Markov Chain Monte Carlo (MCMC) sampler with Gibbs sampling
steps for the coefficients and latent utilities, and a Metropolis-Hastings step
for the angle parameters. A numerical experiment confirms that the MCMC
sampler succeeds in accurately estimating the model parameters.
An application to real consumer choice data illustrates the empirical rel-
evance of the scalable multinomial probit model. We construct consumer
choice data with 50 alternatives as a modern counterpart of commonly used
laundry detergent and margarine purchase data sets with only six alterna-
tives. Where existing methods break down for these large choice sets, our
method continues to show good predictive performance. The model is able
to identify correlations across a large set of products. The results show that
limiting the analysis to only a few products may, for instance, severely bias
price elasticity estimates. The proposed model has similar performance to
existing multinomial probit specifications when applied to the traditional
laundry detergent and margarine choice data with six alternatives.
This paper makes three important contributions to the multinomial pro-
bit literature. First, the proposed approach addresses the scalability of the
multinomial probit model directly. Piatek and Gensowski (2017) specify a
factor structure for the covariance matrix under the assumption that the fac-
tor loadings are known. This assumption might be unrealistic in many choice
problems, especially when the number of alternatives is large. Cripps et al.
(2009) propose a covariance selection prior that permits elements of the in-
verse of the covariance matrix to be zero. This approach allows for a sparse
representation of the model, but does not reduce the number of parameters
to be estimated.
Second, this paper contributes to the literature on parameter identifi-
cation in multinomial probit models. Burgette and Nordheim (2012) show
that fixing the trace of the covariance matrix should be preferred over fix-
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ing a diagonal element, as in McCulloch et al. (2000) and Imai and Van Dyk
(2005). Our model reparametrization satisfies the trace restriction and also
naturally imposes parsimony, which is not embedded in the marginal data
augmentation approach used by Burgette and Nordheim (2012).
Third, this is the first study that applies the multinomial probit model to
real choice data with a large number of choice alternatives. Empirical appli-
cations of multinomial probit models have been limited to only a few choice
alternatives. For instance, Imai and Van Dyk (2005) consider six clothing
detergent brands, McCulloch and Rossi (1994) and Burgette and Nordheim
(2012) six margarine brands, Piatek and Gensowski (2017) two education
levels and three occupation categories, and Cripps et al. (2009) five tests
for cervical cancer. This limitation is of particular concern today, with the
widespread availability of data on large choice sets.
The outline of the remainder of this paper is as follows. Section 2 discusses
the model specification and Section 3 introduces a scalable covariance matrix
specification. Section 4 discusses prior specifications and the MCMC sampler.
Section 5 conducts a numerical experiment to evaluate estimation accuracy,
and Section 6 applies the proposed methods to real consumer choice data
sets. Section 7 concludes.
2 Multinomial probit model
2.1 Model specification
Let Yi be an observable unordered random categorical variable with support
on the set AJ = {0, 1, 2, . . . , J}, with J+1 the number of choice alternatives,
and i = 1, . . . , N , with N the number of individuals. Let Z˜i = (z˜i0, . . . , z˜iJ)
⊤
be a (J+1)×1 vector of continuous random variables that can be interpreted
as latent utilities, with
Yi(Z˜i) = argmax
j∈AJ
z˜ij . (1)
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The latent utilities are modeled as
Z˜i = X˜iβ˜ + ε˜i, ε˜i ∼ N(0, Σ˜), (2)
where X˜i is a (J + 1) × K˜ matrix of observed regressors, β˜ is a vector of
coefficients, and ε˜i is an independent normally distributed disturbance vec-
tor with covariance matrix Σ˜. The regressor matrix typically includes an
intercept, a kd-dimensional vector xi,d of individual-specific characteristics,
and a (J + 1)× ka matrix xi,a of ka alternative-specific covariates, such that
X˜i = [IJ+1 x
⊤
i,d ⊗ IJ+1 xi,a], (3)
where IJ+1, denotes the identity matrix of dimensions (J + 1)× (J + 1).
2.2 Identification
The parameters β˜ and Σ˜ in the multinomial probit model specified in (2)
are not identified (Bunch, 1991). There are two parameter identification
problems. First, the location of the latent utilities is unidentified, since
Yi(Z˜i + c) = Yi(Z˜i) for c ∈ R. Second, the scale of the latent utilities is also
unidentified, as Yi(cZ˜i) = Yi(Z˜i) for c ∈ R+.
2.2.1 Location
A standard solution to the identification problem in the location is to dif-
ference the utilities with respect to a baseline category. Define choice cat-
egory j = 0 as the base category and define the differences in utilities as
Zij = z˜ij − z˜i0. The dependent variable Yi equals
Yi =
{
0 if max(Zi) < 0,
j if zij = max(Zi) > 0,
(4)
where max(Zi) is the largest element of Zi.
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The utility model in (2) is transformed to differences in utilities by
Zi = T Z˜i = Xiβ + εi, εi ∼ N(0,Σ), (5)
with transformation matrix T = [−ιJ IJ ], the J×K transformed regression
matrix Xi = [IJ x
⊤
i,d ⊗ IJ Txi,a], and the J × J transformed covariance
matrix Σ = T Σ˜T⊤. For the remainder of this paper we employ this location
identification approach, and refer to Zi as utilities. Moreover, we define
Y = (Y1, . . . , YN)
⊤, Z = (Z⊤1 , . . . , Z
⊤
N)
⊤, and X = (X⊤1 , . . . , X
⊤
N)
⊤.
2.2.2 Scale
There are multiple solutions to the unidentified scale in the latent utilities,
but they all impose a constraint on the covariance matrix Σ. McCulloch et al.
(2000) develop a prior that fixes the (1,1) element of Σ to be equal to one.
Burgette and Nordheim (2012) argue that the assignment of a choice alter-
native to the unit variance can have a large effect on the posterior choice
probabilities. They propose to fix the trace of the covariance matrix instead
of fixing one of its elements. We follow this approach and restrict the trace
of the covariance matrix Σ in (5) to be equal to J .
3 Scalable reparametrization
The total number of unique parameters in the covariance matrix, J(J +
1)/2, grows quadratically with J . To reduce the dimension of the parameter
space, Section 3.1 specifies a factor structure for Σ. Section 3.2 introduces a
reparametrization of the factor structure that imposes a trace restriction on
the covariance matrix.
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3.1 Factor structure
Denote as γ a J × q matrix with q < J , and as D a diagonal matrix with
positive diagonal elements d = (d1, . . . , dJ). We model Σ as
Σ = γγ⊤ +D2. (6)
For the purpose of identification, the upper triangular elements of γ are
fixed at zero (Geweke and Zhou, 1996). In this factor covariance structure,
the total number of parameters that characterise the covariance matrix is
n = J(q + 1) − q(q − 1)/2, which implies that for a given value of q, the
number of parameters grows linearly with J .
A major challenge in this framework is the implementation of the identi-
fying restriction trace(Σ) = J , which implies that
trace(Σ) =
J∑
j=1
[(
min(q,j)∑
k=1
γ2jk) + d
2
j ] = J, (7)
where the scalar γjk denotes the element in row j and column k in γ, while
the scalar dj is the j
th element in d. As discussed next, we impose this
restriction by transforming γ and d into a spherical coordinate system.
3.2 Trace restriction
Consider the n-dimensional vector ψ, defined as
ψ = (ψ1, . . . , ψn)
⊤ =
(
d⊤, vech(γ)⊤
)⊤
, (8)
where vech(γ) =
(
γ⊤1:J,1, . . . , γ
⊤
q:J,q
)⊤
and γk:J,k = (γkk, . . . , γJk)
⊤. Note that
the restriction in Equation (7) can be re-written in terms of ψ as
∑n
l=1 ψ
2
l = J .
We transform ψ into a spherical coordinate system, in which the coordi-
nates consist of an (n− 1)-dimensional vector of angles κ = (κ1, . . . , κn−1)⊤
and the radius r. This transformation reparameterises ψ in terms of κ and r
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as
ψl(κ, r) =

r cos κ1 for l = 1,
r cos κl
∏l−1
j=1 sin κj for 1 < l < n,
r
∏l−1
j=1 sin κj for l = n,
(9)
where κl ∈ [0, pi) for l < n− 1 and κn−1 ∈ [0, 2pi).
By construction, the transformation in (9) satisfies
∑n
l=1 ψl(κ, r)
2 = r2.
By fixing the value of r equal to
√
J , the covariance matrix always satisfies
the trace restriction, as
∑n
l=1 ψl(κ,
√
J)2 = J for any value of κ.
The inverse function of the reparameterization in (9) is
κl(ψ) =

arccos
[
ψl
(∑n
j=l ψ
2
j
)− 1
2
]
for l < n− 1,
arccos
[
ψl
(∑n
j=l ψ
2
j
)− 1
2
]
for {l = n− 1 ∧ ψn ≥ 0},
2pi − arccos
[
ψl
(∑n
j=l ψ
2
j
)− 1
2
]
for {l = n− 1 ∧ ψn < 0}.
(10)
Notice from Equation (10) that κl(cψ) = κl(ψ), for any positive scalar c,
which means that κl is a function of ψl relative to the Euclidean norm ‖ψ‖
rather than the magnitude of ψl.
4 Bayesian estimation
This section develops a Bayesian method for estimating the identified pa-
rameters (β, κ), subject to the trace restriction in (7). The distribution of
interest is the augmented posterior
p (β, κ, Z|Y,X,B, θ) ∝ p(Y |Z)p(Z|X, β, κ)p(β|B)p(κ|θ), (11)
where we assume the priors of β and κ to be independent, with corresponding
hyperparametes B and θ. The prior on the coefficients β is standard and
specified as
β|B ∼ N(0, B−1). (12)
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We develop the prior choice for p(κ|θ) in the next section.
4.1 Prior for angular coordinates
Developing prior beliefs directly on the angular coordinates κ is challenging,
because these coordinates lack interpretation in relation to the covariance
matrix Σ. On the other hand, because ψ directly determines the covariance
matrix Σ via (6) and (8), the implications that a prior on ψ has on the prior
beliefs on Σ are well understood. At the same time, choosing a prior on ψ
imposes the prior on κ required in (11).
Therefore, we first select a prior p (ψ|θ). This prior implies p(κ|θ), which is
required for parameter estimation, and p(Σ|θ). Because the elements of κ and
ψ do not have a monotonically increasing relationship, analytical derivation
of p(κ|θ) is challenging. Instead, we construct a parametric approximation
to p (κ|θ) from a flexible parametric density class P with elements p˜ (κ|λ)
indexed by λ ∈ Λ.
The approximating prior density p˜(κ|λˆ) is calibrated by minimizing an
estimate of the Kullback-Leibler divergence KL [p (κ|θ) ||p˜ (κ|λ)], with respect
to λ. Specifically, we minimize
K̂L [p (κ|θ) ||p˜ (κ|λ)] = 1
M
M∑
m=1
log
(
p(κ[m]|θ))− 1
M
M∑
m=1
log
(
p(κ[m]|λ)) , (13)
where the first term can be ignored in the minimization problem, and the sec-
ond term is computed using M draws {κ[m]}Mm=1. These draws are produced
by generating from the prior distribution p(ψ|θ), and then transforming into
draws from the prior p (κ|θ). Algorithm 1 outlines the steps of the optimiza-
tion process.
Algorithm 1 Prior calibration on the angular coordinates
1: Set hyperparameters θ in p(ψ|θ)
2: Generate M draws ψ[m] ∼ p(ψ|θ)
3: Transform ψ[m] to κ[m] using (10)
4: Calculate λˆ as the minimizer of (13) using {κ[m]}Mm=1
5: Construct p˜(κ|λˆ)
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Once calibrated, we can use the prior p˜(κ|λˆ) for inference, by plugging
it into (11) instead of p (κ|θ). Key to accurate approximation of p (κ|θ) is
the selection of a flexible parametric density class P. Here we use p˜(κ|λ) =∏n−1
l=1 p˜(κl|λl) with
p˜(κl|λl) = φ1
{
tηl
[
G (κl)− µl
τl
]}
t′ηl
[
G (κl)− µl
τl
]
1
τl
G′ (κl) , (14)
where G (κl) = Φ
−1
1
(
κl
pi
)
for l < n− 1, G (κl) = Φ−11
(
κl
2pi
)
for l = n− 1, G′()
is the derivative of G(), tη() is the Yeo and Johnson (2000) transformation,
t′η() its first derivative, while φ1() and Φ
−1
1 () denote the density and inverse
distribution function of a standard normal variable, respectively.
The density function in (14) is capable of accurately approximating the
margins of the prior p(κ|θ), which in turn results in accurate approximation
to the implied prior p(Σ|θ), as we will show in Section 4.2. Moreover, the
evaluation of the density is computationally efficient, which increases the
speed of the sampling algorithm discussed in Section 4.3. Therefore, we
select this density class over generally more computationally involved non-
parametric alternatives. For details on the properties and construction of
this distribution we refer to Appendix A.
4.2 Choice of prior
To set the prior p(κ|θ), the practitioner needs to specify a prior on the vector
ψ. Although simulation from p(ψ|θ) is required for Algorithm 1, this prior
density does not have to be available in closed-form.
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We propose the following characterisation of the prior distribution p(ψ|θ),
ψ =
√
J
‖ψ¨‖ ψ¨, (15)
p(ψ¨|θ) =
J∏
j=1
p(d¨j|ν, s)min(q,j)∏
k=1
p(γ¨jk|σ2γ)
 , (16)
γ¨jk|σ2γ ∼ N(0, σ2γ), (17)
d¨2j |ν, s ∼ Inverse-Gamma (ν, s) , (18)
where ν and s denote the shape and rate parameters of the Inverse-Gamma
distribution.
This choice of prior links the trace-restricted parameters in ψ to an un-
restricted parameter vector ψ¨ = (d¨⊤, vech(γ¨)⊤)⊤. As a result, we induce a
prior on the restricted parameters ψ by selecting a prior for the unrestricted
parameters ψ¨. For ψ¨ any prior that fits the type of factor structure in (6)
may be employed. We use a particularly well-established prior in the factor
literature, that assumes a normal distribution on γ¨jk and an Inverse-Gamma
distribution for d¨2j (see for instance Lopes (2014) and references therein).
Since ψ is a function of the scale of the elements of ψ¨ relative to the norm
of ψ¨, the location of p(ψ|θ) is unidentified. To solve this, we anchor the mean
of the Inverse-Gamma prior in (18) at one by setting s = ν − 1. Thus, the
hyperparameters for the prior are θ =
(
σ2γ , ν
)⊤
.
4.2.1 Accuracy of the approximating prior
This section assesses the accuracy of the approximating density for the choice
of prior in the previous section. We focus on the parameter space of most
interest to the practitioner, the variance and correlation parameters, which
are implied by p˜(κ|λˆ). Specifically, we focus on assessing the accuracy of
p˜(Σ2,2|λˆ) at replicating p(Σ2,2|θ), and the accuracy of p˜(ρ2,3|λˆ) at replicating
p(ρ2,3|θ) with ρ2,3 = Σ2,3√
Σ2,2Σ3,3
, for J = 6, q = 1, and θ = (0.5, 5)⊤.
The prior p(Σ2,2|θ) is constructed via simulation. First, we generate draws
from the prior p(κ|θ), then transform them into draws for Σ, and finally con-
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Figure 1: Approximating prior density for Σ2,2
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This figure shows the implied prior variance densities for the multinomial probit model
with a factor structure. The yellow solid line corresponds to the implied prior p(Σ2,2|θ)
and the black dashed line corresponds to its approximation p˜(Σ2,2|λˆ), and the panels
correspond to different values for θ with q = 1.
struct a kernel density estimator of p(Σ2,2|θ). Similarly, we use Algorithm 1
to calibrate the approximating prior p˜(κ|λˆ), from which we also obtain a
kernel density estimator of p˜(Σ2,2|λˆ) via simulation. We construct p(ρ2,3|θ)
and p˜(ρ2,3|λˆ) in the same way.
In Panel (a) of Figure 1, the yellow solid line and the black dashed line
represent the implied prior densities p(Σ2,2|θ) and p˜(Σ2,2|λˆ), respectively. The
approximating prior is an accurate representation of the prior. The remain-
ing panels in Figure 1 demonstrate that the approximating prior remains
accurate for alternative hyperparameter values.
A similar result is obtained when we compare the implied priors p(ρ2,3|θ)
and p˜(ρ2,3|λˆ), as shown in Figure 2. The accuracy of the approximating prior
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Figure 2: Approximating prior density for ρ2,3
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This figure shows the implied prior correlation densities for the multinomial probit model
with a factor structure. The yellow solid line corresponds to the implied prior p(ρ2,3|θ) and
the black dashed line corresponds to its approximation p˜(ρ2,3|λˆ), and the panels correspond
to different values for θ with q = 1.
Figure 3: Approximating prior densities with four factors
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This figure shows the implied prior variance (panel a) and correlation (panel b) densities
for the multinomial probit model with a factor structure. The yellow solid line corresponds
to the implied prior and the black dashed line corresponds to its approximation.
is not limited to Σ2,2 and ρ2,3 but holds for all elements in Σ and implied
correlation coefficients.
Additionally, Figure 3 shows that also for a larger number of factors
q = 4 the approximating prior is accurate. The results in this section also
hold when the number of choice alternatives is J = 50.
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4.2.2 Hyperparameters
The user of the prior proposed in (15)-(18) only has to set the hyperparam-
eters θ. The impact of these hyperparameters on the implied prior for Σ is
clear. The parameters σγ and ν jointly control the dispersion of the vari-
ances around their prior mean of one, and σγ also governs the variance of the
correlations around their prior mean of zero.
Panels (b) and (d) in Figure 1 show that, for the small value of σγ = 0.1,
a larger value of ν makes the prior on the diagonal elements of Σ tighter
around one. In Panels (a) and (c), we observe that for large values of σγ the
hyperparameter ν has little effect on the prior. On the other hand, comparing
Panel (a) to (b), and Panel (c) to (d), shows that decreasing σγ makes the
impact of ν on the prior more pronounced.
Panels (a) and (b) in Figure 2 show that σγ governs the prior variance
on the underlying correlations of Σ, with larger values for σγ associated with
a prior with larger variance. The parameter ν does not affect the implied
prior on the correlations. So a small value for σγ , in combination with a large
value for ν, shrinks the covariance matrix to the identity matrix.
The implied prior for Σ is also sensitive to the number of factors consid-
ered. Panel (a) in Figure 1 and Panel (a) in Figure 2 show the implied prior
for the diagonal elements of Σ and its implied correlations when θ = (0.5, 5)⊤
and q = 1. Figure 3 shows how these implied prior densities change when
the number of factors is set to q = 4. Increasing the number of factors de-
creases has a small effect in the priors for both the variance and correlation
parameters.
For the remainder of this paper we set q = 1 and employ θ = (0.5, 5)⊤.
These hyperparameter values produce prior densities for the variances that
have close to zero probability mass at zero. They also imply prior densities
for the correlations that have low probability mass at one and minus one.
These properties make the method computationally stable, and guarantee
that extreme values for the variances and correlations are the result of a
strong signal in the data instead of highly uninformative priors.
Alternatively, the hyperparameters of the prior can be set to restrict the
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covariance matrix to have other well-known structures. For instance, when
θ = (0,∞)⊤ the covariance structure is set to the identity matrix. For θ =
(0, ν)⊤ the covariance matrix is diagonal and trace restricted. Geweke et al.
(1994) shrink Σ˜ to an identity matrix, which is equivalent to shrinking Σ
to the equicorrelated covariance matrix 1
2
(IJ + ιJ ι
⊤
J ). A similar covariance
structure can be obtained from our prior by setting the mean of the normal
distribution in (17) to a nonzero value.
4.2.3 Comparison to existing MNP prior specifications
This section compares our prior assumptions on Σ to two well-known al-
ternatives in the MNP literature. The first, from here on in referred to as
MNP-MPR, is proposed by McCulloch et al. (2000), who set
Σ =
[
1 γ⊤
γ Φ + γγ⊤
]
, γ ∼ N(0, τIJ−1), Φ−1 ∼Wishart(δ, C), (19)
with degrees of freedom δ = J + 3 and scale matrix C = (δ − J)(1− τ)IJ−1,
where τ = 1
8
. The second alternative, from here on in MNP-BN, was proposed
in Burgette and Nordheim (2012), who specify
Σ = Σ¨/trace(Σ¨), with Σ¨ ∼ Inverse-Wishart(s, S), (20)
with degrees of freedom s = J + 3 and scale matrix S = IJ .
Panel (a) in Figure 4 compares the implied prior on Σ2,2 for our proposed
multinomial probit model with factor structure, from here on in referred to
as MNP-FS, to MNP-BN and MNP-MPR. For MNP-FS we consider q = 1
and θ = (0.5, 5)⊤. The three densities are positively asymmetric and most of
their probability mass lies between zero and four. Aside from the fact that
the MNP-FS density has low mass at zero, all three prior densities have a
similar shape.
Panel (b) in Figure 4 compares the implied priors on the correlation ele-
ment ρ2,3. While the MNP-BN and MNP-MPR priors assign high probability
mass to the edges of the support, the MNP-FS prior is tighter around zero.
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Figure 4: Prior densities for variance and correlation parameters
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Panels (a) and (b) show the implied prior densities of Σ2,2 and ρ2,3, respectively. The
yellow solid, red dashed and black dotted lines corresponds to the MNP-FS, MNP-BN
and MNP-MNR approaches, respectively.
Although not visible in the figure, the MNP-FS prior still assigns enough
probability mass at extreme values of the support, to allow for accurate es-
timation of correlations whose true parameter values are extreme. Tight
shrinkage towards small correlations allows our method to remain computa-
tionally stable when J is large.
4.3 Sampling scheme
To construct the posterior in (11), we employ the following MCMC sampling
scheme:
Sampling Scheme
Step 1: Generate from β|Z, κ,X,B.
Step 2: Generate from Z|β, κ, Y,X .
Step 3: Generate from κ|Z, β,X, θ.
Steps 1 and 2 are standard Gibbs sampling steps, see for instance McCulloch and Rossi
(1994). These steps require one to transform from κ to Σ, which can be easily
achieved following the instructions outlined in Table 1.
For step 3 we employ a random walk Metropolis-Hastings sampler. At
15
Table 1: Transformations between angles and covariance parameters
(a) Transforming from κ to ψ and Σ
Angles ⇒ Cov parameters ⇒ Cov matrix
κ ψl =

√
J cos κ1 for l = 1,√
J cos κl
∏l−1
j=1 sinκj for 1 < l < n,√
J
∏l−1
j=1 sinκj for l = n
ψ =
(
d⊤, vech(γ)⊤
)⊤
Σ = γγ⊤ +D2 Σ
(b) Transforming from ψ to κ
Angles ⇐ Cov parameters
κ κl =

arccos
[
ψl
(∑n
j=l ψ
2
j
)− 1
2
]
for l < n− 1,
arccos
[
ψl
(∑n
j=l ψ
2
j
)− 1
2
]
for {l = n− 1 ∧ ψn ≥ 0},
2pi − arccos
[
ψl
(∑n
j=l ψ
2
j
)− 1
2
]
for {l = n− 1 ∧ ψn < 0}
ψ =
(
d⊤, vech(γ)⊤
)⊤
Depiction of transformations to and from the parameters κ to covariance matrix Σ.
Here, D denotes the diagonal matrix with diagonal elements d.
the beginning of each iteration, the elements of κ are randomly assigned to
groups of five elements. The groups are then sampled, one group conditional
on the other, with the 5-dimensional proposal density equal to the product of
five independent truncated univariate normals. The variances of the proposal
densities are set adaptively to target acceptance rates between 15% and 30%.
The random assignment into groups, plus the parameter-specific adaptive
steps, allow one to target parameter-specific acceptance rates without having
to sample each element of κ one at a time. Roberts and Rosenthal (2009)
provide more details on adaptive MCMC, and Smith (2015) provides an
illustration on random allocation within MCMC. Appendix B discusses the
sampling steps in more detail.
5 Numerical experiment
This section presents a numerical experiment to assess the accuracy of the
parameter estimates in the proposed multinomial probit model.
5.1 Design
We generate a data set from the data generating process specified in (4)
and (5). The data closely matches the empirical application in Section 6.2,
with the number of discrete choices J + 1 = 50 and number of observations
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N = 5000. The elements of the vector xi,a are independently generated from
normal distributions with corresponding mean µ = 0 and variance σ2 = 1.
We do not include individual-specific characteristics xi,d.
The true parameter vector β0 consists of J intercepts drawn indepen-
dently from normal distributions with µ = 0 and σ2 =
√
0.5, and the coeffi-
cient for xi,a fixed at -0.7. The true covariance matrix Σ0 is set by drawing
Σ˜0 from the Inverse-Wishart(S, J + 3) distribution, where the scale matrix
S has ones on the diagonal and 0.5 as the common off-diagonal element. We
set Σ0 = JΣ˜0/trace(Σ˜0).
We apply our method, MNP-FS, to the generated dataset. For the pur-
pose of comparison we also implement the MNP-BN and MNP-MPR ap-
proaches. For our model, we set θ = (0.5, 5)⊤ with q = 1 in the prior for
κ. Setting the number of factors to one substantially reduces the number of
covariance parameters to be estimated, especially with 50 choice alternatives.
The implied prior densities at these parameter values are discussed in detail
in Section 4.2.
We use the prior for the coefficients specified in (12) with B−1 = 0.1IK
for all models. This is a rather uninformative prior, given that the covariates
are scaled to a variance of one in the sampler. Since settings with large choice
sets are vulnerable to numerical instabilities, we avoid the use of improper
prior specifications.
The posterior results are based on 200,000 iterations of the MCMC sam-
plers, from which the first 100,000 are discarded.
5.2 Results
Figure 5 compares the true parameter values of β0 and Σ0 (x−axis) against
the corresponding posterior mean estimates (y−axis). The yellow and black
circles correspond to MNP-FS and MNP-BN, respectively. The closer the
circles lie to the 45 degree diagonal line, the closer the posterior means are
to the true parameter values. Since the posterior mean estimates from the
MNP-MPR are substantially larger in magnitude than the estimates from
the other methods, these estimates are not included in the figure.
17
Figure 5: Posterior mean parameters in numerical experiment
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(c) Correlations
This figure shows the posterior means of the multinomial probit with a trace-restricted
factor structure (MNP-FS, yellow circles) and trace restriction (MNP-BN, black circles)
for the coefficients β in Panel (a), and the variances and correlations of the latent utilities
in Σ in Panel (b) and (c), respectively.
Panel (a) in Figure 5 suggests that, as the yellow circles lie closer to
the diagonal line than the black ones, the MNP-FS approach provides more
accurate estimates of β0 than MNP-BN. A similar result is observed for the
diagonal elements of Σ0, as shown in panel (b) of Figure 5. Most striking
perhaps, are the results for the posterior mean estimates of the underlying
correlations of Σ0, presented in panel (c) of Figure 5. While the correlation
estimates from MNP-FS are tightly scattered around the diagonal line, the
estimates from MNP-BN are widespread.
Table 2 confirms that the MNP-FS model provides more accurate pa-
rameter estimates relative to the benchmark methods. The smallest root
mean squared error (RMSE) of the posterior mean estimates for the coeffi-
cients, variances, and correlations, correspond to the MNP-FS specification.
The same conclusion is reached when comparison is conducted in terms of
the mean absolute error (MAE). Appendix C shows that even when tighter
priors for MNP-BN and MNP-MPR are considered, MNP-FS continues to
produce more accurate parameter estimates.
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Table 2: Error measures in the numerical experiment
Coefficients Variances Correlations
RMSE MAE RMSE MAE RMSE MAE
MNP-FS 0.317 0.281 0.237 0.179 0.256 0.201
MNP-BN 0.585 0.515 0.538 0.415 0.496 0.395
MNP-MPR 96.951 75.164 183320 149280 0.476 0.395
This table reports the root mean squared error (RMSE) and mean absolute
error (MAE) of the posterior mean estimates relative to the true parameter
values. The panels for the coefficients, variances and correlations correspond
to the error measures associated to the vector of coefficients β0, the diagonal
elements of Σ0, and the implied correlations in Σ0, respectively. The rows
denote the alternative MNP model specifications considered.
6 Empirical applications
This section fits the multinomial probit model to consumer choice data sets
of different dimensions. First, Section 6.1 considers a traditional consumer
choice data set on laundry detergent purchases with only six alternatives.
Section 6.2 constructs a laundry detergent purchases data set with 50 choice
alternatives from a big transaction data set. Section 6.3 considers margarine
brands in both a widely used small choice set and a newly constructed large
choice set.
The proposed multinomial probit model is compared to benchmark spec-
ifications. These specifications and prior settings are discussed in Section 5.
Moreover, we estimate a multinomial probit model with the covariance ma-
trix fixed to the identity matrix, referred to as MNP-I.
The in-sample and out-of-sample predictive accuracy of the models are
evaluated in terms of the predictive hit-rate and the logarithmic score (log-
score). The predictive probability mass function for Yi is given by
p(Yi|Xi, Y,X,B, θ) =
∫
p(Yi|Xi, β, κ)p(β, κ|Y,X,B, θ)dβdκ, (21)
where Xi denotes the attributes of the observation i to be predicted. For ease
of notation we refer to p(Yi|Xi, Y,X,B, θ) as p(Yi|Xi). An estimate pˆ(Yi|Xi)
for the predictive in (21) is constructed as the empirical probability mass
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implied by the draws Y
[m]
i obtained from p(Yi|Xi, β [m], κ[m]), where {β [m]}Mm=1
and {κ[m]}Mm=1 denote the MCMC draws.
The point forecast Yˆi for Yi is constructed as the mode of pˆ(Yi|Xi). The
hit-rate is defined as
hit-rate =
1
N
N∑
i=1
I[Yˆi = Yi], (22)
where I[A] is an indicator function. The log-score is defined as
log-score =
1
N
N∑
i=1
ln(pˆ(Yi|Xi)). (23)
For both the hit-rate and the log-score large values are preferred.
In the out-of-sample predictive exercise, 80% of the observations are ran-
domly allocated for estimation of the model, and 20% are employed as the
out-of-sample evaluation observations.
6.1 Traditional data set with six choice alternatives
Imai and Van Dyk (2005) and Burgette et al. (2019) fit multinomial probit
models to purchase data of laundry detergents. This data contains purchases
of 2657 households out of six brands of laundry detergents, and the log price
of each brand. The data set is described in detail by Chintagunta and Prasad
(1998) and available in Imai et al. (2005). We follow Imai and Van Dyk
(2005) and Burgette et al. (2019) and fit the multinomial probit models with
an intercept and the log price for each brand.
The hit-rates and log-scores in the first panel of Table 3 show that for a
small choice set the fit of our proposed model is similar to the fit of the bench-
mark methods. All models show substantial improvements over the naive
forecasting method that only considers the observed in-sample frequency of
the choice alternatives. However, MNP-FS, MNP-BN and MNP-MPR do
not have a better in-sample or out-of-sample hit-rate than the multinomial
probit model with an identity covariance matrix.
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Table 3: Hit-rate and log-score for laundry detergent applications
6 laundry detergent categories
Sample Metric MNP-FS MNP-BN MNP-MPR MNP-I Naive
In hit-rate 0.499 0.498 0.501 0.506 0.265
In log-score -1.320 -1.317 -1.317 -1.340 -1.642
Out hit-rate 0.490 0.488 0.486 0.495 0.232
Out log-score -1.351 -1.349 -1.351 -1.365 -1.637
50 laundry detergent categories
Sample Metric MNP-FS MNP-BN MNP-MPR MNP-I Naive
In hit-rate 0.206 0.057 0.012 0.162 0.057
In log-score -3.461 -3.787 -4.350 -3.706 -3.792
Out hit-rate 0.200 0.053 0.012 0.152 0.053
Out log-score -3.396 -3.797 -4.750 -3.727 -3.761
This table shows the in- and out-of-sample hit-rates and log-scores, defined in
respectively (22) and (23). Predictive densities are estimated on the data dis-
cussed in Section 6.1 and Section 6.2 using the multinomial probit model with a
trace-restricted factor structure (MNP-FS), with a trace-restriction (MNP-BN),
with Σ11 = 1 (MNP-MPR), with Σ = IJ (MNP-I), and a naive method in which
the forecast equals the most frequently observed category in the data.
The posterior parameter estimates are also similar across the different
models. Figure 6 shows the posterior means of the pair-wise correlations
of the latent utilities for the multinomial probit model specifications. The
covariance matrices in these model specifications have a different scale, but
the correlation matrix is scale invariant and suitable for comparison. We
find that the estimated correlations show similar patterns across the different
methods.
The small differences across the posterior estimates for the correlation
matrices are also reflected in the posterior densities of the price coefficient.
Figure 7 shows the posterior densities for the different models. All models
find all posterior mass concentrated on a negative price coefficient.
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Figure 6: Posterior mean of the correlation matrix with six choice alternatives
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(c) MNP-MPR
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This figure shows the posterior mean estimates of the elements of the correlation matrix
of the latent utilities of six laundry detergent brands. Panel (a) shows the posterior mean
of the multinomial probit model with a trace-restricted factor structure (MNP-FS), (b)
with a trace-restriction (MNP-BN), and (c) with Σ11 = 1 (MNP-MPR).
Figure 7: Posterior density of the price coefficient with six choice alternatives
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This figure shows the posterior densities of the coefficient of the log prices of six laun-
dry detergent brands. Panel (a) shows the posterior density of the multinomial probit
model with a trace-restricted factor structure (MNP-FS), Panel (b) with a trace-restriction
(MNP-BN), and Panel (c) with Σ11 = 1 (MNP-MPR).
6.2 Modern data set with 50 choice alternatives
Nowadays, almost all real-life consumer choice sets contain many more choice
alternatives than six. To illustrate the importance of a scalable multinomial
probit model in these settings, we analyse a laundry detergent purchase data
set with 50 choice alternatives.
We use the Complete Journey dataset published by Dunnhumby1. This
1https://www.dunnhumby.com/sourcefiles
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dataset contains all purchases of 92,339 products over two years from a group
of 2,500 households at a retailer. We filter the purchases of products with
the description “Laundry Detergents”, which results in 300 unique products
with different brands, sizes and variants such as liquid or powder detergents.
Since the unique products with a small purchase volume are of less interest
to a marketing manager, we focus on the 50 top-selling products.
We define the log price of each brand in the same way as, for instance,
Allenby and Rossi (1991) and Wan et al. (2017). The Dunnhumby data set
only contains records of shelf prices at purchase dates. We impute the prices
for products that are not sold on a certain purchase date by taking the mean
of the observed prices of a specific product on the nearest date in the same
week. In the case there is no purchase record in the same week, we take the
most recent observed price. We remove the observations for which we cannot
impute a price for each product.
The final sample contains 4839 observations on 50 categories, which con-
tains 64% of the laundry detergent purchases and the purchase frequency
varies from 30 to 274 per category. We fit the same models as with six choice
alternatives, that is with an intercept and the log price.
For this large choice set, Table 3 shows that the hit-rate and log-score
of our proposed model are substantially larger than those of the benchmark
models, both in-sample and out-of-sample. The MNP-FS is the only model
that reports a hit-rate and a log-score larger than that of MNP-I. Compar-
ing this result to the relative performance of MNP-FS and MNP-I with six
choice alternatives, suggests that accounting for correlations across utilities
is especially important when the choice set is large.
The trace-restricted model MNP-BN, which is a state of the art Bayesian
multinomial probit model, does not outperform the naive method which al-
ways forecasts the category with the largest in-sample frequency. We find
the same for MNP-MPR.
For the large laundry detergent choice set, the posterior parameter es-
timates show substantial differences across the different models. Figure 8
shows the posterior means of the elements of the correlation matrix of the
latent utilities. Our model estimates a heterogeneous correlation structure.
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Figure 8: Posterior mean of the correlation matrix with 50 choice alternatives
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This figure shows the posterior means of the elements of the correlation matrix Σ of the
latent utilities of 50 unique laundry detergent products. Panel (a) shows the posterior
mean of the multinomial probit model with a trace-restricted factor structure (MNP-FS),
(b) with a trace-restriction (MNP-BN), and (c) with Σ11 = 1 (MNP-MPR).
The trace-restricted model, however, does not seem to find correlations across
the utilities for the laundry detergents. The MNP-MPR model does iden-
tify heterogeneous correlations, but these seem to be driven by estimated
variances for the latent utilities with a very large magnitude (105).
Figure 9 shows the posterior densities of the correlation parameters with
the largest posterior mean in MNP-FS and MNP-BN. Panel (a) shows that
MNP-FS is able to identify a positive correlation. On the other hand,
Panel (b) shows that the MNP-BN posterior allocates some probability mass
around zero. The MNP-BN model specifies a full covariance matrix, which
means that 49 × 50/2 = 1225 covariance parameters have to be estimated.
The model with a factor structure only estimates 49 × 2 = 98 covariance
parameters. The reduced parameter space allows the MNP-FS to estimate
tighter posterior densities for the correlations.
Figure 10 reports the posterior densities for the price coefficient. Re-
markably, MNP-BN and MNP-MNR do not find a negative price coefficient.
There is respectively 43.6% and 100% posterior probability mass at posi-
tive price coefficient values. On the other hand, the posterior density of the
proposed MNP-FS model puts 89.1% probability mass at negative values of
the price coefficient, which is a result that is more consistent with economic
theory.
We find that the benchmark models have difficulty estimating a correla-
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Figure 9: Posterior density of two correlations with 50 choice alternatives
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This figure shows the posterior densities of the correlation parameters with the largest
posterior mean in the multinomial probit model with a trace-restricted factor structure
(MNP-FS) in Panel (a), and with a trace-restriction (MNP-BN) in Panel (b).
Figure 10: Posterior density of the price coefficient with 50 choice alternatives
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This figure shows the posterior densities of the coefficient of the log prices of 50 unique
laundry detergent products. Panel (a) shows the posterior density of the multinomial
probit model with a trace-restricted factor structure (MNP-FS), (b) with a trace-restriction
(MNP-BN), and (c) with Σ11 = 1 (MNP-MPR).
tion structure when the number of choice alternatives is large, resulting in an
unrealistic price coefficient. However, one might argue that in most practical
settings only a small set of high volume products are of interest. Figure 11
suggest that, even when only the six top selling products are of interest, in-
cluding the other products in the model is important for an effective pricing
strategy.
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Figure 11: Purchase probabilities estimated with 6 and 50 choice alternatives
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This figure shows the purchase probabilities as a function of price estimated using all 50
products (yellow solid line) and only the top six selling products (black dashed line). Panel
(a) shows the probability of buying one of the top six selling products, and Panel (b) the
probability of buying the most popular product conditional on buying a top six product.
The probabilities vary with the price of the most popular product. All probabilities are
estimated in the multinomial probit model with a trace-restricted factor structure.
Panel (a) of Figure 11 shows the probability of buying one of the top six
selling products as a function of the price of the most popular product. The
dashed black line corresponds to MNP-FS with only the top six products
included as choice alternatives, and the solid yellow line to MNP-FS with 50
products included. The model that includes all 50 products indicates that
the probability of buying in the top six decreases when the price of the top
product increases. In other words, consumers substitute away from the top
product to products outside the top six. This effect cannot be captured by
the model that only includes the top six products, which sets the probability
of buying in the top six equal to one by construction.
To make the purchase probabilities of the large and small model directly
comparable, we calculate the probability of buying the most popular prod-
uct conditional on buying a top six product. Panel (b) of Figure 11 shows
the conditional probabilities as a function of the price of the most popular
product. The dashed black line, which is estimated with only the top six
products included as choice alternatives, implies that demand for laundry
detergent is very elastic. However, the solid yellow line shows that including
26
the purchases of all 50 products, which includes both the buyers of top selling
products and the buyers of niche products, results in estimates that are sub-
stantially less elastic. This result suggests that excluding purchases of low
volume products from the analysis can bias the estimated price effect of high
volume products, even conditional on purchasing a high volume product.
6.3 Margarine purchases
We compare the hit-rates and log-scores of the MNP-FS to the benchmark
methods on another commonly used choice data set. McCulloch and Rossi
(1994), Burgette and Nordheim (2012), and Burgette et al. (2019) fit multi-
nomial probit models to panel data on purchases of margarine by 516 house-
holds. They estimate an intercept and a log price coefficient for six brands.
The data is described in detail by Allenby and Rossi (1991) and available in
Rossi et al. (2012). We follow Burgette and Nordheim (2012) and Burgette et al.
(2019) and fit the multinomial probit models to the first purchase of each
household.
As an alternative for the small margarine choice set, we construct a large
margarine choice data set in the same way as for laundry detergents in Sec-
tion 6.2. We filter the purchases of products with the description “Mar-
garines” from the Complete Journey dataset which results in 178 unique
products. The final sample contains 11754 observations on 50 categories,
which contains 96% of the margarine purchases and the purchase frequency
varies from 32 to 1206 per category.
Table 4 shows that also for the margarine data our proposed model has
substantially higher hit-rates and log-scores than the benchmark models
when the number of choice alternatives is large. Unlike the MNP-BN and
MNP-MPR models, MNP-FS outperforms the naive method for all settings
under consideration. For 50 margarine categories, the out-of-sample hit-rates
and log-scores indicate that MNP-BN and MNP-MPR do not outperform
MNP-I in terms of predictive accuracy, while MNP-FS does. This result is
in line with the laundry detergent application and supports the claim that it
is important to take correlations into account in large choice sets.
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Table 4: Hit-rate and log-score for margarine applications
6 margarine categories
Sample Metric MNP-FS MNP-BN MNP-MPR MNP-I Naive
In hit-rate 0.497 0.497 0.116 0.497 0.458
In log-score -1.395 -1.395 -1.861 -1.401 -1.544
Out hit-rate 0.624 0.624 0.158 0.624 0.584
Out log-score -1.235 -1.238 -1.739 -1.238 -1.323
50 margarine categories
Sample Metric MNP-FS MNP-BN MNP-MPR MNP-I Naive
In hit-rate 0.221 0.103 0.086 0.230 0.103
In log-score -3.301 -3.515 -3.939 -3.440 -3.552
Out hit-rate 0.297 0.088 0.157 0.208 0.088
Out log-score -3.041 -3.557 -4.267 -3.471 -3.561
This table shows the in- and out-of-sample hit-rates and log-scores for the mar-
garine data sets discussed in Section 6.3. See Table 3 for details.
7 Conclusion
Multinomial probit models are widely used for analyzing small choice sets.
However, current model specifications are not scalable to a large number of
choice alternatives. This paper proposes a factor structure on the covariance
matrix in the multinomial probit model that makes the model scalable to the
dimensions of modern choice sets. The model parameters are identified by a
reparamatrization of the factor structure that imposes a trace-restriction on
the covariance matrix.
A numerical experiment shows that the model parameters can be accu-
rately estimated on a choice set with 50 alternatives in the proposed multi-
nomial probit specification. On a real data set with 50 choice alternatives,
the hit-rates and log-scores demonstrate substantial improvements relative to
benchmark approaches. As also noted by Burgette et al. (2013), our results
suggest that estimation in existing multinomial probit model specifications
becomes unstable when the number of choice alternatives is this large.
The large size of modern assortments and the increasing amount of prod-
uct differentiation makes the scalable choice model that accounts for cor-
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relations across choice alternatives of managerial relevance. The empirical
application to retail data of 50 laundry detergents suggests that managers
may overestimate the price effect when only analysing top-selling products,
relative to including all products in the multinomial probit model.
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A Approximating prior distribution
The density p˜(κl|λl) is constructed through a transformation of κl. Let
tηl : R → R be a differentiable monotonic function with parameter vec-
tor ηl. Let G : Ωl → R be a differentiable monotonic function mapping from
the support of κl, Ωl, to the real line. Now, consider the transformation
xl = tηl
[
1
τl
(G(κl)− µl)
]
, where τl > 0 and µl are scalars, and xl ∼ N(0, 1).
The implied distribution on κl can be recovered by the Jacobian of the trans-
formation from xl to κl so that
p˜(κl|λl) = φ1
{
tηl
[
G (κl)− µl
τl
]}
t′ηl
[
G (κl)− µl
τl
]
1
τl
G′ (κl) , (24)
where λl = (µl, τl, ηl)
⊤, φ1 denotes the density function of a standard normal
distribution, while t′ηl(.) and G
′(.) denote the first derivative of tηl and G,
respectively. The role of G is to transform κl into the real line. We employ
G (κl) = Φ
−1
1
(
κl
pi
)
for l < n − 1, and G (κl) = Φ−11
(
κl
2pi
)
for l = n − 1. The
role of transformation tηi is to induce a family of density functions, p˜(κl|λl),
capable of accurately approximating the prior p(κl|θ). With this goal in
mind, tηl is chosen to be the transformation suggested by Yeo and Johnson
(2000), proven effective to transform into near normality, as it is required
here for xl ∼ N(0, 1). This transformation is defined as
tη(ν) =
{
− (−ν+1)2−η−1
2−η
if ν < 0,
(ν+1)η−1
η
if ν ≥ 0,
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and its first derivative is computed as
t′η(ν) =
{
(−ν + 1)1−η if ν < 0,
(ν + 1)η−1 if ν ≥ 0.
B Details on the sampling scheme
In this appendix we discuss the steps of the MCMC sampling scheme in
more detail. To initialize κ we use a draw from its prior distribution. The
latent utilities Zi for i = 1, . . . , N , are initialised by first sampling a stan-
dard normally-distributed vector Z˜i of length J + 1 and center it at zero.
The elements of Z˜i are then permuted until the largest element of Z˜i is lo-
cated in row yi + 1. The initial latent utilities are set as zij = z˜ij+1 − z˜i1
for j = 1, . . . , J . Once all the parameters are initialised, we iterate over the
following three steps.
Step 1: Generate from β|Z,Σ(κ), X .
Sampling of the coefficients β is performed using the standard Gibbs sam-
pling steps (see for instance McCulloch and Rossi 1994). Specifically, β is
generated from
β|Z,Σ(κ), X ∼ N (b¯, B¯−1), (25)
with B¯ = X∗⊤X∗ + B and b¯ = B¯−1X∗⊤Z∗, where X∗ = (X⊤1 C, . . . , X
⊤
NC)
⊤
and Z∗ = (Z⊤1 C, . . . , Z
⊤
NC)
⊤, with Σ−1 = CC⊤.
Step 2: Generate from Z|β,Σ(κ), Y,X .
To generate from the latent utilities we employ the truncated normal distri-
butions as in McCulloch and Rossi (1994).
zij ∼ N+
max(Z
(j)
i
,0)
(X⊤ijβ + F (Z
(j)
i −Xi(j)β),Σjj − FΣ(j)j), if Yi = j, (26)
zij ∼ N−
max(Z
(j)
i ,0)
(X⊤ijβ + F (z
(j)
i −Xi(j)β),Σjj − FΣ(j)j), if Yi 6= j, (27)
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with Z
(j)
i = (zi1, . . . , zij−1, zij+1, . . . , ziJ), and N+a (µ, σ2) and N−a (µ, σ2) rep-
resent a normal distribution with mean µ and variance σ2 truncated from
below or above by a, respectively. Here, Xij denotes the j element in Xi,
Xi(j) denotes Xi after removing Xij . On the other hand, F = Σj(j)Σ
−1
(j)(j),
where Σj(j) denotes the j row vector of Σ without element j, and Σ(j)(j) de-
notes Σ after removing row and column j.
Step 3: Generate from κ|Z, β,X
Sampling of the parameters κ is obtained via blocked random walk Metropolis-
Hastings steps. At the start of each iteration, allocate the elements of κ into
G parameter blocks, κb1 , . . . , κbG , of five elements each. For g = 1, . . . , G,
generate a draw κnewbg from the proposal density,
q(κbg |κoldbg ) =
5∏
l=1
φ1
(
κbgl ; κ
old
bgl
, σ2gl
)
Φ1
(
upgl; κ
old
bgl
, σ2gl
)
− Φ1
(
lowgl; κ
old
bgl
, σ2gl
) .
Accept κnewbg with probability
α = min
(
1,
p(κnewbg |Z, β,X,
{
κ\κbg
}
)q(κoldbg |κnewbg )
p(κoldbg |Z, β,X,
{
κ\κbg
}
)q(κnewbg |κoldbg )
)
, (28)
where
p(κbg |Z, β,X,
{
κ\κbg
}
) ∝ p(κbg |λˆ)p(Z|X, β,Σ(κ)). (29)
Here, p(κbg |λˆ) denotes the prior density for κbg , while p(Z|X, β,Σ(κ)) is the
density of a multivariate normal distribution with mean Xβ and covariance
matrix Σ(κ) = γ(κ)γ(κ)⊤ + D(κ)2. The expression
{
κ\κbg
}
denotes the
subtraction of the subset κbg from κ. The constants lowl and upl denote the
lower and upper bounds of κl. The proposal parameters σ
2
l are set adaptively
to target acceptance rates between 15% and 30%. The random allocation of
κ into groups, plus the parameter-specific adaptive steps, allow the blocked
sampler to target parameter-specific acceptance rates.
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C Additional results numerical experiment
This appendix conducts the numerical exercise as in Section 5, but now
setting the prior parameters for MNP-MPR as in (19) with δ = J+13, and for
MNP-BN (20) with s = J+13. Figure 12 shows the implied priors. Figure 13
shows the true parameter values against the corresponding posterior mean
estimates for the alternative benchmark methods. Finally, Table 5 presents
the error measures for the accuracy of the estimates. Both Figure 13 and
Table 5 show increased accuracy of MNP-FS over the alternative approaches.
Figure 12: Implied prior densities with alternative hyperparameter values
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Panels (a) and (b) show the implied prior densities of Σ2,2 and ρ2,3, respectively. The
yellow solid, red dashed and black dotted lines corresponds to the MNP-FS, MNP-BN
and MNP-MNR approaches, respectively. The dimension of the MNP model is J = 50.
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Figure 13: Posterior mean parameters with alternative hyperparameters
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(c) Correlations
This figure shows the posterior means of the multinomial probit with a factor structure
(MNP-FS, yellow circles) and trace restriction (MNP-BN, black circles) for the coefficients
β in Panel (a), and the variances and correlations of the latent utilities in Σ in Panel (b)
and (c), respectively.
Table 5: Error measures for estimation of true parameter values
Coefficients Variances Correlations
RMSE MAE RMSE MAE RMSE MAE
MNP-FS 0.317 0.281 0.237 0.179 0.253 0.201
MNP-BN 0.789 0.481 0.968 0.428 0.380 0.304
MNP-MPR 49.253 38.134 77588 52377 0.446 0.383
This table reports the root mean squared error (RMSE) and mean absolute
error (MAE) of the posterior mean estimates relative to the true parameter
values. The panels for the coefficients, variances and correlations corre-
spond to the error measures associated to the vector of coefficients β0, the
diagonal elements of Σ0, and the implied correlations in Σ0, respectively.
The rows denote the alternative MNP model specifications considered.
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