A low-cost indoor and outdoor terrestrial autonomous navigation model by Susi, Gianluca et al.
   
Abstract — In this paper, a method f
design oriented to indoor and out
navigation is illustrated. In order to provi
the solution here presented, a brief discu
drawbacks of state-of-the-art technolo
Finally, an application of such a method 
navigation system for blindfolded people is
Keywords — Autonomous Navigation, D
cost. 
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outlined as follows: 
1. A sensing unit (SU, e.g., dep
2. A processing unit (PU); 
3. A feedback/control unit (FC
headphones, etc.). 
In addition, in order to realiz
even in outdoor scenarios, a
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 (e.g., Microsoft Kinect v.1, Asus Xtion, etc.). The 
subsequent cost reduction (approximately 0.1 k$) together 
with their sensing range and compatibility, have allowed 
the use of RGB-D (RGB-Depth) input devices in many 
everyday applications, such as gaming, biomedical field, 
art and many others. Also, there has been a remarkable 
widespread use of low-cost sensing technologies on 
interesting navigation tasks (e.g., indoor blind navigation, 
underground exploration, autonomous mapping of 
buildings, night vision, or remote exploration of dangerous 
areas [22] ). 
Limitations of these kinds of approach have been 
stressed in the literature [23], and some of these can lead 
to specific problems (e.g. disparity holes for transparent, 
shiny or matte and absorbing objects, sunlight 
interference) [24]–[25]. These drawbacks can be reduced 
by proper techniques and algorithms, which usually 
exploit the large amount of information that it is possible 
to obtain through the devices by data fusion (e.g., multiple 
IR camera configurations and RGB-Depth data fusion) 
[26], [27], [28]. 
In these years, consumer depth-cameras based on other 
technologies have appeared on the consumer market. In 
particular, ToF (Time-of-Flight) technology (e.g., Senz3d, 
Kinect v2.0) is becoming affordable (less than 0.2 k$). 
Furthermore they are able to show better performances in 
some scenarios: higher SNR and resolution, higher sensing 
range, no depth shadow due to the single viewpoint. In 
recent models, a better response to varying lighting 
conditions is provided thanks to the integration of ambient 
light rejection filters. ToF cameras are the new attractive 
candidates to be used in low-cost depth sensing based 
systems.  
III. THE MODEL 
In this section a low-cost model is introduced; despite 
the presence of the mentioned drawbacks, the aim of this 
work will be to preserve the reliability for navigation 
tasks. For this purpose, different design choices will be 
identified, in regard to the specific application. 
A. Hardware 
The proposed model is shown in Fig. 2.  
With the aim of schematizing the information/power flow, 
the system will be described as a particularized version of 
the general one as follows. It has been depicted as a set of 
seven blocks properly connected: sensing b. (block 1), 
processing b. (block 2), media encoding b. (block 3), 
actuator driver b. (block 4), media output b. (block 5), 
actuator b. (block 6), on-board power supply b. (block 7). 
Block 1 is the root of the information flow; it consists of 
a SL or ToF RGB-D input device, allowing depth mapping 
in absence of light. For outdoor navigation, because of the 
sunlight interference, a new-generation consumer ToF 
camera is suggested (as the Kinect v.2 that implements an 
integrated ambient light rejection filter). It is directly 
connected to block 2. Because of the high data throughput 
generated by this CV (Computer Vision)-based system, a 
wired connector is needed between them. One of the most 
common connector types is USB 2.0, or 3.0 (e.g., Kinect 
v.2 for Windows). 
 
 
Fig. 2. Hardware scheme of the navigation aid model; 
colors are related to that in the previous figure.   
 
Block 2 should consist of a small embedded Linux 
computer, for high performance computing and increased 
portability. This block numerically processes the input 
stream through the processing chain (explained in the next 
subsection), in order to compute the current internal status 
of the system, and then it controls block 3 and block 4 
accordingly. These can either be featured inside the same 
Linux computer, or consist of external boards (e.g. block 3 
can be a programmable audio DSP). Block 3 is responsible 
for converting the received system status into a meaningful 
sound/video output for the user (e.g., DAC, hardware 
acceleration). For maximum comfort, Bluetooth devices 
can be used as the media output (i.e., block 5). Block 4 is 
responsible for driving block 6. During the prototype 
phase, a GPIO (General Purpose Input/Output) interface 
between them is often used. Block 4 can be a different 
controller from block 2, for example a fast prototyping 
board (e.g., Arduino) connected to it via wired serial 
interface or wireless communication interface (Wi-Fi for 
easy setup, Bluetooth Low Energy for extended battery 
life). However, some popular embedded Linux computers 
include GPIO interfaces for physical computing (e.g., 
BeagleBone Black), then including block 2 and block 4. 
Block 6 is responsible of providing tactile and/or 
proprioceptive feedback to the end user, also acting as a 
haptic display used to convey visual information. In Fig. 2, 
the latter is represented by a stepper motor with a threaded 
shaft used as a linear actuator, but other solutions can be 
taken into account. In non human-oriented systems the 
FCU can consist of a control block connected to the 
subsequently device. 
Block 7 guarantees portability. Of course, some blocks 
(such as wireless headphones for block 5) may use their 
own battery, especially for wireless operation; other blocks 
(e.g., block 1) can be powered from block 2 via USB (e.g., 
Xtion). 
B. Software 
The choice of a consumer RGB-D input device as 
sensing unit implies a lot of advantages: above all, the 
chance to realize a low cost implementation. However, this 
kind of devices presents peculiarities that can lead to 
specific problems when applied in navigation tasks. In 
 order to overcome these typical probl
chain (implemented by block 2) is provid
 
Fig. 3. The processing chain schema
which the processing block elaborate
autonomous navigation model proposed.
 
The processing chain can be divided
follows.  
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introduced by the different approaches
into account.   
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TABLE 1: AVERAGES OF TT
CONFIGURATIONS, A (AUD
Conf. Trial n.1 Trial n.2
TT(A) 167 s 150 s 
TT(T) 190 s 146 s 
NoC(A) 4.5 5 
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ation in dark conditions) 
the kind of feedback to be 
e, in some human-oriented 
k could result in masking 
ation coming from the 
in order to avoid these 
of sightless navigation 
s preferred. 
vides the representation of 
nses. For example, it can 
ression on the excursion of 
the amplitudes related to 
he compensation of human 
ctile memory effect). 
N AND RESULTS 
 the effectiveness of the 
stem aimed at human blind 
n realized using the design 
 tested on a specific task. 
 follows: Kinect v.1 (block 
lock 3); headphones (block 
ed depth data, the system 
acks, synthesized by means 
d the interpretation of the 
 on PureData for the sound 
en Sound Control OSCp5 
the processing chain, as 
ng a compression curve 
 to emphasize the sound 
cts. The system is supplied 
. 
lking paths by means of 
different ways in a closed 
ficulty for each path as in 
e acoustic feedback related 
iven path. Sets of trials on 
ials per people) have been 
(Travel Times) and NoC 
been obtained. The data 
lts in terms of TT, i.e., an 
 the proposed method. On 
ost constant. 
eplaced the audio feedback 
 the trials, providing the 
lt array composed of four 
d by Arduino (block 4). 
of TT have been obtained, 
en improved. In relation to 
d by the individuals on the 
erformance is summarized 
t is reported in Table 2.  
 AND NOC FOR THE TWO 
IO) AND T (TACTILE). 
 Trial n.3 Trial n.4 
65 s 68 s 
101 s 80 s 
3.75 4.25 
2.75 2 
 TABLE 2: SYSTEM COSTS 
Device Approx. Cost ($)  
Kinect v.1 130 
Headphones 20 
Arduino 60 
Raspberry Pi 75 
Battery 20 
Linear actuators + el. components 25 
TOTAL 330 
 
Future improvements will consist in making the system 
able to work at a higher depth range, and increasing 
robustness to strong-light conditions. The best solution 
could be data fusion obtained by new generation consumer 
ToF RGB-D cameras (e.g., Kinect v.2). The cost of these 
kind of devices remain affordable. Both the plenty of 
applications that can be realized and the better quality of 
the obtainable information, result in a very attractive 
approach. 
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