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Resumen
Los avances tecnológicos de los sistemas de
cómputo paralelo y distribuido permiten el desa-
rrollo de aplicaciones antes impensadas. Nuestra
investigación se centra en desarrollar metodolo-
gías, modelos y soluciones informáticas para co-
laborar en la resolución de problemas que tengan
una alta demanda computacional e impacto so-
cial. Hemos deﬁnido tres ejes de investigación:
aplicaciones para la salud, aplicaciones de in-
formática forense, y consumo energético de los
sistemas de cómputo paralelo. Estas líneas de
investigación se desarrollan en colaboración con
una universidad nacionales y otra del extranje-
ro, un hospital público, y un gabinete provincial
de informática forense.
Palabras claves: computación de altas pres-
taciones, eﬁciencia energética, aplicaciones para
la salud, aplicaciones de informática forense.
1. Contexto
La línea de investigación aquí presentada es-
tá enmarcada dentro del proyecto de investiga-
ción 04/F013 "Aplicaciones de Cómputo Inten-
sivo con Impacto Social", ﬁnanciado por la Uni-
versidad Nacional del Comahue (UNComa), con
inicio el 01/01/2017 y ﬁnalización el 31/12/2020,
y acreditado por el Ministerio de Educación de
Argentina. Otra fuente de ﬁnanciamientos es el
Inter-U Colaboración UNComa-UNLP: docen-
cia e investigación en Sistemas Paralelos de
PROMINF.
Uno de los tres ejes centrales de nuestra inves-
tigación, las aplicaciones para la salud, se desa-
rrolla en colaboración con la Unidad de Terapia
Intensiva y la Unidad de Vigilancia Intermedia,
ambos pertenecientes al Hospital Francisco Ló-
pez Lima de la ciudad de General Roca, pro-
vincia de Río Negro. El eje de aplicaciones de
informática forense, se desarrolla dentro del mar-
co de colaboración con el Gabinete de Pericias
Informáticas del Poder Judicial de la provincia
de Neuquén. Respecto al eje relacionado con el
consumo energético de los sistemas de cómputo
paralelo, se desarrolla en colaboración con el Ins-
tituto de Investigación en Informática LIDI de
la Universidad Nacional de La Plata (UNLP), y
el grupo de investigación HPC4EAS (High Per-
formance Computing for Eﬃcient Applications
and Simulation) de la Universidad Autónoma de
Barcelona (UAB) de España.
2. Introducción
Una de las áreas de mayor interés en la ac-
tualidad es la Computación de Altas Prestacio-
nes (HPC, del inglés, High Performance Com-
puting). La computación paralela es un tipo de
computación en el que los cálculos se realizan de
forma simultánea. Si bien el paralelismo ha sido
empleado históricamente en la computación de
altas prestaciones, ha ganado un enorme interés
debido al impedimento para seguir aumentando
la frecuencia de reloj de los procesadores; el pro-
blema se encuentra en el alto consumo energético
y disipación del calor a altas frecuencias. Como
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no se podía seguir aumentando la frecuencia pa-
ra que las aplicaciones ejecuten más rápido, la
solución fue incrementar la cantidad de unida-
des de procesamiento, dando así lugar a la apa-
rición de procesadores multinúcleos. Desde en-
tonces, la computación paralela se ha convertido
en el paradigma dominante en la arquitectura de
computadoras.
Para algunas aplicaciones, será suﬁciente con
utilizar una plataforma comprendida por una
única computadora con uno o más procesadores
multinúcleos. En otros casos, podrá ser necesa-
rio el poder de cómputo de una agregación de
computadoras, como por ejemplo del tipo clus-
ter. La masiﬁcación de la tecnologías de cómpu-
to paralelo hacen que ellas sean cada vez más
accesibles, y se pueda pensar en el desarrollo de
nuevas aplicaciones, muchas de las cuales pueden
tener un fuerte impacto para el beneﬁcio social.
Sin embargo, extraer el máximo rendimiento de
estas plataformas requiere utilizar técnicas es-
pecíﬁcas de programación paralela, que son más
difíciles que las típicas de programación secuen-
cial, principalmente debido a la sincronización,
comunicación de tareas, y complejidad de la ar-
quitectura de las plataformas hardware.
Nuestro interés está centrado en tres áreas te-
máticas: aplicaciones de cómputo intensivo para
la salud, aplicaciones de cómputo intensivo de
informática forense, y el consumo energético de
los sistemas de HPC. A continuación se introdu-
ce cada uno de estos temas:
Aplicaciones para la salud
En los centros de salud, la Unidad de Cuida-
dos Intensivos (UCI) atiende a pacientes cuya
salud está en condiciones críticas, con riesgo de
muerte. Por esta razón deben contar con asisten-
cia médica las 24 horas del día y ser controlados
en forma rigurosa; mínimamente están conecta-
dos a un monitor que mide sus signos vitales y
da alertas, considerando aquellos aspectos que
pueden indicar un riesgo para la salud del pa-
ciente bajo criterios aplicados según la población
estándar.
El equipamiento utilizado para monitorear a
los pacientes y realizar diferentes estudios ha si-
do desarrollado para trabajar en forma indepen-
diente, sin contemplar la posibilidad de incorpo-
rar información adicional obtenida a través de
otros medios (ya sea otros estudios, datos in-
herentes del paciente, etc). Es decir, no se ha
previsto un uso integral de toda la información
del paciente, sino que los estudios se realizan en
forma aislada y luego el personal médico debe
realizar el análisis de los mismos considerando
todas las variables conocidas. Esta metodología
demora la detección de patologías. Además, de-
bido a que el equipamiento médico generalmente
no está preparado para el registro histórico de
datos, el personal de la UCI toma registros ma-
nuales en intervalos de horas. Así, la mayoría de
las mediciones que realiza el equipamiento mé-
dico se pierden, y esta omisión de información
podría reducir la precisión del diagnóstico.
Un gran avance sería disponer de un sistema
de cómputo que detecte patologías en tiempo
real, basándose en múltiples parámetros de di-
ferentes medios. La detección temprana de pa-
tologías permitirá aumentar la efectividad de los
tratamientos, y por consiguiente la mejora de la
salud de los pacientes y la reducción del costo
económico. El problema principal que debe en-
frentarse para la construcción de este sistema, y
que creemos viable con la aplicación de técnicas
de computación paralela, es el procesamiento en
tiempo real de un gran volumen de datos genera-
do por el equipamiento (especialmente las curvas
como, por ejemplo, el electrocardiograma).
No hay muchos sistemas de este tipo, algunos
de ellos se encuentran en etapa experimental ini-
cial y otros ya llevan algunos años de investiga-
ción. La información disponible de estos sistemas
es normalmente escasa por tratarse mayormente
de software privativo. En la bibliografía se en-
cuentran algunos trabajos como [13, 3, 1, 2].
Aplicaciones de informática forense
En la actualidad, una gran parte de las in-
vestigaciones judiciales involucran elementos de
prueba que son potenciales fuentes de eviden-
cia digital [11, 10]. El volumen de datos digital
que debe ser sometido a análisis forense está au-
mentando de forma sostenida, incrementando el
tiempo de procesamiento requerido para el aná-
lisis. Este aumento en el tiempo de análisis fo-
rense lleva a un crecimiento excesivo de la lista
de espera de pericias en trámite e impacta nega-
tivamente en la investigación que deben llevar a
cabo los organismos jurisdiccionales.
Muchas tareas periciales involucran un eleva-
do tiempo de procesamiento: detección de imá-
genes sospechosas de contener pornografía, la ge-
neración de índices para realizar consultas diná-
micas sobre el corpus digital, la creación de dic-
cionarios personalizados para descifrado de con-
traseñas en base a la información digital conte-
nida en los dispositivos de almacenamiento, la
generación de listas de valores hash para análi-
sis de ﬁrmas, la detección de malware o localiza-
ción de archivos relevantes a la investigación, y la
búsqueda de evidencia digital mediante palabras
clave. En especial, la detección de imágenes con
contenido pornográﬁco [8] es una de las tareas
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que requieren mayor tiempo de procesamiento.
Las herramientas disponibles en el mercado no
satisfacen los tiempos de procesamiento requeri-
dos para estas actividades. Los avances tecnoló-
gicos y técnicas de programación de los sistemas
de cómputo paralelo pueden hacer viable el desa-
rrollo de aplicaciones para informática forense
que tengan tiempos de procesamiento menores a
los actuales. En muchos casos, las herramientas
también carecen de capacidades de ejecución no
interactiva que posibilite la automatización de
tareas para ser utilizadas en entornos de cómpu-
to paralelo y distribuido.
Consumo energético
Mientras el rendimiento de los sistemas de
computación de altas prestaciones (HPC, High
Performance Computing) continúa creciendo,
las máquinas aumentan signiﬁcativamente la
cantidad de unidades de procesamiento. Este au-
mento en el número de componentes hace dis-
minuir la conﬁabilidad y aumentar el consumo
energético de un sistema de cómputo. Así, a po-
cos años de arribar a la era exaescala (prevista
para 2020), el consumo energético se han iden-
tiﬁcado como uno de los mayores desafíos a en-
frentar [14, 12].
El consumo energético es hoy en día un gran
problema. Para dar una idea de la magnitud del
mismo, utilizaremos de ejemplo la máquina de
mayor prestaciones de la actualidad, la máqui-
na China Sunway TaihuLight. Esta máquina de-
manda 15 MW de potencia, lo mismo que se re-
quiere para abastecer a los hogares de una ciu-
dad con alrededor de 200.000 habitantes (calculo
realizado en base al consumo de un hogar en Ar-
gentina). Además del alto impacto económico, la
generación de tanta energía podría tener un al-
to impacto medioambiental, por ejemplo, repre-
sas hidroeléctricas que modiﬁcan el ecosistema,
y social, por ejemplo, la mayor fuente de energía
mundial se obtiene del carbón, cuya extracción
minera es altamente peligrosa.
La computación ecológica es el estudio y la
práctica de la computación ambientalmente sos-
tenible. Ella se ocupa de diferentes aspectos de
los sistemas de cómputo: diseño, manufactura,
eliminación, y uso. Este último aspecto, el uso
ecológico, se reﬁere al uso de los sistemas de
cómputo con conciencia ambiental. Es posible
reducir el consumo de energía de los sistemas
de cómputo utilizando diferentes estrategias que
deben ser consideradas a nivel del software, y
consisten en realizar cambios en la conﬁguración
del sistema o en las aplicaciones. Estas estrate-
gias incluyen: explotación del paralelismo (mu-
chos cores lentos consume menos energía que po-
cos cores rápidos), uso adecuado de la jerarquía
de memoria, hibernación de recursos, escalado
dinámico de frecuencia y tensión, rediseño de al-
goritmos, planiﬁcación de tareas, asignación de
tareas a recursos hardware.
3. Líneas de investigación
El eje central de nuestra investigación es desa-
rrollar metodologías, modelos y soluciones infor-
máticas para colaborar en la resolución de pro-
blemas que tengan una alta demanda compu-
tacional e impacto social en los siguientes cam-
pos: aplicaciones para la salud, aplicaciones de
informática forense, consumo energético de los
sistemas de cómputo paralelo.
Aplicaciones para la salud
Esta línea está enfocada en el estudio y desa-
rrollo de un sistema para detección temprana
de patologías en Unidades de Terapia Intensiva
(UTI), y que puede también abarcar a las Unida-
des de Vigilancia Intermedia (UVI). Nuestro ob-
jetivo está orientado a resolver el procesamiento
de una gran cantidad de datos en tiempo real,
proveniente de señales de equipamiento médico,
utilizando técnicas de computación paralela.
Aplicaciones de informática forense
Esta línea se centra en acelerar el procesa-
miento de grandes volúmenes de datos, princi-
palmente de videos e imágenes, mediante técni-
cas de computación paralela. En especial, intere-
sa acelerar el proceso de detección automática de
imágenes con pornografía.
Consumo energético
Nos centramos en el desarrollo de metodolo-
gías, modelos y construcción de software para
administrar y gestionar el consumo de energía
y prestaciones de sistemas de cómputo paralelo.
Nuestros objetivos principales son:
Predicción de energía y rendimiento. Es im-
portante proveer a un administrador de sis-
tema de herramientas que permitan prede-
cir la energía y el rendimiento que produci-
rían distintas conﬁguraciones del sistema al
ejecutar una dada aplicación paralela, y así
poder seleccionar la conﬁguración adecuada
que mantenga el compromiso deseado entre
tiempo de ejecución y eﬁciencia energética.
Gestión energética en mecanismos de tole-
rancia a fallos. La tolerancia a fallos agrega
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una carga de trabajo signiﬁcativa al siste-
ma de cómputo, sobre todo en sistemas que
tienen enormes cantidades de unidades de
procesamiento [9], haciendo necesario ges-
tionar el consumo energético de los distintos
mecanismos.
4. Resultados y objetivos
Aplicaciones para la salud
Los objetivos especíﬁcos en curso son:
Desarrollar hardware y software para ex-
traer datos del equipamiento médico, y
transmitirlos por WiFi a la plataforma de
procesamiento de la información. La extrac-
ción de datos no es trivial debido al uso de
protocolos de comunicaciones propietarios
que los fabricantes no dan a conocer.
Desarrollar aplicaciones para el procesa-
miento eﬁciente de señales (como el elec-
trocardiograma). Éstas deben ejecutar en
máquinas con procesadores de propósito ge-
neral (CPUs), y utilizar los recursos de
cómputo de manera eﬁciente para reducir
el tamaño de la plataforma hardware que
requiere el sistema. Se incluye también la
detección de anomalías en las señales para
evitar la contaminación del sistema con da-
tos erroneos.
Diseñar la infraestructura de un sistema de
Big Data que permita el almacenamiento,
análisis y procesamiento en tiempo real de
señales extraídas del equipamiento médico
(monitores de signos vitales, respiradores,
etc.) y otros datos ingresados manualmente.
Desarrollar una aplicación para la interac-
ción con médicos y enfermeros.
Los avances/resultados actualmente compren-
den:
Un análisis del estado general de las UTI
del hospital Francisco Lopez Lima [7].
El desarrollo de un dispositivo embebido
que obtiene información de la señal del elec-
trocardiograma de un monitor médico, a
través de una salida analógica, y la trans-
mite por WiFi para su posterior procesa-
miento.
El desarrollo parcial de una aplicación que
detecta complejos QRS de manera eﬁciente
en señales de electrocardiogramas.
Análisis parciales de rendimientos de dife-
rentes alternativas tecnológicas de la infra-
estructura de Big Data.
Aplicaciones de informática forense
Se han evaluado distintas alternativas de soft-
ware para detección de pornografía disponible en
la literatura, y se ha seleccionado la aplicación
desarrollada por Yahoo [4] debido a que posee
una alta tasa de aciertos. Actualmente, se está
trabajando en el análisis de la aplicación selec-
cionada, y en su optimización para acelerar el
tiempo de procesamiento de imágenes en plata-
formas paralelas basadas en CPUs. Además, se
espera avanzar en la ejecución distribuida de la
aplicación de detección de imágenes pornográﬁ-
cas para aumentar la productividad en el proce-
samiento de una cantidad masiva de imágenes,
y en el desarrollo de una aplicación que permita
el lanzamiento de la aplicación para el procesa-
miento de un conjunto especíﬁco de imágenes y
generación de reportes forenses.
Consumo energético
Tras dar los primeros pasos en la predicción de
energía y rendimiento para aplicaciones SPMD
construidas con el modelo de programación de
paso de mensajes (MPI) [6], actualmente se es-
tá avanzando en la predicción energética para
aplicaciones SPMD implementadas con un mo-
delo de programación híbrido de paso de mensa-
jes (MPI) y memoria compartida (OpenMP), y
en una metodología de predicción mejorada que
permita una mayor precisión.
Los métodos de tolerancia a fallos tienen fuer-
te incidencia en el consumo energético de los sis-
temas de HPC, y resulta de suma importancia
conocer, antes de ejecutar una cierta aplicación,
el impacto que pueden producir los diferentes
métodos y conﬁguraciones del mismo. En [5],
presentamos una metodología para predecir el
consumo energético producido por el método de
checkpoint coordinado remoto. Actualmente, he-
mos agregado la predicción para la operación de
restart (adicionalmente a la de checkpoint), y
se están contemplando distintas alternativas de
conﬁguraciones del sistema, relacionadas a: al-
macenamiento en NFS, conﬁguración de la apli-
cación de checkpoint/restart, y energéticas (es-
tados C y P de las CPUs). A futuro, esperamos
extender el trabajo a la propuesta de mecanis-
mos de gestión de tolerancia a fallos que pro-
curen un uso eﬁciente del cluster, permitiendo
maximizar la productividad y minimizar el con-
sumo energético.
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5. Formación de recursos hu-
manos
El equipo de trabajo cuenta con un integrante
doctorado en la temática (año 2008). En 2018 se
espera la ﬁnalización de dos tesis de grado en te-
mas de aplicaciones para la salud, y en 2019 una
tesis doctoral en el tema de consumo energético.
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