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The scheduling of people and resources is a key issue in modern hospital man-
agement. Well-thought-out scheduling practices entail several ¯nancial and social
bene¯ts. However, due to the increased pressure on scarce resources and the prolif-
eration in rules and regulations, scheduling is often a di±cult and time consuming
task. Fortunately, the continuously growing computation power of PC's and the
advances in database technology have opened up a treasure of opportunities to im-
prove today's scheduling practices. This thesis deals with a number of methods
that better exploit these opportunities. More speci¯cally, we detect a number of
challenging scheduling problems in hospitals, formulate these problems mathemat-
ically and develop algorithms that can e±ciently solve them.
This thesis can be divided into three parts. The ¯rst part deals with sta® schedul-
ing. We propose a new formulation and decomposition approach for a problem
that concerns building long term trainee schedules. The approach decomposes the
problem on the activities and uses column generation to ¯nd an optimal solution.
The resulting branch-and-price algorithm was embedded in a software application,
some heuristic search procedures were added and it was tested on some real life
instances of trainee scheduling problems. Our experimental results show an impor-
tant increase in e±ciency compared to the traditional approaches that decompose
the problem on the sta® members.
The second part of this thesis copes with operating room scheduling. First, we
present a model and software tool for visualizing the usage of various resources as
a function of the cyclic master surgery schedule. Next, we propose a number of
models and algorithms to build surgery schedules with leveled resultant bed occu-
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pancy. Our ideas have been tested on real life data by means of two case studies.
In the third part of this thesis, we combine the knowledge gained from the preceding
two parts and present an integrated model for sta® and operating room scheduling.
The model is solved using a branch-and-price algorithm that repeatedly solves two
di®erent pricing problems. The ¯rst one involves the generation of the individual
roster lines which is done using dynamic programming. In the second pricing prob-
lem, we search for a surgery schedule with a corresponding workload pattern that
appropriately ¯ts the generated set of roster lines. To this aim, a mixed integer
programming model is solved. We have obtained some nice computational results
for this di±cult problem. To end, we show how our approach can be employed for
benchmarking hospital units. Speci¯cally, we illustrate how the results can be in-
terpreted in order to identify the sources of waste in the hospital's human resource
management.Samenvatting
Het plannen van mensen en hulpmiddelen is een zeer belangrijk onderdeel in het
operationele beleid van een ziekenhuis. Een weldoordachte planning kan verschil-
lende ¯nanciÄ ele en sociale voordelen met zich meebrengen. Door de toegenomen
druk op schaarse hulpmiddelen en de wildgroei in wetten en regelgevingen is het
opstellen van een planning echter vaak een complexe en tijdrovende aangelegen-
heid. Gelukkig leiden de voortdurende toename in rekenkracht van computers en
de technologische vorderingen op het vlak van gegevensbeheer tot een schat van
mogelijkheden om het hedendaags plannen te verbeteren. Deze thesis handelt over
een aantal methoden om deze mogelijkheden beter te exploiteren. Meer concreet
detecteren we een aantal interessante planningsproblemen, we formuleren deze pro-
blemen wiskundig en ontwikkelen algoritmes om ze e±ciÄ ent op te lossen.
Deze thesis kan opgedeeld worden in drie delen. Het eerste deel richt zich op per-
soneelsplanning. We introduceren een nieuwe formulering en ontledingsbenadering
voor een probleem dat het opstellen van een assistentenplanning op lange termijn
behelst. De benadering ontleedt het probleem op basis van de activiteiten en maakt
gebruik van kolomgeneratie om een optimale oplossing te bekomen. Het resulte-
rende vertak-en-prijs algoritme werd geÄ ³mplementeerd in een applicatie, aangevuld
met heuristische zoekprocedures en getest op een aantal assistentplanningsproble-
men uit de praktijk. Onze experimentele resultaten tonen een belangrijke toename
in e±ciÄ entie aan, vergeleken met de traditionele benaderingen die het probleem
ontleden op basis van de sta°eden.
Het tweede deel van deze thesis handelt over het plannen van het operatiekwar-
tier. Eerst stellen we een model en computerprogramma voor om het gebruik van
diverse hulpmiddelen in functie van de cyclische hoofdplanning van het operatie-
xixii
kwartier te visualizeren. Vervolgens stellen we een aantal modellen en algoritmes
voor om planningen te genereren met een afgevlakte, resulterende bedbezetting.
Onze ideeÄ en werden getest op praktijkdata in twee gevalstudies.
In het derde deel combineren we de kennis verkregen uit de eerste twee delen in
een geÄ ³ntegreerd model voor de planning van het personeel en het operatiekwar-
tier. Het model wordt opgelost door een vertak-en-prijs algoritme dat herhaaldelijk
twee verschillende subproblemen oplost. Het eerste behelst het genereren van een
individuele planning van een personeelslid d.m.v. dynamische programmering. In
het tweede subprobleem zoeken we naar een planning van het operatiekwartier met
een bijhorende, benodigde personeelsbezetting die goed past bij de gegenereerde
set van individuele planningen. Dit gebeurt via het oplossen van een geheeltal-
lig programmeringsprobleem. We hebben mooie rekenresultaten bekomen voor dit
moeilijke probleem. Tenslotte tonen we aan hoe onze benadering gebruikt kan
worden om verschillende ziekenhuizen te vergelijken. Concreet illustreren we hoe
de resultaten geÄ ³nterpreteerd kunnen worden om de bronnen van verspilling in het
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Introduction
This ¯rst chapter provides a general introduction to the material presented in this
dissertation. This chapter is organized as follows. Section 1.1 gives an outline of
the recent evolution in the health care expenses, in which we focus on the Belgian
situation. As a motivation for this study, we discuss the importance of operations
research techniques, in particular with respect to scheduling, as a useful tool to
improve both the e®ectiveness and e±ciency with which health care services are
provided within hospitals. In Section 1.2, we justify our working method, explaining
why we opted for certain approaches and why we left others out of consideration.
Section 1.3 gives an outline of the most important mathematical programming
techniques used in the algorithms developed for this study. Section 1.4 situates
the chapters of this dissertation in a broader context, providing, in addition, two
literature overviews: the ¯rst one on hospital sta® scheduling and the second one
on operating room scheduling. Finally, Section 1.5 summarizes the material that is
presented in this chapter.
1.1 Motivation
Health care becomes very expensive. According to the 2005 report of RIZIV, the
Belgian national expenses for health care amounted to 15.38 billion Euro in 2003.
Five years earlier, in 1998, we spent no more than 11.29 billion Euro. In other
words, the total health care expenses have increased by 36% in only ¯ve years. The
annual ¯gures indicate an average growth of 6.3% per year with a strong accelera-
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tion of 8.2% in 2003 (RIZIV, 2005).
The signi¯cance of this rise becomes even more pronounced if one compares it with
the growth of the Gross Domestic Product (GDP). Over the same period the an-
nual growth percentages of the GDP °uctuated between 2.5 and 5.2%. Hence, the
growth in health care expenses dramatically outpaces the GDP increase. Accord-
ingly, the part of the GDP spent on health care has risen from 8.3% in 1998 to
9.6% in 2003 (OECD, 2005). Moreover, the di®erences between both growth ¯g-
ures continue to widen (Assuralia, 2005).
Equally signi¯cant is the fact that the health care expenses are invariably under-
estimated. In the period 1998-2003 an average annual de¯cit of 128 million Euro
has been recorded (RIZIV, 2005). Also, it is a widespread belief that drugs make
up the main cost, blaming the pharmaceutical industry for this trend. However,
according to Assuralia (2005), only 16.5% of the total budget was spent on drugs,
compared to 31% on hospital care.
Obviously, the main cause of this rise lies in the ageing of the society. Ageing
populations are putting disproportionately heavy demands on health systems in
high-income countries (Brandeau et al., 2004, p. 5). The continuous technological
progression leads to new treatments that are often expensive and hence increase
the pressure on the hospitals' budget. A possible way to keep the expenses at an
acceptable level is to introduce more responsibility into the system. Principally,
the Belgian health care system is free at the point of delivery and therefore neither
the patients nor the care providers directly feel the real cost-price of health care.
The problem of health care ¯nance is not that the incomes are too low, but mainly
that the expenses grow too fast.
Fortunately, there is also some good news. Compared to international statistics,
the Belgian health care system performs actually quite well for its levels of cost
and quality. For instance, in the US, health care spending amounts to 15% of the
GDP in 2003, which is far above the 9.6% recorded for our country (OECD, 2005).
Kumar and Ozdamar (2004) present an international comparison of health care
systems involving a data envelope analysis on 19 industrialized countries. Data en-
velope analysis (DEA) is a mathematical evaluation method based on the concept
of Pareto-optimal organization. The comparison is conducted under ¯ve classes:Chapter 1. Introduction 3
health care expenditure, hospital care, physician services, pharmaceutical services,
and life expectancy and infant mortality. The measurements selected for evaluat-
ing health care expenditure are percent of GDP, percent public spending, and per
capita health spending. For hospital care, the measurements chosen are beds per
one thousand population, percentage occupancy, expenditures per day and expen-
ditures per admission. Similar measurements are selected for evaluating physician
and pharmaceutical services. The Belgian health care system performs excellent
for almost all these measurements and is hence top ranked in the DEA analysis
under three of the ¯ve categories (health care expenditure, hospital services and
pharmaceutical services).
In the near future, public resources for health care will become inadequate to meet
the demand. Policy makers and health care providers must determine how to pro-
vide the most e®ective health care to citizens using the limited resources that are
available. Therefore, they need e®ective methods for planning, prioritization and
decision making. To this purpose, inspiration could be found in the ¯eld of De-
cision Support (DS), Arti¯cial Intelligence (AI) and Operations Research (OR).
OR techniques, tools and theories have long been applied to a wide range of issues
and problems in traditional business, industrial and manufacturing environments.
Fries (1976) present an early bibliographic overview of OR applications in health
care systems that mainly deals with sta® scheduling. More recently, Wiers (1997)
gives a review on the applicability of AI and OR scheduling techniques in practice
including health care applications.
In the April 2002 issue of ORMS Today Michael Carter (professor at the university
of Toronto and CEO of the Health Care Productivity Research Laboratory) started
the introduction of his article, in which he describes many possible applications for
operations research in hospitals, as follows (Carter, 2002, p. 26):
\Health care is the no. 1 domestic industry in the United States and
one of the largest industries in the developed world. Health care sys-
tems present many complex problems that could bene¯t from opera-
tions research-type analysis and applications. OR professionals, how-
ever, have generally neglected the ¯eld."
Operations research techniques that have been shown to be successful in business
environments could be applied on a variety of problems in health care environ-4 1.2. Approach
ments. Alternatively, new operations research techniques could be developed for
dealing with speci¯c health care management problems. These include strategic
planning problems such as design of services (e.g., inclusion of neonatal intensive
care units in some hospitals), design of the health care supply chain (e.g., design
of networks of hospitals, ambulance covering, outpatient clinics, drugs supply and
laboratory services), facility planning and design (e.g., location and layout of hospi-
tals), equipment evaluation and selection, process selection and capacity planning.
Other planning problems include demand and capacity forecasting, job design, in-
ventory management (e.g., drugs, supplies and blood) and scheduling and workforce
planning (Brandeau et al., 2004, p. 8). This research addresses a variety of schedul-
ing problems that occur inside hospitals.
Scheduling is a key issue for successful health care management. Scheduling in-
volves the development of base plans for all types of resources within hospitals.
Such base plans specify which resources to use at which time instances to serve
which purposes. This research presents a number of exact and heuristic algorithms
which provide practical solutions for a number of scheduling problems encountered
at hospitals. The gain is manifold. First of all, since the algorithms assist in build-
ing the schedules, hospitals can save on (human) resources to do the job. Second,
schedules generated by well-thought-out algorithms should be qualitatively `better'
than manually generated schedules. With `better' we mean that those schedules
result either in more output with the same input or in the same output with less
input of resources or in a combination of both. Third, better scheduling practices
might result in social bene¯ts too like shorter waiting lists (see, e.g., Vissers et
al., 2001; Buhaug, 2002; Mullen, 2003). Also work in Psychology has shown that
better personnel schedules can have an impact on nurses' well being and job satis-
faction (Mueller and McCloskey, 1990; Oldenkamp, 1992) and lead to safer working
environments (Wilkinson and Allison, 1989; Folkard and Tucker, 2003).
1.2 Approach
This dissertation contains both fundamental and applied research as well as both
exact and heuristic solution approaches. This section explains what we mean by
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1.2.1 Fundamental and applied research
The research presented in this work is both fundamental and applied. The study
is technical in nature: we will focus on problem formulations and algorithms. Each
scheduling problem will be de¯ned formally, making abstraction of some case spe-
ci¯c issues. This involves the formulation of the problem in a mathematical way.
As such, we try to generalize the problem as much as possible in order to ensure
that the developed solution approach can be applied in as many practical situa-
tions as possible. Furthermore, a formal, general problem formulation can help us
to derive some important theoretical properties such as computational complex-
ity and enables us to reduce (parts of) the problem to already solved problems in
the literature. Throughout this work, the e±ciency of the algorithms is a main
issue. Accordingly, all the algorithms are extensively tested. Tests generally in-
clude a comparison with other solution approaches, an indication on how problem
dimensions in°uence computation times and an overview of the (computational)
contributions of the di®erent algorithmic features. This technically oriented ap-
proach has, however, not prevented us from being inspired by and tackling real-life
scheduling problems in hospitals.
The concern about the applicability of the algorithms has been at least equal to
the attention given to their computational e±ciency. Therefore, all the proposed
algorithms, with the exception of the integrated scheduling approach of Chapter
6, have been motivated by and tested on real-life data. Again with the exception
of Chapter 6, all our algorithms have been implemented in a self written software
application with a graphical user interface that could easily be used by both expe-
rienced and non-experienced schedulers.
1.2.2 Exact and heuristic algorithms
The di®erence between exact and heuristic algorithms is guaranteeing optimality.
Exact algorithms, also called optimal procedures, can guarantee the optimality of a
solution for a given problem, which requires some built-in mechanism for optimal-
ity proving. In contrast, heuristic algorithms, also called suboptimal procedures or,
simply, heuristics, are designed to ¯nd the best possible solution with small com-
putational e®orts. Heuristics often lack a mechanism of optimality proving and,
therefore, fail to provide any information on the quality of the solution other than6 1.2. Approach
that it is the best solution found.
When it comes to solving practical problems in real-life situations, heuristics are
undoubtedly the best choice. If the problem space is very large, which is often the
case for real-life problems, heuristics are the only option, because exact algorithms
would require endless computation times. Moreover, practitioners are rarely both-
ered by the optimality of a solution: in real-life, typically all what matters is to
have a reasonable solution as fast as possible.
Exact algorithms, on the other hand, are more appropriate to develop fundamental
insights into the mathematical complexity of the problem as well as into the man-
agerial aspects of the problem. The last is probably best illustrated in Chapter 6, in
which we present a managerial insight gained from developing an exact algorithm
for integrating the nurse and surgery scheduling process. Another example is the
search to lower bounds in minimization problems (or upper bounds in maximization
problems) to cut o® large parts of the solution space in order to prove the opti-
mality of a solution. Not rarely such a bound or bounding rule is inspired by the
real-life problem, but it also happens that a theoretically found bound or bounding
rule, obtained through careful analysis of the problem structure to develop an exact
procedure, results in a new managerial insight or at least a con¯rmation of existing
insights. A last example of how managerial insights can be gained as side results
from the application of optimal procedures is the use of the dual prices to do a
sensitivity analysis in Linear Programming (LP).
This study copes with both exact and heuristic algorithms. It will, however, soon
become clear that the focus lies on exact algorithms. All the problems studied are
¯rst approached using an exact solution procedure. If the exact algorithm turns
out to be too time consuming for solving real-life problems - and it usually does -
our attention shifts towards heuristic procedures. In many cases, the exact algo-
rithm can easily be turned into a heuristic by modifying certain subprocedures of
the algorithm. An alternative way of viewing this, is that we tolerate an optimality
gap in these subprocedures. The main bene¯t of this approach is that the resulting
exact/heuristic hybrid algorithm still provides some information on how far the
solution is from the theoretical optimum.Chapter 1. Introduction 7
The reason why, in this dissertation, exact algorithms come more into the spot-
lights than heuristics, is twofold. First of all, it is my conviction that a researcher is
obliged, at least at ¯rst instance, to investigate whether or not an exact algorithm
can be developed for a given problem rather than immediately starting experi-
menting with di®erent kind of heuristics, which often involves a lot of parameter
setting and testing. It seems to me more relevant to ¯rst study the structure of
the problem, ¯nd out what complicates it, discover some important properties and
use this knowledge to develop an exact procedure that could solve the problem to
optimality, if necessary using smaller problem dimensions. This way of approaching
a problem is in my view the best guarantee to gather fundamental insights into the
basics of the problem. One will never fully understand the complexity of a prob-
lem unless one has explored the borders of optimality. This research is not only
motivated by problem solving, but also by the development of new techniques. At
one side of the spectrum you have the practitioner who's only concern is to solve
the problem at hand in a reasonable way as soon as possible. At the other side
there is the researcher who studies the problem, tries to discover certain properties
and develops solution procedures that are not only useful for the problem at hand,
but also can inspire other researchers studying similar problems and as such, make
a contribution to the global knowledge of mankind. Without underestimating the
important contribution of the basic heuristic methodologies like tabu search, simu-
lated annealing and genetic algorithms, in my personal view, exact procedures are
better suited to serve the last purpose. The second reason for the extensive atten-
tion given to exact procedures is a subjective one. Being capable of detecting the
optimal solution out of millions or billions of alternatives and, above all, proving
its optimality, is really fascinating to me. The resulting challenge makes the study,
development and coding of exact algorithms most exciting.
1.3 Mathematical programming foundations
This section provides a short introduction to the most important mathematical
programming techniques involved in the algorithms presented later in this work.
For an in-depth analysis of these techniques, the interested reader is each time
referred to a number of basic works and/or survey papers.8 1.3. Mathematical programming foundations
1.3.1 Linear programming
Linear programming (LP) is an optimization technique in which a problem is for-
mulated as a linear function that has to be optimized, i.e., minimized or maximized,
subject to a set of linear constraints. To build such a formulation, one ¯rst translates
the real-life decisions into a set of decision variables. Next, the real-life objective is
stated as a linear function of these decision variables, called the objective function.
Finally, the real-life constraints are also expressed linearly in the decision variables.
Let us illustrate this with a simple example:
Pharma Inc. wants to produce a new drug in the cheapest way possi-
ble. The drug has a speci¯ed weight w expressed in grams and consists
of three ingredients. Each ingredient has a certain cost per gram, say
c1 for ingredient 1, c2 for ingredient 2 and c3 for ingredient 3. In order
to make the drug e®ective, research has indicated that the share of
ingredient 1 should not exceed twice the share of ingredient 2. Fur-
thermore, the summed shares of ingredient 2 and 3 should exceed a
target level of l1 grams. Finally, the summed shares of ingredient 1
and 3 may not surpass a target level of l2 grams.
To formulate this problem as a linear program, we ¯rst identify the decision vari-
ables. Since Pharma Inc. has to decide upon the share of the three ingredients, we
de¯ne x1, x2 and x3 as the respective shares of each ingredient in the ¯nal drug.
The problem can then be stated as follows:
Minimize c1x1 + c2x2 + c3x3 (1.1)
subject to:
x1 + x2 + x3 ¡ w = 0 (1.2)
x1 ¡ 2x2 · 0 (1.3)
x2 + x3 ¡ l1 ¸ 0 (1.4)
x1 + x3 ¡ l2 · 0 (1.5)
x1;x2;x3 ¸ 0 (1.6)
The objective function (1.1) is simply the minimization of total costs. Constraint
(1.2) makes sure the drug weights w grams. Constraint (1.3) ensures that the shareChapter 1. Introduction 9
of ingredient 1 does not exceed twice the share of ingredient 2. Constraints (1.4)
and (1.5) imply the target level share restrictions. Finally, restrictions (1.6) are the
nonnegativity constraints.
To solve LP problems, several highly e±cient procedures have been developed, of
which the most well-known are the primal and dual simplex algorithm and the
interior-point method. The e±ciency combined with the generality of the approach
has made linear programming a real success story. Since the late ¯fties, linear
programming has become a well-established tool for solving a wide range of op-
timization problems in various ¯elds production, network design, manufacturing,
routing, engineering and scheduling. This trend continues with the developments
in modeling, algorithms, the growing computational power of personal computers
and the increasing performance of commercial linear programming solvers (John-
son et al., 2000). Unfortunately, many real-life decisions, particularly in the ¯eld
of scheduling, are modeled using variables that are required to be integral; for in-
stance, you can assign 1, 2, 3,..., nurses to work a particular shift, but not 0.5, 1.5,
2.5 nurses. Solving these so-called mixed integer problems is generally much harder
(see Section 1.3.3) and the e±cient LP procedures mentioned earlier can only be
used to solve a relaxation of the problem.
Chv¶ atal (1983) provides an in-depth analysis on linear programming. Winston
(1993) gives an excellent introduction to the general ¯eld of operations research,
explaining linear programming in detail. The textbook of Williams (1999) includes
many examples of how to design mathematical models, including linear program-
ming formulations.
1.3.2 Quadratic programming
A quadratic program (QP) is a variant of a linear program in which the objective
function contains quadratic terms. Quadratic programming problems are frequently
encountered in ¯nance, more speci¯cally in portfolio selection applications, in which
one would like to spread the risk as much as possible (for a basic reference, see
Markowitz, 1959). Resource leveling is another typical application of quadratic
programming. For further reading we refer to Gill et al. (1982) and Winston
(1993) who cover, among other topics, quadratic programming. In this study,
quadratic programming problems only show up in Chapter 4 and Chapter 5 where10 1.3. Mathematical programming foundations
we respectively develop and apply an operating room scheduling model that aims
at leveling the resultant bed occupancy.
1.3.3 Integer programming and branch-and-bound
If some of the decision variables are required to be integral, the problem becomes
a mixed integer program (MIP). This is the case for many practical applications,
including most scheduling problems. Unfortunately, the introduction of integral
variables often seriously complicates the problem, making it extremely hard to
solve. When an integer variable is restricted to the values 0 or 1, it is called a
binary variable. Mixed integer programming problems are usually solved using
a branch-and-bound approach. Branch-and-bound is an implicit enumeration ap-
proach, which, as the name suggests, succeeds in detecting the optimal solution
without having to explicitly consider (enumerate) all solutions.
The enumeration scheme involves a stepwise partitioning of the solution space. In
the scheme each partition is further analyzed and partitioned until a (better) feasi-
ble solution is found or it is determined that the partition does not contain a better
solution. The enumeration scheme can often nicely be represented by a branching
tree (see, e.g., Figure 1.1).
x1d 5 x1t 6
x2d 3 x2t 4
Figure 1.1: Branch-and-bound tree exampleChapter 1. Introduction 11
The root node of the tree represents the original problem, and has a solution space
that holds all feasible solutions to this problem. The ¯rst step entails the partition-
ing of this solution space into two or more subsets represented by two or more child
nodes. This process of partitioning the solution space, which is called branching,
is continued in the child nodes, which become parent nodes to new child nodes in
a subsequent partitioning of the solution space. Consider now a particular node in
the tree. Suppose we are able to detect the best solution in each child of this node.
The best one amongst these solutions is obviously also the best solution for the par-
ent node. If we continue in this way bottom up until the root node is reached, the
problem has been solved to optimality. It may even not be required to detect the
best solution in each child node. Indeed, whenever we know that the best solution
in a particular node will be worse than a feasible solution of an (already explored)
node anyway, this node does not have to be considered or further partitioned. Not
explicitly considering a node refers to the bounding aspect of the branch-and-bound
methodology.
The question remains of course how to e±ciently partition the solution space in
order to take full advantage of this divide-and-conqueror strategy. This depends
on the problem at hand. In any case, two con°icting criteria are important in de-
signing an e±cient branching scheme. On the one hand, the number of generated
nodes is best kept as small as possible. On the other hand, the nodes that are not
further partitioned should be easily solvable.
In integer programming applications the branch-and-bound algorithm involves a
standard branching scheme. In the root node a relaxation of the original problem
is being solved. A relaxation is a simpli¯cation of the problem, for instance by
leaving out one or more of the constraints. In linear integer programming prob-
lems, the root node typically corresponds to the linear relaxation, i.e., the problem
without the integrality constraints. As the algorithm progresses, the solution space
is partitioned by adding constraints to the problem in the root node, forming two
or more child nodes. Such a constraint typically cuts away a current fractional
solution, by implying a fractional variable either to be larger than or equal to the
¯rst upper integer or to be smaller than or equal to the ¯rst integer smaller than
the current fractional value (see, e.g., Figure 1.1).12 1.3. Mathematical programming foundations
Each node in the branch-and-bound tree is associated with a lower and an up-
per bound, which are used to fathom certain nodes from further consideration.
In minimization (maximization) problems the lower (upper) bound represents the
theoretically best possible solution value that could be found by further exploring
the node, while the upper (lower) bound is the best solution value which has so
far been shown to exist. In minimization problems a node can be fathomed, if the
lower bound in that node is larger than or equal to the current upper bound. Ob-
viously, the reverse applies in maximization problems. Branch-and-bound methods
have been successfully applied in a wide range of optimization problems includ-
ing knapsack problems (e.g., Kellerer et al., 2004) and resource constrained project
scheduling problems (e.g., Demeulemeester and Herroelen, 1992; Vanhoucke, 2001).
The recently appeared tutorial survey of search methodologies edited by Burke and
Kendall (2005) contains a comprehensive chapter on integer programming written
by Bob Bosch and Michael Trick. Widely cited references on integer programming
include Winston (1993), Wolsey (1998) and Nemhauser and Wolsey (1999). These
books explain the branch-and-bound algorithm in detail. In the description of the
branch-and-bound methodology outlined above we basically followed the exposition
of Hans (2001). Agin (1966) and Johnson (2000) also provide an excellent discus-
sion on the fundamentals of branch-and-bound.
Almost all problems dealt with in this study will be formulated as integer pro-
grams. However, only the operating room scheduling problems (extensively stud-
ied in Chapter 4 and Chapter 5 and appearing as a subproblem in Chapter 6) are
actually being solved using standard integer programming techniques. The sta®
scheduling problems, on the other hand, are formulated using a huge number of
decision variables. Such formulations involving many variables entail several ben-
e¯ts, most importantly a tighter bound relaxation and elimination of symmetry
(for more details, see Barnhart et al., 1998), but cannot be e±ciently solved with
a standard, commercial MIP solver. Therefore, column generation is used to solve
the LP relaxations of these mixed integer programming problems.
1.3.4 Column generation and branch-and-price
If the number of decision variables in an LP problem is (exponentially) large, say,
in the order of one million variables or more, column generation can signi¯cantlyChapter 1. Introduction 13
speed up the optimization process. Hans (2001) gives a short, although most un-
derstandable exposition of the column generation technique. In this technique the
LP is solved to optimality by ¯rst considering a restricted LP (RLP), where many
variables are left out. The RLP is also called the restricted master problem. The
solution of the RLP is optimal for the LP if all variables of the LP have non-negative
reduced cost. Since only a subset of the variables of the LP is explicitly available,
this cannot be checked explicitly. A so-called pricing algorithm is used to verify
optimality. This algorithm solves a pricing problem so as to ¯nd a new variable
that could improve the current LP solution. Such an improving variable is called
to price out. If the current solution is not optimal, the pricing algorithm identi¯es
at least one variable with non-negative reduced cost. This variable is added to the
RLP and the procedure continues. The column generation scheme terminates when
no variables with negative reduced cost exist anymore. At that point, the LP is
solved to optimality. The decision variables are often referred to as columns, which
explains the name column generation.
Column generation is especially appropriate for solving LP problems involving a
huge set of variables of which most of them will have their associated variable equal
to zero in an optimal solution anyway. Dantzig and Wolfe (1960) were the ¯rst
to propose the column generation technique. Since then it has been applied to
a wide variety of problems. The most well-known is the application to the stock
cutting problem (Gilmore and Gomory, 1961; Peeters, 2002). Other applications
in which column generation turned out to be particularly fruitful, include, e.g.,
vehicle routing problems with time windows (Desrosiers et al., 1984; Desrochers et
al., 1992) crew scheduling and rostering (Vance et al., 1997; Gamache et al., 1999)
and capacitated lot sizing (Jans, 2002).
Column generation is referred to as branch-and-price when it is used to solve the
LP relaxation in every node of a branch-and-bound tree originating from solving
a mixed integer linear programming problem. Hence, branch-and-price is basically
a combination of branch-and-bound and column generation. There are, however,
fundamental di±culties in applying column generation techniques for linear pro-
gramming in integer programming solution methods (Johnson, 1989). First of all,
conventional integer programming branching on variables (as illustrated in Figure
1.1) may not be e®ective because of symmetry problems and because ¯xing vari-
ables can destroy the structure of the pricing problem. Second, the LPs are often14 1.3. Mathematical programming foundations
not needed to be solved to optimality in each node of the branch-and-bound tree.
A careful inclusion of rules for managing the branch-and-price tree can signi¯cantly
speed up the branch-and-price algorithm.
Barnhart et al. (1998) present a general methodology for branch-and-price which
uni¯es the existing literature. The book by Wolsey (1998) also contains a chapter
on the use of column generation for solving integer programming problems.
Column generation techniques will be extensively applied throughout this thesis
for solving sta® scheduling problems encountered in hospitals. The pricing prob-
lems often involve the solution of a restricted shortest path problem, which will be
optimized using dynamic programming.
1.3.5 Dynamic programming
Dynamic programming is another basic mathematical programming technique that
is frequently applied in this thesis. The following exposition is largely based on
the brief, but excellent description of dynamic programming by Hans (2001). For
more extensive expositions we refer to Winston (1993) and Wolsey (1998) who both
cover dynamic programming in a separate chapter and to Dreyfus and Law (1977),
who discuss the fundamental background of dynamic programming in detail. Fi-
nally, when it comes to the implementation details, Sedgewick (1998) provides an
excellent guide to the e±cient coding of dynamic programming algorithms.
Dynamic programming (DP) is a decomposition technique that ¯rst decomposes
the problem into a nested family of subproblems. One can distinguish between de-
terministic and probabilistic dynamic programming problems. In probabilistic or
stochastic DP the decisions have a stochastic outcome, and the goal is to determine
the decisions that minimize the expected cost (or maximize the expected reward),
while in deterministic DP all decision variables yield a deterministic contribution
to the objective. Since only deterministic DP is used in this work, we only discuss
this category of dynamic programming. For literature concerning probabilistic DP
we refer to Ross (1983) and Sennott (1999).
A typical dynamic programming application includes the following ¯ve character-
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1. The problem can be divided into a number of stages t, with a decision xt
required at each stage.
2. Each stage t has a set of states fitg associated with it. At any stage a state
holds all the information that is needed to make a decision.
3. The decision taken at any stage determines how the state at the current stage
is transformed into the state at the next stage, as well as the immediately
earned reward or cost.
4. Given the current state, the optimal decision for each of the remaining stages
must not depend on previously reached states or previously taken decisions.
This is the so-called principle of optimality for dynamic programming (Bell-
man, 1957).
5. If the states for the problem have been classi¯ed into one of T stages, there
must be a recursion that relates the cost or reward earned during stages
t;t + 1;:::;T to the cost or reward earned from stages t + 1;t + 2;:::;T.
In a forward DP algorithm, the recursion mentioned in the ¯fth characteristic can







where St is the set of possible decisions xt in stage t, where ct(it;xt) is the cost (or
reward in a maximization problem) function that returns the cost for moving from
state it¡1(it;xt) to state it according to decision xt, where it¡1(it;xt) is the state
from which it is reached, given decision xt, and where Ft(it) is the total minimum
cost (or maximum reward in a maximization problem) incurred from stage 1 to
stage t given state it in stage t.
In forward DP it is assumed that the desired state we want the system to be in, in
stage T (call it iT), can be speci¯ed. An optimal solution requires the identi¯cation
of an optimal set of decisions, one for each stage t. The algorithm to ¯nd these
decisions ¯rst applies a forward calculation pass, followed by a backward decision
determination pass. In the forward calculation pass, we ¯rst compute the F1(i1)
for all possible states in stage 1. We then apply (1.7) to calculate the F2(i2)'s in
terms of the F1(i1)'s, and continue in this fashion until FT(iT) has been reached.16 1.4. Situating the chapters in a broader context
At this moment the forward calculation pass has been terminated. The backward
pass then starts with the determination of the optimal decision in stage T that
attains FT(iT). This decision in turn determines a state iT¡1 in stage T ¡ 1 from
which we arrive to state iT during the last stage. We then determine the optimal
stage T ¡ 1 decision, which in turn determines a state iT¡2 in stage T ¡ 2, and
continue until the optimal stage 1 decision is found.
1.4 Situating the chapters in a broader context
For a good understanding of the material presented hereafter, it is necessary to
place it in a larger context. As an additional bene¯t, the reader obtains a better
view on the link between the di®erent chapters. Basically, the considered prob-
lems fall into either the ¯eld of sta® scheduling or into the ¯eld of operating room
scheduling or into a combination of both.
1.4.1 Sta® scheduling
Humans undoubtedly make up the most important resource employed in hospitals.
Many operational scheduling problems encountered at hospitals can be classi¯ed
as sta® scheduling problems. The fact that personnel scheduling in hospitals is
subject to speci¯c constraints compared to other service organizations (like for in-
stance round the clock scheduling) makes the development of good sta® schedules
a challenging issue. The ¯rst and most famous problem concerns the scheduling
of nursing personnel. In the nurse scheduling problem one has to determine when
nurses have to be present, taking into account a variety of hard/soft constraints
such as legal regulations, nurses' preferences, minimal coverage requirements, per-
sonnel policies and many other restrictions that may be hospital speci¯c.
The classic nurse scheduling problem (NSP) consists of generating a con¯guration
of individual schedules over a given time horizon in order to meet hospital sta±ng
demand. An individual's roster line can be viewed as a sequence of days on and
days o®, where each day on contains a single shift identi¯ed by a label such as
`day', `evening' or `night'. Each such label coincides with a start and a ¯nish time
of the corresponding shift. Furthermore, a day is subdivided into several demand
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periods often (but not necessarily) coincide with the shifts. The individual roster
lines are subject to a large number of constraints, further referred to as collective
agreement requirements. Examples of such constraints include shift transition con-
straints (e.g., a night shift cannot be followed by a morning shift), total workload
limitations, restrictions on the number of weekend shifts, holidays, etc.
A second important sta® scheduling problem concerns the scheduling of so-called
trainees. Trainees are graduated students that wish to specialize further in a spe-
ci¯c ¯eld of health care. The scheduling of trainees can be seen as a speci¯c case
of nurse scheduling since it involves many similar constraints such as coverage re-
quirements and sta® preferences. Trainees di®er however from other nursing sta®
in that they still have to complete an education. This education requires that they
have to perform a number of activities in a given time horizon. Such activities
include amongst others assisting during surgery, performing consultation or being
standby for emergency cases. Chapter 2 discusses in detail the solution approach
for solving a trainee scheduling problem. Although motivated by and tested on a
speci¯c real-life case, the proposed solution method can easily be generalized and
is hence applicable in many situations.
Next to nurses and trainees, hospitals encounter several other types of sta® schedul-
ing problems such as the scheduling of physiotherapists (e.g., Carter and Lapierre,
1999), anaesthetists (e.g., Dexter and Traub, 2000) or scheduling administrative
personnel.
1.4.2 Operating room scheduling
A critical resource in each hospital is the operating room. As pointed out by Lit-
vak and Long (2000), the operating room can be seen as the engine of the hospital.
Indeed, the activities inside the operating room have a dramatic impact on many
other activities within hospitals. For instance, patients undergoing an operation
are expected to recover during a number of days. Consequently, bed capacity and
nursing sta® requirements are dependent on the operating room schedule. By well-
thought-out scheduling of the operating room, the expected variability in resource
demand can be minimized.18 1.4. Situating the chapters in a broader context
Variability has a very negative impact on productivity and reducing it is one of
the major concerns of health care management. One can distinguish between two
types of variability: natural variability and arti¯cial variability. Natural variability
is inherent to the uncertain world of health care. This variability arises from un-
certainty in patient show-ups (e.g., emergency cases), uncertainty in recovery time,
uncertainty in the successfulness of therapies etc. Arti¯cial variability originates
from poor scheduling policies. A poor operating room schedule could for instance
directly be responsible for a shortage in beds each Wednesday, whereas there is
overcapacity on all other days of the week. Exact and/or heuristic algorithms can
assist in minimizing arti¯cial variability. Although natural variability is by de¯-
nition uncontrollable, its negative consequences can be minimized by developing
algorithms which aim at producing schedules with leveled resource uses.
Summarizing, what happens inside the operating room determines the demand for
various resources throughout the rest of the hospital. Altering the number of hours
preserved for certain ailments leads to important changes in the absolute demand
for several resources. The demand for services nearly always exceeds the available
capacity. As a result, an important question encountered at each hospital is which
services it should provide. In other words, what is the optimal case mix? In the
long term, this case mix determines for which ailments capacity will be preserved.
Obviously, case mix decisions depend largely on the funding of the hospital, as
indicated by Blake and Carter (2002), and these decisions have a large impact on
the quality of service. For instance, if the share of a certain ailment in the total
case mix decreases, patients su®ering from this ailment will be confronted with
longer waiting times. In this dissertation, case mix decision problems are left out
of consideration. In other words, the absolute number of hours of operating room
time, allocated to each surgical group, is assumed to be ¯xed.
The absolute number of hours, allocated to each surgical group, is only one side of
the story though. At least of equal importance is the timing of the resource needs.
It is the operating room schedule that largely determines the time dimension of the
demand for resources. Chapter 3 presents a computer program that visualizes the
load of various resources as a function of the operating room schedule. The under-
lying model, on which the graphical user interface has been built, is very basic for
the resource consumption patterns are assumed to be deterministic. Moreover, the
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procedures, neither for the operating room scheduling, nor for those resources for
which scheduling by itself is already fairly complex (like nurses). Nonetheless, this
chapter is a good introduction for the following two chapters. By means of a case
study, the chapter provides a non-exhaustive overview of the key resources used in
hospitals. The most important amongst those are elaborated in the later chapters.
In Chapter 4 we develop a number of surgery scheduling algorithms that aim at
leveling the resultant bed occupancy. Subsequently, Chapter 5 describes a real-life
application of the models and algorithms developed in the preceding chapter.
If one mentions beds as an important resource to be considered when scheduling
the operating room, one implicitly refers to sta®ed beds. Indeed, a bed considered
as a physical unit by itself, is, although sometimes very sophisticated, relatively
cheap. On the contrary, a sta®ed bed is expensive and consequently much more
limited in capacity. We de¯ne a sta®ed bed as a bed for which the required care for
the occupying patient is guaranteed at each time instance by su±cient availability
of correctly skilled sta®. Sta® scheduling problems have already been introduced
in Section 1.4.1. As already mentioned above, Chapter 2 treats a speci¯c sta®
scheduling problem. Chapter 6 presents a model as well as a solution procedure
to integrate the operating room and the nurse scheduling process. The algorithmic
procedure was developed using knowledge gained from the sta® scheduling ¯eld as
well as from the operating room scheduling ¯eld, combining several building blocks
into a beautiful integrated approach. As such, this chapter links the preceding
chapters.
1.4.3 Nurse scheduling literature review
In general nurse scheduling di®erent approaches exist for various time horizons. In
many literature overviews the nurse scheduling problem is therefore decomposed
into di®erent phases (3 phases in Warner, 1976a; Bradley and Martin, 1990; Sit-
ompul and Randhawa, 1990 and 5 phases in Tien and Kamiyama, 1982). Often
a distinction is made between sta±ng or planning and scheduling or rostering.
Sta±ng refers to longer term personnel planning and copes with decisions on the
number of hired nurses of the required skills in order to meet predicted demand,
de¯ning work agreements for part time workers, deciding whether substitution of
skill categories is allowed, etc. Scheduling or rostering, on the other hand, refers20 1.4. Situating the chapters in a broader context
to the short term timetabling of sta® (with a typical time horizon of a few weeks).
Since sta±ng and scheduling takes place on di®erent levels and for di®erent time
horizons, it would be unworkable in practice to handle them simultaneously all
the time. Nevertheless, as sta±ng determines the input for scheduling, interaction
between the levels is certainly necessary. Venkataraman and Brusco (1996) even
present a completely integrated nurse sta±ng and scheduling system.
Recently, a brief but well-structured review on nurse scheduling is provided by
Cheang et al. (2003). Very recently, Burke et al. (2004) present a more extensive
and excellent survey that mainly copes with nurse rostering rather than sta±ng.
Ernst et al. (2004) and BlÄ ochliger (2004) present a very comprehensive overview
of the literature on sta® scheduling and rostering that they describe in general
rather than concentrating on nurse scheduling in particular. Both reviews, how-
ever, contain a category that speci¯cally discusses health care systems and is mainly
concerned with nurse scheduling.
The paper by Warner et al. (1991) on patient-oriented and employee-oriented is-
sues in nurse management contains a description of the history of computerized
nurse scheduling in the United States. Also, Siferd and Benton (1992) provide an
overview in which they speci¯cally deal with the factors in°uencing hospital sta±ng
and scheduling in the US. Ikegami and Niwa (2003) consider nurse scheduling prob-
lems in Japan for which rapid shift transitions are very common, i.e., nurses work
di®erent shifts per week. Silvestro and Silvestro (2000) discuss the results of a
survey of nurse rostering practices in the UK National Health Service. For which
concerns the Belgian situation, excellent work has been done by Burke et al. (1998,
1999, 2001, 2003 and 2004) and De Causmaecker and Vanden Berghe (2003). They
developed a general model for the nurse rostering problems and refer to it as Ad-
vanced Nurse Rostering Model (ANROM). The problem dealt with in their model
is situated at the short-term timetabling level. Its main objective is to understand
and automatically generate comfortable shift schedules for personnel members in
order to meet the sta® coverage while an extensive set of realistic constraints is
captured and integrated, together with explicit and implicit objectives, in a gen-
eral, °exible model. A more detailed analysis of the model and solution framework
can also be found in Burke et al. (2001a, 2001b, 2002 and 2006). A software pack-
age based on the model and the solution framework was ¯rst implemented in 1995
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problems that keep appearing. So far, over 40 hospitals in Belgium have replaced
their time consuming manual scheduling by this system.
Several studies in the literature have utilized mathematical programming tech-
niques to assist in ¯nding e±cient sta® schedules (see, e.g., Warner and Prawda,
1972; Abernathy et al., 1973; Warner, 1976b; Miller et al., 1976; Bailey and Field,
1985; Rosenbloom and Goertzen, 1987; Beaumont, 1997; Millar and Kiragu, 1998;
Bard et al., 2003; Isken, 2004). Mathematical programming approaches have often
been used when multiple objectives are considered (see, e.g., Arthur and Ravin-
dran, 1981; Ozkarahan and Bailey, 1988; Franz et al., 1989). These so-called goal
programming models allow for more °exibility to relative ranking assigned to vari-
ous objectives by de¯ning target levels for di®erent criterions and relative priorities
to achieve these goals (e.g., Azaiez and Sharif, 2005). Ozkarahan (1989) and Chen
and Yeung (1993) combine goal programming with expert systems (see further).
More recently, also heuristic procedures have been proposed for multiple objective
nurse scheduling (Berrada et al., 1996; Jaszkiewicz, 1997; Burke et al., 2002).
The main problem of integer programs lies in the large computation times needed
for many practical instances, even to obtain just a feasible solution. To overcome
this problem, heuristic approaches and techniques originating from the arti¯cial
intelligence ¯eld have been developed and successfully applied on various nurse
scheduling problems. For speci¯c problems, however, exact approaches that exploit
speci¯c features of the problem structure can su±ce to obtain reasonably small
computation times and as such form an alternative for standard integer program-
ming techniques. We distinguish between branch-and-bound and branch-and-price
approaches. Bosi and Milano (2001) combine constraint logic programming with
branch-and-bound techniques for scheduling problems. Trivedi and Warner (1976)
provide another example of a branch-and-bound algorithm that applies on the short-
term assignment of so-called °oat nurses (nurses from other units) whenever there
is a shortage of nurses in a particular unit. Ikegami and Niwa (2003) present a
branch-and-bound algorithm extended with heuristic search that generates very
promising results for 2-shift and 3-shift problems.
Examples of branch-and-price approaches for solving general sta® scheduling prob-
lems can be found in Mehrotra et al. (2000) and Caprara et al. (2003). Papers
involving branch-and-price techniques that speci¯cally deal with nurse scheduling22 1.4. Situating the chapters in a broader context
problems include Jaumard et al. (1998), Mason and Smith (1998) and Bard and
Purnomo (2005a) and (2005b).
Arti¯cial intelligence techniques focus on ¯nding feasible solutions rather than op-
timizing a particular objective function. We distinguish between declarative and
constraint programming on the one hand and knowledge-based and expert systems
on the other hand. Constraint satisfaction models have been proposed by Okada
(1988), Okada and Okada (1992), Darmoni et al. (1995), Weil et al. (1995), Cheng
et al. (1997), Abdennadher and Schlenker (1999) and Musliu et al. (2000). As it
is often not possible in real-life applications to satisfy all the constraints anyway,
Meyer auf'm Hofe (1997) present a hierarchical constraint satisfaction model built
on a library of search algorithms and constraint propagation techniques. In an
advanced model of the same author (Meyer auf'm Hofe, 2001) fuzzy constraints
are introduced that can be partially violated and partially satis¯ed in a constraint
optimization framework. Constraint programming approaches are often combined
with other procedures. For instance, Meisels et al. (1996) and (1998) combine con-
straint networks and knowledge-based rules to solve employee timetabling problems
and Li et al. (2003) apply a hybrid constraint satisfaction/local search technique
for building personal schedules.
Expert system approaches provide the possibility for developing user-interactive,
integrated (sta±ng, rostering) decision support methodologies for nurse scheduling
problems (Nutt, 1984). Smith et al. (1979) developed an interactive `what-if' de-
cision support system that allows users to assign and modify weights to di®erent
objectives and to take personal preferences into account. Bell et al. (1986) present a
rather basic visual interactive decision support system for workforce scheduling. As
already mentioned earlier, Ozkarahan (1989) and Chen and Yeung (1993) combine
expert systems with goal programming. Case-based reasoning models have been
developed by Scott and Simpson (1998) and Petrovic et al. (2003). They attempt
to generate good quality solutions by mimicking the human style of reasoning in
existing manual rostering practices.
Heuristic procedures form another alternative to cope with large solution spaces
and hence long computation times. We distinguish between simple heuristic proce-
dures and metaheuristics. Simple heuristics mimic the trial-and-error manner that
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interactive heuristic procedures are presented by Smith (1976) to construct cycli-
cal schedules and by Smith and Wiggins (1977) for non-cyclical schedules. The
work of Blau (1985) is one of the earlier attempts to evenly treat personnel with
respect to workload and shift preferences. Anzai and Miura (1987) present a cyclic
descent algorithm for rostering problems with identical sta® members. Blau and
Sear (1983) and Kostreva and Jennings (1991) solve the nurse scheduling problem
in two phases. Blau and Sear generate feasible shift patterns in a ¯rst step and
use a cyclic descent algorithm to assign a shift pattern to each nurse in order to
obtain an overall optimal schedule. The ¯rst step in Kostreva and Jennings (1991)
involves the generation of groups of feasible schedules that respect the minimum
sta±ng requirements. In the second step, the best possible solution, which is based
on the individual preferences, is calculated. Schaerf and Meisels (2000) present hill
climbing algorithms for general local search that allows partial assignments and
thus provides more °exibility towards satisfying coverage constraints.
Metaheuristic procedures are more general solution approaches since these tech-
niques are less problem dependent and hence can be applied to almost any kind of
combinatorial optimization problem. The most important metaheuristic approaches
include simulated annealing, tabu search and genetic algorithms.
Examples of simulated annealing approaches can be found in Isken and Hancock
(1991) and Brusco and Jacobs (1993). The model presented by Isken and Hancock
provides an original contribution as it does not assume ¯xed shifts but incorporates
°exible hours which is very common in many modern hospitals and allows for more
°exibility in sta±ng coverage. Brusco and Jacobs combine simulated annealing
with a simple local search heuristic to construct cyclical schedules for continuously
operating organizations (24 hours per day, 7 days per week) like hospitals, pub-
lic safety and telecommunication companies. For a short exposition on the basics
of the simulated annealing metaheuristic we refer the reader to Chapter 4, more
speci¯cally to Section 4.4.4, in which we outline a simulated annealing procedure
for building a cyclical surgery schedule with leveled resultant bed occupancy.
Many modern attempts to solve complex scheduling problems involve tabu search
techniques. The originality of Dowsland's (1998) contribution lies in the fact that
the search oscillates between feasible and non-feasible regions whereas other ap-
proaches tend to avoid infeasibility. Often tabu search is combined with another
search technique which results in a hybrid approach. Berrada et al. (1993), for in-24 1.4. Situating the chapters in a broader context
stance, apply tabu search instead of mathematical programming in a multi-objective
framework. Burke et al. (1998) and (1999) hybridize a tabu search approach with
improvement techniques that simulate human reasoning. More details on the vari-
able neighborhood search approach can be found in Burke et al. (2003) and De
Causmacker and Vanden Berghe (2003). A general overview of this work is pre-
sented in Burke et al. (2004). Valouxis and Housos (2000) and Dowsland and
Thompson (2000) integrate tabu search in an integer programming model. Ikegami
and Niwa (2003) ¯rst decompose the problem into subproblems in which all but
one of the nurses' schedules are ¯xed. Then, a tabu search algorithm tries to re-
peatedly satisfy the constraints on di®erent subproblems. For this algorithm, they
only report results for 2-shift problems. However, this work also contains a branch-
and-bound method (see further) that has also been applied on 3-shift problems.
Bellanti et al. (2004) developed a tabu search method as well as an iterated lo-
cal search approach for solving a particular rostering problem in an Italian hospital.
Genetic algorithms make up the last important metaheuristic that we discuss in
this survey. Easton and Mansour (1993) and Tanomaru (1995) were among the
¯rst to propose a genetic algorithm for employee sta±ng and scheduling, how-
ever their models are possibly too simple for real-life applications. Aickelin and
Dowsland (2000) use problem speci¯c knowledge to guide the crossover operator
and extend their genetic algorithm with a hill-climbing operator. They decompose
the problem into easier to solve subproblems by taking advantage of the fact that
night and day shifts are preferably not combined in a one-week nurse schedule and
higher skilled nurses can replace lower quali¯ed nurses but not vice versa. The
work by Aickelin and Dowsland (2004) deals with the same nurse rostering prob-
lem as in Aickelin and Dowsland (2000), but presents an indirect genetic algorithm
with a separate heuristic decoder instead of working with a direct representation
of the schedules. Also Ackelin and White (2004) tackle the same problem. Their
main contribution includes a statistical method for comparing algorithms that was
used to build a heuristic that performed better than the earlier heuristics. The
so-called population-less co-operative genetic algorithm by Jan et al. (2000) and
(2002) applies a 2-point crossover on the worst and a randomly selected schedule.
The genetic algorithm searches solutions in the feasible region only. Nevertheless,
applying crossover to nurse rostering nearly always causes problems of infeasibility.
Kawanaka et al. (2001) overcome this problem by exchanging shifts while attempt-
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a set of genetic as well as memetic algorithms (genetic algorithms extended with
local improvement procedures) to address some of the shortcomings of the approach
described in Burke et al. (1999). The authors show that these memetic algorithms
can handle initialization parameters and a range of instances more robustly than a
single-population approach (tabu search, see Burke et al., 1999 and 2003), at the
expense of longer computation times.
1.4.4 Operating room scheduling literature review
The literature on operating room scheduling can be structured using the three
stages that can be distinguished in developing operating room schedules. In the
¯rst stage, often called case mix planning, it is decided how the available oper-
ating room time is divided over the di®erent surgeons (or surgical groups). Case
mix planning problems have been studied by amongst others Hughes and Soliman
(1985), Rifai and Pecenka (1989), Robbins and Tuntiwongbiboon (1989) and Blake
and Carter (2002) and (2003).
Once the operating room time allocated to each surgical group has been chosen, the
second stage involves the development of a master surgery schedule. In the hierar-
chical framework for hospital production and control by Vissers et al. (2001) this
second stage of operating room scheduling could be positioned somewhere between
the Resource Planning & Control level and the Patient Group Planning & Control
level. The master surgery schedule is a cyclic timetable that de¯nes the number
and type of operating rooms available, the hours that rooms will be open, and the
surgical groups or surgeons who are to be given priority for the operating room
time (Blake et al., 2002). A new master schedule is created whenever the total
amount of operating room time changes. Blake et al. (2002) propose an integer
programming model that minimizes the weighted average undersupply of operating
room hours, that is allocating to each surgical group a number of operating room
hours as close as possible to its target operating room hours (see also Blake and
Donald, 2002). Santibanez et al. (2005) present a system-wide optimization model
for block scheduling that enables managers to explore trade-o®s between operating
room availability, booking privileges by surgeons, bed capacity and waitlists for
patients.26 1.4. Situating the chapters in a broader context
After the development of the master surgery schedule, elective cases can be sched-
uled. This third stage involves the detailed planning of each elective case. This
stage has more of an operational focus as it occurs on a daily basis and includes
operational scheduling decisions like assigning the cases to operating rooms, de-
termining the order and the start and end times of the cases (e.g., Weiss, 1990;
Ozkarahan, 1995 and 2000), the reservation of specialized equipment etc. Some-
times, this third stage is integrated with longer term scheduling. For instance,
Guinet and Chaabane (2003) and Jebali et al. (2006) propose a two-step approach
for operating theatre planning. The ¯rst step involves assigning patient interven-
tions to operating rooms on a medium term horizon. The second step entails the
daily rescheduling of the patient interventions in order to integrate more charac-
teristics for human and material resource synchronization. Other interesting work
that applies on the third stage has been done by Lapierre et al. (1999), Dexter et
al. (1999) and (2001), Dexter and Traub (2002) and Marcon et al. (2003).
When building surgery schedules, several objectives could be taken into account.
Much research has focussed on the maximization of operating room utilization for
which many algorithms have been studied ranging from simple heuristics (e.g.,
earliest start time ¯rst, largest duration ¯rst, etc.) to more complex bin packing
algorithms (see, e.g., Dexter et al., 1999; Dexter and Traub, 2002). A strongly
related objective is to minimize the operating room sta±ng costs (e.g., Dexter et
al., 2000). An objective that receives more and more attention nowadays is the
management of uncertainty. Many studies have focussed on increasing the punctu-
ality of the schedule realized (e.g., Lapierre et al., 1999; Dexter et al., 2001; Marcon
et al., 2003). Obviously, managing uncertainty requires insight into a number of
aspects of the interaction of the planned (elective) and the emergency (non-elective)
cases. Gerchak et al. (1996) provide a stochastic dynamic programming model for
the advance scheduling of elective surgery under uncertain demand for emergency
surgery. Kim et al. (2000) describe a °exible bed allocation scheme that reserves
one or more beds for the exclusive use of elective-surgery patients to enhance the
operations of the intensive care unit. Kim and Horowitz (2002) elaborate on this
work and use a simulation model to show that the combination of this °exible bed
allocation scheme and a quota system for elective surgery greatly reduces the num-
ber of canceled surgeries. Bowers and Mould (2004) propose a policy of including
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means of simulation how substantially greater throughputs can be achieved.
The management of resources is often considered a crucial issue in operating room
scheduling. Ozkarahan (1995) proposes an expert hospital decision support system
for resource scheduling that combines mathematical programming, knowledge base,
and database technologies. Five years later, the same author (Ozkarahan, 2000)
describes a goal programming model which can produce schedules that best serve
the needs of the hospital, i.e., by minimizing idle time and overtime, and increas-
ing satisfaction of surgeons, patients, and sta®. The approach involves sorting the
requests for a particular day on the basis of block restrictions, room utilization,
surgeon preferences and intensive care capabilities.
When planning a surgical procedure, one of the ¯rst things checked is whether or
not a bed is available for the patient. A good assignment of the current bed capac-
ity to incoming patients may result in the reservation of bu®er capacity to absorb
peeks in emergency cases. Once again, a variety of constraints have to be taken
into account when assigning beds to patients. It is for instance not desirable that
male and female patients or people with large age di®erences share a room. Clerkin
et al. (1995) propose an automated expert system that assigns beds to incoming
patients. The relation between bed occupancy and the surgery schedule has been
subject to many studies (e.g., Dumas, 1984 and 1985; Harris, 1985; Wright, 1987;
Gorunescu et al., 2002; McManus et al., 2004; Santibanez et al., 2005). Also, the
importance of the relation to sta® decision problems has been recognized. Dexter
and Traub (2000) determine sta±ng requirements for a second shift of anaesthetists
by graphical analysis of data from operating room information systems. Gri±ths
et al. (2005) model the requirement for supplementary nurses in an intensive care
unit. Hamilton and Breslawski (1994) argue that the factors considered by operat-
ing room administrators to be critical to operating room scheduling are dependent
on the nature of the scheduling system. The results of their large scale survey
indicated that in block systems, which is the system used throughout this disser-
tation, the number of operating rooms, the equipment limitations, the block times
assigned and the hospital scheduling policy are considered to be important criteria.
In ¯rst come, ¯rst served systems the number of operating rooms, the estimated
room set up duration, the estimated case duration and the equipment restrictions
are considered to be essential.28 1.5. Summary
1.5 Summary
Due to the ageing of society and the continuously growing demands, health care is
becoming increasingly expensive. Techniques originating from operations research,
decision support and arti¯cial intelligence might provide an answer to cope with
the growing pressure on scarce resources. A key issue for successful health care
management is scheduling. The quality of the produced schedules as well as the
e±ciency with which the schedules are developed have a large contribution to the
overall hospital performance. Well-thought-out scheduling procedures can lead to
many bene¯ts, ¯nancial ones as well as social ones. Good scheduling practices result
in a more e±cient use of recourses and hence reduce costs. Social bene¯ts might
include the increase of the personnel's satisfaction and well being, safer working
environments and a higher quality of care for the patients.
This thesis deals with algorithmic procedures for solving scheduling problems en-
countered in hospitals. Our research concerns both sta® and operating room
scheduling problems. The research is fundamental as well as applied. Although
heuristic approaches are included, the main focus lies on exact solution procedures.
Almost all problems will be stated using an integer programming formulation.
While developing the di®erent algorithms, several mathematical programming tech-
niques are considered. The techniques that are most often used in this thesis are
column generation, branch-and-price and deterministic dynamic programming.
The remainder of this thesis is organized as follows. Chapter 2 discusses in detail
the solution approach for solving a trainee scheduling problem. Chapter 3 presents
a computer program that visualizes the load of various resources as a function of the
operating room schedule. Chapter 4 then focuses on one of these resources, namely
beds, and proposes a number of operating room scheduling models, formulations
and algorithms that aim at leveling the resultant bed occupancy. Subsequently,
Chapter 5 describes a real-life application of the models and algorithms developed
in the preceding chapter. Chapter 6 provides a conjunction of the sta® scheduling
techniques with the operating room scheduling procedures, as it proposes an inte-
grated approach for building surgery and nurse schedules. To end, Chapter 7 draws
some general conclusions and sketches some directions for future research.Chapter 2
Scheduling trainees at a
hospital department using a
branch-and-price approach
Scheduling trainees is a complicated problem that has to be solved frequently in
many hospital departments. We will describe a trainee scheduling problem en-
countered in practice at the ophthalmology department of the university hospital
Gasthuisberg, Leuven. In this problem a department has a number of trainees at
its disposal, which assist specialists in their activities (surgery, consultation, etc.).
For each trainee one has to schedule the activities in which (s)he will assist dur-
ing a certain time horizon, usually one year. Typically, this kind of scheduling
problem is characterized by four types of constraints: work covering constraints,
formation requirements, non-availability constraints and setup restrictions. This
chapter describes a number of exact branch-and-price methods to solve the prob-
lem to optimality and a number of heuristic extensions to ¯nd good solutions for a
generalized version of the problem.
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2.1 Introduction
In this chapter the problem of scheduling medical trainees to perform a number of
activities over a given time horizon is addressed. Although frequently encountered
in practice, to the best of our knowledge, no papers in the literature deal with
this problem. In a broader view the trainee scheduling problem can however be
classi¯ed as a medical sta® scheduling problem. It distinguishes from the classic
Nurse Scheduling Problem (NSP) in the fact that the NSP usually deals with de-
tailed shift scheduling, e.g., determining the exact hours nurses have to work during
the next month, whereas trainees are scheduled over a much longer time horizon
(usually one year). Moreover, in contrast to quali¯ed nurses, trainees still have
to complete an education. This education requires that they have to perform a
number of widely divergent activities and the capacity of the trainee posts is often
limited. Consequently, the set covering constraints in the NSP are replaced by set
partitioning constraints. A second important di®erence is the undesirability of a
situation where a trainee alternates too much between the activities. Each activity
(re)start represents a discontinuity in his/her education and involves a considerable
mastering time for the trainee. Hence, when a trainee has a week-o®, (s)he cannot
simply be replaced by another trainee, due to the di®erence in quali¯cation and
due to the mastering time. Nurses, however, can usually exchange weeks-o® rather
easily by mutual agreement.
To solve the trainee scheduling problem, we will develop two branch-and-price algo-
rithms. Branch-and-price has gained considerable attention during the last decade.
Most of the encountered scheduling problems studied in the literature are short-
term shift scheduling problems involving some kind of set covering or set parti-
tioning formulation (e.g., Caprara et al., 2003; Jaumard et al., 1998; Bard and
Purnomo, 2005a and 2005b; Mehrotra et al., 2000; Mason and Smith, 1998). Al-
ternatively, 0-1 multi-commodity °ow formulations are proposed (e.g., Cappanera
and Gallo, 2001; Moz and Pato, 2003). To the best of our knowledge all branch-
and-price approaches for sta® scheduling problems decompose on sta® members,
i.e., generate columns per sta® member. In contrast, we study a slightly simpli¯ed
version of a long-term scheduling problem for which we propose a decomposition
scheme on the tasks, further referred to as activities, instead of decomposing on
the employees. This approach enables us to ¯nd optimal solutions for real-life data
sets. The problem will be written as a 0-1 multi-commodity °ow problem withChapter 2. Scheduling trainees at a hospital department using a
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side constraints, where each activity corresponds to a commodity. Afterwards, this
original approach is compared to the more common approach in which the problem
is decomposed on the sta® members resulting in a set partitioning problem.
The remainder of this chapter is organized as follows. In Section 2.2 the problem
will be stated and written as an integer program. Next, Section 2.3 describes an
exact branch-and-price method in which a slightly simpli¯ed version of the problem
is solved, using a decomposition on the activities approach. Section 2.4 discusses
the computational results that are obtained. Section 2.5 draws some conclusions
with respect to the decomposition on the activities approach and introduces the
remaining part of this chapter. In Section 2.6 the developed approach is compared
with the more common solution procedure for sta® scheduling problems in which
the problem is decomposed on the trainees. Subsequently, Section 2.7 describes a
generalization of the problem and proposes some heuristic extensions. Section 2.8
presents the graphical user interface that was developed on top of the algorithmic
procedures. Finally, Section 2.9 draws overall conclusions and lists some topics for
future research.
2.2 Problem Statement
Consider a hospital department in which trainees have to perform a number of
activities over a certain time horizon. The task is to schedule these trainees to per-
form the activities so that a number of constraints is satis¯ed. First, during each
period, each activity has to be performed by exactly one trainee out of a given set.
These trainee sets are mainly determined by the experience levels of the trainees.
Second, for each trainee the minimum and maximum number of periods (s)he has
to perform each activity is given in order to meet formation objectives. Third, for
each trainee it is known for each time period whether or not (s)he is available to be
scheduled. Finally, in order to maximize both the e±ciency and the quality of the
service provided, we cannot split activities up per trainee. The e±ciency decreases
with each new activity start of a trainee, because it takes (again) some time to
master the skills required for the activity. Moreover, patients have a smaller chance
to be treated by one and the same trainee, resulting in less e±cient care. In the
ideal case each trainee starts each activity only once and performs it for a minimum32 2.2. Problem Statement
number of consecutive periods.
The last two constraints are soft constraints meaning that they can be violated
at a certain cost. Since a split-up in activities is considered to be worse than the
violation of a non-availability constraint, we will concentrate on the problem solu-
tion in which we only relax the non-availability constraints. Therefore, the trainees
have to quantify their preferences for having weeks o®. This happens by dividing a
number of points per trainee over the scheduling horizon. The higher the number
of points a certain period receives, the stronger the trainee feels about not being
scheduled during that period.
Let us illustrate this problem with a simple example. Suppose we have a problem
with three activities, four trainees and ten periods. Furthermore, suppose that each
assistant has to perform each activity between a minimum of two and a maximum
of three consecutive periods. This example is graphically represented in Table 2.1.
The columns represent the trainees and the rows represent the periods. The num-
bers indicate the non-availability costs for each trainee. Note that each trainee has
divided in total ¯ve points over the ten periods. It is realistic that these points are
concentrated in a small number of periods.
A possible solution for this problem is represented in Table 2.2. In this solution,
trainees 1 and 3 are both scheduled during a period in which they actually prefer
not to be scheduled, respectively period 7 and period 9 (indicated in bold), making
up for a total cost of 1+1 = 2. In practice, this means that either the trainee has to
give up his/her preference for having a period o® or the trainee has to be replaced
by someone else in this period, resulting in a decrease of the quality of care. As a
¯nal remark, observe that in this solution during four time periods no activity is
scheduled for a particular trainee although (s)he is available. During these periods,
the trainees will perform activities for which no speci¯c skills are required and for
which consequently both the experience level and the minimal formation require-
ments are less important. An example of such an activity is consultation. Such
activities are called easy activities, in contrast with the di±cult activities that were
discussed above. A two-phase approach is thus being used to solve this problem.
In the ¯rst phase, the di±cult activities are scheduled. In the second phase, the
partial schedule is completed with the easy activities. The scheduling of the easy
activities is straightforward and can easily be done manually. Therefore, we willChapter 2. Scheduling trainees at a hospital department using a
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only concentrate on the scheduling of the di±cult activities in the ¯rst part of this
chapter.
Table 2.1: A problem instance
Non-availability costs











In order to provide more insight into the problem, we will shortly describe how
this task was carried out up till now. In a ¯rst step, the responsible scheduler
collects the required data. Coverage constraints and formation requirements are
provided by the head of the department. Non-availability constraints are collected
in a hierarchical way. A list circulates in which the trainees successively indicate
during which weeks they will be absent and during which weeks they would like to
take vacation. To ensure that vacation periods are su±ciently spread, the number
of trainees having vacation at the same time is limited. Next, using pencil and
paper, the scheduler tries to ¯nd a schedule that satis¯es as many constraints as
possible. She mainly concentrates on the satisfaction of the coverage constraints.
At a certain moment, typically when about 75% of the schedule is completed, she
fails to satisfy the next coverage constraints without violating one or more of the
formation, non-availability or setup constraints. At that moment, she tries to solve
the schedule con°ict by making a number of assignments undone or performing a
number of switches. If she fails to solve the con°ict in a limited number of tries, she
accepts the violation of one (or more) constraints and continues the construction34 2.2. Problem Statement
Table 2.2: A solution for the problem instance
Activity schedule
Period Trainee 1 Trainee 2 Trainee 3 Trainee 4
1 act 1 act 2 act 3
2 act 1 act 2 act 3
3 act 3 act 1 act 2
4 act 3 act 1 act 2
5 act 3 act 1 act 2
6 act 2 act 3 act 1
7 act 2 act 3 act 1
8 act 2 act 3 act 1
9 act 1 act 2 act 3
10 act 1 act 2 act 3
of the schedule. Upon completion, the schedule is communicated to all the people
involved (trainees and surgeons). Since this task essentially involves the solution of
a complex combinatorial puzzle and PC's are typically more suitable to solve such
problems than humans, we believe that a well-thought-out algorithm could save
construction time as well as generate qualitatively better schedules. First, we will
state the problem mathematically as an integer program.
If we are to state an integer programming formulation for this problem, we ¯rst have
to de¯ne a set of decision variables. Let i be the period index, j the trainee index
and k the activity index. Since we have to decide for each trainee which activity
(s)he will perform during each week, a natural choice of decision variables would be:
xijk =
(




1; if trainee j starts activity k during period i;
0; otherwise.Chapter 2. Scheduling trainees at a hospital department using a
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Let pij be the penalty cost charged for assigning trainee j to period i. It must be
clear that pij equals 0 if trainee j is available during period i. Let ljk and ujk be the
respective minimum and maximum number of periods assistant j has to perform
activity k. We assume that ujk > 0 implies ljk > 0 although this assumption is not
necessary for our algorithm. Finally, let Sk represent the set of trainees that will
perform activity k in the given time horizon (i.e., all trainees j for which ujk > 0).












xijk · 1 8i = 1;:::;n and 8j = 1;:::;m (2.2)
X
j2Sk
xijk = 1 8i = 1;:::;n and 8k = 1;:::;p (2.3)
n X
i=1
xijk ¸ ljk 8k = 1;:::;p and 8j 2 Sk (2.4)
n X
i=1
xijk · ujk 8k = 1;:::;p and 8j 2 Sk (2.5)
y1jk = x1jk 8k = 1;:::;p and 8j 2 Sk (2.6)
yijk ¸ xijk ¡ x(i¡1)jk 8i = 2;:::;n and 8k = 1;:::;p and 8j 2 Sk (2.7)
n X
i=1
yijk = 1 8k = 1;:::;p and 8j 2 Sk (2.8)
yijk;xijk 2 f0;1g 8i = 1;:::;n and 8k = 1;:::;p and 8j 2 Sk (2.9)
The objective function (2.1) minimizes the total schedule cost. Constraint set (2.2)
ensures that each trainee can perform no more than one activity in each period.
Constraint set (2.3) makes sure that in each period every activity is performed by
exactly one trainee. Constraint sets (2.4) and (2.5) state that each trainee performs
each activity between a minimum and a maximum number of periods. The fact
that each trainee starts each activity only once is re°ected in (2.6), (2.7) and (2.8).36 2.3. A branch-and-price approach
Finally, (2.9) de¯nes x and y as binary variables.
A last remark concerns activities that require more than one trainee during each
period. We replace each of these activities by two or more arti¯cial activities, divid-
ing the trainees in the original set Sk over these new activities. The total number
of resulting activities equals the number of required trainees for that activity. As
each resulting activity requires one trainee, the scheduling of this new set of ac-
tivities satis¯es the original coverage constraint. The trainees having to perform
the original activity are divided over the new set of activities. This division takes
place before the start of our algorithm. Consider, for instance, an activity where
two trainees are required each time period and twelve trainees have to perform the
activity. Then, this activity will be replaced by two new activities each of which has
to be performed by six trainees. This assumption facilitates the construction of an
enumeration scheme at the cost of possibly excluding an optimal solution, since we
only consider one particular division of trainees over the newly introduced activities.
For a problem with n time periods, m trainees and p activities, this notation requires
at most 2nmp binary decision variables. For instance, a problem with 35 periods,
8 trainees and 6 activities involves at most 3360 binary decision variables in the
formulation of (1)-(9). In Section 2.4.1 we show that problems of these dimensions
require long solution times using this formulation and a commercial integer linear
programming solver. A dedicated branch-and-price procedure will be shown to be
more suitable to solve this problem.
2.3 A branch-and-price approach
2.3.1 Decomposition of the problem
Decomposition involves the division of the problem into several subproblems. An-
other way of seeing this is to introduce new decision variables, each one representing
a subset of the old decision variables, that implicitly satisfy a number of constraints.
Solving a subproblem is then analogous to ¯nding a new decision variable or col-
umn for the ILP. The constraints that remain in the ILP can be seen as the linking
constraints. The advantage of such an approach is that the LP bound of the new
formulation is usually much stronger than that of the original formulation and
consequently the branch-and-bound tree remains smaller.Chapter 2. Scheduling trainees at a hospital department using a
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2.3.2 An alternative formulation
The integer program of (2.1)-(2.9) could be formulated in a totally di®erent way.
Observe that the problem can be seen as the scheduling of p activity patterns.
An activity pattern includes the scheduling of all trainees having to perform the
activity. For reasons that will become clear in a moment, an activity pattern will
be called a column in the rest of this chapter. Now, we can introduce new binary
decision variables that explicitly incorporate these columns. Let binary decision
variable zkt be de¯ned as follows:
zkt =
(
1; if column t was chosen for activity k;
0; otherwise.
Let ckt be the total cost of column t for activity k and NCk the total number of
di®erent columns for activity k. Let aijkt equal 1 if in column t trainee j is sched-












aijktzkt · 1 8i = 1;:::;n and 8j = 1;:::;m (2.11)
NCk X
t=1
zkt = 1 8k = 1;:::;p (2.12)
zkt 2 f0;1g 8k = 1;:::;p and 8t = 1;:::;NCk (2.13)
The objective function is again the minimization of costs, but now expressed in
terms of the new zkt variables. Constraint set (2.11) states that each trainee can38 2.3. A branch-and-price approach
perform no more than one activity at the same time. Constraint set (2.12) implies
that exactly one column has to be selected for each activity. The main drawback,
however, is that this new model can have far more variables than can be reasonably
attacked directly. Fortunately, column generation can help to overcome this di±-
culty. This technique is well known for this type of problems (see, e.g., Jaumard et
al., 1998; Bard and Purnomo, 2005b). Column generation is based on the observa-
tion that it is not necessary to enumerate all possible columns in order to solve the
LP to optimality. The LP can be solved by using only a subset of the columns and
can generate more columns as needed.
The LP is solved to optimality when no more columns price out, i.e., no more
columns with negative reduced cost can be found. Let ¸ij represent the dual prices
of restrictions (2.11) and let °k represent the dual prices of restrictions (2.12). The
reduced cost of a new column t for activity k is given by:











(pij ¡ ¸ij)aijkt (2.14)
The master problem (2.10)-(2.13) is in fact a 0-1 capacitated multicommodity °ow
problem in which each activity corresponds to a commodity and all arc capacities
and commodity requirements are equal to 1. Tests revealed that the LP relax-
ation of this formulation provides a much stronger lower bound than that from the
original formulation of (2.1)-(2.9) (see Section 2.4.1). The reason is that in the
new formulation (2.10)-(2.12) the optimization is performed over the convex hull of
feasible points of the subproblems, and not just over the relaxed feasible region of
(2.1)-(2.8). It can easily be shown that each feasible solution of the new formula-
tion (2.10)-(2.12) is also feasible in the original formulation (2.1)-(2.8). To see this,
observe that each zkt solution can be reformed to an xijk solution, which is feasible
to (2.1)-(2.8). Therefore, simply set each xijk equal to
PNCk
t aijktzkt. The reverse
is not true when the convex hull of the subproblem constraints is not integral. TheChapter 2. Scheduling trainees at a hospital department using a
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feasible solution space of (2.1)-(2.8) is much larger than that of (2.10)-(2.12). Al-
though a smaller feasible region is no guarantee to obtain a better bound, it is quite
likely that the optimal solution of (2.1)-(2.8) is not feasible in the new formulation
(2.10)-(2.12).
In the next sections the branch-and-price algorithm will be expanded upon. First,
an overview of the algorithm is given. Second, the pricing problem is discussed.
Third, three possible branching strategies are elaborated. Finally, some improve-
ments to speed up the computation time will be explored.
2.3.3 Branch-and-price algorithm overview
In Algorithm 1, an overview of the branch-and-price algorithm is given. The al-
gorithm starts with a heuristic in order to ¯nd an initial solution. This heuristic
successively generates activity patterns (columns) without violating the no-overlap
constraint. If the algorithm succeeds in ¯nding a feasible solution, the schedule
is saved and an initial upper bound is registered. The master is initialized with
both the p columns making up the best solution found and p supercolumns (one
per activity), which are needed to ensure feasibility of the master at each level of
the branch-and-bound tree. Each iteration of the main while loop consists of two
parts: the LP optimization loop (which upon termination provides a lower bound)
and a move in the branch-and-bound search tree.40 2.3. A branch-and-price approach
Algorithm 1 BRANCH-AND-PRICE
apply heuristic to ¯nd initial solution;
if (solution found) then
register schedule;
upper bound Ã best solution found;
initiate master with p columns from initial solution and p supercolumns;
else
upper bound Ã +1;
initiate master with p supercolumns;
end if
l Ã 0;
while (l ¸ 0) do
LP opt found Ã FALSE;
while (LP opt found=FALSE) do
LP opt found Ã TRUE;
upper bound Ã SOLVE-MASTER-LP();
for (k = 1 to p) do
RCk Ã FIND-NEW-COLUMN(k);
if (RCk < 0) then
add new column to master;






if (LP opt ¸ upper bound) then
while (all branches on level l explored) do
l Ã l ¡ 1; fbacktrackg
end while
explore next branch on level l;
add corresponding branching restriction;
continue Ã FALSE;
else if (fractional solution) then
l Ã l + 1; fbranch one level furtherg
add new branching restriction;
continue Ã FALSE;
else if (integral solution) then
register schedule;
upper bound Ã LP opt;
end if
end while
end whileChapter 2. Scheduling trainees at a hospital department using a
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2.3.4 The pricing problem
The pricing problem for activity k can be stated as follows. Let xij equal 1 if trainee
j is scheduled to perform activity k during period i and let yij be 1 if trainee j










xij = 1 8i = 1;:::;n (2.16)
n X
i=1
xij ¸ ljk 8j 2 Sk (2.17)
n X
i=1
xij · ujk 8j 2 Sk (2.18)
y1j = x1j 8j 2 Sk (2.19)
yij ¸ xij ¡ x(i¡1)j 8i = 2;:::;n and 8j 2 Sk (2.20)
n X
i=1
yij · 1 8j 2 Sk (2.21)
xij;yij 2 f0;1g 8i = 1;:::;n and 8j 2 Sk (2.22)
Objective (2.15) simply entails the minimization of the (variable part of) the re-
duced cost (2.14). Constraints (2.16)-(2.22) are just a repetition of the constraints
(2.3)-(2.9) for activity k.
The pricing problem (2.15)-(2.22) is a restricted shortest path problem. Suppose
we are searching a new column for activity k. This problem can be visualized by
a matrix. The columns in this matrix represent the trainees j 2 Sk and the rows
represent the time horizon. Each cell of the matrix has a cost gij which equals the
corresponding non-availability cost pij minus the corresponding dual price ¸ij. This
matrix has to be traversed from top to bottom in the cheapest way possible, while
visiting each column exactly once between a minimum and a maximum number of
rows. Table 2.3 represents the best solution and Table 2.4 represents one of the
several alternative second best solutions for an instance of a pricing problem for
an activity with four trainees that all have to be scheduled between one and two42 2.3. A branch-and-price approach
periods in a time horizon of six periods. The found solutions are indicated in bold.
Hence, the optimal solution ¯rst schedules trainee 1 for two periods, followed by
trainee 3 for two periods, then trainee 2 for one period and ¯nally trainee 4 for one
period.
Table 2.3: Pricing problema: optimal solution indicated in bold
gij = non-availability cost pij- dual price ¸ij
Period i Trainee j = 1 Trainee j = 2 Trainee j = 3 Trainee j = 4
1 0 1 1 2
2 0 1 1 1
3 4 2 1 4
4 2 1 0 0
5 0 0 4 0
6 1 5 3 1
a For ease of explanation all cost values are integer. Note however that during column
generation these cost values are usually fractional due to the dual prices.
The pricing problem is solved with a dynamic programming approach (Bellman,
1957; Dreyfus and Law, 1977). Let T denote a set of trainees. The subproblem can
be described as ¯nding the cheapest way to reach period i with all trainees in T
scheduled. Let cost(i;T) represent this cost. If gij is the cost to assign period i to
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Table 2.4: Pricing problema: 2nd best solution indicated in bold
gij = non-availability cost pij- dual price ¸ij
Period i Trainee j = 1 Trainee j = 2 Trainee j = 3 Trainee j = 4
1 0 1 1 2
2 0 1 1 1
3 4 2 1 4
4 2 1 0 0
5 0 0 4 0
6 1 5 3 1
a For ease of explanation all cost values are integer. Note however that during column
generation these cost values are usually fractional due to the dual prices.
To solve the pricing problem, we must calculate cost(n;Sk) using (2.23) and make
sure we know which schedule it represents. The di®erent values for cost(ijT) can
be calculated working backwards using a recursive procedure. After application of
the backward dynamic recursion to the example above, the values for cost(i;T) are
known for all possible values of i and T. These values are represented in the left
part of Table 2.5.
Obviously, values for state spaces that cannot lead to a feasible path are not cal-
culated. Nevertheless, the number of cost calculations grows exponentially with
the number of trainees that have to be scheduled. For realistic data (number of
trainees) this number is not too large which results in acceptable solution times
(¿ 1s).
Once all calculations are done, the cheapest way to reach period n can be found
easily. Observe that cost(njSk) = c¤ contains the cheapest cost. The schedule is
constructed backward step-by-step by searching for which trainee j 2 Sk and for
which d = ljk to ujk the following expression holds:
c¤ = cost(n ¡ djSknfjg) +
d X
b=1
gn¡d+b;j (2.24)44 2.3. A branch-and-price approach
If a match is encountered, trainee j is scheduled for d periods starting from the cur-
rent period to the front and both the current period and the set of already scheduled
trainees are updated. This process continues until the last trainee is scheduled at
the beginning of the scheduling horizon.
An important advantage of the pure dynamic programming approach (i.e., without
lower bound pruning) is that it can be easily extended to ¯nd the bth best solution
instead of only the optimal solution. This property is very useful in a branch-
and-price environment with branching on the column variables zkt (see 2.3.6.1).
Our algorithm to ¯nd the bth best column re°ects the same idea as the algorithm
Table 2.5: State spaces for example 1
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proposed by Jim¶ enez and Marzal (1999) for computing the K shortest paths in a
network. To ¯nd the second best solution one ¯rst searches for the optimal solution
as described above. Then, starting at the beginning of the time horizon all cost
values being part of the found column are adapted to represent the second cheapest
cost values. During this cost recalculation phase jSkj cost recalculations are made.
We start with the ¯rst state of the optimal path (let j1 be the ¯rst trainee scheduled
and i1 the number of periods this trainee is scheduled):
cost(i1;fj1g) = 1 (2.25)
Working forward all cost values of the states (i;T) on the optimal path can now be
recalculated using (2.23). After these recalculations the cost values represent the
second best value.
The second best values for these states are indicated in the right part of Table
2.5. The recalculations are as follows. First, cost(2jf1g) with initial value zero is
updated to 1, since there is no other possibility to reach period 2 with only trainee
1 scheduled. Next, cost(4jf1;3g) with initial value one is updated to 8 (schedule
trainee 3 during the ¯rst two periods and trainee 1 during the following two pe-
riods). The value of cost(5jf1;2;3g) changes from 1 to 2, since the cheapest way
to reach period 5 with trainees 1, 2 and 3 scheduled is now by scheduling trainee
1 during periods 1 and 2, trainee 3 during period 3 and trainee 2 during periods
4 and 5. Finally, cost(6jf1;2;3;4g) is updated from 2 to 3 (recall that the second
best path is represented in Table 2.4). Note that the same cost can also be obtained
when scheduling trainee 2 only during period 4 and trainee 4 during periods 5 and 6.
When the jSkj cost values are updated, the backward construction phase described
above will now generate the second best column.
The old cost values (and the partial paths represented by these values), however,
have to be saved in a list, because they could be part of the second best column
and thus could be necessary during backward construction. This will be the case if
the second best column has the same head as the optimal column but a di®erent
tail, which is the case for the example in Table 2.4. When during backward con-
struction no trainee assignment can be found that matches (2.24), the list has to
be scanned. In this case the list always contains a matching cost value. Note that
once a cost value is retrieved from the list, the remaining trainee assignments can46 2.3. A branch-and-price approach
also be found in the list; they occupy the immediately preceding positions. After
the recalculation phase the list contains the values of the old states, together with
the paths they represent (Table 2.6).
For the example, the list is needed when state (3;f1;3g) is reached. From this state,
no matching cost value (state) can be found, since the needed value cost(2;f1g) = 0
now equals 1. A scan through the list resolves the problem and completes the con-
struction of the second best path. In the recalculation phase one also has to take
into account the state spaces in the list as possible starting states for calculating
the next best state values. These states can only be taken into consideration if the
list does not already contain the same partial path as the one that would be con-
structed now, i.e., if the path represented by the start state (in the list) completed
with the last arc is not already present in the list. This condition is needed to
prevent construction of the same path twice. It is now clear why also the path has
to be saved in the list. Since the list is empty during the ¯rst recalculation phase
and this condition will never be satis¯ed during the second recalculation phase, the
states in the list have only to be taken into consideration from the 3rd recalcula-
tion phase (for ¯nding the 4th best column) on. Obviously, after each recalculation
phase the list grows with jSkj (=nr. trainees) items.
Space complexity. For each time instance we need to store at most all possible
subsets of m trainees. Hence, the space complexity is given by O(n ¢ 2m). To ¯nd
the bth best path we also need to store a list containing (b ¡ 1) ¤ m items, so the
overall space complexity is O(n ¢ 2m + (b ¡ 1) ¢ m).
Run time complexity. Without loss of generality we assume the di®erence between
the minimum and maximum number of periods equal for each trainee having to
Table 2.6: List after ¯rst recalculation phase for example 1
Item i T cost(i;T) path
1 2 f1g 0 1-1
2 4 f1,3g 1 1-1-3-3
3 5 f1,2,3g 1 1-1-3-3-2
4 6 f1,2,3,4g 2 1-1-3-3-2-4Chapter 2. Scheduling trainees at a hospital department using a
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perform activity k, i.e., ujk ¡ ljk = R, 8j 2 Sk. The run time complexity for
¯nding the bth best path is analyzed for the three phases separately: backward cal-
culation pass, recalculation pass and backward construction pass. In the backward
calculation pass each state (i;S) leads to at most R¤m other states (as a matter of
fact, this maximum only holds for state (n;Sk)). The complexity of the backward
calculation pass is thus O(n ¢ 2m ¢ R ¢ m). In the recalculation pass at most m
states have to be recalculated. For each of these states at most R ¤ m calculations
have to be made, which gives complexity O(m2 ¢R). For ¯nding the bth best path,
one also needs to consider the (b ¡ 1) ¤ m states in the list as starting states for
each updated state. For each of these starting states one has to verify if the new
path (start state + new trainee) is not already present in the list in order to avoid
generation of the same path twice. Hence, the complexity of the recalculation pass
is O(m2 ¢R+m¢((b¡1)m(b¡1)m)) = O(m2 ¢R+m3 ¢(b¡1)2). In the backward
construction pass each next trainee is found after visiting at most R ¤m states. In
the worst case, the last trainee cannot be found in the usual data structure, but is
located in the list, which requires one scan through the list. The complexity of the
backward pass for ¯nding the bth best path is thus O(m2¢R+(b¡1)¢m). Hence, the
total complexity is given by O(n¢2m¢R¢m+m2¢R+(b¡1)2¢m3). Since b is often
very small, (n ¢ 2m ¢ R ¢ m) is the dominant term in this expression. This has been
con¯rmed by our computational tests. The backward dynamic programming pass,
which only has to be done to search the best column, is computationally much more
expensive than the recalculation pass and the backward construction pass, which
have to be done upon detection of an already found column.
2.3.5 Column addition
An important characteristic of the branch-and-price algorithm is the number of
columns that are added after each master LP optimization. Three strategies can be
distinguished. First, we could add the most negative reduced cost column for each
activity. Second, we could add only one column for all activities, i.e., the column
with the overall most negative reduced cost. Finally, we could add the most negative
reduced cost column for activity k, re-optimize the master and search for a new
column for activity k + 1. Note that in this last strategy it is no longer possible to
prune nodes based on Lagrange relaxation (see 2.3.7.2), since the reduced costs of all
activities, needed to calculate the lower bound, are no longer available. Obviously,
for all three strategies, columns with non-negative reduced cost are never added.48 2.3. A branch-and-price approach
2.3.6 Branching
The LP relaxation of the master problem may not have an integral optimal solution.
Branching refers to the process of partitioning the solution space to eliminate the
current fractional solution. After branching, it may be the case that there exists
a column that would price out favorably, but is not present in the column pool.
Applying standard branch-and-bound procedures to the master problem over the
existing columns is unlikely to ¯nd an optimal, or good, or even feasible solution.
To illustrate this point, a branch-and-bound algorithm was written to ¯nd the
best possible integral solution given the column pool after LP optimization. When
the algorithm was run on the problem set, it never succeeded in ¯nding a feasible
solution, because the columns could not be combined into an integer solution. Three
binary branching schemes were implemented and extensively tested: branching on
the column variables, branching on timetable cells and branching on precedence
relations.
2.3.6.1 Branching on column variables
In this branching scheme branching happens by ¯xing the largest fractional vari-
able zkt either to one (left branch) or to zero (right branch). It is however well
known that direct partitioning of the solution space, i.e., by ¯xing (or bounding)
individual column variables, is not appropriate because of two reasons. First, it
could require signi¯cant alterations to the pricing problem and second, it yields
an unbalanced branch-and-bound tree (Vanderbeck, 2000). The ¯rst problem is
encountered along a branch, where a variable has been set to zero. Recall that
zkt represents a particular schedule for activity k. Hence, zkt equal to 0 means
that this schedule is excluded. However, it is possible (and quite likely) that the
next time the pricing problem is solved for the kth activity the optimal solution is
precisely the one represented by zkt. In that case it would be necessary to ¯nd the
second best column. At depth l in the branch-and-bound tree we may need to ¯nd
the lth best column. We already showed that the dynamic programming approach
for the pricing problem (see Section 2.3.4) can be easily extended to handle this
need and this at a negligible computational e®ort. The unbalanced branch-and-
bound tree remains a problem, but also involves an advantage as faster detection
of (sub)optimal integral solutions may be expected.Chapter 2. Scheduling trainees at a hospital department using a
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2.3.6.2 Branching on timetable cells
Since timetable cells are represented by the original variables, this branching scheme
will also be referred to as branching on the original variables. When columns can be
associated with paths in a network, a possible branching scheme consists of ¯xing
single components of the arc incidence vector (Vanderbeck, 2000). If this branching
principle is applied to our problem, it results in branching on the original xijk
variables. The next xijk to branch on is found by selecting the largest fractional
column. Suppose this is a column for activity k. Then, we search for this column
the ¯rst timetable cell (i;j) for which there exists another fractional column which
schedules a di®erent activity at timetable cell (i;j). In the left branch xijk is set to
1, in the right branch it is set to 0. It can easily be shown that this branching scheme
is complete. In other words, upon detection of a fractional solution, it is always
possible to ¯nd a pair of fractional columns to initiate a new branch. Alternatively,
this branching rule can be seen as Ryan-Foster branching (Ryan and Foster, 1981)
which was been developed for set partitioning problems. This branching scheme
¯rst identi¯es two rows, say r and s, covered by di®erent fractional columns. In the
left branch rows r and s have to be covered by the same column and in the right
branch by di®erent columns. Observe that in our application row r corresponds to
one of the capacity constraints (2.11) and row s corresponds to one of the convexity
constraints (2.12). The main advantage of this branching scheme is that it does not
destroy the structure of the pricing problem, because the resulting modi¯cations
simply entail amending the cost of the corresponding arc in the underlying network.
If xijk is set to 1, gij0 is set to +1 for all j0 6= j in the pricing problem of activity k.
For the pricing problems for activities k0 6= k only gij is set to +1. Else if xijk is
set to 0, gij is set to +1 in the pricing problem of activity k. A second advantage
is the fact that this branching scheme yields a balanced branch-and-bound tree.
The main drawbacks of this branching scheme are the large number of arcs (xijk's)
to choose from and the fact that a branching constraint that involves a single arc
might not be very restrictive.
2.3.6.3 Branching on precedence relations
In this branching scheme, branching happens on precedence relations between the
trainees performing an activity. A precedence relation for an activity k between two
trainees, say j and j0, simply states that trainee j has to perform activity k either
before or after trainee j0. Upon detection of a fractional solution, the algorithm50 2.3. A branch-and-price approach
searches for two fractional columns for the same activity with di®erent orderings
in trainee assignments over the scheduling horizon. Then, a precedence relation,
which is satis¯ed by only one of both fractional columns, is implied. If, e.g., trainee
j is succeeded by trainee j0 in one fractional column and preceded by trainee j0 in
the other fractional column, the implied branching constraint could be: \trainee
j before trainee j0 for activity k". The main drawback of this branching scheme
is that it is not guaranteed that it drives the solution completely to integrality.
Theoretically, it is possible that an optimal fractional solution is found in which all
fractional columns for each activity have the same trainee ordering. If this would
be the case, the algorithm rounds all fractional values to 1 and veri¯es whether or
not the resulting solution contains an overlap. In the case of an overlap, we have
no feasible solution. The LP objective value (before rounding) provides, however, a
lower bound (for that node) which is in general much better than the LP value of the
root node, since it incorporates the constraint that fractional columns cannot have
di®erent orderings in trainees performing the activity. This is a relaxed constraint
compared to the real constraint which states that only one column must be selected
for each activity. However, it excludes the majority of fractional solutions and hence
results in a better lower bound. Preliminary tests indicated that non-detection of an
integer solution occurs rarely. Similar to the case in which branching occurs on the
timetable cells, application of this branching scheme preserves the structure of the
pricing problem. A precedence relation can be implied easily by simply amending
the costs of certain arcs in the dynamic programming network. Compared to the
other two branching schemes, this scheme clearly yields the most balanced branch-
and-bound trees. The restrictions implied in the left branches are similar to the
ones implied in the right branches, i.e., if trainee j cannot perform activity k before
trainee j0, it means that trainee j0 has to perform activity k before trainee j.
2.3.7 Speed-up techniques
Since we have a method to generate columns and a branching scheme to cut away
fractional solutions, our branch-and-price algorithm is complete. The performance
of the algorithm is, however, strongly dependent on a number of speed-up tech-
niques, which are described below.Chapter 2. Scheduling trainees at a hospital department using a
branch-and-price approach 51
2.3.7.1 Initial heuristic
The column pool is initialized with the columns making up an initial solution.
The heuristic works as follows. First, the activities are sorted so that the most
constrained activities are considered ¯rst. The less trainees have to perform an
activity, the more constrained the activity is. In the case of a tie, the activity with
the lowest average gap between maximum and minimum number of periods for
which the trainees have to perform the activity, is the most constrained activity.
Then, the ¯rst activity is scheduled optimally using the dynamic program of the
pricing algorithm. All occupied timetable cells receive large costs (+1000) in order
to exclude overlaps when scheduling the next activities. In addition, the timetable
cell costs just before and after the already scheduled activity are slightly decreased
(-0.05), making them more attractive for scheduling the following activities. This
prevents as much as possible the appearance of holes, i.e., blocks of timetable cells
that are too small to ¯t an activity. Then, the next activity is considered, taking into
account the new timetable costs. This process continues until either all activities
are scheduled or an activity cannot be scheduled any more due to an overlap. If all
activities are scheduled, the total cost is compared with a solution that was found
earlier and if lower, the upper bound is decreased. The changes to the timetable cell
costs are made undone and the process restarts with the ¯rst activity. In order to
avoid generation of the same columns as much as possible, the costs of the occupied
timetable cells in the previous iteration are increased slightly (+0.01) before starting
a new iteration. The heuristic ends if it fails to improve the current best solution
during a predetermined number of iterations. For the tested problems, this number
was set to 100, resulting in relatively small computation times, ranging from 0.05
to 2 seconds.
2.3.7.2 Lower bound calculation
Our column generation scheme exhibits the tailing-o® e®ect, i.e., requiring a large
number of iterations to prove LP optimality. Instead of solving the linear program
to optimality, i.e., generating columns as long as pro¯table columns exist, we could
end the column generation phase based on bound comparisons. It is well known
that Lagrangian relaxation can complement column generation in that it can be
used in every iteration of the column generation scheme to compute a lower bound
to the original problem with little additional computational e®ort (see, e.g., Van den
Akker et al., 2002; Vanderbeck and Wolsey, 1996). If this lower bound exceeds an52 2.3. A branch-and-price approach
already found upper bound, the column generation phase can end without any risk
of missing the optimum. Using the information from solving the reduced master
and the information provided by solving a pricing problem for each activity k, it





where ± is the objective value of the reduced master, RCk is the reduced cost of a
newly found column for activity k and µk is a binary variable equal to 1 when RCk
is non-negative and set to zero, otherwise. This lower bound is referred to as the
Lagrangian lower bound, since it can be shown that it equals the bound obtained
by Lagrange relaxation. In addition with an upper bound it can also be used to
¯x variables. When the reduced cost of a variable zkt is larger than UB ¡ LB, we
know from linear programming theory that zkt = 0 in any solution with a value less
than UB. Hence, that variable can be ¯xed in the current node and in all nodes
below that node. Analogously, when the reduced cost is smaller than LB ¡ UB
then zkt = 1 in any solution with a value less than UB.
2.3.7.3 Initial network restriction
Recall that, to price out a new column, a shortest path network problem is solved
by applying a forward dynamic program approach. For problems in which these
networks are very large, the pricing problems are the bottleneck of the algorithm.
We distinguish two ways of decreasing the required solution times of the pricing
problems. First, one could initially restrict these networks. Speci¯cally, arcs with
positive non-availability costs are excluded during the early phase of each LP op-
timization loop. When no more columns can be found with negative reduced cost,
these arcs are restored. The bene¯ts are twofold. First, the required time for the
pricing algorithm dramatically decreases during the early phase of column genera-
tion. Second, from the start on, the algorithm is forced to price out qualitatively
good columns.
2.3.7.4 Master LP optimization
An important computational issue relates to the optimization of the master linear
program. When new columns are added and the master is re-optimized, the (dual)
simplex algorithm could be started either from an empty base or from the optimalChapter 2. Scheduling trainees at a hospital department using a
branch-and-price approach 53
base of the previous iteration. Tests revealed that the LP is optimized fastest when
started from an advanced base.
2.3.7.5 Cost varying horizon
To limit the solution space as much as possible, we implemented the idea of a cost
varying horizon. This idea is equivalent with a time varying horizon in exact algo-
rithms for the Resource Constrained Project Scheduling Problem (Demeulemeester
and Herroelen, 2002). When implementing a cost varying horizon, one could dis-
tinguish between a maximum and a minimum bounding search strategy. Both
strategies are di®erent with respect to the value of the upper bound. In a mini-
mum bounding search strategy the upper bound re°ects the best found solution.
When it is important to prove the optimality of a solution, a maximum bounding
approach can be more e®ective than a minimum one. In a maximum bounding
search strategy the upper bound is set to the ¯rst integer equal to or higher than
the LP lower bound. If the algorithm succeeds in ¯nding a solution with a total cost
equal to this upper bound, we have found an optimal solution. Otherwise, both the
upper and the lower bound are increased by one, the column pool is re-initiated
with the columns making up the LP optimum and the algorithm tries to ¯nd a
solution equal to this new upper bound. This approach corresponds to best-¯rst
search in branch-and-bound, in the sense that the ¯rst solution obtained is also
the optimal solution. Tests indicated that the maximum bounding search slightly
decreases computation times at the expense of not providing (sub)optimal solutions
during the search process.
2.3.7.6 Column elimination
The idea of column elimination is inherent in all branching schemes except for the
column-based scheme. To fully exploit the column-based branching strategy, the
branching scheme was extended so that it also inherits the idea of column elimina-
tion. The solution time of the master LP grows strongly with the number of columns
in the master, even when their associate column variables zkt cannot be positive
in a feasible solution. After branching, an important number of already generated
columns could be excluded from the master. If a particular column, say zk0t0, is set
to 1, all the other columns zk0t with t 6= t0 are excluded implicitly because of the
convexity constraint (2.12) in the master. To speed up the computation time of the
master, these columns can be excluded explicitly from the master (by eliminating54 2.4. Computational results
them). Similarly, all columns having an overlap with column zk0t0 can be excluded
as well, due to the no-overlap constraints (2.11). Observe that eliminated columns
have to be saved, since they have to be reentered upon backtracking. Obviously, if
column zk0t0 is set to 0, no columns but zk0t0 can be left out.
Column elimination is inherent when branching occurs on the original variables.
Consider the situation in which xi0j0k0 is set to 1. All columns zk0t not including
timetable cell (i0;j0) (i.e., having ai0j0k0t = 0) will be left out. Similarly, all columns
zkt with k 6= k0 including timetable cell (i0;j0) (i.e., having ai0j0kt = 1) will be
removed as well. If xi0j0k0 is set to 0, the reverse applies. Column elimination is also
inherent in the precedence relation branching scheme. Columns that do not satisfy
the introduced precedence relations will be eliminated explicitly from the master.
The same reasoning leads to the arti¯cial adaptation of dual prices when branching
occurs on the column variables. During preliminary tests of the algorithm, columns
were generated that share timetable cells with already branched-to-one columns.
Obviously, these columns can never enter the basis. The algorithm was adapted
in that the dual prices of all timetable cells making up branched-to-one columns
are increased with an arti¯cially high value. Observe, again, that these arti¯cial
cost adaptations are inherent when branching is done on timetable cells and on
precedence relations.
2.4 Computational results
2.4.1 Real-life data sets
First, the branch-and-price algorithm as well as the original ILP formulation of
(2.1)-(2.9) have been applied on two real-life problems. For the branch-and-price
algorithm, all above discussed speed-up techniques turned out to be useful to re-
duce computation times. The experiments were performed on a 2.4 GHz Pentium
4 PC with the Windows XP operating system. The algorithm was written in MS
Visual C++.NET and linked with the CPLEX 8.1 optimization library. Also for
the original ILP formulation of (2.1)-(2.9) we used the CPLEX 8.1 MIP solver
with standard settings. All the speed-up techniques described above were incor-
porated in the branch-and-price algorithm. We apply maximum bounding search
and distinguish between the three branching strategies. The real-life problems were
rather small. Both problems involve 35 periods and 8 trainees. All trainees haveChapter 2. Scheduling trainees at a hospital department using a
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to perform 6 activities in the ¯rst and 7 activities in the second problem. The
gaps between the maximum and minimum number of periods each trainee has to
perform each activity vary between 1 and 4 for both problems. Table 2.7 contains
the computational results for both problems.
Table 2.7: Results on two real-life problems
Problem 1 Problem 2
ILP (2.1)-(2.9) Branch-and-price ILP (2.1)-(2.9) Branch-and-price
Best solution found - 16 - 10
LP relaxation 5.00 15.09 6.00 9.37
Explored nodes 453 7-100-21 390 34-24-27
Nodes left 416 0-0-0 328 0-0-0
Comp. time (s) 1800 9.59-78.73-16.53 1800 24.55-20.89-22.32
For the number of explored nodes, the number of nodes left and the computation
time we distinguished in the branch-and-price algorithm between the three branch-
ing strategies, which explains the three numbers. For ILP (2.1)-(2.9) the optimizer
was stopped after 1800 seconds of computation time. At that moment, in both
problems the number of nodes left was still growing. As one can see from these
results, our branch-and-price algorithm outperforms the original ILP formulation
(2.1)-(2.9) substantially. Whereas through ILP (2.1)-(2.9) even though no feasible
solution could be found within half an hour of computation time, the branch-and-
price algorithm could solve both problems to optimality in times ranging from 10
seconds to 80 seconds, depending on the branching scheme. The main cause of
the weak performance of ILP (2.1)-(2.9) is also indicated in the table. As one can
see, there is a huge di®erence between the LP relaxations of both formulations:
5 versus 15.09 for the ¯rst problem and 6 versus 9.37 for the second problem. If
we compare these bounds with the optimal solutions of 16 and 10 respectively, we
conclude that the LP relaxation of ILP (2.1)-(2.9) is dramatically weak, whereas
the LP relaxation of the branch-and-price formulation (2.10)-(2.13) is extremely
strong.56 2.4. Computational results
2.4.2 Test set
At this point we were curious about how the algorithm would perform on larger
problems, how the di®erent problem dimensions in°uence the performance of the
algorithm and how the di®erent speed-up techniques contribute. Therefore, a test
set was generated. First, six factors that have an in°uence on the complexity of the
problem were identi¯ed. These are the number of periods, the number of trainees,
the number of activities, for each activity the number of trainees performing the
activity, the di®erence between the maximum and minimum number of consecutive
weeks (further referred to as the range) and ¯nally the magnitude of the costs.
Table 2.8 contains a number of settings for these six factors.
Observe that the number of activities and the number of trainees having to perform
an activity is expressed as a percentage of the number of trainees. For instance,
a test problem with 10 trainees and 90% activities includes 9 activities. Note
also that the number of activities cannot exceed the number of trainees, because
otherwise not all activities can be performed. The ratio number activities over
number trainees represents the total schedule occupation percentage. Recall that
the remaining part of the schedule has to be ¯lled up with activities for which the
consecutiveness is not important. random(x) indicates that the factor setting is
random with an average of x. For instance, the range setting random(2) means
that the ranges are generated randomly in such a way that the average amounts to
Table 2.8: Design of the experiment
Factor Nr. of Nr. of Nr. of Nr. of trainees Range Magnitude
setting periods trainees activities per activity of costs
1 18 6 60% 60% 1 1
2 35 8 75% 75% 2 U(1,5)
3 52 10 90% 90% 3
4 12 random(75%) 4
5 random(2)
6 random(3)Chapter 2. Scheduling trainees at a hospital department using a
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2. If the magnitude of the costs is 1, it means that all non-available time periods,
which are generated randomly for each trainee, have a cost of 1. Alternatively, these
cost values are drawn from a uniform distribution between 1 and 5. According to
these factor settings, problem instances were generated with randomness on both
the activity-trainee assignments and the non-available periods. In order to exclude
non-feasible and trivial problems as much as possible, the trainee occupations were
kept more or less at the same level. Without loss of generality, all non-availability
costs are assumed to be integral. The total number of periods containing positive
costs equals 3, 4 or 5 for problems with respectively 18, 35 and 52 periods. If we
generate three problem instances per factor setting, we obtain 3*(3*4*3*4*6*2) =
5184 problem instances. In order to decrease this number, we decided to subse-
quently ¯x the ¯rst three factors and the next two factors (the fourth and ¯fth
factor) at an intermediate level, making us end up with 3*(4*6*2)+ 3*(3*4*3*2) =
360 problem instances.
2.4.3 Discussion of results
In this section, we summarize the most important ¯ndings from our computational
experiments. In Table 2.9, a subset of these results is represented in order to give
the reader an idea of the running times, the number of generated columns, the
number of nodes in the search tree, the lower bound of the root node, the heuristic
solution value, etc. The problem name in the second column refers to the di®erent
factor settings for generating the problem (see Table 2.8). The ¯rst number stands
for the ¯rst factor, the second for the second factor etc. The last number (after ` ')
indicates the replication number. Observe that for the last problems in our test set
the algorithm fails to ¯nd an optimal solution. These are problems with 52 periods,
10 activities and 12 trainees. For these problems, the time limit of 600 seconds does
not su±ce to obtain an optimal integral solution. The root node could, however,
be solved and hence a lower bound is obtained. The reason why the computation
time was limited to 600 seconds is that the algorithms could not solve the problem
to optimality within a reasonable time limit for the larger problem instances in our
test set. A large number of the problems could however be solved within the limit
of 600 seconds. This provides su±cient data to make a detailed analysis on how
the problem dimensions in°uence the di±culty of the problem, on how the di®er-
ent branching schemes perform and on the contributions of the di®erent speed-up58 2.4. Computational results
techniques.
In Table 2.10, the number of problems that could be solved to optimality within 10
minutes is given for each branching scheme together with the average computation
times. The second row (*) contains the average times for only those problems for
which all three branching schemes succeeded in ¯nding (and proving) the optimal
solution within 600 seconds. In the third row(**), average times are calculated
based on all problems. For these calculations, 600 seconds were accounted for those
problems for which no optimal solution was found within 600 seconds.
A ¯rst important observation is that the branching scheme that is based on prece-
dence relations is clearly outperformed by the ¯rst two branching schemes. A
second observation is that, although branching on timetable cells yields more prob-
lems solved to optimality, the required computation times are generally higher
than those for the column-based branching scheme. This is a ¯rst indication of
the appearance of unbalanced branch-and-bound trees when branching occurs on
the column variables. In order to verify whether or not these results are statisti-
cally signi¯cant, the running times of the di®erent branching strategies have been
compared using a number of paired Student T-tests (two-tailed). In Table 2.11
the results are given. The large p-values for the comparison between the ¯rst and
second branching strategy indicate that there is statistically no di®erence between
branching on the column variables and branching on the timetable cells. All other
di®erences are signi¯cant at the 5% level.
Next, the impact of the di®erent factors in Table 2.8 on the running times has been
statistically tested. The p-values for the di®erent factors are indicated in Table
2.12. Again, a distinction is made between the three branching strategies. The
small p-values for the ¯rst four factors indicate that each of them has a statisti-
cally signi¯cant in°uence on the running times. For the last two factors, range and
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Table 2.10: A ¯rst comparison between branching schemes
Branch on: column variables timetable cells prec. relations
(1) (2) (4)
Nr. solved to optimality 311 319 281
Avg. comp. time¤(s) 13.5 18.2 41.5
Avg. comp. time¤¤(s) 110.5 112.1 170.7
Table 2.11: Statistical comparison between branching schemes
p-values (1) vs (2) (1) vs (3) (2) vs (3)
Total set¤(s) 0.3491 < 0:0001 < 0:0001
Limited set¤¤(s) 0.3242 < 0:0001 < 0:0001
Table 2.12: Statistical analysis of factors
Branch on: column variables timetable cells prec. relations
(1) (2) (3)
Nr. of periods 0.0001 < 0:0001 0.0006
Nr. of trainees < 0:0001 < 0:0001 < 0:0001
Nr. of activities < 0:0001 < 0:0001 < 0:0001
Nr. of trainees per activity < 0:0001 0.0035 < 0:0001
Range 0.0821 0.3315 0.0732
Magnitude of costs 0.9483 0.7669 0.2617Chapter 2. Scheduling trainees at a hospital department using a
branch-and-price approach 61
2.4.4 Contributions of speed-up techniques
In order to gain some insight into the contributions of the di®erent speed-up tech-
niques, an experiment was performed including all 307 problems for which an op-
timal solution was found within 600 seconds for both the ¯rst and the second
branching scheme. Besides all speed-up techniques (see 2.3.7) the in°uence of the
two alternative ways of column addition (see 2.3.5) was investigated. The results
are presented in Table 2.13 and visualized in Figure 2.1.
Table 2.13 contains the average computation times and p-values of the paired T-
tests (one-tailed) between the basic setting (including all speed-up techniques) and
a speci¯c setting (all speed-up techniques but one). The ¯rst row of Table 2.13
contains the results for the basic algorithm. Rows 2 to 7 contain the average com-
putation times when the respective speed-up technique was omitted. Note that the
e®ects are not cumulative, i.e., the algorithm always included all but one speed-up
technique. Row 8 gives the computation times when only one column, i.e., the over-
all best (most negative reduced column), was added after each master optimization.
Finally, row 9 contains the computation times when the master was re-optimized
after the generation of only one column, instead of one column for each activity.
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We can draw two conclusions with respect to this experiment. First, the method
of column addition plays a major role in fast convergence of column generation.
Adding only one (optimal) column after each master optimization seems to be out-
performed by adding k (suboptimal) columns after each master optimization. The
main reason for the large di®erence between (8) and (9) is probably the impossibil-
ity in (9) to prune nodes based on Lagrange relaxation. Second, the small p-values
clearly indicate the positive impact of almost all speed-up techniques. The e®ect
of the initial heuristic and the initial network restrictions could not be con¯rmed
by our test set if one is branching on the column variables. If one is branching on
the timetable cells, no signi¯cant e®ect could be detected for the initial network
restrictions.
2.5 Conclusions for the decomposition on the ac-
tivities approach
In the ¯rst part, a branch-and-price approach has been proposed in which we decom-
posed on the activities. The pricing problem could be formulated as a constrained
shortest path problem and can be solved e±ciently using a forward dynamic pro-
gramming approach. An important feature of this dynamic program is the ability
to ¯nd also the 2nd, 3rd, ..., kth shortest path at a very low computational extra
cost. This property enabled us to develop a branching scheme based on the col-
umn variables. Alternatively, a branching scheme based on timetable cells and a
precedence relation based branching scheme have been elaborated. Finally, several
speed-up techniques were discussed. In the next part, extensive computational re-
sults were presented. An experiment was set up in which the in°uence of six factors
on the complexity of the problem was investigated and the three branching schemes
were compared.
Concerning theoretical issues, there are four main conclusions. The ¯rst one is
that the branch-and-price algorithm for the new formulation clearly outperforms
the ILP optimizer applied on the old formulation. The second is that, within the
branch-and-price algorithm, branching on the timetable cells and branching on the
column variables outperform the branching scheme based on precedence relations.
Third, the number of periods, trainees, activities and trainees per activity have an
important impact on the computation times, whereas the impact of the magnitude64 2.5. Conclusions for the decomposition on the activities approach
of the range and the non-availability costs could not be con¯rmed by our results.
Finally, di®erent speed-up techniques are useful in order to improve the perfor-
mance of the branch-and-price algorithm.
Concerning practical issues, the application makes it possible to ¯nd better solu-
tions in less time compared to previous ways of scheduling. To illustrate this, earlier
schedules were built for 18 periods. These 18 periods represent 52 weeks (16 3-week
periods and 2 2-week periods). If a trainee was not available during a certain week,
the full period was made unavailable (for scheduling the di±cult activities). The
developed application is able to deal with scheduling problems for 52 periods. Also,
the formerly seniority based division of weeks o® can now be replaced by an ap-
proach that takes as much as possible all preferences of all trainees into account.
Of course, senior trainees may still be given more priority by assigning to them a
larger total amount of non-availability costs.
The presented approach is di®erent from the common column generation approaches
to solve sta® scheduling problems. Indeed, in early work problems have always been
decomposed on the sta® members instead of on the tasks. If the considered problem
is decomposed on the sta® members, we would obtain a set partitioning problem
instead of a 0-1 multicommodity °ow problem. It would be interesting, of course,
to compare our approach with the more traditional decomposition on the trainees
approach, and this both for the computational and the formulation issues. This
will be the subject of Section 2.6.
Despite all the improvements, the borders of optimality searching within reasonable
time were reached when considering problems starting from twelve trainees and
ten activities. For the real-life problems solved in this work, this was no serious
drawback. There were no trainees that have to perform more than ten di®erent
activities within one year. We have encountered real-life problems involving twenty
to thirty trainees, however, as these trainees could easily be divided into several
subsets each having less than twelve trainees, the exact solution procedure could still
be applied on each of these subsets. Nevertheless, for larger problem dimensions,
a number of heuristic extensions have to be added to keep the computation time
within reasonable limits. We present a number of these heuristic extensions in
Section 2.7.3. Another interesting research direction would be to consider a more
general problem formulation, e.g., a formulation that includes more general coverageChapter 2. Scheduling trainees at a hospital department using a
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and formation requirements and handles setup costs explicitly. Setup costs would
occur each time a trainee (re)starts a certain activity. In this way, one could search
for the optimal trade-o® between assigning preferred weeks-o® and splitting up
activities within trainees. The more general problem formulation as well as the
heuristic extensions are the subject of Section 2.7.
2.6 Decomposition on the trainees
In the literature, sta® scheduling problems are usually decomposed on the sta®
members, in this case the trainees, instead of on the activities (see, e.g., Caprara
et al., 2003; Mason and Smith, 1998; Jaumard et al., 1998; Bard and Purnomo,
2005b; Mehrotra et al., 2000). An example of such a column for trainee 2 in the
problem instance described in Section 2.2 can be found in Table 2.14.
Table 2.14: A column for trainee 2
Activity schedule
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To decompose (2.1)-(2.9) on the trainees, we introduce decision variables that rep-




1; if column t was chosen for trainee j;
0; otherwise.
Let aijkt equal 1 if trainee j is scheduled during period i in column t to perform
activity k. Let Aj denote the set of all activities that have to be performed by
trainee j, i.e., all activities k for which ljk > 0. Let cjt be the total cost of column t




k2Aj aijktpij) and NCj the total number of di®erent












aijktzjt = 1 8i = 1;:::;n and 8k = 1;:::;p (2.28)
NCj X
t=1
zjt = 1 8j = 1;:::;m (2.29)
zjt 2 f0;1g 8j = 1;:::;m and 8t = 1;:::;NCj (2.30)
The objective function (2.27) is again the minimization of costs, but now expressed
as the sum of the trainee schedules. Constraint set (2.28) states that each activity
has to be performed by exactly one trainee at each time period. Constraint set
(2.29) implies that exactly one column has to be selected for each trainee. The
master problem (2.27)-(2.30) is now a 0-1 set partitioning problem. Let ¼ik rep-
resent the dual prices of restrictions (2.28) and let ¹j represent the dual prices of
restrictions (2.29). The reduced cost of a new column t for trainee j is now given
by:
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2.6.1 Pricing problem
Compared to the pricing problem when decomposing on the activities, which is
stated in (2.15)-(2.21), the pricing problem only di®ers with respect to the ¯rst
constraint when decomposing on the trainees. Since constraint (2.2) applies at the
individual trainee level, this constraint is included in the pricing problem. As the
linking constraint is now constraint (2.3), this constraint is left out of the pricing
problem. Let xik equal 1 if trainee j is scheduled to perform activity k during
period i and yik be 1 if trainee j starts activity k at period i. The pricing problem










xik · 1 8i = 1;:::;n (2.33)
n X
i=1
xik ¸ ljk 8k 2 Aj (2.34)
n X
i=1
xik · ujk 8k 2 Aj (2.35)
y1k = x1k 8k 2 Aj (2.36)
yik ¸ xik ¡ x(i¡1)k 8i = 2;:::;n and 8k 2 Aj (2.37)
n X
i=1
yik · 1 8k 2 Aj (2.38)
xik;yik 2 f0;1g 8i = 1;:::;n and 8k 2 Aj (2.39)
Objective (2.32) simply entails the minimization of the (variable part of) the re-
duced cost (2.31). Constraints (2.33)-(2.39) are just a repetition of the constraint
(2.2) and constraints (2.4)-(2.9) for activity k.
The pricing problem can be solved with a dynamic programming approach similar
to the one applied when decomposing on the activities. This time the columns of
the cost matrix represent the activities. Since it is possible that a trainee performs
no activity during certain time periods, an extra column has to be added which
represents `performing no activity' and can be visited more than once. Obviously,68 2.6. Decomposition on the trainees
all rows of this column have a cost equal to 0. Table 2.15 visualizes the pricing
problem for a particular trainee j which has to perform three activities all between
a minimum of one and a maximum of two periods. Each cell of the matrix has a
cost hik which is the di®erence between the corresponding non-availability cost pij
and the corresponding dual price ¼ik. Note that the cost values can be negative
due to possible positive values for the dual prices ¼ik. We also applied dynamic
programming to solve this pricing problem. The recursive algorithm is very similar
as the one outlined above.
Table 2.15: Pricing problema for trainee j: optimal solution in bold
hik = non-availability cost pij- dual price ¼ik
Period i Activity k = 1 Activity k = 2 Activity k = 3 No activity
1 -2 1 1 0
2 -2 1 1 0
3 4 2 1 0
4 2 1 -1 0
5 0 -3 4 0
6 1 5 3 0
a For ease of explanation all cost values are integer. Note however that during column
generation these cost values are usually fractional due to the dual prices.
Suppose a trainee has to perform p activities. For each time instance we need to
store at most all possible subsets of p activities. Hence, the space complexity is given
by O(n ¢ 2p). In the recursive algorithm each state (i;S) leads to at most R ¤ p ¤ n
other states. The added factor n, in contrast with the previous subproblem, is due
to the fact that the activities do not necessarily immediately follow each other, but
instead some periods may be left blanc. The complexity of this recursion is thus
O(n2 ¢ 2p ¢ R ¢ p).
2.6.2 Branching
Since the computational results presented in Section 2.4.3 indicated that branching
on the timetable cells provides the best and most robust results, we will use thisChapter 2. Scheduling trainees at a hospital department using a
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branching scheme. The same branching scheme can be applied if we are decompos-
ing on the trainees. Here, the next xijk to branch on is also found by selecting the
largest fractional column. Suppose this is a column for trainee j. Then, we search
for this column the ¯rst time period i for which there exists a second fractional col-
umn which schedules a di®erent activity than the ¯rst column during time period i.
Suppose that the ¯rst fractional column schedules activity k during the con°icting
time period i. Again, xijk is set to 1 in the left branch and to 0 in the right branch.
The timetable costs in the pricing problems are modi¯ed as follows. If xijk is set
to 1, hik0 is set to +1 for all activities k0 6= k in the pricing problem of trainee j.
Furthermore, hik is set to +1 in the pricing problems of all trainees j0 6= j. Else
if xijk is set to 0, hik is set to +1 in the pricing problem of trainee j.
Since we have a method to generate columns and a branching scheme to cut away
fractional solutions, our branch-and-price algorithm is complete. This algorithm is
also extended with the speed-up techniques described in Section 2.3.7. Again, after
each master optimization exactly one pricing problem is solved for each trainee.
Hence, the dual prices are updated after the addition of at most m columns.
2.6.3 Computational results
2.6.3.1 Two real-life problems
First, the decomposition on the trainees approach has also been applied on the two
real-life problems presented in Section 2.4.1. Table 2.16 contains the computational
results for both problems. For ease of exposition the results for the original ILP
formulation (2.1)-(2.9) are repeated.
Table 2.16: Results on two real-life problems
Problem 1 Problem 2
ILP Decomp. Decomp. ILP Decomp. Decomp.
(2.1)-(2.9) on activities on trainees (2.1)-(2.9) on activities on trainees
Best solution found - 16 20 - 10 10
LP relaxation 5.00 15.09 15.00 6.00 9.37 9.30
Explored nodes 453 100 71 390 24 42
Comp. time (s) 1800 78.73 1800 1800 20.89 1036.0670 2.6. Decomposition on the trainees
Table 2.16 shows that the best results are obtained when decomposition takes place
on the activities. In this approach the ¯rst problem could be solved in 78.73 and
the second in 20.89 seconds. When one is decomposing on the trainees only the
second problem could be solved to optimality within the given time limit.
2.6.3.2 Extensive comparison
The computational performance of both decomposition approaches is also compared
using the problem set introduced in Section 2.4.2. In this section, we summarize the
most important ¯ndings from our computational experiments. The results of the
decomposition on the activities approach have already been presented in Section
2.4.3. For ease of exposition, these results are repeated in all Tables stated below.
Table 2.17 and following contain subsets of these results. These tables have the
same format as Table 2.9. If the algorithm fails to ¯nd an optimal solution within
1800 seconds, 1800 is indicated for the computation time in Table 2.17 and follow-
ing. Obviously, without this time limit, it would be much easier to make a fair
comparison between both decomposition approaches. We could, for instance, look
to the total number of nodes or to the total computation time required by each de-
composition technique to obtain the optimum for all the instances. Unfortunately,
some problems may require days (or even weeks) of computation time, particu-
larly for the decomposition on the trainees. Therefore, we had no option but to
set a time limit within which a reasonable amount of the problem instances could
be solved by at least one of the decomposition approaches. Fortunately, a time
limit of 1800 seconds leads already to important performance di®erences and hence
provides us with a suitable database for comparing both decomposition approaches.
Table 2.17 gives a ¯rst indication of how the two decomposition approaches com-
pare to each other. This table contains the summarized results for 36 of the easy
instances in our test set. These are problems with 35 periods, 8 trainees and 5
activities in which each activity is performed by 4 trainees. For these dimensions
both decompositions manage to ¯nd the optimal solution for all problem instances
within the time limit. However, the computation times tend to be higher when de-
composing on the trainees. Note that one of the explanations of this performance
di®erence can be found in the di®erence between the LP relaxations. The LP re-
laxations of the decomposition on the activities approach tend to be higher thanChapter 2. Scheduling trainees at a hospital department using a
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those of the decomposition on the trainees approach.
Table 2.18 contains the same information, but now for 36 problem instances in
which the number of trainees having to perform each activity increases from 4 to 6.
If we compare this table with the previous one, it becomes clear that the number of
trainees having to perform each activity is an important factor for the di±culty of
our problem. When decomposing on the trainees, only 13 problems could be solved
to optimality within 1800 seconds, compared to 35 problems when decomposing
on the activities. When the algorithm failed to solve the problem to optimality, a
computation time of 1800 seconds was accounted for the calculation of the aver-
age. Even with this underestimation of the computation times for the non-solved
problems, there is a clear di®erence between the average computation times of both
decomposition approaches. If we compare the average solution quality, we can con-
clude that the trainees decomposition, although frequently not capable of detecting
the optimal solution, succeeds in ¯nding close to optimal solutions.
When we look at the problem instances with only 18 periods instead of 36 (Table
2.19), we see that all 72 problems could be solved to optimality within the time
limit of 1800 seconds when decomposing on the activities. When decomposing on
the trainees, the optimum was not found for one problem instance.
If we compare these ¯gures with the results for the problem instances with 52 peri-
ods (Table 2.20), we can conclude that also the number of periods is an important
factor for the di±culty of the problem. For the largest problems often even no
feasible solution could be obtained. In that case the column containing the best
found solution (Sol.) reports a \-" and the average solution could not be calculated.
The complexity of the problem also grows with an increasing number of trainees,
an increasing number of activities and an increasing magnitude of the range. Com-
pare, for instance, the ¯rst six lines with the last six lines in Table 2.19 and Table
2.20.
An overall summary of the computational results is given in Table 2.21. The ¯rst
row indicates the number of problems that could be solved to optimality within
1800 seconds using each decomposition approach. The second row contains the


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































776 2.6. Decomposition on the trainees
problems, either the computation time was the same or none of both approaches
succeeded in solving the problem within the time limit of 1800 seconds. The fourth
row indicates the average solution quality for the 340 problems for which both de-
compositions found at least a feasible solution. For the required computation time,
the number of columns and the number of nodes, a distinction is made between the
results for all problems and the results for only those problem instances for which
both decompositions found an optimal solution within the time limit.
These results clearly indicate that decomposition on the activities outperforms de-
composition on the trainees. When decomposing on the activities, more problems
could be solved to optimality, average computation times are lower, less columns
are needed to prove optimality and more nodes could be evaluated. Moreover, only
for two instances no feasible solution was found compared to 20 instances in the
trainee-based decomposition approach. If we only look at those instances for which
both decompositions found a feasible solution, the average solution quality of the
trainee-based decomposition exceeds that of the activity-based decomposition by
more than 10%.
If we only look at the problems for which both decompositions found an optimal
solution, the number of nodes evaluated in the activity-based decomposition still
exceeds those of the trainee-based decomposition. The higher number of nodes in
the activity-based decomposition is contradictory with the higher LP relaxations.
It turns out that the average is misleading at this point. The last-but-one row in
Table 2.21 indicates that the activity-based decomposition could solve more prob-
lems in less nodes than the trainee-based decomposition. Hence, there is only a
small number of problems for which the number of nodes of the activity-based de-
composition dramatically exceeds those of the trainee-based decomposition. As can
be expected, this mainly occurs in those few problems for which the LP relaxation
is lower. The last row contains the number of problems for which the LP relaxation
is lower. For only 12 instances the LP relaxation of the activity-based decompo-
sition is lower compared to 76 for the reverse case. For the other instances, both
LP relaxations were equal. 8 out of the 12 instances in which the LP relaxation
of the activity-based decomposition is lower have a random number of trainees per
activity (setting 4 for factor 4 in Table 2.8) and a small range (setting 1 for factor
5 in Table 2.8).Chapter 2. Scheduling trainees at a hospital department using a
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Nr. solved to optimality 329 220
Nr. times faster 315 10
Avg. solution value a 13.14 14.84
Nr. times feasible solution 358 340
Avg. comp. time (s)b 218.32 790.90
Avg. comp. time (s)c 19.92 149.24
Avg. nr. columns 4543.21 15591.94
Avg. nr. columnsc 335.38 607.14
Avg. nr. nodes 120.05 39.82
Avg. nr. nodesc 29.16 22.42
Nr. times nr. nodes is lowerc 126 40
Nr. times LP relaxation is lower 12 76
a For only the 340 problems in which both decompositions found at
least a feasible solution within 1800 seconds.
b A computation time of 1800 seconds was accounted if the algo-
rithm failed to ¯nd the optimal solution within the time limit.
c For only those 219 problems in which both decompositions found
an optimal solution within 1800 seconds.
Decomposition on the trainees resulted in a smaller computation time for only 10
instances. How can we explain this di®erence? First of all, as already mentioned,
the LP relaxation of the root node (thus before branching) tends to be higher if
one decomposes on the activities. Since the problem structure does not change
after branching, LP relaxations may be expected to exceed those in the trainee-
based decomposition approach throughout all nodes of the branch-and-bound tree.
Consequently, nodes can be pruned earlier in the activity-based decomposition ap-
proach. A second reason why decomposition on the activities is faster than decom-
position on the trainees lies in the di®erence between the master problems. The
¯rst master contains m times n `lower than or equal to' constraints, whereas the
second master contains p times n `equal to' constraints. Remark that all equality78 2.6. Decomposition on the trainees
constraints are translated into two inequality constraints. Since m ¤ n is smaller
than 2¤p¤n for all our problems, the master is often solved faster for the activity-
based decomposition approach. Third, also the networks in the pricing problems
tend to be smaller and thus can be solved faster if one decomposes on the activities.
2.6.4 Modeling power
For the problem we have described in Section 2.2, both decomposition techniques
could be applied. Would this still be the case if the problem statement slightly
changes? In this section it will be shown that decomposing on the activities can
only be applied if the problem has speci¯c characteristics. On the contrary, decom-
posing on the sta® members is a more general approach, since it can be used in a
much larger range of sta® scheduling problems. This nice property of sta®-based
decomposition is probably the reason why decomposing on the activities has never
been applied in the sta® scheduling literature so far.
Most studies in the literature deal with short-term nurse rostering problems (see
Section 1.4.3). The demand for nurses generally °uctuates between busy shifts,
typically morning shifts, and quiet shifts, typically night and weekend shifts. Also,
as there are no formation requirements, the nurses are not required to perform a
certain set of di®erent activities within a given time limit. Consequently, for short-
term nurse rostering problems, it is not that easy to identify activity patterns and
hence decomposition on the activities is less appropriate.
In order to successfully decompose a problem, the question one has to ask is which
constraints will be taken care of in the subproblem or similarly, which constraints
will remain in the master. The information provided by the dual prices of this last
set of constraints should be easily carried over to the subproblem without compli-
cating it too much. To make this point clear, suppose that there are precedence
constraints on the order in which the sta® members perform their respective ac-
tivities, i.e., a trainee can only perform a certain activity after (s)he has already
performed another activity. This constraint would make it considerably harder to
decompose on the activities. Similarly, suppose that the holes in the individual
trainee schedules (with holes we mean periods in which no activity is scheduled),
in one way or another, contribute to the objective function (e.g., one hole of twoChapter 2. Scheduling trainees at a hospital department using a
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periods is preferred to two holes of one period). Whereas this extension could be
perfectly addressed in the trainee-based decomposition scheme, it produces serious
problems in the activity-based decomposition scheme.
As a third example, observe that in our problem the formation requirement con-
straints (2.4) and (2.5) for each trainee are automatically satis¯ed if one selects a
schedule (column) for each activity. If it would, however, not be possible to select,
for each activity, a set of trainees so that the individual requirement constraints
are implicitly satis¯ed (and thus can be left out of the master), decomposition on
the activities would not be suitable. Summarizing, decomposition on the activities
is only appropriate if either no constraints (or few) apply at the individual sta®
member level or, alternatively, if these constraints are automatically satis¯ed when
scheduling activity patterns.
2.7 Generalization of the problem
The problem addressed in this section again involves the construction of 1-year
trainee schedules at a hospital department but is a generalization of the problem
dealt with in the previous sections. It is shown how a number of additional con-
straints are easily incorporated in the column generator and how both master and
column generator could be made heuristically. Indeed, the generalized problem
has a larger solution space which cannot be searched e±ciently with an exact ap-
proach. Therefore, some heuristic extensions are required to speed up the algorithm
at the cost of not guaranteeing optimality. Implementation issues and computa-
tional results are given for some real life instances for a trainee scheduling problem
encountered at the Oogziekenhuis Gasthuisberg Leuven.
2.7.1 General problem statement
First, in the previous section it was assumed that an activity is to be performed by
exactly one trainee out of set of trainees having the appropriate skills during each
time instance of the time horizon. A more general coverage constraint, however,
applies on a speci¯c time horizon. For a particular activity, several coverage con-
straints could be speci¯ed, but each coverage constraint involves only one activity.80 2.7. Generalization of the problem
Second, in the previous sections it was assumed that the formation requirement
constraints (2.4) and (2.5), for each individual trainee, are automatically satis¯ed if
one composes sets of trainees for each activity and schedules the resulting activity
patterns. In Section 2.6, this assumption has already been dropped. However, in
order to be able to make a fair comparison between both decomposition approaches,
all the tested problems still satis¯ed this assumption.
Third, trainee scheduling problems are often overconstrained, meaning that no fea-
sible solution can be found which satis¯es all these constraints. Therefore, we have
introduced for each constraint in the ILP stated below a dummy variable except for
constraint (2.46), since this constraint can, of course, not be violated. Since we wish
to satisfy as many constraints as possible, the objective function of our ILP model
is to minimize the total sum of these dummy variables. Because some constraints





ci be the number of trainees scheduled too few and the number of
trainees scheduled too many in period i for coverage constraint c and p¡
c and p+
c
their respective associated penalty costs (these costs are assumed to be constant
over all periods of the coverage constraint horizon but this is not required for our
algorithm). Let Ljk and Ujk be the strict minimum and maximum number of peri-
ods trainee j has to perform activity k as stated in the formation requirements. Let
Fjk be the target number of periods trainee j has to perform activity k. Make f
¡
jk
denote the positive di®erence between this target and the actual number of periods
in the ¯nal schedule. Similarly, let f
+
jk be the di®erence between the scheduled
number of periods and the target number in the reverse case where the number of




jk denote the associated
penalty costs. Let dij denote the dummy variable forced to be 1 if trainee j is
scheduled to perform an activity at a non-available period i and let wij denote the
respective penalty cost. Finally, bjk equals the number of restarts of activity k

















































jk = Fjk 8j = 1;:::;m and 8k = 1;:::;p (2.42)
n X
i=1
xijk ¸ Ljk 8j = 1;:::;m and 8k = 1;:::;p (2.43)
n X
i=1
xijk · Ujk 8j = 1;:::;m and 8k = 1;:::;p (2.44)
p X
k=1
xijk ¡ dij = 0 8j = 1;:::;m and 8i 2 Nj (2.45)
p X
k=1
xijk · 1 8i = 1;:::;n and 8j = 1;:::;m (2.46)
y1jk = x1jk 8j = 1;:::;m and 8k = 1;:::;p (2.47)
yijk ¸ xijk ¡ x(i¡1)jk 8i = 2;:::;n, 8j = 1;:::;m and 8k = 1;:::;p (2.48)
n X
i=1
yijk ¡ bjk · 1 8j = 1;:::;m and 8k = 1;:::;p (2.49)
xijk;yijk 2 f0;1g 8i = 1;:::;n, 8j = 1;:::;m and 8k = 1;:::;p (2.50)
In this formulation, C represents the set of coverage constraints and ac, Tc, Rc, sc
and ec are respectively the activity, the trainee set having the appropriate skills,
the number of trainees required and the start and end period of the time hori-
zon of coverage constraint c. Constraint set (2.41) states the coverage constraints.
Constraints (2.42)- (2.44) contain the formation restrictions. Constraint set (2.45)
implies the non-availability restrictions. Constraint set (2.46) ensures that each
trainee performs no more than one activity during each time instance. Constraints
(2.47)-(2.49) imply the setup restrictions. The last constraint set (2.50) de¯nes x
and y as binary variables. Obviously, the dummy variables cannot be negative.
To solve this problem one could use a decomposition scheme based on the trainees
and apply column generation to solve the resulting master LP as has been described
in Section 2.6. If the LP is solved to optimality, the solution is driven into integral-
ity using a branching scheme that branches on the timetable cells. This approach82 2.7. Generalization of the problem
works well for the problem dimensions we have considered (no trainee has to per-
form more than eight di®erent activities) and if activity split-ups are prohibited. If
activity split-ups have to be taken into account, the state space grows exponentially
since it requires the introduction of new states which track the number of periods
each activity is scheduled instead of merely keeping track whether or not a certain
activity is scheduled. Therefore, instead of an exact dynamic programming ap-
proach, an approximation algorithm could be applied for pricing out new columns
(see Section 2.7.3).
2.7.2 Constraint preprocessing
As has been pointed out in Section 2.6, the column generator takes care of all con-
straints but the coverage constraints. Accordingly, the master LP only contains the
coverage constraints and the added convexity constraints which ensure that exactly
one column is chosen for each trainee. Since the number of coverage constraints dra-
matically exceeds the number of convexity constraints (only one for each trainee),
this ¯rst set of constraints has a large impact on the computation times of the re-
stricted masters. As a matter of fact, each extra coverage constraint generally tends
to complicate the problem, whereas each extra trainee-speci¯c constraint tends to
simplify the problem, since it often results in smaller pricing problem networks
and/or faster pruning in the column generator. Hence, each coverage constraint
that could be transformed into one or more trainee-speci¯c constraints may lead
to a signi¯cant decrease in required computation time. Therefore, we implemented
some simple rules to identify such `transformable' coverage constraints.
Obviously, coverage constraints that apply on a single trainee can easily be trans-
formed. Second, coverage constraints of capacity type (= or ·) with right hand
side value equal to zero can also easily be left out of the master. In the real-life
problem we considered, ¯rst-year trainees were, for instance, not allowed to per-
form emergency-related activities during the ¯rst semester. Instead of keeping a
constraint of the form x11k +x12k +x13k ¢¢¢+x1mk · 0 for each period 1::n
2 in the
master, it is much more e±cient to remove these constraints and incorporate them
explicitly in the column generator by removing the corresponding arcs out of the
networks. This is called constraint preprocessing. Since it reduces the complexity ofChapter 2. Scheduling trainees at a hospital department using a
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both master and subproblems, constraint preprocessing is an important technique
for decreasing overall computation times.
2.7.3 Heuristic extensions
Earlier tests revealed that proven optimal solutions could only be found within rea-
sonable time limits if either the total number of possible columns for each trainee
is restricted (i.e., small problem dimensions, see Section 2.6.3.2), or if only a small
subset of columns has to be explicitly generated in order to ¯nd an optimal integral
solution. The latter generally occurs if (a) the master LP relaxation is equal to
the optimal IP solution value or (b) if the total set of feasible columns could be di-
vided into two subsets, a `cheap' set, containing a relatively small number of cheap
columns and an `expensive' set containing all other columns, such that a feasible
solution can be found with only columns from the `cheap' set and the corresponding
solution value is smaller than the cost of each column of the `expensive' set. Con-
sider, for instance, the case in which (part of) the setup costs are higher than the
total cost of a feasible schedule. Then, the paths emerging from such an expensive
split-up can immediately be pruned in the column generator. If, however, both
(a) and (b) are not true, then the algorithm has to be extended with a number of
heuristic features to ensure that at least a good (not necessarily optimal) solution
will be found. We will successively deal with the following heuristic extensions:
￿ heuristic algorithm for pricing out new columns;
￿ premature termination of column generation;
￿ imbalanced branching;
￿ combining depth-¯rst and best-¯rst search;
￿ heuristically ¯xing xijk variables.
2.7.3.1 Heuristic algorithm for pricing out new columns
Thanks to the tremendous progress in LP optimization code, the bottleneck of
many branch-and-price implementations nowadays mostly lies in the solution of
the pricing problems. As has already been mentioned in Section 2.7.1, if activity
split-ups have to be taken into account, the state space of the dynamic programming84 2.7. Generalization of the problem
procedure grows exponentially. Therefore, instead of an exact dynamic program-
ming approach, an approximation algorithm could be applied for pricing out new
columns. We make the following assumptions:
￿ each activity can only be restarted once for each trainee;
￿ if a trainee j restarts an activity k, or in other words, if the activity is split
up into two separate parts, then the ¯rst part has to contain at least the
minimum requirement Ljk of periods.
The ¯rst assumption can be justi¯ed since the setup penalty costs are usually much
higher than the non-availability penalty costs and consequently activities that are
started more than twice tend to occur rarely in (sub)optimal schedules. The second
assumption can also be justi¯ed since it stands for a real-life constraint in many
practical situations, namely that only an already experienced trainee can replace
another trainee to perform an activity the latter cannot perform for one or two
weeks. Moreover, it is not desirable that a trainee, who performs an activity for the
¯rst time, already quits it after having performed it for a relatively small number
of periods. Analogously to the situation with precedence constraints, whereas this
extra constraint can easily be dealt with in the column generator, it would have
been very di±cult to capture in the pure IP formulation.
Both assumptions entail two interesting properties. First of all, the total state space
of feasible schedules (columns) is dramatically reduced for each trainee. Second,
the dominance rule as well as the upper bound calculation stated above can still
be applied. Nevertheless, generating the best column for certain trainees may still
be (too) time consuming (recall that this has to be done many times). Observe,
however, that it is not necessary to ¯nd optimal columns during the early stages of
column generation. Instead, good but not necessarily optimal columns, generated
by a heuristic algorithm, can already result into an LP objective value that closely
approaches the optimal value. Therefore, the column generator outlined above will
be truncated after the exploration of a limited number of feasible paths. At each
new pricing iteration, the order in which the activities are considered is determined
at random in order to ensure that no large parts of the feasible path state space
are completely ignored. If optimality proving were the major concern, the column
generator may not be truncated upon convergence of column generation, since only
optimal columns can provide the information to determine whether or not the
master objective value is solved to optimality. If, however, optimality proving isChapter 2. Scheduling trainees at a hospital department using a
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of smaller importance, but rather a good feasible IP solution is the major concern,
then the information provided by heuristically generated columns can also be used
to determine whether or not to stop column generation and to start branching.
2.7.3.2 Premature termination of column generation
Our column generation scheme exhibits the tailing-o® e®ect, i.e., requiring a large
number of iterations to prove LP optimality. Instead of solving the linear program
to optimality, i.e., generating columns as long as pro¯table columns exist, we could
end the column generation phase prematurely when the master LP value su±ciently
approximates the (theoretical) optimum. Therefore, a lower bound on the master
LP is required. Therefore we use the Lagrangian lower bound, described in Section
2.3.7.2.
2.7.3.3 Imbalanced branching
As already outlined in Section 2.3.6 branching on the xijk variables is preferred
to branching on the zjt variables when optimality proving is a major concern.
If, however, fast detection of a good, feasible solution is the main objective, a
more imbalanced (and thus more restrictive in one direction) branching scheme like
branching on the zjt variables could be more suitable. Indeed, each left branch
(zjt set to 1) ¯xes a full trainee schedule instead of merely a relatively small subset
of arcs in the network. Consequently, feasible integer solutions will be detected
much sooner. The counterpart is that it will almost be impossible to prove the
optimality of a solution (unless the integral solution objective value equals the
LP relaxation). To avoid entering the same column twice, each time the column
generator discovers a better column, the new column is ¯rst checked against the
columns in a forbidden list (i.e., columns set to 0 in the branch-and-bound tree).
This can be done quite e±ciently since each column can be represented with only
four integers using a binary encoding scheme. If this is the case, the second best
column can be generated using the algorithm described in Section 2.3.4.
2.7.3.4 Combining depth-¯rst and best-¯rst search
Basically, the branch-and-bound tree is traversed in a depth-¯rst way. The ad-
vantage of depth-¯rst is that an integer solution is found early on in the search
and hence upper bound pruning can be applied soon. An important disadvantage,86 2.7. Generalization of the problem
however, is that once an integer solution is found, the algorithm may waste a lot
of computation time to improve the solution only slightly. Since we track lower
bounds for each node in the search tree, we know the best possible solution value
for each node and all nodes below it. If, upon backtracking, the possible improve-
ment, measured by the di®erence between the nodes lower bound and the current
best found solution, is relatively small, we may opt to backtrack one or more levels
further until a node is reached for which the possible gain is worth exploring it. In
the extreme case this would be a best-¯rst strategy (i.e., the next node to explore
is the one with the lowest lower bound). The disadvantages of a pure best-¯rst
search are the late detection of an integer solution and the requirement of advanced
memory management and sorting capabilities. A mixed approach, combining the
advantages of both strategies, turned out to be a good choice for our application.
2.7.3.5 Heuristically ¯xing xijk variables
A ¯nal heuristic extension involves the ¯xing of a number of xijk variables before
starting the branch-and-price algorithm. More speci¯cally, a number of `activity
patterns' could already heuristically be scheduled. We refer to an activity pattern
for activity k from period i1 until period i2 as the scheduling of activity k over all
time periods between i1 and i2 such that exactly one trainee is scheduled at each
period. Activity patterns could be identi¯ed for all activities for which coverage
constraints of type (= or ¸) exist. In the previous sections it has been shown how
a restricted version of the trainee scheduling problem could be completely decom-
posed on these activity patterns and solved to optimality with column generation.
However, as indicated in Section 2.6.4, the main disadvantage of this approach is
that it could only deal with those trainee-speci¯c constraints which are automat-
ically satis¯ed when scheduling the activity patterns. Moreover, if (part of) the
coverage constraints require two or more trainees to be scheduled, the optimality
of a solution could not be proven.
The idea is, however, useful to apply in this context. A number of activity patterns
could be identi¯ed and scheduled heuristically before starting the branch-and-price
algorithm. This is done using the greedy heuristic described in Section 2.3.7.1. Pre-
scheduling a number of activity patterns considerably simpli¯es both the master
problem (less coverage constraints) and the pricing problem (smaller networks).
The more activity patterns are scheduled (i.e., the more xijk variables are ¯xed)Chapter 2. Scheduling trainees at a hospital department using a
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the easier the problem becomes, but also the less likely we are to ¯nd an optimal
solution. Upon completion of the branch-and-price algorithm, the best solution is
saved as an upper bound and the process restarts with either the scheduling of a
di®erent set of activity patterns or a di®erent schedule of the same set of activity
patterns.
2.7.4 Computational results
In this section we present computational results for a real-life trainee scheduling
problem encountered at the department Oogziekenhuis of the university hospital
Gasthuisberg, Leuven, Belgium. The number of trainees of this department varies
between 20 and 25. These trainees can roughly be divided into four skill categories
(depending on their academic phase). However, exceptions are possible and occur
frequently (e.g., a 3rd year trainee having to perform a 2nd year activity). Schedules
are built at the start of each academic year and de¯ne the workload for each trainee
for all periods in the coming year. Since coverage and non-availability constraints
apply on a weekly basis and formation requirements are expressed in terms of num-
bers of weeks, the basic scheduling unit is a week and thus the number of periods
equals 52.
In order to simplify the complicated task of the scheduler, current practice includes
the aggregation of these 52 weeks in 18 multi-week `blocks' (16 3-week blocks and
2 2-week blocks). The disadvantage of this approach is that the scheduler is not
able to fully exploit all scheduling possibilities. If, for instance, a trainee is not
available during a particular week, then the whole block is made unavailable. Once
the schedule is built in terms of these blocks, the remaining week (in case of a
2-week block) or remaining two weeks (in case of a 3-week block) of non-available
blocks, are ¯lled up with the scheduling of activities with low set-up costs and for
which there is su±cient capacity left. Similarly, formation requirements could not
be met to the same level of detail as would be the case if schedules are built on
a weekly basis. Consequently, the resulting schedules were frequently observed as
being unfair and had to go through an extended bargaining process. The total time
needed to build the schedule, bargain, rebuild, etc., could easily take about 10 days
for an experienced scheduler.88 2.7. Generalization of the problem
Merely for illustrative purposes, we provide computational results for the 2003-
2004 academic year trainee scheduling problem. First, we consider the 18-blocks
problem, which could be solved rather easily. Next, we try to solve the 52-weeks
problem, which is much more complicated, but allows for the construction of more
detailed and qualitatively better schedules for the same problem. For this last
problem, we show how the heuristic extensions can help ¯nding a good (better)
solution in less time. Table 2.22 summarizes the most important properties of both
problems.
Table 2.22: Real-life problem
Problem Nr. of Nr. of Avg. nr. of Nr. of coverage
periods trainees activities for constraints in
each trainee the mastera
1 18 21 6 260
2 52 21 6 720
a Exclusive the constraints removed by constraint preprocessing (=+/- 10%
of total number of constraints).
All our experiments were performed on a 2.4 GHz Pentium 4 PC with the Win-
dows XP operating system. The algorithm was written in MS Visual C++.NET and
linked with the CPLEX 8.1 optimization library. Computational results are given in
Table 2.23. The ¯rst line of this table indicates that the 18-period problem could be
solved to optimality within 2205 seconds. The gap with the optimal LP relaxation
is 2%. The gap is de¯ned as 100 ¤ (solution ¡ LP relaxation)(LP relaxation).
The next lines illustrate the impact of the di®erent heuristic extensions on the solu-
tion quality. The second column indicates the section numbers of the implemented
heuristic extensions. As can be observed, these extensions are implemented in a
cumulative way. The computation times were limited to 300 seconds. If we apply
the heuristic instead of the exact column generator, the same (optimal) solution
was detected. We note that optimality was not proven since (a) the LP relaxations
are not proven to be optimal and (b) the branch-and-bound tree still containedChapter 2. Scheduling trainees at a hospital department using a
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unexplored nodes. If we allow for an LP optimality gap of 2% in each node of the
branch-and-bound search tree, the best solution found had a gap of 3.5%.
Next, if the balanced branching scheme is replaced with an imbalanced one (branch-
ing on the column variables) the gap increases to 5%. However the time needed to
¯nd the ¯rst integer solution was decreased signi¯cantly with almost 50% (from 40
to 23 seconds). The problem here is that the algorithm wasted a lot of time ex-
ploring nodes below a right branch (a particular column variable ¯xed to 0) only to
improve the solution slightly. Strong branching decisions (column variables ¯xed to
1) made near the root of the search tree could not be undone within the restricted
time limit.
When the depth-¯rst search was combined with a best-¯rst search by requiring a
minimal possible improvement for exploring a node (as outlined in Section 2.7.3.4),
a better solution was detected. Finally, if a number of activity patterns are sched-
uled heuristically (as outlined in Section 2.7.3.5) an integral solution was already
found in less than 10 seconds. However, the algorithm lacked the °exibility to ¯nd
close to optimal solutions. In the ¯rst setting (*) two activity patterns were iden-
ti¯ed and scheduled heuristically, whereas in the second setting (**) four activity
patterns were pre-scheduled (freezing approximately 10% and 20% of the schedule).
Afterwards the branch-and-price algorithm was run to solve the remaining problem
to optimality.
When the branch-and-price algorithm terminates, the process restarts with a dif-
ferent activity pattern set and/or a di®erent scheduling of the same set. In many
cases the branch-and-price algorithm could be terminated as soon as the LP lower
bound exceeded the current best found solution. For this relatively small problem
the results indicate that the gaps tend to increase with added heuristic extensions.
However, the time needed to ¯nd a ¯rst integral solution decreases.
Let us now turn to the 52-period problem. As indicated in the eighth line of Table
2.23, this problem could not be solved to optimality by the exact branch-and-price
algorithm (i.e., without heuristic extensions) within 10 hours of computation time.
There was a gap of 18.66% between the best solution found and the optimal so-
lution of the LP relaxation. Since only a relatively small number of nodes in the
branch-and-bound tree were explored (254) and we know from experience that the90 2.7. Generalization of the problem
LP relaxation gap is usually much smaller, there is strong indication that better
solutions should be possible. Again, we implemented several heuristic implemen-
tations and report on the gaps found. The computation times were limited to 900
seconds.
When we replaced the exact column generator with a heuristic algorithm (Section
2.7.3.1), the gap was reduced by 5.3% (from 18.7% to 13.4%). Taking into ac-
count the restricted computation time, many more nodes could be evaluated in the
search tree (111 nodes in 900 seconds compared to 254 nodes in 36000 seconds). The
main reason for this improvement is the fact that the algorithm su®ered less from
the so-called `tailing-o® e®ect' observed in many column generation applications.
Tailing-o® means that the algorithm keeps ¯nding columns with negative reduced
cost, but these columns fail to improve the LP objective. In other words, upon LP
convergence, many columns are added merely to prove LP optimality, but do not
result in a decrease of the LP objective. Recall also that in the exact algorithm the
main part of the columns were generated with the heuristic column generator. Only
those needed to prove LP optimality had to be generated using the exact column
generator. The same reasoning applies if we allow for an LP optimality gap of 2%
in each node of the branch-and-bound search tree and the solution could be further
improved until 7.3% of the LP relaxation.
Next, if the balanced branching scheme is replaced with an imbalanced one (branch-
ing on the column variables), the algorithm was not able to ¯nd a better solution.
However, the time needed to ¯nd the ¯rst integer solution was again decreased with
almost 50% (from 574 to 324 seconds). When the depth-¯rst search was combined
with a best-¯rst search, a better solution could be detected. Finally, if a number of
activity patterns are scheduled heuristically an integral solution was already found

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.92 2.8. Graphical user interface
2.8 Graphical user interface
In this section the graphical user interface (GUI) is presented. The GUI is described
using the general trainee scheduling problem studied in Section 2.7. Obviously, as
the trainee scheduling problem studied in the preceding sections is a special case of
this general problem, it can also be modeled using the same GUI. The language of
the GUI is Dutch. The GUI serves three important objectives.
First of all, it allows for easy data input and constraint speci¯cation. Non-available
periods for instance are speci¯ed by simply double clicking on the corresponding
timetable cell and entering the associated penalty cost. The non-available period
will be marked in red as indicated in Figure 2.2. Figure 2.3 shows how the proper-
ties of a trainee are speci¯ed. Each activity having to be performed by the trainee
is checked and the target, minimum and maximum number of periods as well as
deviation penalty costs and penalty costs for activity split-ups can easily be spec-
i¯ed. Figure 2.4 shows an example of a coverage constraint. The corresponding
activity, time horizon, type (·;= or ¸), required number of trainees, trainee set
(skill category) and penalty costs associated with the coverage constraint have to
be speci¯ed. The importance of easy, intuitive constraint speci¯cation is extremely
important for the acceptance of the software. If the scheduler were required to state
the constraints mathematically (like we did in this chapter), it is very likely that
(s)he would prefer the old manual way of scheduling.
A second objective is the visualization of the search process and of course of the
found solution(s). A found solution is represented in Figure 2.5. The visualization
of the search process greatly helps to understand how the algorithm works and
enables to identify certain problems at an early stage during the search. Figure 2.6
indicates how the algorithm is visualized during the run. First, each newly found
column is drawn. Second, each branching restriction is indicated by coloring the
corresponding timetable cell with the associated activity color.
A third objective of the GUI is to enable the user to ¯x activity assignments before
the start of the algorithm and to modify the found schedule afterwards. This
can be done very easily by clicking, dragging and dropping. In the extreme case,
the scheduler can try to build the whole schedule in this (manual) way. If at
a certain moment the scheduler encounters a schedule con°ict, (s)he can makeChapter 2. Scheduling trainees at a hospital department using a
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color98 2.9. Conclusions and future research
some assignments undone and run the algorithm to check whether or not a feasible
solution is still possible. This would be the case if, for instance, a trainee is required
to restart a certain activity because a particular coverage constraint can no longer
be satis¯ed given the partial schedule. This last feature contributes signi¯cantly to
the willingness of schedulers to accept the software, since it recognizes the fact that
they still have the last word. The software only assists in building the schedules,
i.e., it helps in solving di±cult `combinatorial puzzles', but the ¯nal decisions are
still made by (human) scheduler(s) and not by the PC.
2.9 Conclusions and future research
In this chapter, the problem of building long term trainee schedules has been stud-
ied. The ¯rst part of the chapter deals with a speci¯c class of trainee scheduling
problems for which a decomposition scheme on the activities could be applied. Col-
umn generation could be applied to ¯nd the LP relaxation of the new model and
several branching schemes have been proposed to drive the solution into integrality.
Extensive computational results have indicated how the di®erent problem dimen-
sions in°uence the problem di±culty and how the di®erent speed-up techniques
contribute to the e±ciency of the solution procedure.
Next, the decomposition on the activities approach has been compared with a more
traditional decomposition on the trainees approach. The computational tests re-
vealed that decomposition on the trainees is clearly outperformed by decomposition
on the activities. The modeling power of both decomposition techniques has also
been discussed. Since most sta® scheduling problems have a lot of constraints that
apply at the level of individual sta® members, decomposition on sta® members
could be used in a wider range of problems. In the rare case that most constraints
apply at the level of the activity schedules, decomposition on the activities is more
suitable. Activity-based decomposition is also appropriate if each combination of
activity schedules automatically satis¯es all individual sta® member constraints.
This was the case for the considered trainee scheduling problem in the ¯rst part of
this chapter.
The following part has shown how the developed approach can easily be turned
into an e®ective heuristic algorithm. Therefore, ¯ve heuristic extensions have beenChapter 2. Scheduling trainees at a hospital department using a
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proposed. The developed application was tested on two real-life problems and
computational results are given. These results illustrate how the di®erent heuristic
extensions could improve the solution quality if the problem is too complex to ¯nd
a (proven) optimal solution.
Finally, a graphical user interface (GUI) has been developed. The GUI allows for
easy data input, constraint speci¯cation and modi¯cation of the algorithmic set-
tings. Moreover, certain parts of the schedule could be frozen before the algorithm
is run and proposed solutions could be easily modi¯ed.
Concerning future research topics, it would be interesting to identify other sta®
scheduling problems for which decomposition on the activities could be applied.
Given the interesting computational properties, this approach could also be suitable
to calculate lower bounds for a number of sta® scheduling problems for which the
above mentioned conditions do not hold. The idea is to remove a part of the
individual sta® member constraints in order to optimize the relaxed problem using
activity-based column generation. Another interesting research direction includes
the study of metaheuristic approaches (like, e.g., simulated annealing, tabu search,
genetic algorithms or ant colony heuristics) for this problem and see how these
compare to the heuristic branch-and-price procedure.100 2.9. Conclusions and future researchChapter 3
Visualizing the demand for
various resources as a
function of the master
surgery schedule: A case
study
This chapter presents a software system that visualizes the impact of the master
surgery schedule on the demand for various resources throughout the rest of the
hospital. The master surgery schedule can be seen as the engine that drives the
hospital. Therefore, it is very important for decision makers to have a clear image
on how the demand for resources is linked to the surgery schedule. The software
presented in this chapter enables schedulers to instantaneously view the impact
of, e.g., an exchange of two block assignments in the master surgery schedule on
the expected resource consumption pattern. A case study entailing a large Belgian




The operating room can be seen as the engine that drives the hospital as the ac-
tivities inside the operating room have a dramatic impact on many other activities
within the hospital. For instance, patients undergoing surgery are expected to
recover over a number of days. Consequently, bed capacity and nursing sta® re-
quirements are dependent on the operating room schedule. The software system
described in this chapter visualizes the impact of the master surgery schedule on
the demand for all kinds of resources like beds, sta® (nurses, anaesthetists, etc.),
specialized equipment, radiology and so on.
It has been widely accepted that visualization is a simple yet powerful tool for man-
aging complex systems like health care service units. Strum et al. (1997) propose
a resource coordination system for surgical services (RCSS) using distributed com-
munications. They present user interfaces that are designed to mimic paper lists
and worksheets used by health care providers. These providers enter and main-
tain patient-speci¯c and site-speci¯c data, which are broadcasted and displayed for
all providers. The basic di®erence between RCSS and our system is that RCSS
is designed to work online, preventing and solving resource capacity problems by
e®ective communication, while our system works o²ine and is designed to facili-
tate the development of better long term cyclic surgery schedules. Carter (2000)
describes the successful application of a commercial package, called ORSOS, which
is an enterprise-wide surgery scheduling and resource management system. The
system autonomically manages all of the hospitals' surgical sta®, equipment and
inventory using an engine that considers all of the clinical, ¯nancial and opera-
tional criteria that must be addressed for each surgical event. The di®erence with
our system is that the emphasis lies on the third stage, the detailed elective surgery
scheduling, while our system is designed for the second stage.
Simulation packages are often used to analyze and visualize surgical units. Good
surveys of simulation approaches in health care clinics can be found in Klein et al.
(1993), Jun et al. (1999) and Standridge (1999). Simulation models that focus on
the bed occupancy can be found in Dumas (1984) and (1985) and Wright (1987).
A speci¯c simulation model for predicting nursing sta® requirements has been de-
scribed by Duraiswamy et al. (1981). Swisher et al. (2001) highlight the graphical
visualization features of their object-oriented simulation package for health careChapter 3. Visualizing the demand for various resources as a function of
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clinics. The advantage of simulation, compared to our system, is the capability
to analyze stochastic processes and to model more complex discrete-event like re-
lationships. The disadvantage is that building a good simulation model is often
very time and cost intensive, which makes it less suitable for quickly analyzing sim-
ple what-if scenarios, e.g., for assisting in the development of a new cyclic surgery
schedule.
In Chapter 1 we have argued that developing operating room schedules can be seen
as a three stage process. The model described in this chapter (and also the models
presented in the succeeding chapters) is situated in the second stage and as such
distinguishes itself from studies situated in the ¯rst or the third stage.
The purpose of the system presented in this chapter is threefold. First, schedulers
can use it for detecting resource con°icts and constructing workable schedules. Sec-
ond, the system can greatly assist during the master surgery schedule bargaining
process. Visualizing a resource con°ict is often far more convincing than hours of
discussion with unsatis¯ed surgeons for not being scheduled by their preferences.
Third, the system can be of great value for persuading hospital managers to invest
in extra resource capacity. Insu±cient resource capacities may not always be visi-
ble at ¯rst sight. It may, for instance, be the case that, although enough resource
capacity is available for the individually summed needs for all resources over all
surgeons, still no schedule can be found that provides enough capacity of each re-
source for each surgeon at each time instance.
The remainder of this chapter is structured as follows. Section 3.2 explains the
underlying model. Section 3.3 introduces the surgical unit that is the subject of
the case study. Section 3.4 presents the graphical user interface of the software,
providing the reader with a visualization of the surgery schedule and its impact on
the resource consumption. Finally, Section 3.5 draws conclusions and lists some
topics for future research.
3.2 Underlying model
Figure 3.1 contains the underlying model for the visualization software presented
in this chapter. On top one can see a number of ovals representing the surgeons (or104 3.2. Underlying model
surgical groups). Each surgeon obtains a number of blocks in the schedule. Each
block allocation consumes a number of resources represented by the grey ovals.
With each resource a consumption pattern can be associated that indicates for
each time instance how many units are used. These time instances are relative to
the moment of surgery. Time instance \0" is during the period of surgery. Time
instance \-1" indicates one period earlier, e.g., certain types of surgery require
preceding tests. Time instance \1" indicates one period later, e.g., the resources
needed while the patient is waking up and recovering from surgery. These resource
consumption patterns are indicated by the two-row strings at the bottom of Figure
3.1. The ¯rst row contains the time index i, the corresponding cell in the second
row gives the required number of units dk
i for resource k.
Surgeon 1
Block 1
Resource 1 Resource 2 Resource 3
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In the ¯eld of project scheduling, one makes a distinction between renewable and
nonrenewable resources (see, e.g., Demeulemeester and Herroelen, 2002). Renew-
able resources are available on a period-by-period basis, that is the amount is
renewable from period to period. Only the total resource use at every time in-
stant is constrained. Typical examples of renewable resources include manpower,
equipment, machines, tools and space. On the contrary, nonrenewable resources do
not become repeatedly available. Instead, they have a limited consumption avail-
ability for the entire duration that the schedule is employed. Money is perhaps
the best example of a nonrenewable resource: the overall budget to span a certain
time period (e.g., one year) is frequently predetermined to a ¯xed amount of money.
Only renewable resources could be modeled in the visualization software presented
hereafter. The granularity of the time axis may di®er from resource to resource
and is not necessarily identical to that of the surgery schedule. As non-renewable
resources tend to coincide with case mix decision issues, they are left outside the
scope of our visualization software.
Observe that the model does not deal with stochastic data: all resource consump-
tion patterns are assumed to be deterministic. In Chapter 4, a theoretical model
is proposed that can be seen as a generalization, as well as a particularization, of
the model presented in this chapter. It can be seen as a generalization, because it
also takes uncertainty into account. The model is, however, also more speci¯c than
this one, as beds are the only resource taken into consideration. The model starts
from stochastic distributions for patient arrivals and a stochastic length of stay
(LOS) associated with each type of surgery. The objective is to obtain a leveled
bed occupancy distribution and the master surgery schedule is also the instrument
to achieve this objective.
3.3 Case study
This case study concerns the day surgery center of the university hospital Gasthuis-
berg, situated in Leuven, Belgium. As the name suggests, the day surgery center
processes only outpatient admissions. To give an idea of the size of this surgical
unit, in 2004 12,778 surgical interventions have been performed, making up for106 3.4. Graphical user interface
more than 15,000 hours of total net operating time.
Gasthuisberg's day surgery operating room complex consists of 8 rooms in which, in
total, 27 di®erent surgical entities, divided over 13 surgical and medical disciplines,
have been assigned operating room time. Each operating room is open from Mon-
day to Friday from 07.45 am till 4.00 pm. No elective surgery takes place during
the weekends. Each operating room is allocated for at least half a day to the same
surgeon. The current master surgery schedule can be called cyclic since it basically
repeats each week with the exception of three block allocations that alter each week
between two surgeons.
When building the master surgery schedule one has to take into consideration the
impact on several resources. All these resources share the following properties:
￿ they are limited in capacity,
￿ they are expensive,
￿ their consumption pattern depends on the master surgery schedule.
In Gasthuisberg's day surgery operating room complex, twelve such resources could
be identi¯ed. They can be distinguished in ¯ve groups: First of all, certain types
of surgery require the patient to be lying and transported in a bed (1). Second,
there are the human resources that consist of: three skill-speci¯c groups of nurses
(2, 3 and 4), anaesthetists (5) and anaesthetist-supervisors (6). Third, some sur-
gical interventions involve expensive material resources: laporoscopic towers (7),
artroscopic towers type 1 (8) and type 2 (9) and lasers type 1 (10) and type 2 (11).
Finally, there is the radiology department (12).
3.4 Graphical user interface
In this section the graphical user interface (GUI) is presented. The GUI visualizes
the surgery schedule and the resulting bed resource use for a given master surgery
schedule. Moreover, it allows the user to modify an existing schedule and view the
impact of a change in the schedule on the use of the various resources. Data like
the schedule properties, the surgeon properties and the link between the resourceChapter 3. Visualizing the demand for various resources as a function of
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utilizations and the block allocations can easily be read in and modi¯ed. Figure 3.2
shows an overview of the GUI with the current surgery schedule for the odd weeks.
The main window is divided into two views. On the left, the master surgery sched-
ule is shown. The columns in the grid represent the time periods from Monday am
to Friday pm. The eight rows represent the eight operating rooms X1-X4 and Z1-
Z4. Above the grid a legend with the surgical groups is shown. Each surgical group
has its own color and style. In this case the style refers to the type of anaesthetic.
If the patients are completely anaesthetized during surgery, the surgeon block is
colored solidly. Otherwise, when the patients are not fully anaesthetized, the block
is arced. The schedule can easily be built from scratch by dragging and dropping
the surgeons to the timetable cells.
Each assignment introduces a demand for resources in the system. A subset of
these resource utilizations is represented in the right view. Each resource has its
own color and time horizon, of which the granularity does not necessarily coincide
with that from the surgery cycle time horizon. In our case study, e.g., for the nurs-
ing resources on each day an extra time unit is added after the afternoon block.
This extra resource unit represents the late shift. Furthermore, for each resource
a capacity can be speci¯ed that is not necessarily ¯xed over the total time hori-
zon. In the left view, the scheduler can easily exchange two block assignments by
dragging and dropping. In the right view, it will be immediately clear how these
changes in°uence the need for the various resources in the time horizon. In this
way the scheduler can quickly detect possible resource con°icts and easily search
for workable schedules. Figure 3.3 provides a more detailed view on the resource
consumption patterns.
The second, third and fourth resource are groups of nurses, each having a di®erent
speciality (respectively \Group 1 NKO", \Group 1 TRAUMA" and \Group 2").
Each block is colored in proportion to the capacity used. Observe that the need
for nurses from \Group 1 NKO" exceeds the indicated capacity on Tuesday and
on Friday. This, however, does not necessarily mean that there is a shortage of
nurses during these days. The indicated capacities are just leveled targets. When
the surgery schedule gives rise to peaks in the demand for nurses, it may be more
di±cult to schedule the nurses accordingly. In the example shown, nurses have to
be shifted from low demand days (Wednesday and Thursday) to peak days (Tues-108 3.4. Graphical user interface
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day and Friday). To obtain e±cient schedules, it is very important to have a good
integration between the nurse scheduling process and the master surgery schedul-
ing process. A speci¯c model and algorithmic solution procedure to realize this
integration is proposed in Chapter 6.
Using dialog boxes, the schedule, surgeon and resource properties could easily be
modi¯ed. As an example some of the dialog boxes for editing the surgeon properties
are presented in Figure 3.4. The left dialog box shows the surgeon basic properties
and a list of the resources that are consumed by the selected surgeon. The user
can select one of these resources to edit. The right dialog box then allows the user
to indicate how many units and at what moment in time these resources are used
by the surgeon (or surgical group). The time index 0 indicates the starting time of
the block allocated to the surgeon. In the example shown in Figure 3.4, two nurses
from \Group 1 NKO" are needed to cover the work during surgery time (time index
0) and 1/4 nurse is needed to provide services to operated patients one time period
later (pm shift for am surgery or late shift for pm surgery).
The person that is responsible for the operating room schedule of the Gasthuisberg
surgical day center evaluated the software during a couple of weeks. His main sug-
gestion for improvement was the ability to have a clear view on all the resources
used during each time period given a particular surgery schedule. Accordingly, this
feature has been added. Figure 3.5 contains the same schedule, but this time the
resource consumption is presented on a `per day' view instead of on a `per resource'
view. The user can now easily switch between both views, dependent on the infor-
mation required.Chapter 3. Visualizing the demand for various resources as a function of
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3.5 Conclusions and future research
This chapter presents a visualization system for medical surgery units. Given a par-
ticular surgery schedule, the system allows for the visualization of the consumption
patterns for a variety of resources. Changes in the schedule are immediately re-
°ected in the periodic resource utilizations. The objective of the system is threefold.
First of all, it facilitates the detection of resource con°icts and helps the scheduler to
develop workable operating room schedules. Second, the system can greatly assist
during the master surgery schedule bargaining process. Third, the system can be
of great value for persuading hospital managers to invest in extra resource capacity.
The system is designed for the second stage in building surgery schedules which
involves the development of a master surgery schedule. It does not provide an on-
line visualization of available and occupied resources during the daily working of a
surgery hospital. It is neither a simulation package for analyzing the existing system
and a limited number of alternative scenarios. Instead, our system is deterministic
and simple. The extremely intuitive graphical user interface makes it very easy to
develop high-quality master surgery schedules. To this aim, schedulers can easily
switch block allocations and immediately see the consequences on the consumption
of various resources on a cyclic time axis.
The model has been extensively tested and evaluated in the surgical day center of
a major Belgian university hospital. The system is considered to be very promising
for facilitating the development of the master surgery schedule and for improving
the e±ciency of resource utilization.
In the current version of our software, all resources are of the renewable type and
are treated similarly. Resources could, however, further be classi¯ed into certain
resource categories having similar characteristics. Think, for instance, of resources
that can be shared simultaneously by one or more surgeons whilst other resources
cannot. Another example are resources with deterministic utilization, that is the
load can be predicted accurately, opposed to resources of which the utilization
is subject to high uncertainty. The use of equipment is typically deterministic,
whereas the bed occupancy is in many cases di±cult to predict, due to the un-
certainty in the patient's length of stay. It would be interesting to specify several
resource categories and enhance the visualization software with dedicated features114 3.5. Conclusions and future research
per resource category.
The remaining chapters of this dissertation further elaborate the fundamental idea
that was presented in this chapter. First, Chapter 4 presents a number of algo-
rithms that focus on the bed occupancy as a critical resource when building surgery
schedules. The rather theoretical exposition expands the current model with the
introduction of stochastic data in both the number of operated patients per block
and the patient's length of stay. Next, in Chapter 5, these algorithms are applied on
real-life data coming from a medium-size Belgian hospital. In conclusion, Chapter
6 exploits the relation between the nurse and surgery scheduling process and pro-
poses an integrated approach to simultaneously develop operating room schedules





This chapter proposes and evaluates a number of models for building surgery sched-
ules with leveled resulting bed occupancy. The developed models involve two types
of constraints. Demand constraints ensure that each surgeon (or surgical group)
obtains a speci¯c number of operating room blocks. Capacity constraints limit the
available blocks on each day. Furthermore, the number of operated patients per
block and the length of stay of each operated patient are dependent on the type
of surgery. Both are considered stochastic, following a multinomial distribution.
We develop a number of mixed integer programming based heuristics and a meta-




As pointed out by Litvak and Long (2000), while non-elective cases contribute
to the huge amount of variability in hospital environments, an important part of
the variance, referred to as the arti¯cial variance, can be controlled by applying
well-thought-out scheduling policies to elective cases. This idea has already been
mentioned in Chapter 1 where we gave an additional exposition on the di®erence
between natural and arti¯cial variability. The algorithms described in this chap-
ter aim at leveling the resulting bed occupancy as a function of the cyclic master
surgery schedule.
An important di®erence with the framework described in Chapter 3 is that this
chapter introduces uncertainty. The developed models take into account stochastic
numbers of patients per operating room block and a stochastic length of stay for
each operated patient. The models enable to build a cyclic master surgery schedule
for which the resulting bed occupancy is leveled as much as possible and for which
performance measures as the daily expected bed occupancy, the variance on this
occupancy, the expected bed shortage and the probability of a shortage on each
day can be predicted.
To the best of our knowledge, so far no surgery scheduling models have been pro-
posed that aim at this objective. However, one can distinguish between three classes
of papers that are related to our work, but still have important di®erences.
A ¯rst class of papers, e.g., Carter (2002) and Litvak and Long (2000), acknowl-
edges the impact of the surgery schedule on the demand for beds but does not
propose concrete models for taking this into account.
A second class of papers deals with models for predicting these occupancies, but
does not consider the master surgery schedule as an active tool to optimize the
system performance. McManus et al. (2004), for instance, use queuing theory to
model the need for critical care resources. They compared predictions from the
model to observed performance of an intensive care unit and explored the sensi-
tivity of the model to changes in bed availability that might result from sudden
sta±ng shortages or from admission of patients with very long stays. Gorunescu
et al. (2002) also present a queuing model for bed-occupancy management andChapter 4. Building cyclic master surgery schedules with leveled resulting
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planning. Almost all simulation approaches (e.g., Klein et al., 1993; Jun et al.,
1999; Harris, 1985) fall into this second class as usually only a limited number of
scenarios are being tested. Besides the optimization component, a second impor-
tant di®erence between our approach and simulation approaches is the derivation
of analytical results, for instance the exact calculation of the mean and the variance
of the daily bed occupancy.
A last class of papers considers the bed occupancy as a constraint rather than an
objective when building surgery schedules. Blake and Carter (2002), for instance,
consider bed availability as a constraint in their goal programming approach to
allocate strategic resources in acute care hospitals. A second important di®erence
is that this last work deals with case mix planning (¯rst stage) instead of building
master surgery schedules.
We model uncertainty by means of probabilistic distribution functions and optimize
expected performance. This way of dealing with scheduling under uncertainty is
often referred to as stochastic scheduling. Alternative ways of coping with uncer-
tainty include fuzzy scheduling and robust scheduling. An in-depth discussion on
the di®erences between stochastic and fuzzy approaches to multi-objective math-
ematical programming under uncertainty can be found in Slowinski and Teghem
(1990). In fuzzy scheduling, uncertainty is modeled using the concept of so-called
fuzzy sets. A fuzzy set is characterized by a membership function, which maps the
members of the universe into the unit interval [0,1]. The value 0 means that the
member is not included in the given set, 1 describes a fully included member. The
values between 0 and 1 characterize fuzzy members. In the context of uncertainty,
such a membership function models the statement of how possible it is for a certain
event to occur. A quality exposition on scheduling under fuzziness is provided by
Slowinski and Hapke (2000).
Robust or proactive scheduling is concerned with building schedules that are pro-
tected against the occurrence of unexpected events. A robust schedule is able to
absorb some level of unforeseen events without rescheduling. Accordingly, robust
scheduling aims at maximizing the stability of the schedule. Examples of robust
scheduling techniques for project scheduling can be found in Leus (2003). Hans et
al. (2005) propose several constructive and local search heuristics for the robust
surgery loading problem. The objective is to assign the surgeries by the specialties118 4.2. Problem Statement
in such a way, that the risk of working in overtime is minimized, no surgeries are
canceled, and at the same time the operating room capacity utilization can be im-
proved.
This chapter proceeds as follows. Section 4.2 gives a general problem statement.
Next, Section 4.3 shows how the mean and variance of the daily bed occupancies
vary linearly with the decision variables. Section 4.4 develops a number of heuristic
algorithms to solve the original problem. We distinguish between algorithms based
on the linearized models, a quadratic programming approach and a simulated an-
nealing approach. Section 4.5 provides computational results, while Section 4.6
tries to validate the assumptions made in the models by means of a simulation
study. Finally, Section 4.7 states the most important conclusions of this chapter.
4.2 Problem Statement
The problem addressed in this chapter involves the construction of the master
surgery schedule. The main objective is to minimize the expected shortage of one
resource: beds. To make things clear, we will start with a simple example. We have
a surgery schedule divided into a number of time blocks and a number of surgeons.
Let us for simplicity suppose that each surgeon only performs one type of surgery.
This assumption is not necessary for the hereafter developed algorithms, but is
useful to explain the logic behind our model. Our model takes as input stochas-
tic distributions on the number of operated patients and the patients' length of
stay. Hence, if we assume one type of surgery for each surgeon, we can associate
each surgeon with an ailment (or treatment) and directly transfer the stochastic
distributions for this ailment to the surgeon. If surgeons perform di®erent types of
surgery we must either introduce `dummy' surgeons (see Section 5.4) or work with
composed distributions having a larger variability.
Furthermore, we assume that the number of patients operated on per time block
depends on the type of surgery and that this number is deterministic (this assump-
tion will be relaxed in Section 4.3.6) and ¯xed for each surgeon. Whereas perfect
knowledge is assumed concerning the number of patients undergoing surgery, there
is uncertainty concerning the length of stay (LOS) for each patient. The LOS is
assumed to follow a multinomial distribution with parameters that depend on theChapter 4. Building cyclic master surgery schedules with leveled resulting
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type of surgery. For instance, a patient recovering from appendix surgery leaves
the hospital after 2 days with probability 20%, after 3 days with probability 50%
and, ¯nally, after 4 days with probability 30%. If a patient leaves after d days,
(s)he occupies one bed for d days starting with the day of surgery. We are con-
cerned with building a cyclic surgery schedule for which the total expected bed
shortage (TEBS) is minimized. Cyclic schedules are schedules that are repeated
after a certain time period (referred to as the cycle time). During such a cycle
time there might be a number of time periods during which surgery cannot take
place. These periods are referred to as inactive periods, the others are active. Typ-
ically, cycle times are multiples of weeks in which the weekends are inactive periods.
To state the problem mathematically, let xis (8i 2 A and s 2 S) be the number of
blocks assigned to surgeon s on day i. Here A represents the set of active periods
and S the set of surgeons. A block is de¯ned as the smallest time unit for which a
speci¯c operating room can be allocated to a speci¯c surgeon (or surgical group).
Note that, due to large set-up times and costs, in real-life applications the number
of blocks per day in one operating room is usually 1 or 2, i.e each surgical group
has the operating room for at least half a day. Hence, considering more blocks can
be seen as a way of considering more operating rooms as there is no di®erence from
a computational point of view. Let rs be the number of blocks required by each
surgeon s. These numbers have been determined during case mix planning and are
an input for the model. Let bi be the maximal number of blocks available on day





xis = rs 8s 2 S (4.2)
X
s2S
xis · bi 8i 2 A (4.3)
xis 2 f0;1;2;:::;min(rs;bi)g 8s 2 S and 8i 2 A (4.4)120 4.2. Problem Statement
The objective function (4.1) minimizes the expected total bed shortage. Constraint
set (4.2) says that each surgeon obtains the number of required blocks. Constraint
set (4.3) ensures that the number of blocks assigned does not exceed the available
number of blocks on each day. Finally, constraint set (4.4) de¯nes xis to be integer.
Observe that the model does not prohibit surgeons having more blocks on the same
day. Hence, a surgeon might be required to operate at the same time in two or
more di®erent rooms (in case these blocks overlap in time). To justify this, it is
important to keep in mind that surgeons are seen as surgical groups (consisting of
more surgeons) rather than individual persons.
Let l be the length of the cycle time. The total expected bed shortage (TEBS)





with EBSi the expected bed shortage on day i. Let Uijs be a stochastic variable
representing the number of occupied beds on day i resulting from surgery on day
j performed by surgeon s. It can easily be shown that Uijs follows a binomial
probability distribution, referred to as f(Uijs). Now, let Zi be a stochastic variable







The probability distribution of Zi is given by:







with Hzi the set of all combinations h of Uijs's summing up to zi. Let ci be the
capacity of beds on day i. The expected shortage on day i is then as follows:Chapter 4. Building cyclic master surgery schedules with leveled resulting
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EBSi = E[f(zijzi > ci)] =
1 X
zi=ci+1
(zi ¡ ci)f(zi) (4.8)
Given a certain schedule, we can calculate this expected value. If the total number
of combinations leading to a shortage is not too large, we could apply complete
enumeration. If complete enumeration is too time consuming, we could calculate
approximated values based on the central limit theorem which states that the sum
of many independent random variables is approximately normally distributed.
Since EBSi is not linearly dependent on the decision variables, we cannot ¯nd the
optimal solution using a mixed integer program (MIP) solver. Therefore, we will
try to substitute EBSi by an expression that is linear in the decision variables,
such that it becomes solvable with commercial MIP packages. Of course, we want
the new objective to be as equivalent as possible with the real objective.
4.3 Linearization of the problem
4.3.1 Mean
First, instead of dealing with the distribution functions f(Zi = zi), we will work
with their mean values ¹i. Our assumption is that the larger the di®erence between
ci and ¹i, the smaller the EBSi, the expected bed shortage on day i. Without loss
of generalization, we assume the bed capacity ci to be constant for all days i, i.e.,
ci = c, 8i = 1;:::;l. Our objective is now to minimize the maximal ¹i. This hope-
fully results in a °at distribution of the expected bed occupancy over all days of
the week. In other words, the aim is to level the daily bed resource consumption as
much as possible. To state our MIP, we ¯rst show that ¹i is linear in the decision
variables xis. Let Dsd be a stochastic variable representing the number of patients
staying in the hospital exactly d days after one block of surgery by surgeon s. We
obtain:122 4.3. Linearization of the problem



































with dist(i;j) the distance between day i and day j in the week, de¯ned as i¡j+1
if day j precedes day i and l+i¡j +1 otherwise, ms the maximal number of days
a patient can stay in the hospital after surgery by surgeon s, psd the probability a
patient stays d days in the hospital after surgery by surgeon s and ns the number
of patients surgeon s can operate in one time block.
Expression (4.13) looks far more complicated than it is. We ¯rst note that the mean
number of patients of surgeon s staying exactly d days in the hospital equals psdns
(mean of a binomial distribution with probability of 'success' psd and ns trials).
Obviously, a patient that leaves the hospital after d days occupies a bed from day
0 to day d ¡ 1. Hence, if we consider a particular day i after the day of surgery j
we have to sum these expected values starting from the ¯rst LOS value reaching
day i. This LOS value is given by dist(i;j). For instance, if i = 3 (Wednesday)
and j = 1 (Monday) we have dist(i;j) = 3 ¡ 1 + 1 = 3. So, all patients staying
3 days (Monday, Tuesday and Wednesday) or more make up the expected number
of patients on Wednesday resulting from surgery on Monday. Obviously, when the
LOS exceeds the cycle time l, the corresponding expected number of patients has
to be added twice (or more), which explains the factor dd=le.
Since
Pms
d=dist(i;j) psdnsdd=le is a constant, the new objective is linear in the decision






xis = rs 8s 2 S (4.15)
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xjs 8i = 1;:::;l (4.17)
¹i · ¹ 8i = 1;:::;l (4.18)
xis 2 f0;1;2;:::;min(rs;bi)g 8s 2 S and 8i 2 A (4.19)
¹i ¸ 0 8i = 1;:::;l (4.20)
¹ ¸ 0 (4.21)
Constraint set (4.17) de¯nes the expected number of occupied beds on each day
i. Constraint set (4.18) imposes that ¹ exceeds each ¹i which ensures that the
objective minimizes the maximal expected bed occupancy ¹.
4.3.2 Variance
MIP1 aims at a schedule for which the maximal expected bed occupancy is reduced
as much as possible over the week. We could however increase the e®ectiveness of
our model by also taking into account the variances of the Zi variables. Indeed, a
schedule resulting from solving MIP1 may exhibit huge di®erences in the variances
of the Zi's. Figure 4.1 illustrates this point.
In this example we consider a cycle time of 1 week. The expected bed occupancy
distribution is quite level over all days of the week. However, the variance of the
bed occupancy is much larger on Thursday than on all other days. Consequently,
there is a fair chance of running out of beds each Thursday. The question thus
arises if it would be possible to include the variance in the objective function of our
MIP. Therefore, the variance of the Zi's must be linear in the decision variables. It
can be shown that this is true. For the mathematical derivation we refer the reader












Figure 4.1: The role of variance

















Let us illustrate this with a simple example. Consider the following distribution of
the LOS for each patient of surgeon s:
Table 4.1: LOS distribution for example 1
LOS (Nr. of days) 2 3 4 10 11
probability 0.2 0.3 0.1 0.3 0.1
Assume a cycle time of 1 week. For illustrative purposes, we opted for a LOS
distribution having a limited number of outcomes and a `tail' exceeding the cycleChapter 4. Building cyclic master surgery schedules with leveled resulting
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time. Although this example may not seem to be very realistic at ¯rst sight, it
could represent a scenario in which the operated patients can be divided into two
groups: the ¯rst group having no complications and leaving the hospital within 4
days and the second group having complications and staying much longer. Assume
it is known that this surgeon can operate 10 patients per block. Now, suppose
we assign one block on Monday to this surgeon. We illustrate the calculation of
E(U3;1;s) and var(U3;1;s). Let Dsd0 denote the number of patients staying d days
in the hospital who have undergone surgery in the previous week. We obtain:
E(U3;1;s) = E(Ds3 + Ds4 + Ds10 + Ds11 + Ds100 + Ds110)
= E(Ds3) + E(Ds4) + E(Ds10) + E(Ds11) + E(Ds100) + E(Ds110)
= E(Ds3) + E(Ds4) + 2E(Ds10) + 2E(Ds11)
= 0:3 ¤ 10 + 0:1 ¤ 10 + 2 ¤ 0:3 ¤ 10 + 2 ¤ 0:1 ¤ 10
= 3 + 1 + 6 + 2 = 12
var(U3;1;s) =var(Ds3 + Ds4 + Ds10 + Ds11 + Ds100 + Ds110)
=var(Ds3) + var(Ds4) + var(Ds10) + var(Ds11) + var(Ds100) + var(Ds110)
+ 2cov(Ds4;Ds3) + 2cov(Ds10;Ds3) + 2cov(Ds10;Ds4)
+ 2cov(Ds11;Ds3) + 2cov(Ds11;Ds4) + 2cov(Ds11;Ds10)
+ 2cov(Ds110;Ds100)
=var(Ds3) + var(Ds4) + 2var(Ds10) + 2var(Ds11)
+ 2cov(Ds4;Ds3) + 2cov(Ds10;Ds3) + 2cov(Ds10;Ds4)
+ 2cov(Ds11;Ds3) + 2cov(Ds11;Ds4) + 4cov(Ds11;Ds10)
=0:3 ¤ 0:7 ¤ 10 + 0:1 ¤ 0:9 ¤ 10 + 2 ¤ 0:3 ¤ 0:7 ¤ 10 + 2 ¤ 0:1 ¤ 0:9 ¤ 10
¡ 2 ¤ 0:1 ¤ 0:3 ¤ 10 ¡ 2 ¤ 0:3 ¤ 0:3 ¤ 10 ¡ 2 ¤ 0:3 ¤ 0:1 ¤ 10
¡ 2 ¤ 0:1 ¤ 0:3 ¤ 10 ¡ 2 ¤ 0:1 ¤ 0:1 ¤ 10 ¡ 4 ¤ 0:1 ¤ 0:3 ¤ 10
=8:3 ¡ 3 ¡ 2 = 3:3
We extend MIP1 so that the variance is taken into account. The objective is now to
minimize a maximal peak de¯ned as a weighted sum of the mean and the variance126 4.3. Linearization of the problem
of the daily bed occupancy. Let ¾2
i be the variance of Zi. Let w¹ and w¾2 be the
weight expressing the relative importance of respectively leveling the mean and the
variance of the bed occupancy. Consider a one unit increase in the mean occupancy
on a particular day. The ratio w¹ over w¾2 indicates the number of units that the
variance of the bed occupancy on that particular day should be decreased in order
to undo this increase. Let ° be the maximal weighted sum of mean and variance.





xis = rs 8s 2 S (4.24)
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xjs 8i = 1;:::;l (4.27)
w¹¹i + w¾2¾2
i · ° 8i = 1;:::;l (4.28)
xis 2 f0;1;2;:::;min(rs;bi)g 8s 2 S and 8i 2 A (4.29)
¹i ¸ 0;¾2
i ¸ 0 8i = 1;:::;l (4.30)
° ¸ 0 (4.31)
Upon detection of a solution, the weights w¹ and w¾2 can be adjusted in order to
obtain a better solution in terms of the (non-linear) objective under consideration.
If, for instance, the day with the highest weighted peak has a high variance, it
might be useful to slightly increase w¾2 and rerun the MIP optimizer. Preliminary
tests indicated that 0.8 and 0.2 for respectively w¹ and w¾2 are good weights for
minimizing the total expected bed shortage (TEBS).Chapter 4. Building cyclic master surgery schedules with leveled resulting
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4.3.3 NP-hardness proof of the linearized problem
In what follows an NP-hardness proof for problem MIP1 is given. The NP-
hardness is proven by means of a transformation from 3-PARTITION. This problem
can be described as follows:
3-PARTITION: Given a set T = f1;:::;3tg and positive integers a1;:::;a3t and c
with
P
j2T aj = tc, can T be partitioned into t disjoint 3-element subsets Ti such
that
P
j2Ti aj = c (i = 1;:::;t)?
This celebrated problem was the ¯rst number problem that was proven to be NP-
complete in the strong sense. A (very) small problem instance will illustrate this
problem: the set T consists of 6 elements with corresponding values of 3, 3, 3,
4, 4 and 5. The values of t and c are obviously 2 (3*2=6 elements) and 11
(3+3+3+4+4+5 = 22 = 2*11), respectively. for this problem instance the an-
swer is positive: T1 could consist of elements 1, 2 and 6 with corresponding values
of 3, 3 and 5, whereas the second set T2 then consists of the remaining three ele-
ments 3, 4 and 5 with values 3, 4 and 4.
Given any instance of the 3-PARTITION problem, an instance of the problem MIP1
can be constructed in the following way:
￿ The cycle time (l) equals t; there are no inactive days (A = f1;:::;tg).
￿ The number of blocks per day (bi) equals 3.
￿ The number of surgeons equals the number of di®erent values in the set T.
￿ The number of patients each surgeon s can operate per block (ns) equals the
corresponding value.
￿ The number of requested blocks per surgeon (rs) equals the number of times
the corresponding value occurs in set T.
￿ The LOS of the patients is deterministic and equals 1 for each surgeon, i.e.
ps1 = 1;8s;psd = 0;8s;8d 6= 1.128 4.3. Linearization of the problem
We show that 3-PARTITION has a solution if and only if there exists a feasible
schedule with ¹ = c.
Suppose that 3-PARTITION has a solution fT1;:::;Ttg. A feasible schedule with
value ¹ = c is then obtained as follows. Each set T1;:::;Tt represents an operating
day containing 3 blocks at which the surgeons corresponding to the elements in the
set are scheduled. The number of patients occupying a bed on each day amounts to
c which is the sum of the operated patients during each day. In order to prove the
optimality of the solution, we show that ¹ = c equals a lower bound. Since each pa-





j2T aj = tc. If we manage to distribute all these patients per-
fectly balanced over the cycle time, we obtain a solution of (
P
j2T aj)=t = tc=t = c.
It follows that ¹ = c is a lower bound to our problem.
Conversely, suppose that there is a feasible schedule with value ¹ = c. First of
all, three blocks must have been assigned at each day, since the total number




i=1;:::;l bi = 3t). By de¯nition, we have for each day i: ¹i · ¹. Now, since each





j2T aj = tc. Hence, if the schedule would have a day i for
which ¹i < ¹, then there must be another day having a ¹i > ¹. By de¯nition,
this is not possible and thus each day must have a ¹i equal to ¹ = c. Hence, each
day i = 1;:::;t represents a set of 3 elements (surgeon-block assignments) with the
sum of their values (nr. of operated patients) equal to c. This is a solution to
3-PARTITION. Since MIP1 is a special case of MIP2, MIP2 is also NP-hard in
the strong sense. Q.E.D.
4.3.4 Special cases
In this section a number of special cases of model MIP2 are discussed. When w¾2
equals 0, the variance is ignored and model MIP1 will result. When w¹ equals 0,
the mean is ignored and MIP2 will minimize the maximal variance of the daily bed
occupancy. This means that the resulting bed occupancy may exhibit peaks on cer-
tain days of the week. However, these peaks will be easily predictable. This model
is appropriate if the resource under consideration can easily be scheduled to antic-
ipate the peak demands. An example of such a °exible resource is non-specializedChapter 4. Building cyclic master surgery schedules with leveled resulting
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manpower or beds merely seen as physical units (material resource). In many hos-
pitals, an institution may have X beds physically available, but only (X ¡Y ) beds
actually sta®ed. The number of sta®ed beds (involving highly skilled personnel)
is generally not adaptable at short term. The model developed in Chapter 6 that
explicitly integrates the nurse and surgery scheduling process, is more appropriate
to deal with this issue.
The relative importance of w¾2 and w¹ might be dependent on the presence (or
absence) of an external stochastic process consuming the resource under consider-
ation. In our example, beds might be occupied by emergency cases. Consider ¯rst
the situation in which there is no such external process. Suppose we set w¾2 equal
to 0 and ¯nd an 'optimally' leveled solution. However, given unevenly distributed
variances, there are certain days in which there is a fair chance of bed shortage.
We might obtain a better solution by slightly increasing w¾2. Assume that in the
new solution, although the mean bed day occupancies exhibit larger di®erences, the
sum of the probabilities of bed shortages is much smaller. Hence, in this situation
a positive value for w¾2 is clearly better in the absence of external stochastic pro-
cesses. However, if we do allow for external processes to consume resources, this
conclusion might not hold any more. Since no single model will ever include all
sources of variability in hospital environments, this is certainly an interesting point
for further research.
4.3.5 Percentile minimization
The variance could be incorporated in a slightly di®erent way. Instead of calculating
the true mean and the true variance and minimizing the maximum of the weighted
sum, one could directly calculate the contribution of each decision variable xis to
some kind of weighted measure. Therefore, we take the contribution to the mean
and add nstdev times the square root of the contribution to the variance. For
















The model is then totally equivalent with MIP1 (4.14-4.21) except for the coe±-
cients of constraint (4.17). Although referred to as percentile minimization, the
model does not necessarily minimize the highest percentile peak. Minimizing the
highest percentile peak is equivalent to minimizing the highest tail distribution and
is a non-linear problem. Instead, we try to measure the contribution of each vari-
able to each day's percentile with a linear weight and solve the problem with a
linear optimizer. We choose to take the root of the variance contributions, because
standard deviations are more common when referring to distribution tails.
4.3.6 Stochastic ns
An important drawback of our model is the assumption of deterministic numbers of
patients (ns). In this section we extend our model so that it can handle stochastic
ns's and we prove that it is still possible to express both the mean and the variance
as linear combinations of the decision variables.
Introducing stochastic ns's following a multinomial distribution does not destroy
the linearity of both average and variance. Hence, instead of assuming deterministic
patient numbers, we can deal with uncertainty: for instance for a particular surgeon
the number of operated patients equals 7 with probability 10%, 8 with probability
20%, 9 with probability 40% and 10 with probability 30%. We show how the
expressions for both mean and variance are extended so that they incorporate this
additional stochastic information. For the mathematical derivation the reader is
referred to Appendix B. Let Ns be a stochastic variable representing the number of
patients for surgeon s. k = 1;:::;qs are the di®erent (discrete) states of this variable
with hsk being the probability and nsk the corresponding number of patients in state
k for patient s. The formulas are as follows:Chapter 4. Building cyclic master surgery schedules with leveled resulting
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In conclusion, incorporating numbers of patients following a multinomial discrete
probability distribution preserves the linearity of both the mean and the variance of
the daily bed occupancy. Hence, the above outlined MIP's can perfectly incorporate
this source of uncertainty.
4.4 Solving the original problem
MIP2 could be solved with a commercial MIP solver. Preliminary tests indicated
that the LP relaxation gap of MIP2 is fairly small. This suggests that it will be
di±cult to develop a speci¯c (branch-and-bound) algorithm that could solve the
problem more e±ciently. Moreover, the problem is NP-hard as has been proven in
Section 4.3.3. Nevertheless, a number of interesting research questions remain:
1. Do the proposed integer programming models provide good solutions to the
original problem P1 (4.1-4.4)?
2. Would it be possible to use these models in order to develop a heuristic that
provides better results?
3. Which of the presented models/heuristics is best suited to solve the original
problem P1?132 4.4. Solving the original problem
4. Is the best choice dependent on certain problem dimensions?
5. How do the results compare to a metaheuristic approach in which the objec-
tive function is evaluated directly?
4.4.1 Objective function
To solve P1, it is necessary to evaluate objective function (4.1). To do this, the exact
bed usage probability distributions for each day, given a particular surgery sched-
ule, must be found. Unfortunately, computing these general discrete distribution
functions involves the enumeration of an exponential number of probability states,
which is computationally very hard. Accordingly, we will employ a simpli¯cation,
making use of the central limit theorem. According to this theorem, each variable
which is the sum of a number of independent variables, is approximately normally
distributed with mean equal to the sum of the independent means and variance
equal to the sum of the independent variances. Recall that the independent means
and variances can easily be calculated exactly. Hence, for calculating the shortage
probabilities we can simply make use of the standard cumulative normal distribu-
tion functions. For calculating the expected shortages we have to apply numerical















This expression sums up all shortages (zi ¡ ci) multiplied by the corresponding
probabilities. The integral starts at ci + 0:5 (and not at ci or at ci + 1) to take
into account a continuity correction for approaching a discrete function with a con-
tinuous one. These integrals were calculated by the numerical integration routines
provided in GNU Scienti¯c Library (GSL) version 1.3 (Galassi et al., 2003).
In what follows, three heuristics will be presented that aim at the minimization of
this objective: a repetitive MIP heuristic, a quadratic MIP heuristic and a local
search heuristic (simulated annealing).Chapter 4. Building cyclic master surgery schedules with leveled resulting
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4.4.2 Repetitive MIP heuristic
As the name suggests, the repetitive MIP heuristic involves the successive solving
of a number of MIP's. After each solution an extra constraint is added to the
model, which limits the search space. For the moment we will only concentrate
on the averages and thus neglect the impact of the variance. This is motivated by
the observation that the average and variance of each Zi are positively correlated
and hence low averages tend to go together with low variances and vice versa. We
implemented two repetitive MIP heuristics, to which we refer as REPMIP1 and
REPMIP2 respectively.
REPMIP1 works as follows:
1. TEBS = 1.
2. Solve MIP1 (4.14)-(4.21). If the found schedule results in a lower total ex-
pected bed shortage, save it as being the best found. Let ^ ¹ be the optimal
objective value and let i be the day with the maximal peak (¹i = ^ ¹), i.e., the
day for which the corresponding constraint in constraint set (4.18) is binding.
3. Add an extra constraint to the model: ¹i · ^ ¹ + ².
4. Make ¹i no longer contribute to the objective function. Therefore, delete
¹i · ¹ out of constraint set (4.18).
5. Go back to step 2. Repeat this until a certain stop criterion is met.
The idea is that after the minimization of the highest peak, the second highest peak
is to be minimized, while the peak of the highest day is kept below a certain limit.
Next, the third highest peak is minimized with constraints on the ¯rst two peaks
and so on... . The value of ² determines to which amount the previous peak(s) can
be exceeded. If ² equals 0, the search space is limited most from MIP to MIP. ²
can be made dependent on the progression of the algorithm. The solution of each
MIP provides a surgery schedule which could be evaluated by calculating the total
expected bed shortage (TEBS), for which we do a number of numerical integrations
(4.36). The best schedule is saved.134 4.4. Solving the original problem
REPMIP2 works as follows:
1. TEBS = 1.
2. Solve MIP1 (4.14)-(4.21). If the found schedule results in a lower total ex-
pected bed shortage, save it as being the best found. Let · ¹i be the lowest
bed occupancy peak and let i be the day with this minimal peak.
3. Add an extra constraint to the model: ¹i ¸ · ¹i + ².
4. Solve the adapted model. If the found schedule results in a lower total ex-
pected bed shortage, save it as being the best found.
5. Increase the right hand side value of the constraint, added in step 3 with ²
over the current usage of beds on day i.
6. Go back to step 4. Repeat this until a certain stop criterion is met.
The idea is that after the minimization of the highest peak, the lowest peak is
identi¯ed. Next, the model is resolved with an extra constraint which prohibits the
current solution by implying an increase in the lowest peak. The aim is that the
overcapacity in this lowest peak is divided over all other days but the peak day. ²
determines to which amount the previous o®-peak(s) has to be exceeded. A typical
value for ² is 0.01. Typical end criteria include the detection of an infeasible model
and/or the peak of the lowest day exceeding a certain limit (e.g., the overall average
bed occupancy). The solution of each MIP provides a surgery schedule which could
be evaluated by calculating the total expected bed shortage (TEBS), for which we
do a number of numerical integrations (4.36). The best schedule is saved.
The repetitive MIP models can be seen as non-archimedean (or preemptive) weighted
goal programming approaches (see, e.g., Blake and Carter (2003)). An important
di®erence is, however, that in these repetitive MIP models the objective function
optimized by the separate MIPs serves only as a guideline for the real (non-linear)
objective. After each MIP optimization, the solution is evaluated in terms of the
TEBS objective and only when this solution is better, the solution is being saved.
Moreover, given a strictly positive value for ², a higher priority goal (minimizing
the highest peak) may be degraded in favor of a lower priority goal (minimizing
the second highest peak). This is the case when the best found solution contains aChapter 4. Building cyclic master surgery schedules with leveled resulting
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peak which is higher than the maximal peak found by solving one or more of the
individual MIPs. Hence, it might be perfectly possible that a solution found by
solving one of the early MIPs is weaker (in terms of TEBS) than a solution found
by one of the later MIPs. However, since the solution space is very complicated, it
is impossible to state that the TEBS solution value arising from solving a particular
MIP will always be dominated by a solution found by solving another particular
MIP.
4.4.3 Quadratic MIP heuristic
In this heuristic, variances are ignored and only the means are taken into account.
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xjs 8i = 1;:::;l (4.40)
xis 2 f0;1;2;:::;min(rs;bi)g 8s 2 S and 8i 2 A (4.41)
¹i ¸ 0 8i = 1;:::;l (4.42)
¹ ¸ 0 (4.43)
Since
P
i2A ¹i is constant and hence independent of the surgery schedule, this model
explicitly tries to level the peaks as much as possible. Note that the minimization
of x2
1 + x2
2, subject to x1 + x2 = a results in x1 = x2 = a
2. Note also that
P
i2A ¾2
i is constant and hence independent of the surgery schedule, thus we might
also take into account the variances. This might be appropriate for resources for
which explicit leveling of the variances is important. For minimizing the total
expected bed shortage, which can be seen as \leveling the distribution functions",
preliminary results indicated that leveling the variances results in poor solutions.136 4.4. Solving the original problem
Hence, the quadratic MIP has only been tested with respect to the averages. Again,
we evaluate the resulting surgery schedule by calculating the objective function by
computing a number of integrals (4.36).
4.4.4 Simulated annealing
Simulated annealing (SA) is a technique to ¯nd a good solution to an optimization
problem by trying random variations of the current solution. A worse variation is
accepted as the new solution with a probability that decreases as the computation
proceeds. The slower the cooling schedule, or rate of decrease, the more likely the
algorithm is to ¯nd an optimal or near-optimal solution. This technique stems from
thermal annealing which aims to obtain perfect crystallizations by a slow enough
temperature reduction to give atoms the time to attain the lowest energy state.
The search tries to avoid local minima by jumping out of them early in the compu-
tation. Towards the end of the computation, when the temperature, or probability
of accepting a worse solution, is nearly zero, this simply seeks the bottom of the
local minimum. The chance of getting a good solution can be traded o® with com-
putation time by slowing down the cooling schedule. The slower the cooling, the
higher the chance of ¯nding the optimum solution, but the longer the run time.
Thus e®ective use of this technique depends on ¯nding a cooling schedule that gets
good enough solutions without taking too much time. The algorithm is based upon
that of Metropolis et al. (1958), which was originally proposed as a means of ¯nd-
ing the equilibrium con¯guration of a collection of atoms at a given temperature.
The connection between this algorithm and mathematical minimization was ¯rst
noted by Pincus (1970), but it was Kirkpatrick et al. (1983) who proposed that
it forms the basis of a search technique for combinatorial (and other) problems.
Good theoretic expositions on simulated annealing can also be found in Huang et
al. (1986) and Van Laarhoven and Aarts (1988).
A basic SA implementation is used. Our neighborhood is de¯ned as all solutions
which could be obtained after swapping two surgery blocks from the current solu-
tion. The ¯rst block is chosen randomly. The second block is the ¯rst encountered
block for which a swap results in an improvement (decrease) of the objective value.
If no such block can be found, the block leading to the smallest increase is chosen.
Since swaps between one surgeon and swaps between one day have no impact on
the objective function, these swaps are not taken into account. In order to decideChapter 4. Building cyclic master surgery schedules with leveled resulting
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whether or not to accept a worse solution, a standard Boltzman function is evalu-
ated. Let T denote the temperature and ¢f the decrease in objective function. For
swaps with negative ¢f the probability of acceptance is given by e
¢f
T . Of course,
the best found schedule is saved.
The advantage of SA over the previous two methods is that the true objective can
immediately be evaluated. In contrast, the repetitive MIP heuristic optimizes a se-
ries of linear objective functions which hopefully result in a schedule that minimizes
the true objective. Similarly, the quadratic MIP heuristic evaluates a quadratic ob-
jective instead of the true objective. The main drawback of SA is that experiments
are required to ¯nd good values for T and the temperature decrease function. The
probability of a worse solution being accepted should be large at the start of the
search and small towards the end.
4.5 Computational experiment
4.5.1 Test set
To study the computational performance of the heuristics, a test set was composed.
All test problems involve a cycle time of 7 days in which the last two days are not
available to allocate operating room time (weekend). Seven factors were identi¯ed
that could have an impact on the complexity of the problem. These are: (1) the
number of time blocks per day, (2) the number of surgeons, (3) the division of
requested blocks per surgeon, (4) the number of operated patients per surgeon, (5)
the probability of a no show as a measure of the variability in this number, (6) the
length of stay (LOS) distribution and ¯nally (7) the bed capacity. If we consider
two settings for each factor and repeat each factor combination 3 times, we obtain
27 ¤ 3 = 384 test instances. Table 4.2 contains the settings for these seven factors.
Some of the factor settings require some further explanation.
The number of blocks per day is drawn from a uniform distribution with bounds
3 and 6 in the ¯rst setting and 7 and 12 in the second setting. The third fac-
tor indicates whether or not the requested blocks are evenly distributed among all
surgeons; e.g., if there are 20 time blocks and 5 surgeons, each surgeon requires
4 time blocks in the evenly distributed case, whereas in the unevenly distributed138 4.5. Computational experiment
Table 4.2: Design of experiment
Factor Nr. blocks Nr. Division Nr. patients Prob. LOS Capacity
setting per day surgeons req. blocks per surgeon no show
1 3-6 3-7 evenly 3-5 5% 2-5 105%
distributed
2 7-12 8-15 not evenly 3-12 10% 2-12 110%
distributed
case huge di®erences can occur. Factor 5 de¯nes the probability of a no show. The
higher this probability, the higher the variability in the number of operated patients
distribution for each surgeon. For the LOS in factor 6 we simulated exponential
distributions (made discrete by use of binomial distributions) with mean dependent
on the factor setting. Finally, the capacity was set as follows. First we calculate
the total bed occupancy, i.e., sum up all (expected) LOS days of all (expected) pa-
tients of all surgeons. This number was divided by 7 in order to obtain the absolute
minimum required capacity. Next, depending on the factor setting this capacity
was increased with 5 or 10%.
4.5.2 Tested heuristics
The heuristic algorithms summarized in Table 4.3 have been tested on these 384
test instances. Preliminary tests indicated that SA2 needs very large computa-
tion times. The reason is that the evaluation of the true objective (via numerical
integration) is very time consuming. Therefore, a third SA heuristic (SA3) was
implemented in which the objective is a weighted sum of the squared average daily
bed occupancies (as in QP) and the total shortage probability. This new objective
can be evaluated instantly and hence many more iterations of SA can take place.
Since the total squared sum of daily average bed occupancies is much larger than
the total shortage probability, this ¯rst measure is normalized so that it falls in a
range from 0 (minimum) to 1 (maximum). The end criterion of SA3 is the same
as in SA2 (1000 iterations). Additionally, a new heuristic was written in which theChapter 4. Building cyclic master surgery schedules with leveled resulting
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start solution is given by the solution found by the QP heuristic followed by 250
iterations of SA (QP+SA). Here, the evaluation function is again the true objective.
4.5.3 Computational Results
The heuristics were implemented in Visual C++ and linked with CPLEX 8.1
(ILOG, 2002) as a callable optimization library to perform linear and quadratic
optimization. All our experiments were performed on a 2.4 GHz Pentium 4 PC
with the Windows XP operating system. Table 4.4 contains the results of our ex-
periment. This table contains average values (over all 384 test instances) for the
total expected bed shortages (TEBS) and average values and standard deviations
Table 4.3: Tested heuristics
Abbrev. Description
MINMU Minimize average peak (=MIP1)(4.14-4.21)
MINWEIGHTED Minimize weighted peak
(=MIP2 with w¹ = 0:8 and w¾2 = 0:2) (4.23-4.31)
REPMIP1 Repetitive MIP model 1 with ²=1% of previous peak
REPMIP2 Repetitive MIP model 2 with ²=0.01
QP Quadratic Programming model (4.37-4.43)
MINMUPERC Same as MINMU, but now based on percentiles (see 4.3.5)
nstdev = 0:2
REPMIP1PERC Idem for REPMIP1
REPMIP2PERC Idem for REPMIP2
QPPERC Idem for QP
SA1 Simulated annealing (4.4.4)
objective=min. total expected shortage
initial temperature=500
temperature update interval=10 iterations
temperature update function=0.95*previous temperature
end criterion=max. time all previous heuristics
SA2 See SA1
except for end criterion=1000 iterations
SA3 See SA2
except for objective=QP and total shortage probability
SA+QP SA with end criterion=250 iterations and starting solution from QP140 4.5. Computational experiment
for the computation times (in milliseconds). The standard deviations give an indi-
cation of the variability of the computation times for each heuristic.
Figures 4.2 and 4.3 visualize this table. Note that the Y-axis in Figure 4.3 has a log-
arithmic scale. From these ¯gures we can draw a number of conclusions. First of all,
if we look at the expected shortages, we see that SA2 and SA+QP ¯nd the best solu-
tions (no signi¯cant di®erences), followed by REPMIP2, REPMIP2PERC, QP and
QPPERC. Additionally, a repeated measures analysis was done with SAS to draw
well-founded conclusions. F-tests (Type III) on the di®erent contrasts indicated
that the solutions found by SA2 were signi¯cantly (® = 0:05) better than those
found in REPMIP2, REPMIP2PERC, QP and QPPERC, between which no signif-
icant di®erence could be found. The results from REPMIP1 and REPMIP1PERC
are signi¯cantly worse than the previous four heuristics. Finally, MINMU, MIN-
WEIGHTED, MINMUPERC and SA1 performed signi¯cantly worse than all pre-
vious heuristics, but again no signi¯cant di®erences could be found between them.
SA3 performs signi¯cantly worse than all other heuristics.
With respect to the computation times, four groups can be distinguished (from
smallest to largest computation time): (1) the quadratic MIP heuristics (QP and
QPPERC), (2) the single MIP heuristics (MINMU, MINWEIGHTED and MINMU-
Table 4.4: Computational results
Heuristic Avg. exp. shortage Avg. comp. time St. dev. comp. time
(TEBS) (ms) (ms)
MINMU 9.346 76.510 228.334
MINMUPERC 9.362 78.518 405.307
MINWEIGHTED 9.219 86.174 195.423
REPMIP1 7.853 17833.776 321353.376
REPMIP1PERC 7.941 3981.865 42299.126
REPMIP2 7.278 2624.906 5145.229
REPMIP2PERC 7.278 2168.659 3888.637
QP 7.312 27.951 20.946
QPPERC 7.464 26.443 19.029
SA1 9.536 22109.503 323544.954
SA2 6.698 56808.042 20574.437
SA3 11.513 230.773 87.025



















































































































































































































































Figure 4.3: Comparison of heuristic computation times142 4.5. Computational experiment
PERC) and SA3, (3) the repetitive MIP heuristics (REPMIP1, REPMIP1PERC,
REPMIP2 and REPMIP2PERC), SA1 and SA+QP and (4) SA2. Recall that the
computation time given to SA1 equals the largest of the MIP heuristics and hence,
SA1 is obviously situated in the third group. From the standard deviations it may
be concluded that the computation time of REPMIP1 and SA2 are highly variable.
Analyzing computation times in SAS yielded no signi¯cant di®erence between QP
and QPPERC. The quadratic MIP heuristics outperform all other heuristics, al-
though no signi¯cant di®erences could be found with REPMIP1, REPMIPPERC
and SA1, due to the large variability in these data.
The most important conclusion is that the SA approach outperforms the MIP ap-
proaches in terms of solution quality, but is outperformed with regard to the needed
computation time. Therefore, when both solution quality and computational ef-
fort are important, SA initiated with the solution found by a QP, seems to be the
most appropriate solution approach. A second important observation is that the
quadratic MIP heuristics dominate the repetitive MIP heuristics with regard to
both solution quality and computational e®ort.
The impact of the di®erent factor settings on the computation time is dependent
on the applied heuristic. The e®ects have been tested using F-tests (type III). Ta-
ble 4.5 provides the p-values of the di®erent factors for each heuristic. Signi¯cant
factors (® = 0:05) are indicated with a *.
It is possible to distinguish between ¯ve groups. For the ¯rst group, consisting of
the single MIP heuristics (MINMU, MINMUPERC and MINWEIGHTED), only
the ¯rst two factors (the number of blocks per day and the number of surgeons)
have a signi¯cant (positive) impact on the computation time. Due to the huge
variability in computation times, no signi¯cant factors could be found for REP-
MIP1 and REPMIP1PERC. Since SA1 gets the largest computation time of the
MIP heuristics, this heuristic obviously also belongs to this second group. REP-
MIP2 and REPMIP2PERC are situated in a third group for which a third factor
becomes signi¯cant: the number of patients per surgeon. Also here there is a posi-
tive in°uence on the computation time. For the quadratic MIP heuristics (QP and
QPPERC) yet another signi¯cant factor is added: the LOS (Length Of Stay of
the patients). The in°uence of this factor is however negative. Hence, the longer


























































































































































































































































































































































































































































































































































































































































































































































































8144 4.6. Simulation study
program. The ¯fth group consists of the remaining SA heuristics (SA2, SA3 and
SA+QP, in which the end criterion is determined by a ¯xed number of SA itera-
tions). Here also factor 3 (whether or not the blocks are equally divided over the
surgeons) becomes signi¯cant. It turns out that SA can solve the problem faster
when the blocks are not equally divided, which is not surprising since the number
of possible exchanges is larger when all surgeons are equally represented and hence
more evaluations need to be done per iteration. This also explains why this factor
is not signi¯cant in SA3, for which the computationally expensive evaluation func-
tion is replaced with an easily computable one. The probability of a no show and
(over)capacity do not play any role in the complexity of the problem, no matter
which heuristic is applied.
4.6 Simulation study
Recall that in order to calculate expected shortages, the bed occupancy distribu-
tions are approached with normal distribution functions (see Section 4.4.1). Al-
ternatively, the found schedules could have been evaluated using simulation. The
reason why this was not done in the computational experiments described earlier is
that (reliable) simulation takes too much computation time. However, to verify the
accuracy of our results, a simulation experiment was done in which the predicted
values (averages, variances and shortages) are compared with simulated values. In
this part we summarize the ¯ndings of this experiment.
The experiment involved all 384 test instances. Each problem was again solved with
the quadratic programming heuristic (QP). For each problem the total average
and total variance of the bed occupancy (summed up over all 7 days) and total
bed shortage resulting from the found schedule are calculated both through the
theoretical results as outlined above and obtained through simulation:
1. Predicted values: the average and the variance are calculated using the the-
oretical formulas derived above. Expected shortages are calculated by ap-
proaching the bed occupancy distributions with normal distributions and
applying numerical integration as described above.
2. Simulated values: the average, the variance and the shortages are calculated
by simulating 1000 periods, taking into account a warm-up period in order
to reach a steady state.Chapter 4. Building cyclic master surgery schedules with leveled resulting
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The experiment provided three series (averages, variances and expected shortages)
of predicted and simulated data. These series were compared using a paired Stu-
dent T-test (two-tailed). In the left part of Table 4.6 the results are given. The
extremely small p-values for both the variance and the expected shortage indicate
that these predicted values are di®erent from the simulated ones. It turns out that
the predicted variances are larger and hence also the predicted shortages are larger
than the simulated ones.
The reason for this discrepancy is that the theoretical results do not take into
account autocorrelation in the data. Indeed, a subset of the patients occupying a
bed at period t will also occupy a bed at period t + 1, namely those patients that
stay longer than a cycle in the hospital. This means that the number of patients
in the hospital at period t + 1 can partly be explained by the number at period
t. In other words, both numbers are dependent. When simulating more periods,
the di®erence between numbers of occupied beds of subsequent periods di®er less
than expected from theoretical results, making the true variance smaller than the
predicted one. In order to verify this explanation, the T-tests are repeated, but
now only including those instances having the ¯rst setting of factor 6 (i.e. with
LOS below the cycle time). The results are indicated in the right column of Table
4.6. As was expected, all p-values are now su±ciently high, indicating that the
assumption of a (structural) di®erence between the predicted and the simulated
data can be rejected.
Table 4.6: Predicted versus simulated data
All 384 instances Only 192 instances
with LOS < cycle time
Pred. Sim. p-value Pred. Sim. p-value
Avg. bed occupancy 967.85 967.82 0.4102 651.53 651.47 0.20
Avg. var. bed occupancy 170.02 151.24 < :0001* 130.02 129.95 0.76
Avg. total bed shortage 7.29 7.14 < :0001* 11.34 11.33 0.80146 4.7. Conclusions
4.7 Conclusions
The purpose of this chapter is to propose and compare models and algorithms for
building cyclic surgery schedules. Compared to existing approaches this is the ¯rst
work in which concrete models are presented that aim at leveling the resulting
bed occupancy and enable to predict performance measures as the daily expected
bed occupancy, the variance on this occupancy, the expected bed shortage and the
probability of a shortage on each day. The models take into account stochastic
numbers of patients per operating room block and a stochastic length of stay for
each operated patient.
One can distinguish between two approaches: a MIP based approach and a meta-
heuristic approach. In the ¯rst approach the non-linear objective function is being
replaced with a linear (or quadratic) one and the resulting models are solved with a
state-of-the art MIP solver. Models have been proposed that aim at the minimiza-
tion of the highest expected bed occupancy peak, highest bed occupancy variance
or a combination of both. Additionally, a number of repetitive MIP solving algo-
rithms have been developed. The second approach preserves the original objective
function and searches a good solution by means of a metaheuristic (simulated an-
nealing) approach. All algorithms have been extensively tested and their results
compared. The best solutions are found with the simulated annealing approach.
However, this approach also takes the longest computation times. Concerning the
MIP based approaches, the best results are obtained with the quadratic program-
ming (QP) models in terms of both solution quality and computation time. A
hybrid approach in which a simulated annealing search is initiated with a sched-
ule found by a quadratic program yields good results with regard to both solution
quality and computation time.
The overall conclusion is that the best results are obtained by a metaheuristic ap-
proach in which the true objective is evaluated. However, MIP approaches involving
linearized and/or quadratic objective functions entail important advantages com-
pared to metaheuristic approaches. First of all, these approaches manage to ¯nd
good solutions within small computational e®ort. Second, a MIP model can easily
be tuned to meet speci¯c requirements. Incorporating an extra real-life restriction
can often be done by simply adding a constraint to the MIP, whereas metaheuris-
tics usually require some extra coding in order to cope with the modi¯ed problem.Chapter 4. Building cyclic master surgery schedules with leveled resulting
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Moreover, the di®erent weights can easily be adapted so that the model delivers
solutions that are appropriate in speci¯c cases. For instance, when the peak vari-
ances are the main problem, the (quadratic) MIP with the weight for the variance
equal to 1 may be appropriate. Finally, the single and quadratic MIP approaches
allow the scheduler to ¯nd answers to questions as \What is the lowest maximal
peak in the mean (variance) bed occupancy that can possibly be achieved?" or
\What is the most leveled mean bed occupancy possible?". The answers to these
questions can provide decision-makers (schedulers) with important insights into the
characteristics of the system.
The developed models are very basic. Only two types of constraints have been
considered: surgery demand and operating room capacity constraints. For real-
life applications a number of additional constraints are required such as workforce
capacity constraints (anaesthetists, nursing sta®), surgeons preference constraints
(e.g., all blocks at maximal two di®erent days), material requirement constraints,
transition constraints (change of equipment from one surgery group to another) etc.
It would be interesting to implement these models for a real-life case to see to what
extent they can improve existing practices. This is the ¯rst and most important
item for future research. From a theoretical point of view, it would be interesting
to see which extensions could easily be handled by which solution approach and
which not. Furthermore, the impact of these extensions on both solution quality




occupancy: A case study
This chapter describes a real-life application of the algorithms for building cyclic
master surgery schedules with leveled resulting bed occupancy proposed in Chapter
4. The study starts from detailed information on all elective surgery interventions
during a 1-year period in a medium-sized Belgian hospital. For each surgeon-
hospitalization unit combination multinomial distribution functions are derived for
both the number of operated patients per operating room block and the length of
stay of each operated patient. These distribution functions serve as the input for
the algorithms. Leveling is achieved by either mixed integer programming tech-
niques involving the solution of a min-max optimization problem and a quadratic
optimization problem, or a simulated annealing heuristic that minimizes the total
probability of bed shortage or, alternatively, the total expected bed shortage.
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5.1 Introduction
The purpose of this chapter is to present a real-life application of the theoretical
models proposed in Chapter 4. Recall that these models enable us to build a cyclic
master surgery schedule for which the resulting bed occupancy is leveled as much as
possible and for which performance measures as the daily expected bed occupancy,
the variance on this occupancy, the expected bed shortage and the probability of
a shortage on each day can be predicted. Multinomial distribution functions are
assumed for both the number of patients per operating room block and the length
of stay (LOS) of each operated patient. The models applied in this case study
are slightly extended implementations of the theoretical ones. The most important
extension includes that more than one hospitalization unit is considered, leading to
probability distributions for each surgeon-hospitalization unit combination. Also,
block sizes may vary or, in other words, room allocations to surgeons can have vari-
able durations. This extension has some consequences for the simulated annealing
approach for which we have added a corresponding neighborhood move (see fur-
ther). Finally, a real-life constraint is added that prevents individual surgeons from
being scheduled in di®erent rooms at the same time.
The rest of this chapter is structured as follows. Section 5.2 gives an outline of
the theoretical background of the models applied in this study. Section 5.3 gives
some more information on the hospital that has provided the data for this case
study. Section 5.4 contains a discussion of the input analysis. More speci¯cally,
it is explained how the multinomial probability distributions are ¯tted for both
the number of operated patients and the LOS of each operated patient for each
surgeon-hospitalization unit combination. Section 5.5 contains a presentation of
the graphical user interface that was built on top of the algorithms to visualize the
operation and performance of the system. Section 5.6 discusses the results obtained
by applying the di®erent approaches while Section 5.7 draws conclusions and lists
some topics for future research.
5.2 Theoretical background
The algorithms that are applied to build the master surgery schedule can be di-
vided into two classes. The ¯rst class consists of mixed integer programming ap-
proaches. A distinction is made between linear min-max optimization approachesChapter 5. Building cyclic master surgery schedules with leveled resulting
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and a quadratic optimization approach. The second class consists of a simulated
annealing heuristic that minimizes the total probability of bed shortage or, alterna-
tively, the total expected bed shortage. The general principle behind both the MIP
approaches and the metaheuristic approach is the same. Using the information on
the stochastic distribution functions of the number of operated patients per block as
well as the length of stay of each operated patient, both the mean and the variance
of the daily bed occupancies by the elective cases can be calculated exactly for each
hospitalization unit. To this purpose, the contribution of each surgeon-block allo-
cation to the mean and variance of the daily bed occupancy of each hospitalization
unit must be known. The respective formulas to calculate these contributions have
been derived in Chapter 4.
The way in which the mean and variance of the daily bed occupancies are used to
build a good cyclic master surgery schedule di®ers between the di®erent approaches.
In the linear MIP approaches, the maximum of the daily mean (variance of the) bed
occupancies is minimized. In the quadratic MIP approach, the daily mean (vari-
ance of the) occupancies are explicitly leveled by minimizing the quadratic sum.
The models are solved by a state-of-the-art mixed integer programming optimizer.
For the simulated annealing approach, shortage probabilities are calculated by as-
suming normally distributed bed occupancies, making use of the central limit the-
orem. Additionally, by applying numerical integration techniques, expected short-
ages can be calculated. The objective function then involves the minimization of
either the total shortage probability or the total expected shortage. To achieve this
objective the algorithm iteratively explores neighbor solutions. A neighborhood
move either involves an exchange of full block allocations (this move may include
several surgeons) or involves an exchange between individual surgeon allocations to
blocks. If an exchange leads to a better solution, the change is accepted. Otherwise,
the change is rejected with an increasing probability towards the end of the search
process.
5.3 Case study
The case study presented entails the Virga Jesse Hospital, situated in Hasselt, Bel-
gium. The 2004 annual report of this medium-sized hospital shows an important152 5.4. Input analysis
increase in activities. In 2004 the number of inpatient admissions has grown to a
historical record of 21,923. In the same year the total revenues increased with 13
million Euro up to 163 million Euro. Also the number of outpatient admissions
(referred to as day hospitalizations) has risen, while the average length of stay per
patient has decreased. The election of the Belgian HR manager of the year and the
laureate of the prestigious Belgian Tyco health care price for excellence in health
care management are the evidences of Virga Jesse's top-class service.
Virga Jesse's central operating room complex consists of 9 rooms in which a total of
46 surgeons have been assigned operating room time. These surgeons are classi¯ed
into 15 di®erent surgical groups with respect to the specialism. Each operating
room is open from Monday to Friday for 8.5 hours. Up to now, no elective surgery
takes place during the weekends. The operated patients recover in one of the 25 hos-
pitalization units of which only 10 units have served more than 100 elective cases in
2004. The models applied in this study involve the development of a (cyclic) master
surgery schedule with leveled bed occupancy in these 10 major hospitalization units.
5.4 Input analysis
Both the MIP based approaches and the simulated annealing approach require as
input for each surgeon-hospitalization unit combination the probability distribu-
tions of the number of patients per block and the LOS for each operated patient.
The theoretical models assume multinomial distributions, often referred to as em-
pirical discrete probability distributions. These general probability distributions
can easily be constructed from a database containing the detailed information on
all surgical interventions that have been performed in a reasonably long time period
(e.g., one year). Table 5.1 contains a snapshot of the (relevant) ¯elds of the input
¯le.
A procedure has been written that reads in these data records provided as an
ASCII text ¯le and automatically constructs the probability distributions for both
the number of patients per block and the LOS per patient for each surgeon-
hospitalization unit combination. This procedure simply counts the number of
cases on each day for each surgeon-hospitalization unit combination. When theseChapter 5. Building cyclic master surgery schedules with leveled resulting
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Table 5.1: Snapshot of the input ¯le containing detailed information on all
surgical interventions in 2004
OR NR SURGEON ROOM HOSP. UNIT DATE IN DATE OUT
23005838 PUTE Operatiezaal 04 3200 2/01/2004 8:00 2/01/2004 17:00
23116828 DTRG Operatiezaal 09 3200 2/01/2004 8:00 2/01/2004 17:00
23408780 VDVG Operatiezaal 03 2150 2/01/2004 8:00 5/01/2004 15:00
23409553 BOES Operatiezaal 05 2160 2/01/2004 8:00 5/01/2004 15:19
23382108 PUTE Operatiezaal 04 3200 2/01/2004 8:05 2/01/2004 17:00
23383582 LENH Operatiezaal 08 3200 2/01/2004 8:05 2/01/2004 17:00
23409151 PUTE Operatiezaal 04 3200 2/01/2004 8:10 2/01/2004 17:00
23408550 PUTE Operatiezaal 04 3200 2/01/2004 8:15 2/01/2004 17:00
23382105 PUTE Operatiezaal 04 3200 2/01/2004 8:20 2/01/2004 17:00
23408576 VDKJ Operatiezaal 06 3200 2/01/2004 8:20 2/01/2004 17:00
...
numbers are divided by the total number of respective surgery days, the probabili-
ties for the number of operated patients per block that recover in the corresponding
hospitalization unit are obtained. Since totals are made per day, it is implicitly as-
sumed that a surgeon cannot be assigned to more than one block per day. This
assumption holds in our case study as well as for many other hospitals. The same
reasoning is applied for constructing the LOS distributions, but now obviously no
intermediate day totals have to be made.
Only elective (planned) interventions are taken into account. The reason why the
non-elective (emergency) cases are not retained is twofold. First, the occurrence as
well as the recovery period of non-elective, emergency cases is, by de¯nition, highly
unpredictable and hence it would make little or no sense to ¯t a probability distri-
bution to them. Second, non-elective cases often take place in blocks not preserved
for the surgeon performing the surgery. Taking them into account would lead to a
biased distribution for the number of patients per operating room block.
Table 5.2 shows an example of the output of this procedure, i.e., the derived prob-
ability distributions, for one particular surgeon. It must be clear at this point that
the LOS distributions are speci¯c for each surgeon-hospitalization unit combina-
tion. This is a very realistic basic assumption since the patient recovery time is154 5.4. Input analysis
usually strongly related to this unique combination as patients operated by the
same surgeon and recovering in the same hospitalization unit often su®er from sim-
ilar ailments. Of course, surgeons can perform di®erent surgical treatments in one
block, but the proportions of these treatments are often reasonably constant.
Before applying this procedure, the surgeons and the existing schedule have to be
read in manually. The existing schedule is needed to determine wether the case
is elective or non-elective. If the intervention takes place on a day during which a
block is preserved for the surgeon, it is considered to be an elective case. Otherwise,
it is considered to be a non-elective case. A problem arises when a surgeon is as-
signed to more blocks having di®erent durations. In this case, a `dummy' surgeon
is introduced for each di®erent block duration. For instance, consider a surgeon
who has been assigned one block of 8.5 hours on Monday and one block of 4 hours
on Tuesday. In our approach, distributions will be derived for the Monday block as
well as for the Tuesday block by introducing a `dummy' surgeon for the latter. This
implies that block durations are considered to be ¯xed when searching for better
schedules. It also implies that hours cannot be exchanged between blocks. Only
shifting of total blocks will be allowed.
The choice for this approach is justi¯ed as follows. First of all, a `block' is probably
the best unit for deriving the probability distributions. A smaller unit ( e.g., an
hour) is in our view less e®ective to ¯t the real distributions. Second, a block that
extends twice as long as another block, assigned to the same surgeon, does not
necessarily include twice the number of patients. Hence, not introducing a dummy
surgeon would lead to derived probability distributions basically representing a
mixture of two or more distributions. Third, working with ¯xed block durations
entails some interesting computational features. It enables us to a priori calculate
the per surgeon bed occupancy contributions. These contributions are needed as
input for the mathematical programming models. With variable block sizes on
the other hand, one could only calculate these contributions when the number
of hours assigned per block is known. This would dramatically complicate the
problem. Fourth, the graphical user interface is kept extremely simple as block
assignments and exchanges can easily be done by dragging and dropping. Finally,
from a practical point of view, most of the surgeons have no di®erent block durations
and hence relatively few dummy surgeons have to be introduced.Chapter 5. Building cyclic master surgery schedules with leveled resulting
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Table 5.2: Example of nr. patient and LOS distributions for three hospital-
ization units for surgeon DUPA
SURGEON HOSP. UNIT NR. PATIENTS LOS
NR. PAT. PROB. NR. DAYS PROB.
DUPA 2160 0 0.20 3 0.20
1 0.38 4 0.02
2 0.34 5 0.02
3 0.06 6 0.03





2601 0 0.56 4 0.03
1 0.34 7 0.04
2 0.06 8 0.41
3 0.04 9 0.45
10 0.07







5.5 Graphical user interface
In this section the graphical user interface (GUI) is presented. The GUI visualizes
the surgery schedule and the resulting bed usage occupancy distributions for a given
schedule. Moreover, it allows the user to modify an existing schedule and to view
the impact of a change in the schedule on the bed occupancy. Data like the schedule
properties, the surgeon properties and the hospitalization properties can easily be
read in and modi¯ed. Automation features include the deduction of the probability
distributions for patient numbers and lengths of stay from a database (as described
in Section 5.4) and the optimization of the schedule with respect to certain objective
measures. Figure 5.1 shows an overview of the GUI with an empty surgery schedule.156 5.5. Graphical user interface
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The main window is divided into four views. In the upper left pane the (empty)
master surgery schedule is shown. The seven columns in the grid represent the
seven days of the week. The nine rows represent the nine operating rooms. Each
room is open on each weekday for 8.5 hours. A subset of the surgeons is shown
above the grid. The schedule could now be built easily from scratch by dragging
and dropping the surgeons to the timetable cells. Of course, a room can also be
assigned for a limited number of hours instead of the full 8.5 hours. Each assign-
ment introduces a patient °ow in the system, which is re°ected by an increase in
the bed occupancy of one or more hospitalization units on one or more days. This
is represented in the upper right pane. Schedules could also be built automatically
while aiming at certain optimization objectives. The computational results (like
solution time, solution quality, etc.) are given in the lower left pane. Finally, the
right bottom pane is a simulation pane. A simulation run could be done in order to
validate the theoretical basic assumptions (mainly the central limit theorem) of the
model. To this purpose it can be veri¯ed whether the predicted bed occupancies
(and shortages) obtained by calculation are similar to the ones obtained by sim-
ulation. Figure 5.2 shows the current master surgery schedule with resulting bed
occupancy (only three hospitalization units are shown). The small T-ending bars
on top of each colored occupancy box indicate the standard deviations of the bed
occupancy distributions on the corresponding days at the corresponding hospital-
ization units.
Using dialog boxes, the schedule, surgeon and hospitalization unit properties could
easily be modi¯ed. As an example some of the dialog boxes for editing the surgeon
properties are represented in Figure 5.3. The left dialog box shows the surgeon
basic properties and a list of the hospitalization units to which patients of the se-
lected surgeons °ow. The user can select one of these units to edit. The upper
right dialog box then allows the user to choose between the number of patients
distribution or the LOS distribution for editing. The lower right dialog box ¯nally
allows the user to edit individual distribution values (number and probability) of
the LOS distribution for this particular surgeon-hospitalization unit combination.
Concerning the automation procedures, one basically can choose between two ap-
proaches: a mixed integer programming procedure, either a linear or a quadratic
one, that aims at leveling the bed occupancy of one or more hospitalization units,
or a simulated annealing approach that directly tries to minimize the total shortage158 5.5. Graphical user interface
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Figure5.3:Editingthepropertiesofasurgeon160 5.5. Graphical user interface
probability or the total expected shortage. To provide additional details for the in-
teger programming procedure, the dialog box shown in Figure 5.4 is displayed. The
user can choose between the linear or the quadratic variant, specify the maximum
running time limit and provide the objective function weights of the respective hos-
pitalization units (2110, 2120, 2130,...) for the mean (¯rst column) as well as the
variance (second column). The weights represent the relative importance of the
leveled bed occupancy for the respective hospitalization units; e.g., a weight of 1
(0) indicates that a particular hospitalization unit is (not) taken into account.
When the maximal time limit is reached, the dialog box displayed in Figure 5.5
pops up. The user obtains information about the optimality status and can choose
either to stop the algorithm or to continue the search for an additional time span.
The given information includes the current best found objective value, the lower
bound, the gap, that is the di®erence between the current solution and the lower
bound expressed as a percentage of the second, and the number of explored and
non-explored nodes in the search tree.
To start a simulated annealing (SA) procedure, the user has to specify a number of
general SA settings (initial temperature, temperature update interval and update
factor), give the stop criteria (max. nr. iterations, max. time limit), indicate the
Figure 5.4: Dialog box: Starting a MIPChapter 5. Building cyclic master surgery schedules with leveled resulting
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Figure 5.5: Dialog box: Upon completion of the MIP
probability of a whole block move (which automatically determines the probability
of a one surgeon move) and choose between the two objective functions. The dialog
box to provide this information is shown in Figure 5.6.
Figure 5.6: Dialog box: Starting a simulated annealing procedure162 5.6. Results
5.6 Results
Rather than trying to ¯nd the overall best master surgery schedule for the Virga
Jesse Hospital, which is a subjective matter after all and hence makes little sense
anyway, we discuss and compare the results of a number of di®erent algorithm runs.
As can be seen in Figure 5.2, some problems may arise at hospitalization unit 2130
(third unit, shown at the bottom), where there is a high peak occupancy on Friday
leading to a positive expected bed shortage. An optimization procedure that exclu-
sively focuses on this hospitalization unit could turn out to be useful to solve the
problem. The resulting schedule of a linear MIP, aiming at the minimization of the
maximum mean occupancy peak of unit 2130 is shown in Figure 5.7. It should be
clear that the bed occupancy in unit 2130 is now much more leveled over the week.
Also hospitalization unit 2140 su®ers from large di®erences in the bed occupancy
peaks. This asks for a scheduling procedure that simultaneously focusses on the
leveling of the bed occupancy distributions in units 2130 and 2140. To this pur-
pose, a linear MIP procedure that minimizes the weighted maximum peak of the
bed occupancies in units 2130 and 2140 could be applied. However, as we already
presented a solution based on a linear MIP procedure (see Figure 5.7), we present
the results of a quadratic MIP with weights 1 for units 2130 and 2140 and 0 for all
other units. Figure 5.8 contains the resulting schedule.
Finally, Figure 5.9 displays the schedule that results from applying a simulated
annealing procedure with the settings shown in Figure 5.6. This procedure tries
to minimize the total expected bed shortage, taking all hospitalization units into
consideration.
It is di±cult to objectively compare the quality of the generated schedules, as there
is no once and for all objective measure to make this comparison. To build a quality
schedule or at least to improve the current schedule, one has to study the current
practices and determine the most appropriate objective function and automation
procedure. For instance, if capacity problems always occur at the same hospital-
ization unit, a linear or quadratic MIP procedure that focusses on this unit will
probably render the best results. The visualization of the bed occupancies can of
course assist in determining the appropriate model. However, there might be a
di®erent explanation for the variability in these occupancies rather than the vari-Chapter 5. Building cyclic master surgery schedules with leveled resulting
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Figure 5.7: The results of a linear MIP to level the mean bed occupancy of
hospitalization unit 2130 (shown in the lower right)
ability in surgery admissions and LOS.
Suppose we take the expected number of bed shortages over all ten hospitalization
units included in this study as the one and only objective measure. The results of
several optimization procedures are shown in Table 5.3. The ¯rst line indicates the
total expected bed shortage in the current schedule. This number (37.82) indicates
that, over all hospitalization units, more than 5 beds per day are lacking in the
assigned hospitalization unit and hence have to be found in another hospitalization
unit. A possible explanation for this remarkably high number is as follows. Recall
that we derived the per surgeon probability distributions from the daily records of
a database containing all surgical interventions during a 1-year period. The result-
ing variability in these derived distributions is, however, probably higher than the
real-life variability. Indeed, in real life it is probably the case that a surgeon ad-164 5.6. Results
Figure 5.8: The results of a quadratic MIP to level the mean bed occupancy
of hospitalization units 2130 and 2140
mits or rejects patients as a function of the remaining bed capacity at the relevant
hospitalization unit at that moment. In other words, an important part of the vari-
ability can be taken care of by appropriate admission of elective cases during the
third stage of the surgery scheduling process, which involves the detailed planning
of the individual elective cases in the allocated blocks. Obviously, in the concern of
both patient and surgeon the postponement of surgery is best avoided as much as
possible. Therefore, methods for a careful design of the master surgery schedule,
as presented in this study, are still valuable.
Table 5.3 shows that the total expected bed shortage drops from 37.82 to 34.44 if a
linear MIP approach is used in which the maximal mean bed occupancy of the bot-
tleneck hospitalization unit 2130 is used. The shortage decreases further to 34.12
if also the variance of the bed occupancy in this unit is taken into consideration. IfChapter 5. Building cyclic master surgery schedules with leveled resulting
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Figure 5.9: The results of a simulated annealing algorithm that minimizes
the total expected bed shortage
Table 5.3: Minimizing the total expected bed shortage
Procedure Total exp. shortage Comp. time (s)
Current schedule 37.82 -
Lin. MIP MIN-MAX mean 2130 34.44 120
Lin. MIP MIN-MAX mean + var. 2130 34.12 120
Quad. MIP mean 2130, 2140 33.55 120
Quad. MIP mean all units 33.29 360
SA 33.12 120
a quadratic MIP procedure is applied on the two most heavily loaded units 2130
and 2140, the expected shortage decreases to 33.55 and if all units are taken into
account to 33.29. Finally, application of a simulated annealing procedure that di-
rectly aims at this objective results in a schedule with expected bed shortage equal166 5.7. Conclusions and future research
to 33.12.
It must be clear that this result does not necessarily mean that the schedule dis-
played in Figure 5.9 is the best schedule for Virga Jesse. It is just a possible
schedule that has the best score (at least amongst the schedules resulting from the
few procedures we have tested) on one measure. The real power of the software lies
in the visualization of the schedule and the resulting bed occupancy, the ease with
which schedules can be built and the capability it provides to carry out an in-depth
analysis of the existing system. Using the software, managers can ¯nd answers to
questions like \what is the most leveled bed occupancy possible at hospitalization
unit X?" or \which schedule simultaneously levels the bed occupancy in units X
and Y?".
5.7 Conclusions and future research
This chapter has illustrated how the models developed in Chapter 4 could be ap-
plied to a real-life case. To this purpose, the required input data, namely the
distribution functions for the number of operated patients as well as for the length
of stays, have been derived from the central database containing detailed informa-
tion on all surgical cases during a 1-year period in a medium-sized Belgian hospital.
The graphical user interface hides the algorithmic procedures and makes it easy to
build a schedule having particular features like the most leveled bed occupancy in
a certain hospitalization unit or the smallest overall bed shortage probability. De-
pending on the hospital's situation, and in particular on the problems it is facing,
a procedure can be chosen to build a new master surgery schedule. Additionally,
the application can provide managers with important insights into the behavior of
the system.
The models make abstraction of the di®erences between the operating rooms, i.e.,
for the resulting bed occupancy it is completely irrelevant whether a surgeon is
allocated to room 1 or to room 2. As a consequence, the models often result in
a schedule in which surgeons from di®erent disciplines have to share one operat-
ing room, sometimes even on the same day. However, in many cases surgeons of
the same group prefer to be scheduled in the same room for this includes several
practical bene¯ts. Of course, shifting surgeons to other rooms within the same dayChapter 5. Building cyclic master surgery schedules with leveled resulting
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has no impact upon the bed occupancies. Hence, the scheduler can easily swap
room allocations within the same day in order to group surgeons having a similar
discipline into the same room as much as possible. Instead of doing this manu-
ally, a post-improvement heuristic could be written to do the job. Alternatively,
room restrictions could be an integral part of the optimization model, either in the
objective function or as additional constraints. This is an interesting direction for
further research.
A second shortcoming of the proposed models is the assumption that the generated
schedule is completely repeated each cycle time. It might be more e±cient for those
surgeons having assigned a small number of hours of operating time per cycle to
aggregate these hours and only operate once in two or three cycles. Obviously, a
prolongation of the cycle time would deal with this issue. However, surgeons also
like to have their schedule as simple as possible which entails as few changes as
possible from week to week. The latter is not guaranteed if we simply apply the
models described above with a longer cycle time. Blake et al. (2002) overcome
this problem as follows. In a ¯rst phase, they relax the surgery demand constraints
in their integer programming model, taking as an objective for their cycle master
surgery schedule the minimization of the undersupply of target operating room
hours (see also Blake and Donald, 2002). In a second phase, a post-improvement
heuristic is run that tries to further improve this objective by introducing some
changes in the schedule from week to week. A similar heuristic could be written to
accompany our cyclic surgery scheduling models. Alternatively, we could work the
other way around; i.e., constructing a schedule with a longer cycle time (e.g., two
or three weeks) and afterwards running an improvement algorithm (either heuristic
or exact) that tries to minimize the changes in this schedule from week to week
with no (or few) impact upon our objective function.168 5.7. Conclusions and future researchChapter 6
Integrating nurse and
surgery scheduling
A common problem at hospitals is the extreme variation in daily (even hourly)
workload pressure for nurses. The operating room is considered to be the main
engine and hence the main generator of variance in the hospital. It is our belief
that integrating the operating room scheduling process with the nurse scheduling
process is a simple, yet e®ective way to achieve considerable savings in sta±ng costs.
The purpose of this chapter is threefold. First of all, we present a concrete model
that integrates both the nurse and the operating room scheduling process. Second,
we show how the column generation technique approach, one of the most employed
exact methods for solving nurse scheduling problems, can easily cope with this
model extension. Third, by means of a large number of computational experiments
we provide an idea of the cost saving opportunities and required solution times.
6.1 Introduction
As already has been demonstrated in Section 1.1 of Chapter 1, cost pressures on
hospitals have increased dramatically during the last decades. This emphasis on
cost containment has forced hospital executives to run their organizations in a more
business-like manner. The constant challenge is to provide high-quality service at
ever reduced costs. In order to achieve this purpose ine±cient use of resources
169170 6.1. Introduction
should be identi¯ed and actions should be taken to eliminate these sources of waste.
Operations research techniques are increasingly being used to assist in this compli-
cated task.
As nursing services account for an important part of a hospital's annual operating
budget, concentrating on this resource can lead to substantial savings. The situ-
ation is exacerbated by an acute shortage of nurses in all western countries, said
to be 120,000 today and expected to grow to 808,000 by 2020 in the United States
(US) alone (USDHHS, 2002). Hence, it is of vital importance that nurses are used
as much as possible at the right time and at the right place. This goal is hard to
achieve because of two reasons. The ¯rst one is inherent in service organizations for
which human resources outnumber all other types of resources. Unlike machines,
sta® schedules are restricted by collective agreement requirements. These form an
important hindrance for the °exibility with which nurses are scheduled.
A second reason is the presence of variability. Variability is probably the main
obstacle to e±cient delivery of health care and reducing it is one of the major
concerns in current health care management (Litvak and Long, 2000). Compared
with many industrial production environments, hospitals are much more stochastic
by nature. Indeed, human bodies are undoubtedly more complex than any other
arti¯cially made product. Consequently, the arrivals of patients, the occurrence of
complications and the patients' recovery times in hospitals are usually more un-
certain than the demand for products, the occurrence of machine break-downs or
product failures and the repairing times in production systems. One common prob-
lem at hospitals is the extreme variation in daily (even hourly) workload pressure
for nurses. On days when the workload is too high, the quality of care decreases
because it is too costly to sta® for peak loads. On days when the workload is too
low, there is waste. Fortunately, the situation is not as chaotic as it seems to be
at ¯rst sight. As pointed out by Litvak and Long (2000), an important amount of
the variability can e®ectively be managed and reduced by a thorough analysis of
the existing system and by appropriate decision taking. Special emphasis is put on
the operating room since it is considered to be the main engine and hence the main
generator of variance in the hospital. It is our belief that integrating the operating
room schedule process into the nurse scheduling process is a simple yet e®ective
way to achieve considerable savings in sta±ng costs.Chapter 6. Integrating nurse and surgery scheduling 171
Nurse scheduling problems are frequently encountered in the operations research
literature. To the best of our knowledge, all the proposed models consider the nurse
scheduling problem as a separate problem, i.e., not related to any other activity
in the hospital. In this chapter we will describe a more general approach in which
the demand constraints are dependent on the operating room schedule and hence
become a part of the decision process.
The operations research literature is replete with examples of integer programming
techniques being applied to operating room scheduling problems. As already men-
tioned, these studies can be categorized based on the stage of the scheduling process
to which it applies. The surgery scheduling part in this chapter is again situated
in the second stage, that entails the development of a master surgery schedule.
The methodology presented in this chapter has some similarities with models for
integrating the scheduling of project tasks and employees (Alfares and Bailey, 1997;
Alfares et al., 1999). Although several authors mention the interdependency be-
tween the surgery scheduling process and the development of nurse rosters, as far
as we know, no models have been proposed to integrate both areas of decision mak-
ing. Litvak and Long (2000) underline the negative impact of variability in hospital
environments. They consider the operating room as the engine that drives the hos-
pital. Consequently, the activities inside the operating room heavily determine the
°uctuations in resource demands throughout the rest of the hospital. A poor op-
erating room schedule could for instance be directly responsible for the occurrence
of (contra-productive) peaks in the demand for certain types of resources. Chapter
3 has introduced this idea by presenting a software package to visualize the use of
various resources as a function of the operating room schedule. In the subsequent
chapters we have focussed on the bed occupancy. Chapter 4 proposed a number
of integer programming models for building robust surgery schedules for which the
resulting expected bed shortage is minimized, while Chapter 5 described a real-life
application of these models. Beds are, however, not the only important resource in
hospitals. On the contrary, beds can only be called an important resource, in the
sense of expensive and thus limited, as far as it concerns sta®ed beds. A leveled bed
occupancy leads in many cases to a leveled workload pattern which on its turn usu-
ally leads to a favorable workload pattern for nurses. However, since the scheduling
of nurses by itself already entails a lot of constraints, one cannot really judge the
quality of a surgery schedule with respect to the resulting workload distribution,172 6.2. Model description
without explicitly taking these constraints into account. Hence, an integrative ap-
proach of both scheduling ¯elds is required in order to build a high-quality surgery
schedule that aims at a reduction in the sta±ng costs.
In this chapter the master surgery schedule is being considered as the main genera-
tor of the workload of the nurses. In order to couple both scheduling environments,
the objective in the surgery schedule process will be to construct a favorable work-
load distribution for the nurses.
This chapter is organized as follows. In Section 6.2 a general overview of the
model together with a branch-and-price solution approach is presented. Section 6.3
provides more details on both pricing problems, while a general overview of the
branch-and-price algorithm is given in Section 6.4. Section 6.5 discusses a speci¯c
branching scheme. In Section 6.6 some computational issues are discussed and in
Section 6.7 extensive computational results are given. Finally, Section 6.8 draws
conclusions and lists some topics for further research.
6.2 Model description
6.2.1 Visualization of the idea
Consider a hospital department confronted with the nurse scheduling problem dis-
played in Figure 6.1. In this ¯gure, the nurse scheduling problem is visualized in a
table in which the rows represent the time horizon. Assume that we have to build a
schedule for four weeks (28 days) in which each day consists of three shifts (morning,
day and night shift). For each shift the number of nurses required to do the work
is known. These demand values are indicated in the utmost right column in Figure
6.1. The other columns represent the roster lines by which an individual nurse
can be scheduled. An X indicates that the nurse is scheduled to work during the
corresponding shift. Of course, not every permutation of X's represents a feasible
roster line, as several constraints apply on the individual roster lines. For instance,
a night shift cannot be followed by a morning shift on the next day, because the
nurses need su±cient time to rest. A second example includes a maximum limit
on the number of working shifts for a given time period, e.g., a nurse cannot work
more than 20 days out of 28. The problem from which we start our reasoning can
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in this time horizon and a particular set of constraints on individual roster lines,
what is the minimum number of nurses needed to cover all the work and how should
we schedule these nurses?
Suppose that we found, either manually or with the help of a software package, an
optimal solution for this problem. Hence, we know the minimum number of nurses,
say N, needed to cover the demand and also how to schedule these N individual
nurses. The question that challenges us is whether it would be possible to run the
same system with less nurses. Obviously, if the problem remains unchanged, it will
be impossible to do the same amount of work with less nurses, as N, being the
optimal solution, is the minimum number of nurses needed. In order to cut down
the number of nurses, we need to change the problem, but without changing the
actual system. One possibility is to relax the individual roster line restrictions. As














Day Shift 1 2 3 … n Demand
1 Morning x x 10
Day x 8
Night x 4
2 Morning x 12
Day x 9
Night x 5
3 Morning x 11
Day x 11
Night x x 3
… … … …
28 Morning x 10
Day x 9
Night x x 3
Figure 6.1: Example of a nurse scheduling problem174 6.2. Model description
entails a depreciation of the nurse profession, it would not solve the nurse shortage
problem described in Section 6.1. On the contrary, less people would feel attracted
by the nursing profession, making the problem only worse. A better way to decrease
the number of nurses needed involves a rearrangement of the demand values over
the di®erent shifts. Indeed, it may be possible that the given workload distribution
is just unfavorable to nicely ¯t a set of nurses to it. But how can one rearrange
these demand values? To answer this question, one has to realize where these values
come from, or, in other words, how these workload demands are determined.
The key observation for this research is that the distribution of the nurse workload
over time is directly linked to the master surgery schedule. To see this, have a look
at Figure 6.2. The left of this ¯gure shows a particular workload pattern, while
the right contains a partial surgery schedule. In the surgery schedule the columns
indicate the time dimension, which is cyclic in days (Monday to Friday). The rows
represent the di®erent operating rooms R1-R4. We focus on the workload of a
particular shift, e.g., the day shift of the third day in the time horizon. Assume



























Figure 6.2: The surgery schedule determines the nurses' workloadChapter 6. Integrating nurse and surgery scheduling 175
work. A deeper analysis of the work content in this shift clari¯es that a ¯rst part
of the work goes to patients of surgeon 1, who is scheduled to operate on the same
day, namely a Tuesday. Also a second part of the work goes to patients who are
operated on this day (by surgeon 2). However, work may also go to patients who
are operated on a previous day (surgeon 3) or even during a previous cycle (surgeon
4), but who are still in the hospital to recover from surgery.
Hence, it is not di±cult to see that a modi¯cation in the surgery schedule can lead
to a change in the workload distribution. Another way of viewing this is to observe
that each workload pattern corresponds to a surgery schedule as indicated in Figure
6.3.
Nurses
Day Shift 1 2 3 … 25 26 … 78 79 80 … n Demand Demand Demand
1 Morning x x x x 10 8 12
Day x x x 8 8 10
Night x x 4 4 4
2 Morning x x 12 12 10
Day x x 9 12 9
Night x x 5 4 3
3 Morning x x 11 11 10
Day x x 11 10 10
Night x x 3 3 3
… … … … … … … … … … … … … …
28 Morning x x x 10 10 11
Day x x 9 10 11
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Figure 6.3: Each workload pattern corresponds to a surgery schedule176 6.2. Model description
6.2.2 Schematic overview
Figure 6.4 contains a schematic overview of the general idea outlined in this chap-
ter. First have a look at the nurse scheduling process at the right of this ¯gure.
The input for the nurse scheduling process consists of the restrictions implied on
the individual nurse roster lines on the one hand and the workload distribution over
time on the other hand. The workload distribution itself is determined by the mas-
ter surgery schedule. In order to be able to deduce the workload from the surgery
schedule one also has to know the workload contributions of each speci¯c type of
surgery. The dotted arrow at the bottom indicates the feedback that could be
given from the nurse scheduling process to the surgery scheduling process in order
to produce more favorable surgery schedules with respect to the resulting work-
loads. However, the freedom in modifying the surgery schedule is limited, since the
master surgery schedule itself is restricted by a set of speci¯c surgery constraints
(e.g., capacity and demand constraints). It must be clear, however, that integrat-
ing the surgery scheduling process with the nurse scheduling process provides more
°exibility in building the nurse schedules, since one has an instrument to make the
workload distribution ¯t for the nurse schedules.
In what follows we will describe a mathematical model for implementing this idea.
Therefore, we start by stating the standard nurse scheduling problem and discuss
the column generation solution procedure for solving it. Then, we extend this model
with the extra decision of the nurse scheduling process and show how the column
generation solution procedure can easily cope with this extension. We focus on the
minimization of the total required number of nurses. The reason for this objective is
that it allows for a quantitative measure of the resulting bene¯ts, i.e., the decrease
in sta±ng cost. Obviously, this quantitative bene¯t can easily be turned into a
qualitative bene¯t by employing the saved nurse(s) on moments when they are
most needed.
6.2.3 The nurse scheduling problem
The nurse scheduling problem (NSP) consists of generating a con¯guration of indi-
vidual schedules over a given time horizon (see Section 2.1). The con¯guration of
nurse schedules is generated so as to ful¯ll collective agreement requirements and
the hospital sta±ng demand coverage while minimizing the salary cost. Coverage

















Figure 6.4: Schematic overview of the general idea
each demand period. For ease of exposition and without loss of generalization we
consider all nurses equally-skilled throughout the remainder of this chapter.
Collective agreement requirements are rules that de¯ne acceptable schedules for
individual nurses in terms of total workload, holidays, weekends o® and shift tran-
sitions (e.g., a morning shift after a night shift is not allowed). These rules cannot
be violated and dramatically reduce the set of feasible individual roster lines. Ob-
viously, when building nurse schedules also a set of individual constraints, often
called preference constraints, have to be taken into account. For instance, some
nurses prefer to do night shifts, others do not. Again, for ease of exposition and
without loss of generalization, we make abstraction of these di®erences in individ-
ual preferences and only consider those restrictions that are stated in the collective
agreement rules and that consequently apply to all nurses. Hence, we present an
integrated model that can be used to ¯nd optimal schedules for a homogeneous set
of nurses.
In what follows we state the standard set covering model, which is often used for
this type of problem. Let J be the set of feasible roster lines j and I be the set178 6.2. Model description
of demand periods i. Let di 2 f0;1;2;:::g, 8i 2 I, denote the required number of
nurses scheduled during period i. Furthermore, let aij be 1 if roster line j contains
an active shift during period i and 0 otherwise. The general integer decision variable
xj, 8j 2 J, indicates the number of individual nurses that are scheduled by roster








aijxj ¸ di 8i 2 I (6.2)
xj 2 f0;1;2;:::g 8j 2 J (6.3)
6.2.4 Solution procedure for the nurse scheduling problem
The integer program (IP) (6.1)-(6.3) is solved by ¯rst solving the linear program-
ming relaxation and then using a branching scheme to drive the solution into inte-
grality. As the number of possible roster lines an individual can work is usually too
large to allow complete a-priori enumeration, column generation is often applied
to solve the LP relaxation. Typically, the pricing step involves the solution of a
dynamic programming shortest path problem (also called the subproblem) to ¯nd
the legal column with the most negative reduced cost. Let ¼i, 8i 2 I, denote the
dual price of constraint (6.2). Then, the reduced cost of a new column (roster line)





A brief discussion of the solution procedure for this subproblem is given in Section
6.3.1. The process of adding new columns continues until no more columns price
out, i.e., no more columns with negative reduced cost can be found. However, at
that point the solution is not necessarily integral and applying a standard branch-
and-bound procedure to the restricted master with its existing columns will not
guarantee an optimal (or feasible) solution. Therefore, a branching scheme hasChapter 6. Integrating nurse and surgery scheduling 179
to be applied to drive the solution into integrality. After branching, new columns
might price out favorably and hence have to be added to the model.
Since it does not lie in the scope of this work to discuss e®ective branching schemes
for the NSP, we will not go into details about this, but instead refer the reader
to the specialized literature. Barnhart et al. (1998) discuss appropriate branch-
ing strategies for solving a mixed integer program (MIP) using column generation.
Since NSP (6.1)-(6.3) has identical restrictions on subsets (i.e., there are no subsets
having a separate convexity constraint like in the trainee scheduling problem of
Chapter 2), developing a branching scheme is a complex issue. Conventional inte-
ger programming branching on variables is not e®ective for reasons of symmetry
and also because ¯xing variables destroys the structure of the subproblem. Van-
derbeck and Wolsey (1996) developed a general rule in which one is branching on
the constraints (see also Vanderbeck, 2000). The drawback is that the branching
constraints cannot be used to eliminate variables and have to be added to the for-
mulation explicitly. Hence, each branching constraint will contribute an additional
dual variable to the reduced cost, complicating the pricing problem.
6.2.5 The generalized nurse scheduling problem
In the NSP the right hand side values of the coverage constraints (i.e., the di's
in formulation (6.1)-(6.3)) are considered to be ¯xed. Nevertheless, coverage con-
straints are based on workload estimations that entail the summations of individual
patient workload contributions. An individual patient workload contribution is de-
termined by the patient type. The patient type can generally be described by three
dimensions. The ¯rst dimension is the type of surgery the patient has undergone.
The second is the number of periods the patient has already recovered. The third is
the period to which the workload applies. For instance, some ailments may require
increased care during nights.
The number and type of the patients that are present in the hospital at each mo-
ment in time is largely determined by the operating room schedule. Obviously, due
to emergency cases and uncertainty in patient show-ups, patient recovery times etc.,
exact estimations are not possible. However, an in-depth analysis of the operating
room schedule enables hospital executives to make a quite accurate prediction of
the workload of the nurses. Moreover, they can reshape the workload distribution180 6.2. Model description
by modifying the operating room schedule. In the long term, case mix planning
decisions determine the overall workload. In the shorter term, the cyclic master
surgery schedule determines the workload distribution over time.
The generalized nurse scheduling problem (GNSP) takes into account this extra di-
mension. Instead of assuming the demand values to be ¯xed, the GNSP considers
them to be dependent on the number and type of patients undergoing surgery in
the hospital at each moment. By manipulating the master surgery schedule hospi-
tal management can create (and choose between) a number of di®erent workload
distributions, further referred to as workload patterns. Let K denote the set of pos-
sible workload patterns that could be generated by modifying the surgery schedule.
These will be obtained by enumerating all possible ways of assigning operating
blocks to the di®erent surgeons, subject to surgery demand and to capacity restric-
tions (for more details see Section 6.3.2). Each workload pattern k is described
by a number of periodic demands dik 2 f0;1;2;:::g, 8i 2 I. Let zk be 1 if the
surgery schedule that corresponds to workload k is chosen and 0 otherwise. Then,











dikzk 8i 2 I (6.6)
X
k2K
zk = 1 (6.7)
xj 2 f0;1;2;:::g 8j 2 J (6.8)
zk 2 f0;1g 8k 2 K (6.9)
Constraint (6.7), further referred to as the workload convexity constraint, implies
that exactly one workload pattern has to be chosen. In a feasible solution all zk's
but one equal 0. Hence, in constraint (6.6) only the corresponding dik's are added
in the right hand side values. It is easy to see that the NSP is a special case of the
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6.2.6 Solution procedure for the generalized nurse schedul-
ing problem
In this part we show that the column generation approach to solve the LP relaxation
of NSP can easily be extended to cope with the GNSP. Similarly to the roster
lines, the number of possible workload patterns is usually too large to allow for
complete a-priori enumeration. Also here the process starts with a limited subset
of workload patterns and new patterns (columns) are added as needed. Therefore
a second subproblem has to be solved. The generation of a new workload pattern
boils down to the construction of a new master surgery schedule. The subproblem
is constrained by a set of speci¯c surgery schedule restrictions. Its objective is the
minimization of the reduced cost of a new workload pattern. Let ° denote the dual
price of the workload pattern convexity constraint (6.7). Then the reduced cost of
a new workload pattern k is given by:




Obviously, the appropriate solution approach to price out a new workload pattern
strongly depends on the characteristics of the master surgery schedule. In this chap-
ter the workload pattern pricing problem is formulated as an IP and solved using
a state-of-the-art optimization package (CPLEX). More details on this formulation
can be found in Section 6.3.2.
6.3 Pricing problems
6.3.1 Generating a new roster line
Although the generation of a new roster line happens in a standard way (shortest
path problem solved with recursive dynamic programming) (see, e.g., Caprara et
al., 2003) and its exact implementation is not really necessary for understanding the
general idea of this chapter, we brie°y discuss the procedure. First, we summarize
the restrictions that apply to a roster line.
As already mentioned earlier, this work is only concerned with collective agreement
requirements and leaves individual preferences out of consideration. Speci¯cally,
we take into account ¯ve types of requirements when building a new roster line.
First of all, a nurse cannot work more than one shift per day. Second, the overall182 6.3. Pricing problems
number of active days, i.e., days in which the roster line contains an active shift
(`day', `evening' or `night'), cannot exceed a certain limit. Third, the maximum
number of consecutive working days is also constrained. The same holds for the
maximum number of consecutive rest days. A sequence of working days is fur-
ther referred to as a block. Fourth, the number of so-called unpopular shifts (night
shifts, weekend shifts) is limited for each roster line. Fifth, in a block certain shift
transitions are not allowed. For instance, a nurse cannot switch from, say, a night
shift to a morning shift without having a rest ¯rst.
Generating a new roster line is typically done using a dynamic programming recur-
sion. To this aim, we de¯ne a table giving the minimum cost that can be achieved
in days 1 to d by a roster line that, starting from a situation in which on day d a
shift s is scheduled and in which between days d to n a certain number of active
shifts f occurred, a certain number of unpopular shifts g occurred and a number
of consecutive working or rest days h (including day d) is assigned. Formally, the
entries of the table are of the form
¿(d;f;g;s;h);
de¯ned for d = 1::n, f = 0::fmax, g = 0::gmax, s 2 S, h = 0::hmax where n denotes
the number of days in the scheduling horizon, fmax denotes the maximum number
of working days in a roster line, gmax is the maximum penalty in terms of unpopular
shifts, S is the set of shift types ("day", "evening", "night", "rest") and hmax is
the maximum of both the maximum number of consecutive working days (hmax
1 )
and the maximum number of consecutive rest days (hmax
2 ). Let pd;s be the penalty
cost for assigning an unpopular shift (d;s). Let A denote the set of allowed shift
transitions (s;s0) between two consecutive days on. We consider demand periods
as being subsets of the shifts, i.e., no demand period can be spread over more than
one shift. However, a shift can consist of more demand periods. Let Q(d;s) be the
set of demand periods i that fall into shift (d;s). Let ¸d;s be the total dual cost of
a shift (d;s), i.e., ¸d;s =
P
i2Q(d;s) ¼i.
The computation of the entries in the table is done by starting at the beginning of
the time horizon and by working forward by considering an insertion of a shift type
s on the next day d of the roster line associated with an entry already computed.
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Algorithm 2 RECURSION(d;f;g;s;h)
if (d=0) then
return 0; fbeginning of time horizon reachedg
else if (¿(d;f;g;s;h) 6= 999999999) then
return ¿(d;f;g;s;h); fstate already visited, can be prunedg
else
cost Ã +1;
min cost Ã +1;
for (all shifts ¹ s 2 Snf"rest"g) do
if (g + pd¡1;¹ s · gmax) AND ((¹ s;s) 2 A) AND (f < fmax) then
if (s 6= "rest") then
if (h < h1
max) then
cost Ã ¸d;s+RECURSION(d¡1;f +1;g+pd¡1;¹ s; ¹ s;h+1); fsuccessive active shiftg
end if
else if (s = "rest") then
cost ÃRECURSION(d ¡ 1;f + 1;g + pd¡1;¹ s; ¹ s;1); fstart active shiftg
end if
end if
if (cost < min cost) then
min cost Ã cost;
end if
end for
if (s 6= "rest") then
cost Ã ¸d;s+ RECURSION(d ¡ 1;f;g;"rest";1); fstart restg
else if (s = "rest") then
if (h < h2
max) then
cost Ã RECURSION(d ¡ 1;f;g;"rest";h + 1); fsuccessive restg
end if
end if
if (cost < min cost) then
min cost Ã cost;
end if
return ¿(d;f;g;s;h) Ã min cost;
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Before starting the recursion all entries of table ¿(d;f;g;s;h) are initialized to
999999999. The minimal reduced cost of a new roster line can now easily be calcu-
lated by starting the recursion on day n and minimizing over each shift type (see
algorithm 3).
Algorithm 3 FIND-NEW-ROSTER-LINE
finitialize all entries of ¿g
for (d = 1 to n) do
for (f = 0 to fmax) do
for (g = 0 to gmax) do
for (all shifts s 2 S) do








min cost Ã +1;
fstart the recursiong
for (all shifts ¹ s 2 Snf"rest"g) do
if (pn;¹ s · gmax) then
cost ÃRECURSION(n;1;pn;¹ s; ¹ s;1); fend with an active shiftg
end if
if (cost < min cost) then
min cost Ã cost;
end if
end for
cost ÃRECURSION(n;0;0;"rest";1); fend with a restg
if (cost < min cost) then
min cost Ã cost;
end if
Once all the calculations are done, the best new roster line can easily be constructed
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O(n ¢ fmax ¢ gmax ¢ jSj ¢ hmax)
whereas the time complexity is (in the case that there are no forbidden shift tran-
sitions),
O(n ¢ fmax ¢ gmax ¢ jSj ¢ hmax ¢ jSj)
since each entry of the table is updated by considering up to O(jSj) other entries.
6.3.2 Generating a new workload pattern
Each workload pattern corresponds to a particular surgery schedule. Hence, a new
workload pattern can be obtained by building a new surgery schedule. The capacity
preserved for the di®erent surgeons (or, more generally, surgery groups) is already
determined by the case mix planning (¯rst stage, long term) and considered to be
¯xed in our application. Elective case scheduling (third stage) is also left out of
consideration for two reasons. First of all, the impact of each speci¯c elective case
on the workload is rather limited. It is the type of surgery that determines the
workload contribution, not the individual case. Second, it is very hard to predict
the precise impact of the individual cases on the workload contribution at the mo-
ment that the nurse rosters have to be built. Often, at that moment, an important
part of the elective surgery scheduling is still to be done.
The master surgery schedule is considered to be the tool for manipulating the
workload distribution over time. This work is concerned with cyclic master surgery
schedules. Cyclic schedules are schedules that are repeated after a certain time
period (referred to as the cycle time). During such a cycle time there might be a
number of time periods during which surgery cannot take place. These periods are
referred to as the inactive periods, the others are active. Typically, cycle times are
multitudes of weeks in which the weekends are inactive periods.
In our application, a new surgery schedule is built by solving an integer program.
To ¯nd a new workload pattern with minimal reduced cost given the current set of
roster lines and workload patterns, the objective function minimizes the dual price
vector of the demand constraints (6.6) multiplied by the new demands. We deal
with two types of constraint. Surgery demand constraints determine how many186 6.3. Pricing problems
blocks must be preserved for each surgeon. Capacity constraints ensure that the
number of blocks assigned during each period do not exceed the available capacity.
Let yrt (8r 2 R and t 2 T) be the number of blocks assigned to surgeon r in period
t where T represents the set of active periods and R the set of surgeons. Let qr be
the number of blocks required by each surgeon r. Let bt be the maximal number of
blocks available in period t. Let wrti 2 <+ denote the contribution to the workload
of demand period i of assigning one block to surgeon r in period t. Then, the
integer program to construct a new surgery schedule (and at the same time price








yrt = qr 8r 2 R (6.12)
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r2R





wrtiyrt · dik 8i 2 I (6.14)
yrt 2 f0;1;2;:::;min(qr;bt)g 8r 2 R, 8t 2 T (6.15)
dik 2 f0;1;2;:::g 8i 2 I (6.16)
The objective function (6.11) minimizes the reduced cost of a new workload pattern.
Observe that the periodic demands dik are now an integral part of the decision pro-
cess, whereas these are merely coe±cients in the master problem (6.5)-(6.9). Con-
straint set (6.12) implies that each surgeon obtains the number of required blocks.
Constraint set (6.13) ensures that the number of blocks assigned does not exceed
the available number of blocks in each period. Constraint set (6.14) triggers the
dik's to the appropriate integer values. Finally, constraint sets (6.15) and (6.16)
de¯ne yrt and dik to be integer.
At ¯rst sight, constraint set (6.16) which requires the periodic demands dik to be
integral seems to be redundant from a formulation point of view. Indeed, due to
constraint (6.6) and the fact that aij 2 f0;1g and xj 2 f0;1;2;:::g fractional
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The reason why we require the dik's to be integral is to improve the computational
e±ciency of the overall branch-and-price algorithm. We come back to this issue in
Section 6.6.1.
6.4 Overview of the branch-and-price algorithm
Algorithm 4 contains the pseudocode of the branch-and-price algorithm to solve
the GNSP, while Figure 6.5 gives a schematic overview. The algorithm starts with
a heuristic in order to ¯nd an initial solution. The heuristic generates only one
workload pattern. This is done by building a surgery schedule for which the sum
of the resulting quadratic demand values is minimized. The idea is to level the
workload distribution as much as possible over the time horizon and as such to
avoid the occurrence of peaks in the workload. This approach turned out to be
bene¯cial for the surgery scheduling problem in which the expected shortage of
beds has to be minimized (see Chapter 4).




























Figure 6.5: Schematic overview of the GNSP branch-and-price algorithm188 6.4. Overview of the branch-and-price algorithm
Algorithm 4 BRANCH-AND-PRICE
apply heuristic to ¯nd initial solution;
if (solution found) then
register nurse schedule and surgery schedule;
upper bound Ã best solution found;
initiate master with the columns making up the initial solution and (jIj + 1) supercolumns;
else
upper bound Ã +1;
initiate master with jIj + 1 supercolumns;
end if
lower bound Ã ¡1;
stop Ã FALSE;
while (stop=FALSE) do
LP opt found Ã FALSE;
fsolve LP with column generationg
while (LP opt found=FALSE) do
LP opt found Ã TRUE;
improving roster line found Ã TRUE;
while (improving roster line found=TRUE) do
RCj Ã FIND-NEW-ROSTER-LINE(j);
if (RCj < 0) then
add new roster line to master;
LP opt found Ã FALSE;
LP opt Ã SOLVE-MASTER-LP();
else




if (RCk < 0) then
add new workload pattern to master;
LP opt found Ã FALSE;
LP opt Ã SOLVE-MASTER-LP();
end if
end whilefLP solved to optimalityg
if (fractional z) then
expand node; freplace node by two child nodesg
else if (LP opt<best integral z) then
best integral z Ã LP opt;
end if
if (no more nodes) then
stop Ã TRUE;
else
explore next node; fbest-¯rstg
lower bound Ã bound best node;




IP opt Ã SOLVE-MASTER-IP();
if (IP opt < upper bound) then
upper bound Ã IP opt;
register nurse schedule and surgery schedule;
end if
end whileChapter 6. Integrating nurse and surgery scheduling 189
The surgery schedule is built with a mixed integer program (MIP) in which the







with di the required number of nurses in period i. To speed up the heuristic, the
di's are not required to be integral. Instead, we round each di to the next upper
integer after solution of the quadratic MIP. Given this workload pattern, new roster
lines are added until the set of roster lines (one nurse scheduled by each roster line)
completely satis¯es the coverage constraints. A new roster line is found by solving
exactly the same shortest path problem as in Section 6.3.1, but replacing the dual
prices ¼i by the remaining right hand side values di. As such each new roster line
cuts the peaks in the remaining workload pattern until all demand is covered.
After detection of an initial solution, the objective value is saved as an upper bound
and both the surgery schedule and the nurse schedule are registered. The columns
making up the initial solution are entered into the master together with a number
of supercolumns, which are needed to ensure feasibility of the master in each stage
of the branch-and-bound algorithm.
The algorithm starts with the LP optimization loop in which, iteratively, a number
of new roster lines and one new workload pattern are added until no more columns
price out. Observe that roster lines are added until no more lines with negative
reduced cost can be found, whereas only one workload pattern is generated, after
which the generation of new roster lines restarts. This approach turned out to be
the most successful, given the generally larger computation times to price out a
new workload pattern.
Upon detection of the LP optimum, the solution is checked for fractional zk's (work-
load patterns). If there still are fractional zk's, branching is applied in order to drive
the solution into an integral z solution (i.e., with only one zk equal to 1 and all
other equal to 0). The algorithm does not branch until an integral xj (roster line)
solution, because branching schemes for the xj variables are not straightforward
to implement and signi¯cantly complicate the roster line subproblem. Moreover, it
provides no extra value for the extended model, which is the subject of this chapter.190 6.5. Branching
Instead, we report lower and upper bounds for the required number of nurses to
cover demand. The lower bound is the best possible solution with exactly one zk
equal to 1, however one for which the xj's are not necessarily integral. Hence, the
solution represented by the lower bound might not be interpretable in terms of the
nurse schedule (e.g., schedule 2.5 nurses following roster line j). The upper bound
on the other hand is the best found overall integer solution (with also integrality of
the xj's), which is fully interpretable.
In order to increase the lower bound as much as possible, the branch-and-bound tree
is traversed in a best-search way. After each move in the tree, the master problem
is solved with required integrality on both the xj's and the zk's. Because the
integral master problem is often computationally very intensive, the MIP optimizer
is interrupted after a speci¯ed time interval (e.g., 10 seconds). If a better solution
is found, the upper bound decreases and as such the gap between the lower and
upper bound tightens.
6.5 Branching
For reasons that are explained earlier, this work is only concerned with a branching
scheme for driving the zk's to integrality and leaves the xj's out of consideration.
We apply a constraint branching scheme (Ryan and Foster, 1981) which works as
follows.
First we search for the highest fractional zk. Let this be zk0. Then we select another
zk > 0, say zk00, and take the ¯rst period i for which dik0 6= dik00. If no such period
exists, both zk's represent essentially the same workload patterns and hence one of
them can be set to 0 while its fractional value is added to the other one. Suppose
we found period i0 as the branching period with di0k0 < di0k00. Then, we create two
nodes in the branch-and-bound tree. In the left node we imply di0k · di0k0 and in
the right node we imply di0k ¸ di0k0+1. Figure 6.6 visualizes this branching scheme.
Else if di0k0 > di0k00 we imply di0k · di0k00 in the left node and di0k ¸ di0k00 + 1 in
the right node.Chapter 6. Integrating nurse and surgery scheduling 191
Parent
node
di’kื di’k’ di’kุ di’k’+1
Figure 6.6: Binary branching scheme in the case of di0k0 < di0k00
6.6 Computational performance issues
In this section we present some techniques that helped to improve the computational
e±ciency of the algorithm.
6.6.1 Integral versus fractional demand values
It has already been mentioned at the end of Section 6.3.2 that we imply the dik's
to be integral in the workload pattern pricing problem. Although this is not nec-
essary from a formulation point of view, it has a substantially positive impact on
the overall computational e±ciency of the algorithm.
Implying integrality of the dik's a®ects the computation time in two ways. On the
one hand, there is a negative impact, because the pricing problem itself becomes
more complex. On the other hand, there is a positive impact as far fewer columns
can be found with negative reduced cost. Preliminary results indicate that this
positive e®ect dramatically exceeds the negative e®ect. Consequently, the master
LP is solved much faster when integrality of the dik's is implied. Moreover, requiring
integral demand values in the workload patterns makes the LP optimal solution
substantially less fractional in terms of the xj's. Hence, ¯nding a global optimum192 6.6. Computational performance issues
(with both integrality on the zk's and on the xj's) turns out to be much easier. In
our application the gap between the lower and upper bound becomes much smaller.
6.6.2 Upper bound pruning for the workload pattern pricing
problem
Basically, we are no longer interested in ¯nding the column with the lowest reduced
cost from the moment we know that this reduced cost will be positive anyway.
Hence, we can act as if we already found a solution with reduced cost 0 by pro-
viding an appropriate upper bound. For the workload pattern subproblem, this
observation yields dramatic time savings.
The reduced cost expression (6.4) consists of a ¯xed part and a variable part. By
setting the upper bound equal to the ¯xed part with reverse sign, we act as if we
found already a new column with reduced cost equal to 0. The reduced cost of a
workload pattern is given by 0¡° +
P
i2I ¼idik. Consequently, we provide ° as an
upper bound in the integer program (6.11)-(6.16).
Note that, since generating a new roster line is done using a backward dynamic
recursion, upper bound pruning cannot be applied here. As an alternative, we
wrote an A* algorithm (an enumeration approach entailing a forward recursion
including both dynamic pruning and pruning based on bound comparisons; good
discussions of A* can be found in Nilsson, 1980 and Barr et al., 1989). Dynamic
pruning occurs if a state has already been visited at lower cost. For pruning based
on bound comparisons we need an upper and a lower bound for the best new roster
line. Since the reduced cost of a new roster line is given by 1 ¡
P
i2I aij¼i, we can
provide -1 as an initial upper bound in the A* algorithm. Obviously, this bound
is decreased each time a better roster line is found. Starting from a certain day,
a lower bound on the minimal cost path could be obtained by selecting for each








and summing up only the (fmax ¡f) lowest values amongst these. In other words,
for calculating the lower bound, we relax all constraints but the not-more-than-
one-shift-per-day constraint and the maximum number of active days constraint.Chapter 6. Integrating nurse and surgery scheduling 193
Preliminary tests, however, indicated that the A* algorithm is outperformed by the
backward dynamic recursion. Hence, the time saved from upper bound pruning in
the A* algorithm is inferior to the time won by visiting each state only once in the
purely dynamic backward recursion.
6.6.3 Two-phase approach for the workload pattern pricing
problem
During the LP optimization loop it is not necessary to ¯nd the column with the
most negative reduced cost, any column with negative reduced cost will do. Again,
particularly for the computationally intensive workload pattern pricing problem,
using this observation dramatically decreases the computation times. To guarantee
optimality of the LP solution, a two-phase approach is applied for the workload
pattern pricing problem. In the ¯rst phase, a certain time limit is set for the MIP
optimizer. Only if no new workload pattern is found with negative reduced cost
within this time limit, the algorithm enters the second phase. In this phase the
time limit is undone and the optimizer is required to search until a feasible solution
is found with negative reduced cost or it is proven that such a column does not
exist.
6.6.4 Lagrange dual pruning
It is well known that Lagrangian relaxation can complement column generation in
that it can be used in every iteration of the column generation scheme to compute
a lower bound to the original problem with little additional computational e®ort
(see, e.g., Van den Akker et al., 2002; Vanderbeck and Wolsey, 1996). If this lower
bound exceeds an already found upper bound, the column generation phase can
end without any risk of missing the optimum. Using the information from solving
the reduced master and the information provided by solving the pricing problem
for a new workload pattern k, it can be shown (see, e.g., Hans, 2001) that a lower
bound is given by ± + RCkµk where ± is the objective value of the reduced master,
RCk is the reduced cost of a newly found workload pattern k and µk is a binary
variable equal to 1 when RCk is non-negative and set to zero, otherwise. This lower
bound is referred to as the Lagrangian lower bound, since it can be shown that it
equals the bound obtained by Lagrange relaxation.194 6.7. Results
Obviously, if the pricing procedure ¯nds a negative reduced cost column during the
¯rst phase and hence does not enter the second phase (see Section 6.6.3) this lower
bound cannot be used, because the workload pattern pricing problem has not been
solved to optimality. Using CPLEX, it is very easy to set upper bounds, time limits
and limits on the number of feasible solutions. Moreover, it can easily be veri¯ed if
either the problem has been solved to optimality or optimization has prematurely
ended because of an insu±cient time limit.
6.7 Results
6.7.1 Test set
To test the algorithm, we generated a test set in the same way as we did in Chap-
ter 4 for testing the surgery scheduling leveling algorithms (see Section 4.5.1). All
surgery scheduling problems in this set involve a cycle time of 7 days. The last
two days are not available to allocate operating room time (weekend), which is
common practice. The problems di®er with respect to ¯ve factors. These are: (1)
the number of time blocks per day, (2) the number of surgeons, (3) the division
of requested blocks per surgeon, (4) the number of operated patients per surgeon
and ¯nally (5) the length of stay (LOS) distribution. For these ¯ve factors, we
used the same settings as in Table 4.2. If we consider two settings for each fac-
tor and repeat each factor combination 3 times, we obtain 25¤3 = 96 test instances.
Next, we generated some weights wrti de¯ning the contributions to the workload
of period i of allocating a block to surgeon r in period t. These weights vary lin-
early with the number of patients of surgeon r operated in period t that are still in
the hospital in period i. The patient's workload contribution generally decreases
the longer the patient has already recovered in the hospital. In our test set the
workload demand periods coincide with the shifts. Furthermore, we set the con-
tribution to a `day' shift two times as large as the one to an `evening' shift and
four times as large as the one to a `night' shift. Obviously, although attempting
to represent realistic scenarios, these contributions are chosen somewhat arbitrarily.
Third, we composed a set of collective agreement rules that apply on individual
roster lines. The scheduling horizon amounted to 4 weeks or 28 days (= n). The
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`night') was set to 20 (= fmax). Shifts during the weekends were marked as unpop-
ular shifts: day and evening shifts got a penalty of 1, night shifts got a penalty of 2.
The maximum number of consecutive working days was set to 6 (=hmax
1 = hmax)
and the maximum number of consecutive rest days was set to 3 (= hmax
2 ). Further-
more, we distinguished between two scenarios: a hard constrained scenario and a
°exible one. Collective agreement rules in the hard constrained scenario di®er from
those in the °exible scenario on the following two points:
￿ In the hard constrained scenario there is only one shift type allowed within
each block. In other words, no shift transitions between di®erent shift types
can occur without scheduling a rest ¯rst. In the °exible scenario all shift
transitions are allowed, except the following three: a `night' shift followed by
a `day' shift, a `night' shift followed by an `evening' shift or an `evening' shift
followed by a `day' shift.
￿ In the hard constrained scenario the maximal penalty with respect to unpop-
ular shifts is set to 4, whereas in the °exible scenario it is set to 8 (=gmax).
The branch-and-price algorithm was coded in C++ and linked with the CPLEX
callable optimization library version 8.1 (ILOG, 2002). The tests were done on a
2.4 GHz Pentium 4 PC under the Windows XP operating system.
6.7.2 Savings
Table 6.1 contains the lower and upper bounds for both the NSP and the GNSP. In
the NSP a surgery schedule is generated randomly. The resulting workload pattern
contains the (¯xed) right-hand side values of the coverage constraints. Then, the
NSP is solved using column generation. In the GNSP new surgery schedules (and
hence resulting workload patterns) are generated during search if needed. We dis-
tinguish between the °exible and the hard constrained scenario. To give an idea of
the variability, the detailed bounds are provided for the ¯rst 9 and the last 9 prob-
lems of the problem set. The last line contains the average bounds over the whole
set. Observe that the name of each problem (dijklm n) contains the information
about the surgery scheduling subproblem: i stands for the setting of the ¯rst factor
in Table 4.2 (0 for the ¯rst setting, 1 for the second), j for the second one, etc.,
and n for the iteration number.196 6.7. Results
From these results, one may conclude the following. First have a look at the upper
bounds, which are after all the solutions that will be worked with. Although it is
not guaranteed that the upper bound will be better (one might be lucky in the NSP
and ¯nd the same or even a better overall integer solution), the upper bounds for
the GNSP are generally better than those for the NSP. We compared them using
a one-tailed paired T-test. The extremely small p-values obtained indicate that
the di®erences are statistically signi¯cant both for the °exible and for the hard
constrained case. The same results are obtained for the lower bounds. Unlike the
upper bounds, the GNSP lower bounds are of course guaranteed to be at least as
good as the NSP lower bounds.
When comparing the lower bounds for the NSP with the upper bounds for the
GNSP, both scenarios entail di®erent conclusions. The average lower bound for
the NSP is lower than the average upper bound for the GNSP in the °exible sce-
nario, whereas the reverse is true in the hard constrained scenario. Both di®erences
turned out to be signi¯cant using a one-tailed paired T-test (again extremely small
p-values). This observation can easily be explained. The stricter the collective
agreement rules, the harder it is to nicely ¯t the nurse rosters into the required
workload pattern in the NSP. As the workload pattern can be adapted in the
GNSP, the GNSP includes more possible savings in the case of severe collective
agreement requirements.
6.7.3 Interpretation of the savings
In the previous section we concluded that integrating the surgery scheduling process
with the nurse scheduling process may yield important savings in terms of required
nurses to hire. In this section we identify the source of these savings. Therefore, we
provide an answer to the question: \Where lies the waste if one is considering the
surgery schedule (and hence the workload distribution) as being ¯xed?" It turns
out that the origin of the waste is twofold.
First, an unfavorable workload pattern may contain many workload demands that
slightly exceed the workforce of x nurses, but that are dramatically inferior to the
workforce of x+1 nurses. In terms of the dik's one could think of many dik's having
a small decimal part, e.g., 6.1, 8.2, 4.05, etc. This type of waste is referred to as the
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is taken care of by simply scheduling x nurses instead of x + 1 nurses during those
shifts. The result is a group of overworked nurses and an almost certain decrease
in the quality of care. This illustrates how the GNSP approach can also be very
useful for optimizing qualitative instead of quantitative objectives.
Second, waste also originates from the in°exibility of the roster lines, due to strict
general agreement requirements. Because of this, no set of roster lines can be found
that perfectly ¯t with the workload demand. This source of waste is further referred
to as waste due to the in°exibility of roster lines.
Table 6.2 gives an overview of the importance of both sources of waste. We again
distinguish between the °exible scenario and the hard constrained scenario. For
each scenario there are three columns. The ¯rst column contains the total waste
in terms of oversta±ng in the NSP compared with the GNSP. These numbers are
obtained by subtracting the upper bounds for the GNSP from those for the NSP.
The second and third columns indicate the parts of this total waste that are due to
the workforce surplus per shift and to the in°exibility of roster lines. These num-
bers can easily be calculated as follows. First, for both the NSP and the GNSP we
make the sum of the (integral) demands of the chosen workload pattern. Call this
number the total required workforce (=
P





for the GNSP). Next, divide this number by the workforce per nurse (= fmax in
our application). This gives the minimal number of nurses that would be needed
and can be obtained in the case of fully °exible roster lines. The di®erence between
these numbers for the NSP and GNSP is the waste due to the workforce surplus per
shift. The di®erence between the total waste and the waste due to the workforce
surplus per shift is the waste due to the in°exibility of roster lines. Observe that
these wastes may be negative (e.g., the waste due to workforce surplus per shift for
problem d00000 2 is -1). This situation occurs when the gain with respect to one
source of waste is so large that the best found solution for the GNSP includes a
limited sacri¯ce with respect to the other source of waste.
The results in Table 6.2 clearly indicate that the importance of the source of waste
strongly depends on the strictness of the general agreement requirements. The
stricter these requirements are, the larger is the share of the waste due to the
in°exibility of the roster lines.198 6.7. Results
6.7.4 Computational results
Table 6.3 and Table 6.4 contain the computational results for the °exible respec-
tively hard constrained scenario. For the NSP, both the computation time and
the number of generated roster lines are given. For the GNSP also the number of
generated demand patterns and the number of nodes in the branch-and-bound tree
are provided.
Obviously, the required computation times for the GNSP exceed those for the NSP.
However, taking into account the explosion of the feasible solution space for the
GNSP compared to the NSP, the increase in computation time is rather small. We
can conclude that column generation is an excellent technique for solving the GNSP.
If we compare the °exible scenario with the hard constrained scenario, a couple of
things attract our attention. First of all, observe that for the NSP the computa-
tion times for the °exible scenario surpass those for the hard constrained scenario,
whereas for the GNSP the computation times for the hard constrained scenario
exceed those for the °exible scenario. For the NSP this di®erence is statistically
signi¯cant (extremely small p-value for a two-tailed paired T-test) and easy to ex-
plain. In the °exible scenario, much more legal roster lines exist and hence much
more roster lines with negative reduced cost are found during the search process
(on average 207.25 versus 106.07). Moreover, the time needed to price out a new
roster line is also larger since the feasible state space contains more legal states.
For the GNSP the di®erence in computation time is not statistically signi¯cant at
the 5% level (p-value of 0.113 for a two-tailed paired T-test). As again the number
of generated roster lines is signi¯cantly smaller (very small p-value for a two-tailed
paired T-test), the higher computation times for the constrained scenario must
be produced by the higher number of generated workload patterns and the higher
number of nodes in the branch-and-bound tree. The di®erences in number of gen-
erated workload patterns and in nodes in the branch-and-bound tree are found to
be signi¯cant (very small p-values for two-tailed paired T-tests). This can easily be
explained as follows. In the °exible scenario, it is unlikely that an extra workload
pattern improves the overall solution. Thanks to the °exibility in the roster lines,
an already very good solution can be found using a limited set of workload patterns.
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might obstruct the detection of a good solution. In this case, it is far more likely
that adding a new workload pattern improves the overall solution. We can conclude
that the GNSP is easier to solve if the collective agreement requirements are less
strict, whereas the reverse is true for the NSP.
As a ¯nal remark we note that a large part of the computation time goes to the
calculation of an overall feasible solution in order to detect an upper bound after
each move in the branch-and-bound tree in the GNSP and at the end of the column
generation process in the NSP.200 6.7. Results
Table 6.1: Lower and upper bounds for the NSP and the GNSP
Flexible scenario Hard constrained scenario
NSP GNSP NSP GNSP
Nr. Problem lb ub lb ub lb ub lb ub
1 d00000 0 15 17 13 15 19 19 16 17
2 d00000 1 26 28 25 27 34 35 31 31
3 d00000 2 25 27 23 25 32 32 28 29
4 d00001 0 40 42 39 41 49 50 47 48
5 d00001 1 45 47 44 46 54 54 52 53
6 d00001 2 94 96 92 94 112 113 109 110
7 d00010 0 34 36 32 35 43 43 40 40
8 d00010 1 40 42 38 40 49 50 47 47
9 d00010 2 28 30 26 27 34 35 32 33
... ... ... ... ... ... ... ... ... ...
88 d11101 0 96 98 94 96 114 115 112 113
89 d11101 1 99 102 97 99 119 120 116 116
90 d11101 2 122 125 119 121 145 146 142 143
91 d11110 0 83 85 80 82 101 102 96 96
92 d11110 1 111 113 109 111 138 139 132 132
93 d11110 2 58 60 56 58 73 74 67 68
94 d11111 0 252 254 249 252 303 304 296 297
95 d11111 1 119 122 116 119 143 144 139 140
96 d11111 2 135 137 131 133 162 163 156 157
Average 70.18 72.43 68.33 70.44 86.07 86.73 81.91 82.61Chapter 6. Integrating nurse and surgery scheduling 201
Table 6.2: Interpretation of the savings
Flexible scenario Hard constrained scenario
Waste due to Waste due to Waste due to Waste due to
Total workforce surplus in°exibility of Total workforce surplus in°exibility of
Nr. Problem waste per shift roster lines waste per shift roster lines
1 d00000 0 2 1.2 0.8 2 1.2 0.8
2 d00000 1 1 1.2 -0.2 4 1.4 2.6
3 d00000 2 1 2 -1 3 1 2
4 d00001 0 1 1.2 -0.2 2 0.6 1.4
5 d00001 1 2 1 1 1 0.2 0.8
6 d00001 2 2 1.6 0.4 3 0 3
7 d00010 0 1 1.4 -0.4 3 1 2
8 d00010 1 1 1.6 -0.6 3 1.6 1.4
9 d00010 2 1 1.8 -0.8 2 -0.6 2.6
... ... ... ... ... ... ... ...
88 d11101 0 2 1.4 0.6 2 0.6 1.4
89 d11101 1 2 1.8 0.2 4 0.2 3.8
90 d11101 2 1 2.2 -1.2 3 0.2 2.8
91 d11110 0 2 1.6 0.4 6 0.8 5.2
92 d11110 1 2 0.8 1.2 7 0.6 6.4
93 d11110 2 1 2 -1 6 1.8 4.2
94 d11111 0 2 1.2 0.8 7 0.2 6.8
95 d11111 1 2 1.8 0.2 4 -0.6 4.6
96 d11111 2 1 2 -1 6 0.6 5.4
Average 1.58 1.43 0.16 4.11 0.28 3.84202 6.7. Results
Table 6.3: Computational results for the °exible scenario
NSP GNSP
Roster Roster Workload
Nr. Problem Time (s) lines Time (s) lines patterns Nodes
1 d00000 0 43484 150 44422 183 2 0
2 d00000 1 44063 174 51000 196 2 0
3 d00000 2 46423 235 45438 213 2 0
4 d00001 0 44078 173 46000 221 2 0
5 d00001 1 43829 167 45172 190 2 0
6 d00001 2 44844 212 48829 238 3 0
7 d00010 0 45266 211 70359 274 2 0
8 d00010 1 46311 237 185623 535 17 8
9 d00010 2 44594 208 166892 640 32 13
... ... ... ... ... ... ... ...
88 d11101 0 44390 213 47984 243 2 0
89 d11101 1 44953 228 52031 257 2 0
90 d11101 2 44734 230 56438 280 2 0
91 d11110 0 46203 252 358811 555 30 15
92 d11110 1 45265 238 1765257 815 128 59
93 d11110 2 47359 200 423125 507 28 14
94 d11111 0 46360 347 69266 381 2 0
95 d11111 1 45719 243 59063 319 2 0
96 d11111 2 45048 237 251970 512 14 6
Average 44146.04 207.25 99008.57 310.31 5.93 1.95Chapter 6. Integrating nurse and surgery scheduling 203
Table 6.4: Computational results for the hard constrained scenario
NSP GNSP
Roster Roster Workload
Nr. Problem Time (s) lines Time (s) lines patterns Nodes
1 d00000 0 453 46 66953 263 8 4
2 d00000 1 500 70 55359 304 18 6
3 d00000 2 422 64 11781 111 2 0
4 d00001 0 468 77 609 81 2 0
5 d00001 1 453 74 687 95 3 0
6 d00001 2 672 120 782 127 2 0
7 d00010 0 4250 113 216064 470 79 43
8 d00010 1 953 113 323236 448 129 47
9 d00010 2 750 80 201970 459 102 39
... ... ... ... ... ... ... ...
88 d11101 0 2125 122 1656 130 2 0
89 d11101 1 1531 126 2625 146 2 0
90 d11101 2 1610 149 2109 159 2 0
91 d11110 0 1938 123 456191 439 58 17
92 d11110 1 1500 152 1228851 508 92 45
93 d11110 2 5438 101 102470 310 10 1
94 d11111 0 8000 251 12265 264 2 0
95 d11111 1 4859 143 19359 185 2 0
96 d11111 2 4922 153 1809557 600 221 83
Average 1215.52 106.07 153927.85 226.05 28.08 10.81204 6.8. Conclusions and further research
6.8 Conclusions and further research
This chapter has presented an integrated approach for building nurse and surgery
schedules. It has been shown how the column generation technique, often em-
ployed for solving nurse scheduling problems, can easily be extended to cope with
this integrated approach. The approach involves the solution of two types of pricing
problems, the ¯rst one is solved with a standard dynamic programming recursion,
the second one by aims of a state-of-the-art mixed integer programming optimizer.
A constraint branching scheme has been proposed to drive the solution into inte-
grality with respect to the workload patterns while the integrality of the roster lines
was left out of the scope of this chapter. Finally, some techniques were presented
that helped to improve the computational e±ciency of the branch-and-price algo-
rithm.
Our computational results indicate that considerable savings could be achieved by
using this approach to build nurse and surgery schedules. We simulated prob-
lems for a large range of surgery scheduling instances and distinguished between
a °exible and a hard constrained scenario with respect to the collective agreement
requirements. Our conclusions can be summarized as follows. First of all, column
generation is a good technique to deal with the extra problem dimension of modi-
fying surgery schedules. Second, the obtained gains originate from two sources of
waste: waste due to the workforce surplus per shift and waste due to the in°exibil-
ity of roster lines. Third, unlike the NSP, the GNSP turns out to become harder
to solve when the collective agreement requirements are more strict.
Obviously, in real-life hospital environments it is not so easy to modify the master
surgery schedule. As the surgery schedule can be considered to be the main engine
of the hospital, it not only has an impact on the workload distribution for nurses,
but also on several other resources throughout the hospital. Think for instance
about anaesthetists, equipment, radiology, laboratory tests and consultation. This
observation yields a negative as well as a positive note for the reasoning in this chap-
ter. The negative note is that the possible savings obtained through integrating
the nurse and the surgery scheduling process are in real-life probably much smaller,
due to the smaller °exibility with which surgery schedules can be modi¯ed. The
positive note is that not only savings in nurse sta±ng costs are possible, but also
in other related resource types, by integrating the scheduling of these resourcesChapter 6. Integrating nurse and surgery scheduling 205
with the surgery scheduling process. This is probably the main contribution of this
chapter. This work clearly shows the bene¯ts of integrating scheduling processes in
health care environments and moreover proposes a methodology for implementing
the heart of a supporting ICT infrastructure.
Possible topics for further research include the application of this approach in a
real-world environment involving a detailed report on the experienced merits and
pitfalls. From a theoretical point of view, it would be interesting to develop similar
techniques for one or more of the other resource types stated above.206 6.8. Conclusions and further researchChapter 7
Conclusions and future
directions
This last chapter gives some general conclusions on the material that has been
presented in this thesis, states our main contributions and brings forward some ideas
for future research. Section 7.1 reviews our study on the trainee scheduling problem
that was presented in Chapter 2. Section 7.2 concludes our work concerning the
development of master surgery schedules reviewing the material that was presented
in Chapters 3, 4 and 5. The third section elaborates a little bit further on the
integration of di®erent scheduling areas, that has been illustrated by the integrated
approach for nurse and operating room scheduling in Chapter 6. In each of these
¯rst three sections, we brie°y discuss some of the future challenges that we believe
represent promising directions for future work in these areas. The fourth and last
section states some general re°ections on important issues for further research in
health care scheduling.
7.1 Trainee scheduling
Chapter 2 has described a new decomposition approach for a sta® scheduling prob-
lem that, although frequently encountered in almost every hospital, has been ne-
glected in the literature so far. The problem consists of building a long term sched-
ule for advanced medical students, called trainees. Building such a schedule is often
207208 7.1. Trainee scheduling
a complicated task: the schedule has to satisfy all the coverage constraints and for-
mation requirements, must assign the activities in a consecutive way and must take
as much as possible the individual preferences for having weeks-o® into account.
The problem distinguishes from the classic nurse scheduling problem mainly in the
presence of the formation requirements, the need for consecutiveness of performing
the di®erent activities and the longer time horizon for which schedules are built.
Based on what we have called activity patterns, we have proposed a new formula-
tion for this problem. This new formulation made it possible to develop an e±cient
approach that decomposes the problem on the activities. The comparison with
a more traditional approach that decomposes the problem on the sta® members
instead of on the activities, has yielded some interesting insights on the computa-
tional e±ciency as well as on the modeling power of the new approach. Finally, we
have presented some heuristic extensions which made it possible to deal with more
general problem formulations and larger problem instances.
We have considered only one type of specialization for which the trainees usually can
carry out the complete internship within one particular hospital department. Other
specializations, however, require that the trainees perform internships at di®erent
hospital departments. Think, for instance, of anaesthetists, who need to be trained
to provide assistance at di®erent medical disciplines. Consequently, the scheduling
of anaesthetist trainees contains an extra level of hierarchy. Indeed, before building
annual schedules for each discipline, it has to be decided which trainees will serve
which disciplines. This task essentially comes down to an assignment problem in
which the trainees' history record and individual preferences play a major role. The
problem is complicated by the fact that the di®erent disciplines compete for the
higher skilled (typically higher years) trainees and hence also some equity measures
have to be taken into account.
Additionally, it might be interesting to investigate whether an integrated approach
for the higher level assignment problem and the lower level scheduling problem
leads to an improvement of the developed trainee schedules. We think of a decom-
position approach in which the master problem determines the composition of the
trainee sets for each discipline and the subproblem consists of building the trainee
schedules given these input sets. Within a general scienti¯c framework, it would
again be interesting to see which problem properties complicate the problem and
how far we can go in solving the problem to optimality. If real-life problem dimen-Chapter 7. Conclusions and future directions 209
sions turn out to be to large to tackle with an exact approach, one may come up
with (meta)heuristic approaches or hybridized exact/heuristic methods.
For which concerns general nurse scheduling, we consider problem decomposition,
the exploitation of problem-speci¯c information and the hybridization of exact and
heuristic methodologies as important directions for further research.
Throughout this dissertation we have shown that problem decomposition, i.e., in-
telligently breaking up larger problems into smaller, easier to handle subproblems,
is a very promising approach to solve di±cult problems. In general, real-life nurse
scheduling problems can be very large and consequently we believe that problem
decomposition is an important direction for further research into these kinds of
problems.
Many constraints and requirements have not been addressed (explicitly) in the nurse
scheduling literature so far. Nevertheless, speci¯c models and algorithms that use
problem-speci¯c information can dramatically increase the e±ciency of solution
methodologies. Consider, for instance, the trainee scheduling problem of Chapter
2 in which each trainee has to perform each activity exactly once. We have used
this problem-speci¯c information to develop an alternative, more e±cient solution
approach. Since this constraint is often encountered in the development of educa-
tional schedules, we believe that the exploitation of this observation may turn out
to be advantageous for other applications as well.
Throughout this thesis, we have often started from an exact method that could solve
small instances of the problem and hybridized our approach with heuristic method-
ologies in order to cope with larger instances (see, for instance, Section 2.7.3).
Moreover, we do not believe that one method or technique is going to increase the
uptake of health care scheduling on its own. Therefore, we have experimented with
several methodologies trying to combine the strong points of di®erent techniques.
No need to argue that we strongly believe that the hybridization of di®erent search
techniques includes an important scope for further research.210 7.2. Operating room scheduling
7.2 Operating room scheduling
Chapters 3, 4 and 5 have dealt with master surgery scheduling. Our study has
focussed on the impact of the cyclic master surgery schedule on the load of various
resources throughout the hospital. Chapter 3 has introduced a visualization model
to assist in the development of the master surgery schedule. Subsequently, Chap-
ters 4 and 5 have concentrated on the bed occupancy as a function of the master
surgery schedule. The proposed models aim at leveling the bed occupancy in order
to avoid the occurrence of contra-productive peaks.
When we carried out the case studies, we have noticed that an enormous amount of
data is being recorded inside hospitals, in particular with respect to the operating
room. Not only start and end times of surgery, also the usage of various resources
like the nursing personnel, the anaesthetist, the use of specialized equipment, the
preceding tests, the need for blood analysis, the succeeding tests, the hospitalization
bed, etc., are all registered. These data are saved in a central database that rep-
resents a treasure of information. Nowadays, this database already serves multiple
purposes. It is not only used to measure the e±ciency with which the operat-
ing room and various resources are used. The supply and inventory management
information system and the human resource management information system are
linked to this central database. Also, modern cost accounting systems like activity
based costing rely heavily on this database. For more details on cost accounting in
hospitals, in particular with respect to activity based costing, we refer the reader
to Upda (1996) and Cardinaels et al. (2004). Often, important decisions like the
purchase of expensive, specialized equipment or the opening of a new operating
room are preceded by a profound analysis of historical data.
Unfortunately, up to the present, a lot of opportunities have still remained unex-
plored. The information extracted from the central database is currently too much
focussed on what we call the `a posteriori' analysis. The replenishment of invento-
ries, the wages administration, the evaluation of personnel, the cost accounting and
the calculation of the e±ciency with which resources are used, are all carried out
afterwards and do not directly contribute to an improvement of the current system.
It is our conviction that data from the central database also can be transformed to
information that can be used to actively amend the current practice. Consequently,
the information is not only used to `a posteriori' respond to what has happened, butChapter 7. Conclusions and future directions 211
also to `a priori' decision making in order to better streamline the current practice.
Chapter 5 has illustrated this point by extracting from the database the probabilis-
tic distributions of the patients' length of stay and the number of operated patients.
We have shown how this information can be used for developing a better surgery
schedule with respect to the bed occupancy.
We believe that there are many other opportunities left unexplored. Increasingly
more data are recorded in the central database system. The continuous progress in
database technology enables us to extract a maximum of information out of these
data. The introduction of PC terminals at each corner of the hospital, even within
the operating room, has made it possible to track the patient from the ¯rst arrival
until the moment the patients leaves the hospital. This has led to a patient-oriented
view on health care management instead of a hospital-oriented view. An important
contribution to this process lies in the development of clinical pathways, also called
patient care pathways or integrated care pathways. Integrated care pathways are
multidisciplinary care plans that detail the essential steps in the care of patients
with a speci¯c clinical problem and describe the expected progress of the patient.
They facilitate the introduction into clinical practice of clinical guidelines and sys-
tematic, continuing audit into clinical practice. They help in communication with
patients by giving them access to a clearly written summary of their expected care
plan and progress over time (Campbell et al., 1998). Clinical Pathways were intro-
duced in the early 1990s in the UK and the USA, and are being increasingly used
throughout the developed world, including Belgium (see, e.g., Sermeus et al., 2001;
Vanhaecht et al., 2002; Vanhaecht and Sermeus, 2003, Vanherck et al., 2004; De
Bleser et al., 2004). Because of their focus on the complete process rather than on
the individual steps, clinical pathways are naturally compatible with activity based
costing systems (see, e.g., Asadi and Baltz, 1996).
All this information can be used to develop models and algorithms that improve the
current scheduling practices and, as such, optimize the resource management inside
hospitals. In this dissertation, we have only dealt with the operating room, which
we have considered the heart of the system. It can be argued that the preceding
and succeeding steps in the clinical pathway are taken into account by consider-
ing the resource consumption patterns for each type of surgery (see Section 3.2),
however, a more detailed integration with these pathways needs to be addressed.
Moreover, we have only coped with long term master surgery scheduling, i.e., the212 7.3. Integrating di®erent scheduling areas
allocation of operating room blocks to surgeons or surgical groups in the operating
room theatre. It must be clear that there is considerable scope of research left with
respect to more detailed scheduling, that is scheduling on patient level. Think, for
instance, of determining the order in which the individual patients are operated
and the impact this order has, not only on the operating room e±ciency, but also
on the resources used throughout the rest of the hospital.
7.3 Integrating di®erent scheduling areas
Chapter 6 has presented a model and algorithm for integrating the nurse and surgery
scheduling. We have obtained very promising results concerning the computational
e±ciency of this approach as well as for the gains that could be achieved by coupling
both scheduling areas. The study was however merely theoretic. The developed
model still needs to be applied on a real-life data set in order to be able to draw more
profound conclusions on the value of the integration approach. Undoubtedly, this
will raise di±culties we have not foreseen yet. First of all, usually di®erent people
are involved in building the sta® and surgery schedules. Often, the nurse and oper-
ating room scheduling at itself is already a fairly complex task and it is questionable
whether the people that build the schedules nowadays accept an extra factor to be
taken into account. It would take a clear communication of the possible pro¯ts
and a large power of persuasion to convince them that, on the contrary, integration
leads to more °exibility and hence less constraints. A second, practical di±culty
lies in the fact that the software systems that support both scheduling practices are
currently often not coupled which complicates the implementation of our algorithm.
We are convinced that many other scheduling areas within hospitals could be in-
tegrated in order to obtain overall better solutions. Too often, a scheduler must
take a number of constraints for granted as they follow from decisions that have
been made by other units within the same hospital. Good communication is a ¯rst
necessary condition. However, well-thought-out algorithms that can manage the
increased °exibility are a key issue for successful integration of di®erent scheduling
practices. We strongly believe that there is signi¯cant scope for further research in
this direction. A speci¯c idea is the integrated vacation scheduling of all hospital
sta® who are, in one way or another, connected to each other in the sense thatChapter 7. Conclusions and future directions 213
their work content is determined by the presence or absence of the other. Think,
for instance, of the nurses, the surgeons and the anaesthetists who all have to be
present in order to perform surgery. Sometimes, operating rooms are closed for a
number of days as a response to sparse personnel occupancy in general vacation
periods. The decisions concerning the timing of operating room close downs could
be integrated with the sta® vacation planning so that the overall schedule better
meets the personnel's preferences for having a week-o®.
7.4 General re°ections on further research
7.4.1 Robustness
The ability to cope with unforseen events is a key issue for scheduling in the uncer-
tain world of health care. Indeed, we wish to avoid situations where, for instance,
one person calling in sick or one patient not showing up causes a chain reaction
of disruptions throughout the hospital. Robust schedules are schedules that are
protected against these kinds of events, for instance, by considering the expertise of
sta® on beforehand in order to make sure that people can easily be replaced at each
moment of time. It could be argued that the operating room scheduling models
that have been presented in Chapters 3, 4 and 5 address, in a particular sense, the
issue of robustness. Indeed, a leveled bed occupancy for the elective cases decreases
the probability of a bed shortage (due to an unexpected peak in the urgent cases)
which at its turn protects the proper execution of the schedule. Nevertheless, com-
pared to project scheduling, where robustness has recently become an important
issue (see, e.g., Leus, 2003), robustness has received little attention in health care
scheduling so far. We see a lot of opportunities for further research with respect to
this issue.
7.4.2 Persuading all people involved
A key issue in the exploitation of all the available information in order to use it
for streamlining the entire process of health care delivery is the cooperation of
all people involved. Nowadays, physicians in particular are not always convinced
of the bene¯ts of registering all kinds of data in the central database, for they
merely consider it to be an extra administrative load. If this information is only
used to evaluate the physicians, they will not likely to change their mind on this214 7.4. General re°ections on further research
issue. Physicians often not realize that, after the patients, they gain in the ¯rst
place by improving the scheduling and management of resources. Therefore, it is
important that the bene¯ts of the data collection are clearly communicated to all
people involved.
7.4.3 Graphical user interface
We consider the development of the graphical user interfaces that hide the techni-
cal details of the algorithms from the end user as an important enrichment for the
research that has been presented in this dissertation. Academic research on schedul-
ing is often only concerned with developing algorithms to solve di®erent versions
of a theoretic problem. The focus lies too much on ¯nding `better' solutions in
less computational e®ort. Nevertheless, the ease of use is a far more crucial issue
for the acceptance of a decision support system for scheduling than the solution
optimality and the required computation time. Moreover, a user-friendly, graphical
user interface is just a necessity in order to apply the algorithms in a real-life case
and to obtain useful feedback from the people involved.
Jeroen BeliÄ en
October 2005Appendices
The appendices refer to the work carried out in Chapter 4. The notation is de¯ned
in Sections 4.2 and 4.3.
APPENDIX A
In this Appendix it is shown that the variance of the Zi's varies linearly in the















If xi and xj are independent, then cov(xi;xj) = 0 (A-2)
For the derivation it is important to keep in mind that the number of patients stay-
ing on the same day in the hospital but having 'entered' it via di®erent blocks are
completely independent of each other. There is only dependency between patient
numbers coming from one and the same block in one and the same cycle. Let us







Applying (A-1) and knowing that the covariances between the di®erent Uijs's are
all zero (the number of patients occupying a bed operated in di®erent operating

























Recall that Dsd is a stochastic variable that stands for the number of patients who
stay exactly d days in the hospital after one block of surgery by surgeon s. The ¯rst
and third summations divide the Dsd variables into their cycles, i.e., the number
of patients staying in the hospital on day i after surgery by surgeon s on day j can
be divided according to the cycle in which they entered the system. For f = 0 all
patients entered in the current cycle (= 0) are added, for f = 1 all patients entered
in the previous cycle are added, etc. The second summation indicates the number







































The ¯rst line indicates all patients entered in the current cycle. The di®erent terms
in this line indicate the di®erent blocks that `produce' patients. The second line
indicates the numbers entered in the previous cycle, etc. The number of patients
occupying a bed on a particular day i having undergone surgery more than 1 cycle
ago is of course completely independent of the new patients entered in the current
cycle. In general, the number of patients operated in the same block, but in di®erent












































Within each cycle the number of patients coming from one block on a particular
day assigned to surgeon s is independent from the number coming from another
















































































The covariances between the Dsd variables coming from the same block are of course
not zero, but negative. Intuitively this can be seen as follows. The more patients
that stay, e.g., exactly 1 day, the less patients will stay exactly 2, 3, etc., days and
vice versa. The total is always ns. The variance and covariance formulas for the
individual variables of a multinomial distribution are as follows:
var(Dsd) = psd(1 ¡ psd)ns (A-11)
cov(Dsd1;Dsd2) = ¡psd1psd2ns (A-12)
Alternatively, these formulas could be obtained by observing that the individual
variables of a multinomial distribution are binomial processes with probability of























Since g is merely a summation index and hence does not in°uence the calculation,





















This expression can be further simpli¯ed by observing that also the summation over
f can be turned into a multiplication. The summation is replaced by respectively
the factor dd=le and dd2=le indicating how many cycle times the Dsd variables

















In conclusion, the variance of each Zi varies linearly in the decision variables.220 APPENDICES
APPENDIX B
In this Appendix it is shown how the expressions for both mean and variance of
the daily bed occupancy are extended such that they incorporate stochastic patient
arrivals. For the mean, we make use of the following theorem on conditional means:
E(Y ) = E[E(Y jX)] (B-1)
In words, the overall mean equals the mean of the conditional means. Applied to
our problem: let Ns be a stochastic variable representing the number of patients
for surgeon s. k = 1;:::;qs are the di®erent (discrete) states of this variable with
hsk being the probability and nsk the corresponding number of patients in state k
for surgeon s.










For the variance, we make use of the following theorem on conditional variances:
var(Y ) = E[var(Y jX)] + var[E(Y jX)] (B-4)
In words, the overall variance equals the sum of (1) the mean of the conditional
variances and (2) the variance of the conditional means. Applied to our problem:
var(Uijs) =E[var(UijsjNs)] + var[E(UijsjNs)] (B-5)





































































In conclusion, incorporating numbers of patients following a multinomial discrete
probability distribution preserves the linearity of both mean and variance of the
daily bed occupancy.222 APPENDICESList of Figures
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