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Abstract 
In photosynthesis light is absorbed by the light-harvesting antenna and within several tens of picoseconds transferred to the 
photosynthetic reaction center (RC) where an ultrafast charge separation is initiated. Photosynthetic purple bacteria employ a 
single reaction center. In contrast, in photosynthesis of plants, algae and cyanobacteria, two reaction centers, Photosystem II 
(PSII) and Photosystem I (PSI), operate in series. PSII uses light to extract electrons from water (to produce oxygen); PSI uses 
light to reduce NADP+ to NADPH. The electron transfer from PSII to PSI is coupled to the build-up of a proton motive force 
(pmf) that is used to form ATP. NADPH and ATP are required in the Calvin-Benson cycle to produce a reduced sugar. In the 
following we will discuss photosynthetic charge separation and photosynthetic light-harvesting with an emphasis on the role of 
quantum mechanics. 
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1. Photosynthesis 
In photosynthesis light is absorbed by the light-harvesting antenna and within several tens of picoseconds 
transferred to the photosynthetic reaction center (RC) where an ultrafast charge separation is initiated. 
Photosynthetic purple bacteria employ a single reaction center. In contrast, in photosynthesis of plants, algae and 
cyanobacteria, two reaction centers, Photosystem II (PSII) and Photosystem I (PSI), operate in series. PSII uses light 
to extract electrons from water (to produce oxygen); PSI uses light to reduce NADP+ to NADPH. The electron 
transfer from PSII to PSI is coupled to the build-up of a proton motive force (pmf) that is used to form ATP. 
NADPH and ATP are required in the Calvin-Benson cycle to produce a reduced sugar. In the following we will 
discuss photosynthetic charge separation and photosynthetic light-harvesting with an emphasis on the role of 
quantum mechanics. 
2.  Photosynthetic Charge Separation 
After the crystal structure of the bacterial RC became available [1] a very detailed picture of photosynthetic 
charge separation has emerged. Today, the primary electron transfer processes of all the different types of RCs 
(purple bacterial, photosystem I [2], photosystem II [3]) have been extensively studied. In the following we will 
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discuss charge separation in the bacterial RC and the Photosystem II RC in some detail.  The bacterial RC (BRC), 
for which in 1985 an atomic structure was obtained [1],  shows a remarkable C2-symmetry, with respect to both the 
proteins and the cofactors. The symmetry axis runs through the centrally located “special pair” (P) of BChl 
molecules arranging the pigments in two branches labelled A and B. Surprisingly, light-driven electron transfer 
occurs only along the A (or “active”) branch. The BRC contains the ‘special pair’ of  BChls P and in each branch a 
‘monomeric’ or accessory BChl (BA, BB), a bacteriopheophytin (HA, HB) and a quinone (QA, QB).  Primary charge 
separation in bacterial RCs occurs within ~3 ps with the formation of P+ and HA- [4]. Today there is general 
agreement that BA acts as an electron transfer intermediate, with the transfer time of the electron away from P* (3 ps) 
almost three times slower than the transfer away to HA (about 1 ps) [5-7].  
In spite of the obvious symmetry of the RC, the electron transfer essentially occurs only along the A-branch. 
Estimates of the electronic coupling strengths along both paths do indeed favor the active branch, but not in the 
experimentally observed 200:1 ratio. Spectacular variations in the rate of electron transfer upon variation of the 
identity of Tyr M210 [8, 9], strategically positioned between the cofactors in the active branch, could be explained 
within the framework of the Marcus theory for electron transfer, and ascribed to changes in the free energy of the 
initial radical pair due to the mutation.  
In Marcus theory the rate of electron transfer is given by [10]: 
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Where Vel is the electronic coupling matrix element, T is the temperature and kB is Boltzmann’s constant. Other 
types of mutants were also generated – mutants in which H-bonds of the protein were modified around P produced 
dramatic changes in its redox potential, again without affecting the asymmetry of electron transfer [11]. In a triple 
mutant with HA replaced by a BChl, P+BA- upshifted in free energy and P+BB- stabilized a measurable amount of 
P+HB- was obtained [12]. This suggests that the free energy of the charge separated states controls the asymmetry of 
the electron transfer, rather than the differences in electronic coupling. 
The initial electron-transfer reactions in BRCs show an increase in rate with decreasing temperature. This 
unusual temperature dependence is seen in electron transfer from P* to the nearby bacteriopheophytin (HA), in the 
individual steps that underlie this reaction (electron transfer from P* to BA and from BA to HA) and in the transfer of 
an electron from HA to QA [13]. Eq. (1) shows that the rate should increase with decreasing temperature if the 
potential energy surfaces of the reactant and product intersect near the zero-point level of the reactant state: 
0G λΔ = − . Early experiments by Devault and Chance, who observed electron transfer from a cytochrome to P+ at 
cryogenic temperatures [14, 15] laid the basis for the concept of electron and nuclear tunneling in biology [16, 17]. 
Because eq. (1) neglects nuclear tunneling it can overestimate the contribution of the exponential factor when T is 
small compared to the characteristic frequencies involved or when 0G λΔ < − . A quantum mechanical treatment 
based on the theory for radiationless transitions that include nuclear tunneling gave a qualitatively similar picture for 
the speeding up of charge separation with decreasing temperature. Assuming charge separation is strongly coupled 
to a harmonic vibrational mode with energy ω  the rate is given by [18]: 
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The temperature dependence of the rate of electron transfer from P* to HA in Rb.sphaeroides RCs can be fit well 
with eq. (2) taking 180cmω −= [13].  
So far all of this is based on the assumption that vibrational relaxation occurs rapidly relative to electron transfer. 
Although relaxation phenomena in RCs are known to occur on timescales even longer than 10 ns, this assumption is 
probably valid for slow electron transfers like P+QA- recombination. But what about the fast events? 
2.1. Charge separation is coupled to coherent nuclear motions 
Femtosecond pump-probe studies have clearly demonstrated that the excited state of P is coupled to low-
frequency vibrations [19-21], which represent collective nuclear motions of the pigments and their surroundings. 
The vibrational wavepacket consisted of modes in the 100-200 cm-1 range decaying on a few 100 fs timescale. The 
Fourier transform (FT) spectrum showed that also the range of <35 cm-1 has significant vibrational strength. Under 
broad-band excitation it was possible to create electronic coherence between the two exciton states (P*)+ and (P*) 
[22].The coherent motion of the exciton wave packet resulted in oscillations of the anisotropy with a frequency of 
593 cm-1 (which is close to the exciton splitting) and damping constant of 35 fs.  
Remarkably, in native and pheophytin-modified Rb. sphaeroides R-26 RCs a wave-packet-like motion could be 
observed in the absorption band of primary photoproduct P+BA- [23, 24]. Thus, the FT spectra of the SE P* and ESA 
P+B- components contain two modes (30 and 130 cm-1), with the low-frequency 30 cm-1 mode significantly 
increased in the photoproduct. The 30 cm-1 mode was ascribed to rotation of the H2O molecule located between P 
and BA [24]. Observation of the oscillatory components in the H-band (760 nm) suggested that the 30 cm-1 mode 
results in coherent P+H- state formation  
 
Fig 1. The lowest excited state potential energy surface of the bacterial RC as determined by the mixing of the states P*BA and P+BA. Both states 
are assumed to be strongly coupled to two nuclear modes (130 cm-1 and 30 cm-1) represented by the coordinates x and y, resp. The 3D-contour 
shows the amplitude of the nuclear wavepacket 250 fs after impulsive excitation when it reaches the crossing point between the two states. Part of 
it will flow into P+BA-, part of it will bounce and try again. Taken from [25]. 
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To describe the observed spectral evolution, the electron-vibrational dynamics is modeled using the Redfield 
superoperator. The model includes two diabatic states, i.e., an excited state P* and a charge-transfer state P+B-. 
Strong coupling of these states with two collective nuclear modes is supposed [25]. The mixing of diabatic states 
(with different displacements along each of the two nuclear coordinates) results in a complicated potential surface 
that determines the dynamics of the excited-state wave packet (see Fig 1). 
The model resulted in a quantitative fit of the experimental kinetics of the SE near 900-950 nm and the ESA in 
the 1020-nm region of the pheophytin-modified Rb. sphaeroides R-26 RC [25]. Thus non-equilibrated vibrational 
modes involved in electron-transfer play an important role in photoproduct formation in the bacterial RC. The 
configuration of two vibrational coordinates determines the high efficiency of charge separation both for coherent 
and non-coherent excitation. 
2.2. Alternative Ultrafast Paths for Charge Separation in Bacterial Reaction Centers 
Until quite recently it was generally assumed that photosynthetic charge separation could only occur from P* and 
that excitation of all other pigments than P results in energy transfer to P  again followed by charge separation from 
P* [26]. However, experiments on a mutant of the bacterial RC where the residue YM210 had been replaced by a 
Trp (YM210W) provided evidence for another ultrafast pathway of charge separation [27]. In this mutant excitation 
of the primary donor P leads to very slow charge separation (40 ps at RT, 1 ns at 77K). Most likely in the YM210W 
mutant RC the first intermediate P+B- is higher in energy than P* (it has indeed been speculated that the Tyr YM210 
stabilizes B- by the hydroxyl dipole [28]). Excitation of the accessory BChl BA in the YM210W RC led to a 
significant amount of P+B- formation in less than 1 ps, without the involvement of P*. P+B- then decayed into P+HA- 
on a few ps timescale. Later for WT RCs, the same process could be identified [29]. 
2.3. Charge Separation in the Photosystem II Reaction Center 
The reaction center of Photosystem II (PSIIRC) performs the initial charge separation in oxygenic photosynthesis 
[30, 31]. According to the X-ray structure [3] pigment organization in the PSIIRC is similar to that of the BRC with 
two additional chlorophylls bound to the periphery of the complex. Charge separation in the PSIIRC occurs on a 
multitude of timescales ranging from a few ps to hundreds of ps [30]. In contrast to the BRC visible-pump-mid-
infrared probe experiments showed formation of the radical pair ChlD1+PheoD1- in a significant fraction of the PSII 
RCs on a ps-timescale [32]. PD1+ formation only occurred after 5-6 ps followed by radical pair relaxation. In this 
view the observed multi-exponentiality of charge separation originates from the fact that only small energy 
differences exist between most of the excited and charge separated states of the PSIIRC resulting in highly non-
exponential kinetics [33]. 
The first attempt to explain the spectra and kinetics in the PSIIRC was performed using the so-called ‘multimer 
model’, based on the idea that in the core of the PSIIRC, in contrast to the BRC, all the chlorins are 
spectroscopically ‘equal’, giving rise to exciton states delocalized over 2-3 pigments [34]. In a more realistic model 
site energies were extracted from a simultaneous evolutionary-based fit of the linear spectra using the modified 
Redfield approach [33, 35-37]. The result of such a model is shown in Fig 2. The lowest state with an absorption 
peak near 682 nm corresponds to a charge-transfer state. This state becomes weakly allowed borrowing some dipole 
strength due to mixing with the pure exciton states. Introduction of a coupling between the excited and the CT state 
produces relatively small changes in the absorption-type spectra, but has a dramatic effect on the fluorescence (FL) 
profile. The FL spectrum is mostly determined by contributions from the two lowest states, i.e. a mixed exciton-CT 
state (peaking at 682 nm) and a superradiant ‘multimeric’ exciton state (delocalized over D1 branch and peaking at 
680 nm) which means that the FL profile will be extremely sensitive to the precise energy of the CT state. On the 
other hand, the presence of the CT state with a huge static dipole significantly affects the Stark spectrum (Fig 2, 
right). 
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Fig 2. Left frame: Exciton structure of PS2 RC. Wavelengths corresponding to the unperturbed site energies of 8 pigments and the first CT 
intermediate PD2+PD1− (lines indicate participation of the pigments in the exciton states), and the 77K absorption with the individual exciton 
components. Insert on the top shows the structure of the lowest exciton state, where the circles show the pigments that on the average are 
coherently mixed in the lowest exciton state. The area under the circle is proportional to population of the corresponding site.  Middle frames: 
Possible pathways for primary charge separation in the PSII-RC. Circles show the localization of the electron and hole in the CT states (i.e. 
PD2+PD1−, ChlD1+PheD1−, and PD1+ChlD1−) that can be coupled to the lowest exciton state.  Right frame: The Stark spectra calculated with the same 
CT states as shown in the middle frame. Red dots correspond to experimental data, the Stark signal is calculated with coupling to CT (dark blue) 
and without coupling to CT state (light blue). After [37]. 
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The excited state from which the charge separation is initiated consists of a coherent superposition of four pigments, 
i.e. ChlD1, PheD1, PD1, and PD2 (Fig 2). Since there is a strong coherence between these 4 sites, some CT state 
coupled with any of these 4 pigments will be effectively mixed with the whole set of exciton states (the amount of 
mixing depending on the size of the energy gap between the excitonic and CT state). Thus, the primary electron 
transfer toward PheD1 can in principle start from PD2, ChlD1, or PD1 producing the first charge-separated 
configuration PD2+PD1−, ChlD1+PheD1−, or PD1+ChlD1−, respectively.   
The predominant population of ChlD1 is a strong argument for considering this pigment as the primary electron 
donor producing the charge transfer state ChlD1+PheD1−. On the other hand, the special pair is characterized by a 
bigger overlap of the electronic wavefunctions of the two pigments, thus creating a better coupling between the 
excited states of PD1 and PD2 and the PD2+PD1− charge transfer state.  It is clear that these two factors compete and this 
competition between them will be strongly dependent on the realization of the disorder producing different 
participations of the pigments (PD2, PD1, and ChlD1) in the lowest exciton state as well as different energy gaps 
between the lowest exciton state and the corresponding CT state. For instance, in some realizations the excitation 
can be strongly localized at ChlD1; moreover, this localized state can be even lower in energy than the PD2+PD1− 
charge transfer state. Obviously, in such realizations even in the presence of mixing between the excited states and 
the PD2+PD1− intermediate, the charge transfer will be initiated from ChlD1 with the formation of the ChlD1+PheD1− 
radical pair. On the other hand, in delocalized ‘multimeric’ realizations the PD2+PD1− state is much better connected 
with the whole excited-state manifold, and thus can play the role of the initial CT state.  
Recently, we performed transient absorption experiments at 77 K with various excitation conditions on isolated 
PSIIRC preparations from spinach [38]. The results demonstrate that at least two different excited states, 
(ChlD1PheD1)* and (PD1PD2ChlD1)*, give rise to two different pathways for ultrafast charge separation. We propose 
that the disorder produced by slow protein motions causes energetic differentiation among reaction center 
complexes, leading to different charge separation pathways (see Fig 3). 
 
 
Fig 3. Two different pathways for charge separation in the PSII RC. Top: Charge separation forms ChlD1+PheoD1- from the lowest exciton state 
dominated by ChlD1. Bottom: Charge separation from the lowest exciton state with a disorder-controlled significant contribution of PD1 to form 
PD1+ChlD1-. Taken from [38] 
3. Light harvesting 
In photosynthesis most of the pigments are organized in a light-harvesting antenna (LHA) to collect solar photons 
and transfer the electronic excitations to the RC to drive charge separation. Why is the LHA needed? Photosynthesis 
must be able to operate at low light levels, such as those that generate less than one electronic excitation per Chl per 
second (normal sunlight). Yet the most important biochemical reactions associated with photosynthesis require 
several electron-transfer events. For example, water oxidation in the PSIIRC requires the cumulative effect of four 
electronic excitations, all of which must occur within a certain time. LHA overcomes this problem by concentrating 
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the available light energy, feeding the electronic excitations from hundreds of light-absorbing pigment molecules 
into a single RC. Another reason for having an LHA is that they allow photosynthetic organisms to survive using 
fewer RCs. This is beneficial because RCs are ‘expensive’ — each one requires a large investment of resources 
from the host organism. The LHA also allows a broad range of the spectrum to be exploited for photosynthesis, 
because it may be composed of a variety of pigment proteins that contain different pigments (and which therefore 
absorb different colors of light) connected to one RC.  Finally, in a multi-protein LHA the flow of excitation energy 
can be regulated by modulating the quenching properties of one of the constituent antenna proteins, which provides 
a way of protecting plants from potentially harmful absorbed energy from excess sunlight [39].  
3.1. Excitation energy transfer and excitons 
Fig 4 summarizes the excitation energy transfer for the purple bacterial photosynthetic membrane for which this 
process of energy transfer and capture has been extensively studied [40-43].  
Fig 4. Bacterial light-harvesting. In the bacterial photosynthetic apparatus LH1-RC complexes are surrounded by LH2 complexes. Both in LH1 
and LH2 the BChls are organized in ring-like structures [44, 45]. The RC is positioned in the center of the LH1 ring. The ‘green’ and ‘blue’ disk 
like molecules are BChls, the ‘yellow’ linear-shaped molecules are carotenoids. Excitations around 400-500 nm are mainly absorbed by the 
carotenoids, these are transferred to the BChls in less than 1 ps [46], excitation ending up in the ‘blue’ ring of bacteriochlorophylls (named B800 
after its absorption maximum) are transferred to the ‘green’ LH2 or B850 ring in about 1 ps [47] , within a single LH2 or LH1 excitations move 
around very rapidly, typically in few 100 fs [48, 49]. The transfer between rings is slower, between 1-10 ps. Since the LH1 rings absorb more to 
the red than the LH2 ring (875 nm vs. 850 nm) the excitations are concentrated around the RC. In fact the transfer of electronic excitations from 
the LH1 antenna to the RC is the rate limiting step that occurs in about 40 ps [50]. Once the RC gets excited, a fast (3 ps) charge separation 
occurs. (Taken from [51]). 
In this case the pigments BChl and carotenoid, bound to proteins, are organized as an energetic funnel. In the 
periphery we find the circular LH2 complex [45], absorbing light at 800 nm and 850 nm, surrounding the RC we 
have the LH1 complex [44], absorbing around 870 nm, also the main transition of the RC is at about 870 nm. 
Carotenoids absorb in the visible and transfer the absorbed solar photons often in less than 1 ps [46] to a BChl 
closeby. The overall probability for an excitation to be transferred to the RC may easily exceed 95%. The observed 
lifetime of an excitation in the bacterial antenna is about 50 ps [52, 53].  
Plant antennae systems operate in a very similar manner, they employ Chl a and Chl b as major pigments, 
complemented by a variety of carotenoids. Chlorophyll a absorbs light around 670-680 nm and chlorophyll b around 
650 nm. Carotenoids, like lycopene or β-carotene absorb light in the 400-500 nm spectral region. Also in plants the 
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pigments are organized in pigment proteins, which occur highly organized in the thylakoid membrane. The structure 
of the pigment-protein, LHCII [54] is shown in Fig 5A. There are two characteristic distinctions between plant and 
bacterial antennae: (1), there are no highly symmetric structures like LH1 and LH2, (2), the number of pigments per 
unit volume can easily be 2-3 times higher than in the bacterial antennae, with the distance between neighboring 
Chls less than 1 nm.  
 
 
Fig 5. (A). Structure of the LHCII trimer (top view) as determined by Liu et al[54]. The protein is represented by the grey ribbon, Chl a is green, 
Chl b blue and carotenoids orange (There are 8 Chls a, 6 Chls b, 2 luteins, 1neoxanthin and 1 violaxanthin per LHCII monomer). (B) Structure of 
the interaction Hamiltonian for the LHCII monomer with pigments 1-14 representing Chl601-Chl614 (taken from [55]). Pigments are numbered 
following the crystal structure. Note the strongly interacting clusters Chls a 610-612, Chls a 613,614, Chls602,603 and the Chl a/b cluster 604-
607. Intermonomer interactions occur mainly between Chls b601 and Chls b608/609 from adjacent subunits. (C) As B but projected in a plane. 
What is the mechanism of this amazingly efficient energy transfer process by which the excitations of hundreds 
of pigments are collected at a single site? In PSI of plants the energy absorbed by about 200 chlorophylls is 
transported in a few tens of picoseconds to the PSIRC in the center of the complex to drive a transmembrane charge 
separation. In the RC-LH1 core complex about 30 bacteriochlorophylls surround the RC and the absorbed energy is 
transferred to the RC in about 40 ps. In such densely packed structures the excited states of the pigments are coupled 
via dipole-dipole interactions. The strength of this coupling of this coupling is one of the major factors that 
determine how fast the excitation moves through the assembly of coupled pigments. 
If the dipole-dipole coupling is very weak, say much weaker than the coupling of the excited state to its 
environment (electron-phonon coupling) the excitation will be essentially localized before energy transfer can occur 
and the energy transfer will taken place according to a hopping process with a rate WDA given by the Förster 
equation: 
 
 ( ) ( )
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With R, the center-to-center distance between donor and acceptor in nm and νin cm-1. DRk is the radiative rate of 
the donor, n is the index of refraction, κ a factor describing the mutual orientation of the transition dipoles of donor 
A
B
C
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and acceptor. As is obvious from eq. (3) the rate depends critically on the overlap of the emission spectrum of the 
donor ( )DF ν  with the absorption spectrum of the acceptor ( )Aε ν, essentially reflecting energy conservation during 
the transfer process. It is easy to calculate that for pigments like Chl and BChl at a distance of 2 nm, the Förster rate 
can easily be of the order of 1011-1012 s-1.  
However, in photosynthetic pigment-proteins the coupling between neighboring pigments may easily be several 
tens- several hundreds of wavenumbers, due to the close proximity of the pigments (< 1 nm). This is shown in Fig. 5 
by the interaction Hamiltonian of LHCII. In that case the excitation will not be localized, but become ‘delocalized’. 
Such a delocalized excitation is called an exciton and the excited state wavefunction kψ of the exciton is given by 
the following expression: 
 
 k kn n
n
cψ φ=∑  (4) 
 
in which the nφ  represent the locally excited states. The kψ  are delocalized and the participation of each locally 
excited state in kψ  is given by the coefficient nkc . As a result, the whole antenna is generally characterized by a 
complicated manifold of the excited states, including collective electronic excitations (excitons) with a high degree 
of delocalization in combination with more localized excitations due to the presence of weakly coupled pigments.  
Modulation of the electronic transition energies by slow conformational motion of the protein matrix produces 
disorder of the site energies within a single complex (thus resulting in more localized exciton wavefunctions) as well 
as inhomogeneous broadening of the electronic transitions due to ensemble averaging. Evolution of the antenna 
complex through a number of conformational sub-states can be monitored directly using single-molecule techniques 
[56-60]. Coupling of excited states to fast nuclear motions (intra- and interpigment vibrations, phonons) results in 
homogeneous broadening of the electronic transition spectra and their red shift due to reorganization effects together 
with a further decrease of the delocalization size due to polaron effects [61, 62].  
Due to the collective character of the excitation in photosynthetic complexes, the Förster theory cannot give an 
adequate picture of energy transfer. The generalized Förster theory considers energy transfer between clusters with 
arbitrary degree of delocalization, but is restricted to weak inter-cluster interactions [43, 60, 63]. In the standard 
Redfield theory [64] all exciton couplings are taken into account explicitly, thus allowing a description of all types 
of exciton relaxation/migration within strongly coupled antenna complexes, including coupled dynamics of the 
populations and coherences between the exciton states. In this theory the dynamics is described in the pure exciton 
basis, where the relaxation between exciton states is accounted for by including exciton-phonon coupling as an off-
diagonal perturbation. The standard Redfield approach can be generalized by including strong coupling of 
excitations to a few vibrational modes. Relaxation in such a system can be described in the basis of electron-
vibrational eigenstates. This approach allowed to describe the electron transfer coupled to coherent nuclear motion 
in the bacterial RC discussed above [25], long-lived vibrational coherences in LH1 [65] and coupled exciton-
vibrational relaxation in LH1 [66].  
In the modified version of the Redfield theory [67] the diagonal (in the exciton basis) part of the electron-phonon 
coupling is taken into account non-perturbatively, thus giving more realistic line shapes and relaxation rates due to 
the inclusion of multiphonon processes [68].The modified Redfield theory allowed a quantitative treatment of 
spectra and dynamics in many systems: LH2/LH1 [60], FMO [69], LHCII (see Fig 6) [55], PSIIRC [33, 36, 37], the 
cryptophyte LH-complex PE545 [70] and PSII-core [71] including the conformational fluctuations of the single-
molecule spectra observed for LH1/LH2 [58-60, 72] and recently in LHCII [73]. Recently the theory was used to 
model the 2D-photon echo spectra in FMO [74], B800-820 complex [75] and LHCII [76] Notice, that the present 
version of the modified Redfield theory is restricted to relaxation dynamics of populations and does not include one-
exciton coherences.  
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Fig 6. Arrangement of Chls within the LHCII trimer at the stromal (A) and lumenal (B) sides. Chls are represented by three atoms: the central 
magnesium atom and two nitrogen atoms. The connecting line between the two nitrogens defines the direction of the Qy transition dipole. Red, 
Chl a nitrogen; blue, Chl b nitrogen; grey, magnesium; green, nitrogen of Chl a604 and Chl b605 (according to the structure reported by Liu et 
al.[54]. Clusters of Chls a, Chls b, and a mixed group containing long-lived intermediate sites (Chl a604 and Chl b605) are encircled by red, blue, 
and green, respectively. (C), (D), (E): Simultaneous fit of OD, LD, CD and time-dependent transient absorption (TA) spectra using the modified 
Redfield approach. Experimental OD/LD spectra [77] and CD spectrum [78] have been measured for the LHCII trimer at 77K (C, red points). 
Experimental TA spectra (Marin, A. unpublished) are obtained upon 650 nm (D, red points), 662 nm (E, red points) excitation with 120 fs pulses 
and pump-probe delays of 150, 300, 650 and 1650 fs. Calculated spectra (C,D,E, blue lines) are obtained with the disordered exciton model for 
the whole trimer, where the unperturbed site energies within a monomeric unit have been  adjusted in order to obtain the best simultaneous fit of 
all the data.  
3.2. Quantum coherence and photosynthetic light harvesting 
Dipolar couplings between localized excited states not only delocalize the excited state, also ‘coherences’ are 
generated, meaning that products such as *
i jc c  have a value that may give rise to oscillatory dynamics, depending on 
the excitation conditions. The existence of such coherences implies that the excitation ‘remembers’ where it has 
been. An example of such predicted coherent, oscillatory dynamics in LH2 is shown in Fig 7 [72]. It is clear that the 
excitation prefers to be localized either on the sites 2-4 or on the sites 10,11 and the excitation ‘hops’ between these 
two sites in about 350 fs. Once in position 2-4, the excitation oscillates between pigments 2 and 4 in about 60 fs; a 
similar dynamics is observed in position 10,11.  
 
208  Rienk van Grondelle and Vladimir I. Novoderezhkin / Procedia Chemistry 3 (2011) 198–210
 
Fig 7. Oscillatory dynamics in the bacterial light-harvesting complex LH2 as revealed by analysis of single-molecule exciton spectra and 
femtosecond spectroscopy (for details see [60]). Dynamics of populations after impulsive excitation is shown. A color scale is used to indicate the 
absolute values of the site population from zero (blue) to the maximal value (red). Coherence between the collective exciton states created by the 
impulsive excitation manifests itself as reversible oscillatory jumps (half-period of 350 fs) between small groups of molecules (encircled). Within 
each group faster oscillations between individual sites (with a half-period of 60 fs) are discernible. 
Recently, coherent oscillatory behavior could be visualized in a so-called 2-dimensional photon echo experiment, 
basically the optical equivalent of a 2-dimensional NMR experiment. In such experiments the sample is excited with 
a pair of spectrally broad excitation pulses while the stimulated photon echo is time-resolved. A double Fourier 
transform allows one to make a 2-D representation of the measured signal. In the 2-D spectrum cross-peaks are 
observed, that directly reflect the couplings between exciton states, while their oscillatory time dependence reveals 
the coherent dynamics [79-81]. In an experiment at cryogenic temperatures [80] long-lived coherences (500 fs) were 
observed to occur among the exciton states of the FMO complex. Recently [81], in light-harvesting complexes of 
cryptophytes long-lived coherences could be observed at room temperature, even between relatively weakly coupled 
states, suggesting an explicit role of the protein in maintaining these coherences. Much effort is put into 
understanding the persistence of these quantum phenomena in such a noisy environment and to relate these ‘non-
trivial’ quantum properties of photosynthetic pigment-proteins to the efficiency of the excitation energy transport 
process  and the capture of the energy by the RC [82, 83]. It is of interest to discover if these properties of the 
natural system were designed, meaning optimized by evolution, or that they are simply a consequence of the dense 
packing of pigments in pigment-proteins. 
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