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DENSITY OF RESONANCES FOR COVERS OF SCHOTTKY
SURFACES
ANKE POHL AND LOUIS SOARES
Abstract. We investigate how bounds of resonance counting functions for
Schottky surfaces behave under transitions to covering surfaces of finite degree.
We consider the classical resonance counting function asking for the number
of resonances in large (and growing) disks centered at the origin of C, as
well as the (fractal) resonance counting function asking for the number of
resonances in boxes near the axis of the critical exponent. For the former
counting function we prove that bounding constants can be chosen such that
the transformation behavior under transition to covers is as for the Weyl law
in the case of surfaces of finite area. For the latter counting function we
deduce a bound in terms of the covering degree and the minimal length of a
periodic geodesic on the covering surface. This implies an improved fractal
Weyl upper bound. In the setting of Schottky surfaces, these estimates refine
previously known results due to Guillope´–Zworski and Guillope´–Lin–Zworski.
When applied to principal congruence covers, both results yield new estimates
for the resonance counting functions in the level aspect, which have recently
been investigated by Jakobson–Naud. The techniques used in this article are
based on the thermodynamic formalism for L-functions (twisted Selberg zeta
functions), and twisted transfer operators.
1. Introduction and statement of main results
The distribution, localization and asymptotics of resonances of the Laplacian of
hyperbolic surfaces are of interest in several different areas of research, in particu-
lar in spectral theory, harmonic analysis, representation theory, number theory and
mathematical physics. Classically, these questions were mainly studied for hyper-
bolic surfaces of finite area. Over the last decade, understanding these distributions
as well for hyperbolic surfaces of infinite area has attracted some attention. The
generalization of Selberg’s 316 Theorem by Bourgain–Gamburd–Sarnak [5] as well
as the progress towards the Zaremba conjecture in number theory by Bourgain–
Kontorovich [6] are two examples of applications of recent distribution results for
resonances of hyperbolic surfaces of infinite area.
Whereas for hyperbolic surfaces of finite area the asymptotical distribution of reso-
nances is fairly well understood by now, for hyperbolic surfaces of infinite area even
some rather fundamental questions regarding these asymptotics are still open. With
this article we contribute to the understanding of the distribution of the resonances
of hyperbolic surfaces of infinite area.
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Our main interest is to understand how bounds of resonance counting functions
vary under the transition from a hyperbolic surface X to a finite cover of X .
To explain our motivation and results in more detail, let X be a geometrically
finite hyperbolic surface (of finite area or of infinite area), and let ∆X denote the
(positive) Laplacian on X . The resolvent
RX(s) :=
(
∆X − s(1− s)
)−1
: L2(X)→ H2(X)
of ∆X is defined for s ∈ C with Re s > 1/2 and s(1− s) not being an L2-eigenvalue
of ∆X . It extends to a meromorphic family
RX(s) : L
2
comp(X)→ H2loc(X)
on C with poles of finite rank [20, 11]. The resonances of X are the poles of
this meromophic continuation. Let R(X) denote the set of resonances, repeated
according to their multiplicities
m(s) := rankRest=s
(
RX(t)
)
,
where Rest=s denotes the residue at s. We are interested in the asymptotics of two
resonance counting functions. The first one (for the second one see (10) below)
counts the number of resonances in growing balls centered at the origin 0 ∈ C:
NX(r) := #{s ∈ R(X) : |s| ≤ r}, r > 0.
Classically, one would ask for the number of resonances in balls centered at 1/2:
N˜X(r) := #
{
s ∈ R(X) : ∣∣s− 12 ∣∣ ≤ r} , r > 0.
However, since
N˜X(r) ≤ NX
(
r + 12
) ≤ N˜X(r + 1),
all counting results considered in this article are identical for NX and N˜X (up to
the values of some implied or unspecified constants). It is slightly more convenient
to work with NX .
If X is a compact hyperbolic surface then all resonances arise from L2-eigenvalues
of ∆X , and the Weyl law states the asymptotics
1
2
NX(r) ∼ #
{
λ < r2 : λ is L2-eigenvalue
} ∼ vol(X)
4π
r2 as r →∞.
For hyperbolic spacesX of finite area, resonances arise not only from L2-eigenvalues
but also as scattering poles. By taking into account the contribution of the scatter-
ing poles, Selberg [26] could establish an analog of the Weyl law for these spaces:
(1) #
{
λ < r2 : λ is L2-eigenvalue
}− 1
4π
∫ r
−r
φ′
φ
(
1
2 + it
)
dt ∼ vol(X)
4π
r2
as r →∞, where φ denotes the determinant of the scattering matrix of X . Mu¨ller
[21] proved that (1) yields a Weyl law for the resonance set :
(2) NX(r) ∼ vol(X)
2π
r2.
For hyperbolic surfaces X of infinite area, such a Weyl law for the resonance set is
not known yet, and probably not even to be expected. At the current status of art
we cannot rule out any of the possibilities.
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For the elementary hyperbolic surfaces, i. e., for the hyperbolic plane H, the hyper-
bolic cylinders
Cℓ := 〈z 7→ eℓz〉\H,
and the parabolic cyclinders
Cw := 〈z 7→ z + w〉\H,
the resonance sets are precisely known. Their resonance counting functions satisfy
NH(r) ∼ r2, NCℓ(r) ∼
ℓ
2
r2, NCw(r) = 1.
For general geometrically finite, non-elementary hyperbolic surfaces X of infinite
area, Guillope´ and Zworski [11, 12] showed that the order of growth of the resonance
counting function NX is as for hyperbolic surfaces of finite area, thus
(3) NX(r) ≍ r2
(which subsumes the elementary hyperbolic surfaces as well by noting that the
lower bound as provided by [12] is allowed to be zero if the 0-volume vanishes).
The implied constants in (3) necessarily depend on X but, unfortunately, a deeper
understanding of the geometric content of these constants does not seem to follow
from the proofs in [11, 12].
Borthwick [2] established the bounds (for non-elementary hyperbolic surfaces of
finite area as well as of infinite area)
NX(r) ≤
0-vol(X)
2π
+
nf∑
j=1
ℓj
4
 exp(1)r2 + o(r2)(4)
and
ck
0-vol(X)
2π
1 + 2π
0-vol(X)
nf∑
j=1
ℓj
4
− 2k r2 ≤ NX(r),(5)
where 0-vol(X) denotes the 0-volume of X , nf is the number of funnels, ℓ1, . . . , ℓnf
are the diameters of the geodesic boundary of the funnels, k is any element of N,
and ck is a (rather unspecific) constant depending on k only (in particular, ck is
independent of X). The limit for the o-term is r → ∞, its speed of convergence
may depend on X . Obviously, these bounds have a clear geometric content. For
nf = 0 (i. e., for hyperbolic surfaces of finite area) they coincide with (2), and for
the hyperbolic cylinder NCℓ they are sharp. At the current state of art, it is not
known if these bounds are sharp in general.
Another approach to allocate geometric content to bounding constants has been
conducted by Jakobson and Naud [14]. They considered convex cocompact hy-
perbolic surfaces X (no singularities!) of infinite area, thus, geometrically finite
hyperbolic surfaces without cusps and with at least one funnel. In this article we
refer to such surfaces as Schottky surfaces.
They restricted further to those Schottky surfaces X for which the fundamental
group Γ (identified with a subgroup of PSL2(R), see Section 2) is (conjugate to a
subgroup) in PSL2(Z). For the purpose of this article, we call such Schottky groups
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integral. Given such an integral Schottky surface X = Γ\H, Jakobson and Naud
considered the sequence of finite covers
Xq = Γ(q)\H, q ∈ N prime
where
Γ(q) := {g ∈ Γ : g ≡ id mod q}
is the ‘principal congruence subgroup’ of Γ of level q. They showed that
• there exist constants C1 > 0, q0 ∈ N (possibly depending on X) such that
for all q ≥ q0, q prime, and all r ≥ 1 we have
(6) NXq (r) ≤ C1[Γ : Γ(q)] log(q)r2,
• and there exist constants C2, r0 > 0 (possibly depending on X) such that
for all ε > 0 there exists q0 ∈ N such that for all q ≥ q0, q prime, and all
r > r0 we have
(7) NXq
(
r · (log q)ε) ≥ C2[Γ : Γ(q)]r2.
We note that if Y = Γ\H, Y˜ = Γ˜\H are hyperbolic surfaces of finite area with
Γ˜ ⊆ Γ then the constant in the Weyl law (2) scales by [Γ : Γ˜] when passing from
the asymptotics of NY to those of NY˜ :
vol(Y˜ )
2π
r2 = [Γ : Γ˜]
vol(Y )
2π
r2.
The estimates (7) and (6) show that for the transition from an integral Schottky
surface X to any of its principal congruence covers, the upper and lower bounds for
the resonance counting function of X can be chosen in a way that they transform
almost as the constant in the Weyl law (2).
Our first main result is a generalization and improvement of this observation. In
order to simplify the statement of this result we let, for any Schottky surface X
and any cover X˜ of X ,
dcov(X˜,X)
denote the degree of X˜ as a cover of X .
Theorem 1.1. Let X be a Schottky surface (not necessarily integral).
(i) There exists a constant C1 > 0 such that for each finite cover X˜ of X and all
r ≥ 1 we have
NX˜(r) ≤ C1 dcov(X˜,X)r2.
(ii) There exist constants C2, r0 > 0 such that for each finite cover X˜ of X and
all r ≥ r0 we have
NX˜(r) ≥ C2 dcov(X˜,X)r2.
We list a few remarks about Theorem 1.1 and its relation to the counting results
mentioned above.
• If X = Γ\H and X˜ = Γ˜\H then
dcov(X˜,X) = [Γ : Γ˜].
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Thus, Theorem 1.1 shows that the bounding constants for the resonance
counting function can be chosen such that they scale exactly as the constant
in the Weyl law (2) when passing to covers.
• The hyperbolic cylinders Cℓ are Schottky surfaces. For these it is easy to
see that the bounds in Theorem 1.1 are sharp with C1 = C2 = ℓ/2, see also
the more detailed discussion in Section 4 below.
• Theorem 1.1 obviously applies to sequences of principal congruence covers
of integral Schottky surfaces, and it improves upon the result in [14].
• For any finite cover X˜ of a Schottky surface X we have the relation
dcov(X˜,X) · 0-vol(X) = 0-vol(X˜).
For non-elementary Schottky surfaces (in which case 0-vol(X) 6= 0) this
relation can be read as
(8) dcov(X˜,X) =
0-vol(X˜)
0-vol(X)
.
Using (8) in Theorem 1.1 and merging the term 0-vol(X) into the constants
C1, C2 (which are allowed to depend on X) gives
(9) C2 0-vol(X˜)r
2 ≤ NX˜(r) ≤ C1 0-vol(X˜)r2,
which is reminiscent of (2) and justifies to understand the bounds of Theo-
rem 1.1 as upper and lower Weyl-type bounds. Consequently, Theorem 1.1
shows that for any sequence of finite covers (Xn)n of a non-elementary
Schottky surface X we have a weak Weyl law
NXn(r) ≍ 0-vol(Xn)r2,
with implied constants only depending on the base surface X . Unfortu-
nately, we cannot yet provide any further insight about the unspecified
constants C1, C2 in Theorem 1.1.
• Theorem 1.1 is stated with dcov(X˜,X) instead of using (the arguably more
intriguing variants) (8) and (9) in order to be able to subsume the hyper-
bolic cylinders into the statement (note that 0-vol(Cℓ) = 0).
• It would certainly be interesting to understand the relation between The-
orem 1.1 and Borthwick’s bounds (4)-(5). Such an investigation, however,
is out of the scope of this article.
The second resonance counting function we investigate in this article is
(10) MX(σ, T ) := # {s ∈ R(X) : Re s ≥ σ, | Im s− T | ≤ 1}
for σ, T ∈ R. For any hyperbolic surface X = Γ\H it is known that the right half
plane {s ∈ C : Re s > δ} does not contain any resonances, where
δ := δ(X) := dimΛ(Γ)
is the Hausdorff dimension of the limit set of Γ or, equivalently, of X . Thus,
MX(σ, T ) is counting the number of resonances in the box
[σ, δ] + i[T − 1, T + 1].
The counting function MX(σ, T ) is closely related to
NX(σ, T ) := # {s ∈ R(X) : Re s ≥ σ, 0 ≤ Im s ≤ T } ,
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which asks for the number of resonances in a strip near δ as T → ∞. The fractal
Weyl law conjecture [28, 19] for hyperbolic surfaces predicts the asymptotics
NX(σ, T ) ≍ T 1+δ.
For hyperbolic surfaces of finite area (in this case δ = 1), the fractal Weyl law
conjecture follows from (2). For hyperbolic surfaces of infinite area, it is still under
investigation.
Clearly, every asymptotics for MX(σ, T ) yields one for NX(σ, T ). For Schottky
surfaces X , Guillope´–Lin–Zworski [10] showed that for any σ ∈ R there exists a
constant C > 0 such that for r > 1 we have the upper fractal Weyl bound
(11) MX(σ, T ) ≤ CT δ.
An improved upper fractal Weyl bound was recently provided by Dyatlov [7], show-
ing that for σ near δ, the exponent in (11) can be improved.
In [14] (prior to [7], and with different techniques), Jakobson and Naud studied
the transformation behavior of the bounding constant under the transition from
an integral Schottky surface to any of its principal congruence covers. They found
functions α, β : R→ R that are strictly concave, increasing, and positive on (δ/2, δ]
such that for each σ > δ/2 there exists C > 0 and q0 ∈ N such that for all T ≥ 1
and all levels q ≥ q0, q prime, we have
(12) MXq (σ, T ) ≤ C[Γ : Γ(q)]1−α(σ)〈T 〉δ−β(σ).
For σ ∈ (δ/2, δ], the bound (12) simultaneously improves upon the fractal Weyl
upper bound (11) and shows how the bounding constants behave in the level aspect.
Our second main result is a generalization of (12) to arbitrary Schottky surfaces
and arbitrary finite covers.
Theorem 1.2. Let X be a Schottky surface, and let δ := δ(X) denote the Hausdorff
dimension of its limit set. Then there exist functions τ1, τ2 : R→ R that are strictly
concave, strictly increasing and positive on (δ/2, δ] such that for every σ > δ/2
there exists C > 0 such that for each finite cover X˜ of X and all T ∈ R we have
(13) MX˜(σ, T ) ≤ C 0-vol(X˜)e−τ1(σ)ℓ0(X˜)〈T 〉δ−τ2(σ),
where 〈T 〉 :=
√
1 + |T |2 and ℓ0(X˜) denotes the minimal length of a periodic geodesic
on X˜.
For hyperbolic cyclinders, Theorem 1.2 is obviously valid since both sides vanish
(see the more detailed discussion on the location of resonances in Section 2 below).
The functions τ1 and τ2 can be determined rather explicit. We refer to Section 5
below for a few more details.
Integrating the bound along T yields the following counting statement, which should
be seen as an extension of [22, Theorem 1.1] which includes the transformation
behavior of the bounding constants under the transition to covers.
Corollary 1.3. With hypotheses and notation as in Theorem 1.2 we have
NX˜(σ, T ) ≤ C 0-vol(X˜)e−τ1(σ)ℓ0(X˜)〈T 〉1+δ−τ2(σ).
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Without the aspect of the transition to covers, Corollary 1.3 is [22, Theorem 1.1],
albeit as stated slightly weaker in respect to τ2. Naud [22] showed further properties
of the function τ2. His construction of τ2 applies here as well (and is indeed used in
the proof of Theorem 1.2), and hence a more careful analysis will show analogous
properties for this function in our situation. As [7], [22, Theorem 1.1] (which is
older than [7] and uses different techniques) shows that the upper fractal Weyl
bound (11) can be improved near δ. Corollary 1.3 shows that the improvement is
uniform along covers.
If X˜ = Γ˜\H is a finite regular cover of X = Γ\H, that is, Γ˜ is normal in Γ, then
Theorem 1.2 gives rise to an upper bound ofMX˜ in terms of the girth of the Cayley
graph of Γ/Γ˜. We discuss this further in Section 7 below.
As observed by Jakobson–Naud [14], along sequences of principal congruence covers
(Xq)q the bound (12) implies the growth estimate
(14) #{λ Laplace L2-eigenvalue of Xq} = O(0-vol(Xq)1−ε) as q →∞
for some ε > 0. A similar estimate (in more generality) was recently shown by
Oh [23], and the same conclusion can be deduced from (13), see Proposition 6.1
below. These estimates complement the recent bounds by Ballmann, Matthiesen
and Mondal [1].
To be more precise, let X be a non-elementary Schottky surface, and let Ω(X)
denote its set of Laplace L2-eigenvalues. By applying Theorem 1.2 to T = 0 we
find constants C, τ1 > 0 such that for every finite cover X˜ of X we have
#Ω(X˜)
0-vol(X˜)
≤ Ce−τ1ℓ0(X˜).
If (Xn)n is a sequence of finite covers of X such that ℓ0(Xn)→∞ as n→∞ then
(15)
#Ω(Xn)
0-vol(Xn)
→ 0 as n→∞.
If δ(X) < 1/2 then (15) is trivial because #Ω(Xn) = 0 in this case. However, for
δ(X) > 1/2, Laplace eigenvalues are known to exist. By [1],
#Ω(X) ≤ −χ(X),
where χ(X) denotes the Euler characteristic of X . (The result by Ballmann,
Matthiesen and Mondal is in fact much more general. It applies to all geomet-
rically finite hyperbolic surfaces.)
Since 0-vol(X) = −2πχ(X), along any sequence (X˜n)n satisfying (15), #Ω(Xn)
grows slower than −χ(Xn) as n→∞. Sequences of principal congruence covers of
integral Schottky surfaces provide such examples. In Section 6 below we provide
further classes of examples.
We provide a brief overview of the structure of the article. The proofs of The-
orem 1.1 and 1.2 are based on thermodynamic formalism and transfer operator
techniques. In particular, we make use of the standard transfer operator Ls for
Schottky surfaces X = Γ\H and its variants Ls,̺ that are twisted with finite-
dimensional unitary representations ̺ : Γ → U(V ). The Fredholm determinant of
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Ls,̺ is known to be equal to the L-function (twisted Selberg zeta function)
LΓ(s, ̺) =
∏
γ∈Γp
∞∏
k=0
det
(
1− ̺(γ)e−(s+k)ℓ(γ)
)
, Re s≫ 1
and its analytic continuation to all of C (see Section 2 below for notation). Thus,
(16) LΓ(s, ̺) = det (1− Ls,̺) .
The specific structure of these transfer operators for Schottky surfaces allows us to
separate the contribution of the representation ̺ in the transfer operator Ls,̺ from
the dynamical parts (see Section 4 below). Combining this separation with (16)
and the known growth estimates of the singular values of Ls enable us to establish
the following result on the growth of LΓ, which is a key ingredient for the proof of
Theorem 1.1.
Proposition 1.4. Let Γ be a Schottky group. Then there exists C > 0 such that
for every finite-dimensional unitary representation ̺ of Γ and all s ∈ C we have
log
∣∣LΓ(s, ̺)∣∣ ≤ C · dim ̺ · 〈s〉2.
In Section 2 below we introduce the necessary background knowledge on Schottky
surfaces and the transfer operators. Sections 3 and 4 are devoted to the proofs
of Proposition 1.4 and Theorem 1.1, respectively. In Section 5 we provide a proof
of Theorem 1.2. The final two Sections 6 and 7 discuss examples for (15) and a
relation of Theorem 1.2 to Cayley graphs, respectively.
Acknowledgement. The authors are grateful to Fre´de´ric Naud for helpful discussions
on various aspects of this work. Further, AP acknowledges support by the DFG
grant PO 1483/1-1.
2. Preliminaries and Notation
2.1. Hyperbolic surfaces. Throughout we use the upper half plane model of the
hyperbolic plane
H = {z = x+ iy : x ∈ R, y > 0}, ds2 = dx
2 + dy2
y2
.
In these coordinates, the associated (positive) Laplace–Beltrami operator is
∆H = −y2
(
∂2x + ∂
2
y
)
.
The group of orientation-preserving isometries of H is isomorphic to the group
PSL2(R) = SL2(R)/{± id}, acting by Mo¨bius transformations on H. This action
extends continuously to the geodesic boundary ∂H of H, which we identify with
R := R∪ {∞}. The action of PSL2(R) on the geodesic closure H = H∪ ∂H is then
given by
g.z :=

∞ if z =∞, c = 0, or z 6=∞, cz + d = 0,
a
c
if z =∞, c 6= 0,
az + b
cz + d
otherwise
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for g =
[
a b
c d
] ∈ PSL2(R) and z ∈ H.
Every hyperbolic surface X is isometric to a quotient Γ\H for some Fuchsian group
Γ, that is, a discrete subgroup of PSL2(R).
We recall that an element g ∈ PSL2(R), g 6= id, is called hyperbolic if it has precisely
two fixed points z1, z2 on ∂H (equivalently, |Tr g| > 2). It is called elliptic if it has
a single fixed point in H (equivalently, |Tr g| < 2), and it is called parabolic if it
has a single fixed point in ∂H (equivalently, |Tr g| = 2).
Let Γ be a Fuchsian group. An element g ∈ Γ, g 6= id, is called primitive if for
every h ∈ Γ and n ∈ N, g = hn implies n = 1. We let Γp denote the set of
Γ-conjugacy classes of the primitive hyperbolic elements in Γ, and Γ the set of Γ-
conjugacy classes of all hyperbolic elements in Γ. Throughout we take advantage of
the well-known bijection between Γp and the set of primitive periodic geodesics on
X = Γ \ H as well as the bijection between Γ and the set of all periodic geodesics
on X (allowing multiple passages through the image). If γ is a periodic geodesic
on X and [g] the corresponding class in Γ then the length of γ is given by
ℓ(γ) = ℓ(g) = logN(g),
where
(17) N(g) := max{|λ| 12 : λ eigenvalue of g}.
We denote the length of the shortest geodesic on X by ℓ0(X), hence
(18) ℓ0(X) = min
g∈Γ
ℓ(g).
2.2. Schottky groups and Schottky surfaces. Throughout we restrict all con-
siderations to Schottky surfaces and (Fuchsian) Schottky groups. (Fuchsian) Schot-
tky groups are precisely those Fuchsian groups that are geometrically finite, not
cofinite and have no elliptic and parabolic elements. We call a hyperbolic surface
X Schottky if there exists a Schottky group Γ such that X = Γ\H. The class of
Schottky surfaces coincides with the class of convex cocompact hyperbolic surfaces
of infinite area (and without singularities).
Classically, Schottky groups are given by the following geometric construction of
which we take advantage in this article as well:
Let m ∈ N and choose 2m open Euclidean disks in C that are centered on ∂H and
have mutually disjoint closures. Endow these disks with an ordering, say
(19) D1, . . . ,D2m.
Note that the action of PSL2(R) on H by Mo¨bius transformations extends contin-
uously to the whole Riemann sphere C. For j ∈ {1, . . . ,m} let γj be an element in
PSL2(R) that maps the exterior of Dj to the interior of Dj+m. Then the elements
γ1, . . . , γm and its inverses freely generate a Schottky group (as a group).
Conversely, every Schottky group Γ is conjugate within PSL2(R) to a Schottky
group arising from this construction for some m ∈ N, a family of open disjoint disks
(Dj)
2m
j=1 and a family of elements (γj)
m
j=1 in PSL2(R) with the mapping properties as
above, with all objects depending on Γ (more precisely, on the choice of conjugate)
and are subject to choices. To be more precise, if one uses this construction with
disks in C (as it is classically done) then every Schottky group is given by this
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construction. However, for our applications, we will use only Schottky groups for
which all disks in (19) are indeed contained in C. This restriction does not restrict
our results, since we are mostly interested in the investigation of Schottky surfaces
X = Γ\H (in which case we are free to choose Γ such that no such conjugation is
needed), and the remaining results are invariant under conjugations.
For convenience, given a Schottky group Γ, we omit throughout any reference to a
possibly necessary conjugation. We use m ∈ N, fix a choice of the disks in (19) and
the generators γ1, . . . , γm from a (fixed) geometric construction of Γ without any
further reference. Moreover, for j ∈ {m+ 1, . . . , 2m}, we set
γj := γ
−1
j−m,
and extend this definition cyclically to Z by definining
γk := γk mod 2m for k ∈ Z.
Further, we let
(20) D :=
2m⋃
j=1
Dj
be the union of the disks (19) used in the construction.
2.3. Resonances. We recall the definition and properties of resonances of the
Laplacian for Schottky surfaces only. Let X = Γ\H be a Schottky surface, let
∆X denote the Laplacian on X , and let
δ := δ(X) := dimΛ(Γ)
denote the Hausdorff dimension of the limit set Λ(Γ) of Γ.
The spectrum of ∆X on L
2(X) is rather sparse (much in contrast to the resonance
set, defined further below). By Lax-Phillips [18] and Patterson [24], it satisfies the
following properties:
• The (absolutely) continuous spectrum is [1/4,∞).
• The pure point spectrum is finite and contained in (0, 1/4). In particular,
there are no eigenvalues embedded in the continuous spectrum.
• If δ < 1/2 then the pure point spectrum is empty. If δ > 1/2 then δ(1− δ)
is the smallest eigenvalue.
The resolvent
RX(s) :=
(
∆X − s(1− s)
)−1
: L2(X)→ H2(X)
of ∆X is defined for s ∈ C with Re s > 1/2 and s(1− s) not being an L2-eigenvalue
of ∆X . By [20, 11], it extends to a meromorphic family
RX(s) : L
2
comp(X)→ H2loc(X)
on C with poles of finite rank. The resonances of X are the poles of RX . We denote
the set of resonances, repeated according to multiplicities, by
R(X).
The set R(X) of resonances is contained in the half space
{s ∈ C : Re s ≤ δ},
DENSITY OF RESONANCES 11
and, obviously, each L2-eigenvalue gives rise to a (pair of) resonance(s). We refer to
the Introduction for some known results on the finer structure of the set R(X), and
recall that we are interested in the study of the two resonance counting functions
NX(r) := #{s ∈ R(X) : |s| ≤ r}, r > 0,
and
MX(σ, T ) := # {s ∈ R(X) : Re s ≥ σ, | Im s− T | ≤ 1} , σ, T ∈ R.
2.4. Representation. For any Fuchsian group Γ and any finite-dimensional rep-
resentation ̺ : Γ → U(V ) of Γ on a finite-dimensional unitary space V we denote
throughout the inner product on V by 〈·, ·〉 and its associated norm by ‖·‖, without
any further reference to V . We define the dimension of ̺ to be the dimension of V :
dim ̺ := dimV.
Further, we denote by 1V the trivial representation of Γ on V if Γ is understood
implicitly, and by 1Γ the trivial representation of Γ on V if V is understood implic-
itly.
2.5. Selberg zeta functions and L-functions. Let X = Γ\H be a Schottky
surface and ̺ : Γ → U(V ) a unitary representation of Γ on a finite-dimensional
unitary space V .
The L-function (twisted Selberg zeta function) associated to (Γ, ̺) is (initially only
formally) determined by the Euler product (recall N(γ) from (17))
LΓ(s, ̺) =
∏
γ∈Γp
∞∏
k=0
det
(
1− ̺(γ)e−(s+k)ℓ(γ)
)
(21)
=
∏
γ∈Γp
∞∏
k=0
det
(
1− ̺(γ)N(γ)−(s+k)
)
The infinite product (21) converges compactly on {s ∈ C : Re s > δ(X)}, and it has
an analytic continuation to all of C (see, e. g., [8, 15] and the additional comments
in Section 2.6 below).
For the one-dimensional trivial representation 1Γ, the L-function is the classical
Selberg zeta function ZΓ of Γ (or of X), and (21) is the Euler product of ZΓ:
ZΓ(s) = LΓ(s,1Γ) =
∏
γ∈Γp
∞∏
k=0
(
1− e−(s+k)ℓ(γ)
)
.
By [3], the set R(X) of resonances of X is contained in the set of zeros of ZΓ,
counted with multiplicities. This property of the Selberg zeta function allows us
to translate upper estimates of the resonance counting functions NX and MX into
counting problems of the number of zeros of ZΓ in certain domains.
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2.6. Transfer operators. The thermodynamic formalism for Selberg-type zeta
functions allows to represent the Selberg zeta function and the L-functions con-
sidered in this article as Fredholm determinants of well chosen transfer operators.
The transfer operators used here derive from a certain discretization of the geodesic
flow on the considered Schottky surface. We refer to [25, 10, 4] for details regarding
the representation of the Selberg zeta function, and to [8, 15] for the extension to
twisted transfer operators and L-functions, and remain here rather brief.
Let Γ be a Schottky group, let (Dj)
2m
j=1 be the family of open disks in C, and (γj)
2m
j=1
the family of elements in PSL2(R) used in a (fixed) geometric construction of Γ (see
Section 2.2), and recall that
Γ = 〈γ±11 , . . . , γ±1m 〉
is freely presented as a group (thus, the only (omitted) relations are of the form
γγ−1 = id). Set
D :=
2m⋃
j=1
Dj .
Let ̺ : Γ→ U(V ) be a finite-dimensional unitary representation of Γ. The transfer
operator Ls,̺ with parameter s ∈ C associated to (Γ, ̺) is (initially only formally)
given by
(22) Ls,̺ :=
2m∑
j=1
1Dj
2m∑
i=1
i6=j+m
νs(γi),
where 1Dj denotes the characteristic function of Dj , and for g ∈ PSL2(R), U ⊆ C,
f : U → C we set
(23) νs(g
−1)f(z) :=
(
g′(z)
)s
̺(g−1)f(g.z),
whenever this is well-defined. For the complex powers in (22) we use the standard
complex logarithm on CrR− (principal arc). A straightforward calculation shows
well-definedness on D (which is what is needed in this article).
Depending on the application, the transfer operator Ls,̺ is considered to act on
different spaces of functions defined on (subsets of) D. For the proofs of Propo-
sition 1.4 and Theorem 1.1 we consider Ls,̺ to act on the Hilbert space defined
in the following. For the proof of Theorem 1.2 we use a ‘refinement’ presented in
Section 5 below.
In order to define the Hilbert space on which we consider the transfer operator Ls,̺
as an actual operator, we let, for each j ∈ {1, . . . , 2m},
Hj := H
2(Dj) :=
{
f : Dj → V holomorphic
∣∣∣∣∣
∫
Dj
‖f‖2 dvol <∞
}
denote the space of holomorphic square-integrable V -(vector-)valued functions on
Dj . The volume form used in the definition is the standard Lebesgue measure on
C. Endowed with the inner product
〈f, g〉 :=
∫
Dj
〈f(z), g(z)〉V dvol(z),
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the space Hj is a Hilbert space, the Hilbert Bergman space on Dj . Let
H :=
2m⊕
j=1
Hj
denote the direct sum of the Hilbert spacesHj , j = 1, . . . , 2m. As usual, we identify
tacitly functions
f ∈ H, f =
2m⊕
j=1
fj (fj ∈ Hj)
with functions on D.
Note that for all i, j ∈ {1, . . . , 2m}, i 6= j +m mod 2m, we have γ−1i (Dj) ⊂ Di.
Hence γ−1i : Dj → Di is a holomorphic contraction, the transfer operator Ls,̺ is
well-defined as an operator
Ls,̺ : H→ H,
and as such it is compact and of trace class.
A property crucial for our application is that the Fredholm determinant of the
transfer operators Ls,̺ represents the L-function. For all s ∈ C we have
(24) LΓ(s, ̺) = det(1− Ls,̺).
For a proof see, e. g., [10], for the trivial representation, and [8, 15] for all repre-
sentations (which also includes a transfer-operator-based proof of the meromorphic
continuability of LΓ(·, ̺)).
2.7. Some elements of functional analysis. We recall a few elements of func-
tional analysis that are used throughout this article. For proofs and more details
we refer to [27] or any other standard reference.
Let H be a separable Hilbert space, and let A : H → H be an operator on H of
trace class. We note that some parts of this section apply to operators more general
than trace class. However, such generalizations are not needed for our purposes.
Let A∗ denote the adjoint of A. Then A∗A is positive semi-definite, and hence the
absolute value
|A| := (A∗A) 12 .
of A exists. The singular values of A are the non-zero eigenvalues of |A|. Let
(µk(A))
S(A)
k=1 be the sequence of singular values (with multiplicities) of A, arranged
by decreasing order:
µ1(A) ≥ µ2(A) ≥ µ3(A) ≥ · · ·
If necessary then we turn this sequence into an infinite one by filling it up with
zeros at the end. The trace norm of A is
‖A‖1 :=
∞∑
j=1
µj(A).
Further, let (λj(A))
E(A)
j=1 be the sequence of eigenvalues (with multiplicities) of A,
arranged by decreasing absolute value:
|λ1(A)| ≥ |λ2(A)| ≥ · · · .
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Then
(25) det(1 +A) =
E(A)∏
j=1
(1 + λj(A)).
By the Weyl inequality we have for each N ∈ N,
N∏
j=1
(
1 + |λj(A)|
) ≤ N∏
j=1
(
1 + µj(A)
)
.
In particular,
(26)
∣∣ det(1 +A)∣∣ = ∞∏
j=1
(
1 + λj(A)
) ≤ ∞∏
j=1
(
1 + µj(A)
)
= det
(
1 + |A|).
If ‖A‖1 < 1 then
det(1 +A) = exp
(
∞∑
n=1
(−1)n+1
n
TrAn
)
.
Applied to the transfer operators Ls,̺ as in Section 2.6 we have, for Re s > δ, the
identity
det (1− Ls,̺) = exp
(
−
∞∑
n=1
1
n
TrLns,̺
)
.
2.8. Further notation. For z ∈ C we set 〈z〉 :=
√
1 + |z|2. For any z ∈ C and
R > 0 we let B(z;R) denote the open Euclidean ball in C with center z and radius
R, and we let B(z;R) denote its closure. We use the standard conventions of the O-
notation and for ≪, ≫, and ≍. In particular, we write f(x)≪ g(x) (f(x)≫ g(x))
if there exists a constant C > 0 such that |f(x)| ≤ C|g(x)| (|f(x)| ≥ C|g(x)|) for
all considered x. Further, f(x) ≍ g(x) if f(x)≪ g(x) and f(x)≫ g(x).
3. Proof of Proposition 1.4
In this section we provide a proof of Proposition 1.4. In case that the represen-
tation considered in Proposition 1.4 is the trivial character 1C, Proposition 1.4
is identical to [10, Proposition 3.2]. For the proof of Proposition 1.4 for general
finite-dimensional unitary representations ̺ we combine the proof by Guillope´–Lin–
Zworski of [10, Proposition 3.2] with the observation that the contributions of the
representation ̺ in the transfer operator and the dynamical parts can be separated,
which allows us to reduce the study to the transfer operator with the trivial charac-
ter. We carefully show that all necessary estimates for the proof of Proposition 1.4
are indeed uniform for all considered finite-dimensional unitary representations.
Throughout this section let Γ be a Schottky group. We use the notation from Sec-
tion 2. In particular, we let D1, . . . ,D2m denote the open disks in C and γ1, . . . , γ2m
the generators (already including the inverses) of Γ used in the geometric construc-
tion of Γ, and we use the Hilbert Bergman space from Section 2.6.
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Proof of Proposition 1.4. Let V be a finite-dimensional unitary space, ̺ : Γ →
U(V ) a unitary representation of Γ, and let Ls,̺ denote the transfer operator asso-
ciated to (Γ, ̺) (see (22)). We consider Ls,̺ as an operator of the Hilbert Bergman
space defined in Section 2.6. Recall from (24) that
LΓ(s, ̺) = det
(
1− Ls,̺
)
.
For all s ∈ C the Weyl inequality (see (26)) implies that
|LΓ(s, ̺)| = | det
(
1− Ls,̺
)| ≤ det(1 + |Ls,̺|).
In the following we estimate the right hand side further from above. To that end
we consider the operator
U :=
2m⊕
j=1
̺(γj)
which acts on H by
Uf =
2m⊕
j=1
̺(γj)fj
for all f =
⊕2m
j=1 fj ∈ H. Then
Ls,̺ = Ls,1V ◦ U.
Since U is obviously unitary, U∗ = U−1, and
|Ls,̺| = U−1 ◦ |Ls,1V | ◦ U.
In turn (see (25))
det(1 + |Ls,̺|) = det(1 + |Ls,1V |).
Let IV denote the identity operator on V . From Ls,1V = Ls,1C ⊗ IV it follows that
|Ls,1V | = |Ls,1C | ⊗ IV .
Thus, we have
det
(
1 + |Ls,1V |
)
= det(1 + |Ls,1C |)dimV .
By (25),
det(1 + |Ls,1C |) =
∞∏
k=1
(1 + µk(Ls,1C)).
By [10, Proof of Proposition 3.2] there exist constants c1, c2 > 0 (only depending
on Γ) such that for all s ∈ C and all k ∈ N we have
µk(Ls,1C) ≤ c1ec1|s|−c2k.
Thus,
∞∏
k=1
(1 + µk(Ls,1C)) ≤
∞∏
k=1
(
1 + c1e
c1|s|−c2k
)
Let
ℓ(s) :=
⌈
1
c2
(log c1 + c1|s|)
⌉
.
Then
∞∏
k=ℓ(s)+1
(
1 + c1e
c1|s|−c2k
)
≤
∞∏
m=1
(
1 + e−c2m
)
,
which is convergent and bounded independently of s.
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Further (note that ec1|s| ≥ 1 for the second inequality)
ℓ(s)∏
k=1
(
1 + c1e
c1|s|−c2k
)
≤
(
1 + c1e
c1|s|
)ℓ(s)
≤
(
c3e
c1|s|
)ℓ(s)
≤ exp (c3 + c4|s|+ c5|s|2)
≤ exp (c6 + c7|s|2)
with appropriate constants c3, . . . , c7 > 0 (only depending on Γ). Thus, there exists
c8 > 0 such that
|LΓ(s, ̺)| ≤
(
c8e
c6+c7|s|
2
)dimV
.
It follows that
log |LΓ(s, ̺)| ≪ dimV · 〈s〉2.
This completes the proof of Proposition 1.4. 
4. Proof of Theorem 1.1
In this section we prove Theorem 1.1. Throughout let X be a Schottky surface and
let Γ be a Schottky group such that X = Γ\H.
We first consider the case that X is elementary, hence a hyperbolic cyclinder. Then
Γ is generated by a single hyperbolic element, say Γ = 〈γ〉. In this case the res-
onances of X can be computed explicitly (see, e. g., [4, Proposition 5.2]). The
counting function satisfies the asymptotic formula
NX(r) ∼ ℓ(γ)
2
r2.
If X˜ is a cover of X of degree k then X˜ = 〈γk〉 \H2. Hence
NX(r) ∼ ℓ(γ
k)
2
r2 = k
ℓ(γ)
2
r2,
which establishes an even stronger result than Theorem 1.1.
We suppose from now on that X is non-elementary. We first prove the upper bound
stated in Theorem 1.1(i). This proof is based on the following two key ingredients:
Suppose that X˜ = Γ˜\H is a finite cover of X , or equivalently, suppose that Γ˜ ⊆ Γ
is a subgroup of finite index. As briefly discussed in Section 2.5, the resonance
counting function NX˜(r) can be bounded from above by the number of zeros of the
Selberg zeta function ZΓ˜ in {|s| ≤ r}. By the Venkov–Zograf factorization formula
(which follows directly from [32] in combination with the simplification from [31,
Theorem 7.2], or as a special case of [8, Theorem 6.1]), the Selberg zeta function
ZΓ˜ of X˜ is identical to the L-function of (Γ, λ), where
λ = IndΓ
Γ˜
1Γ˜
is the representation of Γ obtained from the induction of the one-dimensional trivial
representation of Γ˜. Thus
ZΓ˜(s) = LΓ(s, λ).
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Proposition 1.4 allows us to bound LΓ (and hence ZΓ˜) in terms of
dimλ = [Γ : Γ˜] = dcov(X˜,X)
and additional factors that are independent of Γ˜. These estimates result in an
upper bound for NX˜(r).
The lower bound stated in Theorem 1.1(ii) is then shown by using the upper bound
in combination with the so-called Guillope´–Zworski argument [12, 13]. As for
Proposition 1.4 we carefully show that all constants are uniform for all finite covers
of X .
Throughout we assume without loss of generality that the Schottky group Γ is
chosen such that the disks (19) used in the geometric construction of Γ are contained
in C. Moreover, for any finite cover X˜ of X we choose a representative Γ˜ of its
fundamental group such that Γ˜ is a subgroup of Γ.
As a preparation we recall Titchmarsh’s Number of Zeros Theorem [30], which is a
consequence of Jensen’s formula.
Let z0 ∈ C, T > 0 and let f : B(z0;T ) → C be a function such that f is bounded
on B(z0;T ) by, say, M ≥ 0, analytic on B(z0;T ), and f(z0) 6= 0. Then, for all
η ∈ (0, 1), the number of zeros (with multiplicities) of f in B(z0; ηT ) is at most
1
log 1η
(logM − log |f(z0)|) .
Note that if f extends analytically to a neighborhood of B(z0;T ) thenM is attained
at the boundary of B(z0;T ).
Proof of Theorem 1.1(i) (upper bound). All constants cn with n ∈ {1, 2, . . .} that
appear during the proof are positive and may depend on Γ (or equivalently, on X).
None of these constants depend on any finite cover of X .
Let X˜ = Γ˜\H be a finite cover of X , let 1Γ˜ : Γ˜→ S1 denote the trivial character of
Γ˜, and let
λ := IndΓ
Γ˜
1Γ˜
denote its induction to a representation of Γ. Let s ∈ C. By the Venkov–Zograf
factorization formula [32, 31, 8] we have
ZΓ˜(s) = LΓ˜(s,1Γ˜) = LΓ(s, λ).
Recall that
dimλ = [Γ : Γ˜] = dcov(X˜,X).
From Proposition 1.4 it follows that
(27) log
∣∣ZΓ˜(s)∣∣ ≤ c1 dcov(X˜,X)〈s〉2.
In order to convert the growth estimate for ZΓ˜ into an upper bound for the number
of resonances, we note that
NX˜(r) ≤ #{s ∈ C : |s| ≤ r, ZΓ˜(s) = 0}
≤ #{s ∈ C : |s− 1| ≤ r + 1, ZΓ˜(s) = 0}.
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Since LΓ(·, λ) = ZΓ˜ is analytic on all of C, and ZΓ˜(1) > 0, Titchmarsh’s Number
of Zeros Theorem with z0 = 1, T = 2(r + 1) and η = 1/2 yields
NX˜(r) ≤
1
log 2
(
logmax
{|ZΓ˜(s)| : |s− 1| = 2(r + 1)}− logZΓ˜(1))
≤ 1
log 2
(
c2 dcov(X˜,X)〈2(r + 1)〉2 − logZΓ˜(1)
)
.
Since r ≥ 1, we have 〈2(r + 1)〉2 ≪ 〈r〉2 ≪ r2, and hence
NX˜(r) ≤ c3
(
dcov(X˜,X)r2 − logZΓ˜(1)
)
.
We claim that
ZΓ˜(1) ≥ ZΓ(1)dimλ.
Indeed, since 1 > δ, the expression of L-functions as Euler products applies and
yields
ZΓ˜(1) = LΓ(1, λ)
=
∏
g∈Γp
∞∏
k=0
det
(
1− λ(g)N(g)−(1+k)
)
≥
∏
g∈Γp
∞∏
k=0
(
1−N(g)−(1+k)
)dimλ
= LΓ(1,1)
dimλ
= ZΓ(1)
dimλ.
Thus,
− logZΓ˜(1) ≤ − dimλ · logZΓ(1) = − dcov(X˜,X) logZΓ(1)
Clearly, − logZΓ(1) is a positive constant only depending on Γ. We conclude that
there exists c4 > 0 such that
NX˜(r) ≤ c4 dcov(X˜,X)r2.
for all r ≥ 1. 
Taking advantage of the already established upper bound for the resonance counting
function, we can now prove the lower bound.
Proof of Theorem 1.1(ii) (lower bound). As in the proof of Theorem 1.1(i), the con-
stants cn with n ∈ {1, 2, . . . } are all positive and may depend on X , but are inde-
pendent of any finite cover of X .
We take advantage of the following wave 0-trace formula provided by Guillope´–
Zworski [13]: For any function ϕ ∈ C∞c
(
(0,∞)) let
ϕ̂(z) :=
∫ ∞
−∞
e−ixzϕ(x) dx.
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be its Fourier transform. Then, for any non-elementary Schottky surface Y and all
test functions ϕ ∈ C∞c
(
(0,∞)) we have∑
s∈R(Y )
ϕ̂
(
i
(
s− 1
2
))
= −0-vol(Y )
4π
∫ ∞
−∞
cosh t2
sinh2 t2
ϕ(t) dt(28)
+
∑
ℓ∈L(Y )
∞∑
k=1
ℓ
2 sinh kℓ2
ϕ(kℓ),
where L(Y ) is the primitive length spectrum of Y , that is, the set of lengths of the
primitive periodic geodesics on Y (with multiplicities).
Let X˜ be a finite cover of X . Pick ϕ1 ∈ C∞c
(
(0,∞)) such that ϕ1 is nonnegative
and suppϕ1 ⊆ (0, ℓ0(X)). For T ∈ R, T > 0, we define ϕT ∈ C∞c
(
(0,∞)) by
ϕT (x) := Tϕ1(Tx).
We want to apply the wave 0-trace formula to X˜ and ϕT with T ≥ 1. Note that
suppϕT ⊆ (0, ℓ0(X)/T ).
Since ℓ0(X˜) ≥ ℓ0(X), the sum on the right hand side of (28) vanishes for all T ≥ 1:∑
ℓ∈L(X˜)
∞∑
k=1
ℓ
2 sinh kℓ2
ϕT (kℓ) = 0.
Thus
(29)
∣∣∣∣∣∣
∑
s∈R(X˜)
ϕ̂T
(
i
(
s− 1
2
))∣∣∣∣∣∣ = 0-vol(X˜)4π
∫ ∞
−∞
cosh t2
sinh2 t2
ϕT (t) dt.
In the following we estimate (29) from above and below. For the lower bound we
note that ∫ ∞
0
cosh(t/2)
sinh(t/2)2
ϕT (t)dt =
∫ ℓ0(X)
0
cosh(t/2T )
sinh(t/2T )2
ϕ1(t)dt.
From cosh(t/2T ) ≥ 1 and
sinh(t/2T ) =
∞∑
k=1
(t/2T )2k+1
(2k + 1)!
≤ 1
T
∞∑
k=1
(t/2)2k+1
(2k + 1)!
=
1
T
sinh(t/2)
for all t > 0 (recall that T ≥ 1) it follows that∫ ∞
0
cosh(t/2)
sinh(t/2)2
ϕT (t)dt ≥ T 2
∫ ℓ0(X)
0
1
sinh(t/2)2
ϕ1(t)dt.
Thus, (29) can be bounded from below by
(30)
∣∣∣∣∣∣
∑
ζ∈R(X˜)
ϕ̂T
(
i(ζ − 1
2
)
)∣∣∣∣∣∣ ≥ c10-vol(X˜)T 2,
with
c1 :=
1
4π
∫ ℓ0(X)
0
1
sinh(t/2)2
ϕ1(t)dt ∈ (0,∞).
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For an upper bound of (29) we let r ≥ 1, split the sum in the left hand side of (29)
at r, and estimate∣∣∣∣∣∣
∑
s∈R(X˜)
ϕ̂T
(
i
(
s− 1
2
))∣∣∣∣∣∣ ≤
∑
s∈R(X˜)
|s|≤r
∣∣∣∣ϕ̂T (i(s− 12
))∣∣∣∣+ ∑
s∈R(X˜)
|s|>r
∣∣∣∣ϕ̂T (i(s− 12
))∣∣∣∣ .
We estimate both sums on the right hand side separately.
Since ϕ1 ∈ C∞c
(
(0, ℓ0(X))
)
, iterated integration by parts yields
(31) |ϕ̂T (z)| =
∣∣∣ϕ̂1 ( z
T
)∣∣∣ ≤ c(1 + ∣∣∣ z
T
∣∣∣)−3 ×{exp
(
ℓ0(X)
T Im z
)
if Im z ≥ 0
1 if Im z ≤ 0,
for all z ∈ C and T > 0, where c > 0 is a constant depending only on ℓ0(X) and
the choice of ϕ1.
Recall that for each resonance s ∈ R(X˜) we have
Im
(
i
(
s− 1
2
))
= Re s− 1
2
≤ δ − 1
2
.
From (31) it follows that∣∣∣∣ϕ̂T (i(s− 12
))∣∣∣∣ ≤ c(1 + ∣∣∣∣s− 12T
∣∣∣∣)−3 ≤ c2.
Thus,
(32)
∑
s∈R(X˜)
|s|≤r
∣∣∣∣ϕ̂T (i(s− 12
))∣∣∣∣ ≤ c2NX˜(r).
Using (31) again, we find
(33)
∑
s∈R(X˜)
|s|>r
∣∣∣∣ϕ̂T (i(s− 12
))∣∣∣∣ ≤ c ∑
s∈R(X˜)
|s|>r
(
1 +
∣∣∣∣s− 1/2T
∣∣∣∣)−3 .
The sum on right hand side of (33) can be bounded by a Stieltjes integral as follows:∑
s∈R(X˜)
|s|>r
(
1 +
∣∣∣∣s− 1/2T
∣∣∣∣)−3 ≤ ∑
s∈R(X˜)
|s|>r
(
1− 1
2T
+
∣∣∣ s
T
∣∣∣)−3
≤ T 3
∑
s∈R(X˜)
|s|>r
|s|−3
≤ T 3
∫ ∞
r
1
t3
dNX˜(t).
Note that the integral converges, since NX˜(t) = O(t
2) as t→∞.
By Theorem 1.1(i) (which is already proven above) there exists C > 0 (independent
of X˜) such that NX˜(r) ≤ C 0-vol(X˜)r2 for all r ≥ 1. (Here we use the relation
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0-vol(X˜) = dcov(X˜,X) 0-vol(X).) It follows that∫ ∞
r
1
t3
dNX˜(t) = limR→∞
R−3NX˜(R)− r−3NX˜(r) + 3
∫ ∞
r
NX˜(t)
t4
dt
≤ r−3NX˜(r) + 3C 0-vol(X˜)
∫ ∞
r
dt
t2
≤ 4C 0-vol(X˜)r−1.
Thus, we have established
(34)
∑
s∈R(X˜)
|s|>r
∣∣∣∣ϕ̂T (i(s− 12
))∣∣∣∣ ≤ c3 0-vol(X˜)T 3r−1
for all r ≥ 1 and T ≥ 1, where c3 := 4C · c.
Gathering (29), (32) and (34) leads to the inequality
(35) c1 0-vol(X˜)T
2 ≤ c2NX˜(r) + c3 0-vol(X˜)T 3r−1,
which is valid for all r ≥ 1 and T ≥ 1.
Finally set a := (2c3)
−1c1 > 0 and r0 := max{1, a−1}, and notice that these
constants only depend on X . For all r ≥ r0 we apply (35) with T := ar ≥ 1 to
obtain
NX˜(r) ≥ c4 0-vol(X˜)r2,
where
c4 :=
c1a
2 − c3a3
c2
=
c31
8c2c23
.
This completes the proof of Theorem 1.1(ii). 
5. Proof of Theorem 1.2
In this section we provide a proof of Theorem 1.2. This proof follows a route similar
to the one taken by Jakobson and Naud for the proof of [14, Theorem 1.3]. The
main novelties here are an intensive exploitation of twisted transfer operators and
a rather detailed study of the fine structure of powers of the transfer operators.
Throughout this section let
(36) X = Γ\H
be a fixed Schottky surface, and δ = δ(X) = dimΛ(Γ) the Hausdorff dimension of
the limit set of Γ.
For any finite cover X˜ = Γ˜\H we can estimate the number MX˜(σ, T ) of resonances
of X˜ in the box
R(σ, T ) := [σ, δ] + i[T − 1, T + 1]
by counting the number of zeros of the Selberg zeta function ZΓ˜ in R, and we can
use the identities
(37) ZΓ˜(s) = LΓ(s, λ) = det
(
1− Ls,λ
)
,
where λ = IndΓ
Γ˜
1Γ˜ is the induction of the trivial character of Γ˜ to Γ, and Ls,λ
is the transfer operator associated to Γ twisted with λ. These identities allow us
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to transfer the counting problem to the transfer operator and to get bounding
constants uniform in X˜.
However, to get better bounds, instead of using Ls,λ we will use a suitable power
of this transfer operator. We note that if 1 is an eigenvalue of Ls,λ of algebraic
multiplicity m then, for any N ∈ N, the value 1 is an eigenvalue of LNs,λ of algebraic
multiplicity at least m. Thus, in any subset M of C, the number of zeros s in M of
det(1 − Ls,λ) is bounded above by the number of zeros in M of det(1 − LNs,λ). In
particular, for any N ∈ N,
MX˜(σ, T ) ≤ #{s ∈ R(σ, T ) : det(1 − LNs,λ) = 0}.
As domain of definition for the powers of Ls,λ we use the Hilbert space defined in
Section 5.1 below, which can be seen as a refinement of the Hilbert spaces from
Section 2.6.
Throughout let Γ be chosen such that the disks D1, . . . ,D2m (see (19)) used in the
geometric construction of Γ are all contained in C, let γ1, . . . , γm be the associated
generators of Γ (see Section 2.2), and set
D :=
2m⋃
j=1
Dj .
5.1. Refined Hilbert spaces and iterates of transfer operators. We recall
from [10] the definition of a family of Hilbert spaces, depending on a parameter
h > 0, which we use as domain of definition for appropriate powers of the transfer
operators.
Throughout let Λ := Λ(Γ) denote the limit set of Γ. For h > 0 we let
Λ(h) := (−h, h) + Λ.
By [10] we find h0 > 0 such that for all h ∈ (0, h0), the set Λ(h) is bounded, has
finitely many connected components, say N(h) many, its connected components
Ip(h), p = 1, . . . , N(h),
are intervals of lengths at most Ch for some C > 0 independent of h, each connected
component is contained in some connected component of D, and
N(h) = O(h−δ) as hց 0,
where δ = δ(X) = dimΛ is the Hausdorff dimension of Λ.
For each h ∈ (0, h0) and p ∈ {1, . . . , N(h)} let Ep(h) be the open Euclidean disk in
C with center in R such that
Ep(h) ∩ R = Ip(h),
and let
E(h) :=
⋃
Ep(h).
For each finite-dimensional unitary space V let H2(Ep(h);V ) denote the Hilbert
Bergman space of V -valued functions on Ep(h), and let
H2(E(h);V ) :=
N(h)⊕
p=1
H2(Ep(h);V ).
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A slight adaptation of [10] shows that there exists N1 ∈ N (independent of h ∈
(0, h0)) such that for all finite-dimensional unitary spaces V , all unitary represen-
tations ̺ : Γ → U(V ) and all N ≥ N1, the N -th power of Ls,̺ defines on operator
on H2(E(h);V ):
LNs,̺ : H
2(E(h);V )→ H2(E(h);V ).
Considered as an operator on H2(E(h);V ), the transfer operator LNs,̺ remains to
be of trace class, and its Fredholm determinant is identical to the one of LNs,̺ as an
operator on the Hilbert space from Section 2.6.
A rather precise formula for the iterates of Ls,̺ can be given. To that end, for any
N ∈ N and any α = (α1, . . . , αN ) ∈ {1, . . . , 2m}N we set
γα := γα1 · · · γαN .
Further, we let
WN :=
{
(α1, . . . , αN ) ∈ {1, . . . , 2m}N : ∀ j ∈ {1, . . . , N−1} : αj+1 6= αj+m mod 2m
}
denote the set of elements in {1, . . . , 2m}N that correspond to the elements in Γ of
minimal word length N over the alphabet {γ1, . . . , γ2m}. For j ∈ {1, . . . , 2m} we
set
W
j
N := {α ∈WN : α1 6= j +m mod 2m}.
A straightforward induction shows that
LNs,̺ =
2m∑
j=1
1Dj
∑
α∈WjN
νs(γα).
5.2. Separation Lemmas. Given z ∈ Dj and α, β ∈WNj for some j ∈ {1, . . . , 2m}
and N ∈ N, the images of z under γ−1α and γ−1β can be rather close to each other. In
this section we discuss under which conditions we know that then already γα = γβ.
These results are crucial for growth bounds of the Fredholm determinant of LNs,̺,
see Proposition 5.5 below.
Throughout, X refers to the fixed Schottky surface (36). All (implied) constants
may depend on X .
Lemma 5.1. Let C > 0. Then there exists h1 ∈ (0, 1) (depending on X and C) and
C1 > 0 (depending on X,C, h1) such that for all j ∈ {1, . . . , 2m}, for all z ∈ Dj,
for all h ∈ (0, h1), for all N ∈ N with N < C1 log h−1 and for all α, β ∈ WjN the
bound ∣∣∣γ−1α .z − γ−1β .z∣∣∣ < Ch
implies α = β.
Proof. By [14, Lemma 4.4] we find c > 0 and ̺ ∈ (0, 1) such that for all j ∈
{1, . . . , 2m}, for all z ∈ Dj , for all N ∈ N, for all α, β ∈WjN with α 6= β we have
(38)
∣∣∣γ−1α .z − γ−1β .z∣∣∣ ≥ c̺N .
Let C > 0. Suppose that we have h ∈ (0, 1), j ∈ {1, . . . , 2m}, z ∈ Dj, N ∈ N,
α, β ∈WjN such that α 6= β and
(39)
∣∣∣γ−1α .z − γ−1β .z∣∣∣ < Ch.
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Combining (38) and (39) yields c̺N < Ch, thus (note that log ̺ < 0)
N > c1 + c2 log h
−1.
where
c1 :=
logC − log c
log ̺
, c2 :=
1
log ̺−1
.
Pick h0 ∈ (0, 1) such that
c2 >
c1
log h−10
and pick
C1 ∈
(
0, c2 − c1
log h−10
)
.
Thus,
N > C1 log h
−1.
This completes the proof of the lemma. 
Lemma 5.2. There exists C2 > 0 (depending on X) such that for all finite covers
X˜ = Γ˜\H of X, for all N ∈ N with N < C2ℓ0(X˜) and for all α, β ∈ WN with
Tr IndΓ
Γ˜
1Γ˜(γαγ
−1
β ) 6= 0 we have α = β.
Proof. Let ‖ ·‖F denote the Frobenius norm on SL2(R). Let g =
(
a b
c d
)
∈ SL2(R)
be hyperbolic. Then we have
‖g‖2F = Tr(g⊤g) = a2 + b2 + c2 + d2 = (a+ d)2 + (b − c)2 − 2
≥ (Tr g)2 − 2 =
(
eℓ(g)/2 + e−ℓ(g)/2
)2
− 2
≥ eℓ(g).
Set
K := max
{‖γj‖F : j ∈ {1, . . . , 2m}}
and
C2 :=
1
4 logK
.
Let Γ˜ be any subgroup of Γ of finite index. We argue by contradiction. Let N ∈ N
with N < C2ℓ0(X˜) and suppose that there exist α, β ∈ WN such that α 6= β and
Tr IndΓ
Γ˜
1Γ˜(γαγ
−1
β ) 6= 0. Let
h := γαγ
−1
β .
Since α, β ∈ WN , the element h is the product of at most 2N matrices in the set
{γ1, . . . , γ2m}, which shows that
(40) ‖h‖F ≤ K2N .
Since Tr IndΓ
Γ˜
1Γ˜(h) 6= 0, there exists p ∈ Γ is such that
php−1 ∈ Γ˜.
Since α 6= β, the element h is hyperbolic. Further,
ℓ(h) = ℓ
(
php−1
) ≥ ℓ0(X˜).
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Thus,
(41) ‖h‖F ≥ eℓ0(X˜)/2.
Combining (40) and (41) yields
N ≥ 1
4 logK
ℓ0(X˜) = C2ℓ0(X˜),
a contradiction. This completes the proof (note that K > 1). 
The combination of Lemmas 5.1 and 5.2 yields the following result.
Lemma 5.3. Let C > 0. Then there exists h1 ∈ (0, 1) and ε0 > 0 such that for
all h ∈ (0, h1), for all finite covers X˜ = Γ˜\H of X, for all N ∈ N with N ≤
ε0
(
ℓ0(X˜) + log h
−1
)
, for all j ∈ {1, . . . , 2m}, for all z ∈ Dj, for all α, β ∈WjN the
following is satisfied: if
Tr IndΓ
Γ˜
1Γ˜
(
γαγ
−1
β
) 6= 0 and ∣∣∣γ−1α .z − γ−1β .z∣∣∣ < Ch
then α = β.
5.3. Bounds on Fredholm determinants. In this section, we provide growth
bounds on the Fredholm determinants of iterates of the transfer operator Ls,λ,
where λ = IndΓ
Γ˜
1Γ˜ for finite covers X˜ = Γ˜\H of X = Γ\H. These bounds together
with an application of Titchmarsh’s Number of Zeros Theorem allow us to prove
Theorem 1.2, see Section 5.4 below.
Throughout, X = Γ\H is the fixed Schottky surface (36), δ = δ(X) denotes the
Hausdorff dimension of the limit set of Γ, and all powers of transfer operators
are defined on the Hilbert spaces from Section 5.1 for some h ∈ (0, h0). As in
Section 5.2, all constants may depend on X .
Proposition 5.4. There exists a constant C > 0 such that for all finite covers X˜
of X, for all N ∈ N, for all s ∈ C with Re s > δ we have
− log
∣∣det (1− LNs,λ)∣∣ ≤ CN dcov(X˜,X) Re sRe s− δ e−(Re s−δ)ℓ0(X˜),
where λ := IndΓ
Γ˜
1Γ˜ denotes the representation of Γ that is induced by the trivial
character 1Γ˜ of Γ˜.
Proof. Since Re(s) > δ, we have
det
(
1− LNs,λ
)
= exp
(
−
∞∑
n=1
1
n
Tr
(
L
nN
s,λ
))
.
This leads to ∣∣det (1− LNs,λ)∣∣ = exp
(
−Re
∞∑
n=1
1
n
Tr
(
L
nN
s,λ
))
,
and therefore
(42) − log
∣∣det (1− LNs,λ)∣∣ = Re ∞∑
n=1
1
n
Tr
(
L
nN
s,λ
) ≤ ∞∑
n=1
1
n
∣∣Tr (LnNs,λ )∣∣ .
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By adding extra non-negative terms to the infinite sum, we obtain
(43)
∞∑
n=1
1
n
∣∣Tr (LnNs,λ )∣∣ = N ∞∑
n=1
1
Nn
∣∣Tr (LnNs,λ )∣∣ ≤ N ∞∑
m=1
1
m
∣∣Tr (Lms,λ)∣∣ .
Let LS(γ) denote the word length of γ with respect to the generating set S =
{γ1, . . . , γ2m} of Γ. We denote by WL(γ) = min{LS(g) : g ∈ γ} the minimal word
length of any element in the conjugacy class of γ. Analogously to [15, Proof of
Proposition 2.2] we find
(44) Tr(Lms,λ) =
∑
d|m
∑
γ∈Γp
WL(γ)=d
dχλ(γ
m/d)
e−sℓ(γ)
m
d
1− e−ℓ(γ)md ,
where
χλ(γ) := Tr Ind
Γ
Γ˜
1Γ˜(γ).
Combining (42)–(44) yields
− log ∣∣det (1− LNs,λ)∣∣ ≤ N ∞∑
m=1
1
m
∑
d|m
∑
γ∈Γp
WL(γ)=d
dχλ(γ
m/d)
e−Re(s)ℓ(γ)
m
d
1− e−ℓ(γ)md .
Introducing the new variable k = m/d and rearranging the above sum accordingly
leads to
− log ∣∣det (1− LNs,λ)∣∣ ≤ N ∞∑
k=1
∑
γ∈Γp
1
k
χλ(γ
k)
e−Re(s)ℓ(γ)k
1− e−ℓ(γ)k
≤ N
∞∑
k=1
∑
γ∈Γp
χλ(γ
k)
e−Re(s)ℓ(γ)k
1− e−ℓ(γ)k ,
where we have dropped the 1/k-terms in the last estimate. Further,
− log ∣∣det (1− LNs,λ)∣∣ ≤ N∑
γ∈Γ
χλ(γ)
e−Re(s)ℓ(γ)
1− e−ℓ(γ)
≤ N
1− e−ℓ0(X)
∑
γ∈Γ
χλ(γ)e
−Re(s)ℓ(γ).
Recall that χλ(γ) > 0 implies that γ in conjugate to an element in Γ˜, and hence
ℓ(γ) ≥ ℓ0
(
X˜
)
. Moreover, χλ ≤ [Γ : Γ˜]. Thus,
(45) − log ∣∣det (1− LNs,λ)∣∣ ≤ N [Γ : Γ˜]1− e−ℓ0(X) ∑
γ∈Γ
ℓ(γ)≥ℓ0(X˜)
e−ℓ(γ)Re(s).
By the prime geodesic theorem [17, Corollary 11.2] we find a constant C > 0 such
that
(46) ΠΓ(t) := #{γ ∈ Γ : ℓ(γ) ≤ t} ≤ Ceδt.
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Interpreting the right hand side of (45) as a Stieltjes integral and using (46) we
obtain∑
γ∈Γ
ℓ(γ)≥ℓ0(X˜)
e−ℓ(γ)Re(s) = Re(s)
∫ ∞
ℓ0(X˜)
e−Re(s)xΠΓ(x)dx ≤ CRe(s)e
−(Re(s)−δ)ℓ0(X˜)
Re(s)− δ .
This completes the proof of Proposition 5.4. 
Proposition 5.5. There exists ε0 > 0, N0 ∈ N, and a map η : R → R that is
strictly concave, strictly increasing and has a unique zero at δ/2 such that for each
pair σ1 > σ0 ≥ 0 and each T0 ∈ R there exists a constant c > 0 (depending
continuously on T0) such that for all T ∈ R and all s ∈ (σ0, σ1) + i(T −T0, T +T0)
and each finite cover X˜ of X we have
log
∣∣∣det(1− L2N(T,X˜)s,λ )∣∣∣ ≤ c dcov(X˜,X)e−η(σ0)ℓ0(X˜)〈T 〉δ−η(σ0)
with
N(T, X˜) =
⌊
ε0
(
ℓ0(X˜) + log〈T 〉
)
+N0 + 1
⌋
,
where λ := IndΓ
Γ˜
1Γ˜ denotes the representation of Γ that is induced by the trivial
character 1Γ˜ of Γ˜.
Proof. Throughout let
d := dimλ = dcov(X˜,X) = [Γ : Γ˜].
and let V be the d-dimensional unitary vector space on which λ represents Γ.
In this proof we consider the iterates of the transfer operator Ls,λ as an operator
on the Hilbert space H2(E(h);V ) for a specific h, approximately of size 〈T 〉−1. To
be more precise, we fix some parameters:
• Recall the parameter h0 > 0 from Section 5.1. We fix C > 0 such that for
all h ∈ (0, h0) and all p ∈ {1, . . . , N(h)} we have diamEp(h) < Ch.
• Depending on the choice of C, we fix h1 = h1(C) ∈ (0, h0) and ε0 = ε0(C) >
0 such that the conclusions of Lemma 5.3 are valid.
• For all h ∈ (0, h1) and j ∈ {1, . . . , 2m} let
Pj(h) := {p ∈ {1, . . . , N(h)} : Ep(h) ⊆ Dj}.
By [22, Lemma 3.2] we find N0 ∈ N such that for all N > N0, for all
h ∈ (0, h1), all j ∈ {1, . . . , 2m}, all α ∈ WjN , all p ∈ Pj(h) there exists a
unique q ∈ {1, . . . , N(h)} such that
(47) γ−1α
(
Ep(h)
) ⊆ Eq(h) and d(γ−1α (Ep(h)), ∂Eq(h)) ≥ h2 .
Recall the number N1 ∈ N from Section 5.1. We fix N0 such that
e−(N0+1)/ε0 < h1
and N0 > N1.
• Let T ∈ R. We set h := e−(N0+1)/ε0〈T 〉−1.
• We set N := N(X˜,T ) :=
⌊
ε0
(
ℓ0(X˜) + log h
−1
)⌋
. Note that
N ≥ ε0 log h−1 − 1 ≥ N0.
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By [27, Lemma 3.3] and the relation between the trace norm and the Hilbert-
Schmidt norm (denoted by ‖ · ‖HS), for all s ∈ C we find
(48) log
∣∣det (1− L2Ns,λ)∣∣ ≤ ∥∥L2Ns,λ∥∥1 ≤ ∥∥LNs,λ∥∥2HS .
In order to find an upper estimate for the Hilbert-Schmidt norm of LNs,λ we take
advantage of an explicit well-balanced Hilbert basis for the Hilbert Bergman space
H2(E(h);C). In order to state this Hilbert basis we fix an orthonormal basis
e1, . . . , ed of V .
For p ∈ {1, . . . , N(h)} let rp := rp(h) and cp := cp(h) denote the radius and center
of Ep = Ep(h), respectively. For q ∈ N0 set
κp,q := κ
(h)
p,q : Ep → C, κp,q(z) :=
√
q + 1
πr2p
(
z − cp
rp
)q
.
Then {κp,q}q∈N0 is a Hilbert basis for H2(Ep;C). We extend each function κp,q to
a function ϕp,q : E→ C by
ϕp,q(z) :=
{
κp,q(z) for z ∈ Ep
0 otherwise.
For k ∈ {1, . . . , d}, p ∈ {1, . . . , N(h)}, q ∈ N0 define ψk,p,q := ψ(h)k,p,q : E→ V by
ψk,p,q(z) := ϕp,q(z)ek
Then {ψk,p,q : 1 ≤ k ≤ d, 1 ≤ p ≤ N(h), q ∈ N0} is a Hilbert basis for H2(E;V ).
In turn,
(49)
∥∥LNs,λ∥∥2HS = ∑
q∈N0
N(h)∑
p=1
d∑
k=1
∥∥LNs,λψk,p,q∥∥2 .
In what follows, we evaluate step by step the right hand side of (49), proceeding
from the most inner norm to the final outer series.
Let k ∈ {1, . . . , d}, p ∈ {1, . . . , N(h)}, q ∈ N0. Then we have∥∥LNs,λψk,p,q∥∥2 = ∫
E
∣∣LNs,λψk,p,q(z)∣∣2 dvol(z)
=
2m∑
j=1
∫
E∩Dj
∑
α,β∈WjN
〈νs(γα)ψk,p,q(z), νs(γβ)ψk,p,q(z)〉 dvol(z)
=
2m∑
j=1
∑
α,β∈WjN
〈λ(γα)ek, λ(γβ)ek〉
×
∫
E∩Dj
((
γ−1α
)′
(z)
)s ((
γ−1β
)′
(z)
)s
ϕp,q
(
γ−1α .z
)
ϕp,q
(
γ−1β .z
)
dvol(z).
Let
χλ(γ) := Trλ(γ)
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for γ ∈ Γ. In order to evaluate the sum over k in (49), we note that
d∑
k=1
〈
λ
(
γα
)
ek, λ
(
γβ
)
ek
〉
= Tr λ
(
γαγ
−1
β
)
= χλ
(
γαγ
−1
β
)
for all α, β ∈WN . Thus
d∑
k=1
∥∥LNs,λψk,p,q∥∥2 = 2m∑
j=1
∑
α,β∈WjN
χλ
(
γαγ
−1
β
)
×
∫
E∩Dj
((
γ−1α
)′
(z)
)s ((
γ−1β
)′
(z)
)s
ϕp,q
(
γ−1α .z
)
ϕp,q
(
γ−1β .z
)
dvol(z).(50)
Lemma 5.3 implies that in (50) only the summands with α = β contribute. Hence
d∑
k=1
∥∥LNs,λψk,p,q∥∥2 = d 2m∑
j=1
∑
α∈Wj
N
∫
E∩Dj
∣∣∣((γ−1α )′(z))s∣∣∣2 ∣∣ϕp,q(γ−1α .z)∣∣2 dvol(z).
For j ∈ {1, . . . , 2m}, α ∈WjN , u ∈ Pj let v = v(u, α) ∈ {1, . . . , N(h)} be the unique
element such that γ−1α (Eu) ⊆ Ev. Then
N(h)∑
p=1
d∑
k=1
∥∥LNs,λψk,p,q∥∥2 = d 2m∑
j=1
∑
α∈Wj
N
∑
u∈Pj
N(h)∑
p=1
∫
Eu
∣∣∣((γ−1α )′(z))s∣∣∣2 ∣∣ϕp,q(γ−1α .z)∣∣2 dvol(z)
= d
2m∑
j=1
∑
α∈Wj
N
∑
u∈Pj
∫
Eu
∣∣∣((γ−1α )′(z))s∣∣∣2 ∣∣ϕv(u,α),q(γ−1α .z)∣∣2 dvol(z).
To evaluate the final outer series in (49) we use that, for each v ∈ {1, . . . , N(h)},
the series ∑
q∈N0
ϕv,qϕv,q
converges compactly to the Bergman kernel BEv of Ev, and that due to the specific
shape of Ev (a complex ball), the Bergman kernel BEv is given by a rather easy
explicit formula (which in this case also follows from a straightforward calculation).
More precisely, for all (z, w) ∈ E× E we have
(51)
∑
q∈N0
ϕv,q(z)ϕv,q(w) = BEv (z, w) =
r2v
π (r2v − (w − cv)(z − cv))2
.
Hence∥∥LNs,λ∥∥2HS = ∑
q∈N0
N(h)∑
p=1
d∑
k=1
∥∥LNs,λψk,p,q∥∥2
= d
2m∑
j=1
∑
α∈WjN
∑
u∈Pj
∫
Eu
∣∣∣((γ−1α )′(z))s∣∣∣2BEv(u,α) (γ−1α .z, γ−1α .z) dvol(z).(52)
For all j ∈ {1, . . . , 2m}, all α ∈WjN , u ∈ Pj , z ∈ Eu, the combination of (51) with
(47) yields that
(53)
∣∣BEv(u,α) (γ−1α .z, γ−1α .z)∣∣ ≤ c1h−2
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where
c1 :=
16
π
C
depends on X only.
From now let σ1 > σ0 ≥ 0 and T0 ∈ R be fixed, and set
D := (σ0, σ1) + i(T − T0, T + T0).
By [22, below (11)] there exists c2 = c2(σ0, σ1, T0) > 0 such that for all j ∈
{1, . . . , 2m} and all s ∈ D we have
(54)
sup
{∣∣∣((γ−1α )′ (z))s∣∣∣ : α ∈WjN , z ∈ Eu, Eu ⊆ Dj} ≤ c2 sup
x∈Ij
((
γ−1α
)′
(x)
)Re s
.
In [22] this estimate is shown for the case that | Im s| = h−1. In this case, the
constant c2 is independent of h (and hence of T ). Any continuous perturbation of
T then results in a continuous perturbation of c2. Thus, applied to all s ∈ D, the
constant c2 remains independent of T but depends (continuously) on T0.
Using (53) and (54) in (52) we get for all s ∈ D,
(55)
∥∥LNs,λ∥∥2HS ≤ c3dh−2 2m∑
j=1
∑
α∈Wj
N
sup
x∈Ij
((
γ−1α
)′
(x)
)σ ∑
u∈Pj
∫
Eu
1 dvol(z)
for a constant c3 > 0 with the same dependencies as c2. From [29] (see also [10,
Section 5] or [4, Proof of Theorem 15.12]) it follows that
#Pj ≤ N(h) ≤ c4h−δ
for some constant c4 > 0 depending on X only. Further, for any u ∈ {1, . . . , N(h)},∫
Eu
1 dvol(z) ≤ π
(
Ch
2
)2
.
By [22, Lemma 3.1] there exists a map p : R → R that is strictly convex, strictly
decreasing, and has a unique zero which is precisely δ and a constant c5 = c5(σ0, σ1)
such that for all s ∈ R with Re s ∈ (σ0, σ1) we have
(56)
2m∑
j=1
∑
α∈WjN
sup
x∈Ij
((
γ−1α
)′
(x)
)Re s
≤ c5eNp(σ0).
The function p is a rescaled variant of the topological pressure of the discrete
dynamical system that gives rise to the transfer operator Ls. We refer to [22] for
more details.
Using these estimates in (55) we get for all s ∈ C, Re s ∈ (σ0, σ1),∥∥LNs,λ∥∥2HS ≤ c6dh−δeNp(2σ0)
where c6 depends on σ0, σ1, T0 and X only, and the dependence on T0 is continuous.
Inserting the values for h and N as defined in the beginning of this proof, using
d = dcov(X˜,X), and combining with (48) completes the proof. 
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5.4. Proof of Theorem 1.2. If X is an elementary Schottky surface, hence a
hyperbolic cylinder, then the statement of Theorem 1.2 is obviously true and the
obtained bound on the number of resonances is sharp because for each finite cover
X˜ of X , both MX˜(σ, T ) and 0-vol(X˜) vanish.
Suppose that X is non-elementary and let σ > δ/2. Further let X˜ be a finite cover
of X and let T ∈ R. The value of MX˜(σ, T ) that we seek to estimate is the number
of resonances in the rectangle
R(σ, T ) := [σ, δ] + i[T − 1, T + 1].
We use Titchmarsh’s Number of Zeros Theorem to provide such an estimate. To
that end let
z0 := 2 + iT
and fix r2 > r1 > 0 such that
R(σ, T ) ⊆ B(z0; r1)
and 2− r2 > δ/2, thus
B(z0; r2) ⊆ {z ∈ C : Re z > δ/2}.
Note that the choice of r1, r2 may depend on σ but it is independent of T .
Further let N(T, X˜) be as in Proposition 5.5 and set f : C→ C,
f(s) := det
(
1− L2N(T,X˜)s,λ
)
.
Then
MX˜(σ, T ) ≤ #{s ∈ R(X˜) : s ∈ B(z0; r1), f(s) = 0}.
Titchmarsh’s Number of Zeros Theorem yields
MX˜(σ, T ) ≤
1
log(r2/r1)
(
log max
|s−z0|=r2
|f(s)| − log |f(z0)|
)
.(57)
Since Re z0 = 2 > δ we can use Proposition 5.4 to estimate the second summand
in (57). To estimate the first summand, we use Proposition 5.5 with σ0 := 2 − r2,
σ1 := 2 + r2, T0 = r2. Thus, there is a function η : R → R with the properties as
stated in Proposition 5.5 and constants c1, c2 > 0 depending on σ (and X) only
such that
MX˜(σ, T ) ≤ c1 0-vol(X˜)e−η(σ0)ℓ0(X˜)〈T 〉δ−η(σ0) + c2 0-vol(X˜)N(T, X˜)e−(2−δ)ℓ0(X˜).
Recall from Proposition 5.5 that
N(T, X˜) ≈ c3ℓ0(X˜) + c4 log〈T 〉+ c5
for certain constants c3, c4, c5 > 0 depending on X only. Since
0 ≤ log〈T 〉 ≤ cε〈T 〉ε
for all ε > 0, and
ℓ0(X˜)e
− 12 ℓ0(X˜)
is bounded as ℓ0(X˜)→∞, we find τ1(σ) > 0, τ2(σ) ∈ (0, δ), c > 0 depending on σ
and X only such that
MX˜(σ, T ) ≤ c 0-vol(X˜)e−τ1(σ)ℓ0(X˜)〈T 〉δ−τ2(σ).
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Due to the properties of η, the functions τj : σ → τj(σ) (j = 1, 2) can be chosen as
stated in Theorem 1.2. This completes the proof of Theorem 1.2.
6. Examples for covers with long shortest geodesics
In this section we provide additional examples of sequences of finite covers of integral
Schottky surfaces along which an analog of (14) holds. The key tool for these results
is Theorem 1.2 in combination with a study of the length of minimal periodic
geodesics in relation to the covering degree.
We note that along sequences of abelian covers such slow growth behavior is im-
possible, see [15]. For completeness, we recall that a cover X˜ = Γ˜\H of X = Γ\H
is called abelian if Γ˜ is a finite normal subgroup of Γ, and the quotient group Γ/Γ˜
is abelian.
Let X = Γ\H be an integral Schottky surface, thus, Γ ⊆ SL2(Z). We consider X
and Γ to be fixed throughout this section. For q ∈ N let (allowing a slight abuse of
notation for notational convenience)
Γ0(q) := {g ∈ Γ : g ≡ ( ∗ ∗0 ∗ ) mod q} ,
Γ1(q) := {g ∈ Γ : g ≡ ( 1 ∗0 1 ) mod q} ,
Γ2(q) := {g ∈ Γ : g ≡ ( 1 00 1 ) mod q} = Γ(q).
For j ∈ {0, 1, 2}, we set
Xj(q) := Γj(q)\H.
As shown in Proposition 6.1 below, along any sequence (Xq)q∈N of covers of X
sandwiched between (X0(q))q∈N and (X2(q))q∈N, an analog of (14) holds. The se-
quence (X1(q))q∈N is one such example. For the sequence (X2(q))q, Proposition 6.1
recovers the result by Jakobson–Naud.
Proposition 6.1. For each q ∈ N let Γq be a Schottky group such that Γ2(q) ⊆
Γq ⊆ Γ0(q) and set Xq := Γq\H. Then there exists functions α, β : R → R that
are strictly concave, increasing, and positive on (δ/2, δ] such that for each σ > δ/2
there exists C > 0 such that for all T ≥ 1 and all q ∈ N (not necessarily prime),
we have
(58) MXq (σ, T ) ≤ C[Γ : Γq]1−α(σ)〈T 〉δ−β(σ).
In particular, there exists α > 0 such that the number of L2-eigenvalues satisfies
#Ω(Xq) = O
(
[Γ : Γq]
1−α
)
as q →∞.
Proposition 6.1 follows immediately from Proposition 6.3 below in combination with
Theorem 1.2. Before we discuss Proposition 6.3, we present the following lemma
on the growth of the covers.
Lemma 6.2. For j ∈ {0, 1, 2} we have
[Γ : Γj(q)] ≍ qj+1 as q →∞, q prime.
Proof. Let q ∈ N be prime. Let
πq : Γ→ SL2(Z/qZ), g 7→ g mod q.
DENSITY OF RESONANCES 33
For j ∈ {0, 1, 2} we let Hj(q) denote the subgroup of SL2(Z/qZ) given by
H0 :=
{(∗ ∗
0 ∗
)}
, H1 :=
{(
1 ∗
0 1
)}
, H2 := {id}.
Then
Γj(q) := π
−1
q
(
Hj(q)
)
, (j ∈ {0, 1, 2}).
By [9, Section 2], the map πq is surjective if q is sufficiently large. Thus, the
isomorphism theorems for groups show that for all such sufficiently large q and
each j ∈ {0, 1, 2} we have
(59) [Γ : Γj(q)] = [SL2(Z/qZ) : Hj(q)] =
| SL2(Z/qZ)|
|Hj(q)| .
As is well-known, | SL2(Z/qZ)| = q(q2−1). Obviously, |H2(q)| = 1 and |H1(q)| = q.
Since q is prime, Z/qZ is a field and hence contains q− 1 multiplicatively invertible
elements. Thus, there are q − 1 possibilities for the pair of diagonal entries of an
element ofH0. Hence, |H0| = q(q−1). Using these element counts in (59) completes
the proof. 
Proposition 6.3. Under the hypotheses of Proposition 6.1 there exists c0 > 0 such
that for all q ∈ N we have
ℓ0
(
Xq
) ≥ c0 log[Γ : Γq].
Proof. For any q ∈ N we have
[Γ : Γ0(q)] ≤ [Γ : Γq] ≤ [Γ : Γ2(q)] ≤ | SL2(Z/qZ)| = q3
∏
p prime
divisor of q
(
1− 1
p2
)
< q3.
Thus, it suffices to establish the existence of c0 > 0 such that
(60) ℓ0
(
Xq
) ≥ c0 log q
for all q ∈ N. Since, for each q ∈ N, the group Γq is contained in Γ0(q), the shortest
geodesic on Xq is at least as long as the shortest geodesic on X0(q). Hence, to
establish (60) it suffices to prove the existence of c0 > 0 such that for all q ∈ N we
have
(61) ℓ0
(
X0(q)
) ≥ c0 log q.
To that end let q ∈ N and let
g =
(
a b
c d
)
∈ Γ0(q)
be hyperbolic. Since, necessarily, |b| ≥ 1 and |c| ≥ q, it follows that
|Tr g| = |a+ d| ≥ 1
2
√
|ad| = 1
2
√
|1 + bc| ≥ 1
2
√
q − 1 ≥ 1
2
√
2
q
1
2 .
Thus,
ℓ(g) ≥ 2 log |Tr g|
2
≥ log q
4
√
2
.
In turn,
ℓ0
(
X0(q)
) ≥ log q
4
√
2
.
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We find c0 > 0 such that for all q ≥ 6,
log
q
4
√
2
≥ c0 log q,
which shows (61) for q ≥ 6. By shrinking c0 > 0 sufficiently (if necessary) we
can establish (61) for q ∈ {1, 2, . . . , 5} as well. This establishes (60) and hence
completes the proof. 
7. Regular covers and Cayley graphs
Throughout this section let X = Γ\H be a fixed non-elementary Schottky surface,
let S be a fixed set of generators for Γ and suppose that S is symmetric (i. e.,
S−1 = S). For convenience, we suppose that S = {γ1, . . . , γ2m} is the set of
generators arising from a geometric construction of Γ, see Section 2.2.
Let X˜ = Γ˜\H be a finite regular cover of X , that is, Γ˜ is normal in Γ. LetG := Γ/Γ˜
be the quotient group, and let π : Γ → G be the natural projection. We associate
to the pair (X, X˜) the Cayley graph
G := Cay (G, π(S))
of G with respect to π(S). Note that π(S) is a symmetric generating set for G,
and hence G is a simple, connected graph. Recall that the girth of G, denoted by
girth(G), is the length of the shortest cycle in G or, equivalently, the length of the
shortest non-trivial relation in the groupG with respect to the generating set π(S).
In this section we show the following bound of the resonance counting function
MX˜ , which is essentially a corollary of Theorem 1.2 and provides a rather algebraic
interpretation of it.
Corollary 7.1. Let X˜ → X be a finite regular cover and let G be the associated
Cayley graph. Then for all σ > δ/2 and T ∈ R we have
MX˜(σ, T ) ≤ C|G|e−α1girth(G)〈T 〉δ−α2 ,
for constants C,α1, α2 > 0 depending solely on σ and X.
Remark 7.2. (i) If G is a abelian (i.e. the covering X˜ → X is abelian), then
girth(G) ≤ 4, since G must contain a 4-cycle (a+ b− a− b = 0). By contrast,
Cayley graphs G of the group G = SL2(Z/qZ) with q prime have logarithmic
girth, i.e. girth(G)≫ log |G|, see [9, Section 2].
(ii) Let (Xn)n be a sequence of finite covers of a Schottky surface X and let
(Gn)n be the associated sequence of Cayley graphs. Corollary 7.1 shows that
if girth(Gn)→∞, then the number of resonances satisfy
MXn(σ, T )
|Gn| → 0 as n→∞,
for fixed σ > δ/2 and T ∈ R.
For γ ∈ Γ let LS(γ) denote the minimal word length of γ over the alphabet S (i. e.,
the representing word of γ does not contain neighboring pairs of mutually inverses).
Further, let
WL(γ) := min
g∈γ
LS(g)
be the shortest word length of a representative in the conjugacy class of γ.
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A crucial observation for the proof of Corollary 7.1 is that for each γ ∈ Γ \ {id},
WL(γ) is bounded by the (displacement) length ℓ(γ).
Lemma 7.3. There exists a constant C > 0 (depending only on Γ) such that for
all γ ∈ Γ \ {id} we have
WL(γ) ≤ C · ℓ(γ).
Proof. Let N ⊂ H be the Nielsen region of X = Γ \ H, that is, the union of all
geodesic arcs connecting two points in the limit set Λ(Γ) of Γ. Let N := Γ \ N
denote the convex core of X . Since X is a Schottky surface and hence convex co-
compact, N is compact. Let N˜ be a compact subset of N that contains at least one
representative for each point in N. Let dH denote the hyperbolic metric on H.
By Knopp–Sheingorn [16] we find constants c1, c2 > 0 such that for every γ ∈ Γ\{id}
we have
LS(γ) ≤ c1dH(γi, i) + c2.
Since N˜ is compact we find c3 > 0 such that for all z
′ ∈ N˜ we have dH(z′, i) ≤ c3.
Now let z ∈ N be arbitrary. Clearly, there exists h ∈ Γ such that z′ := hz ∈ N˜.
Note that
WL(γ) ≤ LS(hγh−1) ≤ c1 · dH(hγh−1i, i) + c2
Using the triangle inequality and exploiting left-invariance of dH leads to
dH(hγh
−1i, i) ≤ dH(hγh−1i, hγz) + dH(hγz, hz) + dH(hz, i)
= dH(h
−1i, z) + dH(γz, z) + dH(z
′, i)
= dH(i, z
′) + dH(γz, z) + dH(z
′, i)
= dH(γz, z) + 2dH(z
′, i)
≤ dH(γz, z) + 2c3.
Thus, there exists c4 > 0 such that for every z ∈ N and every γ ∈ Γ \ {id} we have
WL(γ) ≤ c1dH(γz, z) + c4.
For each γ ∈ Γ \ {id}, there is an element, say η, in the conjugacy class γ such
that the geodesic on H connecting the two fixed points of η passes through N˜.
Let α(γ) be the geodesic arc connecting the two fixed points of γ. Thus, there is
z ∈ α(γ) ⊂ N such that ℓ(γ) = ℓ(η) = dH(ηz, z). Since ℓ(γ) = ℓ(η) is bounded from
below by ℓ0(X) > 0, we obtain
WL(γ) ≤ c1ℓ(γ) + c4 ≤ c5ℓ(γ)
for a constant c5 > 0 depending on Γ only. 
Proof of Corollary 7.1. In view of Theorem 1.2 it suffices to show that ℓ0(X˜) ≥
c · girth(G) for some c > 0 only depending on Γ.
Clearly, every element γ ∈ Γ˜ \ {id} can be written as a reduced word γi1γi2 · · · γiL
with L = LS(γ) > 0 and indices i1, . . . , iL ∈ {1, . . . , 2m}.
Pick an element γ ∈ Γ˜ \ {id} with minimal word length. By the assumption of
minimality, we can write γ as a reduced word γi1γi2 · · · γiL with L = WL(γ). Set
gi := π(γi) ∈ G for each i ∈ {1, . . . , 2m}. Clearly, since γ ∈ Γ˜ \ {id} we have
idG = π(γ) = gi1gi2 · · · giL .
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For j = 1, . . . , L set xj := gi1gi2 · · · gij ∈ G. Using again the assumption of
minimality of L, it is easy to see that the elements x1, . . . , xL = idG are all distinct.
This yields the cycle
idG → x1 → · · · → xL = idG
in G of length L. Since the girth of G is by definition the length of the shortest cycle,
it follows that
(62) min
γ∈Γ˜\{id}
WL(γ) ≥ girth(G).
By Lemma 7.3, we have ℓ(γ) ≥ C−1WL(γ), which combined with (62) yields
ℓ0(X˜) = min
γ∈Γ˜\{id}
ℓ(γ) ≥ C−1girth(G).
The proof of Corollary 7.1 is complete. 
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