ABSTRACT This paper deals with the problem of the Direction Of Arrival (DOA) estimation with nonuniform linear arrays. The proposed method is a combination of the Expectation Maximization (EM) and the ESPRIT methods. The EM algorithm interpolates the nonuniform array to an equivalent uniform array, and then, the application of ESPRIT is possible, in order to estimate the DOA. One of this method novelties lies in its capacity of dealing with any nonuniform array geometry. This technique manifests significant performance and computational advantages over previous algorithms such as MUSIC, specially in the preasymptotic domain, and the comparison with the theoretical Cramer-Rao Bounds (CRB) shows its efficiency.
INTRODUCTION
The problem of estimating the directions of multiple sources using Nonuniform Linear antenna Arrays (NLA) has attracted considerable attention for both theoretical and practical reasons. Sometimes, using a nonuniform array yields better performance than using a uniform one [1] , or the sensors cannot be uniformly spaced due to spatial constraints. Except for spectral MUSIC, high resolution methods cannot be directly applied on NLA because they exploit the uniform geometry of the array. Several approaches have been proposed, among them EM-IQML [1] , the interpolated virtual array methods of Friedlander [2] , the methods of Higher Order Statistics (HOS) [3] and the positive definite Toeplitz completion [4] . The originality of the proposed method in this paper is the combination of the EM algorithm, to interpolate the data on a Virtual Uniform Linear Array (VULA), with the ESPRIT method used for DOA estimation. In fact, the NLA output is treated as incomplete data which makes the EM algorithm directly applicable, in an iterative way. The interpolation is based on the signal model. Hence, the error due to interpolation is reduced iteratively when the accuracy of parameter estimation improves. This error always exists in [2] . ESPRIT is a simple and accurate method for DOA estimation that achieves a Chafic Mokbel University of Balamand, Lebanon E-mail: chafic.mokbel@balamand.edu.lb significant reduction in computational complexity in comparison with IQML and HOS. Also, ESPRIT presents better performance in the preasymptotic domain than IQML. Another advantage of the proposed method is its ability to deal with any type of nonuniform arrays. It can be applied to sublattice arrays, which are not necessarily minimum redundancy arrays, and to nonregular linear arrays, where the intersensor separation is chosen in an arbitrary way.
This paper is organized as follows. The signal model is presented in Section 2. In Section 3, the EM-ESPRIT algorithm is described for both types of nonuniform arrays. Simulation results are presented in Section 4 and the main conclusions drawn from them are summarized in Section 5. where A is the ULA intersensor separation and km is an integer, and ii) the nonregular linear array, where the intermediate distances between sensors are chosen in an arbitrary way. Without loss of generality, A is taken as the half-wavelength.
Grouping the signals received by the M array elements in the M x 1 vector y(t), the sensor outputs can be written as: 
By construction, the noise free parametric model of X is given by: 
where AVULA(0) is the array response of a uniform linear array, in this case, the VULA.
The EM general approach
Basically, EM is an iterative approach of the maximum likelihood estimator (MLE). Each iteration is composed of two steps: the Expectation step (E-step) and the Maximization step (M-step). In the E-step, the conditional likelihood of the complete data X(k), given the incomplete data Y and the previous estimate of the parameters 0(k 1), is estimated. In the M-step, the parameters 0(k) are estimated by maximizing the conditional likelihood criterion. It can be shown that 0(k) converges to the MLE (see [5] ). A justification of the EM algorithm is as follows. Using Bayes' rule, and taking the logarithm of the probability densities,
Taking the conditional expectation of (8) 
L(0), the log-likelihood of the observed data, is the function to be maximized. Knowing that V(0 0') < V(0' 0') (Jensen's inequality), if U(0 l0') > U(0' 0'), then L(0) > L(0'). Thus, the maximization of U(0 l0') improves the ML criterion. Exploiting this property, the EM algorithm can be described as follows.
It starts with an initial guess 0(), and maximizes L(0) by iterating the E and M-steps, i.e. at iteration k:
EM-ESPRIT
Now, we apply EM to our case. We show that the E-step is equivalent to estimating the outputs of the omitted elements, using an interpolation based on the signal model. In the Mstep, the DOA are estimated using ESPRIT. While in the Estep the proposed approach follows the classical EM estimation, the ESPRIT algorithm in the M-step is a sub-optimal method in comparison to ML. These steps are explained in more details in the following. E-step: As shown in [1] , the maximization of U(0 0(k 1)) reduces to theminimizationof 5X(k) p0) 2 (M'-2) vector. Once the construction of X completed, the algorithm mentioned above can be applied for the DOA estimation.
Remark: The conistruction of X proposed fur the case ii) can also be used for the case i). 4 The maximum number of iterations is 30, but in fact, in all the experiments, not more than 10 iterations are needed for the convergence, as it will be seen later. 500 snapshots are used. In almost all the experiments, the initialization of the angles is done using a simple beamforming. ESPRIT can be used to exploit the translational invariance structure of the covariance data of the VULA, Rt(k).
To summarize, the proposed algorithm can be presented as follows: 1) Initialization: k= 0, choose 0_(0) and estimate the noise variance cr2.
2) Estimate the complete data X~k using (12) and estimate the covariance matrix Rt(k) using (13).
3) Use ESPRIT to estimate 0(k). for the array
We notice that EM-ESPRIT is a consistent method and it shows better performance in comparison to MUSIC, specially in the preasymptotic domain, with lower complexity. Now, the results of the last angle (450) are plotted in Fig. 4 EM-ESPRIT presents good resolution, even for close angle values. This result is expected, since ESPRIT is a highresolution method.
In the third type of experiments, we test different types of initialization, to check its influence on the performance. The array used is d = [1, 2, 4, 6] A. We consider the case of two This result shows that EM-ESPRIT is not highly sensitive to the accuracy of the initialization. At low SNR, the performances are almost the same when using beamforming or the exact values, and they decrease when using arbitrary values far from the exact ones. At high SNR, performances become independent of the initialization. Similar results are obtained for the source at 100, and for other geometries. In this paper, an EM-ESPRIT method for the estimation of narrowband sources observed by nonuniform arrays is proposed. The algorithm is efficient and consistent. It even outperforms other methods in the preasymptotic domain and for lower computational cost. This method has the advantage of dealing with all types of nonuniform arrays, where other methods fail to treat the nonregular case, or the sublattice arrays that are not minimum redundancy ones. 
