We investigate the subject of speed of mixing for operators on infinite dimensional Hilbert spaces which are strongly mixing with respect to a nondegenerate Gaussian measure. We prove that there is no way to find a uniform speed of mixing for all square-integrable functions. We give classes of regular functions for which the sequence of correlations decreases to zero with speed n −α when the eigenvectors associated to unimodular eigenvalues of the operator are parametrized by an α-Hölderian T-eigenvector field.
Introduction
In this paper, we will be interested in the dynamics of a bounded linear operator T acting on a complex separable infinite dimensional Hilbert space H from the measure-theoretic point of view, and more precisely in the strong mixing property of T . The study of strongly mixing operators on infinite dimensional spaces was begun in 2006 by Bayart and Grivaux in [2] where they give conditions on T so that T admits a nondegenerate Gaussian measure m with respect to which it defines a strongly mixing transformation on (H, m). In a second work, they extended this result when the underlying space is a complex separable Banach space of type different from 2 (see [3] ). The idea of studying a linear operator from the measure-theoretic point of view is that measurable dynamics and topological dynamics are connected: if an operator T acting on some complex separable infinite dimensional Banach space X turns out to be ergodic with respect to some nondegenerate measure, then the operator is hypercyclic, that is there exists a vector x in the space X such that the orbit Orb(x, T ) = {T n x ; n ≥ 0} of x under the action of T is dense in X. Building from the work in [2] and [3] , our aim is to study the convergence to zero of the correlations in the definition of the strong mixing property.
All the definitions on ergodic theory can be found in [15] . The first important concept is that of measure-preserving transformation. Definition 1.1. Let (X, B, m) be a probability space. We say that a measurable map T : (X, B, m) −→ (X, B, m) is a measure-preserving transformation if for any measurable set A in B, we have m(T −1 (A)) = m(A).
To begin with, we should recall the fundamental notion of ergodicity. converges to zero as n goes to infinity, where f and g belong to L 2 (X, B, m).
The fundamental notions of ergodicity, weak mixing (see the definition in [2] ) or strong mixing in ergodic theory are very studied when we deal with transformations on compact sets (for more on the compact setting, see [9] ). The notion of speed of mixing when the transformation is strongly mixing on a compact set K is systematically studied and the way of computation depends on the structure of the compact set K (see for instance [7] , [8] , [16] or [17] ). It is proved in these papers that, in the situations studied here, the sequences of correlations decrease to zero with exponential speed when dealing with some classes of regular functions.
Troughout this paper, H is a complex separable infinite dimensional Hilbert space, with Borel σ-algebra B generated by the bounded real linear functionals Re x, · : H −→ R, where x is a vector of H. It is equipped with a scalar product u, v which is assumed to be linear with respect to v and conjugate-linear with respect to u and we adopt the convention that all the scalar products which appear in the paper have this property. The algebra of bounded linear operators on the Hilbert space H is denoted by B(H). Finally, T stands for the set of all complex numbers of modulus 1 and µ is the normalized Lebesgue measure on T, that is dµ = dθ 2π . The starting point of our investigation here is Theorem 3.29 of [2] which says that for a bounded linear operator T on H whose eigenvectors associated to unimodular eigenvalues are µ-spanning (Definition 2.3), there exists a Gaussian measure m on H (Definition 2.2) for which T : (H, B, m) −→ (H, B, m) is a strongly mixing transformation. It is the object of Section 2 to recall the main definitions and ideas around this result which will be useful in our work. In particular, the parametrization of these eigenvectors by T-eigenvector fields (Definition 2.6) in a regular way (Assumption 2.8) gives us the first basic result about speed of mixing (Proposition 2.9) which is the kind of result we would like to generalize to a broader class of functions than bounded linear functionals on H. We also give examples of strongly mixing operators on Hilbert spaces where the T-eigenvector field is directly given in a regular way (Examples 2.11, 2.12, 2.13 and 2.14) and where Assumption 2.8 is satisfied. From the examples of α-Hölderian T-eigenvector fields arises a natural question (Question 2.15): can we find a Hilbert space and a bounded linear operator on it which admits a Teigenvector field which is Hölderian for a fixed Hölder exponent? We give a positive answer to it (Theorem 2.16). From now on, let T denote a bounded linear operator on the Hilbert space H whose eigenvectors associated to unimodular eigenvalues are µ-spanning (Definition 2.3) and are parametrized by a T-eigenvector field E (Definition 2.6) which is α-Hölderian (α ∈ (0, 1]).
Our main problem is to study the convergence to zero of the sequence of correlations (1.1) for any functions f and g in L 2 (H, B, m). A first natural question is to wonder if there exists a sequence of positive real numbers (s n ) n∈N going to zero as n goes to infinity such that |I n (f, g)| ≤ C f,g s n for any functions f and g in L 2 (H, B, m), (1.2) where the positive constant C f,g only depends on f and g. In this case, we will say that the correlation I n (f, g) goes to zero with speed s n . In Section 3, we give an answer to the problem (1.2) and we prove that there is no way to have a speed of mixing in the whole space L 2 (H, B, m) (Theorem 3.4).
Sections 4 and 5 are devoted to study the problem (1.2) for functions f and g which belong to some classes of regular functions in L 2 (H, B, m). In Section 4, we explain a way of computation of the correlations by considering an orthogonal decomposition of the space L 2 (H, B, m) which is given by the theory of Fock spaces. We then make some smoothness assumption on our functions (condition (5.1)) and we prove that the Fourier coefficients of such a function f have an integral representation (Lemma 5.2) which yields naturally a sequence of useful multilinear forms associated to the components of f in its decomposition as Wiener chaos (4.1). After proving several useful estimates involving these multilinear forms, we prove the main theorem of the paper (Theorem 5.19) on the rate of mixing for some classes of regular functions. More precisely, we define two classes X and Y of regular functions in L 2 (H, B, m) having the property that for any f ∈ X and g ∈ Y there exists a positive constant C f,g such that for any n ≥ 1, |I n (f, g)| ≤ C f,g n −α . We finally give some applications of this result by exhibiting concrete functions which belong to our classes X and Y.
A known result about strongly mixing operators
We present here a result which is for us the starting point for the question of speed of mixing. It gives a condition for an operator to admit a measure for which the operator is strongly mixing. Before stating the theorem, we need to recall some definitions and facts about Gaussian measures on complex Hilbert spaces. All the definitions and facts on Gaussian measures stated below can be found in one of the references [5] or [10] . Even if the notion of Gaussian measure can naturally be developped in the Banach space setting, we will stay in the Hilbert case since our method to get a speed of mixing is purely Hilbertian (for the definitions in the Banach case, see for instance [5] ). Furthermore, Bayart and Matheron proved in a recent paper ( [4] ) that the result of this section we are going to present (Theorem 2.4) is also true when the space is not a Hilbert space with the weaker conclusion that the operator is a weakly mixing transformation.
Gaussian measures on Hilbert spaces
First, we have to introduce complex Gaussian distribution. For any σ > 0, let us denote by γ σ the centred Gaussian measure on R with variance σ 2 , that is
Definition 2.1. Let (Ω, F, P) be a probability space and f : (Ω, F, P) −→ C be a complexvalued measurable function. Then we say that f has complex symmetric Gaussian distribution if either f is almost surely equal to zero or the real and imaginary parts Re f and Im f have independent centred Gaussian distribution with the same variance.
In other words, a nonzero random variable f has a complex Gaussian distribution if and only if its distribution is γ σ ⊗ γ σ for some σ > 0.
It is important to note that if f has complex symmetric Gaussian distribution then so does λf for any complex number λ. In particular, f and λf have the same distribution when λ is a complex number of modulus 1.
Definition 2.2.
A Gaussian measure on H is a probability measure m on H such that for every vector x of H, the bounded linear functional x, · : y −→ x, y has complex symmetric Gaussian distribution when considered as a random variable on (H, B, m).
For a random variable f : (H, B, m) −→ C, we denote by var m (f ) its variance with respect to m, that is
and in the special case where f = Re x, · is a bounded real linear functional, we denote the variance of f by
A fundamental result is that a Gaussian measure m on H has finite moments of all orders. In particular, the quantity
is always finite. In order to study the properties of a Gaussian measure m, we introduce its covariance operator R m which is defined on H by the following equation:
for every vectors x, y of H. According to (2.1), R m is a bounded linear operator which is self-adjoint and positive. Furthermore, R m is of trace class. In fact, the Gaussian measure m is completely determined by its covariance operator R m : if R is a bounded linear self-adjoint positive operator which is of trace class, then there is a unique Gaussian measure on H whose covariance operator is R (see [5] , Chapter 5).
In the sequel, we need some factorization of the covariance operator R of a Gaussian measure m. Since R is a positive operator, it admits a square root, that is there exists a unique pair (H, K) consisting in a separable Hilbert spaceH and a bounded linear operator K :H −→ H such that R = KK * . By the uniqueness we mean that ifĤ is another Hilbert space and
The result
It is now time to state the result which provides strongly mixing operators with respect to a Gaussian measure. We need to point out the main ideas of the proof which will be fundamental in the sequel. The condition for the operator to be strongly mixing with respect to a Gaussian measure is to have sufficiently many eigenvectors associated to unimodular eigenvalues. All the definitions and facts of the present section can be found in [2] , [3] (or the book [5] for a summary). Definition 2.3. Let T ∈ B(H). We say that the eigenvectors of T associated to unimodular eigenvalues are µ-spanning if for every µ-measurable subset A of T such that µ(A) = 1, the eigenspaces Ker(T −λ), λ ∈ A, span a dense subset of H, where µ is the normalized Lebesgue measure on T.
The result that we are going to start with is the following (see for instance [2] ) and is due to Bayart and Grivaux. Since a Gaussian measure is completely determined by its covariance operator, the idea of the proof of this theorem is to construct directly the covariance operator R. Moreover, the positivity of a covariance operator shows that we only need to build its square root K :H −→ H, whereH is a separable Hilbert space to determine. When R is a covariance operator, we will denote by m the probability measure associated to the operator R (or equivalently to K). Recall that the measure m is said to be nondegenerate if m(U ) > 0 for every nonempty open subset U of H. Then, the following fact, which is proved in [5] , collects the main steps of the proof of Theorem 2.4.
Fact 2.5. Let T ∈ B(H).
(i) If K is a Hilbert-Schmidt operator, then m defines a Gaussian measure on H (in fact, this is also a necessary condition). We now assume that m is a Gaussian measure. Then we have: (ii) the probability measure m is nondegenerate if and only if the operator K has dense range; (iii) the probability measure m is T -invariant if and only if there exists a co-isometry V : H −→H such that the intertwining equation
is satisfied; (iv) when the above conditions are realized, the operator T is strongly mixing with respect to the Gaussian measure m if and only if for every vectors x, y in H,
With this result in hands, it remains to exhibit the operators K :H −→ H and V : H −→H which make the intertwining equation (2.2) true. They are defined by using the eigenvectors of T associated to the unimodular eigenvalues. We first need to introduce some terminology.
The definition of the operator K comes from a parametrization of the eigenvectors of T associated to unimodular eigenvalues which is based on the following fact (see [2] , Lemma 3.17).
Fact 2.7. There exists a countable family (E i ) i∈I of T-eigenvector fields for T such that Ker(T − λ) = span H E i (λ) ; i ∈ I for every λ in T.
For our purpose, we can assume that we have a unique T-eigenvector field E for T (see [5] for the general setting). Then, under the assumption that the eigenvectors of T associated to the unimodular eigenvalues are µ-spanning, the following operators K :H −→ H and V :H −→H defined on the separable Hilbert spaceH = L 2 (T, µ) as
satisfy Fact 2.5. Moreover, the adjoint operator
for every vector x of H. In order to prove that T is strongly mixing with respect to the Gaussian measure m associated to K, it is crucial to see that RT * n x, y is a Fourier coefficient. Indeed, it is proved in Lemma 3.23 of [2] that for every vectors x, y of H we have the following integral representation:
where
which is a consequence of the intertwining equation (2.2) . It is obvious that the normalized Lebesgue measure on T is a Rajchman measure (that is the sequence (μ(n)) n∈Z of its Fourier coefficients tends to zero as |n| goes to infinity). Since the measure µ x,y is absolutely continuous with respect to µ, it is also a Rajchman measure (see [13] ) and the strong mixing property follows. We now want to give another proof of the convergence to zero of the sequence ( RT * n x, y ) n∈N by making some regularity assumption on the T-eigenvector field E. The additional assumption will provide a speed of convergence of this sequence and we will see in the examples that this condition of smoothness arises naturally.
Assumption 2.8. There exists a real number α in (0, 1] such that the T-eigenvector field E is α-Hölderian, that is there exists a constant C(E) > 0 such that
The next result on the convergence to zero of the sequence of correlations ( RT * n x, y ) n∈N explains the initial motivation of the paper. Proposition 2.9. There exists a positive constant C(E, α) which only depends on E and α such that, for every vectors x, y of H, we have
for any positive integer n.
Proof. To do this, we use a very classical argument which can be found in [12] (Chapter 1). For x, y ∈ H, we consider the function f x,y : θ −→ x, E(e iθ ) y, E(e iθ ) . By a change of variable in the integral representation (2.3), we find that
Since E is α-Hölderian with Hölder constant C(E), the function f x,y is also α-Hölderian and
. Then the conclusion easily follows with the constant C(E, α) := C(E) π α .
Motivation 2.10. This proposition shows that, by taking f = x, · and g = y, · , the sequence of correlations (I n (f, g)) n∈N goes to zero with speed n −α since
for any positive integer n. Thus, it is natural to wonder if there exists a uniform rate of mixing in L 2 (H, B, m). For instance, have we got a convergence to zero of the sequence of correlations (I n (f, g)) n∈N with speed n −α for any functions f, g in L 2 (H, B, m)?
Examples
In order to illustrate the previous subsection, let us give examples which show that the µ-spanning condition is rather easy to check in general. In practice, the T-eigenvector field is usually directly given with a regular parametrization. We will also construct a bounded linear operator on a Hilbert space which admits an α-Hölderian T-eigenvector field for a fixed Hölder exponent α. We denote by (e n ) n≥0 the canonical basis of ℓ 2 (Z + ).
Example 2.11. Let w be a complex number such that |w| > 1 and B be the classical backward shift on ℓ 2 (Z + ), that is Be 0 = 0 and Be n = e n−1 when n is a positive integer. The eigenvectors of wB associated to the unimodular eigenvalues are E(λ) := n≥0 λ w n e n , where λ belongs to T. It is proved in [2] (Example 3.3) that (E(λ)) λ∈T is µ-spanning. Furthermore, the map E : T −→ ℓ 2 (Z + ) is a T-eigenvector field for wB which is a vectorvalued analytic function.
Example 2.12. We deal with an operator which has been introduced by Kalisch in [11] : it is the so-called Kalisch-type operator T defined on L 2 ([0, 2π]) by the formula
is an eigenvector of T associated to the unimodular eigenvalue e iα and it is proved in [3] (Example 3.11) that (E(e iα )) α∈[0,2π) is µ-spanning. In particular, the map
is a T-eigenvector field for T which is 1 2 -Hölderian since for every 0 ≤ α < β < 2π,
Example 2.13. For a bounded sequence of positive real numbers w = (w n ) n≥1 , we define the weighted backward shift B w on ℓ 2 (Z + ) by B w e 0 = 0 and B w e n = w n e n−1 when n is a positive integer. For the particular sequence w where w 1 = 1 and w n = n n−1 when n ≥ 2, the weighted backward shift B w admits a µ-spanning T-eigenvector field which is Proof. It is already known from [2] (Example 3.21) that the T-eigenvector field E : T −→ ℓ 2 (Z + ) which is defined by
is µ-spanning. Now, for every λ, ξ in T, we have
2 for every θ in [0, 2π[. In particular, f (θ) behaves like πθ when θ is closed to zero. We deduce from this that f is a Lipschitz function and then that E is Example 2.14. In the same way as in the previous example, we consider the weighted sequence w such that w 1 = 1 and w n = n n−1 κ for n ≥ 2, where κ > 3 2 . The weighted backward shift B w admits a µ-spanning T-eigenvector field which is a Lipschitz function.
Proof. We define the T-eigenvector field E for B w as in the previous proof:
and it is already known from [2] (Example 3.21) that E is µ-spanning. Moreover, for every λ, ξ in T, we have
and we conclude that E is a Lipschitz function since the series n≥1 n −2κ+2 is convergent by definition of κ.
From the above examples arises the next natural question.
Question 2.15. If α is any fixed number in (0, 1], can we find a separable complex Hilbert space and a bounded linear operator on this space which admits a µ-spanning T-eigenvector field which is exactly α-Hölderian (that is α-Hölderian and not β-Hölderian for any β > α)?
Refining Example 2.14, we can solve this problem. This positive answer is essentially due to the referee (originally, it was a partial answer).
Theorem 2.16. Let α be a real number in (0, 1]. There exists a sequence of positive real numbers w = (w n ) n≥1 such that the weighted backward shift B w ∈ B(ℓ 2 (Z + )) admits a Teigenvector field which is exactly α-Hölderian and µ-spanning.
Proof. For α = 1, the problem has already been studied in Example 2.14. Let α ∈ (0, 1) and
Our goal is to prove that there exists a weighted backward shift on ℓ 2 (Z + ) which admits a T-eigenvector field which is exactly α-Hölderian and µ-spanning. As in Example 2.14, we consider the weighted sequence w such that w 1 = 1 and w n = n n−1 κ for n ≥ 2 and we define the T-eigenvector field E for B w by setting
It is already known from [2] (Example 3.21) that E is µ-spanning. We prove that E is not better than α-Hölderian. Let N be an even positive integer and λ N = e iπ/N . Then there exists a positive constant C (which not depends on N ) such that |λ k N − 1| ≥ C > 0 for any k ∈ {N, . . . , 3N/2}. Then we have
and we conclude that there exists C α > 0 (which only depends on α) such that
This proves that the T-eigenvector field E is not better than α-Hölderian. We now prove that E is α-Hölderian. We just need to prove that E is α-Hölderian at 1 (since |λ n − ξ n | = |(λξ) n − 1| for every λ, ξ ∈ T). We write ⌊x⌋ to denote the integer part of the real number x. Let λ ∈ T \ {1} (close to 1) and we put N = 1 |λ−1| . Then we have
where we denote the first sum by S 1 (λ) and the second one by S 2 (λ). We estimate S 1 (λ) by using the inequality |λ n − 1| ≤ n|λ − 1|:
Putting {t} for the fractional part of t (that is {t} = t − ⌊t⌋), we get
It easily follows that there exists a positive constant D α such that
We then estimate S 2 (λ) by using the inequality |λ − 1| ≤ 2 and we get
and there exists a positive constant E α such that S 2 (λ) ≤ E α |λ − 1| 2α . Finally, we conclude that the T-eigenvector field E is α-Hölderian, which concludes the proof of Theorem 2.16.
A negative result
The aim of this section is to show that, given a bounded linear operator T on H whose eigenvectors associated to unimodular eigenvalues are parametrized by a µ-spanning T-eigenvector field, there is no uniform rate of decrease of the sequence of correlations for every functions in L 2 (H, B, m). Since the covariance operator R is a positive trace class operator, the Hilbert space H has an orthonormal basis (e n ) n∈N consisting of eigenvectors of R. Thus Re n = λ n e n where λ n ≥ 0, trR = n≥1 λ n < +∞ and one can easily shows that λ n = 2 σ 2 n , where σ 2 n is the variance of the Gaussian random variable Re e n , · with respect to the measure m. The following property of this basis is fundamental for the sequel.
Proposition 3.1. The sequence of random variables ( e k , · ) k∈N is orthogonal in the space L 2 (H, B, m). In fact, the complex Gaussian variables e k , · are independent.
Proof. Since (e k ) k∈N is an orthogonal sequence of eigenvectors of R, Re k , e ℓ = 0 for every distinct positive integers k and ℓ. Hence, the first statement holds by definition of R. Furthermore, the independence comes from the fact that for any distinct positive integers k and ℓ, the real Gaussian variables Re e k , · and Im e k , · are independent from Re e ℓ , · and Im e ℓ , · since they are orthogonal real Gaussian variables. Indeed, the covariances of these real Gaussian variables are computed in the following lemma which is a consequence of the rotation invariance of a Gaussian measure (see [3] , Section 3).
Lemma 3.2. For every vectors x, y of H, we have
and
The integral representation of the correlations (2.3) gives us the corresponding result in L 2 (T, µ).
for any positive integer k.
We now introduce the complex Gaussian space
This subspace is called Gaussian in the sense that any function in G C has complex symmetric Gaussian distribution. We can now prove the main result of this section.
Theorem 3.4. Let T ∈ B(H) be a bounded linear operator on H whose eigenvectors associated to unimodular eigenvalues are parametrized by a µ-spanning T-eigenvector field E. Then, for every null sequence (s n ) n∈N of positive real numbers, there exists a function f in G C such that
for any positive integer n, where f denotes the function
Proof. Since the random variables e k , · are orthogonal in the space L 2 (H, B, m) by Proposition 3.1, for every function f in G C we can find a sequence of complex numbers (a k ) k∈N such that
Now the random variable f is centered and then the integral representation (2.3) gives us
that is I n (f , f ) ; n ∈ N is the weak orbit of the vector f • E under the action of the operator V of multiplication by the variable λ on L 2 (T, µ). Then we consider the closed subspace of L 2 (T, µ):
Since E(λ) is an eigenvector of T associated to the eigenvalue λ, the subspace E of L 2 (T, µ) is V -invariant. At this stage, we apply a result of [1] due to Badea and Müller which deals with the speed of convergence to zero of the weak orbits ( S n x, y ) n∈N of an operator S such that S n −→ 0 in the weak operator topology. In particular, it is proved in [1] that if S is a bounded linear operator on a complex Hilbert space H with spectral radius equal to 1 such that S n −→ 0 in the weak operator topology, then for any sequence (s n ) n≥1 of positive numbers which decreases to zero, we can find a vector x in H such that | S n x, x | ≥ s n for any positive integer n. Applying this result here, we get that for any sequence (s n ) n≥1 of positive numbers which decreases to zero there exists a function
and we conclude that f = k≥1 a k e k , · is a function in G C which satisfied the conclusion of Theorem 3.4.
Remark 3.5. In our work, we consider bounded linear operators which admit only one T-eigenvector field E which is µ-spanning. In a more general situation, the T-eigenvectors of the bounded linear operator T ∈ B(H) are parametrized by a countable family of Teigenvector fields (E i ) i∈I (see Fact 2.7). Then the operator K is defined on the Hilbert space
and where (α i ) i∈I is a sequence of positive numbers such that i∈I α 2 i ||E i || 2 2 < ∞ where
). In this case, it readily follows from the proof of Theorem 3.4 that there is no uniform rate of decrease in this situation too. This result shows that there is no uniform rate of decrease of the correlations in the whole space L 2 (H, B, m). The rest of the paper is devoted to find a speed of mixing for classes of regular functions of
In a first step, we will need to compute the correlations I n (P, Q) where P and Q are real polynomials in several variables. We can do this by using the Fock space associated to
In this section, we aim to present a way to compute the correlations I n (f, g) for arbitrary functions f, g in L 2 R (H, B, m). In order to do this, we will first explain the construction of the Fock space over a Gaussian subspace of L 2 R (H, B, m) and we will establish some helpful properties of the orthogonal components of the Fock space before giving the general formula for the correlations.
Fock space over a Gaussian space
The theory of Fock spaces will allow us to compute the correlations for arbitrary real functions in L 2 (H, B, m) by using an orthogonal decomposition of this space. We begin by recalling some definitions and facts on Fock spaces that will be useful in the sequel; for a thorough account see [10] or [14] . We denote by Z * the set of integers different from zero. In the sequel, we denote by (e ℓ ) ℓ∈Z * the sequence of vectors of H defined by e ℓ = e ℓ and e −ℓ = ie ℓ for any positive integer ℓ. Recall that for any positive integer ℓ, σ 2 ℓ denotes the variance of the Gaussian random variables Re e ℓ , · = Re e ℓ , · and Re e −ℓ , · = Im e ℓ , · :
and we put σ 2 −ℓ := σ 2 ℓ . We also denote by G the real Gaussian space
Since B is the σ-algebra generated by the functions in G, we get by applying the Weierstrass Theorem:
Let G k denote the space of homogeneous polynomials of degree k of elements of G, with G 0 = R. Then the spaces G k are linearly independent (see [14] , Chapter 8, Lemma 2.3) and we can orthonormalize them by the so-called Wick transform.
Definition 4.1. The Wick tranform : f : of a function f belonging to one of the spaces G k is defined in the following way:
. We also define : G k : to be the space {:
By definition of the Wick transform, we have an orthogonal decomposition of L
where P :G k : denotes the orthogonal projection onto the space : G k :. Our aim is to identify the space L 2 R (H, B, m) with the Fock space over G by using this decomposition. We define the scalar product ·, · ⊗ on the Hilbert tensor product k G by setting, for every g 1 , . . . , g k , h 1 , . . . , h k in G,
We then introduce the space G k ⊙ which is the range of the projection Sym :
where S k denotes the group of permutations of the set {1, . . . , k}. For convenience, we endow G k ⊙ with a new scalar product ·, · ⊙ by setting
where the sum is an orthogonal direct sum and each G k ⊙ is endowed with the scalar product ·, · ⊙ .
The main interest of this is that the map :
extends uniquely to an isometry from :
allows us to make the identification L 2 R (H, B, m) = F(G). In order to compute the correlations between two functions in L 2 R (H, B, m), we are now going to find a helpful decomposition of the functions P :G k : f which appear in (4.1).
Canonical decomposition in the spaces
It is now time to understand more precisely the spaces : G k : and to make some computations in them. We shall begin with the space : G 1 := G which is of important interest in the rest of the paper. The following result ensues directly from Proposition 3.1 and Lemma 3.2. 
where (a k ) k∈Z * is a sequence of real numbers such that k∈Z * a 2 k σ 2 k < +∞.
It is now time to look more closely at the Wick transform of a polynomial of elements of G.
Proposition 4.5. For any vector x of H and any positive integer k, there exists a k-tuple (α 0 , . . . , α k−1 ) of real numbers such that
More precisely, if H k denotes the k th Hermite polynomial, that is
then we have
Proof. The Wick transform of (Re x, · ) k does not depend of the Gaussian space which contains Re x, · (see for instance [10] , Theorem 3.4). Then there exists a monic polynomial with real coefficients Q k such that
By definition of the Wick transform, we know that for every integer j in {0, . . . , k − 1}, we have
We now use the fact that the random variable Re x, · has Gaussian distribution γ σx and we get
for any j in {0, . . . , k − 1}. The conclusion follows from the definition of Hermite polynomials (H ℓ ) ℓ≥0 which is the sequence of monic polynomials in the weighted space L 2 (R, e −s 2 /2 ds) which orthogonalizes the polynomials t k in this space. Indeed, we proved that
and we finally find that
We now want to give a canonical decompostion of a function belonging to the space : G k : by using the properties of the orthonormal basis (e n ) n∈N . To do this, the following lemma will be useful.
Lemma 4.6. For every k-tuples (j 1 , . . . , j k ) and (ℓ 1 , . . . , ℓ k ) of integers different from zero, we have
Proof. This is a consequence of the fact that the map between : G k :, ·, · L 2 (m) and G k ⊙ , ·, · ⊙ given by (4.4) is an isometry. So
where the last equality comes from (4.3). By using the expression (4.2) of the function Sym, we get by definition of the scalar product ·, · ⊗ that
This computation allows us to find an orthogonal basis of the space : G k :. 
Proof. By definition of the space : G k :, the only thing we need to prove is that the sequence (4.6) is orthogonal. If j 1 ≤ · · · ≤ j k and ℓ 1 ≤ · · · ≤ ℓ k are two different k-tuples, then the orthogonality of the sequence (Re e p , · ) p∈Z * shows that
for every τ ∈ S k and the conclusion follows from Lemma 4.6.
In order to give explicitly the expansion of a function of the space : G k : with respect to the basis (4.6), we also need to determine the variance with respect to the measure m of an element of this basis.
Proposition 4.8. For every k-tuple (j 1 , . . . , j r ) of integers different from zero such that j 1 < · · · < j r , and for every k-tuple (ℓ 1 , . . . , ℓ r ) of positive integers, we have
Proof. Since j 1 < · · · < j r , the random variables Re e j 1 , · ,. . . , Re e jr , · are orthogonal.
The fact below is a particular case of a more general statement which can be found in 
where the real numbers a (k) j 1 ,...,j k are given by the formula
var m : Re e j 1 , · . . . Re e j k , · : (4.8)
and satisfy the condition
Proof. The decomposition directly follows from the orthogonality of the family (: Re e j 1 , · . . . Re e j k , · :) j 1 ≤···≤j k and condition (4.9) is a consequence of Proposition 4.8.
So, according to (4.1) and (4.7), the computation of the correlations of two functions in L 2 R (H, B, m) can be reduced to the computation of the correlations between the Wick transforms of two homogeneous polynomials.
Orthogonality and computation of the correlations
It is now time to compute the correlations of two functions living in two different spaces : G k : and then of two functions belonging to the same space : G k :. 
for any nonnegative integer n.
Proof. With the notations of Proposition 4.5, : (Re x, · ) k := Q k (Re x, · ). Then, we have
by definition of the polynomial Q k . The conclusion follows from the orthogonality of the spaces : G j :.
From this we can easily deduce the general case. Remark 4.13. By using the multilinear identity (4.11), the linearity of the Wick transform on the space G k and (4.10), we can also prove that for every k-tuple (j 1 , . . . , j k ) of integers different from zero,
: Re e j 1 , · . . . Re e j k , · :
which will be useful in the rest of the paper.
A consequence of Corollary 4.12 is that it suffices to know the values of the correlations between two functions which belong to the same space : G k :. Indeed, if we consider two functions f and g in L 2
R (H, B, m) with Wiener chaos decompositions f = k≥0 f k and g = ℓ≥0 g ℓ as in (4.1) (with f k := P :G k : f and g ℓ := P :G ℓ : g), then the n th correlation between f and g becomes
where the sum begins at 1 since H f dm = f 0 and H g dm = g 0 . In fact, it suffices by decomposition (4.7) to compute the correlations when the functions are Wick transforms of homogeneous polynomials of the same degree.
Proposition 4.14. For every k-tuples (j 1 , . . . , j k ) and (ℓ 1 , . . . , ℓ k ) of integers different from zero, we have
Proof. The beginning of the proof is the same as that of the proof of Lemma 4.6. We use the isometry between : G k :, ·, · L 2 (m) and G k ⊙ , ·, · ⊙ , which is given by (4.4), and Remark 4.13:
By replacing e j 1 , . . . , e j k by T * n e j 1 , . . . , T * n e j k in the proof of Lemma 4.6, we find that
and the fact above yields the desired conclusion.
Fact 4.15. For every integers i and j different from zero, we have
j Re e i , T n e j .
Proof. We already know from (3.1) that
The covariance operator is self-adjoint and e j is an eigenvector of R corresponding to the eigenvalue 2 σ 2 j . Then the result follows readily.
By using Proposition 4.14, we are now able to compute the correlations between two arbitrary functions in L 2 R (H, B, m). Since we have no uniform rate of decrease in L 2 R (H, B, m) according to Theorem 3.4, we need to make some assumptions of regularity on our functions. In the next section, we study some of these regularity assumptions and we show that the correlations decrease to zero with speed n −α when we consider square-integrable real-valued functions which satisfy these conditions.
Speed of mixing
We consider here a bounded linear operator T on H whose eigenvectors associated to unimodular eigenvalues are parametrized by a µ-spanning T-eigenvector field E which is assumed to be α-Hölderian as in Assumption 2.8. We already know from Section 3 that there is no hope to find a uniform speed of mixing in the whole space L 2 (H, B, m) . Then a natural problem is to find some classes of functions of L 2 R (H, B, m) for which the correlations decrease to zero with some speed of mixing. We will exhibit classes of functions for which the speed of mixing is exactly n −α .
Speed of mixing for functions in a finite number of variables
Our first result, which requires no regularity on the functions, gives a speed of mixing by considering functions of a finite number of variables. 
Proof. In this proof, we deal with the Gaussian space generated by the random variables Re e ℓ , · where ℓ ∈ {−N, . . . , N } \ {0}, that is G N := span Re e −N , · , . . . , Re e N , · .
We expand the functions f and g as in (4.7) by using this Gaussian space and we find that
where ||g||
Then it follows from Corollary 4.12 that
We now expand the correlation 
By applying the Cauchy-Schwarz inequality, we find that
is less or equal than
If we do the same thing with the sum corresponding to g, it follows that
Finally, we can find a constant C N > 0 such that
for any positive integer n, which concludes the proof.
We now deal with more general functions on which we will have to impose some condition of smoothness in order to still have a speed of mixing. More precisely, in the estimation of I n (f, g), we will consider a large class of infinitely differentiable functions for f which satisfy some integrability condition and for g, we will deal with a more restrictive class of functions which contains the class of polynomial functions. It is the object of the next section to define these classes of functions.
Regularity and Fourier coefficients
In this section, we consider an infinitely differentiable function f : H −→ R and we make the assumption that
where the k-linear form D k f is the k th derivative of the function f . Recall that the norm || · || of a bounded k-linear form φ is defined by ||φ|| = sup
We write our function as in (4.1), that is f = k≥0 f k , where f k := P :G k : f is given by the expansion (4.7). Our first task is to get informations on the coefficients a
Lemma 5.2. For any positive integer r and any r-tuples (j 1 , . . . , j r ) and (ℓ 1 , . . . , ℓ r ) of integers such that j 1 < · · · < j r and ℓ 1 + · · · + ℓ r = k, we have
,...,j r , . . . , j r ℓr times jr . In this proof, we assume that all the integers j 1 , . . . , j r are positive, that is to say 0 < j 1 < · · · < j r . The computations are the same when one of the integer is negative. We now compute f, : (Re e j 1 , · ) ℓ 1 . . . (Re e jr , · ) ℓr : L 2 (m) by using integrations by parts with respect to the Gaussian measure m on H. To do this, we decompose the Hilbert space H as follows:
.., H r = span[e j ; j r−1 < j ≤ j r ] and H r+1 = span H [e j ; j > j r ]. Hence, we can write our Gaussian measure m as a finite product of Gaussian measures, that is
where m 1 is the distribution of the Gaussian vector ( e 1 , · , . . . , e j 1 , · ), m 2 is the distribution of ( e j 1 +1 , · , . . . , e j 2 , · ),..., m r+1 is the distribution of ( e i , · ) i>jr . Then we can write that the scalar product f, : (Re e j 1 , · ) 
where the last equality comes from Fact 4.9. We now fix (x 2 , . . . , x r+1 ) in H 2 × · · · × H r+1 and we compute
where ζ := x 2 + · · · + x r+1 . But we know from (4.5) that : (Re e j 1 , · ) ℓ 1 := σ
Re e j 1 ,· σ j 1 . Then, since m 1 is the distribution of the Gaussian vector ( e 1 , · , . . . , e j 1 , · ) , we get
We now fix (t 1 , . . . ,
) in R 2j 1 −1 and we put ω :=
The only integral we really need to compute is
By considering the expression of the Hermite polynomial H ℓ 1 which is given in Proposition 4.5 and integrating by parts ℓ 1 times, we have
So we conclude that
and then the scalar product f, : (Re
Secondly, we do the same thing for
and we find that this integral is equal to 
At the i th step (1 ≤ i < r), we easily obtain that 
which proves the lemma.
Remark 5.3. In the sequel, we denote by
for every vectors x 1 , . . . , x k of H.
Further on in the proof, we will need to write a function f k in : G k : in a way which is a bit different from (4.7). We now expand f k as
where this sum is taken over all the k-tuples (i 1 , . . . , i k ) of integers different from zero. The difference with the first decomposition (4.7) is that each Wick transform
:
appears several times and so that the coefficient α
comes from all the coefficients
, where σ is a permutation in S k such that i σ(1) ≤ · · · ≤ i σ(k) . More precisely, the computation of α
is given by the next proposition.
Proposition 5.4. For any k-tuple (i 1 , . . . , i k ) of integers different from zero, we can find some integers r, j 1 , . . . , j r and ℓ 1 , . . . , ℓ r such that the set {i 1 , . . . , i k } is equal to the set {j 1 , . . . , j 1 ℓ 1 times , . . . , j r , . . . , j r ℓr times } where j 1 < · · · < j r and ℓ 1 + · · · + ℓ r = k. Furthermore, Proof. The only thing we really need to prove is (5.5). It is based on the following combinatorial fact.
Proof. We want to compute the number of k-tuples we can produce with ℓ 1 integers j 1 ,..., ℓ r−1 integers j r−1 and ℓ r integers j r , where j p = j q when p = q. The number of different positions of the ℓ 1 integers j 1 in a k-tuple is exactly k ℓ 1
. Then, for the ℓ 2 integers j 2 , there are k − ℓ 1 positions left, that is
possibilities. At the end, for the ℓ r integers j r , we have only k−ℓ 1 −···−ℓ r−1 ℓr = 1 possibility. Hence, the number of k-tuples we have is
We can now conclude the proof of Proposition 5.4 since our new coefficient α
The sequence of coefficients α
..,i k )∈(Z * ) k in the expansion (5.4) satisfies a property of symmetry which is defined above. Definition 5.6. A sequence of real numbers (α i 1 ,...,i k ) (i 1 ,...,i k )∈(Z * ) k is said to be symmetric if for every permutation σ in S k , α i σ(1) ,...,i σ(k) = α i 1 ,...,i k for any k-tuple (i 1 , . . . , i k ) of integers different from zero.
The reason we consider this new expansion (5.4) is that the symmetry of the sequence of coefficients defined in (5.5) enables us to define a symmetric k-linear form associated to f k by setting
Remark 5.7. When the k-linear form B f k is well defined, that is to say when the series
is convergent for every vectors x (1) , . . . , x (k) in ℓ 2 (Z * , R), then it is easy to prove by using the uniform boundedness principle that this k-linear form is bounded.
We recall that the multilinear form B f k is continuous at zero if and only if it is bounded on H, that is if there exists a positive constant C such that for every x (1)
The important result of this section is the connection between the k-linear form B f k and our infinitely differentiable function f which satisfies (5.1). We introduce the unitary operator ϑ which is defined by
The k-linear forms B f k may exist if f is not infinitely differentiable. But in the case where our function f is infinitely differentiable, we can give an integral representation for B f k .
Theorem 5.8. For any positive integer k, we have the following expression for the k-linear form B f k :
for every x (1) , . . . , x (k) ∈ ℓ 2 (Z * , R). In particular, B f k is bounded and
where the norm || · || has been defined in (5.2).
Proof. It follows from Lemma 5.2 and (5.5) that for every r-tuples (j 1 , . . . , j r ) and (ℓ 1 , . . . , ℓ r ) of integers such that j 1 < · · · < j r and ℓ 1 + · · · + ℓ r = k, we have ).
Since the sequence α
Then, for every x (1) = x (1)
and the theorem is proved.
With the conditions of regularity we presented in this subsection, we can prove a result about the speed of mixing for functions which satisfy the integral condition (5.1).
Speed of mixing in the spaces
Before stating the general result, some estimations are needed. The first of these, which is essentially based on Parseval's theorem, will give the rate of mixing term in the main theorem.
Lemma 5.9. For every positive integer n, we have
where by definition ||E||
Finally, since H || · || 2 dm = 2 j≥1 σ 2 j , we get
We now need the integral representation (2.3) of RT * n e k , e ℓ : for any positive integers k and ℓ, we have
and by the Plancherel theorem,
We need to estimate the Fourier coefficient c n = T λ n e ℓ , E(λ) E(λ) dµ(λ) which appears in this equation and the way to do this is the same as in the proof of Proposition 2.9. For any θ, we put θ n := θ + π n and we have
Then ||c n || 2 is less or equal than
where the last inequality is a consequence of the Cauchy-Schwarz inequality. Since the T-eigenvector field E is α-Hölderian with Hölder constant C(E), we conclude that the correlation I n || · || 2 , || · || 2 is less or equal that
This lemma shows that the sequence of correlations decreases to zero with speed n −2α if we consider the square norm function. Moreover, in the same way as in Fact 4.15, we have RT * n e k , e ℓ = 2 σ 2 ℓ e k , T n e ℓ for any positive integers k, ℓ. Then we deduce from (5.13) and the conclusion of Lemma 5.9 that the sum k≥1 σ 4 k ||T n e k || 2 tends to zero as n goes to infinity. More precisely, we have the following corollary.
Corollary 5.10. For any positive integer n, we have
The next lemma says that if we replace σ 4 k by σ 2 k in the sum which appears in Corollary 5.10, then this sum remains uniformly bounded in n.
Proof. Since Re k = 2 σ 2 k e k for any positive integer k, the intertwining equation
Then, for any positive integer k, we define the function ω k :=
and we get by applying the Parseval theorem in (H, ·, · ) that
By Corollary 3.3, the sequence ω k k∈N is orthogonal in L 2 (T, µ) and for any positive integer k, the norm of ω k in this space is equal to 1. Hence, if we denote by Φ n,p ∈ L 2 (T, µ) the function λ → λ n e p , E(λ) , the Bessel theorem in L 2 (T, µ) gives us
Hence, we can conclude that 2 k≥1 σ 2 k ||T n e k || 2 ≤ ||E|| 2 2 for any positive integer n.
To finish, we need an estimate of the moments of the measure m.
Proposition 5.12. For any positive integer k, we have the following estimate:
Proof. The case k = 1 is important for the rest of the proof. It is a consequence of Corollary 3.3:
We now fix a positive integer k. We expand our integral as
and we need to estimate the integrals
Each integral can be written in the form
where r ∈ {1, . . . , k}, (ℓ 1 , . . . , ℓ r ) ∈ N r with ℓ 1 + · · · + ℓ r = k and i 1 < · · · < i r . It can be proved that
for every vector y of H and any nonnegative integer i (see for instance [10] , Chapter 1). But the random variables e k , · are independent by Proposition 3.1. So we deduce that
since ℓ 1 + · · · + ℓ r = k. We now use the inequality i! j! ≤ (i + j)!, which is easily seen to be true for any nonnegative integers i and j, and we get
Eventually, we find that
By using the estimate of Proposition 5.12, we can prove that, given a function f in L 2 (H, B, m) such that the multilinear forms B f k are bounded (where f = k≥0 f k is the Wiener chaos decomposition of f ), then the series
is convergent. In particular, it is the case when the function f is an infinitely differentiable real-valued function on H which satisfies condition (5.1).
where f k is written as in (5.4) such that the multilinear forms B f k are bounded. Then the series
is convergent for any positive integer k. More precisely, we have the following estimate:
Proof. In order to get this estimate, we consider the quantities
First, we give an upper bound of S k and secondly we compute explicitly this quantity. Recall that for a positive integer j and for a function g in G j , the Wick transform of g is defined by : g := (Id − P j )g, where Id is the identity operator and P j denotes the orthogonal projection onto span
Since the functions Re e i 1 , · . . . Re e i k−1 , · belong to G k−1 , we have
. Now, the upper bound comes from the boundedness of the k-linear form B f k . Indeed, for every vectors x, z of H, we know that
By taking the supremum over all the vectors z in the closed unit ball of H, we get
Then, we deduce from the beginning of the proof that 17) where the last inequality results from Proposition 5.12. The second part of the proof consists in the computation of S k . We expand S k as
and the computation of the integrals (5.18) is given by the following combinatorial fact. Proof. This result is a consequence of Proposition 4.14. Indeed, for n = 0, this proposition gives us that
Re e i 1 , e j τ (1) . . . Re e i k−1 , e j τ (k−1) .
Then, the integral is nonzero if and only if there exists a permutation τ in S k−1 such that
since each term in the sum above is equal to 0 or 1 by the orthogonality of the sequence (e ℓ ) ℓ∈N . This means that for every integer ℓ in the set {1, . . . , k − 1}, i ℓ = j τ (ℓ) .
We now proceed with the proof of Corollary 5.13: Fact 5.14 above allows us to rewrite S k as
since the sequence α ℓr . But we know from Fact 5.5 that the number of (k − 1)-tuples (j 1 , . . . , j k−1 ) such that {i 1 , . . . , i k−1 } = {j 1 , . . . , j k−1 } is equal to
and the result follows readily from (5.17) and (5.19).
At this stage, we are able to prove the main result which gives the rate of mixing in each space : G k :.
Then, the Cauchy-Schwarz inequality gives us that I n (f k , g k ) is less than
We conclude the proof by using Corollary 5.10, and the estimates (5.14) and (5.15):
With this result on the rate of mixing in each space : G k :, we can prove a general result on the rate of mixing for regular functions in L 2 (H, B, m) by considering the Wiener chaos decomposition (4.1) of our functions.
The rate of mixing theorem
It is now time to define the spaces of functions which will be used in our main theorem. We denote by X the space of real-valued functions f in L 2 (H, B, m) such that the series k≥0 ||B f k || 2 is convergent, where B f k is the k-linear form (5.6) associated to the component f k of f in the Wiener chaos decomposition (4.1) of f : f = k≥0 f k . We also introduce the subspace Y of X of real-valued functions g such that all the multilinear forms B g k are bounded and such that the quantity sup k≥0 k! ||B g k || is finite. We then endow these two spaces with the norms
Proposition 5.16. (i) The map || · || X defines a norm on the space X and (X , || · || X ) is a Banach space of functions which is contained in L 2 R (H, B, m).
is convergent, then f belongs to X and the norm of f can also be written as
belongs to the space Y.
Proof. (i) It is straightforward to check that || · || X defines a norm on the space X . We now prove that (X , || · || X ) is a Banach space. Let (f n ) n∈N be a Cauchy sequence in the space (X , || · || X ) where the Wiener chaos decomposition of each function f n is written as f n = k≥0 f n,k . We know that for all ǫ > 0, there is an integer n ǫ ≥ 1 such that for any n, m ≥ n ǫ , f n − f m X ≤ ǫ and then that
This shows that there is a functionf in L 2 R (H, B, m) , with Wiener chaos decompositioñ f = k≥0f k , such that (f n ) n∈N is convergent tof in (L 2 (H, B, m) , || · || L 2 (m) ). Furthermore, the second inequality of (5.21) gives us B f n,k − B f m,k ≤ ǫ for any n, m ≥ n ǫ and for all k ≥ 0. Since the space of bounded k-linear forms is a Banach space for the norm || · ||, it follows that there exists a bounded k-linear form B k such that lim n→+∞ B f n,k − B k = 0. If we expand B k as in (5.6), we easily see that B k = Bf k for any nonnegative integer k. We now see that for any n ≥ n ǫ , we have
This proves that the functionf belongs to X and that the sequence (f n ) n∈N is convergent tof in the space (X , || · || X ), that is (X , || · || X ) is a Banach space.
( Before stating our result about the rate of mixing, we point out some classes of functions which belong to the spaces X or Y. Recall that an entire function φ : C −→ C is said to be of exponential type if there exist constants M and τ such that for every r > 0 and θ in R, |φ(re iθ )| ≤ M e τ r . Letting κ stand for the infimum of all such τ , we say that the function φ is of exponential type κ (see [6] for more details on these functions). Proof. Assertion (i) follows immediately from Proposition 5.16. In order to prove (ii), we show that ||f || X can be controlled by ||f || L 2 (m) in this case. The function f can be written as f = k≥0 f k where
We now compute the norm ||f || L 2 (m) . For every positive integer k we have
By using the same method of computation as in Corollary 5.13, we obtain
Furthermore, the k-linear form B f k is defined by
for every vectors x (1) , . . . , x (k) in ℓ(Z * , R) and the Cauchy-Schwarz inequality gives us
We can conclude that
. . , N } \ {0}) k and the sequence (k!σ 2k ) k≥0 tends to infinity. Then there exists a constant C N > 0 such that k!σ 2k ≥ C N for every positive integer k. It follows that
This proves that ||f || 2 X ≤ (1 + C −1 N )||f || 2 L 2 (m) and that f belongs to the space X . We now deal with assertion (iii). There exist constants κ < τ < (2||E|| 2 2 ) −1 and M such that |φ(re iθ )| ≤ M e τ r for any r and θ. In order to prove that f belongs to L 2 (H, B, m), it suffices to show that the function e τ ||·|| 2 belongs to L 2 (H, B, m) (recall that ||E|| 2 2 = 2 k≥1 σ 2 k ). Since (| e k , · |) k∈N is a sequence of independant complex random variables, we have and this infinite product is convergent since the series k≥1 σ 2 k is convergent, which proves that f belongs to L 2 (H, B, m). We are now going to prove that the infinitely differentiable function g = φ • || · || 2 is such that the series k≥1 (k!) −1 H D k g(x) dm(x) is convergent (it will follow that f belongs to the space X ). To do this, we expand our entire function φ as
We will need a characterization of functions of exponential type in terms of the coefficients a k . It is a well known result that an entire function written as in (5.23) is of exponential type κ if and only if lim n→+∞ |a n | 1/n = κ (see for instance [6] ). In particular, there exists a positive constant C such that for any nonnegative integer n, we have |a n | ≤ Cτ n .
(5.24)
In order to compute the derivatives of g, we introduce the symmetric bilinear function A : H × H −→ R which is defined by A(u, v) = k≥1 Re e k , u Re e k , v + Im e k , u Im e k , v . Then it is rather easy to see that the derivatives of g can be written as follows: Since the number of partitions by pairs of a set of 2p elements is equal to (2p)! 2 p p! , we easily see that there is exactly 2n 2j (2(n−j))! 2 n−j (n−j)! terms in the sum S 2j (x, h 1 , . . . , h 2n ) and 2n+1 2j+1 (2(n−j))! 2 n−j (n−j)! terms in the sum S 2j+1 (x, h 1 , . . . , h 2n+1 ). Then, since |A(u, v)| ≤ 2 ||u|| ||v||, we get for any h 1 , . . . , h 2n in the closed unit ball B of H, |S 2j (x, h 1 , . . . , h 2n )| ≤ (4τ ) n+j (n − j)! ||x|| 2j (2j)! e τ ||x|| 2 .
By using the same method, we find that for any h 1 , . . . , h 2n+1 in B,
Then, we have (4τ ||x||) 2j (2j)! dm(x), and in the same way, By using the examples of functions we find in the spaces X and Y in Proposition 5.17, we can for instance deduce from Theorem 5.19 the following corollary.
Corollary 5.20. Let T ∈ H whose eigenvectors associated to unimodular eigenvalues are parametrized by a T-eigenvector field E which is µ-spanning and α-Hölderian as in Assumption 2.8. For any entire function φ : C −→ C of exponential type κ < (2||E|| 2 2 ) −1 and any polynomial p in the variables Re e i , · , we have
for any positive integer n, where the positive constant C ′ (E) appears in Theorem 5.19.
Remark 5.21. In a more general situation, the T-eigenvectors of T ∈ B(H) are parametrized by a countable family (E i ) i∈I of T-eigenvector fields (see Remark 3.5 for the definitions of the operators K E i and K). Under the stronger assumption that the series i∈I α 2 i ||E i || 2 is convergent and that the T-eigenvector fields are Hölderian with the same Hölder exponent α ∈ (0, 1] (and with the same Hölder constant C(E i ) := C), one can easily proves that Proposition 2.9 remains true, that is the sequence ( RT * n x, y ) n∈N is convergent to zero with speed n −α (with the constant Cπ α i∈I α 2 i ||E i || 2 instead of the constant C(E, α)). Then, it is not difficult to prove that Lemma 5.9 and Lemma 5.11 can be proved in this context and then that we have the same kind of result that Theorem 5.19.
Analytic T-eigenvector fields
In many cases (see for instance Example 2.11 or various examples given in the book [5] on composition operators), a stronger regularity assumption on our T-eigenvector field holds true: the T-eigenvector field E is a vector-valued analytic function in a neighbourhood of T. In this case, the convergence to zero of the correlations I n (f, g) is exponential when the functions f and g belong to the spaces X and Y respectively. More precisely:
Theorem 5.22. Let T ∈ B(H) be a bounded linear operator on H whose eigenvectors associated to unimodular eigenvalues are parametrized by a T-eigenvector field E which is µ-spanning and analytic. Then there exists 0 < t < 1 and a positive constant D(E) such that for any f ∈ X and g ∈ Y, |I n (f, g)| ≤ D(E) t n ||f || X ||g|| Y for any positive integer n.
Indeed, the two only results where we use the fact the the T-eigenvector field E is regular (Hölderian or analytic) is Proposition 2.9 and Lemma 5.9. Assume that E : T −→ H is a vector-valued analytic function (in a neighbourhood of T). Then there exists a sequence of complex numbers (c n ) n∈Z + such that E(λ) = n≥0 c n λ n e n and there exist two constants t ∈ (0, 1) and M > 0 such that |c n | ≤ M t n for every nonnegative integer n. For instance, if one rewrite the proof of Proposition 2.9, then he gets
RT
* n x, y = T λ n x, E(λ) y, E(λ) dµ(λ)
c q+n c q x, e q+n y, e q ≤ M 2 t n ||x|| ||y|| by using the Cauchy-Schwarz inequality and since 0 < t < 1. Then we obtain the same kind of result as in Proposition 2.9 and the correlations decrease to zero with exponential speed. If we do the same thing with Lemma 5.9, we find that the correlations I n || · || 2 , || · || 2 decrease to zero with exponential speed t n . With these two results, we can prove Theorem 5.22 in the context of analytics T-eigenvector fields.
