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Abstract
In this thesis, we study the existence of random periodic solutions for both nonlinear dissipa-
tive stochastic functional differential equations (SFDEs) and semilinear nondissipative SFDEs
in C([−r, 0],Rd). Under some sufficient conditions for the existence of global semiflows for
SFDEs, by using pullback-convergence technique to SFDE, we obtain a general theorem about
the existence of random periodic solutions. By applying coupled forward-backward infinite
horizon integral equations method, we perform the argument of the relative compactness of
Wiener-Sobolev spaces in C([0, τ ], C([−r, 0],L2(Ω))) and the generalized Schauder’s fixed point
theorem to show the existence of random periodic solutions.
Keywords: random periodic solution, random dynamical system, stochastic functional
differential equation, pullback-convergence technique, coupling method, malliavin calculus, rel-
ative compactness.
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Chapter 1
Introduction
In many applications, one assumes the future of the system under consideration is independent
of the past and is determined solely by the present. However, under closer scrutiny, it becomes
apparent that the principle of causality is often only a approximation to the true situation but a
more realistic model would include some of the past of the system in many situations. Although
this has been known for some time, but the theory for such systems has been extensively
developed only recently. The closure of the set of exponential solutions of linear equations
and the expansion of solutions in term of these special solutions are attributed to Volterra
[Vo] in 1928. In the late thirties and early forties, Minorsky [Mi] pointed out very clearly
the importance of the consideration of the delay in the feedback mechanism. And in the late
forties and early fifties, Bellman and Cooke [B-C] presented a well organized theory of linear
equations with constant coefficients and the beginnings of stability theory, and also pointed out
the diverse applications of equations containing past information to biology and economics.
Not surpringly, since functional differential equations occur in a wide variety of natural and
manmade systems, the influence of noise on such functional differential equations is increasingly
a focus of investigation, in particular, in the combined effects of noise and delay in dynamical
systems. In biology, stochastic functional differential equations (SFDEs) were used to model
infectious diseases by Beretta, Kolmanovskii and Shaikhet [B-K-S] and plankton populations
by Tapaswi and Mukhopadhyay [T-M], etc. In biophysics, SFDEs were used to model delayed
visual feedback systems by Beuter and Vasilakos [B-V], and Bos, Longtin, Mackey and Milton
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[B-L-M-M] and human postural sway by Eurich and Milton [E-M], and Peterka [Pe], etc. In
engineering science, SFDEs arose as a problem in ship stability by Jiang, Troesch and Shaw
[J-T-S], and Sichermann and Kreuzer [S-K] and as control problems by Grigoriu [Gr], and Di
Paola and Pirrotta [D-P], etc. In financial mathematics, SFDEs appeared in volatility models
of stock markets by Chang and Youree [C-Y], and Hobson and Rogers [H-R], etc.
Periodic solutions exist in many non-linear differential equations and functional differential
equations. Periodic phenomenon is very common in nature and real world problems such
as social, economic, biological, environmental and physical contexts. Periodic solutions have
been used successfully in explaining many real world problems. However, many real problems
are subject to random fluctuations due to uncertainty and unknown factors. Therefore, it
is a fundamentally important to study random periodicity. The concept of random periodic
solutions was recently investigated by Feng and Zhao [F-Z], Feng, Zhao and Zhou [F-Z-Z], Zhao
and Zheng [Z-Z]. Its relation with periodic measure was made clear in Feng, Liu and Zhao
[F-L-Z].
However, for random dynamical systems, it is very difficult, to define a useful Poincare´ map
and to find its fixed point as the trajectory does not return to the same set with certainty. In
2011, Feng, Zhao and Zhou [F-Z-Z] gave the definition of pathwise random periodic solutions
for semiflows as follows:
Definition 1.0.1 (Random periodic solutions for semiflows). Let E be a Banach space. A
random periodic solution of period τ of a semi-flow u : ∆ × E × Ω → E is an F-
measurable map ϕ : R× Ω→ E such that
{ u(t+ s0, t, ϕ(t, ω), ω) = ϕ(t+ s0, ω),
ϕ(t+ τ, ω) = ϕ(t, θτω),
(1.0.1)
for any t ∈ R, s0 ≥ 0 and ω ∈ Ω, where ∆ := {(t, s)|t ≥ s, t, s ∈ R}.
They showed the existence of random periodic solutions to the semilinear τ -periodic SDEs
with additive noise, i.e.,{
du(t) = Au(t) dt+ F (t, u(t)) dt+B0(t)dW (t), t ≥ s
u(s) = x ∈ Rd,
(1.0.2)
where F , A and B0 satisfy certain conditions, with a new analytical method for coupled infinite
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horizon forward-backward integral equations instead of the traditional geometric method of
establishing the Poincare´ mapping.
The notion of dissipativity is an important concept in system theory for theoretical consider-
ations as well as from a practical point of view. Especially in the physical sciences, dissipativity
is closely related to the notion of energy. Roughly speaking, when time evolves, a dissipative
system absorbs a fraction of its supplied energy and transforms it for example into heat, an
increase of entropy, mass, electro-magnetic radiation, or other kinds of energy ‘losses’.
In this thesis, we will consider the pathwise random periodic solutions to τ -periodic SFDEs
in both ‘dissipative’ and ‘nondissipative’ cases. A ‘dissipative’ system means that the eigenval-
ues of the infinitesimal generator of the solution operator of the SFDE have only negative real
parts, i.e. the system is contractive. On the contrary, ‘nondissipative’ can refer to any dynam-
ical systems other than ‘dissipative’ ones, therefore, the system may be contractive in certain
directions and expansive in certain other directions. Thus the classical pull-back method does
not apply.
The structure of the thesis is as follows: first, in Chapter 2, besides the fundamental knowl-
edge on random dynamic systems, stochastic functional differential equations, and Malliavin
calculus, we briefly summarise the generalized relative compactness criterion, say, relative com-
pactness criteria in Wiener-Soblev spaces, which includes the results in L2([0, T ]×Ω×O) [B-S].
They are the essential tools throughout the entire work.
In Chapter 3, with the pullback-convergence technique, we discuss the existence of pathwise
random periodic solutions to the following τ -periodic nonlinear dissipative stochastic functional
differential equations,
dx(t) = H(t, x(t), xt)dt+G(t, x(t))dW (t) for t ≥ σ,
xσ = φ ∈ C([−r, 0],Rd).
(1.0.3)
Here xt ∈ C([−r, 0],Rd) is defined as xt(ϑ) = x(t + ϑ), for ϑ ∈ [−r, 0], with norm ||xt|| =
sup
ϑ∈[−r,0]
|x(t+ϑ)|, W (t) is an m-dimensional Brownian motion on a probability space (Ω,F ,P),
and σ ∈ R is any given time.
Denote C2 := Rd × C([−r, 0],Rd). Under some sufficient conditions, by [M-S.1], we have a
semi-flow U : ∆×C2×Ω→ C2 such that if 0 ≤ t1 ≤ t2 ≤ t3, ω ∈ Ω and u ∈ L6(Ω, C([0, r], C2)),
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then
U(t3, t1, u, ω) = U(t3, t2, U(t2, t1, u, ω), ω). (1.0.4)
Also note,
U(t2 + τ, t1 + τ, u, ω) = U(t2, t1, u, θτω). (1.0.5)
By considering (E sup
t∈[0,r]
‖U(t,−kr, (φ(0), φ), ω)−U(t,−mr, (φ(0), φ), ω)‖6C2)
1
6 for m > k > 0,
with some estimates, we can obtain that U(·,−kr, (φ(0), φ), ω) is a Cauchy sequence in the space
L6(Ω, C([0, r], C2)). By the Borel-Cantelli lemma, there exists a subsequence U(·,−knr, (φ(0), φ), ω)
that converges almost surely to the limit (ϕ(·, ω), ϕ·(ω)) ∈ C2, and the limit is a random periodic
solution of (1.0.3).
In Chapter 4, since pullback-convergence technique does not work for the nondissipative case,
we apply coupled forward-backward infinite horizon integral equations method to deal with the
existence of pathwise random periodic solutions of the τ -periodic semilinear nondissipative
stochastic functional differential equations with additive noise,
dx(t) = Lxtdt+ f(t, xt)dt+ g(t)dW (t), t ≥ σ,
xσ = φ ∈ C([−r, 0],Rd).
(1.0.6)
For each t ∈ R, xt ∈ C([−r, 0],Rd) is defined by xt(ω)(ϑ) = x(ω)(t + ϑ) a.a. ω ∈ Ω, for
all ϑ ∈ [−r, 0]. And W (t) is a two-sided Rn-valued Brownian motion on a probability space
(Ω,F ,P). If L ∈ L(C([−r, 0],Rd),Rd) is a continuous linear function mapping C([−r, 0],Rd) into
Rd, then the Riesz representation theorem implies there exists a d×d matrix η(ϑ), −r ≤ ϑ ≤ 0,
whose elements are of bounded variation such that
L(φ) =
∫ 0
−r
[dη(ϑ)]φ(ϑ), φ ∈ C([−r, 0],Rd). (1.0.7)
Consider the homogeneous differential equation
x˙(t) = Lxt. (1.0.8)
If φ is any given function in C([−r, 0],Rd) and x(φ) is the unique solution of equation (1.0.8)
with the initial function φ at zero, the solution operator T (t) : C([−r, 0],Rd) → C([−r, 0],Rd)
is defined by the relation
xt(φ) = T (t)φ. (1.0.9)
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Define A as the infinitesimal generator of T (t). Suppose Λ is a finite set {λ1, ..., λp} of eigen-
values of equation (1.0.8) and let Φ = {Φλ1 , ...,Φλp}, B = diag(Bλ1 , ..., Bλp), where Φλj is a
basis for the generalized eigenspace of λj and Bλj is the matrix defined by AΦλj = ΦλjBλj ,
j = 1, 2..., p.
Define C∗ = C([0, r],Rd∗), where Rd∗ is the dual space of Rd. The formal adjoint differential
equation associated with equation (1.0.8) is defined to be
y˙(s) = − ∫ 0−r y(s− ϑ)dη(ϑ), s ≤ 0,
y0 = ψ, ψ ∈ C∗.
(1.0.10)
Assume A is hyperbolic, i.e. all its eigenvalues have nonzero real part. By [Ha], let Λ =
{λ ∈ ρ(A) : Reλ > 0}, PΛ be the generalized eigenspace of equation (1.0.8) associated with Λ,
P ∗Λ be the generalized eigenspace of the adjoint equation (1.0.10) associated with Λ. If Φ and
Ψ are bases for PΛ and P
∗
Λ, respectively, (Ψ,Φ) = I, the identity, then the space C([−r, 0],Rd)
can be decomposed by Λ as
C([−r, 0],Rd) = PΛ ⊕QΛ,
PΛ = {φ ∈ C([−r, 0],Rd) : φ = Φb, for some vector b},
QΛ = {φ ∈ C([−r, 0],Rd) : (Ψ, φ) = 0}.
The decomposition of C([−r, 0],Rd) as PΛ ⊕QΛ defines two projection operators
piPΛ : C([−r, 0],Rd)→ PΛ, piQΛ : C([−r, 0],Rd)→ QΛ,
piPΛPΛ = PΛ, piQΛQΛ = QΛ, piQΛ = I − piPΛ .
For φ ∈ C([−r, 0],Rd), φ = φPΛ +φQΛ , and φPΛ = piPΛφ = Φ(Ψ, φ), φQΛ = piQΛφ = φ−Φ(Ψ, φ),
where φPΛ ∈ PΛ, φQΛ ∈ QΛ.
Following the idea of Feng, Zhao and Zhou [F-Z-Z] and Feng and Zhao [F-Z], the random pe-
riodic solution of SFDE (1.0.6) should be a solution of the infinite horizon stochastic functional
differential equation
Yt(ω) =
∫ t
−∞
T (t− s)XQΛ0 f(s, Ys(ω))ds−
∫ ∞
t
T (t− s)XPΛ0 f(s, Ys(ω))ds
+ (ω)[
∫ t
−∞
T (t− s)XQΛ0 g(s)dW (s)]− (ω)[
∫ ∞
t
T (t− s)XPΛ0 g(s)dW (s)], (1.0.11)
5
for all ω ∈ Ω, t ∈ R. Here XPΛ0 = ΦΨ(0) and XQΛ0 = X0 − ΦΨ(0). The matrix solution X(·)
denotes the fundamental solution to the linear equation (1.0.8) with respect to the initial data
X0(ϑ) =

I ϑ = 0,
0, −r ≤ ϑ < 0,
(1.0.12)
and
Xt
def
= T (t)X0, X(t)
def
= Xt(0). (1.0.13)
The fundamental solution X(t) is absolutely continuous for t > 0, and X(t) = 0 for t < 0.
We prove that the coupled forward-backward infinite horizon stochastic integral equation
(1.0.11) has a solution Y : R × Ω → C([−r, 0],Rd) such that Yt+τ (ω) = Yt(θτω) for any t ∈ R
a.s. if and only if Y is a random periodic solution of equation (1.0.6), i.e.
xt+τ (t, Yt(ω), ω) = Yt+τ (ω) = Yt(θτω) (1.0.14)
for any t ∈ R a.s.. The main challenge is to solve equation (1.0.11).
We also noticed from the definition of random periodic solution that we can not find a fixed
point of the semiflow in the space C([−r, 0],Rd). But in Section 4.2, we develop a stochastic
functional analysis method to solve a fixed point in the classical state in the lifted space
Cτ (R, C([−r, 0],L2(Ω))) := {f ∈ C(R, C([−r, 0],L2(Ω))) : for any t ∈ R, ft+τ (·)(ω) = ft(·)(θτω)},
where the norm of the metric space Cτ (R, C([−r, 0],L2(Ω))) is given as follows,
‖f‖Cτ (R,C([−r,0],L2(Ω))) := sup
t∈R
sup
ϑ∈[−r,0]
E|ft(ϑ)|2.
This gives a random periodic solution of the semiflow. Due to the infinity of the time horizon,
the Banach fixed point theorem becomes powerless to this problem. We use Schauder’s fixed
point theorem to find a fixed point of an appropriate map M : Cτ (R, C([−r, 0],L2(Ω))) →
Cτ (R, C([−r, 0],L2(Ω))). This is a powerful fixed point theorem which allows us to find a fixed
point in a quite general situation.
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Chapter 2
Preliminaries
In this chapter we give a summary of some well-known facts which are necessary prerequisites
for reading subsequent chapters. Due to limitations of space, all proofs have been omitted.
However, we hope that the referencing is adequate, and they can be found in most of the many
excellent books and papers, e.g. in the books by Adams and Fournier [A-F], Arnold [Arn],
Hale [Ha], Hale and Lunel [H-L], Klenke [Kl], Mohammed [Mo], Protter [Pr], Rudin [Ru] and
articles by Arzel [Arz.1, Arz.2], Ascoli [Asc], Bally and Saussereau [B-S], Feng and Zhao [F-Z],
Feng, Zhao and Zhou [F-Z-Z], Mohammed and Scheutzow [M-S.1, M-S.2], Zhao and Zheng
[Z-Z], and lecture notes by Øksendal [Øk].
2.1 Random dynamical systems
Probability Space (Ω,F ,P) [Arn]. Let Ω 6= ∅ be an abstract set, F a σ-algebra of subsets
of Ω and P a probability measure on F . The pair (Ω,F) is called a measurable space and the
triple (Ω,F ,P) a probability space.
Time T [Arn]. We study families of mappings indexed by the elements t of a set T called
time. In this section, T stands for the following (additive topological) (semi)group: T = R:
two sided continuous time, and T is always endowed with its Borel σ-algebra B(T).
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Measurable Dynamical Systems [Arn]. A family (θ(t))t∈T of mappings of (Ω,F) into
itself (such self-mappings are also called transformations) is called a measurable dynamical
system with time T (or measurable (semi)flow if T is a (semi)group) if it satisfies the following
three conditions:
1. (ω, t) 7→ θ(t)ω is measurable,
2. θ(0) = idΩ = identity on Ω (if 0 ∈ T),
3. (Semi)flow property: θ(s+ t) = θ(s) ◦ θ(t) for all s, t ∈ T,
where “◦” means composition.
Measurable Preserving Transformations [Arn]. Let θ be a measurable mapping of
(Ω1,F1,P1) to (Ω2,F2). The measure θP1 on F2 defined by θP1(A) := P1
{
θ−1(A), A ∈ F2
}
,
is the image of P1 with respect to θ. The mapping f 7→ f ◦ θ =: Uf is an isometry of
Lp(Ω2,F2, θP1) to Lp(Ω1,F1,P1), 1 ≤ p ≤ ∞, and
∫
f ◦ θdP1 =
∫
fd(θP1). A measurable
mapping θ of (Ω1,F1,P1) to (Ω2,F2,P2) with θP1 = P2 is called a homomorphism of the cor-
responding probability spaces. A homomorphism of (Ω,F ,P) to itself (i.e. a measurable map
θ with θP = P) is called an endomorphism and P is said to be invariant with respect to θ.
A measurable dynamical system (θ(t))t∈T on a probability space (Ω,F ,P) for which each
θ(t) is an endomorphism is called a measure preserving or metric dynamical system and is
denoted by Σ = (Ω,F ,P, (θ(t))t∈T) or, for short, by θ(·) or θ.
Definition 2.1.1 (Random Dynamical system [Arn]). A measurable random dynamical system
on the measurable space (X,B) over (or covering, or extending) a metric dynamical system
(Ω,F ,P, (θ(t))t∈T) with time T is a mapping
Φ : T× Ω×X → X, (t, ω, x) 7→ Φ(t, ω, x)
with the following properties:
1. Measurability: Φ is B(T)⊗F ⊗ B, B-measurable.
2. Cocycle property: The mappings Φ(t, ω) := Φ(t, ω, ·): X → X form a cocycle over θ(·),
i.e. they satisfy
Φ(0, ω) = idX for all ω ∈ Ω (if 0 ∈ T), (2.1.1)
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Φ(t+ s, ω) = Φ(t, θ(s)ω) ◦ Φ(s, ω) for all s, t ∈ T, ω ∈ Ω. (2.1.2)
Here “◦” means composition, which canonically defines an action on the left of the semi-
group of self-mapping of X on the space X, i.e. (f ◦ g)(x) = f(g(x)).
Figure 2.1: A random dynamical system as an action on a bundle
Definition 2.1.2 (Continuous RDS [Arn]). A continuous or topological RDS on the topological
space X over the metric DS (Ω,F ,P, (θ(t))t∈T) is a measurable RDS which satisfies in addition
the following property: For each ω ∈ Ω the mapping
Φ(·, ω, ·) : T×X → X, (t, x) 7→ Φ(t, ω, x), (2.1.3)
is continuous.
2.2 Stochastic functional differential equations
First, we will introduce the definition of (retarded) functional differential equations.
Suppose r ≥ 0 is a given real number. Let C([−r, 0],Rd) be the Banach space of continuous
functions mapping the interval [−r, 0] into Rd with the topology of uniform convergence, and
the norm of an element φ ∈ C([−r, 0],Rd) given by ||φ|| = sup
−r≤ϑ≤0
|φ(ϑ)| <∞.
If σ ∈ R, a ≥ 0, and x ∈ C([σ − r, σ + a],Rd), then for any t ∈ [σ, σ + a], we let xt ∈
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C([−r, 0],Rd) be defined by xt(ϑ) = x(t+ϑ), −r ≤ ϑ ≤ 0. If D is a subset of R×C([−r, 0],Rd),
f : D → Rd is a given function and ‘·’ represents the right-hand derivative, we say that the
relation
x˙(t) = f(t, xt) (2.2.4)
is a (retarded) functional differential equation on D and will denote this equation by (R)FDE.
When looking at stochastic (retarded) functional differential equations, we can understand
in a simple way - just add the ‘noise part’ to FDEs and we take the two SFDEs in Chapter 3
and Chapter 4 as examples.
Example 2.2.1 (The SFDE in Chapter 3). We consider the stochastic functional differential
equation: 
dx(t) = H(t, x(t), xt)dt+G(t, x(t))dW (t) for t ≥ σ,
xσ = φ ∈ C([−r, 0],Rd).
(2.2.5)
- The ‘starting time’ σ ∈ R is any real number.
- For each t ∈ R, xt ∈ C([−r, 0],Rd) is defined by xt(ω)(ϑ) = x(ω)(t+ ϑ) , ω ∈ Ω, ϑ ∈ [−r, 0].
- One ‘noise process’: W (·) : Ω→ C(R;Rm) which is m-dimensional and has continuous sample
paths.
- Two ‘coefficient processes’: H : R× Rd × C([−r, 0],Rd)→ Rd is the ‘coefficient process’ with
respect to ‘time’ and G : R×Rd → L(Rm,Rd) is the ‘coefficient process’ with respect to ‘noise’,
and L(Rm,Rd) is the space of linear operators mapping from Rm to Rd.
- For a given ‘initial process’ (or distribution) φ ∈ C([−r, 0],Rd), we seek a solution xt ∈
C([−r, 0],Rd) of the SFDE (2.2.5).
Example 2.2.2 (The SFDE in Chapter 4). We consider the stochastic functional differential
equation: 
dx(t) = Lxtdt+ f(t, xt)dt+ g(t)dW (t), t ≥ σ,
xσ = φ ∈ C([−r, 0],Rd).
(2.2.6)
- The ‘starting time’ σ ∈ R is any real number.
- For each t ∈ R, xt ∈ C([−r, 0],Rd) is defined by xt(ω)(ϑ) = x(ω)(t+ ϑ), ω ∈ Ω, ϑ ∈ [−r, 0].
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- One ‘noise process’: W (·) : Ω→ C(R;Rn) which is n-dimensional and has continuous sample
paths.
- Three ‘coefficient processes’: L : C([−r, 0],Rd)→ Rd is the linear part of the ‘coefficient pro-
cess’ with respect to ‘time’; f : R×C([−r, 0],Rd)→ Rd is the non-linear part of the ‘coefficient
process’ with respect to ‘time’; and g : R→ L(Rn,Rd) is the ‘coefficient process’ with respect to
‘noise’, and L(Rn,Rd) is the space of linear operators mapping from Rn to Rd.
- For a given ‘initial process’ (or distribution) φ ∈ C([−r, 0],Rd), we seek a solution xt ∈
C([−r, 0],Rd) of the SFDE (2.2.6).
2.3 Stochastic Ck,δ semiflows
Definition 2.3.1 (Stochastic Ck,δ semiflow [M-S.1]). Let (Ω,F ,P) be a probability space. De-
note ∆ := {(t, s) ∈ R2, s ≤ t}. Let E be a Banach space, k be a non-negative integer
and δ ∈ (0, 1) be the Ho¨lder constant. A stochastic Ck,δ semiflow on E is a random field
X : ∆× E × Ω→ E satisfying the following properties:
1. X is (B(∆)⊗ B(E)⊗F ,B(E))-measurable.
2. For each ω ∈ Ω, the map ∆× E 3 (t, s, v) 7→ X(t, s, v, ω) ∈ E is continuous.
3. For fixed (t, s, ω) ∈ ∆ × Ω, the map E 3 v 7→ X(t, s, v, ω) ∈ E is Ck,δ, which means
X(t, s, v, ω) is k-times continuously differentiable with respect to v and the k-th derivative
is δ-Ho¨lder continuous.
4. If s ≤ t ≤ u, ω ∈ Ω, v ∈ E, then
X(u, s, v, ω) = X(u, t,X(t, s, v, ω), ω). (2.3.7)
5. For all (s, v, ω) ∈ R× E × Ω, one has X(s, s, v, ω) = v.
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Figure 2.2: A stochastic semiflow as an action on a bundle
Definition 2.3.2 (Ck,δ perfect cocycle [M-S.1]). Let θ : R × Ω → Ω be a metric dynamical
system on the probability space (Ω,F ,P), E a Banach space, k be a non-negative integer and
δ ∈ (0, 1) be the Ho¨lder constant. A Ck,δ perfect cocycle (Y, θ) on E is a (B(R)⊗B(E)⊗F ,B(E))-
measurable random field Y : R× E × Ω→ E with the following properties:
1. For each ω ∈ Ω, the map R × E 3 (t, v) 7→ Y (t, v, ω) ∈ E is continuous; and for fixed
(t, ω) ∈ R× Ω, the map E 3 v 7→ Y (t, v, ω) ∈ E is Ck,δ.
2. Y (t+ s, ·, ω) = Y (t, ·, θ(s, ω)) ◦ Y (s, ·, ω) for all t, s ∈ R, and all ω ∈ Ω.
3. Y (0, v, ω) = v for all v ∈ E, ω ∈ Ω.
Definition 2.3.3 (Random periodic solution of a semi-flow [F-Z-Z]). Denote ∆ := {(t, s) ∈
R2, s ≤ t}. Let E be a Banach space, θ : R×Ω→ Ω be a metric dynamical system. A random
τ -periodic solution of a semi-flow X : ∆×E×Ω→ E is an F-measurable map ϕ : R×Ω→ E
such that
X(t+ u, t, ϕ(t, ω), ω) = ϕ(t+ u, ω), (2.3.8)
ϕ(t+ τ, ω) = ϕ(t, θτω), (2.3.9)
for any t ∈ R, u ≥ 0, τ ≥ 0 and ω ∈ Ω.
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2.4. THE WIENER CHAOS DECOMPOSITION AND MALLIAVIN
DERIVATIVES
Figure 2.3: Random periodic solutions of a semiflow
Remark 2.3.4. The curve ϕ(·, θ−.ω) is closed. If the semi-flow starts at a point on the curve
ϕ(t, θ−tω), after period time τ , it will go to the curve ϕ(t, θ−tθτω).
2.4 The Wiener chaos decomposition and Malliavin derivatives
Denote T = [0, T ]. Let (Ω,F ,P) be a probability space and (T,B) a Lebesgue measurable
space. Consider a 1-dimensional Wiener process W (t) = W (t, ω), t ∈ T, ω ∈ Ω, defined on
(Ω,F ,P) such that W (0, ω) = 0, P-a.s.. And let Ft be a σ-algebra generated by {W (s, ·),
0 ≤ s ≤ t}. Denote H = L2(T).
Denote
Im(f) =
∫
Tm
f(t1, . . . , tm)dW (t1) . . . dW (tm),
where f(t1, . . . , tm) is a symmetric element in L
2(Tm), and Tm = T× T× · · · × T︸ ︷︷ ︸
m
.
We just summarize one result as follows:
E[Im(f)In(g)] =

0, if n 6= m,
m! < f, g >L2(Tm), if n = m.
(2.4.10)
Theorem 2.4.1 (The Wiener-Itoˆ chaos expansion [Øk]). Let ϕ be an FT -measurable random
variable such that
||ϕ||2L2(Ω) := ||ϕ||2L2(P) := EP[ϕ2] <∞.
13
2.4. THE WIENER CHAOS DECOMPOSITION AND MALLIAVIN
DERIVATIVES
Then there exists a unique sequence {fn}∞n=0 of deterministic symmetric functions fn ∈ L2(Tn)
such that
ϕ(ω) =
∞∑
n=0
In(fn) (convergence in L
2(P)). (2.4.11)
Moreover, we have the isometry
‖ϕ‖2L2(P) =
∞∑
n=0
n!‖fn‖2L2(Tn). (2.4.12)
Next we recall briefly some facts concerning the Maliavin derivative.
Let C∞p (Rn) be the set of infinitely differentiable functions f : Rn → R such that f and
all its partial derivatives have polynomial growth. Let P be the class of all random variables
F : Ω→ R of the form
F (ω) = f(θ1, . . . , θn),
where f ∈ C∞p (Rn) and θi =
∫ T
0 hi(t)dW (t) for some hi ∈ H.
The Malliavin derivative of a smooth random variable F is the stochastic process {DtF, t ∈
T} defined by
DtF =
n∑
m=0
∂f
∂xi
(θ1, . . . , θn) · hi(t).
Define D1,2 to be the closure of the family P with respect to the norm
‖F‖21,2 = E|F |2 + E‖DF‖2H. (2.4.13)
Theorem 2.4.2 ([Øk]). Let F =
∞∑
m=0
Im(fm). Then F ∈ D1,2 if and only if
∞∑
m=0
mm!‖fm‖2L2(Tm) <∞. (2.4.14)
And if in this case we have
DtF =
∞∑
m=1
mIm−1(fm(·, t)), (2.4.15)
and
E
∫
T
|DtF |2dt =
∞∑
m=0
mm!‖fm‖2L2(Tm). (2.4.16)
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In our case, there is functional parts in cofficient processes, so we need the following lemma
which is simplified from [K-S.1] for further use.
Lemma 2.4.3. Suppose a measurable process Xt ∈ C([−r, 0], Rd) satisfies
Xt(ϑ) =
∫ t
−∞
b(s, xs)(ϑ)ds+
∫ t
−∞
σ(s)(ϑ)dW (s), (2.4.17)
where b : R× C([−r, 0], Rd)→ C([−r, 0], Rd), σ : R→ L(Rn, C([−r, 0], Rd)), t ∈ R, ϑ ∈ [−r, 0]
and W is n-dimensional Brownian motion. We can then calculus the Malliavin derivative of
Xt as follows:
DγXt(ϑ) =
∫ t
−∞
b(1)(s, xs)(ϑ)Dγxs(ζ)ds+ 1{γ≤t}σ(γ)(ϑ), (2.4.18)
where b(1)(s, xs) is the first derivative of b at xs; ζ ∈ [−r, 0] but not necessary equals ϑ; 1 is an
indicator function.
2.5 Relative compactness criteria
Definition 2.5.1 (Uniform boundedness [Ke]). A sequence {fn}n∈N of continuous functions
on an interval I = [a, b] is uniformly bounded if there is a number M such that
|fn(x)| ≤M (2.5.19)
for every function fn belonging to the sequence, and every x ∈ [a, b].
Definition 2.5.2 (Equicontinuity [Ke]). A sequence {fn}n∈N of continuous functions on an
interval I = [a, b] is equicontinuous if, for every  > 0, there exists δ > 0 such that
|fn(x)− fn(y)| <  (2.5.20)
whenever |x− y| < δ for all functions fn in the sequence.
Lemma 2.5.3 (Classical Arzela-Ascoli lemma [Ke]). Consider a sequence of real-valued con-
tinuous functions {fn}n∈N defined on a closed and bounded interval [a, b] of the real line. If
this sequence is uniformly bounded and equicontinuous, then there exists a subsequence (fnk)
that converges uniformly.
Definition 2.5.4 (Compact sets [A-F]). A subset A of a normed space X is called compact if
every sequence of points in A has a subsequence converging in X to an element of A.
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Remark 2.5.5. Compact sets are closed and bounded, but closed and bounded sets need not be
compact unless X is finite dimensional.
Definition 2.5.6 (Relatively compact sets [A-F]). A subset A of a normed space X is called
relatively compact in X if its closure A¯ in the norm topology of X is compact.
If u is a function defined a.e. on E ⊂ Rd, let u˜ denote the zero extension of u outside E:
u˜ =

u(x), if x ∈ E,
0, if x ∈ Rd \ E.
Theorem 2.5.7 (Relative compactness criteria [A-F]). Let 1 ≤ p < ∞. A bounded subset
K ⊂ Lp(E) is relatively compact in Lp(E) if and only if for every number  > 0 there exists a
number δ > 0 and a subset G ⊂ E such that for every u ∈ K and h ∈ Rd with |h| < δ both of
the following inequalities hold: ∫
E
|u˜(x+ h)− u˜(x)|pdx < p, (2.5.21)∫
E\G¯
|u(x)|pdx < p. (2.5.22)
Here G¯ is the closure of G.
Denote T = [0, T ]. Consider a random field v ∈ L2(T × Ω; H1(O)) where O ∈ Rd is a
bounded domain. The Wiener chaos decomposition of v is given by
v(t, x, ω) =
∞∑
m=0
Im(f
m(t, x, ·))(ω).
We denote Ckc (O) the class of k-times differentiable functions that is compact, supported in O.
For a function ϕ ∈ C∞c (O), we define vϕ(t, ω) =
∫
O ϕ(x)v(t, x, ω)dx. Then the kernels of the
Wiener chaos decomposition of vϕ are
fmϕ (t, t1, ..., tm) =
∫
O
ϕ(x)fm(t, x, t1, ..., tm)dx.
Denote H1(O) as the Sobolev space of the square integrable measurable functions having
the first order weak derivative in L2(O).
Theorem 2.5.8 (Relative compactness theorem [B-S]). Let (vn)n∈N be a sequence of L2(T ×
Ω; H1(O)). Suppose that
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1. sup
n∈N
E
∫
T ‖vn(t, ·, ω)‖2H1(O)dt <∞.
2. For all ϕ ∈ C∞c (O) and t ∈ T, vϕn(t, ·) belongs to D1,2 and sup
n∈N
∫
T ‖vϕn(t, ·)‖2D1,2dt <∞.
3. For all ϕ ∈ C∞c , the sequence (Evϕn)n∈N of L2(T) satisfies
(a) For any 0 < α < β < T and h ∈ R such that |h| < min(α, T − β), it holds
sup
n∈N
∫ β
α
|Evϕn(t+ h)− Evϕn(t)|2dt < C|h|.
(b) For any  > 0, there exists 0 < α < β < T such that
sup
n∈N
∫
T\(α,β)
|Evϕn(t)|2dt < .
4. For all ϕ ∈ C∞c the following conditions are satisfied:
(a) For any 0 < α < β < T , 0 < α′ < β′ < T and h, h′ ∈ R such that |h| ∨ |h′| <
min(α, α′, T − β, T − β′), it holds
sup
n∈N
E
∫ β
α
∫ β′
α′
|Dθ+hvϕn(t+ h′)−Dθvϕn(t)|2dθdt < C(|h|+ |h′|).
(b) For any  > 0, there exists 0 < α < β < T and 0 < α′ < β′ < T such that
sup
n∈N
E
∫
T2\(α,β)×(α′,β′)
|Dθvϕn(t)|2dθdt < .
Then {vn;n ∈ N} is relatively compact in L2(T×O × Ω).
2.6 Some useful concepts and lemmas
Definition 2.6.1 (Quadratic variation [Pr]). Suppose that Xt is a real-valued stochastic process
defined on a probability space (Ω,F ,P) and with time index t ranging over the non-negative real
numbers. Its quadratic variation is the process, written as [X]t, defined as
[X]t = lim||P||→0
n∑
k=1
(Xtk −Xtk−1)2, (2.6.23)
where P ranges over partitions of the interval [0, t] and the norm of the partition P is the mesh.
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Lemma 2.6.2 (Burkholder-Davis-Gundy inequality [Pr]). For a continuous local martingale
M starting at zero, with maximum denoted by M∗t ≡ sup
s≤t
|Ms|, and any real number p > 0, we
have
cpE([M ]
p/2
t ) ≤ E((M∗t )p) ≤ CpE([M ]p/2t ), (2.6.24)
where cp < Cp are constants depending on the choice of p, but not depending on the martingale
M or time t.
Lemma 2.6.3 (Jensen’s inequality [Ru]). Let (Ω,F ,P) be a probability space, X an integrable
real-valued random variable and ϕ a convex function, then
ϕ(E[X]) ≤ E[ϕ(X)]. (2.6.25)
Lemma 2.6.4 (Borel-Cantelli lemma [Kl]). Let (Ω,F ,P) be a probability space, and (En) be
a sequence of events in the probability space. If the sum of the probabilities of the En is finite,
i.e. ∞∑
n=1
P(En) <∞, (2.6.26)
then the probability that infinitely many of them occur is 0, that is,
P(lim sup
n→∞
En) = 0, (2.6.27)
where
lim sup
n→∞
En :=
∞⋂
n=1
∞⋃
k=n
Ek.
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Chapter 3
The dissipative case
3.1 Formulation of the problem
In this chapter, we investigate existence of random periodic solutions of dissipative stochas-
tic functional differential equations. In particular, we will consider the stochastic functional
differential equations:
dx(t) = H(t, x(t), xt)dt+G(t, x(t))dW (t) for t ≥ σ,
xσ = φ ∈ C([−r, 0],Rd).
(3.1.1)
Here, xt ∈ C([−r, 0],Rd) is defined as xt(ϑ) = x(t + ϑ), for ϑ ∈ [−r, 0], with norm ||xt|| =
sup
ϑ∈[−r,0]
|x(t+ϑ)|, W (t) is an m-dimensional Brownian motion on a probability space (Ω,F ,P),
and σ ∈ R is any given time.
Hypothesis (P)
There exists a positive constant τ such that for any t ∈ R, x ∈ Rd, and ψ ∈ C([−r, 0],Rd), the
coefficient functions in (3.1.1) satisfy:
H(t+ τ, x, ψ) = H(t, x, ψ),
G(t+ τ, x) = G(t, x).
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Define a space C2 := Rd × C([−r, 0],Rd) with the norm
‖ (y, z) ‖C2 := |y|+ ||z||,
where y ∈ Rd, z ∈ C([−r, 0],Rd).
Since
||xt|| ≤‖ (x(t), xt) ‖C2= |x(t)|+ ||xt|| = |x(t)|+ sup−r≤ϑ≤0
|x(t+ ϑ)|
≤ 2 sup
−r≤ϑ≤0
|x(t+ ϑ)|
= 2||xt||,
we obtain
‖ (x(t), xt) ‖C2 ∼ ‖ xt ‖= sup−r≤ϑ≤0
|x(t+ ϑ)|.
So we can define
‖ (x(t), xt) ‖C2=‖ xt ‖ .
The solution of (3.1.1) is a process (xt)t∈R ∈ C([−r, 0],Rd).
3.2 Main results
3.2.1 Some estimates
By [M-S.1], in order to guarantee the existence of the global semiflow, we introduce the following
notation and hypotheses:
Hypotheses (GSF)
1. The mapping H : R× C2 → Rd is jointly continuous. For each a, b ∈ R, and t ∈ [a, b],
(x, φ), (y, ψ) ∈ C2,
(a) the map C2 3 (x, φ) 7→ H(t, x, φ) ∈ Rd is C0,δ uniformly with respect to t ∈ [a, b],
where Ho¨lder constant δ ∈ (0, 1);
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(b) there exists positive constants J1, L1 and β such that
|H(t, 0, 0)| ≤ J1, (3.2.2)
|H(t, x, φ)−H(t, y, ψ)| ≤ L1(|x− y|+ ||φ− ψ||), (3.2.3)
〈x− y,H(t, x, φ)−H(t, y, φ)〉 ≤ −β|x− y|2. (3.2.4)
2. The mapping G : R× Rd → L(Rm,Rd) is jointly continuous. For each a, b ∈ R, and
t ∈ [a, b], x, y ∈ Rd,
(a) G|[a,b]×Rd is of class C1,δb in the second variable uniformly with respect to t ∈ [a, b],
where Ho¨lder constant δ ∈ (0, 1);
(b) there exists positive constants J2 and L2 such that
||G(t, 0)|| ≤ J2, (3.2.5)
||G(t, x)−G(t, y)|| ≤ L2|x− y|. (3.2.6)
The following lemma which is due to [E-S-G-S] gives an estimate that will be used later in
text.
Lemma 3.2.1. For 2 < p < +∞ and µ > 0, there exists a positive constant ap,µ such that
lim
µ→∞ ap,µ = 0 (3.2.7)
and for every T > 0,
E sup
0≤t≤T
|
∫ t
0
e−µ(t−s)f(s, ω)dW (s)|p ≤ ap,µE
∫ T
0
|f(s, ω)|pds, (3.2.8)
where f : [0,∞) × Ω → R is a progressively measurable process with locally square integrable
sample paths, (W (t))t≥0 is a one-dimensional Brownian motion.
From the proof we can see that
ap,µ = cp,µ
(
p− 1
µp
)pα−1
Γ
(
αp− 1
p− 1
)p−1
,
where
cp,µ = Cp
(
1
(2µ)1−2α
Γ(1− 2α)
)p/2
,
1
p
< α <
1
2
.
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Here Cp, generated from the Burkholder-Davis-Gundy inequality, is a constant depending only
on the choice of p, and Γ stands for Γ function.
In order to get the estimate, we add the following condition:
Hypothesis(IE)
β is large enough such that
1− 128L13
(2β−L22)3
− 64J31
(2β−L22)3
− 256(2τ + r)a3,2β−L22
(
2L32 + J
3
2
)
> 0,
2β − L22 > 0,
(3.2.9)
where β, L1, L2,J1 and J2 are in (GSF).
Proposition 3.2.2. Consider x1, x2 as the solutions of equation (3.1.1) with x1kτ = φ1 and
x2kτ = φ2 respectively. Under hypotheses (GSF) and (IE), for any k ∈ N ,
E sup
t∈[(k+1)τ,(k+2)τ ]
||x1t − x2t ||6 ≤ CE sup
t∈[kτ,(k+1)τ ]
||x1t − x2t ||6. (3.2.10)
Moreover,
E sup
t∈[kτ,(k+1)τ ]
||x1t − x2t ||6 ≤ CkE sup
t∈[0,τ ]
||x1t − x2t ||6, (3.2.11)
where C :=
9e(−2β+L22)τ + 72L1
3
(2β−L22)3
+ 72(2τ + r)L32a3,2β−L22
1− 72L31
(2β−L22)3
− 72(2τ + r)L32a3,2β−L22
.
Proof. It is trivial to see that
d
(
x1(t)− x2(t)) = (H(t, x1(t), x1t )−H(t, x2(t), x2t )) dt+ (G(t, x1(t))−G(t, x2(t))) dW (t),
x1kτ − x2kτ = φ1 − φ2.
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Apply Itoˆ’s formula to
(
x1(t)− x2(t))2 to have
d
(
x1(t)− x2(t))2
= 2
〈
x1(t)− x2(t), (H(t, x1(t), x1t )−H(t, x2(t), x2t )) dt〉+ ||G(t, x1(t))−G(t, x2(t))||2dt
+2
〈
x1(t)− x2(t), (G(t, x1(t))−G(t, x2(t))) dW (t)〉
= 2
〈
x1(t)− x2(t), (H(t, x1(t), x1t )−H(t, x2(t), x1t ) +H(t, x2(t), x1t )−H(t, x2(t), x2t )) dt〉
+||G(t, x1(t))−G(t, x2(t))||2dt+ 2 〈x1(t)− x2(t), (G(t, x1(t))−G(t, x2(t))) dW (t)〉
≤ [(−2β + L22)|x1(t)− x2(t)|2 + 2L1 ‖ x1t − x2t ‖2] dt
+2
〈
x1(t)− x2(t), (G(t, x1(t))−G(t, x2(t))) dW (t)〉 .
For any (k + 1)τ ≤ t ≤ (k + 2)τ and −r ≤ ϑ ≤ 0, we have
|x1(t+ ϑ)− x2(t+ ϑ)|2 ≤ |x1(kτ − r)− x2(kτ − r)|2
+(−2β + L22)
∫ t+ϑ
kτ−r
|x1(s)− x2(s)|2ds
+2L1
∫ t
kτ
‖ x1s − x2s ‖2 ds
+2
∫ t+ϑ
kτ−r
〈
x1(s)− x2(s), (G(s, x1(s))−G(s, x2(s))) dW (s)〉 .
Then we obtain
|x1(t+ ϑ)− x2(t+ ϑ)|2
≤ e(−2β+L22)(t+ϑ−(kτ−r))|φ1(−r)− φ2(−r)|2 + 2L1
∫ t
kτ
e(−2β+L
2
2)(t−s) ‖ x1s − x2s ‖2 ds
+2|
∫ t+ϑ
kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x1(s)− x2(s), (G(s, x1(s))−G(s, x2(s))) dW (s)〉 |.
Hence, for any (k + 1)τ ≤ t ≤ (k + 2)τ ,
sup
t∈[(k+1)τ,(k+2)τ ]
sup
ϑ∈[−r,0]
|x1(t+ ϑ)− x2(t+ ϑ)|2
≤ sup
t∈[(k+1)τ,(k+2)τ ]
sup
ϑ∈[−r,0]
e(−2β+L
2
2)(t+ϑ−(kτ−r))|φ1(−r)− φ2(−r)|2
+2L1 sup
t∈[(k+1)τ,(k+2)τ ]
sup
ϑ∈[−r,0]
∫ t
kτ
e(−2β+L
2
2)(t−s) ‖ x1s − x2s ‖2 ds
+2 sup
t∈[(k+1)τ,(k+2)τ ]
sup
ϑ∈[−r,0]
|
∫ t+ϑ
kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x1(s)− x2(s), (G(s, x1(s))−G(s, x2(s))) dW (s)〉 |
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≤ e(−2β+L22)τ |φ1(−r)− φ2(−r)|2 + 2L1 sup
t∈[(k+1)τ,(k+2)τ ]
∫ t
kτ
e(−2β+L
2
2)(t−s) ‖ x1s − x2s ‖2 ds
+2 sup
t∈[(k+1)τ,(k+2)τ ]
sup
ϑ∈[−r,0]
|
∫ t+ϑ
kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x1(s)− x2(s), (G(s, x1(s))−G(s, x2(s))) dW (s)〉 |.
(3.2.12)
Define
P1 := 2L1 sup
t∈[(k+1)τ,(k+2)τ ]
∫ t
kτ
e(−2β+L
2
2)(t−s) ‖ x1s − x2s ‖2 ds,
P2 := 2 sup
t∈[(k+1)τ,(k+2)τ ]
sup
ϑ∈[−r,0]
|
∫ t+ϑ
kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x1(s)− x2(s), (G(s, x1(s))−G(s, x2(s))) dW (s)〉 |.
For any (k + 1)τ ≤ t ≤ (k + 2)τ ,
2L1
∫ t
kτ
e(−2β+L
2
2)(t−s) ‖ x1s − x2s ‖2 ds
= 2L1
∫ t
kτ
e(−2β+L
2
2)(t−s) sup
ϑ∈[−r,0]
|x1(s+ ϑ)− x2(s+ ϑ)|2ds
≤ 2L1
2β − L22
sup
s∈[kτ,t]
sup
ϑ∈[−r,0]
|x1(s+ ϑ)− x2(s+ ϑ)|2. (3.2.13)
About P1, we have
P1 ≤ 2L1
2β − L22
sup
s∈[kτ−r,(k+2)τ ]
|x1(s)− x2(s)|2. (3.2.14)
Moreover,
EP13 ≤ 8L
3
1
(2β − L22)3
E sup
s∈[kτ−r,(k+2)τ ]
|x1(s)− x2(s)|6. (3.2.15)
About P2, by Lemma 3.2.1, we have
E
[
sup
t∈[kτ,(k+2)τ ]
sup
ϑ∈[−r,0]
|
∫ t+ϑ
kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x1(s)− x2(s), (G(s, x1(s))−G(s, x2(s))) dW (s)〉 |3]
≤ a3,2β−L22E
∫ (k+2)τ
kτ−r
|x1(s)− x2(s)|3|G(s, x1(s))−G(s, x2(s))|3ds
≤ a3,2β−L22L
3
2E
∫ (k+2)τ
kτ−r
|x1(s)− x2(s)|6ds
≤ (2τ + r)L32a3,2β−L22E sup
s∈[kτ−r,(k+2)τ ]
|x1(s)− x2(s)|6.
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Then we have
EP23 ≤ 8(2τ + r)L32a3,2β−L22E sup
s∈[kτ−r,(k+2)τ ]
|x1(s)− x2(s)|6. (3.2.16)
From the elementary inequalities
(a+ b+ c)3 ≤ 9(a3 + b3 + c3), (a+ b)3 ≤ 4(a3 + b3),
and the estimations of (3.2.12), (3.2.15) and (3.2.16), we obtain
E sup
t∈[(k+1)τ−r,(k+2)τ ]
|x1(t)− x2(t)|6
≤ 9e(−2β+L22)τE|φ1(−r)− φ2(−r)|6 + 9EP 31 + 9EP 32
≤ 9e(−2β+L22)τE|φ1(−r)− φ2(−r)|6
+
72L1
3
(2β − L22)3
E sup
t∈[kτ−r,(k+2)τ ]
|x1(t)− x2(t)|6
+72(2τ + r)L32a3,2β−L22E sup
s∈[kτ−r,(k+2)τ ]
|x1(s)− x2(s)|6.
Hence,(
1− 72L
3
1
(2β − L22)3
− 72(2τ + r)L32a3,2β−L22
)
E sup
t∈[(k+1)τ−r,(k+2)τ ]
|x1(t)− x2(t)|6
≤ 9e(−2β+L22)τE|φ1(−r)− φ2(−r)|6
+
72L1
3
(2β − L22)3
E sup
t∈[kτ−r,(k+1)τ ]
|x1(t)− x2(t)|6
+72(2τ + r)L32a3,2β−L22E sup
s∈[kτ−r,(k+1)τ ]
|x1(s)− x2(s)|6
≤
(
9e(−2β+L
2
2)τ +
72L1
3
(2β − L22)3
+ 72(2τ + r)L32a3,2β−L22
)
E sup
t∈[kτ−r,(k+1)τ ]
|x1(t)− x2(t)|6,
i.e.
E sup
t∈[(k+1)τ,(k+2)τ ]
||x1t − x2t ||6 ≤ CE sup
t∈[kτ,(k+1)τ ]
||x1t − x2t ||6,
where C =
9e(−2β+L22)τ + 72L1
3
(2β−L22)3
+ 72(2τ + r)L32a3,2β−L22
1− 72L31
(2β−L22)3
− 72(2τ + r)L32a3,2β−L22
.
And we can get (3.2.11) straightforwardly.
Lemma 3.2.3. Consider x as the solution of equation (3.1.1) with x−kτ = φ. Under hypotheses
(GSF) and (IE), there exists a constant M0 > 0 such that for any k ∈ N ,
E sup
t∈[−kτ,−(k−1)τ ]
||xt||6 ≤M0. (3.2.17)
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Proof. Apply Itoˆ’s formula to (x(t))2 to have
d (x(t))2 = 2 〈x(t), H(t, x(t), xt)dt〉+ ||G(t, x(t))||2dt
+2 〈x(t), G(t, x(t))dW (t)〉
= 2 〈x(t), (H(t, x(t), xt)−H(t, 0, xt) +H(t, 0, xt)−H(t, 0, 0) +H(t, 0, 0)) dt〉
+||G(t, x(t))||2dt+ 2 〈x(t), G(t, x(t))dW (t)〉
≤ −2β|x(t)|2dt+ 2 (x(t)) (|H(t, 0, 0)|+ L1 ‖ xt ‖) dt+ L22|x(t)|2dt
+2 〈x(t), G(t, x(t))dW (t)〉
≤ [(−2β + L22)|x(t)|2 + 2L1 ‖ xt ‖2 +2J1|x(t)|] dt
+2 〈x(t), G(t, x(t))dW (t)〉 .
For −kτ ≤ t ≤ −(k − 1)τ and −r ≤ ϑ ≤ 0, we have
|x(t+ ϑ)|2 ≤ |x(−kτ − r)|2
+
∫ t+ϑ
−kτ−r
[
(−2β + L22)|x(s)|2 + 2J1|x(s)|
]
ds
+2L1
∫ t
−kτ
‖ xs ‖2 ds+ 2
∫ t+ϑ
−kτ−r
〈x(s), G(s, x(s))dW (s)〉 .
Then we obtain
|x(t+ ϑ)|2 ≤ e(−2β+L22)(t+ϑ+kτ+r)|φ(−r)|2 + 2L1
∫ t
−kτ
e(−2β+L
2
2)(t−s) ‖ xs ‖2 ds
+2J1
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s)|x(s)|ds
+2|
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x(s), G(s, x(s))dW (s)〉 |.
Hence, for any −kτ ≤ t ≤ u ≤ −(k − 1)τ ,
sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
|x(t+ ϑ)|2
≤ e(−2β+L22)τ |φ(−r)|2 + 2L1 sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
∫ t
−kτ
e(−2β+L
2
2)(t−s) ‖ xs ‖2 ds
+2J1 sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s)|x(s)|ds
+2 sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
|
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x(s), G(s, x(s))dW (s)〉 |.
(3.2.18)
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Define
P ∗1 := 2L1 sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
∫ t
−kτ
e(−2β+L
2
2)(t−s) ‖ xs ‖2 ds,
P ∗2 := 2J1 sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s)|x(s)|ds,
P ∗3 := 2 sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
|
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x(s), G(s, x(s))dW (s)〉 |.
For any −kτ ≤ t ≤ u,
2L1
∫ t
−kτ
e(−2β+L
2
2)(t−s) ‖ xs ‖2 ds
= 2L1
∫ t
−kτ
e(−2β+L
2
2)(t−s) sup
ϑ∈[−r,0]
|x(s+ ϑ)|2ds
≤ 2L1
2β − L22
sup
s∈[−kτ,t]
sup
ϑ∈[−r,0]
|x(s+ ϑ)|2. (3.2.19)
About P ∗1 , we have
P ∗1 ≤
2L1
2β − L22
sup
s∈[−kτ−r,u]
|x(s)|2. (3.2.20)
Moreover,
EP ∗1
3 ≤ 8L1
3
(2β − L22)3
E sup
t∈[−kτ−r,u]
|x(t)|6. (3.2.21)
For any −kτ ≤ t ≤ u,
2J1
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s)|x(s)|ds
≤ 2J1
2β − L22
sup
s∈[−kτ−r,t+ϑ]
|x(s)|. (3.2.22)
About P ∗2 , we have
P ∗2 ≤
2J1
2β − L22
sup
s∈[−kτ−r,u]
|x(s)|. (3.2.23)
Moreover,
EP ∗2
3 ≤ 8J
3
1
(2β − L22)3
E sup
s∈[−kτ−r,u]
|x(s)|3
≤ 8J
3
1
(2β − L22)3
E sup
s∈[−kτ−r,u]
(
1
2
(|x(s)|6 + 1)
)
≤ 4J
3
1
(2β − L22)3
E sup
s∈[−kτ−r,u]
|x(s)|6 + 4J
3
1
(2β − L22)3
. (3.2.24)
27
3.2.1 Some estimates
About P ∗3 , by Lemma 3.2.1, we have
E
[
sup
t∈[−kτ,u]
sup
ϑ∈[−r,0]
|
∫ t+ϑ
−kτ−r
e(−2β+L
2
2)(t+ϑ−s) 〈x(s), G(s, x(s))dW (s)〉 |3
]
≤ a3,2β−L22E
∫ u
−kτ−r
|x(s)|3|G(s, x(s))|3ds
≤ 4L32a3,2β−L22E
∫ u
−kτ−r
|x(s)|6ds+ 4a3,2β−L22E
∫ u
−kτ−r
|x(s)|3|G(s, 0)|3ds
≤ 4(2τ + r)L32a3,2β−L22E sup
s∈[−kτ−r,u]
|x(s)|6 + 4(2τ + r)J32a3,2β−L22E sup
s∈[−kτ−r,u]
|x(s)|3
≤ 4(2τ + r)L32a3,2β−L22E sup
s∈[−kτ−r,u]
|x(s)|6 + 4(2τ + r)J32a3,2β−L22E sup
s∈[−kτ−r,u]
(
1
2
(|x(s)|6 + 1)
)
= 4(2τ + r)L32a3,2β−L22E sup
s∈[−kτ−r,u]
|x(s)|6 + 2(2τ + r)J32a3,2β−L22E sup
s∈[−kτ−r,u]
|x(s)|6
+2(2τ + r)J32a3,2β−L22
= 2(2τ + r)a3,2β−L22
(
2L32 + J
3
2
)
E sup
s∈[−kτ−r,u]
|x(s)|6 + 2(2τ + r)J32a3,2β−L22 .
Then we have
EP ∗3
3 ≤ 16(2τ + r)a3,2β−L22
(
2L32 + J
3
2
)
E sup
s∈[−kτ−r,u]
|x(s)|6 + 16(2τ + r)J32a3,2β−L22 . (3.2.25)
From the elementary inequalities
(a+ b+ c+ d)3 ≤ 16(a3 + b3 + c3 + d3), (a+ b)3 ≤ 4(a3 + b3),
and the estimations of (3.2.18), (3.2.21), (3.2.24) and (3.2.25), we obtain
E sup
t∈[−kτ−r,u]
|x(t)|6
≤ 16e3τ(−2β+L22)|φ(−r)|6 + 16EP ∗1 3 + 16EP ∗2 3 + 16EP ∗3 3
≤ 16e3τ(−2β+L22)|φ(−r)|6 + 128L1
3
(2β − L22)3
E sup
t∈[−kτ−r,u]
|x(t)|6
+
64J31
(2β − L22)3
E sup
t∈[−kτ−r,u]
|x(t)|6 + 64J
3
1
(2β − L22)3
+256(2τ + r)a3,2β−L22
(
2L32 + J
3
2
)
E sup
s∈[−kτ−r,u]
|x(s)|6 + 256(2τ + r)J32a3,2β−L22
≤ 16e3τ(−2β+L22)|φ(−r)|6 +
[
128L1
3
(2β − L22)3
+
64J31
(2β − L22)3
]
E sup
t∈[−kτ−r,u]
|x(t)|6
+256(2τ + r)a3,2β−L22
(
2L32 + J
3
2
)
E sup
s∈[−kτ−r,u]
|x(s)|6 + 64J
3
1
(2β − L22)3
+ 256(2τ + r)J32a3,2β−L22
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i.e.
E sup
t∈[−kτ,−(k−1)τ ]
||xt||6 ≤M0,
where M0 =
16e3τ(−2β+L22)|φ(−r)|6 + 64J31
(2β−L22)3
+ 256(2τ + r)J32a3,2β−L22
1− 128L13
(2β−L22)3
− 64J31
(2β−L22)3
− 256(2τ + r)a3,2β−L22
(
2L32 + J
3
2
) .
3.2.2 A general theorem
Let B be a Banach space and U : R× R×B × Ω→ B be a semi-flow. Define Lp(Ω;B) as the
space of random variables u taking values in B with the norm
||u||Lp(Ω;B) =
(
E||u||pB
) 1
p .
Suppose that U(t, s, ·, ω) : B → B is continuous almost surely, and for any process u0 ∈ B,
U(t+ τ, s+ τ, u0, ω) = U(t, s, u0, θτω). (3.2.26)
We have the following theorems.
Theorem 3.2.4. There exists a unique random τ -periodic solution ϕ of U if for any −∞ <
s ≤ t < +∞, u0, uˆ0 ∈ B, ω ∈ Ω,
1. There exists constants p ≥ 1 and c ∈ (0, 1) such that
||U(t, s, u0)− U(t, s, uˆ0)||Lp(Ω;B) ≤ ct−s||u0 − uˆ0||Lp(Ω;B). (3.2.27)
2. There exists a constant M > 0 such that
||U(t, s, u0)||Lp(Ω;B) ≤M, (3.2.28)
where M may depend on (t− s).
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Proof. By (3.2.27) and (3.2.28), we have
‖U(t,−kτ, u0)− U(t,−(k + 1)τ, u0)‖Lp(Ω;B)
= ‖U(t,−kτ, u0)− U(t,−kτ, U(−kτ,−(k + 1)τ, u0))‖Lp(Ω;B)
≤ ct+kτ‖u0 − U(−kτ,−(k + 1)τ, u0)‖Lp(Ω;B)
≤ 2Mct+kτ .
Moreover, for m > k,
‖U(t,−kτ, u0)− U(t,−mτ, u0)‖Lp(Ω;B)
= ‖U(t,−kτ, u0)− U(t,−(k + 1)τ, u0)
+U(t,−(k + 1)τ, u0)− U(t,−(k + 2)τ, u0)
+ · · ·
+U(t,−(m− 1)τ, u0)− U(t,−mτ, u0)‖Lp(Ω;B)
≤ ‖U(t,−kτ, u0)− U(t,−(k + 1)τ, u0)‖Lp(Ω;B)
+‖U(t,−(k + 1)τ, u0)− U(t,−(k + 2)τ, u0)‖Lp(Ω;B)
+ · · ·
+‖U(t,−(m− 1)τ, u0)− U(t,−mτ, u0)‖Lp(Ω;B)
≤ 2Mct+kτ + 2Mct+(k+1)τ + · · · 2Mct+(m−1)τ
≤ 2Mc
t+kτ
1− cτ −→ 0
as m, k →∞.
Hence, U(·,−kτ, u0, ω) is a Cauchy sequence in the space Lp(Ω, B), so there exists a subse-
quence U(·,−knτ, u0, ω) that converges almost surely to the limit ϕ(·, ω) ∈ B.
Since we have
U(t+ τ, t, U(t,−knτ, u0, ω), ω) = U(t+ τ,−knτ, u0, ω),
and by the continuity of U(t, s, ·, ω), we can obtain
lim
kn→∞
‖U(t+ τ, t, U(t,−knτ, u0, ω), ω)− U(t+ τ, t, ϕ(t, ω), ω)‖Lp(Ω;B) = 0,
lim
kn→∞
‖U(t+ τ,−knτ, u0, ω)− ϕ(t+ τ, ω)‖Lp(Ω;B) = 0.
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We then have
U(t+ τ, t, ϕ(t, ω), ω) = ϕ(t+ τ, ω) (3.2.29)
almost surely.
By (3.2.26), we have
U(t+ τ,−knτ + τ, u0, ω) = U(t,−knτ, u0, θτω), (3.2.30)
together with
U(t,−knτ, u0, ω) L
p−−−−→
kn→∞
ϕ(t, ω),
we can then have
U(t+ τ,−knτ + τ, u0, ω) L
p−−−−→
kn→∞
ϕ(t+ τ, ω),
and
U(t,−knτ, u0, θτω) L
p−−−−→
kn→∞
ϕ(t, θτω).
Thus,
ϕ(t+ τ, ω) = ϕ(t, θτω) (3.2.31)
almost surely.
Hence, the proof of Theorem 3.2.4 is complete.
Theorem 3.2.5. The random periodic solution ϕ is independent of the initial process u0.
Proof. Take s = −kτ , u0 = 0, then U(t,−kτ, 0, ω) = ϕ∗(t, ω).
For any u0 ∈ B,
||U(t,−kτ, u0)− ϕ∗(t, ω)||Lp(Ω;B)
≤ ct+kτ ||u0||Lp(Ω;B)
≤ Mct+kτ −→ 0,
as k →∞.
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3.2.3 The existence of random periodic solutions
For convergence purpose, we add the following hypothesis:
Hypothesis (C)
Assume that
0 < C < 1, (3.2.32)
where C =
9e(−2β+L22)τ + 72L1
3
(2β−L22)3
+ 72(2τ + r)L32a3,2β−L22
1− 72L31
(2β−L22)3
− 72(2τ + r)L32a3,2β−L22
is in Proposition 3.2.2.
Denote ∆ := {(t, s) ∈ R2, s ≤ t}. By [M-S.1], under hypothesis (GSF), we have a semi-flow
U : ∆× C2 × Ω→ C2, i.e. for 0 ≤ t1 ≤ t2 ≤ t3, ω ∈ Ω and u ∈ L6(Ω, C([0, τ ], C2)),
U(t3, t1, u, ω) = U(t3, t2, U(t2, t1, u, ω), ω). (3.2.33)
Theorem 3.2.6. Under hypotheses (GSF), (IE), (C) and (P) there exists a random periodic
solution of period τ of U which is an F-measurable map ϕ : R × Ω → Rd such that for any
t ∈ R and ω ∈ Ω,
U(t+ τ, t, (ϕ(t, ω), ϕt(ω)), ω) = (ϕ(t+ τ, ω), ϕt+τ (ω)) = (ϕ(t, θτω), ϕt(θτω)),
(3.2.34)
where ϕt ∈ C([−r, 0],Rd) with ϕt(ϑ) = ϕ(t+ ϑ), −r ≤ ϑ ≤ 0.
Proof. By Proposition 3.2.2 and Lemma 3.2.3, we have
E sup
t∈[0,τ ]
‖U(t,−kτ, (φ(0), φ), ω)− U(t,−(k + 1)τ, (φ(0), φ), ω)‖6C2
= E sup
t∈[0,τ ]
‖U(t,−kτ, (φ(0), φ), ω)− U(t,−kτ, U(−kτ,−(k + 1)τ, (φ(0), φ), ω), ω)‖6C2
= E sup
t∈[0,τ ]
||x−kτ,(φ(0),φ)t − x−kτ,U(−kτ,−(k+1)τ,(φ(0),φ),ω)t ||6
≤ CkE sup
t∈[−kτ,−(k−1)τ ]
||x−kτ,(φ(0),φ)t − x−kτ,U(−kτ,−(k+1)τ,(φ(0),φ),ω)t ||6
≤ 64M60Ck.
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Moreover, for m > k,
(E sup
t∈[0,τ ]
‖U(t,−kτ, (φ(0), φ), ω)− U(t,−mτ, (φ(0), φ), ω)‖6C2)
1
6
= (E sup
t∈[0,τ ]
‖U(t,−kτ, (φ(0), φ), ω)− U(t,−(k + 1)τ, (φ(0), φ), ω)
+U(t,−(k + 1)τ, (φ(0), φ), ω)− U(t,−(k + 2)τ, (φ(0), φ), ω)
+ · · ·
+U(t,−(m− 1)τ, (φ(0), φ), ω)− U(t,−mτ, (φ(0), φ), ω)‖6C2)
1
6
≤ (E sup
t∈[0,τ ]
‖U(t,−kτ, (φ(0), φ), ω)− U(t,−(k + 1)τ, (φ(0), φ), ω)‖6C2)
1
6
+(E sup
t∈[0,τ ]
‖U(t,−(k + 1)τ, (φ(0), φ), ω)− U(t,−(k + 2)τ, (φ(0), φ), ω)‖6C2)
1
6
+ · · ·
+(E sup
t∈[0,τ ]
‖U(t,−(m− 1)τ, (φ(0), φ), ω)− U(t,−mτ, (φ(0), φ), ω)‖6C2)
1
6
≤ (64M60Ck)
1
6 + (64M60C
k+1)
1
6 + · · ·+ (64M60Cm−1)
1
6
≤ 2M0C
k
6
1− C 16
−→ 0
as m, k →∞.
Hence, U(·,−kτ, (φ(0), φ), ω) is a Cauchy sequence in the space L6(Ω, C([0, τ ], C2)), so there
exists a subsequence U(·,−knτ, (φ(0), φ), ω) that converges almost surely to the limit (ϕ(·, ω), ϕ·(ω)) ∈
C2.
By (3.2.33), we have
U(t+ τ, t, U(t,−knτ, (φ(0), φ), ω), ω) = U(t+ τ,−knτ, (φ(0), φ), ω),
and by [M-S.1], (φ(0), φ)→ U(t, 0, (φ(0), φ), ω) is continuous in Rd×L2([−r, 0],Rd), we obtain
lim
kn→∞
‖U(t+ τ, t, U(t,−knτ, (φ(0), φ), ω), ω)− U(t+ τ, t, (ϕ(t, ω), ϕt(ω)), ω)‖Rd×L2 = 0,
lim
kn→∞
‖U(t+ τ,−knτ, (φ(0), φ), ω)− (ϕ(t+ τ, ω), ϕt+τ (ω))‖Rd×L2 = 0.
We then have
U(t+ τ, t, (ϕ(t, ω), ϕt(ω)), ω) = (ϕ(t+ τ, ω), ϕt+τ (ω)) (3.2.35)
almost surely.
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Hence, we obtain
x−u+τ,(φ(0),φ)(t+ τ, ω) = φ(0) +
∫ t+τ
−u+τ
H(s, x−u+τ,(φ(0),φ)(s, ω), x−u+τ,(φ(0),φ)s (ω))ds
+
∫ t+τ
−u+τ
G(s, x−u+τ,(φ(0),φ)(s, ω))dW (s),
(3.2.36)
and
x−u,(φ(0),φ)(t, θτω) = φ(0) +
∫ t
−u
H(s, x−u,(φ(0),φ)(s, θτω), x−u,(φ(0),φ)s (θτω))ds
+
∫ t
−u
G(s, x−u,(φ(0),φ)(s, θτω))dW (s)
= φ(0) +
∫ t
−u
H(s+ τ, x−u,(φ(0),φ)(s, θτω), x−u,(φ(0),φ)s (θτω))d(s+ τ)
+
∫ t
−u
G(s+ τ, x−u,(φ(0),φ)(s, θτω))dW (s+ τ)
= φ(0) +
∫ t+τ
−u+τ
H(s, x−u,(φ(0),φ)(s− τ, θτω), x−u,(φ(0),φ)s−τ (θτω))ds
+
∫ t+τ
−u+τ
G(s, x−u,(φ(0),φ)(s− τ, θτω))dW (s). (3.2.37)
From (3.2.36) and (3.2.37), we can see x−u+τ,(φ(0),φ)(t+ τ, ω) and x−u,(φ(0),φ)(t, θτω) satisfy
the same SFDE. And by the uniqueness of the solution, we have
x−u+τ,(φ(0),φ)(t+ τ, ω) = x−u,(φ(0),φ)(t, θτω), (3.2.38)
and we can then obtain for any −r ≤ ϑ ≤ 0,
x
−u+τ,(φ(0),φ)
t+τ (ω)(ϑ) = x
−u+τ,(φ(0),φ)(t+ τ + ϑ, ω)
= x−u,(φ(0),φ)(t+ ϑ, θτω)
= x
−u,(φ(0),φ)
t (θτω)(ϑ). (3.2.39)
Thus,
U(t+ τ,−u+ τ, (φ(0), φ), ω) = U(t,−u, (φ(0), φ), θτω). (3.2.40)
Since
U(t,−knτ, (φ(0), φ), ω) L
6−−−−→
kn→∞
(ϕ(t, ω), ϕt(ω)),
then we have
U(t+ τ,−knτ, (φ(0), φ), ω) L
6−−−−→
kn→∞
(ϕ(t+ τ, ω), ϕt+τ (ω)),
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and
U(t,−knτ, (φ(0), φ), θτω) L
6−−−−→
kn→∞
(ϕ(t, θτω), ϕt(θτω)).
Thus,
(ϕ(t+ τ, ω), ϕt+τ (ω)) = (ϕ(t, θτω), ϕt(θτω)) (3.2.41)
almost surely.
Hence, the proof of Theorem 3.2.6 is complete.
3.3 The time-homogeneity case
Here we look at the autonomous SFDEs
dx(t) = H(x(t), xt)dt+G(x(t))dW (t) for t ≥ σ,
xσ = φ ∈ C([−r, 0],Rd).
(3.3.42)
By [M-S.1], under hypotheses (GSF), the SFDE (3.3.42) has a stochastic semiflow which we
will denote by U : R× C2 × Ω→ C2, where U(t, (φ(0), φ), ·) = (x(φ(0),φ)(t), x(φ(0),φ)t ) a.s. for all
(t, (φ(0), φ)) ∈ R×C2, and xt is the unique solution of (3.3.42) through φ ∈ C([−r, 0],Rd). The
stochastic semiflow of (3.3.42) has a version, also denoted by U , such that the pair (U, θ) is a
perfect cocycle on C2.
Theorem 3.3.1. Suppose that U is a continuous random dynamical system over the filtered
dynamical system θ generated by (3.3.42). Under hypotheses (GSF), (IE) and (C), there exists
a unique F−∞- measurable random variable S such that for t ∈ R,
S(θtω) = U(t, ω, S(ω)) := XS(t, ω) (3.3.43)
almost surely. The process t 7→ XS(t, ω), which solves (3.3.42) in L6(Ω, C2) sense is predictable.
Moreover, in L6(Ω, C2) sense, for any F−∞- measurable random variable Y , we have
|U(t, ω, Y (ω))−XS(t, ω)| → 0 as t→∞. (3.3.44)
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Chapter 4
The nondissipative case
4.1 Formulation of the problem
In this chapter, we will study the τ -periodic solutions of nondissipative stochastic functional
differential equations in C([−r, 0],Rd), which hereafter will be abbreviated as C:
dx(t) = Lxtdt+ f(t, xt)dt+ g(t)dW (t), t ≥ σ,
xσ = φ ∈ C.
(4.1.1)
For each t ∈ R, xt ∈ C is defined by xt(ω)(ϑ) = x(ω)(t+ϑ) a.a. ω ∈ Ω, for all ϑ ∈ [−r, 0]. This
equation generates a semi-flow when some conditions similar to Hypotheses (GSF) in Chapter
3 are satisfied. Here W is a two-sided Rn-valued Brownian motion on a probability space
(Ω,F ,P). Define θt : R× Ω→ Ω by θtω(s) = W (t+ s)−W (t). Therefore (Ω,F ,P, (θt)t∈R) is
a metric dynamical system. Assume f : R× C → Rd and g : R→ L(Rn,Rd) satisfy:
Condition(P). There exists a constant τ > 0 such that for any t ∈ R, u ∈ C,
f(t, u) = f(t+ τ, u),
g(t) = g(t+ τ).
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Consider the semilinear stochastic functional differential equation (4.1.1). Denote the so-
lution by xt(σ, φ, ω). If L ∈ L(C,Rd) is a continuous linear function mapping C into Rd,then
the Riesz representation theorem implies there exists a d× d matrix η(ϑ), −r ≤ ϑ ≤ 0, whose
elements are of bounded variation such that
L(φ) =
∫ 0
−r
[dη(ϑ)]φ(ϑ), φ ∈ C. (4.1.2)
Before considering our stochastic functional differential equation (4.1.1), we first study the
homogeneous differential equation
x˙(t) = Lxt. (4.1.3)
In section 4.1.1, we present the abstract properties of the solution operator of Equation (4.1.3)
as a semigroup and its infinitesimal generator. In section 4.1.2, we try to determine the nature
of the spectrum of the solution operator. In section 4.1.3, we explain the decomposition of our
target space. In the last section, we introduce the variation of constants formula and finish the
structure of the whole idea. All the concepts and results in Section 4.1 are from [Ha], [H-L]
and [F-Z-Z], we state them for further use.
4.1.1 The semigroup and infinitesimal generator
If φ is any given function in C and x(φ) is the unique solution of Equation (4.1.3) with the
initial function φ at zero, the solution operator T (t) : C → C is defined by the relation
xt(φ) = T (t)φ. (4.1.4)
Lemma 4.1.1 ([Ha]). The solution operator T (t), t ≥ 0, defined by Equation (4.1.4) satisfies
the following relations:
1. The family {T (t) : t ≥ 0} is a semigroup of linear transformations; that is, T (t1 + t2) =
T (t1)T (t2), for all t1 ≥ 0, t2 ≥ 0.
2. T (t) is bounded for each t ≥ 0, T (0) = I, and T (t) is strongly continuous on [0,∞); that
is,
lim
t2→t1
||T (t1)φ− T (t2)φ|| = 0
for all t1 ≥ 0, t2 ≥ 0, φ ∈ C.
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3. T (t) is completely continuous (compact) for t ≥ r, that is, T (t), t ≥ r, is continuous and
maps bounded sets into relatively compact sets.
Definition 4.1.2 ([Ha]). If T (t), t ≥ 0, is a strongly continuous semigroup of linear operators
on C on [0,∞), the infinitesimal generator A of T (t) is defined as
Aφ = lim
t→0+
1
t
[T (t)φ− φ], φ ∈ D(A), (4.1.5)
whenever this limit exists.
In our case, because of the strong continuity of T (t), the domain D(A) of A is dense in C.
The range R(A) is in C. If φ ∈ D(A), then
d
dt
T (t)φ = T (t)Aφ = AT (t)φ.
From the definition of T (t), we have, for any fixed t ≥ 0 and −r ≤ ϑ ≤ 0,
T (t)φ(ϑ) =

φ(t+ ϑ), t+ ϑ ≤ 0,
φ(0) +
∫ t+ϑ
0 L(T (s)φ)ds, t+ ϑ > 0.
(4.1.6)
Let us now compute the infinitesimal generator directly from Equation (4.1.5) and (4.1.6).
For any ϑ ∈ [−r, 0), it follows directly from the first equation of (4.1.6) that
lim
t→0+
1
t
[T (t)φ(ϑ)− φ(ϑ)] = dφ(ϑ
+)
dϑ
,
where dφ(ϑ
+)
dϑ is the right-hand derivative at ϑ.
If ϑ = 0, then the second equation of (4.1.6) yields
lim
t→0+
1
t
[T (t)φ(0)− φ(0)] = lim
t→0+
1
t
∫ t
0
L(T (s)φ)ds
= L(T (0)φ)
= L(φ)
=
∫ 0
−r
φ(ϑ)dη(ϑ).
Since R(A) is in C, it follows that from the definition of Aφ on [−r, 0) that φ ∈ D(A) if and
only if φ is continuous and has a continuous right-hand derivative in [−r, 0), which implies φ
has a continuous derivative in [−r, 0).
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In addition, Aφ(0) = L(φ) and Aφ continuous implies φ ∈ D(A) if and only if φ has a continous
derivative on [−r, 0] and φ˙(0) = L(φ).
Finally, A is given by
Aφ(ϑ) =

dφ(ϑ)/dϑ, −r ≤ ϑ < 0,
L(φ) =
∫ 0
−r φ(ϑ)dη(ϑ), ϑ = 0.
(4.1.7)
Summarizing these results, we have the following.
Lemma 4.1.3 ([H-L]). The infinitesimal generator A of the family of transformations T (t),
t ≥ 0 defined by equation (4.1.4) is given by expression (4.1.7), D(A) is dense in C, and
D(A) = {φ ∈ C : dφdϑ ∈ C, dφdϑ(0) =
∫ 0
−r φ(ϑ)dη(ϑ)},
Aφ = dφdϑ .
(4.1.8)
And for any φ ∈ D(A),
d
dt
T (t)φ = AT (t)φ = T (t)Aφ. (4.1.9)
4.1.2 Spectrum of the generator — decomposition of C
To introduce the spectra, we have to work with complex Banach space. Let Ec be a complex
Banach space, and let Ec : D(Ec) → Ec be a complexified linear operator. By this we mean
that there exist a real Banach space E and an operator E : D(E)→ E such that Ec = E⊕ iE
and Ec(b1 + ib2) = Eb1 + iEb2 for b1, b2 ∈ D(E). For Ec, we can define the complex conjugate,
denoted by an overbar, and given by b1 + ib2 = b1 − ib2. Whenever there is no confusion, we
shall write, by abuse of notation, E for Ec and E for Ec.
The resolvent set ρ(E) of E is the set of values in the complex plane for which the operator
λI − E, I the identity operator, has a bounded inverse with domain dense in E. The comple-
ment of ρ(E) in the complex plane is called the spectrum of E and is denoted by σ(E).
The spectrum σ(E) of an operator may consist of three different types of points, namely,
the residual spectrum Rσ(E), the continuous spectrum Cσ(E), and the point spectrum Pσ(E).
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1. The residual spectrum Rσ(E) consists of those λ in σ(E) for which (λI − E)−1 exists but
D((λI − E)−1) is not dense in E.
2. The continuous spectrum Cσ(E) consists of those λ in σ(E) for which λI − E has an
unbounded inverse with dense domain.
3. The point spectrum Pσ(E) consists of those λ in σ(E) for which λI − E does not have an
inverse.
The points λ in Pσ(E) are called the eigenvalues of E, and any nonzero φ in E such that
(λI − E)φ = 0 is called an eigenvector.
The null space N (E) of E is the set of all φ in E for which Eφ = 0.
For a given λ ∈ Pσ(E), the generalized eigenspace of λ will be denoted by Mλ(E) and
is defined to be the smallest subspace of E containing all the elements of E that belong to
N ((λI − E)k), k = 1, 2, ....
Lemma 4.1.4 ([Ha]). If A is defined by equation (4.1.7), then σ(A) = Pσ(A) and λ is in σ(A)
if and only if λ satisfies the characteristic equation
det∆(λ) = 0, ∆(λ) = λI −
∫ 0
−r
eλϑdη(ϑ). (4.1.10)
The roots of equation (4.1.10) have real parts bounded above and for any λ in σ(A), the
generalized eigenspace Mλ(A) is finite dimensional. Finally, there is an integer k such that
Mλ(A) = N ((A− λI)k) and
C = N ((A− λI)k)⊕R((A− λI)k).
where the symbol ⊕, means the direct sum.
Proof. To prove that σ(A) = Pσ(A), we need to show
1. The resolvent set ρ(A) consists of all λ except those which satisfy equation (4.1.10).
2. Any λ satisfying equation (4.1.10) is in Pσ(A).
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The constant λ ∈ ρ(A) if and only if the equation
(A− λI)φ = α (4.1.11)
has a solution φ ∈ D(A) for every α in a dense set in C and the solution depends continuously
upon α.
Since any φ ∈ D(A) is continuously differentiable and Aφ(ϑ) = φ˙(ϑ), a solution of equation
(4.1.11) must satisfy
φ˙(ϑ)− λφ(ϑ) = α(ϑ), −r ≤ ϑ ≤ 0;
that is,
φ(ϑ) = eλϑb+
∫ ϑ
0
eλ(ϑ−ξ)α(ξ)dξ, −r ≤ ϑ ≤ 0, (4.1.12)
where b = φ(0).
Also φ ∈ D(A) if and only if φ˙ ∈ C and
φ˙(0) = L(φ) =
∫ 0
−r
φ(ϑ)dη(ϑ)
and this yields
λb+ α(0) =
∫ 0
−r
(
eλϑb+
∫ ϑ
0
eλ(ϑ−ξ)α(ξ)dξ
)
dη(ϑ). (4.1.13)
Define ψ as a continuous matrix function on [0, r] with the form
ψ(s) = e−λsI, 0 ≤ s ≤ r, (4.1.14)
and a bilinear form
(ψ, α) = ψ(0)α(0)−
∫ 0
−r
∫ ϑ
0
ψ(ξ − ϑ)α(ξ)dξdη(ϑ). (4.1.15)
By (4.1.10), (4.1.14) and (4.1.15), we can simplify expression (4.1.3), we obtain
∆(λ)b = −α(0) +
∫ 0
−r
∫ ϑ
0
eλ(ϑ−ξ)α(ξ)dξdη(ϑ) (4.1.16)
= −(ψ, α).
From equations (4.1.12) and (4.1.16), it is clear that equation (4.1.11) has a solution for
every α ∈ C only if det∆(λ) 6= 0 since the mapping (ψ, ·) covers Rd. Also, det∆(λ) 6= 0 implies
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a solution of equation (4.1.11) for every α ∈ C and this solution depends continuously upon α.
Therefore, ρ(A) = {λ : det∆(λ) 6= 0}.
If det∆(λ) = 0, then equations (4.1.12) and (4.1.16) imply there exists a nonzero solution
of equation (4.1.11) for α = 0; that is, λ is in Pσ(A). This proves the first part of the lemma.
The characteristic function det∆(λ) is an entire function of λ and therefore has zeros of finite
order. This implies from equations (4.1.12) and (4.1.16) that the resolvent operator (A−λI)−1
has a pole of order k at λ0 if λ0 is a zero of det∆(λ) of order k. Since A is a closed operator,
it follows from [H-P] that Mλ0(A) is finite dimensional and has the properties stated in the
lemma.
Since the characteristic function is a polynomial in λ of degree d with leading coefficient
one and the lower-order terms have coefficients which depend upon λ through integrations over
[−r, 0] of terms of the form eλϑ, it follows immediately that there is a γ > 0 such that no
roots of equation (4.1.10) have real parts greater than γ. This completes the proof of Lemma
4.1.4.
Remark 4.1.5. From Lemma 4.1.4, we know that
1. λ in σ(A) implies that Mλ(A) is finite dimensional and Mλ(A) = N ((λI − A)k) for
some integer k.
2. The subspaceMλ(A) satisfies AMλ(A) ⊆Mλ(A) since φ inMλ(A) implies (A−λI)kφ =
0 and A commutes with (A− λI)k.
3. LetMλ(A) have dimension d, let φλ1 , ..., φλd be a basis forMλ(A) and let Φλ = {φλ1 , ..., φλd}.
Since AMλ(A) ⊆Mλ(A), there is a d× d constant matrix Bλ such that AΦλ = ΦλBλ.
Lemma 4.1.6 ([H-L]). The only eigenvalue of Bλ is λ.
From the definition of A in expression (4.1.7), the relation AΦλ = ΦλBλ implies that
Φλ(ϑ) = Φλ(0)e
Bλϑ, −r ≤ ϑ ≤ 0.
From Lemma 4.1.3, one also obtains
T (t)Φλ = Φλe
Bλt
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for t ≥ 0, which together with the expression for Φλ, implies that[
T (t)Φλ
]
(ϑ) = Φλ(0)e
Bλ(t+ϑ), −r ≤ ϑ ≤ 0.
This relation permits one to define T (t) on Mλ(A) for all values of t in (−∞,∞).
Therefore, on the generalized eigenspace of an eigenvalue of equation (4.1.3), that is, an ele-
ment of σ(A), the differential equation (4.1.3) has the same structure as an ordinary differential
equation.
From Lemma 4.1.3, we also know that T (t)Aφ = AT (t)φ for all φ in D(A). This implies
that R((λI −A)k) is also invariant under T (t). And we obtain
Theorem 4.1.7 ([Ha]). Suppose Λ is a finite set {λ1, ..., λp} of eigenvalues of equation (4.1.3)
and let ΦΛ = {Φλ1 , ...,Φλp}, BΛ = diag(Bλ1 , ..., Bλp), where Φλj is a basis for the generalized
eigenspace of λj and Bλj is the matrix defined by AΦλj = ΦλjBλj , j = 1, 2..., p. Then the
only eigenvalue of Bλj is λj and for any vector a of the same dimension as ΦΛ, the solution
T (t)ΦΛa with initial value ΦΛa at t = 0 may be defined on (−∞,∞) by the relation
T (t)ΦΛa = ΦΛe
BΛta, (4.1.17)
ΦΛ(ϑ) = ΦΛ(0)e
BΛϑ, −r ≤ ϑ ≤ 0. (4.1.18)
Furthermore, there exists a subspace QΛ of C such that T (t)QΛ ⊆ QΛ for all t ≥ 0 and
C = PΛ ⊕QΛ,
where PΛ = {φ ∈ C : φ = ΦΛa, for some vector a}.
4.1.3 Decomposing C with the formal adjoint equation
Define C∗ = C([0, r],Rd∗), where Rd∗ is the dual space of Rd, and for ψ ∈ C∗, and φ ∈ C,
(ψ, φ) = ψ(0)φ(0)−
∫ 0
−r
∫ ϑ
0
ψ(ξ − ϑ)φ(ξ)dξdη(ϑ). (4.1.19)
Define
A∗ψ(ξ) =

−dψ(ξ)/dξ, 0 < ξ ≤ r,
L∗(ψ) =
∫ 0
−r ψ(−ϑ)dη(ϑ), ξ = 0.
(4.1.20)
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With respect to the bilinear form (4.1.19), A∗, the formal adjoint operator of A, with domain
D(A∗) dense in C∗ (because T ∗(t) is strongly continuous) and range R(A∗) in C∗ satisfies
(ψ,Aφ) = (A∗ψ, φ), (4.1.21)
for φ ∈ D(A) and ψ ∈ D(A∗).
For each s ∈ (−∞, 0], let ys designate the element in C∗ defined by ys(ξ) = y(s + ξ),
0 ≤ ξ ≤ r. The formal adjoint differential equation associated with equation (4.1.3) is defined
to be 
y˙(s) = − ∫ 0−r y(s− ϑ)dη(ϑ), s ≤ 0,
y0 = ψ, ψ ∈ C∗.
(4.1.22)
Let y be a solution of equation (4.1.22) on an interval (−∞, r]. We can associate a semigroup
T ∗(s) with equation (4.1.22), the formal adjoint semigroup of T (t), defined by
T ∗(s)ψ = ys(ψ), −∞ < s ≤ 0. (4.1.23)
Lemma 4.1.8 ([H-L]). The solution operator T ∗(s), s ≥ 0, defined by relation (4.1.23), is a
semigroup with the infinitesimal generator A∗,
D(A∗) = {ψ ∈ C∗ : dψdξ ∈ C∗, dψdξ (0) = −
∫ 0
−r ψ(−ϑ)dη(ϑ)},
A∗ψ = −dψdξ .
(4.1.24)
And T ∗(s) has the same properties as the semigroup T (t) associated with equation (4.1.3),
dT ∗(s)ψ
ds
= −A∗T ∗(s)ψ = −T ∗(s)A∗ψ, (4.1.25)
for all ψ ∈ D(A∗). Furthermore, T ∗(s) is completely continuous (compact) for s ≥ r.
Lemma 4.1.9 ([Ha]). λ is in σ(A) if and only if λ is in σ(A∗). The operator A∗ has only
point spectrum and for any λ in σ(A∗), the generalized eigenspace of λ is finite dimensional.
Lemma 4.1.10 ([Ha]). A necessary and sufficient condition for the equation
(A− λI)kφ = α, α ∈ C, (4.1.26)
to have a solution φ ∈ C, or equivalently that α ∈ R((A− λI)k), is that (ψ, α) = 0 for all ψ in
N ((A∗ − λI)k).
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Proof. With the matrix ∆(λ) defined in expression (4.1.10), we define matrices Pj as
Pj+1 = Pj+1(λ) =
∆(j)(λ)
j!
, ∆(j)(λ) =
dj∆(λ)
dλj
, j = 0, 1, 2, ..., (4.1.27)
and the matrices Ak of dimension (kd)× (kd) as
Ak =

P1 P2 · · · Pk
0 P1 · · · Pk−1
...
0 0 · · · P1
 (4.1.28)
If equation (4.1.26) is to have a solution, then necessarily(
d
dϑ
− λ
)k
φ(ϑ) = α(ϑ), −r ≤ ϑ ≤ 0
or
φ(ϑ) =
k−1∑
j=0
γj+1
ϑj
j!
eλϑ +
∫ ϑ
0
eλ(ϑ−ξ)
(ϑ− ξ)k−1
(k − 1)! α(ξ)dξ, (4.1.29)
where the γj+1 are arbitrary d-dimensional vectors which must be determined so that φ belongs
to D((A− λI)k).
Indeed, set (
d
dϑ
− λ
)j
φ(ϑ) = φ(j)(ϑ), j ≤ k, (4.1.30)
then we have (
d
dϑ
− λ
)
φ(j−1)(ϑ) = φ(j)(ϑ), (4.1.31)(
d
dϑ
− λ
)
φ(j−1)(ϑ) = α(ϑ). (4.1.32)
From (4.1.31), we can get
φ(j−1)(ϑ) = eλϑφ(j−1)(0) +
∫ ϑ
0
eλ(ϑ−ξ)φ(j)(ξ)dξ. (4.1.33)
By (4.1.32) and (4.1.33), we obtain
φ(k−1)(ϑ) = eλϑφ(k−1)(0) +
∫ ϑ
0
eλ(ϑ−ξ)α(ξ)dξ. (4.1.34)
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By (4.1.33) and (4.1.34), we obtain
φ(k−2)(ϑ) = eλϑφ(k−2)(0) +
∫ ϑ
0
eλ(ϑ−ξ)φ(k−1)(ξ)dξ
= eλϑφ(k−2)(0) +
∫ ϑ
0
eλ(ϑ−ξ)eλξφ(k−1)(0)dξ
+
∫ ϑ
0
eλ(ϑ−ξ)
∫ ξ
0
eλ(ξ−ξˆ)α(ξˆ)dξˆdξ
= eλϑφ(k−2)(0) + φ(k−1)(0)eλϑ · ϑ
+
∫ ϑ
0
∫ ξ
0
eλ(ϑ−ξˆ)α(ξˆ)dξˆdξ
= eλϑφ(k−2)(0) + φ(k−1)(0)eλϑ · ϑ
+
∫ ϑ
0
∫ ϑ
ξˆ
eλ(ϑ−ξˆ)α(ξˆ)dξdξˆ
= eλϑφ(k−2)(0) + φ(k−1)(0)eλϑ · ϑ
+
∫ ϑ
0
(ϑ− ξˆ)eλ(ϑ−ξˆ)α(ξˆ)dξˆ. (4.1.35)
Similarly,
φ(k−3)(ϑ) = eλϑφ(k−3)(0) +
∫ ϑ
0
eλ(ϑ−ξ)φ(k−2)(ξ)dξ
= eλϑφ(k−3)(0) +
∫ ϑ
0
eλ(ϑ−ξ)eλξφ(k−2)(0)dξ
+
∫ ϑ
0
eλ(ϑ−ξ)φ(k−1)(0)eλξ · ξdξ
+
∫ ϑ
0
eλ(ϑ−ξ)
∫ ξ
0
(ξ − ξˆ)eλ(ξ−ξˆ)α(ξˆ)dξˆdξ
= eλϑφ(k−3)(0) + φ(k−2)(0)eλϑ · ϑ
+eλϑφ(k−1)(0) · ϑ
2
2
+
∫ ϑ
0
∫ ξ
0
eλ(ϑ−ξˆ)(ξ − ξˆ)α(ξˆ)dξˆdξ
= eλϑφ(k−3)(0) + φ(k−2)(0)eλϑ · ϑ
+eλϑφ(k−1)(0) · ϑ
2
2
+
∫ ϑ
0
eλ(ϑ−ξˆ)α(ξˆ)
∫ ϑ
ξˆ
(ξ − ξˆ)dξdξˆ
= eλϑφ(k−3)(0) + φ(k−2)(0)eλϑ · ϑ
+eλϑφ(k−1)(0) · ϑ
2
2
+
∫ ϑ
0
eλ(ϑ−ξˆ)α(ξˆ)
1
2
(ϑ− ξˆ)2dξˆ. (4.1.36)
By induction argument we can get (4.1.29) finally.
We now determine the conditions on the γj .
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A similar induction argument on m shows that
φ(m)(ϑ) =
(
d
dϑ
− λ
)m
φ(ϑ)
=
k−m−1∑
j=0
γm+j+1
ϑj
j!
eλϑ +
∫ ϑ
0
eλ(ϑ−ξ)
(ϑ− ξ)k−m−1
(k −m− 1)! α(ξ)dξ
for 0 ≤ m ≤ k − 1.
Also we observe that φ belongs to D((A − λI)k) if and only if φ(m) belongs to D(A − λI),
m = 0, 1, 2, ..., k − 1. Since a continuously differentiable function φ ∈ D(A) if and only if
φ˙(0) =
∫ 0
−r φ(ϑ)dη(ϑ), it follows from the definitions of the function φ
(m) and the matrices
Pj+1 that φ
(m), m < k − 1, belongs to D(A) if and only if
P1γm+1 + P2γm+2 + · · ·+ Pk−mγk =
∫ 0
−r
∫ ϑ
0
eλ(ϑ−ξ)
(ϑ− ξ)k−m−1
(k −m− 1)! α(ξ)dξdη(ϑ).
Since φ˙(k−1)(0) = λγk + α(0), it follows that φ(k−1) belongs to D(A) if and only if
P1γk = −α(0) +
∫ 0
−r
∫ ϑ
0
eλ(ϑ−ξ)α(ξ)dξdη(ϑ).
Introducing the notation
γ =

γ1
...
γk
 ,
ψj(s) =
(−s)k−j
(k − j)! e
−λs, 0 ≤ s ≤ r, j = 1, 2, ..., k,
Ψ =

ψ1In
...
ψkIn
 ,
where In is the n×n identity matrix, and using the above computations, we see that equation
(4.1.26) has a solution if and only if γ satisfies the equation
Akγ = −(Ψ, α) =

(ψ1In, α)
...
(ψkIn, α)
 .
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The theory of matrix equations tells us that this equation has a solution if and only if
b(Ψ, α) = (bΨ, α) = 0, for all vectors b such that bAk = 0. And by similar calculations as the
above, we can see that ψ belongs to N ((A∗−λI)k), if and only if ψ = bΨ, for some b satisfying
bAk = 0. This completes the proof of Lemma 4.1.10.
Lemma 4.1.11 ([Ha]). N ((A− λI)k) coincides with functions φ of the form
φ(ϑ) =
k−1∑
j=0
γj+1
ϑj
j!
eλϑ, −r ≤ ϑ ≤ 0,
where γ =

γ1
...
γk
 satisfies Akγ = 0 with Ak defined in equations (4.1.27) and (4.1.28). Also,
N ((A∗ − λI)k) coincides with functions ψ of the form
ψ(s) =
k∑
j=1
βj
(−s)k−j
(k − j)! e
−λs, 0 ≤ s ≤ r
where β = (β1, · · · , βk) satisfies βAk = 0.
Lemma 4.1.12 ([Ha]). For λ in σ(A), let Ψλ =

ψ1
...
ψp
 and Φλ = (φ1, · · · , φp) be bases
for Mλ(A∗) and Mλ(A), respectively, and let (Ψλ,Φλ) =
(
(ψi, φj)
)
ij
, i, j = 1, 2, ..., p. Then
(Ψλ,Φλ) is nonsingular and thus may be taken as the identity. The decomposition of C given
by Lemma 4.1.4 may be written explicitly as
φ = φPλ + φQλ , φPλ ∈ Pλ, φQλ ∈ Qλ,
Pλ = Mλ(A) = {φ ∈ C : φ = Φλb, for some p-vector b},
Qλ = {φ ∈ C : (Ψλ, φ) = 0},
φPλ = Φλb, b = (Ψλ, φ), φ
Qλ = φ− φPλ .
Remark 4.1.13. It is also interesting to note that (Ψλ,Φλ) = I, and A
∗Ψλ = B∗λΨλ and
AΦλ = ΦλBλ implies B
∗
λ = Bλ. In fact,
(Ψλ, AΦλ) = (Ψλ,ΦλBλ) = (Ψλ,Φλ)Bλ = Bλ
= (A∗Ψλ,Φλ) = (B∗λΨλ,Φλ) = B
∗
λ(Ψλ,Φλ) = B
∗
λ.
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We have already defined the generalized eigenspace of a characteristic value of equation
(4.1.3) as the set Mλ(A). If Λ = {λ1, ..., λp} is a finite set of characteristic value of equation
(4.1.3), we let PΛ be the linear extension of the Mλj (A), λj ∈ Λ, and refer to this as the
generalized eigenspace of equation (4.1.3) associated with Λ. In a similar manner, we can define
P ∗Λ to be the generalized eigenspace of the adjoint equation (4.1.22) associated with Λ. If Φ and
Ψ are bases for PΛ and P
∗
Λ, respectively, (Ψ,Φ) = I, the identity, then
C = PΛ ⊕QΛ (4.1.37)
PΛ = {φ ∈ C : φ = Φb, for some vector b}, (4.1.38)
QΛ = {φ ∈ C : (Ψ, φ) = 0} (4.1.39)
and, therefore, for any φ ∈ C,
φ = φPΛ + φQΛ (4.1.40)
φPΛ = Φ(Ψ, φ). (4.1.41)
When this particular decomposition of C is used, we shall briefly express this by saying that C
is decomposed by Λ.
4.1.4 The variation-of-constants formula
Suppose A is hyperbolic, which means A has only nonzero eigenvalues. Let Λ = {λ ∈ ρ(A) :
Reλ > 0}, and denote U = PΛ which is uniquely characterized as the set of initial values of
those solutions of equation (4.1.3) which exist and remain bounded for t ≤ 0, and S = QΛ
which is uniquely characterized as the set of initial values of those solutions of equation (4.1.3)
which exist and remain bounded for t ≥ 0, then the space C can be decomposed by Λ as
C = U ⊕ S,
U = {φ ∈ C : φ = Φb, for some vector b},
S = {φ ∈ C : (Ψ, φ) = 0}.
Here Φ is a basis for U and Ψ is a basis for U∗, (Φ,Ψ) = I.
The decomposition of C as U ⊕ S defines two projection operators
piU : C → U, piS : C → S,
piUU = U, piSS = S, piS = I − piU .
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For φ ∈ C, φ = φU + φS , and φU = piUφ = Φ(Ψ, φ), φS = piSφ = φ − Φ(Ψ, φ), where φU ∈ U ,
φS ∈ S.
Theorem 4.1.14 ([Ha]). Suppose C is decomposed by Λ = {λ ∈ ρ(A) : Reλ > 0} as U ⊕ S, Φ
is a basis for U and Ψ is a basis for U∗. Then the solution x(σ, φ) of the equation
x˙(t) = Lxt + f(t), t ≥ σ,
xσ = φ, φ ∈ C.
(4.1.42)
satisfies
xUt = T (t− σ)φU +
∫ t
σ
T (t− s)XU0 f(s)ds, t ≥ σ, (4.1.43a)
xSt = T (t− σ)φS +
∫ t
σ
T (t− s)XS0 f(s)ds, t ≥ σ, (4.1.43b)
where XU0 = ΦΨ(0) and X
S
0 = X0−ΦΨ(0). The matrix solution X(·) denotes the fundamental
solution to the linear equation (4.1.3) with respect to the initial data
X0(ϑ) =

I ϑ = 0,
0, −r ≤ ϑ < 0,
(4.1.44)
and
Xt
def
= T (t)X0, X(t)
def
= Xt(0). (4.1.45)
The fundamental solution X(t) is absolutely continuous for t > 0, and X(t) = 0 for t < 0.
Furthermore, there are positive constants M , κ such that
||T (t)φU || ≤Meκt||φU ||, ||T (t)XU0 || ≤Meκt, t ≤ 0, (4.1.46a)
||T (t)φS || ≤Me−κt||φS ||, ||T (t)XS0 || ≤Me−κt, t ≥ 0. (4.1.46b)
Let W (t), t ∈ R, be an n-dimensional Brownian motion and (Ω,F , (F t)t∈R,P) be the filtered
Wiener space. Here F ts := σ(W (t1) −W (t2), s ≤ t2 ≤ t1 ≤ t) and F t := ∨
s≤t
F ts. Suppose g(t)
is a d × n matrix and is globally bounded, sup
t∈R
|g(t)| < ∞. The solution of the initial value
problem (4.1.1) is given by the following variation of constants formula:
xt(σ, φ, ω) =T (t− σ)φ+
∫ t
σ
T (t− s)X0f(s, xs(σ, φ, ω))ds
+
∫ t
σ
T (t− s)X0g(s)dW (s), (4.1.47)
50
4.1.4 The variation-of-constants formula
and for ϑ ∈ [−r, 0], we have
xt(σ, φ, ω)(ϑ) =T (t− σ)φ(ϑ) +
∫ t
σ
T (t− s)X0(ϑ)f(s, xs(σ, φ, ω))ds
+
∫ t
σ
T (t− s)X0(ϑ)g(s)dW (s), (4.1.48)
by [Ha], which is equivalent to
xt(σ, φ, ω)(ϑ) =T (t− σ)φ(ϑ) +
∫ t+ϑ
σ
T (t+ ϑ− s)X0(0)f(s, xs(σ, φ, ω))ds
+
∫ t+ϑ
σ
T (t+ ϑ− s)X0(0)g(s)dW (s). (4.1.49)
We consider a solution of the following coupled forward-backward infinite horizon stochastic
integral equation, which is a B(R)⊗F-measurable map Y : R× Ω→ C satisfying
Yt(ω) =
∫ t
−∞
T (t− s)XS0 f(s, Ys(ω))ds−
∫ ∞
t
T (t− s)XU0 f(s, Ys(ω))ds
+ (ω)[
∫ t
−∞
T (t− s)XS0 g(s)dW (s)]− (ω)[
∫ ∞
t
T (t− s)XU0 g(s)dW (s)], (4.1.50)
for all ω ∈ Ω, t ∈ R.
And for ϑ ∈ [−r, 0], we have
Yt(ω)(ϑ) =
∫ t
−∞
T (t− s)XS0 (ϑ)f(s, Ys(ω))ds−
∫ ∞
t
T (t− s)XU0 (ϑ)f(s, Ys(ω))ds
+ (ω)[
∫ t
−∞
T (t− s)XS0 (ϑ)g(s)dW (s)]− (ω)[
∫ ∞
t
T (t− s)XU0 (ϑ)g(s)dW (s)],
(4.1.51)
which is equivalent to
Yt(ω)(ϑ) =
∫ t+ϑ
−∞
T (t+ ϑ− s)XS0 (0)f(s, Ys(ω))ds−
∫ ∞
t+ϑ
T (t+ ϑ− s)XU0 (0)f(s, Ys(ω))ds
+ (ω)[
∫ t+ϑ
−∞
T (t+ ϑ− s)XS0 (0)g(s)dW (s)]− (ω)[
∫ ∞
t+ϑ
T (t+ ϑ− s)XU0 (0)g(s)dW (s)].
(4.1.52)
We will first give a general theorem which identifies the solution of equation (4.1.50) and
a random periodic solution of stochastic functional differential equation (4.1.1). By this, we
can transfer our existence problem of the random periodic solutions of (4.1.1) to the existence
problem of the solutions of (4.1.50).
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4.2 Main results
First of all, we recall the definition of a tempered random variable from [Arn]:
Definition 4.2.1. A random variable X : Ω → Rd is called tempered with respect to the
dynamical system θ if
lim
t→±∞
1
|t| log|X(θtω)| = 0.
The random variable is called tempered from above (below) if in the above limit, the function
log is replaced by log+ (log−), the positive (negative) part of the function log.
Theorem 4.2.2. Assume Condition (P). If equation (4.1.1) has a unique solution xt(σ, φ, ω)
and the coupled forward-backward infinite horizon stochastic integral equation (4.1.50) has a
solution Y : R × Ω → C such that Yt+τ (ω) = Yt(θτω) for any t ∈ R a.s., then Y is a random
periodic solution of equation (4.1.1), i.e.
xt+τ (t, Yt(ω), ω) = Yt+τ (ω) = Yt(θτω) (4.2.53)
for any t ∈ R a.s.
Conversely, if equation (4.1.1) has a random periodic solution Y : R × Ω → C of period τ ,
the norm of which is tempered from above for each t, then Y is a solution of the coupled
forward-backward infinite horizon stochastic integral equation (4.1.50).
Proof. If equation (4.1.50) has a solution Yt(ω), then for any tˆ ≥ t, we have
Ytˆ(ω) =
∫ tˆ
−∞
T (tˆ− s)XS0 f(s, Ys(ω))ds−
∫ ∞
tˆ
T (tˆ− s)XU0 f(s, Ys(ω))ds
+(ω)[
∫ tˆ
−∞
T (tˆ− s)XS0 g(s)dW (s)]− (ω)[
∫ ∞
tˆ
T (tˆ− s)XU0 g(s)dW (s)]
=
∫ t
−∞
T (tˆ− s)XS0 f(s, Ys(ω))ds−
∫ ∞
t
T (tˆ− s)XU0 f(s, Ys(ω))ds
+(ω)[
∫ t
−∞
T (tˆ− s)XS0 g(s)dW (s)]− (ω)[
∫ ∞
t
T (tˆ− s)XU0 g(s)dW (s)]
+
∫ tˆ
t
T (tˆ− s)XS0 f(s, Ys(ω))ds−
∫ t
tˆ
T (tˆ− s)XU0 f(s, Ys(ω))ds
+(ω)[
∫ tˆ
t
T (tˆ− s)XS0 g(s)dW (s)]− (ω)[
∫ t
tˆ
T (tˆ− s)XU0 g(s)dW (s)]
= T (tˆ− t)Yt(ω) +
∫ tˆ
t
T (tˆ− s)X0f(s, Ys(ω))ds+ (ω)[
∫ tˆ
t
T (tˆ− s)X0g(s)dW (s)].
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Therefore, Ytˆ(ω) is a solution of equation (4.1.1) with the starting point φ = Yt(ω). Then
by the uniqueness of the solution of the initial value problem, we obtain
xtˆ(t, Yt(ω), ω) = Ytˆ(ω).
Thus, it is trivial to obtain (4.2.53).
Conversely, assume equation (4.1.1) has a random periodic solution, the norm of which is
tempered from above.
First note that any non-negative integer m,
Yt(ω) = Yt±mτ (θ∓mτω)
= xt±mτ (t, Yt(θ∓mτω), θ∓mτω)
= T (±mτ)Yt(θ∓mτω) +
∫ t±mτ
t
T (t±mτ − s)X0f(s, xs(t, Yt(θ∓mτω), θ∓mτω))ds
+
∫ t±mτ
t
T (t±mτ − s)X0g(s)dW (s∓mτ).
In particular,
Y Ut (ω)(ϑ) = Y
U
t−mτ (θmτω)(ϑ)
= xUt−mτ (t, Yt(θmτω), θmτω)(ϑ)
= T (−mτ)Y Ut (θmτω)(ϑ)
−
∫ t
t−mτ
T (t−mτ − s)XU0 (ϑ)f(s, xs(t, Yt(θmτω), θmτω))ds
−
∫ t
t−mτ
T (t−mτ − s)XU0 (ϑ)g(s)dW (s+mτ)
= T (−mτ)Y Ut (θmτω)(ϑ)
−
∫ t
t−mτ
T (t−mτ − s)XU0 (ϑ)f(s+mτ, Ys+mτ (ω))ds
−
∫ t
t−mτ
T (t−mτ − s)XU0 (ϑ)g(s+mτ)dW (s+mτ)
= T (−mτ)Y Ut (θmτω)(ϑ)−
∫ t+mτ
t
T (t− s)XU0 (ϑ)f(s, Ys(ω))ds
−
∫ t+mτ
t
T (t− s)XU0 (ϑ)g(s)dW (s).
For the first term of RHS, since
lim
m→∞
1
mτ
log+||Yt(θmτω)|| = 0,
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i.e. ∀  < κ, ∃ N,C > 0, ∀ m > N , s.t. ||Yt(θmτω)|| < Cemτ .
Thus,
|T (−mτ)Y Ut (θmτω)(ϑ)|
≤ ||T (−mτ)Y Ut (θmτω)||
≤ Me−κmτ ||Yt(θmτω)||
< CMe−κmτ · emτ
= CMe−mτ(κ−) → 0
as m→∞.
For the second term, it tends to
∫∞
t T (t− s)XU0 (ϑ)f(s, Ys(ω))ds as m→∞ obviously.
And the last term in L2 sense:
lim
m→∞E[
∫ ∞
t+mτ
T (t− s)XU0 (ϑ)g(s)dW (s)]2
= lim
m→∞E[
∫ ∞
t+mτ
|T (t− s)XU0 (ϑ)g(s)|2ds]
≤ lim
m→∞ ||g||
2
∞
∫ ∞
t+mτ
|T (t− s)XU0 (ϑ)|2ds
≤ lim
m→∞ ||g||
2
∞
∫ ∞
t+mτ
||T (t− s)XU0 ||2ds
≤ lim
m→∞ ||g||
2
∞
∫ ∞
t+mτ
M2e2κ(t−s)ds
= lim
m→∞
M2
2κ
||g||2∞e−2κmτ
= 0.
Thus,
lim
m→∞E[
∫ t+mτ
t
T (t− s)XU0 (ϑ)g(s)dW (s)]2 = E[
∫ ∞
t
T (t− s)XU0 (ϑ)g(s)dW (s)]2.
Therefore,
Y Ut (ω)(ϑ) = −
∫ ∞
t
T (t− s)XU0 (ϑ)f(s, Ys(ω))ds−
∫ ∞
t
T (t− s)XU0 (ϑ)g(s)dW (s)
in L2(P) a.s.
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Similarly,
Y St (ω)(ϑ) = Y
S
t+mτ (θ−mτω)(ϑ)
= xSt+mτ (t, Yt(θ−mτω), θ−mτω)(ϑ)
= T (mτ)Y St (θ−mτω)(ϑ)
+
∫ t+mτ
t
T (t+mτ − s)XS0 (ϑ)f(s, xs(t, Yt(θ−mτω), θ−mτω))ds
+
∫ t+mτ
t
T (t+mτ − s)XS0 (ϑ)g(s)dW (s−mτ)
= T (mτ)Y St (θ−mτω)(ϑ)
+
∫ t+mτ
t
T (t+mτ − s)XS0 (ϑ)f(s−mτ, Ys−mτ (ω))ds
+
∫ t+mτ
t
T (t+mτ − s)XS0 (ϑ)g(s−mτ)dW (s−mτ)
= T (mτ)Y St (θ−mτω)(ϑ) +
∫ t
t−mτ
T (t− s)XS0 (ϑ)f(s, Ys(ω))ds
+
∫ t
t−mτ
T (t− s)XS0 (ϑ)g(s)dW (s).
For the first term of RHS, since
lim
m→∞
1
mτ
log+||Yt(θ−mτω)|| = 0,
i.e. ∀  < κ, ∃ N,C > 0, ∀ m > N , s.t. ||Yt(θ−mτω)|| < Cemτ .
Thus,
|T (mτ)Y St (θ−mτω)(ϑ)|
≤ ||T (mτ)Y St (θ−mτω)||
≤ Me−κmτ ||Yt(θ−mτω)||
< CMe−κmτ · emτ
= CMe−mτ(κ−) → 0
as m→∞.
For the second term, it tends to
∫ t
−∞ T (t− s)XS0 (ϑ)f(s, Ys(ω))ds as m→∞ obviously.
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And the last term in L2 sense:
lim
m→∞E[
∫ t−mτ
−∞
T (t− s)XS0 (ϑ)g(s)dW (s)]2
= lim
m→∞E[
∫ t−mτ
−∞
|T (t− s)XS0 (ϑ)g(s)|2ds]
≤ lim
m→∞ ||g||
2
∞
∫ t−mτ
−∞
|T (t− s)XS0 (ϑ)|2ds
≤ lim
m→∞ ||g||
2
∞
∫ t−mτ
−∞
||T (t− s)XS0 ||2ds
≤ lim
m→∞ ||g||
2
∞
∫ t−mτ
−∞
M2e−2κ(t−s)ds
= lim
m→∞
M2
2κ
||g||2∞e−2κmτ
= 0.
Thus,
lim
m→∞E[
∫ t
t−mτ
T (t− s)XS0 (ϑ)g(s)dW (s)]2 = E[
∫ t
−∞
T (t− s)XS0 (ϑ)g(s)dW (s)]2.
Therefore,
Y St (ω)(ϑ) =
∫ t
−∞
T (t− s)XS0 (ϑ)f(s, Ys(ω))ds+
∫ t
−∞
T (t− s)XS0 (ϑ)g(s)dW (s)
in L2(P) a.s.
Therefore, we have proved that
Yt(ω)(ϑ) = Y
S
t (ω)(ϑ) + Y
U
t (ω)(ϑ),
which means Y is a solution of the coupled forward-backward infinite horizon stochastic integral
equation (4.1.50).
Before we prove the existence of equation (4.1.50), we would like to recall the following
standard notation that we will use later. Recall that C∞p (Rn) is the set of infinitely differentiable
functions f : Rn → R such that f and all its partial derivatives have polynomial growth. Let
S be the class of smooth random variables F that is F = f(W (h1), ...,W (hn)) with n ∈ N,
h1, ..., hn ∈ L2([0, T ]) and f ∈ C∞p (Rn). The Malliavin derivatives operator of a smooth random
variable F is the stochastic process {DtF, t ∈ [0, T ]} defined by [Nu.1]:
DtF =
n∑
i=1
∂f
∂xi
(W (h1), ...,W (hn))hi(t).
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We will denote D1,2 the domain of D in L2(Ω), i.e. D1,2 is the closure of S with respect to the
norm
||F ||21,2 = E|F |2 + E||DtF ||2L2([0,T ]).
Denote C0([0, T ], C0([−r, 0],L2(Ω))) the set of continuous functions ft(ϑ)(ω) with the norm
||f ||2 = sup
t∈[0,T ]
sup
ϑ∈[−r,0]
E|ft(ϑ)|2 <∞.
Now recall the Generalized Arzela-Ascoli Lemma which we will use later.
Theorem 4.2.3 (Generalized Arzela-Ascoli Lemma [Ke]). Let X be a compact Hausdorff space
and Y a metric space. Then a subset S is relatively compact in C(X,Y ) if and only if it is
equicontinuous and pointwise relatively compact, by which we mean for each x ∈ X, the set
Sx = {f(x), f ∈ S} is relatively compact in Y .
Theorem 4.2.4. Consider a sequence (vn)n∈N of C([0, τ ], C([−r, 0],L2(Ω))). Suppose that
1. (vn)t(ϑ)(·) ∈ D1,2 and sup
n∈N
sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
||(vn)t(ϑ)(·)||21,2 <∞,
where ||(vn)t(ϑ)(·)||21,2 := E|(vn)t(ϑ)(ω)|2 + E
∫
R |Dγ((vn)t(ϑ)(ω))|2dγ.
2. For any ϑ1, ϑ2 ∈ [−r, 0], and t1, t2 ∈ [0, τ ], we have
sup
n∈N
E|(vn)t1(ϑ1)− (vn)t2(ϑ2)|2 → 0
uniformly when |ϑ1 − ϑ2| → 0 and |t1 − t2| → 0.
3. (a) For any t ∈ [0, τ ], ϑ ∈ [−r, 0], γ ∈ R and δ ∈ R, we have
sup
n∈N
E
∫
R
|Dγ+δ((vn)t(ϑ))−Dγ((vn)t(ϑ))|2dγ → 0
uniformly when |δ| → 0.
(b) For any  > 0, there exists −∞ < a < b < +∞ such that
sup
n∈N
sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
E
∫
R\[a,b]
|Dγ((vn)t(ϑ))|2dγ < .
Then (vn)n∈N is relatively compact in C([0, τ ], C([−r, 0],L2(Ω))).
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Proof. First, it is obvious that hypothesis 2 contributes to the uniform equicontinuity in L2(Ω)-
norm.
Next, we define for each t ∈ [0, τ ], ϑ ∈ [−r, 0],
Vt,ϑ := {(vn)t(ϑ)(ω), vn ∈ (vn)n∈N}.
Claim that Vt,ϑ is relatively compact in L
2(Ω).
To achieve this, develop vn in Wiener chaos by Theorem 1.1 in [Øk],
(vn)t(ϑ)(ω) =
∞∑
m=0
Im((f
m
n )t(ϑ)(·))(ω),
where (fmn )t(ϑ)(·) are symmetric elements of L2(Rm) for each m ≥ 0 and each t ∈ [0, τ ],
ϑ ∈ [−r, 0].
Using the same argument in the proof of Theorem 1 in [B-S], the relative compactness of
{vn} reduces to the relative compactness of {fmn } for each fixed m ∈ N.
When m = 0, (f0n)t(ϑ) = E((vn)t(ϑ)).
For any t ∈ [0, τ ], and ϑ ∈ [−r, 0], hypothesis 1 implies the uniform boundedness of f0n,
i.e.
sup
n∈N
sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
|(f0n)t(ϑ)|2 = sup
n∈N
sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
|E((vn)t(ϑ))|2
≤ sup
n∈N
sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
E|(vn)t(ϑ)|2
≤ sup
n∈N
sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
||(vn)t(ϑ)||21,2
< ∞.
Besides, applying with Jensen’s inequality, hypothesis 2 gives the uniform equicontinuity of
f0n, i.e. for any ϑ1, ϑ2 ∈ [−r, 0], and t1, t2 ∈ [0, τ ], we have
sup
n∈N
|(f0n)t1(ϑ1)− (f0n)t2(ϑ2)|2 = sup
n∈N
|E((vn)t1(ϑ1))− E((vn)t2(ϑ2))|2
≤ sup
n∈N
E|(vn)t1(ϑ1)− (vn)t2(ϑ2)|2 → 0
uniformly when |ϑ1 − ϑ2| → 0 and |t1 − t2| → 0.
58
4.2. MAIN RESULTS
So {f0n}∞n=1 is relatively compact in C([0, τ ], C[−r, 0]) according to classical Arzela-Ascoli
lemma.
Using the similar argument as in the proof of Theorem 2 in [B-S], for each m ≥ 1 with
Theorem 2.32 in [A-F].
Claim that {(fmn )t(ϑ)(·)}n∈N is relatively compact in L2(Rm) for each fixed t ∈ [0, τ ], and
ϑ ∈ [−r, 0].
Actually, let h = (h1, ..., hm) ∈ Rm, it holds
sup
n∈N
||τhfmn − fmn ||2L2(Rm)
= sup
n∈N
||(fmn )t(ϑ)(t1 + h1, t2 + h2, ..., tm + hm)− (fmn )t(ϑ)(t1, t2, ..., tm)||2L2(Rm)
≤ sup
n∈N
C
m∑
i=1
∫
R
||(fmn )t(ϑ)(..., ti + hi, ...)− (fmn )t(ϑ)(..., ti, ...)||2L2(Rm−1)dti
≤ sup
n∈N
Cm
∫
R
||(fmn )t(ϑ)(γ + δ, ...)− (fmn )t(ϑ)(γ, ...)||2L2(Rm−1)dγ
= sup
n∈N
Cm
(m− 1)!
∫
R
E|Im−1((fmn )t(ϑ)(γ + δ, ...)− (fmn )t(ϑ)(γ, ...))|2dγ
≤ sup
n∈N
C
m!
∫
R
∑
m≥1
E|mIm−1((fmn )t(ϑ)(γ + δ, ...)− (fmn )t(ϑ)(γ, ...))|2dγ
= sup
n∈N
C
m!
∫
R
E|
∑
m≥1
mIm−1((fmn )t(ϑ)(γ + δ, ...)− (fmn )t(ϑ)(γ, ...))|2dγ
= sup
n∈N
C
m!
∫
R
E|Dγ+δ((vn)t(ϑ))−Dγ((vn)t(ϑ))|2dγ
= sup
n∈N
C
m!
E
∫
R
|Dγ+δ((vn)t(ϑ))−Dγ((vn)t(ϑ))|2dγ → 0
uniformly when |δ| → 0 (i.e. h→ 0).
Here δ is the hi which makes ||(fmn )t(ϑ)(γ + δ, ...)− (fmn )t(ϑ)(γ, ...)||2L2(Rm−1) to be the biggest
one. C is a constant only depending on m.
Moreover, for any G ⊂ Rm, and letting G1 to be internal generated by taking the intersection
of G and span {(1, 0, ..., 0)}, then we have∫
Rm\G¯
|(fmn )t(ϑ)(t1, ..., tm)|2dt1 · · · dtm
≤ C
∫
R\G¯1
||(fmn )t(ϑ)(γ, t2, ..., tm)||2L2(Rm−1)dγ
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=
C
m!
∫
R\G¯1
E|
∑
m≥1
mIm−1((fmn )t(ϑ)(γ, ·))|2dγ
=
C
m!
∫
R\G¯1
E|Dγ((vn)t(ϑ))|2dγ
<
C
m!
.
By now it has been showed that {(fmn )t(ϑ)(·)}n∈N is relatively compact in L2(Rm) for each
finite m, and fixed t ∈ [0, τ ], ϑ ∈ [−r, 0], which is equivalent to Vt,ϑ is relative compact in
L2(Ω), or (vn)n∈N is pointwise relatively compact.
Now applying with generalized Arzela-Ascoli lemma, we conclude that {vn}∞n=1 is relatively
compact in C([0, τ ], C([−r, 0],L2(Ω))).
Recall the definition of Fre´chet derivative.
Definition 4.2.5 (Fre´chet derivative [H-P]). Let V and W be Banach spaces, and U ⊂ V be
an open subset of V . A function f : U → W is called Fre´chet differentiable at x ∈ U if there
exists a bounded linear operator Ax : V →W such that
lim
h→0
||f(x+ h)− f(x)−Ax(h)||W
||h||V = 0.
If the limit exists, we write ∇f(x) = Ax and call it the Fre´chet derivative of f at x.
We denote that for f : R× C → Rd,
||∇f ||2∞ := sup
t∈R
u∈C
||∇f(t, u)||2L(Rd),
||∇f(t, u)||L(Rd) := sup
h∈C
|∇f(t, u)(h)|.
We also need the following generalized Schauder’s fixed point theorem [F-Z-Z] and the lemma
[F-W-Z] to prove our theorem.
Theorem 4.2.6 (Generalized Schauder’s fixed point theorem). Let B be a Banach space, S be
a convex subset of B. Assume a map M : B → B is continuous and M(S) ⊂ S is relatively
compact in B. Then M has a fixed point in B.
Lemma 4.2.7. Suppose that F (·) ∈ D1,2, then for all t ∈ R, F (θt·) ∈ D1,2, and
‖F (θt·)‖1,2 = ‖F (·)‖1,2.
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Theorem 4.2.8. Let f : R × C → Rd, g : R → L(Rn,Rd) be continuous maps, globally
bounded. The Fre´chet derivative ∇f be globally bounded. And f , g also satisfy condition (P).
Moreover, there exists a constant L1 > 0 such that |g(t1) − g(t2)|2 ≤ L1|t1 − t2|. Then there
exists at least one B(R) ⊗ F-measurable map Y : R × Ω → C satisfying equation (4.1.50) and
Yt+τ (ω) = Yt(θτω) for any t ∈ R and ω ∈ Ω.
Proof. Firstly, define the B(R)⊗F-measurable map Yˆ : R× Ω→ C by
Yˆt(ω) = (ω)[
∫ t
−∞
T (t− s)XS0 g(s)dW (s)]− (ω)[
∫ ∞
t
T (t− s)XU0 g(s)dW (s)], (4.2.54)
and for ϑ ∈ [−r, 0], we have
Yˆt(ω)(ϑ) = (ω)[
∫ t
−∞
T (t− s)XS0 (ϑ)g(s)dW (s)]− (ω)[
∫ ∞
t
T (t− s)XU0 (ϑ)g(s)dW (s)], (4.2.55)
or equivalently,
Yˆt(ω)(ϑ) = (ω)[
∫ t+ϑ
−∞
T (t+ ϑ− s)XS0 (0)g(s)dW (s)]− (ω)[
∫ ∞
t+ϑ
T (t+ ϑ− s)XU0 (0)g(s)dW (s)].
(4.2.56)
Then we have
Yˆt(θτω) = (θτω)[
∫ t
−∞
T (t− s)XS0 g(s)dW (s)]− (θτω)[
∫ ∞
t
T (t− s)XU0 g(s)dW (s)]
= (ω)[
∫ t+τ
−∞
T (t+ τ − s)XS0 g(s)dW (s)]− (ω)[
∫ ∞
t+τ
T (t+ τ − s)XU0 g(s)dW (s)]
= Yˆt+τ (ω).
Secondly, we need to solve the equation
Zt(ω) =
∫ t
−∞
T (t−s)XS0 f(s, Zs(ω)+Yˆs(ω))ds−
∫ ∞
t
T (t−s)XU0 f(s, Zs(ω)+Yˆs(ω))ds, (4.2.57)
and for ϑ ∈ [−r, 0], we have
Zt(ω)(ϑ) =
∫ t
−∞
T (t−s)XS0 (ϑ)f(s, Zs(ω)+Yˆs(ω))ds−
∫ ∞
t
T (t−s)XU0 (ϑ)f(s, Zs(ω)+Yˆs(ω))ds,
(4.2.58)
or equivalently,
Zt(ω)(ϑ) =
∫ t+ϑ
−∞
T (t+ϑ−s)XS0 (0)f(s, Zs(ω)+Yˆs(ω))ds−
∫ ∞
t+ϑ
T (t+ϑ−s)XU0 (0)f(s, Zs(ω)+Yˆs(ω))ds.
(4.2.59)
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We will do this in the following steps:
Step 1: Define
Cτ (R, C([−r, 0],L2(Ω))) := {f ∈ C(R, C([−r, 0],L2(Ω))) : for any t ∈ R, ft+τ (·)(ω) = ft(·)(θτω)}.
For any Z ∈ Cτ (R, C([−r, 0],L2(Ω))), define
M(Zt) =
∫ t
−∞
T (t− s)XS0 f(s, Zs + Yˆs)ds−
∫ ∞
t
T (t− s)XU0 f(s, Zs + Yˆs)ds, (4.2.60)
and for ϑ ∈ [−r, 0],
M(Zt)(ϑ) =
∫ t
−∞
T (t− s)XS0 (ϑ)f(s, Zs + Yˆs)ds−
∫ ∞
t
T (t− s)XU0 (ϑ)f(s, Zs + Yˆs)ds, (4.2.61)
or equivalently,
M(Zt)(ϑ) =
∫ t+ϑ
−∞
T (t+ ϑ− s)XS0 (0)f(s, Zs + Yˆs)ds−
∫ ∞
t+ϑ
T (t+ ϑ− s)XU0 (0)f(s, Zs + Yˆs)ds.
(4.2.62)
Now prove M maps Cτ (R, C([−r, 0],L2(Ω))) to itself.
Firstly M(Zt)(ϑ) is continuous w.r.t. t and ϑ.
Taking a fixed t ∈ R, for any ϑ1, ϑ2 ∈ [−r, 0], and ϑ1 ≤ ϑ2, from (4.2.62) we have
E|M(Zt)(ϑ1)−M(Zt)(ϑ2)|2
= E|(
∫ t+ϑ1
−∞
T (t+ ϑ1 − s)XS0 (0)f(s, Zs + Yˆs)ds−
∫ ∞
t+ϑ1
T (t+ ϑ1 − s)XU0 (0)f(s, Zs + Yˆs)ds)
−(
∫ t+ϑ2
−∞
T (t+ ϑ2 − s)XS0 (0)f(s, Zs + Yˆs)ds−
∫ ∞
t+ϑ2
T (t+ ϑ2 − s)XU0 (0)f(s, Zs + Yˆs)ds)|2
= E|
∫ t+ϑ1
−∞
[T (t+ ϑ1 − s)− T (t+ ϑ2 − s)]XS0 (0)f(s, Zs + Yˆs)ds
−
∫ t+ϑ2
t+ϑ1
T (t+ ϑ2 − s)XS0 (0)f(s, Zs + Yˆs)ds
+
∫ ∞
t+ϑ2
[T (t+ ϑ2 − s)− T (t+ ϑ1 − s)]XU0 (0)f(s, Zs + Yˆs)ds
−
∫ t+ϑ2
t+ϑ1
T (t+ ϑ1 − s)XU0 (0)f(s, Zs + Yˆs)ds|2
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≤ 4E|
∫ t+ϑ1
−∞
[T (t+ ϑ1 − s)(I − T (ϑ2 − ϑ1)]XS0 (0)f(s, Zs + Yˆs)ds|2
+4E|
∫ t+ϑ2
t+ϑ1
T (t+ ϑ2 − s)XS0 (0)f(s, Zs + Yˆs)ds|2
+4E|
∫ ∞
t+ϑ2
[T (t+ ϑ2 − s)(I − T (ϑ1 − ϑ2)]XU0 (0)f(s, Zs + Yˆs)ds|2
+4E|
∫ t+ϑ2
t+ϑ1
T (t+ ϑ1 − s)XU0 (0)f(s, Zs + Yˆs)ds|2
≤ 4E( ∫ t+ϑ1
−∞
|T (t+ ϑ1 − s)(I − T (ϑ2 − ϑ1)]XS0 (0)|ds
·
∫ t+ϑ1
−∞
|T (t+ ϑ1 − s)(I − T (ϑ2 − ϑ1)]XS0 (0)||f(s, Zs + Yˆs)|2ds
)
+4||f ||2∞(ϑ2 − ϑ1)
∫ t+ϑ2
t+ϑ1
|T (t+ ϑ2 − s)XS0 (0)|2ds
+4E
( ∫ ∞
t+ϑ2
|T (t+ ϑ2 − s)(I − T (ϑ1 − ϑ2)]XU0 (0)|ds
·
∫ ∞
t+ϑ2
|T (t+ ϑ2 − s)(I − T (ϑ1 − ϑ2)]XU0 (0)||f(s, Zs + Yˆs)|2ds
)
+4||f ||2∞(ϑ2 − ϑ1)
∫ t+ϑ2
t+ϑ1
|T (t+ ϑ1 − s)XU0 (0)|2ds
≤ 4||I − T (ϑ2 − ϑ1)||2||f ||2∞
( ∫ t+ϑ1
−∞
Me−κ(t+ϑ1−s)
)2
+4||f ||2∞|ϑ2 − ϑ1|
∫ t+ϑ2
t+ϑ1
M2e−2κ(t+ϑ2−s)ds
+4||I − T (ϑ1 − ϑ2)||2||f ||2∞
( ∫ ∞
t+ϑ2
Meκ(t+ϑ2−s)
)2
+4||f ||2∞|ϑ2 − ϑ1|
∫ t+ϑ2
t+ϑ1
M2e2κ(t+ϑ1−s)ds
≤ 4M
2
κ2
||f ||2∞||I − T (ϑ2 − ϑ1)||2 + 4M2||f ||2∞|ϑ2 − ϑ1|2
+
4M2
κ2
||f ||2∞||I − T (ϑ1 − ϑ2)||2 + 4M2||f ||2∞|ϑ2 − ϑ1|2
≤ 4M
2
κ2
||f ||2∞
[||I − T (ϑ2 − ϑ1)||2 + ||I − T (ϑ1 − ϑ2)||2]+ 8M2||f ||2∞|ϑ2 − ϑ1|2
→ 0
uniformly when |ϑ1 − ϑ2| → 0, i.e. M(Zt)(ϑ) is continuous w.r.t. ϑ.
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Taking any t1, t2 ∈ R with t1 ≤ t2, and for any ϑ ∈ [−r, 0], from (4.2.61) we have
E|M(Zt1)(ϑ)−M(Zt2)(ϑ)|2
= E|(
∫ t1
−∞
T (t− s)XS0 (ϑ)f(s, Zs + Yˆs)ds−
∫ ∞
t1
T (t− s)XU0 (ϑ)f(s, Zs + Yˆs)ds)
−(
∫ t2
−∞
T (t− s)XS0 (ϑ)f(s, Zs + Yˆs)ds−
∫ ∞
t2
T (t− s)XU0 (ϑ)f(s, Zs + Yˆs)ds)|2
= E|(
∫ t1
−∞
T (t1 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds−
∫ t2
−∞
T (t2 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds)
+(
∫ ∞
t2
T (t2 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds−
∫ ∞
t1
T (t1 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds)|2
≤ 2E|
∫ t1
−∞
T (t1 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds−
∫ t2
−∞
T (t2 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds|2
+2E|
∫ ∞
t2
T (t2 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds−
∫ ∞
t1
T (t1 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds|2.
For the first term, we have
2E|
∫ t1
−∞
T (t1 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds−
∫ t2
−∞
T (t2 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds|2
= 2E|
∫ t1
−∞
(T (t1 − s)− T (t2 − s))XS0 (ϑ)f(s, Zs + Yˆs)ds+
∫ t2
t1
T (t2 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds|2
≤ 4E|
∫ t1
−∞
(T (t1 − s)− T (t2 − s))XS0 (ϑ)f(s, Zs + Yˆs)ds|2
+4E|
∫ t2
t1
T (t2 − s)XS0 (ϑ)f(s, Zs + Yˆs)ds|2
≤ 4E[
∫ t1
−∞
|(T (t1 − s)− T (t2 − s))XS0 (ϑ)|ds
∫ t1
−∞
|(T (t1 − s)− T (t2 − s))XS0 (ϑ)||f(s, Zs + Yˆs)|2ds]
+4E[
∫ t2
t1
|T (t2 − s)XS0 (ϑ)|2|f(s, Zs + Yˆs)|2ds
∫ t2
t1
1ds]
≤ 4||f ||2∞[
∫ t1
−∞
|(T (t1 − s)− T (t2 − s))XS0 (ϑ)|ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
|T (t2 − s)XS0 (ϑ)|2ds
= 4||f ||2∞[
∫ t1
−∞
|(T (t1 − s)XS0 (ϑ)|||I − T (t2 − t1)||ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
|T (t2 − s)XS0 (ϑ)|2ds
≤ 4||f ||2∞||I − T (t2 − t1)||2[
∫ t1
−∞
||(T (t1 − s)XS0 ||ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
||T (t2 − s)XS0 ||2ds
≤ 4||f ||2∞||I − T (t2 − t1)||2[
∫ t1
−∞
Me−κ(t1−s)ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
M2e−2κ(t2−s)ds
= 4||f ||2∞||I − T (t2 − t1)||2[
M
κ
]2 + 4||f ||2∞(t2 − t1)[
M2
2κ
(1− e−2κ(t2−t1))]
≤ 4||f ||2∞||I − T (t2 − t1)||2
M2
κ2
+ 4||f ||2∞(t2 − t1)
M2
2κ
≤ 4M
2
κ2
||f ||2∞||I − T (t2 − t1)||2 +
2M2
κ
||f ||2∞(t2 − t1).
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By a similar argument for the second part, we also have
2E|
∫ ∞
t2
T (t2 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds−
∫ ∞
t1
T (t1 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds|2
= 2E|
∫ ∞
t2
(T (t2 − s)− T (t1 − s))XU0 (ϑ)f(s, Zs + Yˆs)ds+
∫ t2
t1
T (t1 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds|2
≤ 4E|
∫ ∞
t2
(T (t2 − s)− T (t1 − s))XU0 (ϑ)f(s, Zs + Yˆs)ds|2
+4E|
∫ t2
t1
T (t1 − s)XU0 (ϑ)f(s, Zs + Yˆs)ds|2
≤ 4E[
∫ ∞
t2
|(T (t2 − s)− T (t1 − s))XU0 (ϑ)|ds
∫ ∞
t2
|(T (t2 − s)− T (t1 − s))XU0 (ϑ)||f(s, Zs + Yˆs)|2ds]
+4E[
∫ t2
t1
|T (t1 − s)XU0 (ϑ)|2|f(s, Zs + Yˆs)|2ds
∫ t2
t1
1ds]
≤ 4||f ||2∞[
∫ ∞
t2
|(T (t2 − s)− T (t1 − s))XU0 (ϑ)|ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
|T (t1 − s)XU0 (ϑ)|2ds
= 4||f ||2∞[
∫ ∞
t2
|(T (t2 − s)XU0 (ϑ)|||I − T (t1 − t2)||ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
|T (t1 − s)XU0 (ϑ)|2ds
≤ 4||f ||2∞||I − T (t1 − t2)||2[
∫ ∞
t2
||(T (t2 − s)XU0 ||ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
||T (t1 − s)XU0 ||2ds
≤ 4||f ||2∞||I − T (t1 − t2)||2[
∫ ∞
t2
Meκ(t2−s)ds]2 + 4||f ||2∞(t2 − t1)
∫ t2
t1
M2e2κ(t1−s)ds
= 4||f ||2∞||I − T (t1 − t2)||2[
M
κ
]2 + 4||f ||2∞(t2 − t1)[
M2
2κ
(1− e2κ(t1−t2))]
≤ 4||f ||2∞||I − T (t1 − t2)||2[
M
κ
]2 + 4||f ||2∞(t2 − t1)
M2
2κ
≤ 4M
2
κ2
||f ||2∞||I − T (t1 − t2)||2 +
2M2
κ
||f ||2∞(t2 − t1).
Therefore, by combining the two parts, we have
E|M(Zt1)(ϑ)−M(Zt2)(ϑ)|2
≤ 4M
2
κ2
||f ||2∞
(|I − T (t2 − t1)|2 + |I − T (t1 − t2)|2)+ 4M2
κ
||f ||2∞(t2 − t1)
→ 0
uniformly when |t1 − t2| → 0, i.e. M(Zt)(ϑ) is continuous w.r.t. t.
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Secondly,
sup
t∈R
sup
ϑ∈[−r,0]
E|M(Zt)(ϑ)|2
= sup
t∈R
sup
ϑ∈[−r,0]
E
[ ∫ t
−∞
T (t− s)XS0 (ϑ)f(s, Zs + Yˆs)ds
+
∫ ∞
t
T (t− s)XU0 (ϑ)f(s, Zs + Yˆs)ds
]2
≤ sup
t∈R
sup
ϑ∈[−r,0]
2E|
∫ t
−∞
T (t− s)XS0 (ϑ)f(s, Zs + Yˆs)ds|2
+ sup
t∈R
sup
ϑ∈[−r,0]
2E|
∫ ∞
t
T (t− s)XU0 (ϑ)f(s, Zs + Yˆs)ds|2
≤ sup
t∈R
sup
ϑ∈[−r,0]
2||f ||2∞
(| ∫ t
−∞
|T (t− s)XS0 (ϑ)|ds|2 + |
∫ ∞
t
|T (t− s)XU0 (ϑ)|ds|2
)
≤ sup
t∈R
2||f ||2∞
(|∫ t
−∞
||T (t− s)XS0 ||ds|2 + |
∫ ∞
t
||T (t− s)XU0 ||ds|2
)
≤ sup
t∈R
2||f ||2∞
(|∫ t
−∞
Me−κ(t−s)ds|2 + |
∫ ∞
t
Meκ(t−s)ds|2)
= 2||f ||2∞
(|M
κ
|2 + |M
κ
|2)
=
4M2
κ2
||f ||2∞
< ∞.
Thirdly,
M(Zt)(θτω)
=
∫ t
−∞
T (t− s)XS0 f(s, Zs(θτω) + Yˆs(θτω))ds−
∫ ∞
t
T (t− s)XU0 f(s, Zs(θτω) + Yˆs(θτω))ds
=
∫ t
−∞
T (t− s)XS0 f(s+ τ, Zs+τ (ω) + Yˆs+τ (ω))ds−
∫ ∞
t
T (t− s)XU0 f(s+ τ, Zs+τ (ω) + Yˆs+τ (ω))ds
=
∫ t+τ
−∞
T (t+ τ − s)XS0 f(s, Zs(ω) + Yˆs(ω))ds−
∫ ∞
t+τ
T (t+ τ − s)XU0 f(s, Zs(ω) + Yˆs(ω))ds
= M(Zt+τ )(ω).
Therefore, we can see M maps Cτ (R, C([−r, 0],L2(Ω))) to itself.
Step 2: To see the continuity of the mapM : Cτ (R, C([−r, 0],L2(Ω)))→ Cτ (R, C([−r, 0],L2(Ω))).
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Consider Z1, Z2 ∈ Cτ (R, C([−r, 0],L2(Ω))),
sup
t∈R
sup
ϑ∈[−r,0]
E|M(Z1t)(ϑ)−M(Z2t)(ϑ)|2
= sup
t∈R
sup
ϑ∈[−r,0]
E|
∫ t
−∞
T (t− s)XS0 (ϑ)f(s, Z1s + Yˆs)ds−
∫ t
−∞
T (t− s)XS0 (ϑ)f(s, Z2s + Yˆs)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)f(s, Z1s + Yˆs)ds+
∫ ∞
t
T (t− s)XU0 (ϑ)f(s, Z2s + Yˆs)ds|2
≤ sup
t∈R
sup
ϑ∈[−r,0]
2E|
∫ t
−∞
T (t− s)XS0 (ϑ)(f(s, Z1s + Yˆs)− f(s, Z2s + Yˆs))ds|2
+ sup
t∈R
sup
ϑ∈[−r,0]
2E|
∫ ∞
t
T (t− s)XU0 (ϑ)(f(s, Z1s + Yˆs)− f(s, Z2s + Yˆs))ds|2
≤ sup
t∈R
sup
ϑ∈[−r,0]
2||f ||2∞E[
∫ t
−∞
|T (t− s)XS0 (ϑ)|ds
∫ t
−∞
|T (t− s)XS0 (ϑ)| · ||Z1s − Z2s||2ds]
+ sup
t∈R
sup
ϑ∈[−r,0]
2||f ||2∞E|
∫ ∞
t
|T (t− s)XU0 (ϑ)|ds
∫ ∞
t
|T (t− s)XU0 (ϑ)| · ||Z1s − Z2s||2ds]
≤ sup
t∈R
2||f ||2∞ sup
s∈R
E||Z1s − Z2s||2
(
[
∫ t
−∞
||T (t− s)XS0 ||ds]2 + [
∫ ∞
t
||T (t− s)XU0 ||ds]2
)
≤ sup
t∈R
2||f ||2∞ sup
s∈R
E||Z1s − Z2s||2
(
[
∫ t
−∞
Me−κ(t−s)ds]2 + [
∫ ∞
t
Meκ(t−s)ds]2
)
= 2||f ||2∞ sup
s∈R
E||Z1s − Z2s||2
(
[
M
κ
]2 + [
M
κ
]2
)
=
4M2
κ2
||f ||2∞ sup
s∈R
E||Z1s − Z2s||2
=
4M2
κ2
||f ||2∞ sup
t∈R
sup
ϑ∈[−r,0]
E|Z1t(ϑ)− Z2t(ϑ)|2.
That is to say, M : Cτ (R, C([−r, 0],L2(Ω)))→ Cτ (R, C([−r, 0],L2(Ω))) is continuous.
Step 3: Now let us define a subset of Cτ (R, C([−r, 0],L2(Ω))) as follows:
Cτ,α(R, C([−r, 0],D1,2))
:=
{
f ∈ Cτ (R, C([−r, 0],L2(Ω))) : f |[0,τ ] ∈ C([0, τ ], C([−r, 0],D1,2)), r < τ,
i.e. ||f ||2 = sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
||ft(ϑ)||21,2 < +∞;
and for any t ∈ [0, τ ], ϑ ∈ [−r, 0], γ ∈ R, and δ ∈ R,
E
∫
R
|Dγft(ϑ)|2dγ ≤ αt,
sup
t∈[0,τ ]
sup
ϑ∈[−r,0]
E
∫
R
|Dγ+δft(ϑ)−Dγft(ϑ)|2dγ → 0 uniformly when |δ| → 0.
}
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Here Dγft(ϑ) is the Malliavin derivative of ft(ϑ), and αt is the solution of integral equation
(see [P-M])
αt = A1 sup
ζ∈[−r,0]
∫ τ
0
e−β|t−s|αs(ζ)ds+B1, (4.2.63)
where
A1 =
10M2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1),
B1 =
5M4
2κ2
(1 +
1
κ
)||∇f ||2∞||g||2∞,
β = κ.
This is a convex set.
We will first prove that M maps Cτ,α(R, C([−r, 0],D1,2)) to itself.
By Lemma 2.4.1, the Malliavin derivative of Yˆt(ω)(·) can be calculated as:
Dγ(Yˆt(ω)(·)) =

T (t− γ)XS0 (·)g(γ), if γ ≤ t,
−T (t− γ)XU0 (·)g(γ), if γ > t,
and the Malliavin derivative ofM(Zt)(ω)(ϑ) can be calculated as:
when γ ≤ t and ϑ ∈ [−r, 0],
Dγ(M(Zt)(ω)(ϑ)) =
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ γ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
+
∫ t
γ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds,
when γ > t and ϑ ∈ [−r, 0],
Dγ(M(Zt)(ω)(ϑ)) =
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
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+
∫ γ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
−
∫ ∞
γ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds.
So using Cauchy-Schwarz inequality, we have for any Zt ∈ Cτ,α(R, C([−r, 0],D1,2)), when
t ∈ [0, τ ], ϑ ∈ [−r, 0], and −∞ < γ ≤ t,
E
∫ t
−∞
|Dγ(M(Zt)(ω)(ϑ))|2dγ
= E
∫ t
−∞
|
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ γ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
+
∫ t
γ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds|2dγ
≤ 5E
∫ t
−∞
|
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds|2dγ
+5E
∫ t
−∞
|
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds|2dγ
+5E
∫ t
−∞
|
∫ γ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds|2dγ
+5E
∫ t
−∞
|
∫ t
γ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds|2dγ
+5E
∫ t
−∞
|
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds|2dγ
≤ 5E
∫ t
−∞
∫ t
−∞
|T (t− s)XS0 (ϑ)|||∇f(s, Zs(ω) + Yˆs(ω))||2ds∫ t
−∞
|T (t− s)XS0 (ϑ)||Dγ(Zs(ω)(·))|2dsdγ
+5E
∫ t
−∞
∫ ∞
t
|T (t− s)XU0 (ϑ)|||∇f(s, Zs(ω) + Yˆs(ω))||2ds∫ ∞
t
|T (t− s)XU0 (ϑ)||Dγ(Zs(ω)(·))|2dsdγ
+5E
∫ t
−∞
∫ γ
−∞
|T (t− s)XS0 (ϑ)|2||∇f(s, Zs(ω) + Yˆs(ω))||2ds∫ γ
−∞
|T (s− γ)XU0 (·)|2|g(γ)|2dsdγ
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+5E
∫ t
−∞
∫ t
γ
|T (t− s)XS0 (ϑ)|2||∇f(s, Zs(ω) + Yˆs(ω))||2|T (s− γ)XS0 (·)|2|g(γ)|2dsdγ
+5E
∫ t
−∞
∫ ∞
t
|T (t− s)XU0 (ϑ)|2||∇f(s, Zs(ω) + Yˆs(ω))||2ds
∫ ∞
t
|T (s− γ)XS0 (·)|2|g(γ)|2dsdγ
≤ 5||∇f ||2∞
∫ t
−∞
|T (t− s)XS0 (ϑ)|ds
∫ t
−∞
|T (t− s)XS0 (ϑ)|E
∫ t
−∞
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞
∫ ∞
t
|T (t− s)XU0 (ϑ)|ds
∫ ∞
t
|T (t− s)XU0 (ϑ)|E
∫ t
−∞
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ γ
−∞
|T (t− s)XS0 (ϑ)|2ds
∫ γ
−∞
|T (s− γ)XU0 (·)|2dsdγ
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ t
γ
|T (t− s)XS0 (ϑ)|2|T (s− γ)XS0 (·)|2dsdγ
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ ∞
t
|T (t− s)XU0 (ϑ)|2ds
∫ ∞
t
|T (s− γ)XS0 (·)|2dsdγ
≤ 5||∇f ||2∞
∫ t
−∞
||T (t− s)XS0 ||ds
∫ t
−∞
||T (t− s)XS0 ||E
∫ t
−∞
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞
∫ ∞
t
||T (t− s)XU0 ||ds
∫ ∞
t
||T (t− s)XU0 ||E
∫ t
−∞
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ γ
−∞
||T (t− s)XS0 ||2ds
∫ γ
−∞
||T (s− γ)XU0 ||2dsdγ
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ t
γ
||T (t− s)XS0 ||2||T (s− γ)XS0 ||2dsdγ
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ ∞
t
||T (t− s)XU0 ||2ds
∫ ∞
t
||T (s− γ)XS0 ||2dsdγ
≤ 5||∇f ||2∞
∫ t
−∞
Me−κ(t−s)ds
∫ t
−∞
Me−κ(t−s)E
∫ t
−∞
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞
∫ ∞
t
Meκ(t−s)ds
∫ ∞
t
Meκ(t−s)E
∫ t
−∞
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ γ
−∞
M2e−2κ(t−s)ds
∫ γ
−∞
M2e2κ(s−γ)dsdγ
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ t
γ
M2e−2κ(t−s)M2e−2κ(s−γ)dsdγ
+5||∇f ||2∞||g||2∞
∫ t
−∞
∫ ∞
t
M2e2κ(t−s)ds
∫ ∞
t
M2e−2κ(s−γ)dsdγ
≤ 5M
2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=0
e−κ(t−s+iτ)E
∫ t
−∞
|Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
∞∑
i=1
e−κ(t−s+iτ)E
∫ t
−∞
|Dγ(Zs(θ−iτω)(·))|2dγds
]
+
5M2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=1
eκ(t−s−iτ)E
∫ t
−∞
|Dγ(Zs(θiτω)(·))|2dγds
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+
∫ τ
t
∞∑
i=0
eκ(t−s−iτ)E
∫ t
−∞
|Dγ(Zs(θiτω)(·))|2dγds
]
+
5M4
8κ3
||∇f ||2∞||g||2∞ +
5M4
4κ2
||∇f ||2∞||g||2∞ +
5M4
8κ3
||∇f ||2∞||g||2∞
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(t−s)E
∫ t
−∞
|Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
e−κ(t−s+τ)E
∫ t
−∞
|Dγ(Zs(θ−iτω)(·))|2dγds
]
+
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(s−t+τ)E
∫ t
−∞
|Dγ(Zs(θiτω)(·))|2dγds
+
∫ τ
t
e−κ(s−t)E
∫ t
−∞
|Dγ(Zs(θiτω)(·))|2dγds
]
+
5M4
4κ2
(1 +
1
κ
)||∇f ||2∞||g||2∞
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ t
−∞
|Dγ(Zs(θ−iτω)(·))|2dγds
+
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ t
−∞
|Dγ(Zs(θiτω)(·))|2dγds
+
5M4
4κ2
(1 +
1
κ
)||∇f ||2∞||g||2∞.
By Lemma 4.2.7, we have
E
∫ t
−∞
|Dγ(M(Zt)(ω)(ϑ))|2dγ ≤ 10M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ t
−∞
|Dγ(Zs(·))|2dγds
+
5M4
4κ2
(1 +
1
κ
)||∇f ||2∞||g||2∞.
i.e.
E
∫ t
−∞
|Dγ(M(Zt)(ω)(ϑ))|2dγ ≤ A1
∫ τ
0
e−β|t−s|E
∫ t
−∞
|Dγ(Zs(·))|2dγds+ B1
2
.
When t ∈ [0, τ ], ϑ ∈ [−r, 0], and 0 ≤ t < γ <∞,
E
∫ ∞
t
|Dγ(M(Zt)(ω)(ϑ))|2dγ
= E
∫ ∞
t
|
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
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+
∫ γ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
−
∫ ∞
γ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds|2dγ
≤ 5E
∫ ∞
t
|
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds|2dγ
+5E
∫ ∞
t
|
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds|2dγ
+5E
∫ ∞
t
|
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds|2dγ
+5E
∫ ∞
t
|
∫ γ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds|2dγ
+5E
∫ ∞
t
|
∫ ∞
γ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds|2dγ
≤ 5E
∫ ∞
t
[ ∫ t
−∞
|T (t− s)XS0 (ϑ)|||∇f(s, Zs(ω) + Yˆs(ω))||2ds∫ t
−∞
|T (t− s)XS0 (ϑ)||Dγ(Zs(ω)(·))|2ds
]
dγ
+5E
∫ ∞
t
[ ∫ ∞
t
|T (t− s)XU0 (ϑ)|||∇f(s, Zs(ω) + Yˆs(ω))||2ds∫ ∞
t
|T (t− s)XU0 (ϑ)||Dγ(Zs(ω)(·))|2ds
]
dγ
+5E
∫ ∞
t
[ ∫ t
−∞
|T (t− s)XS0 (ϑ)|2||∇f(s, Zs(ω) + Yˆs(ω))||2ds∫ t
−∞
|T (s− γ)XU0 (·)|2|g(γ)|2ds
]
dγ
+5E
∫ ∞
t
[ ∫ γ
t
|T (t− s)XU0 (ϑ)|2||∇f(s, Zs(ω) + Yˆs(ω))||2
|T (s− γ)XU0 (·)|2|g(γ)|2ds
]
dγ
+5E
∫ ∞
t
[ ∫ ∞
γ
|T (t− s)XU0 (ϑ)|2||∇f(s, Zs(ω) + Yˆs(ω))||2ds∫ ∞
γ
|T (s− γ)XS0 (·)|2|g(γ)|2ds
]
dγ
≤ 5||∇f ||2∞
∫ t
−∞
|T (t− s)XS0 (ϑ)|ds
∫ t
−∞
|T (t− s)XS0 (ϑ)|E
∫ ∞
t
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞
∫ ∞
t
|T (t− s)XU0 (ϑ)|ds
∫ ∞
t
|T (t− s)XU0 (ϑ)|E
∫ ∞
t
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ t
−∞
|T (t− s)XS0 (ϑ)|2ds
∫ t
−∞
|T (s− γ)XU0 (·)|2ds
]
dγ
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ
t
|T (t− s)XU0 (ϑ)|2|T (s− γ)XU0 (·)|2ds
]
dγ
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ ∞
γ
|T (t− s)XU0 (ϑ)|2ds
∫ ∞
γ
|T (s− γ)XS0 (·)|2ds
]
dγ
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≤ 5||∇f ||2∞
∫ t
−∞
||T (t− s)XS0 ||ds
∫ t
−∞
||T (t− s)XS0 ||E
∫ ∞
t
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞
∫ ∞
t
||T (t− s)XU0 ||ds
∫ ∞
t
||T (t− s)XU0 ||E
∫ ∞
t
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ t
−∞
||T (t− s)XS0 ||2ds
∫ t
−∞
||T (s− γ)XU0 ||2ds
]
dγ
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ
t
||T (t− s)XU0 ||2||T (s− γ)XU0 ||2ds
]
dγ
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ ∞
γ
||T (t− s)XU0 ||2ds
∫ ∞
γ
||T (s− γ)XS0 ||2ds
]
dγ
≤ 5||∇f ||2∞
∫ t
−∞
Me−κ(t−s)ds
∫ t
−∞
Me−κ(t−s)E
∫ ∞
t
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞
∫ ∞
t
Meκ(t−s)ds
∫ ∞
t
Meκ(t−s)E
∫ ∞
t
|Dγ(Zs(ω)(·))|2dγds
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ t
−∞
M2e−2κ(t−s)ds
∫ t
−∞
M2e2κ(s−γ)ds
]
dγ
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ
t
M2e2κ(t−s)M2e2κ(s−γ)ds
]
dγ
+5||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ ∞
γ
M2e2κ(t−s)ds
∫ ∞
γ
M2e−2κ(s−γ)ds
]
dγ
≤ 5M
2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=0
e−κ(t−s+iτ)E
∫ ∞
t
|Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
∞∑
i=1
e−κ(t−s+iτ)E
∫ ∞
t
|Dγ(Zs(θ−iτω)(·))|2dγds
]
+
5M2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=1
eκ(t−s−iτ)E
∫ ∞
t
|Dγ(Zs(θiτω)(·))|2dγds
+
∫ τ
t
∞∑
i=0
eκ(t−s−iτ)E
∫ ∞
t
|Dγ(Zs(θiτω)(·))|2dγds
]
+
5M4
8κ3
||∇f ||2∞||g||2∞ +
5M4
4κ2
||∇f ||2∞||g||2∞ +
5M4
8κ3
||∇f ||2∞||g||2∞
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(t−s)E
∫ ∞
t
|Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
e−κ(t−s+τ)E
∫ ∞
t
|Dγ(Zs(θ−iτω)(·))|2dγds
]
+
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(s−t+τ)E
∫ ∞
t
|Dγ(Zs(θiτω)(·))|2dγds
+
∫ τ
t
e−κ(s−t)E
∫ ∞
t
|Dγ(Zs(θiτω)(·))|2dγds
]
+
5M4
4κ2
(1 +
1
κ
)||∇f ||2∞||g||2∞
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≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ ∞
t
|Dγ(Zs(θ−iτω)(·))|2dγds
+
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ ∞
t
|Dγ(Zs(θiτω)(·))|2dγds
+
5M4
4κ2
(1 +
1
κ
)||∇f ||2∞||g||2∞
≤ 10M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ ∞
t
|Dγ(Zs(·))|2dγds
+
5M4
4κ2
(1 +
1
κ
)||∇f ||2∞||g||2∞.
i.e.
E
∫ t
−∞
|Dγ(M(Zt)(ω)(ϑ))|2dγ ≤ A1
∫ τ
0
e−β|t−s|E
∫ ∞
t
|Dγ(Zs(·))|2dγds+ B1
2
.
Therefore, for any t ∈ [0, τ ], ϑ ∈ [−r, 0], and γ ∈ R, we have
E
∫
R
|Dγ(M(Zt)(ω)(ϑ))|2dγ ≤ A1
∫ τ
0
e−β|t−s|E
∫
R
|Dγ(Zs(·))|2dγds+B1
≤ A1 sup
ζ∈[−r,0]
∫ τ
0
e−β|t−s|E
∫
R
|Dγ(Zs(ζ))|2dγds+B1,
i.e.
E
∫
R
|Dγ(M(Zt)(ω)(ϑ))|2dγ ≤ αt.
Moreover, the solution αt of equation (4.2.63) is continuous in t, so for Zt ∈ Cτ,α(R, C([−r, 0],D1,2)),
there exsits a constant M1 such that
E
∫
R
|Dγ(Zt(ω)(ϑ))|2dγ ≤M1,
and
E
∫
R
|Dγ(M(Zt)(ω)(ϑ))|2dγ ≤M1,
for any t ∈ [0, τ ], ϑ ∈ [−r, 0],and γ ∈ R.
Now we consider for any Zt ∈ Cτ,α(R, C([−r, 0],D1,2)), when t ∈ [0, τ ], ϑ ∈ [−r, 0], δ ∈ R
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and −∞ < γ ≤ t < τ ,
E
∫ t
−∞
|Dγ+δ(M(Zt)(ω)(ϑ))−Dγ(M(Zt)(ω)(ϑ))|2dγ
= E
∫ t
−∞
|( ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ+δ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ+δ(Zs(ω)(·))ds
−
∫ γ+δ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
+
∫ t
γ+δ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
)
−( ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ γ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
+
∫ t
γ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
)|2dγ
= E
∫ t
−∞
|[ ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]
−[ ∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]
−[ ∫ γ+δ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ γ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
]
+
[ ∫ t
γ+δ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ t
γ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
]
−[ ∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
]|2dγ
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≤ 5E
∫ t
−∞
[ ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))
(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
+5E
∫ t
−∞
[ ∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))
(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
+5E
∫ t
−∞
[ ∫ γ+δ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ γ
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
]2
dγ
+5E
∫ t
−∞
[ ∫ t
γ+δ
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ t
γ
T (t− s)XS0 (ϑ)∇(X0f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
]2
dγ
+5E
∫ t
−∞
[ ∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇(X0f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
]2
dγ
:= Q1 +Q2 +Q3 +Q4 +Q5.
We will estimate them in the following.
Q1
≤ 5||∇f ||2∞E
∫ t
−∞
[ ∫ t
−∞
T (t− s)XS0 (ϑ)(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
≤ 5||∇f ||2∞
∫ t
−∞
|T (t− s)XS0 (ϑ)|ds
∫ t
−∞
|T (t− s)XS0 (ϑ)|
E
∫ t
−∞
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5||∇f ||2∞
∫ t
−∞
||T (t− s)XS0 ||ds
∫ t
−∞
||T (t− s)XS0 ||E
∫ t
−∞
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5||∇f ||2∞
∫ t
−∞
Me−κ(t−s)ds
∫ t
−∞
Me−κ(t−s)E
∫ t
−∞
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=0
e−κ(t−s+iτ)E
∫ t
−∞
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
∞∑
i=1
e−κ(t−s+iτ)E
∫ t
−∞
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
]
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(t−s)E
∫ t
−∞
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
e−κ(t−s+τ)E
∫ t
−∞
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
]
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≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ t
−∞
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
=
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ t
−∞
|Dγ+δ(Zs(·))−Dγ(Zs(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|ds sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
≤ 5M
2
κ2
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)(2− e−κt − e−κ(τ−t)) sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
→ 0
uniformly when |δ| → 0.
Q2
≤ 5||∇f ||2∞E
∫ t
−∞
[ ∫ ∞
t
T (t− s)XU0 (ϑ)(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
≤ 5||∇f ||2∞
∫ ∞
t
|T (t− s)XU0 (ϑ)|ds
∫ ∞
t
|T (t− s)XU0 (ϑ)|
E
∫ t
−∞
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5||∇f ||2∞
∫ ∞
t
||T (t− s)XU0 ||ds
∫ ∞
t
||T (t− s)XU0 ||E
∫ t
−∞
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5||∇f ||2∞
∫ ∞
t
Meκ(t−s)ds
∫ ∞
t
Meκ(t−s)E
∫ t
−∞
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=1
e−κ(s−t+iτ)E
∫ t
−∞
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
+
∫ τ
t
∞∑
i=0
e−κ(s−t+iτ)E
∫ t
−∞
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
]
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(s−t+τ)E
∫ t
−∞
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
+
∫ τ
t
e−κ(s−t)E
∫ t
−∞
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
]
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ t
−∞
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
=
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ t
−∞
|Dγ+δ(Zs(·))−Dγ(Zs(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|ds sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
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≤ 5M
2
κ2
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)(2− e−κt − e−κ(τ−t)) sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
→ 0
uniformly when |δ| → 0.
Q3 = 5||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ γ+δ
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)g(γ)ds
+
∫ γ+δ
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)g(γ)ds
−
∫ γ+δ
−∞
T (t− s)XS0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
+
∫ γ+δ
−∞
T (t− s)XS0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
−
∫ γ
−∞
T (t− s)XS0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
]2
dγ
= 5||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)[g(γ + δ)− g(γ)]ds
+
∫ γ+δ
−∞
T (t− s)XS0 (ϑ)[T (s− γ − δ)− T (s− γ)]XU0 (·)g(γ)ds
+
∫ γ+δ
γ
T (t− s)XS0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
]2
dγ
≤ 15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)[g(γ + δ)− g(γ)]ds
]2
dγ
+15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
−∞
T (t− s)XS0 (ϑ)[T (s− γ − δ)− T (s− γ)]XU0 (·)g(γ)ds
]2
dγ
+15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
γ
T (t− s)XS0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
]2
dγ
≤ 15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
−∞
|T (t− s)XS0 (ϑ)|2ds∫ γ+δ
−∞
|T (s− γ − δ)XU0 (·)|2|g(γ + δ)− g(γ)|2ds
]
dγ
+15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
−∞
|T (t− s)XS0 (ϑ)|2ds∫ γ+δ
−∞
|[T (s− γ − δ)− T (s− γ)]XU0 (·)|2|g(γ)|2ds
]
dγ
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+15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
γ
|T (t− s)XS0 (ϑ)|2|T (s− γ)XU0 (·)|2|g(γ)|2ds
∫ γ+δ
γ
1ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ γ+δ
−∞
|T (t− s)XS0 (ϑ)|2ds
∫ γ+δ
−∞
|T (s− γ − δ)XU0 (·)|2ds
]
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ γ+δ
−∞
|T (t− s)XS0 (ϑ)|2ds
∫ γ+δ
−∞
|T (s− γ)XU0 (·)|2ds
]
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ γ+δ
γ
|T (t− s)XS0 (ϑ)|2|T (s− γ)XU0 (·)|2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ γ+δ
−∞
||T (t− s)XS0 ||2ds
∫ γ+δ
−∞
||T (s− γ − δ)XU0 ||2ds
]
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ γ+δ
−∞
||T (t− s)XS0 ||2ds
∫ γ+δ
−∞
||T (s− γ)XU0 ||2ds
]
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ γ+δ
γ
||T (t− s)XS0 ||2||T (s− γ)XU0 ||2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ t
−∞
∫ γ+δ
−∞
M2e−2κ(t−s)ds
∫ γ+δ
−∞
M2e2κ(s−γ−δ)dsdγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
∫ γ+δ
−∞
M2e−2κ(t−s)ds
∫ γ+δ
−∞
M2e2κ(s−γ)dsdγ
+15|δ|||∇f ||2∞||g||2∞
∫ t
−∞
∫ γ+δ
γ
M2e−2κ(t−s) ·M2e2κ(s−γ)dsdγ
≤ 15M
4L1e
2κδ
8κ3
||∇f ||2∞|δ|+
15M4e4κδ
8κ3
||∇f ||2∞||g||2∞||T (−δ)− I||2
+
15M4
8κ2
||∇f ||2∞||g||2∞(e4κδ − 1)|δ|
→ 0
uniformly when |δ| → 0.
Q4 = 5||∇f ||2∞E
∫ t
−∞
[ ∫ t
γ+δ
T (t− s)XS0 (ϑ)T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ t
γ+δ
T (t− s)XS0 (ϑ)T (s− γ − δ)XS0 (·)g(γ)ds
+
∫ t
γ+δ
T (t− s)XS0 (ϑ)T (s− γ − δ)XS0 (·)g(γ)ds
−
∫ t
γ+δ
T (t− s)XS0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
+
∫ t
γ+δ
T (t− s)XS0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
−
∫ t
γ
T (t− s)XS0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
]2
dγ
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= 5||∇f ||2∞E
∫ t
−∞
[ ∫ t
γ+δ
T (t− s)XS0 (ϑ)T (s− γ − δ)XS0 (·)[g(γ + δ)− g(γ)]ds
+
∫ t
γ+δ
T (t− s)XS0 (ϑ)[T (s− γ − δ)− T (s− γ)]XS0 (·)g(γ)ds
−
∫ γ+δ
γ
T (t− s)XS0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
]2
dγ
≤ 15||∇f ||2∞E
∫ t
−∞
[ ∫ t
γ+δ
T (t− s)XS0 (ϑ)T (s− γ − δ)XS0 (·)[g(γ + δ)− g(γ)]ds
]2
dγ
+15||∇f ||2∞E
∫ t
−∞
[ ∫ t
γ+δ
T (t− s)XS0 (ϑ)[T (s− γ − δ)− T (s− γ)]XS0 (·)g(γ)ds
]2
dγ
+15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
γ
T (t− s)XS0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
]2
dγ
≤ 15L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ t
γ+δ
|T (t− s)XS0 (ϑ)||T (s− γ − δ)XS0 (·)|ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ t
γ+δ
|T (t− s)XS0 (ϑ)||T (s− γ)XS0 (·)|ds
]2
dγ
+15||∇f ||2∞E
∫ t
−∞
[ ∫ γ+δ
γ
|T (t− s)XS0 (ϑ)|2|T (s− γ)XS0 (·)|2|g(γ)|2ds
∫ γ+δ
γ
1ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ t
γ+δ
|T (t− s)XS0 (ϑ)||T (s− γ − δ)XS0 (·)|ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ t
γ+δ
|T (t− s)XS0 (ϑ)||T (s− γ)XS0 (·)|ds
]2
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ γ+δ
γ
|T (t− s)XS0 (ϑ)|2|T (s− γ)XS0 (·)|2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ t
γ+δ
||T (t− s)XS0 ||||T (s− γ − δ)XS0 ||ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ t
γ+δ
||T (t− s)XS0 ||||T (s− γ)XS0 ||ds
]2
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ γ+δ
γ
||T (t− s)XS0 ||2||T (s− γ)XS0 ||2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ t
γ+δ
Me−κ(t−s)Me−κ(s−γ−δ)ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ t
γ+δ
Me−κ(t−s)Me−κ(s−γ)ds
]2
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ γ+δ
γ
M2e−2κ(t−s)M2e−2κ(s−γ)ds
]
dγ
≤ 15M4L1|δ|||∇f ||2∞
∫ t
−∞
(t− γ − δ)2e−2κ(t−γ−δ)dγ
+15M4||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
(t− γ − δ)2e−2κ(t−γ)dγ
+15M4|δ|2||∇f ||2∞||g||2∞
∫ t
−∞
e−2κ(t−γ)dγ
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≤ 15M
4L1e
2κδ
2κ
||∇f ||2∞(δ2 −
δ
κ
+ 2)|δ|+ 15M
4
2κ
||∇f ||2∞||g||2∞(δ2 −
δ
κ
+
1
2κ2
)||T (−δ)− I||2
+
15M4
2κ
||∇f ||2∞||g||2∞|δ|2
→ 0
uniformly when |δ| → 0.
Q5 = 5||∇f ||2∞E
∫ t
−∞
[ ∫ ∞
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)g(γ)ds
+
∫ ∞
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)g(γ)ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
]2
dγ
= 5||∇f ||2∞E
∫ t
−∞
[ ∫ ∞
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)[g(γ + δ)− g(γ)]ds
+
∫ ∞
t
T (t− s)XU0 (ϑ)[T (s− γ − δ)− T (s− γ)]XS0 (·)g(γ)ds
]2
dγ
≤ 10||∇f ||2∞E
∫ t
−∞
[ ∫ ∞
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)[g(γ + δ)− g(γ)]ds
]2
dγ
+10||∇f ||2∞E
∫ t
−∞
[ ∫ ∞
t
T (t− s)XU0 (ϑ)[T (s− γ − δ)− T (s− γ)]XS0 (·)g(γ)ds
]2
dγ
≤ 10||∇f ||2∞E
∫ t
−∞
[ ∫ ∞
t
|T (t− s)XU0 (ϑ)|2ds∫ ∞
t
|T (s− γ − δ)XS0 (·)|2|g(γ + δ)− g(γ)|2ds
]
dγ
+10||∇f ||2∞E
∫ t
−∞
[ ∫ ∞
t
|T (t− s)XU0 (ϑ)|2ds∫ ∞
t
|[T (s− γ − δ)− T (s− γ)]XS0 (·)|2|g(γ)|2ds
]
dγ
≤ 10L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ ∞
t
|T (t− s)XU0 (ϑ)|2ds
∫ ∞
t
|T (s− γ − δ)XS0 (·)|2ds
]
dγ
+10||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ ∞
t
|T (t− s)XU0 (ϑ)|2ds
∫ ∞
t
|T (s− γ)XS0 (·)|2ds
]
dγ
≤ 10L1|δ|||∇f ||2∞
∫ t
−∞
[ ∫ ∞
t
||T (t− s)XU0 ||2ds
∫ ∞
t
||T (s− γ − δ)XS0 ||2ds
]
dγ
+10||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
[ ∫ ∞
t
||T (t− s)XU0 ||2ds
∫ ∞
t
||T (s− γ)XS0 ||2ds
]
dγ
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≤ 10L1|δ|||∇f ||2∞
∫ t
−∞
∫ ∞
t
M2e2κ(t−s)ds
∫ ∞
t
M2e−2κ(s−γ−δ)dsdγ
+10||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ t
−∞
∫ ∞
t
M2e2κ(t−s)ds
∫ ∞
t
M2e−2κ(s−γ)dsdγ
≤ 5M
4L1e
2κδ
4κ3
||∇f ||2∞|δ|+
5M4
4κ3
||∇f ||2∞||g||2∞||T (−δ)− I||2
→ 0
uniformly when |δ| → 0.
So for −∞ < γ ≤ t < τ ,
E
∫ t
−∞
|Dγ+δ(M(Zt)(ω)(ϑ))−Dγ(M(Zt)(ω)(ϑ))|2dγ → 0
uniformly when |δ| → 0.
When 0 ≤ t < γ <∞,
E
∫ ∞
t
|Dγ+δ(M(Zt)(ω)(ϑ))−Dγ(M(Zt)(ω)(ϑ))|2dγ
= E
∫ ∞
t
|( ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ+δ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ+δ(Zs(ω)(·))ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
+
∫ γ+δ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ ∞
γ+δ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
)
−( ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))Dγ(Zs(ω)(·))ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
+
∫ γ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
−
∫ ∞
γ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
)|2dγ
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= E
∫ ∞
t
|[ ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]
−[ ∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]
−[ ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
]
+
[ ∫ γ+δ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
+
∫ γ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
]
−[ ∫ ∞
γ+δ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
)
−
∫ ∞
γ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
]|2dγ
≤ 5E
∫ ∞
t
[ ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))
(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
+5E
∫ ∞
t
[ ∫ ∞
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))
(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
+5E
∫ ∞
t
[ ∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
]2
dγ
+5E
∫ ∞
t
[ ∫ γ+δ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ γ
t
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XU0 (·)g(γ)ds
]2
dγ
+5E
∫ ∞
t
[ ∫ ∞
γ+δ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ ∞
γ
T (t− s)XU0 (ϑ)∇f(s, Zs(ω) + Yˆs(ω))T (s− γ)XS0 (·)g(γ)ds
]2
dγ
:= Q6 +Q7 +Q8 +Q9 +Q10.
We will estimate them in the following.
Q6
≤ 5||∇f ||2∞E
∫ ∞
t
[ ∫ t
−∞
T (t− s)XS0 (ϑ)(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
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≤ 5||∇f ||2∞
∫ t
−∞
|T (t− s)XS0 (ϑ)|ds
∫ t
−∞
|T (t− s)XS0 (ϑ)|
E
∫ ∞
t
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5||∇f ||2∞
∫ t
−∞
||T (t− s)XS0 ||ds
∫ t
−∞
||T (t− s)XS0 ||
E
∫ ∞
t
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5||∇f ||2∞
∫ t
−∞
Me−κ(t−s)ds
∫ t
−∞
Me−κ(t−s)E
∫ ∞
t
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=0
e−κ(t−s+iτ)E
∫ ∞
t
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
∞∑
i=1
e−κ(t−s+iτ)E
∫ ∞
t
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
]
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(t−s)E
∫ ∞
t
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
+
∫ τ
t
e−κ(t−s+τ)E
∫ ∞
t
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
]
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ ∞
t
|Dγ+δ(Zs(θ−iτω)(·))−Dγ(Zs(θ−iτω)(·))|2dγds
=
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ ∞
t
|Dγ+δ(Zs(·))−Dγ(Zs(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|ds sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
≤ 5M
2
κ2
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)(2− e−κt − e−κ(τ−t)) sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
→ 0
uniformly when |δ| → 0.
Q7
≤ 5||∇f ||2∞E
∫ ∞
t
[ ∫ ∞
t
T (t− s)XU0 (ϑ)(Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·)))ds
]2
dγ
≤ 5||∇f ||2∞
∫ ∞
t
|T (t− s)XU0 (ϑ)|ds
∫ ∞
t
|T (t− s)XU0 (ϑ)|
E
∫ ∞
t
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
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≤ 5||∇f ||2∞
∫ ∞
t
||T (t− s)XU0 ||ds
∫ ∞
t
||T (t− s)XU0 ||
E
∫ ∞
t
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5||∇f ||2∞
∫ ∞
t
Meκ(t−s)ds
∫ ∞
t
Meκ(t−s)E
∫ ∞
t
|Dγ+δ(Zs(ω)(·))−Dγ(Zs(ω)(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
[ ∫ t
0
∞∑
i=1
e−κ(s−t+iτ)E
∫ ∞
t
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
+
∫ τ
t
∞∑
i=0
e−κ(s−t+iτ)E
∫ ∞
t
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
]
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κiτ
[ ∫ t
0
e−κ(s−t+τ)E
∫ ∞
t
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
+
∫ τ
t
e−κ(s−t)E
∫ ∞
t
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
]
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ ∞
t
|Dγ+δ(Zs(θiτω)(·))−Dγ(Zs(θiτω)(·))|2dγds
=
5M2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|E
∫ ∞
t
|Dγ+δ(Zs(·))−Dγ(Zs(·))|2dγds
≤ 5M
2
κ
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)
∫ τ
0
e−κ|t−s|ds sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
≤ 5M
2
κ2
||∇f ||2∞
∞∑
i=0
e−κτ(i−1)(2− e−κt − e−κ(τ−t)) sup
s∈[0,τ ]
sup
ζ∈[−r,0]
E
∫
R
|Dγ+δ(Zs(ζ))−Dγ(Zs(ζ))|2dγ
→ 0
uniformly when |δ| → 0.
Q8 = 5||∇f ||2∞E
∫ ∞
t
[ ∫ t
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)g(γ)ds
+
∫ t
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)g(γ)ds
−
∫ t
−∞
T (t− s)XS0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
]2
dγ
= 5||∇f ||2∞E
∫ ∞
t
[ ∫ t
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)[g(γ + δ)− g(γ)]ds
+
∫ t
−∞
T (t− s)XS0 (ϑ)[T (s− γ − δ)− T (s− γ)]XU0 (·)g(γ)ds
]2
dγ
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≤ 10||∇f ||2∞E
∫ ∞
t
[ ∫ t
−∞
T (t− s)XS0 (ϑ)T (s− γ − δ)XU0 (·)[g(γ + δ)− g(γ)]ds
]2
dγ
+10||∇f ||2∞E
∫ ∞
t
[ ∫ t
−∞
T (t− s)XS0 (ϑ)[T (s− γ − δ)− T (s− γ)]XU0 (·)g(γ)ds
]2
dγ
≤ 10||∇f ||2∞E
∫ ∞
t
[ ∫ t
−∞
|T (t− s)XS0 (ϑ)|2ds∫ t
−∞
|T (s− γ − δ)XU0 (·)|2|g(γ + δ)− g(γ)|2ds
]
dγ
+10||∇f ||2∞E
∫ ∞
t
[ ∫ t
−∞
|T (t− s)XS0 (ϑ)|2ds∫ t
−∞
|[T (s− γ − δ)− T (s− γ)]XU0 (·)|2|g(γ)|2ds
]
dγ
≤ 10L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ t
−∞
|T (t− s)XS0 (ϑ)|2ds
∫ t
−∞
|T (s− γ − δ)XU0 (·)|2ds
]
dγ
+10||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ t
−∞
|T (t− s)XS0 (ϑ)|2ds
∫ t
−∞
|T (s− γ)XU0 (·)|2ds
]
dγ
≤ 10L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ t
−∞
||T (t− s)XS0 ||2ds
∫ t
−∞
||T (s− γ − δ)XU0 ||2ds
]
dγ
+10||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ t
−∞
||T (t− s)XS0 ||2ds
∫ t
−∞
||T (s− γ)XU0 ||2ds
]
dγ
≤ 10L1|δ| · ||∇f ||2∞
∫ ∞
t
∫ t
−∞
M2e−2κ(t−s)ds
∫ t
−∞
M2e2κ(s−γ−δ)dsdγ
+10||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
∫ t
−∞
M2e−2κ(t−s)ds
∫ t
−∞
M2e2κ(s−γ)dsdγ
≤ 5M
4L1e
−2κδ
4κ3
||∇f ||2∞|δ|+
5M4
4κ3
||∇f ||2∞||g||2∞||T (−δ)− I||2
→ 0
uniformly when |δ| → 0.
Q9 = 5||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XU0 (·)g(γ + δ)ds
−
∫ γ+δ
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XU0 (·)g(γ)ds
+
∫ γ+δ
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XU0 (·)g(γ)ds
−
∫ γ+δ
t
T (t− s)XU0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
+
∫ γ+δ
t
T (t− s)XU0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
−
∫ γ
t
T (t− s)XU0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
]2
dγ
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= 5||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XU0 (·)[g(γ + δ)− g(γ)]ds
+
∫ γ+δ
t
T (t− s)XU0 (ϑ)[T (s− γ − δ)− T (s− γ)]XU0 (·)g(γ)ds
+
∫ γ+δ
γ
T (t− s)XU0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
]2
dγ
≤ 15||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
t
T (t− s)XU0 (ϑ)T (s− γ − δ)XU0 (·)[g(γ + δ)− g(γ)]ds
]2
dγ
+15||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
t
T (t− s)XU0 (ϑ)[T (s− γ − δ)− T (s− γ)]XU0 (·)g(γ)ds
]2
dγ
+15||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
γ
T (t− s)XU0 (ϑ)T (s− γ)XU0 (·)g(γ)ds
]2
dγ
≤ 15L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ γ+δ
t
|T (t− s)XU0 (ϑ)||T (s− γ − δ)XU0 (·)|ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
t
|T (t− s)XU0 (ϑ)||T (s− γ)XU0 (·)|ds
]2
dγ
+15||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
γ
|T (t− s)XU0 (ϑ)|2|T (s− γ)XU0 (·)|2|g(γ)|2ds
∫ γ+δ
γ
1ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ γ+δ
t
|T (t− s)XU0 (ϑ)||T (s− γ − δ)XU0 (·)|ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
t
|T (t− s)XU0 (ϑ)||T (s− γ)XU0 (·)|ds
]2
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
γ
|T (t− s)XU0 (ϑ)|2|T (s− γ)XU0 (·)|2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ γ+δ
t
||T (t− s)XU0 ||||T (s− γ − δ)XU0 ||ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
t
||T (t− s)XU0 ||||T (s− γ)XU0 ||ds
]2
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
γ
||T (t− s)XU0 ||2||T (s− γ)XU0 ||2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ γ+δ
t
M2e2κ(t−s)M2e2κ(s−γ−δ)ds
]2
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
t
M2e2κ(t−s)M2e2κ(s−γ)ds
]2
dγ
+15|δ|||∇f ||2∞||g||2∞E
∫ ∞
t
∫ γ+δ
γ
M2e2κ(t−s)M2e2κ(s−γ)dsdγ
≤ 15M4L1|δ|||∇f ||2∞
∫ ∞
t
(γ + δ − t)2e2κ(t−γ−δ)dγ
+15M4||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
(γ + δ − t)2e2κ(t−γ)dγ
+15M4|δ|||∇f ||2∞||g||2∞E
∫ ∞
t
e2κ(t−γ)dγ
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≤ 15M
4L1e
−2κδ
2κ
||∇f ||2∞(δ2 +
δ
κ
− 1
2κ2
)|δ|+ 15M
4
2κ
||∇f ||2∞||g||2∞(δ2 +
δ
κ
+ 2)||T (−δ)− I||2
+
15M4
2κ
||∇f ||2∞||g||2∞|δ|
→ 0
uniformly when |δ| → 0.
Q10 = 5||∇f ||2∞E
∫ ∞
t
[ ∫ ∞
γ+δ
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)g(γ + δ)ds
−
∫ ∞
γ+δ
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)g(γ)ds
+
∫ ∞
γ+δ
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)g(γ)ds
−
∫ ∞
γ+δ
T (t− s)XU0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
+
∫ ∞
γ+δ
T (t− s)XU0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
−
∫ ∞
γ
T (t− s)XU0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
]2
dγ
= 5||∇f ||2∞E
∫ ∞
t
[ ∫ ∞
γ+δ
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)[g(γ + δ)− g(γ)]ds
+
∫ ∞
γ+δ
T (t− s)XU0 (ϑ)[T (s− γ − δ)− T (s− γ)]XS0 (·)g(γ)ds
−
∫ γ+δ
γ
T (t− s)XU0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
]2
dγ
≤ 15||∇f ||2∞E
∫ ∞
t
[ ∫ ∞
γ+δ
T (t− s)XU0 (ϑ)T (s− γ − δ)XS0 (·)[g(γ + δ)− g(γ)]ds
]2
dγ
+15||∇f ||2∞E
∫ ∞
t
[ ∫ ∞
γ+δ
T (t− s)XU0 (ϑ)[T (s− γ − δ)− T (s− γ)]XS0 (·)g(γ)ds
]2
dγ
+15||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
γ
T (t− s)XU0 (ϑ)T (s− γ)XS0 (·)g(γ)ds
]2
dγ
≤ 15||∇f ||2∞E
∫ ∞
t
[ ∫ ∞
γ+δ
|T (t− s)XU0 (ϑ)|2ds∫ ∞
γ+δ
|T (s− γ − δ)XS0 (·)|2|g(γ + δ)− g(γ)|2ds
]
dγ
+15||∇f ||2∞E
∫ ∞
t
[ ∫ ∞
γ+δ
|T (t− s)XU0 (ϑ)|2ds∫ ∞
γ+δ
|[T (s− γ − δ)− T (s− γ)]XS0 (·)|2|g(γ)|2ds
]
dγ
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+15||∇f ||2∞E
∫ ∞
t
[ ∫ γ+δ
γ
|T (t− s)XU0 (ϑ)|2|T (s− γ)XS0 (·)|2|g(γ)|2ds
∫ γ+δ
γ
1ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ ∞
γ+δ
|T (t− s)XU0 (ϑ)|2ds
∫ ∞
γ+δ
|T (s− γ − δ)XS0 (·)|2ds
]
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ ∞
γ+δ
|T (t− s)XU0 (ϑ)|2ds
∫ ∞
γ+δ
|T (s− γ)XS0 (·)|2ds
]
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
γ
|T (t− s)XU0 (ϑ)|2|T (s− γ)XS0 (·)|2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ ∞
t
[ ∫ ∞
γ+δ
||T (t− s)XU0 ||2ds
∫ ∞
γ+δ
||T (s− γ − δ)XS0 ||2ds
]
dγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ ∞
γ+δ
||T (t− s)XU0 ||2ds
∫ ∞
γ+δ
||T (s− γ)XS0 ||2ds
]
dγ
+15|δ|||∇f ||2∞||g||2∞
∫ ∞
t
[ ∫ γ+δ
γ
||T (t− s)XU0 ||2||T (s− γ)XS0 ||2ds
]
dγ
≤ 15L1|δ|||∇f ||2∞
∫ ∞
t
∫ ∞
γ+δ
M2e2κ(t−s)ds
∫ ∞
γ+δ
M2e−2κ(s−γ−δ)dsdγ
+15||T (−δ)− I||2||∇f ||2∞||g||2∞
∫ ∞
t
∫ ∞
γ+δ
M2e2κ(t−s)ds
∫ ∞
γ+δ
M2e−2κ(s−γ)dsdγ
+15|δ|||∇f ||2∞||g||2∞
∫ ∞
t
∫ γ+δ
γ
M2e2κ(t−s)M2e−2κ(s−γ)dsdγ
≤ 15M
4L1e
−2κδ
8κ3
||∇f ||2∞|δ|+
15M4e−4κδ
8κ3
||∇f ||2∞||g||2∞||T (−δ)− I||2
+
15M4
8κ2
||∇f ||2∞||g||2∞(1− e−4κδ)|δ|
→ 0
uniformly when |δ| → 0.
So for 0 ≤ t < γ <∞,
E
∫ ∞
t
|Dγ+δ(M(Zt)(ω)(ϑ))−Dγ(M(Zt)(ω)(ϑ))|2dγ → 0
uniformly when |δ| → 0.
Therefore, M maps Cτ,α(R, C([−r, 0],D1,2)) to itself.
Now define
M(Cτ,α(R, C([−r, 0],D1,2)))|[0,τ ] := {f |[0,τ ] : f ∈M(Cτ,α(R, C([−r, 0],D1,2)))}.
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From the above argument, by Theorem 4.2.4,M(Cτ,α(R, C([−r, 0],D1,2)))|[0,τ ] is relatively com-
pact in Cτ ([0, τ ], C([−r, 0],L2(Ω))).
Now we can prove thatM(Cτ,α(R, C([−r, 0],D1,2))) is relatively compact in Cτ (R, C([−r, 0],L2(Ω))).
From the above, we know for any sequence M(Zn) ∈ Cτ,α(R, C([−r, 0],D1,2)), there exist a
subsequence, still denoted by M(Zn) and Z∗ ∈ C([0, τ ], C([−r, 0],L2(Ω))) such that
sup
t∈[0,τ ]
E||M(Zn)t(·)− Z∗t (·)||2 → 0 (4.2.64)
as n→∞.
Set for τ ≤ t ≤ 2τ ,
Z∗t (ω) = Z
∗
t−τ (θτω).
Noting that
M(Zn)t(θτω) =M(Zn)t+τ (ω),
from (4.2.64) and the probability preserving property of θ, we have
sup
t∈[τ,2τ ]
E||M(Zn)t(·)− Z∗t (·)||2 = sup
t∈[0,τ ]
E||M(Zn)t+τ (·)− Z∗t+τ (·)||2
= sup
t∈[0,τ ]
E||M(Zn)t(θτ ·)− Z∗t (θτ ·)||2
= sup
t∈[0,τ ]
E||M(Zn)t(·)− Z∗t (·)||2
→ 0.
Similarly, one can prove that
sup
t∈[0,τ ]
E||M(Zn)t+mτ (·)− Z∗t+mτ (·)||2 = sup
t∈[0,τ ]
E||M(Zn)t(·)− Z∗t (·)||2 → 0
for any m ∈ {0, 1, 2, · · · }.
Therefore,
sup
t∈R
E||M(Zn)t(·)− Z∗t (·)||2 → 0 (4.2.65)
as n→∞.
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Thus, M(Cτ,α(R, C([−r, 0],D1,2))) is relatively compact in Cτ (R, C([−r, 0],L2(Ω))).
Step 4: According to the generalized Schauder’s fixed point theorem,M has a fixed point in
Cτ (R, C([−r, 0],L2(Ω))). That is to say, there exists a solution Z ∈ Cτ (R, C([−r, 0],L2(Ω))) of
equation (4.2.57) such that for any t ∈ R, Zt+τ (ω) = Zt(θτω). Then Y = Z + Yˆ is the desired
solution of (4.1.50). Moreover, Yt+τ (ω) = Yt(θτω).
4.3 The time-homogeneity case
Now we consider the semilinear stochastic functional differential equations with the additive
noise of the form 
dx(t) = Lxtdt+ f(xt)dt+ gdW (t), t ≥ 0,
x0 = φ ∈ C.
(4.3.66)
Here f and g do not depend on time t, that is to say, τ in condition (P) can be chosen as an
arbitrary real number. We have a similar variation of constant representation to (4.1.50), i.e.
Y (ω) =
∫ 0
−∞
T (−s)XS0 f(Y (θsω))ds−
∫ ∞
0
T (−s)XU0 f(Y (θsω))ds
+(ω)[
∫ 0
−∞
T (−s)XS0 gdW (s)]− (ω)[
∫ ∞
0
T (−s)XU0 gdW (s)], (4.3.67)
for all ω ∈ Ω, t ∈ R.
The difference is that for this equation, we have a cocycle u : R × C × Ω → C. Similar to
Theorem 4.2.2 and Theorem 4.2.8, we can prove the following theorems without giving the
proof here.
Theorem 4.3.1. Assume equation (4.3.66) has a unique solution ut(φ, ω) and the coupled
forward-backward infinite horizon stochastic integral equation (4.3.67) has one solution Y :
Ω→ C, then Y is a stationary solution of equation (4.3.66), i.e.
ut(Y (ω), ω) = Y (θtω) (4.3.68)
for any t ≥ 0 a.s.
Conversely, if equation (4.3.66) has a stationary solution Y : Ω → C, the norm of which is
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tempered from above, then Y is a solution of the coupled forward-backward infinite horizon
stochastic integral equation (4.3.67).
Theorem 4.3.2. Assume the above conditions on L and g. Let f : C → C be a continuous
map, globally bounded and ∇f be globally bounded. Then there exists at least one F-measurable
map Y : Ω→ C satisfying (4.3.67).
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