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Resumen
En este trabajo se presenta el primer dispositivo
de monitorizacio´n de v´ıctimas para su colocacio´n
automa´tica con robots manipuladores ae´reos. Se
trata de un sistema sensorial distribuido para la
evaluacio´n de forma continua del estado de salud
de v´ıctimas de cata´strofes. Se describen el sensor
disen˜ado y el sistema de comunicaciones, as´ı co-
mo la aplicacio´n mediante la colocacio´n del sensor
basado en el uso de sistemas ae´reos no tripulados
(UAS) o robots manipuladores ae´reos. El dispo-
sitivo de monitorizacio´n continua ofrece ventajas
sobre el sistema de triage actual ya que permite ob-
tener datos de la evolucio´n de cada v´ıctima. Recoge
medidas de las constantes vitales de las v´ıctimas,
que son publicadas mediante protocolos de Internet
de las Cosas (IoT) que permiten su procesado de
forma remota. Adema´s, posee me´todos basados en
aprendizaje profundo para la deteccio´n automa´tica
de la posicio´n relativa de la mun˜eca del brazo de
una persona con respecto al manipulador ae´reo.
Se han realizado experimentos preliminares de ob-
tencio´n de medidas y de colocacio´n de sensores
mediante una versio´n preliminar del sensor, cuyos
resultados se incluyen.
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1. INTRODUCCIO´N
En la actualidad, los accidentes con mu´ltiples v´ıcti-
mas no suceden muy a menudo, pero cuando se
dan es necesario atender a los heridos con la ma-
yor brevedad posible y de forma organizada. El
te´rmino triage hace referencia al proceso de clasifi-
cacio´n de pacientes de urgencia segu´n su gravedad,
de forma que los equipos de bu´squeda y rescate
(SAR) puedan establecer un orden prioritario de
atencio´n a las v´ıctimas segu´n el nivel de urgencia.
Este proceso que puede llegar a ser complejo [11].
En la actualidad, el personal sanitario realiza una
evaluacio´n ra´pida de cada una de las v´ıctimas cada
cierto tiempo. La prioridad asignada se muestra
mediante una tarjeta de triage atada a la mun˜eca
o el tobillo de la v´ıctima [7].
Figura 1: Manipulador ae´reo con un sensor. El
manipulador es un brazo de tres grados de libertad
tipo delta adaptado a un octoco´ptero de Atyges.
Gracias al auge de los microcontroladores de bajo
coste y las comunicaciones, es cada vez ma´s fac-
tible el uso de redes sensoriales que permitan la
monitorizacio´n de diversos para´metros, como son
las constantes vitales de una persona [8]. As´ı pues,
los avances en electro´nica permiten la integracio´n
de sensores en espacios cada vez ma´s reducidos,
siendo posible colocarlos en objetos cotidianos [1].
De igual forma, los avances en la interaccio´n robot-
humano hacen que sea la colocacio´n de dispositivos
sensoriales en personas mediante manipuladores
robo´ticos pueda realizarse de forma segura [3]. Con
el uso de robots para operaciones SAR, la ra´pida
localizacio´n y la monitorizacio´n continua de v´ıcti-
mas es posible. En [2] se muestra co´mo un sistema
ae´reo no tripulado (UAS) con mu´ltiples sensores
puede llegar a la v´ıctima antes que los servicios de
emergencias. En [6] se presenta la colocacio´n de
un sensor con comunicaciones inala´mbricas en una
v´ıctima, de forma que se permite realizar ecograf´ıas
de forma remota. Por otro lado, el uso de robots
con dos canales de comunicaciones multimedia pa-
ra la interaccio´n con v´ıctimas atrapadas ha sido
previamente presentados en [9]. Sin embargo, estas
soluciones mantienen al robot ocupado durante la
monitorizacio´n. Por lo tanto, para escenarios de
desastre masivos con mu´ltiples v´ıctimas, se requie-
re una solucio´n distribuida que permita al robot
atender a nuevas v´ıctimas, mientras se monitoriza
el estado de las v´ıctimas previamente atendidas.
En este trabajo se presenta el desarrollo del primer
dispositivo de monitorizacio´n del estado de salud
de v´ıctimas en operaciones SAR que permite su
colocacio´n automa´tica mediante UAS. En la Figu-
ra 1 se muestra un manipulador ae´reo portando
un nodo sensor plano. Se describe el disen˜o de una
pulsera sensorizada que recoge informacio´n acerca
de las constantes vitales de una v´ıctima, que es pu-
blicada en un servidor mediante protocolos de IoT.
De esta forma, se provee un sistema de monitoriza-
cio´n de v´ıctimas en tiempo real. Este dispositivo de
monitorizacio´n continua ofrece ventajas sobre los
me´todos de triage actuales ya que permite obtener
datos de la evolucio´n de cada v´ıctima. Adema´s se
ha acoplado un manipulador robo´tico ligero tipo
delta a un UAS. De forma que se puede realizar el
acoplamiento de la pulsera a las v´ıctimas de forma
automa´tica utilizando te´cnicas de aprendizaje pro-
fundo. Un trabajo previo de este grupo se presenta
en [5].
Este documento esta´ organizado de la forma si-
guiente: En la seccio´n 2 se describe el disen˜o del sen-
sor remoto mediante su disen˜o meca´nico y electro´ni-
co. A continuacio´n, en la seccio´n 3 se describe
el sistema de comunicaciones implementado para
obtener la informacio´n de los diferentes sensores
remotos desplegados. En la seccio´n 4 se describe el
sistema de colocacio´n automa´tico de los sensores
mediante el uso de manipuladores ae´reos. Final-
mente se incluyen resultados de experimentos y
conclusiones.
2. DISEN˜O DEL SENSOR
REMOTO
El sistema debe recoger informacio´n acerca de las
constantes vitales de una persona y enviar dicha in-
formacio´n a un servidor web para su representacio´n
en tiempo real, empleando para ello comunicacio´n
inala´mbrica. Las variables que se recogen son la fre-
cuencia card´ıaca (HR) y la saturacio´n de ox´ıgeno
en sangre (SPO2). Adema´s, se ha integrado un
sistema de deteccio´n del movimiento de la v´ıctima
(Mov). Adema´s, desde la interfaz de usuario, se
pueden enviar o´rdenes a la pulsera para que se
active una sen˜al luminosa mediante un anillo de
Leds, y una sen˜al sonora mediante un zumbador.
Debido a que las constantes vitales no presentan,
por lo general, cambios bruscos en periodos cortos
de tiempo, se permite una latencia ma´xima en-
tre env´ıo de mensajes de 2 segundos. En la figura
2 se presenta un esquema funcional del sistema
sensorial remoto.
Figura 2: Esquema funcional del sistema sensorial
remoto.
Una vez que el sensor es instalado, e´ste transmite
informacio´n del estado de la v´ıctima al servidor web.
Desde la interfaz de usuario del mismo servidor, el
personal del equipo de rescate puede monitorizar
las constantes vitales de la v´ıctima y enviar o´rdenes
al nodo mediante IoT.
2.1. Sistema sensorial
Para la deteccio´n del movimiento de la persona se
ha hecho uso de un acelero´metro, (mo´dulo MPU-
92/60). E´ste incorpora al MPU 9250 de Invesense,
que posee un procesador digital de movimiento
(DMP). Para la deteccio´n de la frecuencia card´ıaca
y la saturacio´n de ox´ıgeno en sangre, se ha usado
un pulsiox´ımetro de reflexio´n, el MAX30102 de
Maxim Integrated.
Por otro lado, se ha an˜adido un anillo de diodos
LED RGB de NeoPixel que indica la prioridad
de atencio´n de la v´ıctima. Adema´s, sirve de sen˜al
indicativa para facilitar la localizacio´n de la v´ıctima
a los equipos de rescate. Asimismo, se ha hecho uso
de un zumbador piezoele´ctrico como sistema de
actuacio´n acu´stica, que tambie´n permite localizar
a la v´ıctima. Como elemento de control del sistema
sensorial se ha empleado un mo´dulo basado en el
microcontrolador ESP32 de Espressif Systems, el
mo´dulo Wi-Fi LoRa 32 de Heltec Automation. En
la Figura 3 se muestra el esquema de conexionado
de los elementos del sistema.
2.2. Disen˜o meca´nico
El sistema se integra en una pulsera que se acopla
al brazo de la v´ıctima. De esta forma podra´ ser
Figura 3: Esquema de conexionado de los distintos
mo´dulos del sistema electro´nico del sistema senso-
rial. Esta´ compuesto por un mo´dulo de procesa-
miento Espressif ESP32 con un chip de radio LORA
Semtech SX1276 y display OLED, adema´s de una
bater´ıa LiPO y los mo´dulos de sensores MAX30102
y MPU-92/65. Asimismo el sistema cuenta con
indicadores visuales anillo de LED WS2811 y zum-
bador.
colocada tanto por una persona como por un robot
manipulador (terrestre o ae´reo). El mecanismo de
la pulsera esta´ pendiente de ser patentado, por lo
que no se detallan en esta seccio´n las caracter´ısticas
del mismo. Para la construccio´n del prototipo se
ha usado fabricacio´n aditiva mediante una impre-
sora 3D de tipo FDM (Modelado por Deposicio´n
Fundida) y material PLA (polylactic acid). En la
imagen de la figura 4 se presenta el prototipo final
de la pulsera impresa en 3D.
Figura 4: Fotograf´ıa de la pulsera impresa en 3D, co-
locada en el brazo de una persona y comunica´ndose
mediante protocolo MQTT.
3. COMUNICACIONES
3.1. Estructura del sistema distribuido
Para el desarrollo de los experimentos se ha alojado
un servidor en una placa Raspberry Pi 3. E´sta
puede ser fa´cilmente transportada por un robot,
tanto ae´reo como terrestre. Este robot, en este
caso, debe transportar, adema´s, un router que
proporcione conexio´n Wi-Fi a todos los sensores
que se encuentren distribuidos a lo largo de la zona
de cata´strofe.
Por otro lado, desde la estacio´n de control en tie-
rra (GCS - Ground Control Station), el personal
sanitario y los sistemas de planificacio´n estrate´gi-
ca de los equipos de rescate puede conectarse a
la red y acceder, de forma remota, al estado de
las v´ıctimas. Lo que les permite realizar un plan
de evacuacio´n y hospitalizacio´n de las v´ıctimas en
base a la urgencia de la atencio´n.
En la Figura 5 se muestra un esquema del siste-
ma completo. Las flechas que unen los distintos
elementos representan el intercambio de informa-
cio´n entre el servidor y los clientes mediante el
protocolo MQTT.
Figura 5: Esquema de funcionamiento del sistema
distribuido.
3.2. Desarrollo de la interfaz con
Node-Red
Para la programacio´n del servidor se ha usado
Node-Red. En la Figura 6 se pueden observar los
flujos de recepcio´n, a), y env´ıo de mensajes, b). El
flujo de recepcio´n descompone el mensaje recibido
y muestra los datos que este contiene. Cuando
se altera el estado de los actuadores se env´ıa un
mensaje al nodo y se actualiza el estado de los
mismos en la interfaz de usuario. Para recibir y
enviar los mensajes MQTT es necesario el uso de
un broker. Para este trabajo se ha empleado el
broker MQTT Mosquitto.
Figura 6: Flujo de recepcio´n, a), y env´ıo, b), de
mensajes generados en Node-Red.
En la Figura 7 se muestra la interfaz de usuario
programada mediante la librer´ıa Dashboard. Dicha
interfaz contiene los elementos necesarios para la
monitorizacio´n del movimiento, frecuencia card´ıaca
(en pulsaciones por minuto, ppm) y saturacio´n de
ox´ıgeno de la v´ıctima (en tanto por ciento), as´ı
como para el control sobre los actuadores y la
visualizacio´n de su estado.
Figura 7: Interfaz de usuario. En la parte izquierda
se representan los valores de la frecuencia card´ıaca,
la saturacio´n de ox´ıgeno y la deteccio´n de movi-
miento. En la parte derecha se pueden activar de
forma remota el anillo de LEDs y el zumbador.
3.3. Sistema de triage
Asimismo, se ha implementado un sistema de clasi-
ficacio´n de la urgencia de atencio´n de las v´ıctimas.
Para ello se ha tenido en cuenta, de acuerdo con
[4], que los niveles normales de pulso en un adulto
sano esta´n comprendidos entre 40 - 120 ppm. Por
otro lado, el porcentaje mı´nimo de saturacio´n de
ox´ıgeno en una persona adulta se ha establecido
en un 95 %.El algoritmo de triage implementado
Tabla 1: Clasificacio´n en estados de triage.
HR SpO2 Prioridad
HR < 10 SpO2 < 70 Negro
HR > 150
HR < 40
SpO2 < 90 Rojo
130 < HR < 150
40 < HR < 60
90 < SpO2 < 95 Amarillo
60 < HR < 130 95 < SpO2 Verde
se basa en cuatro niveles de prioridad.
En primer lugar, se evalu´a el pulso para compro-
bar si e´ste es demasiado bajo, inferior a 10 ppm,
o nulo. Si, adema´s, la v´ıctima presenta un nivel
de SpO2 inferior al 70 %, adquiere una prioridad
no urgente (color negro o LEDs apagados). Si la
v´ıctima presenta unos niveles de SpO2 inferiores al
90 % y una frecuencia card´ıaca mayor que 150 ppm
(taquicardia) o menor que 40 ppm (bradicardia),
presenta una prioridad muy urgente (color rojo).
Si el nivel de SpO2 se encuentra entre el 95 % y el
90 % y la frecuencia card´ıaca se encuentra entre
130 ppm y 150 ppm o 40 ppm y 60 ppm, la priori-
dad es urgente (color amarillo). Si el nivel de pulso
es normal (entre 60 ppm y 130 ppm) y el nivel de
SpO2 es superior al 95 %, la v´ıctima presenta una
prioridad no urgente (color verde). En la Tabla 1
se muestra de forma simplificada este algoritmo.
4. COLOCACIO´N MEDIANTE
MANIPULADOR AE´REO
El sistema de colocacio´n automa´tica de los senso-
res para monitorizacio´n de pacientes se basa en
un manipulador acoplado a un octoco´ptero que se
controla de manera teleoperada para la bu´squeda
de v´ıctimas. Cuando se encuentra una v´ıctima en el
campo visual de la ca´mara del manipulador, se fija
la posicio´n y el sistema detecta automa´ticamente
las coordenadas de la mun˜eca de la persona. Cuan-
do la posicio´n objetivo se encuentra en el rango
del manipulador, se inicia un movimiento ra´pido
de colocacio´n del sensor.
4.1. Localizacio´n de la mun˜eca en las
v´ıctimas
Se ha implementado un me´todo basado en te´cnicas
de visio´n por computador e inteligencia artificial.
Este me´todo proporciona las coordenadas cartesia-
nas, si las hay, de la mun˜eca de una persona que
se encuentre en el campo visual de la ca´mara del
manipulador.
Figura 8: Cuatro ima´genes del dataset utilizado
para entrenamiento y validacion del detector de
mun˜ecas.
Para ello se ha utilizado una red convolucional
VGG-16 [10]. Para su entrenamiento se ha creado
un dataset de ima´genes etiquetadas, con informa-
cio´n de las posiciones de las mun˜ecas de personas
que aparecen en ellas. En las ima´genes de la Figu-
ra 8 se representan ejemplos de las base de datos
utilizadas.
El sistema de deteccio´n utiliza una red neuronal
para la deteccio´n de mun˜ecas humanas basado en
ima´genes de profundidad obtenidas mediante una
ca´mara RGB-D que permiten obtener una nube
de puntos mediante la Point Cloud Library (PCL)
como se muestra en la Figura 9. Una vez obtenida
la nube de puntos, para cada uno de ellos se evalu´a
la probabilidad de pertenecer a una imagen de una
mun˜eca humana. El punto con mayor probabilidad
que supera un determinado umbral es obtenido
como una posible posicio´n objetivo, cuyas coorde-
nadas 3D en el espacio de la tarea son obtenidas a
partir de los datos de la nube de puntos.
4.2. Manipulador delta
Por seguridad es conveniente separar el drone de la
v´ıctima. Para ello se usa un manipulador de tipo
delta, con estructura de fibra de carbono. Tiene un
espacio de trabajo con un radio aproximado de un
metro. El manipulador tiene un peso de 2,2Kg y
soporta una carga aproximada de 3,5 kg. El elemen-
to terminal puede alcanzar una velocidad ma´xima
en la posicio´n o´ptima de 4m/s aproximadamente.
El manipulador delta consta de tres motores Dy-
namixel MX-64AR. Tienen un peso de 135 gramos
cada uno y una velocidad ma´xima de 78 rpm.
En la imagen 10 se puede ver que se han construido
tambie´n unas patas retra´ctiles de gran taman˜o, de
forma que se pueda realizar el despegue y aterrizaje
con el manipulador acoplado al drone. Durante el
despegue o aterrizaje el manipulador se contrae a
una posicio´n de reposo donde las patas puedan ejer-
cer su funcio´n de soporte y se evite la colisio´n entre
ambos. Una vez en el aire, las patas se repliegan,
permitiendo el movimiento libre del manipulador
paralelo.
El manipulador, a su vez, dispone de un elemento
terminal que esta´ en proceso de patente.
4.3. Control de movimientos
El manipulador parte de la posicio´n de reposo,
replegada, con el extremo situado en la posicio´n
ma´s pro´xima alcanzable al centro de gravedad del
conjunto.
Una vez que se tienen las coordenadas del punto
de destino, se genera una trayectoria cartesiana
rectil´ınea con la ma´xima velocidad, en la linea que
une el centro de gravedad del manipulador ae´reo y
el objetivo (mun˜eca de la persona).
Una vez alcanzado el final de la trayectoria, o se
haya producido la deteccio´n del contacto, el brazo
contrae de nuevo hasta la posicio´n de reposo.
5. EXPERIMENTOS Y
RESULTADOS
Se han llevado a cabo experimentos para deter-
minar la fiabilidad del sistema desarrollado. Para
ello, se han recogido muestras durante 30 segundos
de dos sujetos sanos, empleando simulta´neamente
un ox´ımetro de pulso comercial como referencia,
aprobado para uso cl´ınico, y el sensor MAX30102,
incluido en la pulsera. En la Figura 11 se muestra
el sistema experimental utilizado para comprobar
el funcionamiento del sensor.
En la Figura 12 se muestran los resultados ob-
tenidos para ambos sujetos. En el experimento
realizado se puede observar que a partir de la se-
gunda mitad del experimento los valores recogidos
por el pulsiox´ımetro de referencia se asemejan a los
valores recogidos por el MAX30102. Esto se debe a
que el pulsiox´ımetro comercial necesita un tiempo
de autocalibracio´n antes de entregar medidas fia-
bles. Mientras que en el sistema desarrollado con
el sensor MAX30102 se ha incorporado un sistema
de calibracio´n previo al experimento. En las curvas
de frecuencia card´ıaca se puede apreciar que el
MAX30102 presenta un error de offset que dismi-
nuye conforme la medida del sensor de referencia
alcanza su valor de establecimiento. En las curvas




















Figura 9: Sistema para la deteccio´n de mun˜ecas humanas basado en la red neuronal Faster R-CNN
VGG-16 e ima´genes de profundidad RGB-D mediante la Point Cloud Library (PCL). Una vez obtenida la
posicio´n del objetivo en la imagen, se convierte a coordenadas de la escena 3D para su uso como objetivo




















Figura 9: Sistema para la deteccio´n de mun˜ecas humanas basado en la red neuronal Faster R-CNN
VGG-16 e ima´genes de profundidad RGBD mediante la Point Cloud Library (PCL). Una vez obtenida la
posicio´n del objetivo en la imagen, se convierte a coordenadas de la escena 3D para su uso como objetivo
para el manipulador ae´reo.
Figura 10: Fotograf´ıa del conjunto: UAV con ma-
nipulador paralelo acoplado y patas retra´ctiles en
posicio´n para el despegue y aterrizaje.
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Figura 10: Fotograf´ıa del conjunto: UAV con ma-
nipulador paralelo acoplado y patas retra´ctiles en
posicio´n para el despegue y aterrizaje.
datos recogidos por el pulsiox´ımetro de referencia.
Esto se debe al sistema de adquisicio´n de datos
utilizado. Para tal fin se ha empleado la shield
e-health de arduino, que dispone de sus propias
librer´ıas para la toma de datos. Cabe destacar que
algunos de los valores de SpO2 le´ıdos al utilizar
dichas librer´ıas no coinciden con los mostrados en
el display en el pulsiox´ımetro de referencia, debi-
do a errores introducidos en la adquisicio´n con la
shield e-health. Estas diferencias se pueden apreciar
en las gra´ficas SpO2Sujeto 1 y SpO2Sujeto 2 de la
Figura 12 en forma de saltos o picos.
6. CONCLUSIONES Y
TRABAJOS FUTUROS
En este trabajo se ha presentado el desarrollo de
un sistema de monitorizacio´n de v´ıctimas de forma
remota. El sistema esta´ compuesto por un UAS
que es capaz de colocar sensores que miden distin-
tas constantes vitales, en la mun˜eca de v´ıctimas
potenciales. Asimismo, se han integrado te´cnicas
de aprendizaje profundo para la deteccio´n y el aco-
plamiento automa´tico de una pulsera sensorizada
a la v´ıctima.
A la vista de los resultados obtenidos, es necesario
mejorar la librer´ıa desarrollada para el ca´lculo de la
frecuencia card´ıaca. Asimismo, se pueden emplear
distintos sensores de medi as de constantes vita-
les y comparar su comportamiento. Por otro lado,
se propone mejorar el disen˜o para proporcionar
mayor apantallamiento al sensor, disminuyendo
la influencia de las condiciones de luz ambiental.
Tambie´n se propone el uso de tecnolog´ıa LoRa para
aumentar significativamente el alcance del nodo y
la integracio´n de un mo´dulo GPS para la obtencio´n
de la localizacio´n de la v´ıctima. Finalmente, se pro-
pone como l´ınea de trabajo futura la incorporacio´n
de nuevos sensores y el uso de te´cnica de fusio´n
sensorial para obtener una estimacio´n del estado
de salud robusta y tolerante a fallos.
Los materiales utilizados para la fabricacio´n adi-
tiva del prototipo poseen una baja resistencia a
temperaturas (hasta 70o) y radiacio´n UV, por lo
que deben ser sustituidos por otros que presen-
ten mejores propiedades meca´nicas como PETG
o poliamida (nylon) y para su proceso de fabrica-
cio´n pueden usarse sinterizado que ofrece mejores
tolerancias y propiedades meca´nicas.
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Figura 11: Sistema experimental para la validacio´n de las medidas obtenidas con el sensor MAX30102.
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Figura 12: Representacio´n de las muestras recogidas de frecuencia card´ıaca y saturacio´n de ox´ıgeno en dos
sujetos sanos para validar el comportamiento del sensor MAX30102.
English summary
Victims monitoring with aerial mani-
pulators in search and rescue opera-
tions
Abstract
In this paper, the first device for monitoring
casualties including automatic placement
with aerial robotic manipulators is presen-
ted. The distributed system allows the con-
tinuous evaluation of the health status of
victims in massive disaster scenarios. The
design of the sensor and the communication
system is described. The continuous moni-
toring system has many advantages against
the current triage methodologies. It can ob-
tain time series from the collected data by e-
health sensors. The sensors integrated in the
weareable device provide information about
vital signs that are published via Internet of
Things (IoT) communication protocols for
remote sensing. Furthermore, the applica-
tion of attaching sensors using Unmanned
Aerial Systems (UAS) is also introduced.
Deep learning techniques are applied for au-
tonomously detecting the pose of the wrist
of the victim. Preliminary experiments and
results show the functionality of the remote
sensing system.
Keywords: Rescue robotics, Monitoring,
Internet of Things, 3D printing.
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