Abstract-Dense arrays of tapered-slot or finline transitions have proven useful in the design of compact spatial power combiners. In this paper, a design procedure is established for tapered finline arrays, providing a broad-band impedance match to a target load over the waveguide band. The procedure is based on an extension of the Klopfenstein optimal taper design to a non-TEM waveguiding structures, and employs the spectral-domain method to the computation of propagation constants in the array structure. The method has been experimentally verified for a small -band array. Data is also presented, which shows that insertion loss in the finline arrays is independent of the number of array elements, assuming the designs are optimized for the desired return-loss characteristics in each case.
I. INTRODUCTION
S PATIAL or quasi-optical power-combining arrays have been successfully implemented in a "tray" architecture [1] - [3] , as shown in Fig. 1 . The tray approach permits the use of broad-band traveling-wave antennas and improved functionality through circuit integration along the direction of propagation. Each tray [see Fig. 1(a) ] consists of a number of tapered-slotline or finline transitions, which coupled energy to and from a rectangular waveguide aperture to a set of monolithic-microwve integrated-circuit (MMIC) amplifiers. The finline transitions rest over a notched opening in the metal carrier to which the MMIC are attached. When the trays are stacked vertically, as shown in Fig. 1(b) , the notched carriers form a rectangular waveguide aperture populated with the finline transitions. The use of the waveguide mode to distribute and collect energy to and from the set of amplifiers thus avoids loss mechanisms that limit the efficiency in corporate combiner structures.
The central problem in the design of the finline combiner systems is the electromagnetic design of the tapered-slot or finline transitions. The length and shape of the taper must be chosen to provide the desired impedance level at the MMICs over the desired bandwidth and, thus, determines the overall return loss of the structure. Standard field simulators have the ability to analyze the field in the fixed waveguide, but it does not have the function of synthesizing an unknown structure. This paper considers the design of the structure for a specified return-loss characteristic, using an extension of the theory or small reflections used to synthesize continuously tapered impedance transformers.
II. SYNTHESIS OF TAPERED FINLINE ARRAYS
The design problem is illustrated in Fig. 2 and can be summarized as follows. Given the physical dimensions of the input and output gaps, along with the waveguide and substrate parameters, find the shape of the taper to realize a specified bandwidth and return loss. The problem is directly analogous to the 0018-9480/01$10.00 ©2001 IEEE Fig. 2 . Illustration of the problem statement, to determine the optimum taper shape in a multiple finline structure for matching to a set of MMICs. synthesis of tapered transmission-line impedance transformers. From the theory of small reflections [4] , it can be shown that gradual impedance taper on a non-TEM line has an input reflection coefficient (1) where is the position along the taper, is the taper length, is the propagation constant, represents the reference impedance at the input end of the taper, and (2) is the roundtrip phase delay to a point along the taper, as shown in Fig. 3 . The total roundtrip phase delay is . The function describes the variation in impedance along the taper, and is an implicit function of . In order to maintain an input reflection coefficient over the desired bandwidth, it has been shown [4] , [5] that must take the form (3) where is the terminating impedance and and is the modified Bessel function of the first kind and first order. The passband is defined as . Assuming the propagation constant is a monotonically increasing function of frequency, the lowest operating frequency is, therefore, defined by (4) which is an implicit relationship between the taper length , the lower cutoff frequency , and the maximum reflection coefficient . The main difficulties in applying the above results are the frequency dependence of the wave impedance and propagation constant, and the difficulty in translating the impedance as a function of into a function of , and subsequently determining the physical parameters required to synthesize the impedance taper. The frequency dependence of the wave impedance and propagation constant means that the result (3) will, in general, require a different physical taper at each frequency, which is obviously not possible to implement. However, for the finline transitions, the normalized impedance is found to be a relatively weak function of frequency. We, therefore, design the taper at a fixed frequency, chosen to be . In addition, it has been found that the waves propagating along the finline structures are approximately TE in character, which allows us to relate the wave impedance to propagation constant as (5) Using wave impedances instead of characteristic impedance, (3) can now be rewritten in terms of (6) where , , and correspond to , , and , respectively, using (5) . To compute the required propagation constant as a function of the position along the taper , the taper structure is divided into sections of length , and can be approximated by (7) where . Noting that , we first evaluate from (6) , and then use the approximation (7) in (6) to evaluate all subsequent values of along the taper. We then repeat the iterative process until the solution set of converges. The resulting procedure is similar to that used in [6] for single finline structures. Note that the propagation constants at the ends of the taper do not match the target values and . Using (6) , it can be shown that (8) and this either fixes the maximum reflection coefficient for a given or determines for a given . For a dense finline array, there is a potentially large impedance discontinuity in going from an unloaded waveguide to the loaded waveguide, thus, it is necessary to manipulate the substrate material, thickness, tray locations, and local waveguide width in order to satisfy (8) for a desired . Another possibility is to include a quarter-wave "notch" transformer as part of the finline transition [7] , but this was proven impossible in this study due to the use of ceramic substrates, which were difficult to machine. 
III. PROPAGATION CONSTANT OF FINLINE ARRAY
In this paper, the spectral-domain method (SDM) [8] , [9] was used to find the relationship between the propagation constant and geometrical parameters of the finline-most importantly, the slot width. For simplicity, a 2 2 finline array was analyzed, as shown in Fig. 4 . We assume perfect contact between the finline and waveguide walls. Symmetries along the major axes were used to reduce the computation domain to the upper right quadrant of Fig. 4 .
In the SDM, the electric fields and currents in each region are expanded as a Fourier series in . Denoting the electric field in the th region as where (9) Applying the boundary conditions at the interface gives the following two algebraic equations: (10) where are the unknown currents on the fins. Using the equivalent transmission-line "immitance" concept [9] , we find (11) where The unknown aperture fields and are expanded in terms of a basis set of rectangular pulses and , which is better for the wide slot portion in the finline, and then Fourier transformed to (12) Substituting (12) into (10) and integrating gives the homogeneous matrix equation (13) The propagation constants over the normalized gap are then found from the characteristic equation obtained by setting the determinant of the coefficient matrix in (13) to zero. Fig. 5 shows the results of this calculation for a representative physical situation of interest, corresponding to two 10-mil-thick aluminum nitride (AlN) substrates, with a separation of mm, placed in an -band (WR-90) waveguide with dimension , . A single "pulse" basis function was used in this calculation.
The waveguide aperture and number of transitions per tray determine the input gap size, but we have not yet addressed the choice of a target gap size. The target gap is determined by the desired impedance level for the MMIC amplifier. For most off-the-shelf MMICs, this gap should be chosen for a 50-impedance. Unfortunately, this is not possible in general for slotline on commonly used substrate materials. Our approach was, therefore, to choose the smallest realizable gap dimension, giving some impedance that is larger than 50 , and include a final impedance transformation to the MMIC in microstrip as part of the slot-line-to-microstrip transition.
IV. OPTIMIZED TAPER AND EXPERIMENTAL VERIFICATION
Using the results in Fig. 5 in the design procedure summarized in Section III, an "optimized" taper was computed for an input reflection coefficient of 20 dB. This is shown in Fig. 6 .
The taper design was tested experimentally by terminating the slots in a resistive matched load, using 100-chip resistors, as depicted in Fig. 7 . Two trays were then stacked and placed centrally in a WR90 waveguide, and return-loss measurements were made. The measured return loss is shown in Fig. 8 , along with the theoretical predictions using the theory of Sections III and IV. A good impedance match is observed over the measured bandwidth, which was limited to 8.2-12.4 GHz due to the calibration standards used. Discrepancies between the two curves are attributed to some additional series inductance from the bonding of the chip resistors.
V. SCALING, LOSSES, AND COMBINING EFFICIENCY
The design in Fig. 6 was used as the basis of several GaAs combiners. Since the design procedure was somewhat laborious, the taper design based on a 2 2 array was scaled to larger arrays. In the combiner reported in [3] , two additional trays were added to form a 2 4 array. Fig. 9 shows the measured reflection coefficient for various terminating resistances. Not surprisingly, some degradation in return loss is observed for 100-resistors, as compared with the two-tray result of Fig. 8 ; nevertheless, better than 15-dB return loss is maintained over the band, and this proven satisfactory for the active combiner system. The 2 2 tray was then scaled to a 4 6 design. In this case, the number of finline transitions on each tray was doubled to four by linearly scaling the dimensions of the 2 2 design. The number of trays was increased to six, which required the use of a thinner tray and, hence, closer tray-to-tray spacing. In this case, two-port measurements were performed in order to examine the return-and insertion-loss characteristics of the passive structure. The layout of the test circuit (Fig. 10) consists of back-to-back finline transitions with 50-microstrip lines used in place of active elements. As a consequence of the reduced tray spacing, the terminating resistance yielding the best impedance match was lowered to 70 , thus, a 70-50-taper was included in the microstrip through line.
Measured and for two-tray (4 2) and six-tray (4 6) system are shown in Fig. 11 . Note that the two-tray result is quite good and consistent with the results observed in Fig. 10 . Tray layout for a through measurement. Fig. 11 . Two-port measurements for the finline arrays. Fig. 9 . The six-tray system (24 transitions) suffers significantly increased reflection losses. Since the separation between the trays in the 4 6 system is the same as the 4 2 system, the deterioration comes from the nonoptimized taper, not the intertray coupling. Nevertheless, an important observation can be made with respect to insertion loss. Ignoring the effects of reflection losses (which can potentially be recovered by properly optimizing the finline taper for the 4 6 array), the insertion losses appear approximately constant in the two-and six-tray system. This is a natural result of the parallel nature of the transitions, but has important consequences in combining efficiency when scaling the combiners to large numbers of devices. Whereas corporate combiners suffer a reduction in combining efficiency as the number of devices is increased, the spatial combiners exhibit a loss that is roughly independent of the number of devices.
To empirically quantify this assertion using the measured results of Fig. 11 , we compute a "dissipative loss" as (14)
The losses computed from (14) for a two-, six-, and eight-tray configuration are plotted in Fig. 12 , showing that the dissipative loss in each case is approximately constant and independent of the number of trays. It can then be shown that the maximum combining efficiency of a spatial combiner structure is (15) where is the loss associated with the combiner circuit (postamplification losses). In the present case, any loss can be attributed equally to the input and output antennas, which gives us an estimate of the maximum potential combining efficiency as (16) Loss and efficiency based on (14) and (16) is shown in Fig. 13 , using an average loss over the band from the measured two-port results of Fig. 11 and similar measurements for an eight-tray system.
The structure can be scaled up to accommodate more devices. Fig. 13 shows a very small reduction in combining efficiency when the elements increase from 8 to 32. The maximum number of elements will be determined by both the separation between trays and size of the waveguide.
As to the failure in a spatial power-combiner system, the impact of failed elements on the total loss is analyzed in [12] . The array will degrade gracefully, in agreement with the theoretical analysis.
VI. CONCLUSION
A design procedure for dense finline arrays has been developed and applied to the design of active combiner systems. The design example used in this paper formed the basis of successful combiner implementations reported in [3] and [10] . This paper has explored the limits of scaling tapered finline structures to increasingly dense configurations, showing that the degradation in return loss is graceful, but can become significant when designs are scaled by large multipliers. We have also shown that the dissipative loss in such finline arrays is approximately independent of the number of transitions used, which provides a compelling argument for the use of spatial combiner systems for combining the power from large numbers of active devices. Future work includes using more sophisticated optimization procedures [11] to improve the design of the arrays.
