The method of probability generating functions is extended for obtaining exact distributions of the number of occurrences of a discrete pattern in undirected graphical models. General results for deriving the distributions are given with illustrative examples. Further, a device for reducing calculations is proposed. It works effectively when the graphical model is relatively simple. An algorithm for obtaining the distributions including the device is also given. In order to show the feasibility of our method, exact distributions of the number of occurrences of a "1"-run are derived in two undirected graphical models whose vertices are allocated on a sphere and a torus, respectively. As an application of our results, the exact reliabilities of consecutive-k-out-of-n:F systems corresponding to the undirected graphical models are obtained.
Introduction
Exact distribution theory of runs and patterns has received considerable attention because of its wide applicability to various fields and recent theoretical development. For example, many exact distributions have been derived by the Markov chain embedding technique (see Fu and Koutras (1994) ). It has been investigated extensively, mainly in various sequences such as independent trials and Markov dependent trials, etc. (see Balakrishnan and Koutras (2002) and Fu and Lou (2003) ). Some attempts have been made to derive exact distributions of patterns in directed graphical models such as Markov trees and higher order Markov trees.
Let G = (V, E) be a graph, where V is a finite set of vertices and the set of edges E is a set of ordered pairs of distinct vertices. An edge (α, β) ∈ E is called undirected if (β, α) ∈ E, whereas it is called directed if (β, α) / ∈ E. A graph G = (V, E) is called undirected if every edge (α, β) ∈ E is undirected, whereas it is called directed if every edge is directed. A path of length n from α to β is a sequence α = α 0 , . . . , α n = β of distinct vertices such that (α i−1 , α i ) ∈ E for all i = 1, 2, . . . , n.
By considering a collection of random variables {X α } α∈V corresponding to the set of vertices V of the graph, several graphical models have been studied depending on assumptions of properties of the joint distribution of {X α } α∈V (see, e.g., Lauritzen (1996) , Ripley (1996) , Borgelt et al. (2009) ). In particular, in discrete distribution theory mainly exact distributions of numbers of occurrences of a discrete pattern in directed graphs or directed trees of random variables taking values in a finite set such as {0, 1} have been studied under some assumptions of Markov or higher order Markov properties (Aki (1999 (Aki ( , 2001 ) and Inoue and Aki (2009) ). The reason why only directed graphs have been treated in the exact distribution theory is that the study was a direct extension of the method of conditional probability generating functions (see Ebneshahrashoob and Sobel (1990) ) to Markov trees. The method of conditional probability generating functions is a useful dynamic method for deriving exact discrete distributions by describing the condition of one-step ahead from every possible condition. Therefore, the method needs the "direction" which determines one-step ahead from every condition.
Among practical applications there are some examples which do not have natural direction like circular consecutive systems. As far as circular consecutive systems having been already studied, the pattern to be counted is a (failure) run of specified length and the node from which we start counting the pattern and the direction are given by the indices of finite sequence X 1 , X 2 , . . . , X n . Here, if the starting point and the direction for counting do not have practical meaning, we may adopt another node for the starting point and the alternative direction. However, when we count the number of occurrences of an asymmetric pattern, where we mean that the reversed pattern differs from the original one, the choice of direction may affect the number of occurrences of the pattern in the circle.
The purpose of the paper is to extend the method of probability generating functions in order to obtain exact distributions of the number of occurrences of discrete patterns in graphical models corresponding to undirected graphs. Several enumeration schemes such as non-overlapping, overlapping counting have so far been treated in random sequences or directed trees. However, the choice of the node from which we start counting does not affect the number of occurrences of a pattern only in the case of overlapping counting. As a direct application of our results, we study reliabilities of consecutive systems (see, for example, Chang et al. (2000) ). A system consisting of n components placed in a line is called the consecutive-k-out-of-n:F system if the whole system fails whenever consecutive k components fail. Various extensions of the system have been studied. For example, Salvia and Lasher (1990) proposed 2-dimensional consecutive-k-out-ofn:F models in which occurrences of patterns are investigated. Further, some kinds of linear and circular lattice systems were studied by Boehme et al. (1992) . They are directly related to our present models in which connected patterns are investigated. However, the number of nodes of the graphical model does not necessarily cause us difficulty for exact calculation of probability or reliability. In fact, we could provide some effective method for obtaining exact probability by reducing necessary information for enumerating the patterns with an appropriate direction, in case that the graphical model can be regarded as repetitions of a simple subgraph like lattices or m-ary trees (Aki (1999) and Aki and Hirano (2004) ). Thus, one of the remaining important problems is how to obtain the exact distribution of the number of occurrences of patterns in some graphical models which can not be regarded as repetitions of a simple subgraph. Of course, the number of nodes n of such a graphical model is crucial if the reduction of information to be retained for enumerating patterns is not so effective. In such cases we have to investigate the pattern occurrences in 2 n configurations. Therefore, the graphical models which we mainly treat here are of moderate sizes and do not have natural direction.
The paper is organized as follows. In Section 2 we prove Theorem 1 which gives a general method for obtaining exact distributions of the number of occurrences of an asymmetric pattern in undirected graphs. The method is explained by using a relatively simple illustrative example. First, the joint distribution of the random variables corresponding to the vertices of the graph is assumed to be independently and identically distributed. Next, the assumption is immediately loosened to be exchangeably distributed. In Section 3 we treat symmetric patterns and give the corresponding result to Section 2. We show how to use the result by deriving the exact distribution of number of occurrences of 1-run of length 3 in the same simple graphical model. Direct use of both results in Sections 2 and 3 requires 2 n times repetition of additions of polynomials for deriving the pgf of the number of occurrences of a pattern in a graphical model with n vertices. This may cause difficulty in calculations when n is large. However, if the graphical models are relatively simple, we can give a device for reducing calculations of the pgf s in Section 4. An algorithm for obtaining the distributions including the device is also given. Section 5 is devoted to showing the feasibility of our method by two practical examples of moderate size. The vertices of the examples are allocated on a sphere and a torus, respectively. The graphical models are relatively complicated in comparison with those of the previous sections. In Section 6, as an application of the results, exact reliability values of the consecutive systems in the undirected graphical models which are treated in Section 5 are given.
Exact distributions of the number of occurrences of asymmetric patterns on graphs
Suppose that a set of {0, 1}-valued random variables {X α } α ∈ V corresponding to the set of vertices of an undirected graph G = (V, E). As we assume that the vertices are distinguishable, we can write V = {1, 2, 3, . . . , n} without loss of generality and {X 1 , X 2 , . . . , X n } for the corresponding {0, 1}-valued random variables. A {0, 1}-sequence of finite length is called a ({0, 1}-)pattern. A pattern is symmetric if the reversed pattern is the same as the original pattern. A pattern is asymmetric if it is not symmetric.
We shall explain how to obtain the distribution of the number of occurrences of an asymmetric pattern by using an illustrative simple example. We consider the undirected graph given by Fig. 1 , where the indices of the vertices are given arbitrarily. The graph is described by the list of adjacent vertices for every vertex. For example, we shall obtain the exact distribution of the number of overlapping occurrences of an asymmetric pattern (1, 1, 0) in the graph. Since the length of the pattern is 3, we find out all the link-lists of length 3. It is easily done by selecting every vertex for the first component, by selecting one of the adjacent vertices of the first component for the second component, and by selecting one of the adjacent vertices of the second component which differs from the first component. All the link-lists of length 3 for the graph are as follows. (2, 3, 4) , (3, 2, 1), (3, 4, 5), (3, 4, 10), (4, 3, 2), (4, 5, 6), (4, 10, 9), (5, 4, 3), (5, 4, 10), (5, 6, 7), (6, 5, 4), (6, 7, 8) , (7, 6, 5), (7, 8, 1), (7, 8, 9) , (8, 1, 2), (8, 7, 6) , (8, 9, 10), (9, 8, 1), (9, 8, 7), (9, 10, 4), (10, 4, 3), (10, 4, 5), (10, 9, 8)}.
By classifying the set of link-lists using the maximum index for every link-list, we obtain (7, 8, 9) Though the indices of the vertices are given arbitrarily, we assume that we observe X 1 , X 2 , . . . , X n in turn. As far as we adopt the overlapping counting scheme, the number of occurrences of the pattern does not depend on the observing order. φ(t; x i ) denotes the conditional probability generating function (pgf ) of the number of occurrences of the pattern from the (i + 1)th trial to the nth trial given that
Then, we have the next theorem.
Theorem 1. If the pattern is asymmetric and the counting scheme is overlapping, the conditional pgf s satisfy the following recurrence relations: If
i < n − 1, then φ(t; x i ) = P (X i+1 = 1 | X 1 = x 1 , X 2 = x 2 , . . . , X i = x i )t n 1 φ(t; (x 1 , x 2 , . . . , x i , 1)) + P (X i+1 = 0 | X 1 = x 1 , X 2 = x 2 , . . . , X i = x i ) × t n 0 φ(t; (x 1 , x 2 , . . . , x i , 0))
holds, where n 1 is the number of elements in L[i + 1] such that the pattern occurs at the corresponding list of vertices if X i+1 = 1, and n 0 is the number of elements in L[i + 1] such that the pattern occurs at the corresponding list of vertices if
holds, where n 1 and n 0 are the corresponding numbers of elements in L [n] . Here, n 1 and n 0 clearly depend on i and x i at the ith step. But, we write them only n 1 and n 0 for notational simplicity.
Proof. N i+1 denotes the number of overlapping occurrences of the pattern from the (i + 1)th trial to the nth trial. When X i+1 is observed, the newly occurred pattern must be in the classified link-list L[i + 1], since i + 1 is the maximum index in every element in L[i + 1]. Let F i be the sub σ-field generated by {X 1 , . . . , X i } for i = 1, 2, . . . , n. Then, the above result is obtained by the stepwise smoothing property of the conditional expectations,
This completes the proof.
Remark 1. One of the merits of the method of conditional pgf s is that various dependent structures such as Markov and heigher order Markov dependence of the graphical models can be treated easily by using the method. Though the usual combinatorial method enumerates the number of typical sequences with equal probabilities. However, the enumeration is extremely difficult except for independent cases. In the above theorem, we can treat the dependence by the conditional probabilities given in the above recurrence relations. In this paper, exchangeable dependence is studied in Examples 2 and 4 and in Section 5. As another merit, we can note that it derives a recurrence formula of conditional pgf s. We had better use some recurrence formula rather than treat all the 2 n configurations simultaneously. For example, let us consider the easiest case of the binomial distribution. When we obtain the pgf φ n (t) of the binomial distribution, we usually calculate
And, by using the binomial formula we get φ n (t) = (pt + (1 − p)) n , since it is well known that the typical sequences of 2 n configurations are the sequences with fixed numbers of 1's and 0's. However, even in this case, we can readily obtain the recurrence relation φ n (t) = (pt + (1 − p))φ n−1 (t) by conditioning on the first trial. Then, the recurrence relation immediately implies φ n (t) = (pt+(1−p)) n , since φ 1 (t) = pt+(1−p) obviously holds.
Corollary 1. When X 1 , X 2 , . . . , X n are independent identically distributed random variables with P (X i = 1) = p = 1 − q, the conditional pgf s φ(t; x i ) satisfy the following recurrence relations:
holds. Here, n 1 and n 0 are the same as in Theorem 1.
Example 1. Number of occurrences of the pattern (1, 1, 0) in the graph given in Fig. 1 ; If X 1 , X 2 , . . . , X n are independent identically distributed random variables with P (X i = 1) = p, the pgf of the exact distribution of the number of the pattern can be obtained from Corollary 1 as Here, we have used a computer algebra system with an algorithm which can be directly given from Corollary 1. Let Y be the number of overlapping occurrences of the pattern (1, 1, 0) in the graph of Fig. 1 . Then, by picking out the coefficients of t i of φ 1 (t), we obtain
Here, we shall study exchangeable dependence in undirected graphical models. In directed graphs, in particular, in directed acyclic graphs, Markov dependence might be suitable for dependence of the random variables, since natural direction is given a priori. However, in undirected graphs, exchangeable dependence may be suitable for dependence of the random variables. A sequence of {0, 1}-valued random variables X 1 , X 2 , . . . is infinitely exchangeable if its distribution is invariant under all finite permutations of indices. It is well known that there is a random variable R for which conditionally X 1 , X 2 , . . . , X n given R are independent identically distributed with P (X i = 1 | R) = R. The distribution of R is called the de Finetti measure. The result is called de Finetti's theorem (see, for example, Theorem 35.10 of Billingsley (1995) and Section 4.6 of Durrett (2005)). In particular, it is well known that the beta-binomial distribution with the parameter p having a beta distribution can be regarded as the distribution of number of 1's in n exchangeable trials with a beta distribution as the de Finetti measure. As Irwin (1954) showed, the distribution can be obtained by Pólya type sampling.
Suppose that there exists a random variable R which values on the unit interval such that conditionally X 1 , . . . , X n are independent identically distributed given R with P (X i = 1 | R = p) = p. F denotes the cumulative distribution function of R. Let N be the number of overlapping occurrences of an asymmetric pattern on the undirected graph. Then, the pgf of N is written as
Example 2. Number of occurrences of a pattern in an exchangeable graphical model;
Suppose that X 1 , X 2 , . . . , X n are exchangeable random variables with the de Finetti measure F , where the random variables are corresponding to the vertices of the graph given by Fig. 1 .
Let φ 2 (t) be the pgf of the number of occurrences of the asymmetric pattern (1, 1, 0) in the exchangeable graphical model. Then, by using the pgf , φ 1 (t) given in Corollary 1, φ 2 (t) can be written as
In particular, for example, suppose F (p) is the beta distribution Beta(3, 3). This means that an urn initially contains three white balls and three black balls and that, at each stage, a ball is selected at random and replaced with one additional ball of the same color. In the sampling scheme, X i = 1 if the selected ball is white at the ith stage, and X i = 0 if the selected ball is black. Then, the sequence X 1 , X 2 , . . . , X n are exchangeable random variables with the de Finetti measure Beta(3, 3). In our particular case, we obtain 
Exact distributions of the number of occurrences of symmetric patterns in graphs
Essentially we may not need to deal with symmetric patterns separately. Of course, we can treat them in the same manner as the previous section. However, if a symmetric pattern occurs at a link-list, it necessarily occurs again at the reversal link-list. By making use of this property, we can reduce the set of linklists to be checked in half. Suppose that a {0, 1}-pattern is symmetric and of length m. Similarly as in the previous section, we define the classified link-lists
. . , and L[n]. We further define S[j] so as to choose only one linklist from each pair of link-lists, one of which is the reversed link-list of the other in each L[j]. Though S[m], S[m + 1], . . . , and S[n] are not uniquely determined, the cardinality of S[j] is just half of that of L[j] for each j.
It is easy to see that the following argument does not depend on how S is defined.
For example, when we consider the undirected graph given by 
. , S[n]).
Then, by changing Ss for Ls, we obtain the next results.
Theorem 2. If the pattern is symmetric and the counting scheme is overlapping, the conditional pgf s satisfy the following recurrence relations: If
holds, where n 1 is the number of elements in S[i + 1] such that the pattern occurs at the corresponding list of vertices if X i+1 = 1, and n 0 is the number of elements in S[i + 1] such that the pattern occurs at the corresponding list of vertices if
holds, where n 1 and n 0 are the corresponding numbers of elements in S[n].
Corollary 2. When X 1 , X 2 , . . . , X n are independent identically distributed random variables with P (X i = 1) = p = 1 − q, the conditional pgf s φ(t; x i ) satisfy the following recurrence relations: If i < n − 1, then
holds. Here, n 1 and n 0 are the same as in Theorem 2.
Example 3. Number of occurrences of the pattern (1, 1, 1) in the graph given in Fig. 1 Let Y be the number of overlapping occurrences of the pattern (1, 1, 1) in the graph of Fig. 1 . Then, by picking out the coefficients of t i of φ 3 (t), we obtain
Example 4. Number of occurrences of a pattern in an exchangeable graphical model;
Let φ 4 (t) be the pgf of the number of occurrences of the symmetric pattern (1, 1, 1) in the exchangeable graphical model. Then, by using the pgf , φ 3 (t) given in Corollary 2, φ 4 (t) can be written as
In particular, for example, suppose F (p) is the beta distribution Beta(3, 3) . Then, the sequence X 1 , X 2 , . . . , X n are exchangeable random variables with the de Finetti measure Beta(3, 3) . In our particular case, we obtain 
A device for graphical models with many vertices
We have provided modified methods of conditional probability generating functions for undirected graphical models with n vertices. However, direct use of the theorems in the previous sections eventually requires 2 n times repetition of additions of polynomials for deriving the pgf of the number of occurrences of a pattern on the graphical model. This may cause difficulty in derivation of the pgf 's for graphical models with many vertices. But, if the graphical models are relatively simple, we can give a device for reducing calculations of the pgf 's.
For simplicity, we assume that X 1 , X 2 , . . . , X n are independent and the pattern to be counted is symmetric.
is never a member of S[j] for all j = i + 1, . . . , n, then we need not distinguish whether X k = 1 or X k = 0 for j = i + 1, . . . , n. We denote by EL[i] a set of such vertices. The meaning of EL [i] is the list of vertices in S[i] the value of X corresponding to which never be referred to after the ith calculation. Therefore, we can stop retaining the values of X k of k ∈ EL[i] after the ith calculation. In the algorithm below, we reduce calculations by setting X k = 2 in the ith stage when k ∈ EL[i] for some i. Of course, calculations are really reduced because we need not retain whether X k = 0 or X k = 1 after the ith stage. If there are many indices belonging to Es, we can reduce calculations effectively. In Table 1 , we give an algorithm for deriving the pgf of the number of occurrences of a symmetric {0, 1}-pattern γ of length m on a graphical model {X α } α∈V , where G = (V, E) is an undirected graph. Here, for simplicity, X α , for α ∈ V are assumed to be i.i.d. with P (X α = 1) = p = 1 − q.
For example, consider the circular graph with n vertices which are numbered from 1 to n in turn beginning with an arbitrary vertex. When we study the distribution of the number of occurrences of a symmetric {0, 1}-pattern of length m, it is easy to see that the corresponding S's and 
Examples of practical graphical models of moderate size
In this section we shall show that our method is useful for practical graphical models of moderate size. One of the simplest models for undirected graphs is a circular model. Even the circular model has been studied under the condition that the starting point and the direction is given as this numbering of the vertices. It is easy to see that our method developed in the previous sections enables us to treat the circular graphical model as an undirected graphical model.
Here we consider much more complicated undirected graphical models such as spherical and toric graphical models. The reason for selecting such models is the following. As we have already stated in the Introduction, consecutive systems have been extended to treat two-dimensional discrete patterns. In the literature of consecutive systems lattice, circular and cylindrical systems have been studied. Considering the sizes of graphical models treated here, it seems natural to select models allocated on a sphere or a torus, which can realize more complicated connections among vertices. Needless to say, it is important not to be allocated on sphere or torus but the graphical structure that every vertex is closely related to other vertices. We shall consider two graphical models given by Figs. 2 and 3 , the vertices of the graphs are allocated on a sphere and a torus, respectively. Though the sizes of the graphs are not so large, they are rather complicated in comparison with the graphs of Fig. 1 and the circular graphs. To be precise, we give the tables of adjacent vertices of the graphs.
Based on the algorithm given in Table 1 , we can easily derive the pgf of the number of occurrences of a {0, 1}-pattern of finite length. For example we shall show the pgf of the number of occurrences of 1-run of length 3 on the graphs. For simplicity, we assume that X α , α ∈ V are i.i. ,3,4,7,10,12,16,18 1,3,5,8,10,11,16,17 1,2,6,9,11,12,17,18 vertex 4 5 6 adjacent vertices 1,5,6,7,10,12,13,15 2,4,6,8,10,11,13,14 3,4,5,9,11,12, 14,15 vertex 7 8 9 adjacent vertices 1,4,8,9,13,15,16,18 2,5,7,9,13,14,16,17 3,6,7,8,14,15,17 given by Fig. 2 . The pgf = φ 5 (t) is a polynomial in t whose degree is 156. Though we can easily derive it, it is too long to write here. We give in Fig The pgf = φ 6 (t) is a polynomial in t whose degree is 306. We give in Fig. 5 the graph of its distribution with p = 0.8.
Suppose that X 1 , X 2 , . . . , X n are exchangeable random variables with the de Finetti measure F , where the random variables are corresponding to the vertices of the spherical graph given in Fig. 2 .
Let φ 7 (t) be the pgf of the number of occurrences of the symmetric pattern (1, 1, 1) in the exchangeable graphical model. Then, by using the pgf , φ 5 (t) given above, φ 7 (t) can be written as φ 7 (t) = Figure 9 . Reliability of the consecutive-3-out-of-18:F system on the undirected graph given in Fig. 3 . three consecutive components do not fail. Therefore, the reliability is directly obtained from the coefficient of t 0 in the pgf φ 5 (t). We give the graph of the exact reliability of the system in Fig. 8 .
Similarly, the exact reliability of the consecutive-3-out-of-18:F system on the undirected graph given by Fig. 3 where r is the reliability of each component of the graph and the components are assumed to be independent. The reliability value is obtained from the coefficient of t 0 in the pgf φ 6 (t). We give the graph of the exact reliability of the system in Fig. 9 . Maple Code of our method is available at http://www2.itc.kansai-u.ac.jp/~aki/programs.html.
