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ABSTRACT 
The paper studies the problem of finding a canonical form for differential 
equations on symmetric matrices, that applies in particular to isospectral flows and 
spectrum-increasing flows. Such a canonical form is obtained using the result: For any 
Lie algebra 5?l and elements W, Z E 2I such that Z is ad-semisimple, there exist 
unique A, B E Yl with W = [Z, A] + B such that A = [Z, C] for some C E 2l and 
[Z, B] = 0. Taking 3 =&(n, W), th e a d- semisimplicity condition holds for symmetric 
matrices Z, and differential equations then have a canonical form i(t) = [Z(t), A(t)] 
+ B(t), where A(t) = [Z, C(t)] and [Z, B(t)] = 0. A flow on symmetric matrices is 
isospectral if and only if B(t) = 0 and spectrum-increasing if and only if B(t) is 
positive definite. Applying this canonical form twice to the finite nonperiodic Toda 
flow, we obtain a double bracket form for this differential equation that differs from 
one recently found by Bloch. 
1. INTRODUCTION 
This paper considers the question of finding a canonical form for differen- 
tial equations describing flows on symmetric or Hermitian matrices, which 
may prove useful in studying isospectral flows and spectrum-increasing flows. 
Lax (1968) observed that many nonlinear evolution equations can be put 
in the general form 
k(t) = [X(t)>A(t)], (1.1) 
where X(t) is a symmetric (respectively, Hermitian) matrix and A(t) is a 
skew-symmetric (skew-Hermitian) matrix. The flow X(t) is then isospectral. A 
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number of completely integrable Hamiltonian dynamical systems can by a 
change of variable be put into this form, and the eigenvalues of X(t) are 
conserved quantities of the Hamiltonian flow. A well-known example is the 
Toda flow, which Flaschka (1976) showed can be put in the form (1.1). There 
are isospectral flows related to many of the basic algorithms in numerical 
linear algebra, including the QR flow, the LU flow, the Cholesb flow, and 
the LZ flow; see Watkins (1984) and Watkins and Elsner (1989). 
Lagarias (1991) g ave examples of spectrum-increasing flows on symmetric 
matrices, which were certain projections of generalized Toda flows. These 
flows satisfy differential equations of the form 
q’(t) = [Y(t),A(t)] + B(t). (1.2) 
The spectrum-increasing property of these flows was established by exhibiting 
a differential equation in which the symmetric matrix B(t 1 is positive semidef- 
inite for all t E Iw. Deift, Rivera, Tomei, and Watkins (1991) extended this 
spectrum-increasing property to a wider class of generalized Toda flows. 
This paper is motivated by the observation that the form of the differen- 
tial equations (1.1) and (1.2) is not unique. For example, the flow X(t) given 
by (1.1) also satisfies the equation 
k(t) = [X(t)&)], 
where 
ii(t) = A(t) + p(t)X(t), 
for any function p(t) whatsoever.’ This makes no difference in determining 
X(t), but it does make a difference in studying properties that the auxiliary 
flow A(t) might have. A more extensive ambiguity arises in the differential 
equation 
9(t) = [Y(t),A(t)] + b(t), (1.3) 
since one can choose A(t) to be an arbitrary skew-symmetric matrix function 
and regard (1.3) as the definition of the symmetric matrix function B(t). In 
the case of the spectrum-increasing flows Y(t) studied in Lagarias (19911, 
‘In this example A(t) is skew-symmetric only for p(t) - 0. The assumption of skew- 
symmetry generally makes A(t) unique in (1.1); see Lemma 5.1. 
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there exist decompositions (1.3) in which &t) is positive semidefinite and _ 
others where B(t) is not positive semidefinite. These observations lead one to 
ask if there is a “natural” unique choice (t(t), &t>I to make in (1.2); extra 
side conditions must be imposed on (A(t), B(t)) to obtain uniqueness. 
The purpose of this paper is to present one such choice. The decomposi- 
tion we construct applies more generally to elements (W, Z) of an arbitrary 
Lie algebra ‘?I over a field k (even a field of positive characteristic). Theorem 
2.1 below shows that for Z satisfying a suitable condition there always exists a 
unique A, B E 2l such that 
W = [Z,A] + B, (14 
where (A, B) satisfy the side conditions 
(I) E, Bl = 0, 
(2) A = [Z, C] for some C in ?I. 
The condition on Z includes all Z that are ad-semisimple, i.e., Z such that the 
linear operator adz(*) = [Z, * ] acting on the k-vector space ‘?I is diagonaliz- 
able. When this condition holds, we call (1.4) the canonical Lie bracket 
decomposition or CLB decomposition of (W, Z). This result has a simple 
proof, and is actually a special case of a general fact in linear algebra which 
does not use the Lie algebra structure at all (Lemma 2.2). 
The rest of the paper applies the CLB decomposition to the case of 
symmetric and Hermitian matrices. In Section 3 we observe that for Hermitian 
matrices in#‘(n, C> there is a variational characterization of part of the CLB 
decomposition, which is that for Hermitian Z the matrix B in (1.4) minimizes 
the norm 
11B112 = tr( BB*), (1.5) 
where B* = (8)” is the Hermitian conjugate of B; see Theorem 3.1. 
In Section 4 we study spectrum-increasing flows for Hermitian matrices 
using the CLB decomposition. It is shown that a differentiable flow Z(t) on 
Hermitian matrices is spectrum-increasing if and only if the CLB decomposi- 
tion differential equation 
i(t) = [Z(t),A(t)] + B(t), (1.6) 
has the property that B(t) is a positive definite matrix for all t E Iw. The 
equations (1.2) found for the spectrum-increasing flows in Lagarias (1991) are 
shown by example not to be the CLB decomposition. Consequently the 
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spectrum-increasing properties of the flows proved there and in Deift, 
Rivera, Tomei, and Watkins (1991) imply matrix inequalities asserting the 
positive semidefiniteness of B(t) in the CLB decomposition. 
Section 5 considers differential equations for a particular isospectral flow, 
the finite nonperiodic Toda flow. Flaschka (1976) gave a Lax pair form 
(1.7) 
for this equation, where rs is a certain linear operator on n X n matrices. 
This form was related to the QR algorithm to find the eigenvalues of 
symmetric matrix by Symes (1982), and the operator us has an associated Lie 
algebraic interpretation described in Faibusovich (1989). The CLB differen- 
tial equation for this flow coincides with (1.7). Now condition (2) in the 
definition of CLB decomposition guarantees that an isospectral flow can 
always be written in the double bracket form 
(1.8) 
in which C(t) is not specified uniquely. Bloch, Brockett, and Ratiu (1990) 
recently observed that for the finite nonperiodic Toda flow on Jacobi matrices 
one can take C(t) to be the constant matrix C = diag(l,2,3, . . . , n). Further- 
more, there is then an interpretation of (1.8) as a gradient flow for the 
function f(Z) = tr(CZ) on the space of symmetric matrices with respect to a 
suitable Riemannian metric; see Bloch, Flaschka, and Ratiu (1990). An 
alternative choice of C(t) in (1.8) is obtained by iterating the CLB decompo- 
sition twice, i.e. by requiring that 
C(t) = [Y(t)JY2’(t)] 
hold for some C(2)(t). In Section 5 it is shown that the double bracket 
differential equation for the finite nonperiodic Toda flow obtained this way is 
different from Bloch_‘s differential equation in that C(t) # C; indeed, the 
associated function f(Z(t)) = tr(C(t)Z(t)) = 0. 
There are a number of directions for exploration. Can the CLB decompo- 
sition for (W, 2) be defined in a nice way for arbitrary (W, Z) on a finite 
dimensional Lie algebra? What is the significance of iterating the CLB 
decomposition, e.g. 
q(t) = [Y(t), [Y(t), [Y(t,A”‘<t,]]] + B(t), 
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and what differential equations do A(j)(t) satisfy? Is there a general geometric 
interpretation of the double bracket differential equation for isospectral flows 
obtained by iterating the CLB decomposition twice? 
2. CANONICAL LIE BRACKET DECOMPOSITION 
The decomposition is a consequence of a result in linear algebra (Lemma 
2.2 below). For any linear map @ : V + V on a vector space V, set 
V, = kernel(@) = {u: a(u) = 0}, 
V’=image(@) = {@(u):uEV}. 
We say that @ has the direct sum property if 
v = v, + v@. (2.1) 
Not all maps @ have this property. For finite dimensional V there is a simple 
characterization, as follows. We say that @ is 0-semisimple if CD is semisimple 
on its 0-eigenspace, i.e. if Q’(u) I= 0 implies that Q(i) = 0. 
LEMMA 2.1. Let V be a finite dimensional vector space and @ : V 
linear map. The following conditions are equivalent: 
(i) Cp has the direct sum property, i.e. V = V, + V@. 
(ii) + is 0-semisimple, i.e. V, fl V’ = (0). 
(iii) @ : V’ + V @ is invertible. 
-tVa 
Proof. (i) = (ii): For finite dimensional V, 
dim(V,) + dim(V’) = dim(V). (2.2) 
Thus V = V, + V’ is equivalent to V, n V’ = 10). 
(i) = (iii): Assuming (i), applying @ to (2.1) shows @ : V @ + V @ is onto; 
hence @ is invertible on V @. Conversely, if (iii) holds, so that @ is invertible 
on V ‘r’, then V, n V ’ = (0}, and (i) then follows from (ii). n 
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Lemma 2.1 showed that the direct sum property and 0-semisimplicity are 
equivalent for finite dimensional V; this is not so in the infinite dimensional 
case. 
The decomposition is the following. 
LEMMA 2.2. Suppose Q : V + V is a linear mapping which has the 
direct sum property and is 0-semisimple. Then any v E V has a unique 
decomposition 
v= aqw) +x (2.3) 
such that 
(i) x E av = kernel(Q), 
(ii) w E a” = image(@). 
Conversely, $for every v E V there is a unique such decomposition, then Q, 
has the direct sum property and is 0-semisimple. 
Proof. By the direct sum property 
v=w’+x 
with w ’ E V ‘, x E V,. This decomposition (w ‘, x) is unique by O-semisim- 
plicity, since V, fJ V@ = (0). Applyl g ‘n @ to (2.1) shows that Ca(V’) = V*, 
and then V, n V @ = (0) implies that Q, : V’ + V @ is invertible. Hence 
there is a unique w E V ’ with Q(w) = w ‘. 
For the converse, the existence of (2.3) shows V = V @ + V,, and 
uniqueness implies V, fl V @ = {O). W 
Now we apply this to Lie algebras. Recall that an element Z of a Lie 
algebra ‘!?l is ad-semisimple if the linear map adz(*) = [Z, . ] on End(2I) is 
semisimple, i.e. diagonalizable. If Z is ad-semisimple, then adz : [Z, a] + 
[Z, ‘81 is invertible. 
THEOREM 2.1. Suppose that W, Z are elements of a Lie algebra 2X and 
that adz : [Z, 2l] + [Z, 331 is invertible. Then there exists a unique o!ecompo- 
sition 
W=[Z,A]+B (2.4) 
such that 
(1) [Z, Bl = 0, 
(2) A = [Z,C]forsome C E 2l. 
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Proof. The hypothesis that adz : [Z, 2l I -+ [Z, ‘%I is invertible is equiva- 
lent to adz having the direct sum property and being 0-semisimple. The 
theorem immediately follows from Lemma 2.2 applied to the linear map 
adz :%I -+ 2X, n 
We use the notation (A,(W), B,(W)) for the decomposition (A, B) in 
(2.4) and call it the canonical Lie bracket decomposition, abbreviated CLB 
decomposition, of the pair (W, Z>. 
Note that, as defined, the CLB decomposition depends on the Lie 
algebra !?I; in fact, if IX CA’, then the CLB-decomposition of (W, Z> in VI is 
the same as that in 9, provided that the CLB decomposition exists in 2. 
REMARKS. 
(1) Given a Lie algebra 8 and an element Z, then I?Iz is the centralizer 
of Z and a2 is the image of adz. In fact, if ‘II is semisimple and Z is 
ad-semisimple, then 5?f z and 5?f ’ are orthogonal complements with respect to 
the negative of the Killing form, as is observed in [4]. Note that for#(n, C) 
the Killing form is 
K(X, Y) = 2[n tr(m) - 2tr(X) tr(Y)]. 
(2) The decomposition may be repeated by applying it to the pair (A, Z), 
and iterating, using condition (2) of Theorem 2.1, to obtain CLB 
decompositions 
A = [Z,A’l’], 
A”’ = [Z, Ac2’], etc, 
From these one obtains multiple bracket equations, 
W = [Z, [Z, A(l)]] + B, 
W = [Z, [Z, [Z,Ac2’]]] + B, etc., 
where a unique choice of A(“) is available at each stage. 
(3) In some circumstances the first term [Z, A,(Z)] in the CLB decom- 
position of (W, Z) may be thought of as the orthogonal projection of W onto 
the subspace [Z, VI] of 5?l with respect to a suitable Riemannian metric on I%; 
see Theorem 3.1 below. 
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(4) The CLB decomposition applies also to infinite-dimensional Lie 
algebras. 
NOW we consider the CLB decomposition on Lie algebras of matrices. 
The Lie algebra#(n, C) denotes n X n complex matrices with bracket 
operation [A, B] = AB - BA. 
COROLLARY 2. la. Let W, 2 E#(n, @>, and suppose that 2 is semisim- 
pie. Then the CLB decomposition 
W = [z, A,(W)] + W”‘) 
exists and has the following properties: 
(1) It respects similarity transformations, i.e., 
AYZ,&MWM-‘) = MA*(W)M-‘, 
BM,,,m,(MWM-‘) = MBz(W)M-‘. 
(2) If W and Z both belong to a Lie subalgebra ‘21 of#<n, Cl, then so 
do A,(W) and B,(W). 
Proof. If Z is semisimple in /‘(n, a=), then 2 is ad-semisimple 
(Humphreys, 1972, p. 18). Hence the Lie bracket decomposition exists by 
Theorem 2.1. 
To prove (11, applying a similarity transformation, we have 
MWM-1 = M[Z,A,(W)]M-’ + MB,(W)M-’ 
= [MZM-l, MA,(W)M-l] + MB~(W)M-‘. 
It is easy to check that [Z, B,(W)] = 0, and A,(W) = [Z, Cl imply 
[fyzs’, MB,(W)M-lI = 0 and MAz(W)M-’ = [MZM-‘, MCM-‘I so (1) 
To prove (2) note that since the adjoint map on 3 is a projection of the 
adjoint map on#(n, C), if Z is ad-semisimple on#(n, C) it is ad-semisimple 
on 3. By Theorem 2.1 a canonical Lie bracket decomposition 
(A,(W), B,(W)) exists in ‘?I. It satisfies the condition to be a Lie bracket 
decomposition in#(n, C). n 
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Lie subalgebras of interest inA(n, C) include G&n, C), the skew- 
Hermitian matrices;/(n, rW>, the 12 X n real matrices; and GZ(n, rW>, the 
n X n real skew-symmetric matrices. 
3. CLB DECOMPOSITION FOR HERMITIAN AND SYMMETRIC 
MATRICES 
The CLB decomposition respects Hermitian and skew-Hermitian matri- 
ces, and also has a variational characterization. In what follows, let (- lji- 
Hermitian denote Hermitian or skew-Hermitian, respectively, for i = 0 or 1 
(mod 2). Note that Hermitian and skew-Hermitian matrices are semisimple 
in#(n, C). 
THEOREM 3.1. Let W, 2 l pY(n, C) with 2 (- l)‘-Hermitian. The 
canonical Lie bracket decomposition 
W = [Z A,(W)] + B,(W) 
exists and has the following properties: 
(1) If W is (--l)j-Hermitian, then A,(W) is (- l)“j+l-Hermitian and 
B,(W) is ( - l)j-Hermitian. 
(2) Variational property: B,(W) is the unique minimum of 
~~8~~” = tr(BB*) 
over all decompositions 
W=[Z,A]+B 
with A, B E#(n, C). 
Proof. The existence of the CLB decomposition follows from 2 being 
semisimple by Corollary 2.la. Note that if (A, B) is the CLB decomposition 
for (W, Z), then (A, iB) is the CLB decomposition for (iW, iZ). Hence 
without loss of generality it suffices to prove (1) and (2) in the case where Z is 
Hermitian. 
Next we may apply a suitable unitary transformation sending (W, Z) to 
(UWU*, MU*> and (A, B) to (UAU*, UBU*), to further reduce to the case 
that 2 is diagonal. Note here that 
IIUBU*l12 = Ml2 
for unitary U, so that (2) is unaffected. 
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We proceed by explicit computation. Since permutation matrices are 
unitary, we may suppose that the diagonal entries of the digonal matrix 2, 
which are real, are arranged in decreasing order, in blocks of equal eigenval- 
ues pi > j.+ > *** > 1,. of multiplicities ml, . . , m, respectively, with 
CL= 1 mi = m. Take a general equation 
W = [Z,A] + B, (3.1) 
and consider the block citiccmposition of A, B, W, 2 into blocks A,,, B,,, 
Wkl, Z,, of size mk X ml for 1 < k, 1 < r. In particular 
Now 
Define a matrix A by 
(pk - /-%-lwkl for k+l, 
0 MkXMk for k=l. 
(3.2) 
(3.3) 
(3.4) 
It’s easy to see that A = [Z, c:], where 
(p., - E.Ll)-% for k #l> 
0 for k = 1. 
Also 
B:= W - [Z, A] = diag(W,, , . . . , W,,) (3.5) 
clearly commutes with 2. Hence (A, 6) is the CLB decomposition of (W, 2). 
Now (3.4) shows that if W is (- l)j-Hermitian then A is ( - l)j’ ‘-Hermi- 
tian. Since 2 is Hermitian, [Z, A] is (- l)j-Hermitian; hence (3.5) shows B is 
(- l)j-Hermitian, and this proves (1). 
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To establish the variational property, observe that for an arbitrary (A, B) 
in (3.1) one has by (3.3) that 
M2 = 2 llBJ12 
k.l=l 
a i llBkkl12 = 2 IlW,,ll” 
k=l k=l 
= 11w , 
using (3.5). Eguahty can occur only if all B,, = 0 for k # I, and since 
B,, = W,, = B,,, this forces B = B, proving (2). n 
Using Corollary 2.Ia one sees that the analogous results hold for symmet- 
ric and skew-symmetric matrices (W, 2) in/(n, If@, with the variational 
property taken with respect to the Frobenius norm 
jlB112 = tr( BBT) 
4. SPECTRUM-INCREASING FLOWS 
We derive properties for a flow on Hermitian (or symmetric) matrices to 
be spectrum-increasing in terms of the CLB decomposition. 
,If 2 is a Hermitian matrix, let {hi(l) : 1 <_i Q n) denote the eigenvaiues 
of Z arranged in decreasing order. Also let 2 * 0 (2 > 0) mean that 2 is 
positive definite (positive semidefinite). 
THEOREM 4.1. Let W, 2 be Hermitian n X n matrices. The following 
are equivalent: 
(1) There exists a decomposition 
W = [Z,A] + B 
with B F 0. 
(2) The canonical Lie bracket decomposition 
W = [Z, A,(W)] + B,(W) 
has B,(W) + 0. 
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(3) Spectrum-increasing property: There exists Ed = E&W, Z) > 0 such 
that 
Ai(Z + EW) > hi(Z), l<i<n, (4.1) 
for 0 < & < E. 
Proof. (2) j (1) is immediate. 
(1) 3 (3): Recall first that commutators are infinitesimally isospectral, so 
that 
A,(Z + .[&A]) > h,(2) + O(2) (4.2) 
as E -+ 0 for any Hermitian Z and skew-Hermitian 8. Now if B > 0 then 
B > h,(B)I, where I is the identity matrix, and 
A,(2 + EW) = A,(2 + EB + c([Z + EB,A]) - E~[B,A]) 
= A,(Z + EB + c([Z + cB,A])) + O(c2) 
= A,(Z + EB) + O( c”) 
> A,(Z + &A,(B)I) + O(E~) 
= A,(Z) + E&(B) + o( E”), (4.4) 
using (4.2). Hence (3) holds for sufficiently small .sO = .sa(W, Z). 
(3) * (2): Assertions (2) and (3) are both preserved under unitary trans- 
formations sending (W, Z) to (UWU*, UZU*), so without loss of generality we 
reduce to the case where Z is diagonal with diagonal elements arranged in 
decreasing order. Now (4.1) gives 
Ai(Z + EW) = Ai(Z + .s[Z,A,(W)] + cB,(W)) 
= A,(Z + &B,(W)) + o( E”) (4.5) 
as E -+ 0. We now make use of the block decomposition (3.2) of the diagonal 
mar-ix Z given in Theorem 3.1, together with that of W and B,(W). The 
formula (3.5) for B,(W) implies that Z(E):= Z + EBB is block-diagonal 
with k th diagonal block 
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The eigenvalues of Z(F) are just the eigenvalues of Zkk(.s) for 1 < k < r, 
and these are & + Ehj(Wk.) for 1 < j < mk. Since the & are distinct, for 
small enough E all eigenvalues of Zkk(c) are near enough to pk to be 
separated from those in all other blocks ZIl(.c) for k # 1. Hence for small 
enough E > 0, 
A 1?1,+ - +m_,+j(Z + &B,(W)) = Aj(zkk(s)) 
= pk + Ghj(Wkk) (4.6) 
for 1 -<j < mk. Combining hypothesis (3) with (4.5) and (4.6) yields 
For small enough E > 0 this implies 
Thus each Wkk is positive definite, and since B,(W) is block-diagonal with 
blocks wkk, it is positive definite. n 
A result analogous to Theorem 4.1 holds for positive semidefinite matri- 
ces, where one substitutes B h 0 in (l), B,(W) + 0 in (2), and 
h,(Z + EW) 2 h,(Z) + O(E2), 0 G E< 80, (4.7) 
in (3). 
These results immediately apply to spectrum-increasing flows. If Z(t) is a 
differentiable flow or Hermitian matrices, it satisfies the CLB difirential 
equation 
i(t) = [Z(t),A(t)] + B(t), (4.8) 
where &t>:= A,,,,(k(t)), b(t) = Bz,,,(%t)>. 
COROLLARY 4.2. For a daserentiable flow Z(t) on Hermitian matrices, 
the following are equivalent: 
(1) Z(t) is sp e ct rum-increasing (spectru_m-nondecreasing). 
(2) In the CLB d+ff a erential equation B(t) is positive definite for all t 
( positive semi&finite for all t). 
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We apply these results to a particular spectrum-nondecreasing flow. The 
TodaJlow on symmetric matrices is an isospectral flow given by the differen- 
tial equation 
%t) = [XW dw)ll~ (4.9) 
where rs &(n, R) +#(n, R) is a linear operator defined by 
where 
I, = x_- x,, (4.10) 
x = x++ x, + x_, (4.11) 
in which (X,, X,, X_) are the strict upper-triangular, diagonal, and strict 
lower-triangular parts of X, respectively. The map ns sends symmetric 
matrices to skew-symmetric matrices. Now consider the Toda flow on 3 X 3 
symmetric matrices X = [ xij], and its projected flow Y = [ yij] onto 2 X 2 
symmetric matrices obtained via the projection yij = xij for 1 < i, j < 2. 
Lagarias (1991) b o served that this projection operation applied to the 
differential equation (4.9) yields 
with 
+= (Y,A] + 6, (4.12) 
0 
A = 7rJY] = x12 -;12 ,
[ I 
Q = 2Y,,,Y,:, = 2[ .I:23 y.1; 
where y2,3 = [x13, ~~~1. Clearly B = mT is positive semidefinite, and with 
(4.12) this implies that Y(t) is a spectrum-nondecreasing flow. 
A computation shows that the CLB decomposition for (Y, Y) is 
-“; -’ 
1 
, 
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where 
S=2 
(x22 - ~11)~13X23 + x12(43 - G3) 
(Xl1 - %)” + 4& 
(4.14) 
This CLB decomposition was calculated by observing that A,<?) is skew- 
symmetric by Theorem 3.1, and the parameter s was then solved for using 
[Y,B,(?)] = 0. 
The resulting CLB differential equation 
+ = [Y,A,(‘u)] + B,(q) 
differs from (4.12). Since we know that Y(t) is spectrum-nondecreasing, 
Corollary 4.2 asserts that B,(Y) is positive semidefinite. Now a necessary and 
sufficient condition for an n X n symmetric matrix M to be positive semidefi- 
nite is that the determinants of all 2” of its principal minors are nonnegative. 
Thus B,(q) + 0 yields 2” inequalities asserting the nonnegativity of 2” 
multivariate polynomials. For example, the condition By(?))11 > 0 gives 
(x11 - x22)“x1”3 + 3x;& 
+(x11 - ~22)*12~13~z3 + G2G3 2 0, (4.15) 
for all (xrl, x127 x13> x21> x2.2> ~2~) E R6. It does not seem immediately 
obvious how to give direct proofs of all these polynomial inequalities. 
5. ISOSPECTRAL FLOWS 
Isospectral flows have a number of different algebraic and geometrical 
interpretations. These lead to different forms for the differential equations 
describing the flows. Here we study the special case of the finite nonperiodic 
Toda flow on symmetric matrices, and the interpretation of various forms of 
the differential equations for this flow. 
We start with the Toda flow differential equation given in the form 
w = [W>~ 4w>l (5.1) 
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by Flaschka (1976). This form of the equation was observed by Symes (1982) 
to relate the Toda flow to the QR algorithm for diagonalizing Jacobi matrices, 
and more generally for diagonalizing symmetric matrices. The associated flow 
Y(t) = exct) gives at integer times the successive iterates of the QR algorithm 
applied to Y(O). The QR decomposition of a matrix M E GL(n, [w) factors M 
as a product of an orthogonal matrix Q and an upper triangular matrix R 
obtained by Gram-Schmidt orthogonalization. It corresponds to the Lie group 
factorization of the Lie group GL(n, [w) with respect to its closed subgroups 
O(n, [WI and T(n, Iw), the upper triangular matrices. 
Faibusovich (1989) describes an interpretation of this factorization on the 
Lie algebra level. The modified Yang-Baxter equation for a linear mapping 
R:%?I--+%iis 
R([R(X)>Y] +[X, R(Y)]) = [R(X), R(Y)] + [XJ] 
for all X, Y E ?I. This gives the vector space % a second Lie algebra 
structure with bracket operation [ , lR defined by 
[KY],:= +([R(X)J] + [X, R(Y)]). 
Faibusovich shows that any endomorphism R of ‘u satisfying the Yang-Baxter 
equation corresponds to specifying two subalgebras % f of the Lie algebra %?l 
together with some extra structure and conversely: see his Theorem 1. [He 
attributes this result to Semenov-Tian-Shansky (19831.1 The mapping 7~s 
satisfies the modified Yang-Baxter equation. This gives a formal structural 
reason why the solution of the differential equation (5.1) when exponentiated 
becomes related to the QR factorization. 
The CLB form of the Toda lattice differential equation coincides with the 
Flaschka form (5.0, i.e. A,(X) = m,(X). In the case that 2 has distinct 
eigenvalues this follows from a general result. 
LEMMA 5.1. Suppose that the symmetric matrix 2 has distinct eigenval- 
ues. For any W there is at most one skew-symmetric A with W = [Z, A]. 
Proof. If there were two, by subtracting them from each other, we could 
reduce the problem to showing: If A is skew-symmetric and [Z, A] = 0 then 
A = 0. Applying a suitable orthogonal transformation, we may without loss of 
generality reduce to the case that Z is diagonal, with distinct eigenvalues 
P1 > I+? > *** > CL,, on the diagonal. The skew-symmetry of A gives 
[Z, A]ij = ( Eli - Pj;,)Aij, 
and the lemma follows. n 
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Lemma 5.1 shows that A,(X) = r,(X) when X has.distinct eigenvalues, 
because r,(X) is skew-symmetric by definition and A,(X) is skew-symmetric 
by Theorem 3.1. In fact A,(X) = r,(X) holds even when X does not have 
distinct eigenvalues; we omit details. 
The CLB differential equation for any isospectral flow has A,(k) = [X, A] 
for some A, and this corresponds to writing it in double bracket form 
k(t) = [X(t), [X(t)&>]]. (5.2) 
Brockett (1988, 1989) studied a gradient flow associated to a matching 
problem that had a double bracket Lax pair form, and Bloch (199Oa) 
observed that a special case of these equations described the Tad? flow 
equations for Jacobi matrices (symmetric tridiagonal matrices), where A(t) is 
a constant. Bloch (199Oa) shows by a simple computation that: 
PROPOSITION 5.1. For X(O) a symmetric tridiagonal matrix, the Toda 
flow X(t) satisfies 
k(t) = [X(t), [X(t), N]], (5.3) 
where N = diag(l,2, . . . , n). 
Bloch, Brockett, and Ratiu (1992) observe that the double bracket flow 
(5.3) on Jacobi matrices is a gradient flow for 
f(X) = tr(NX) (5.4) 
on the O(n, @orbit 2(A) = (2 : 2 symmetric with fued eigenvalues 
(A,, . . , A,)) with respect to a particular Riemannian metric that they call 
the normal metric, which is defined in their paper and in Bloch, Flaschka, 
and Ratiu (1990, Section 4.3). In particular f(X) is nonincreasing for the Toda 
flow on Jacobi matrices. An analogous gradient flow interpretation for the 
Toda flow on arbitrary symmetric matrices is not known. 
In the double bracket differential equation (5.2) the matrix A(t) is not 
unique. As already observed in Section 2, one may make a unique choice for 
A(t) by repeating the CLB decomposition. In doing so we obtain the CLB 
double bracket equation defined uniquely by 
k(t) = [X(t), [X(t),A(t)]], (5.5a) 
with 
h(t) = [x(t),c(t>l for some C(t) . (5.5b) 
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This equation does not coincide with Bloch’s double bracket form (5.3) for 
the Toda flow on Jacobi matrices. Indeed, for the Toda flow on 2 X 2 
matrices, an explicit computation yields 
where 
A = (xii - r22)2 + 4xF2. (5.6b) 
It would be interesting to find a geometric interpretation of the CLB double 
bracket equation. 
The observation of Bloch, Brockett . and Rat$ concerning tr(NX) sug- 
gests examining the analogous function f(X) = tl(NX). Here one has f(X) = 
0, because 
tr(NX) = tr( (XC - CX)X) = 0. (5.7) 
This also directly implies that N(t) $ N whenever f(X) is known to be strictly 
decreasing. 
1 am indebted to I. Daubechies, L. N. Guroits, and the referee for helpful 
comments and references. 
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