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1. Introduction
Traditionally, the understanding of a material’s band structure
requires knowledge of symmetry representation theory.
During the last decades, it became increasingly clear that not only
symmetries, but also concepts borrowed from topology, and
often a combination of the two, are required for a complete
understanding of band structures.[1–4] In particular, gapped band
structures can be classified into different topological classes
(also referred to as “topological phases”), where two band struc-
tures are in the same class if they can be smoothly deformed into
each other by changing system parameters, without closing the
excitation gap and without reducing the symmetry of the band
structure at an intermediate stage. This topological classification
of band structures applies equally well to superconductors if
these have a gapped excitation spectrum in their Bardeen–
Cooper–Schrieffer (BCS) mean-field description.
An important practical consequence of the existence of dis-
tinct topological classes of band structures is that a nontrivial
topology of the bulk band structure may imply the existence
of anomalous boundary states. A boundary state is called
“anomalous” if it cannot exist without the
presence of the topological bulk.
Anomalous boundary states are immune
to local perturbations and can be removed
only by a perturbation that closes the exci-
tation gap of the bulk band structure or
reduces its symmetry. This connection
between a nontrivial topology of the bulk
band structure and the existence of anom-
alous boundary states is referred to as bulk–
boundary correspondence. For topological
phases that are subject to nonspatial sym-
metries only, such as time-reversal symme-
try or the particle–hole antisymmetry of the superconducting
Bogoliubov–de Gennes Hamiltonian, the bulk–boundary corre-
spondence is complete: Each topological class of a d-dimensional
bulk band structure is uniquely associated with an anomalous
boundary state of dimension d  1 and vice versa.[5,6]
The question of a bulk–boundary correspondence for topolog-
ical phases that are also subject to spatial symmetries, such as
inversion or mirror symmetries, is more subtle. In general, in
this case the bulk–boundary correspondence is incomplete
and requires a degree of compatibility of the crystal termination
and the crystalline symmetries. Immediately after the discovery
of topological crystalline band structures,[7,8] it was understood
that a conventional bulk–boundary correspondence, in which
the anomalous boundary states of a d-dimensional crystal have
dimension d  1, exists only for a boundary orientation that
is invariant under the action of the crystalline symmetry
group.[2,7–12] This condition, however, can be met for a small
number of symmetry groups only—mirror symmetry being an
example—and even in those cases is restricted to selected surface
orientations. Recently, following pioneering work by Schindler
et al.,[13] it was realized that topological crystalline phases may
also have anomalous boundary signatures of dimension less than
d  1,[13–26] provided the crystal termination as a whole respects
the crystalline symmetry group. Examples are anomalous states
at hinges or corners of a 3D crystal or anomalous corner states of
a 2D crystal (see Figure 1). The condition that the crystal termi-
nation as a whole respects the crystalline symmetry group is a
much weaker condition on the surface orientations than the con-
dition that the orientation of individual crystal faces is invariant
under the crystalline symmetry. Moreover, it is a condition that
can be met for all crystalline symmetry groups. Topological
phases with this type of boundary signature are called higher-order
topological phases, where the order n indicates the codimension
of the boundary states. In this terminology, topological phases
that do not rely on crystalline symmetries, which have boundary
states of dimension d  1, are called “first-order.”
Boundary states of codimension n ≥ 2 may also occur as the
anomalous boundary states of a nontrivial topological phase
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have their origin in the topology of the bulk band structure, they
are referred to as extrinsic;[18] anomalous boundary states that
are rooted in the topology of the bulk band structure are called
intrinsic. Although they are a property of the crystal termination,
extrinsic anomalous boundary states still have some degree of
topological protection. Specifically, extrinsic corner states cannot
be removed by perturbations that respect the crystalline symme-
tries and do not close the gaps along hinges or surfaces of the
crystal. Similarly, extrinsic hinge states cannot be removed by
symmetry-preserving perturbations that do not close surface gaps.
In this article, we review the arguments that show how
intrinsic higher-order boundary states arise as a consequence
of a topologically nontrivial band structure. We discuss the sim-
plified model systems that appeared in the original publications
and that have become paradigmatic examples of higher-order
topological band structures. We also discuss the bulk–boundary
correspondence for topological crystalline phases. Such bulk–
boundary correspondence was formulated by us for the case
of “order-two” crystalline symmetries that square to the identity,
such as mirror, inversion, or twofold rotation in Trifunovic and
Brouwer.[21] Here, these ideas are extended to more general
crystalline symmetry groups. Throughout the review, we restrict
ourselves to “strong” topological phases, which are robust to a
breaking of the lattice translation symmetry (while preserving
the crystalline symmetries, of course).
We note that the relevance of topology to condensed matter
systems is not only limited to understanding band structures.
Indeed, as the pioneering work of Thouless et al. shows,[30]
the topological classes for quantized Hall systems can be defined
even in the absence of a discrete translation symmetry. The
results for strong topological phases that we consider in this
review, such as the bulk–boundary correspondence in presence
of a crystalline symmetry, remain valid if the lattice translation
symmetry is broken in a manner that preserves the crystalline
symmetries. Some auxiliary results, such as the definition of
topological invariants, rely on the existence of a band structure.
The remainder of this article is organized as follows: In
Section 2, we briefly review the ground rules for defining topo-
logical equivalence. In Section 3, we discuss three paradigmatic
examples of topological band structures in one, two, and three
dimensions, their boundary signatures, and how and under what
conditions the existence of these boundary signatures is rooted
in the topology of the bulk band structure. In addition, we review
recent experimental realizations of higher-order topology. In
Section 4, we formulate the formal bulk–boundary
correspondence for topological band structures with a crystalline
symmetry. In Section 5, we discuss a specific example to make
the rather general considerations of Section 4 more explicit. We
conclude in Section 6.
2. Topological Equivalence
For a precise topological classification of band structures and the
associated boundary signatures, one has to define the “rules” of
topological equivalence. When taken literally, the definition
of topological equivalence stated in the first paragraph of the
introduction implies that two band structures with different
numbers of occupied bands belong to different classes. It is cus-
tomary to relax this criterion and allow that the separate addition
of (topologically trivial) occupied or empty bands or sets of bands
does not change the topological class of the band structure. This
topological equivalence of band structures modulo the addition
of trivial occupied or empty bands is known as “stable equiva-
lence.” The complete bulk-boundary correspondence for topolog-
ical band structures subject to non-spatial symmetries was
derived using the rules of stable equivalence.[5,6]
More precisely, under the rules of stable equivalence one
considers pairs (H,H 0) of band structures with an equal number
of bands—an approach known as the Grothendieck construction.
Two pairs ðH1,H’1Þ and ðH2,H’2Þ are considered topologically
equivalent if H1
L
H’2 can be smoothly deformed into
H2
L
H’1, without closing the excitation gap and without
violating the symmetry constraints. With this definition, topolog-
ical classes acquire a group structure, the group operation
being the direct sum of band structures: Using the pair
ðH,H0Þ to represent its topological class, the group operation
is ðH1,H’1Þ
L ðH2,H’2Þ ¼ ðH1 LH2,H’1 LH’2Þ. The inverse





H’1Þ. In this manner, the topological
phases are classified with an Abelian classifying group K. The cor-
responding classification scheme is known as the “K-theory
classification”.
3. Boundary Signatures of Topological Band
Structures
In this section, we first consider three examples of gapped band
structures with crystalline symmetries in dimensions d¼ 1, 2,
and 3. The examples are meant to illustrate the role of the
crystalline symmetries as well as the nonspatial symmetries
for the topological characterization of the band structure and
the protection of eventual boundary states. Subsequently, we
review recent experiments that realize higher-order topological
band strucutres. The last three subsections explain how and
when the boundary signatures derive from the nontrivial topol-
ogy of the bulk band structure.
3.1. 1D Model with Inversion Symmetry
As a first example, we consider the 1D model known as the
Su–Schrieffer–Heeger model or the “Kitaev chain” in its non-
superconducting or superconducting realizations, respectively[31,32]
(a) (c)(b)
Figure 1. Examples of higher-order boundary signatures: a) Majorana
corner states of a 2D topological crystalline superconductor, b) chiral
hinge states of a 3D second-order Chern insulator, and c) helical hinge
states of a second-order topological insulator.
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HðkÞ ¼ Γ0½m þ tð1 cos kÞ þ Γ1t sin k (1)
with “Dirac gamma matrices” Γ0 ¼ σ1 and Γ1 ¼ σ2. The model is
invariant under particle–hole conjugation P
HðkÞ ¼ UPHðkÞUP (2)
with UP ¼ σ3. If P is not enforced, Equation (1) represents a 1D
chain with a two-atom unit cell and nearest-neighbor hopping
amplitudes that alternate between t and tþm (see Figure 2a).
With particle–hole symmetry, Equation (1) represents the
Bogoliubov–de Gennes Hamiltonian of a 1D superconductor with
a one-atom unit cell, be it with a nonstandard form of the particle–
hole conjugation operation. In addition, the Hamiltonian
(Equation (1)) is also invariant under time reversal T , the “chiral
antisymmetry” UC, and inversion T




with UT ¼ 1, UC ¼ UPUT ¼ 3, and UI ¼ Γ0 ¼ σ1. The inver-
sion operation I commutes with T , but it anticommutes
with P, so this model represents an odd-parity superconductor
if P is present.
The model (1) describes a one-parameter family of
Hamiltonians HðkÞ, labeled by the parameter m. The spectral
gap of the model (1) closes at m ¼ 0. To see whether this gap
closing point represents a topological phase transition, one looks
for the existence of “mass terms,” perturbations to HðkÞ that
anticommute with the matrices Γ0 and Γ1. If such mass terms
do not exist, a gap closing can not be avoided when m is tuned
through the gapless point at m ¼ 0 and the gapless point
represents a topological phase transition. If it exists, the phases
below and above m ¼ 0 are topologically equivalent.
By inspection, one easily verifies that the model (1) allows
a single mass term, M ¼ σ3. This mass term is, however,
incompatible with P, C, or I , so the gapless point at m ¼ 0
represents a topological phase transitions if at least one of
these three symmetries is present. With P or C, the model (1)
is in a first-order (i.e., noncrystalline) topological phase for
2t < m < 0 with a (Majorana) zero mode at each end.
Without P or C, but with I , the model no longer has protected
zero-energy end states, but it has an anomalous half-integer “end
charge” if 2t < m < 0. The existence of the end charge follows
from a calculation of the bulk polarization.[33] It can also be
inferred from the fact that the midgap end state in the presence
of P or C symmetrically removes a half-integer charge from the
valence and conduction bands. If P or C is broken, the end states
can be removed, for example, by a local potential at each end,
but the half-integer end charge is immune to the addition of
a local perturbation, as the inversion symmetry I prevents charge
flow through the insulating bulk. If P, C, and I are broken, the
existence of the mass term M ¼ σ3 implies that the model is
topologically trivial.
Having no anomalous end states, the model (1) with broken P
or C symmetry is an example of a “Wannierizable” or “atomic
limit” band structure, a band structure for which there exists
a basis of localized “Wannier functions.” That such atomic-limit
band structures can nevertheless be topologically distinct can be
seen by inspecting the model (1) in the limits t=m ¼ 1 and
t=m ¼ 0 in which the system dimerizes and the eigenstates
are trivially constructed. For t=m ¼ 0, the Wannier states are
localized in the center of the unit cells, whereas for t=m ¼ 1
the Wannier states exist at the boundary of the unit cells
(see Figure 2b,c). As it is not possible to continuously move
Wannier states from the position in Figure 2b to the position
in Figure 2c without breaking the inversion symmetry, the
two cases represent different topological phases. As it is the
presence of a crystalline symmetry that rules out a continuous
transition between the two topological phases, such topologically
different atomic-limit insulators are referred to as “symmetry-
obstructed atomic insulators.”[34,35]
One-dimensional gapped Hamiltonians with inversion
symmetry, but without particle–hole antisymmetry, have a
Z classification,[9–12,36] the topological index N corresponding
to the difference of the number of occupied odd-parity bands
at k ¼ π and k ¼ 0. The generator of the classifying group
is the topological equivalence class of the model (1) with
2t < m < 0. There are no anomalous corner charges, or any
other boundary boundary signatures, if N is even.
3.2. BBH Model
The first model featuring intrinsic anomalous corner states was
considered by Benalcazar, Bernevig, and Hughes (BBH).[14,37]
It is a four-band model
Hðk1, k2Þ ¼ Γþðt0 þ t cos k1Þ þ Γ1t sin k1
þ Γðt0 þ t cos k2Þ þ Γ2t sin k2
(4)
where t and t 0 are real parameters and Γþ ¼ τ1σ0, Γ ¼ τ2σ2,
Γ1 ¼ τ2σ3, Γ2 ¼ τ2σ1 are mutually anticommuting
Hermitian matrices that square to one. The Hamiltonian
(Equation (4)) satisfies two mirror symmetries Mx,y
Hðk1, k2Þ ¼ UxHðk1, k2ÞUx
¼ UyHðk1,  k2ÞUy
(5)
with Ux ¼ τ1σ3 and Uy ¼ τ1σ1, as well as a fourfold rotation




Figure 2. a) Without particle–hole symmetry, the model (1) describes
a 1D lattice with a two-atom unit cell and nearest-neighbor hopping
amplitudes that alternate between t and tþm. b) In the “topological
phase” 2t<m< 0 Wannier functions are localized between unit
cells, whereas c) they are localized in the center of the unit cells if
m<2t or m> 0. The two patterns cannot be smoothly deformed into
each other in the presence of inversion symmetry.
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Like the previous example, the Hamiltonian (Equation (4)) is
invariant under time reversal T , particle–hole conjugation P,
and the chiral antisymmetry C
Hðk1, k2Þ ¼ UT Hðk1,  k2ÞUT
¼ UPHðk1,  k2ÞUP
¼ UCHðk1, k2ÞUC
(8)
with UT ¼ 1, UP ¼ UC ¼ τ3. In the presence of particle–hole
symmetry, the BBHmodel (4) may be understood as a supercon-
ductor with a two-atom unit cell. In this case, the order parameter
has odd mirror parity, but it transforms trivially under rotations.
Without P, Equation (4) has an intuitive explanation in terms
of a tight-binding model on the square lattice with a four-atom
unit cell (see Figure 3).
Equation (4) does not have the Dirac-like form of Equation (1),
which allows a straightforward analysis of its topological content
by counting mass terms. However, it can be smoothly trans-
formed to a Hamiltonian of that form. This is most conveniently
performed in the vicinity of the gapless point at t0 ¼ t by
parameterizing
t0 ¼ tþm=2 (9)
and rewriting Equation (4) as
Hðk1, k2Þ ¼ Γ0½m þ tð2 cos k1  cos k2Þ
þ Γ1t sin k1 þ Γ2t sin k2
 Γ4tðcos k1  cos k2Þ
(10)




and we rescaled the terms propor-
tional to Γ0,4. In the vicinity of the gapless point m ¼ 0, the term
proportional to Γ4 can be sent to zero without violating any of the
symmetries or closing a spectral gap. The remaining three terms
have the desired Dirac-like form (compare with Equation (1)).
Whether the gapless point at m ¼ 0 represents a topological
phase transition can be easily decided by inspection of the “mass
terms” of the Hamiltonian (Equation (10)). There are two such
mass terms: M1 ¼ Γ4 and M2 ¼ τ3σ0. The first of these is com-
patible with all symmetries discussed above, except forR4, which
implies that the model (4) is topologically trivial unless R4 is
present. The mass term M2 is compatible with T and with
twofold rotation symmetry R2 ¼ MxMy only.
With fourfold rotation symmetry, the model (4) has a nontriv-
ial topological phase for 4t < m < 0. In the presence of P or C,
this phase has anomalous zero-energy (Majorana) corner states.
If P or C are broken, the corner states may be removed by a local
perturbation. In this case, the model (4) is in an obstructed
atomic-limit phase in which—analogously to the 1D example
discussed previously—anomalous half-integer corner charges
remain.[14,37,38] These corner states or corner charges are
intrinsic: They are a consequence of the topology of the bulk band
structure and they exist independently of the lattice termination,
as long as the termination is compatible with the fourfold
rotation symmetry R4.
[39] To see this, observe that the relevant
changes of boundary termination correspond to “decorating” the
boundaries with 1D chains with a gapped excitation spectrum.
Although such “decorations” may have zero-energy (Majorana)
end states (with P or C) or fractional end charges (without P
and C), the requirement that the decoration be R4-compatible
means that the net number of zero-energy states added to each
corner is even (with P or C) or that the net charge added to each
corner is an integer (without P or C)[38,40] (see Figure 3).
The bulk band structure of Equation (4) is always trivial if R4
is broken. Benalcazar et al.[14,37] show that the model (4) exhibits
a phase with a quantized quadrupole moment in the presence
of the two mirror symmetriesMx andMy. The quantized quad-
rupole moment is associated with the bulk band structure.
Despite it being quantized for a generic gapped crystalline phase
protected by Mx and My, the quadrupole moment is, however,
not a topological invariant, as it can change its value without a
closing of the bulk excitation gap. Nevertheless, if R4 is broken,
zero-energy corner states may also exist if P or C is present. In
this case, the corner states are extrinsic: Their existence depends
on the lattice termination and they may be removed by decorat-
ing the boundaries with 1D gapped chains (see Figure 3).
The same applies to the existence of half-integer corner charges
for the case that P and C are broken. The presence or absence






Figure 3. a) Representation of the BBH model as a lattice model with a
four-atom unit-cell and nearest-neighbor hopping. With fourfold rotation
symmetryR4 the model exhibits zero-energy corner states in the presence
of P or C. b ) These corner states are intrinsic: They cannot be removed by
an R4-compatible change of boundary termination. With R4, but without
P and C, the corners may have anomalous half-integer charges. c) These,
too, cannot be removed by an R4-compatible change of boundary termi-
nation. d) If R4 is broken, zero-energy corner states can be removed by
suitably added decorations, regardless of the presence of the mirror sym-
metries Mx and My.
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Two-dimensional gapped Hamiltonians with intrinsic
anomalous corner states realize a second-order topological phase.
The example of the BBH model shows that the identification
of the relevant nonspatial and crystalline symmetries is key to
deciding whether or not a given band structure represents a
second-order topological phase. Indeed, the very same model
(4) with the same choice of parameters 4t < m < 0 may be
a second-order phase, an obstructed atomic-limit phase, or a
trivial phase depending on whether or not P or C and fourfold
rotation symmetry R4 are enforced.
As in the 1D example discussed in Section 3.1, the BBH
model is part of a larger family of topological Hamiltonians.
For example, 2D Hamiltonians with P and R4 have a Z3
classification,[41–43] where one factor Z describes a first-order
topological phase with chiral (Majorana) edgemodes. The second
factor Z describes a sequence of topological phases for which
the topological class of the BBH model (4) with 4t < m < 0
is the generator. There are no anomalous corner states if the
corresponding topological index is even, consistent with the
Z2 nature of the Majorana corner modes. The last factor
Z describes additional atomic-limit phases without boundary
signatures.
3.3. 3D Example
As a third example, we discuss a 3D generalization of the BBH
model originally proposed by Schindler et al.[13]
Hð~kÞ ¼ Γ0½m þ tð3 cos k1  cos k2  cos k3Þ
þ Γ1t sin k1 þ Γ2t sin k2 þ Γ3t sin k3
þ Γ4t0ðcos k1  cos k2Þ
(11)
where Γ0 ¼ τ3σ0, Γk ¼ τ1σk, k ¼ 1, 2, 3, and Γ4 ¼ τ2σ0. As in the
previous example (see Equation (10)), the last term proportional
to Γ4 may be omitted without closing the spectral gap or violating
any of the symmetries. Without this last term, the model (11) is
invariant under time-reversal T
Hð~kÞ ¼ UT Hð~kÞUT (12)
with UT ¼ τ0σ2, as well as a fourfold rotation R4
Hðk1, k2, k3Þ ¼ URHðk2,  k1, k3ÞU1R (13)
with UR ¼ τ0eiπσ3=4. The model (11) has a single mass
term M ¼ Γ4, which is antisymmetric under T and symmetric
under R4.
In the presence of T the gapless point m ¼ 0 is a topological
phase transition between phases with and without gapless sur-
face states, irrespective of the fourfold rotation symmetry R4.
Schindler et al. observed that the mass term M ¼ Γ4 is not only
antisymmetric under T , but also under the product T R4, so if
T R4 is a good symmetry, the gapless point m ¼ 0 still separates
topologically different band structures, even if T andR4 symme-
tries are broken individually. In this case, the topological phase is
not characterized by gapless surface states (because these are
gapped out on a generic surface if time-reversal symmetry is
broken), but by a chiral gapless mode running along the crystal
“hinges” (see Figure 4). This gapless mode is a manifestation of
the topological nature of the bulk band structure and it cannot
be removed by changing the crystal termination. This can be
understood by noting that the relevant change of surface termi-
nation corresponds to decorating each of the four crystal faces
by a 2D quantized Hall insulator, which will change the number
of chiral modes running along a hinge by an even number if the
surface decoration is compatible with the T R4 symmetry
(see Figure 4b). A boundary pattern shown in Figure 4a,
which has an odd number of chiral modes at each hinge, is
“anomalous”—it cannot exist without a topologically nontrivial
3D bulk. Because of the existence of anomalous boundary states
of codimension two, the model (11) is a second-order topological
phase.
The same boundary phenomenology can exist in the absence
of crystalline symmetries. An early example was proposed by
Sitte et al., who showed that chiral hinge modes are generic
for a topological insulator in an external magnetic field.[28]
Such hinge modes are not anomalous, however, because
they can be removed by an appropriate surface decoration
(see Figure 5b). For this reason, the hinge states of the
T R4-symmetric model of Equation (11) are intrinsic, whereas
hinge states that appear in the absence of a crystalline symmetry
are extrinsic.
Without the term proportional to Γ4, the model (11) is not
only invariant under time reversal and fourfold rotation, but
it also satisfies three anticommuting mirror symmetries
Mi∶ki ! ki, with UMi ¼ Γ4Γi, i ¼ 1, 2, 3, and inversion sym-
metry I∶~k ! ~k, with UI ¼ Γ0. As the mass term Γ4 is incom-
patible with each of these crystalline symmetries, imposing
(a) (b)
Figure 4. a) Configuration of chiral hinge modes of a 3D crystal with T R4
symmetry. b) Configurations of chiral hinge modes that can be obtained
by “decorating” the boundary have an even number of chiral modes
at each hinge.
(a) (b)
Figure 5. a) Schematic picture of an “extrinsic” second-order topological
insulator consisting of a 3D topological insulator placed in a magnetic field
in a generic direction, as proposed by Sitte et al.[28] Each surface has
a finite flux and there are chiral modes along hinges that touch two
faces with opposite sign of the magnetic flux. b) The gapless hinge
modes may be removed by decorating some of the crystal faces with a
two-dimensional anomalous quantized Hall insulator.
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mirror or inversion symmetry while breaking T also results in a
second-order topological phase for 6t < m < 0.[13,15,18–21]
3.4. Higher-Order Topological Phases
In general, a crystalline topological phase is called an nth-order
topological phase if it has anomalous boundary signatures of
codimension n if the boundary as a whole respects the crystalline
symmetries. With this definition, a topological phase that
does not rely on crystalline symmetries for its protection is a
first-order topological phase. As topological phases without crys-
talline symmetries always have a first-order boundary signature,
higher-order topological phases are necessarily crystalline
topological phases. The aforementioned definition of the order
of a topological crystalline phase assumes a crystal termination
for which the codimension of the boundary states is maximal.
For special choices of the termination, an nth order topological
phase may have boundary signatures of codimension smaller
than n. For example, a crystal with a face invariant under the
point-group symmetryG hosts codimension-one boundary states
if the bulk band structure has a nontrivial topology. For a higher-
order topological phase, these codimension-one boundary states
disappear for a generic orientation of the faces, leaving boundary
states of a larger codimension behind (see Figure 6). In addition,
as the example in Figure 7a,b shows, even with an identical
orientation of the faces, a given crystal can exhibit boundary
states of different codimensions depending on the details of
the termination. Whereas for the former example, the conven-
tion of assigning the order of a phase according to the maximal
codimension follows naturally from the observation that a termi-
nation without symmetry-invariant faces is more generic than
the one with such faces, for the example in Figure 7a,b determin-
ing the order of the topological phase according to the maximal
codimension of the anomalous boundary states is a matter of
convention. Finally, we note that in the literature, topological
phases with anomalous corner charges (as opposed to corner
states) are sometimes also referred to as higher-order phases,
although such obstructed atomic-limit phases fall outside the
boundary-based classification scheme we will use in this review.
(They are captured in the K-theory-based classification scheme of
the bulk band structure.)
3.5. Experimental Realizations of Higher-Order Band Structures
The existence of corner modes in the BBH model was demon-
strated experimentally in various classical systems. These include
electrical[44,45] and microwave[46] circuits, as well as coupled
mechanical oscillators.[47] Although the spatial symmetries and
the chiral antisymmetry required to pin the frequency of the
corner modes to the center of an excitation gap are not natural
symmetries for these platforms, the near-complete control
over device parameters ensures that these symmetries can be
implemented experimentally to a sufficiently high degree.
Corner modes of true quantum-mechanical origin were observed
in an artificial electronic lattice obtained by placing COmolecules
on a Cu(111) surface,[48] although the specific lattice model
implemented in Kempkes et al.[48] has a topologically trivial band
structure with accidental nonanomalous corner modes.
To date, experimental evidence of the higher-order topology of
3D band structures was reported for two materials only: elemen-
tal bismuth[49,50] and the Van der Waals material Bi4Br4.
[51] In
Bi4Br4, which is a 2D stacking of quasi-1D molecules, helical
hinge states are protected by a twofold rotation symmetry along
the molecular axis. Noguchi et al. demonstrate the existence
of 1D hinge states in Bi4Br4 using angle-resolved photo-
emission spectroscopy,[51] a technical tour-de-force given the
low dimensionality of the feature to be resolved spectroscopically.
Hinge states in Bi are protected by inversion symmetry I .
Bismuth has an additional threefold rotation symmetryR3, lead-
ing to a characteristic hexagonal pattern of helical hinge states for
a Bi flake cut perpendicular to the rotation axis (see Figure 8a).
The experimental demonstration that Bi has a higher-order band
structure is complicated by the fact that Bi is a semimetal with
indirect band overlap. Evidence that Bi has a higher-order band
structure is based on a measurement of the current-phase
relationship for the Josephson current through Bi pillars,[49,52]
which has a sawtooth-like contribution characteristic of ballistic
1D channels. The observation of 1D states at three out of six step
edges of a hexogonal terrace on a Bi surface provides further
evidence for the higher-order topology of the Bi band structure.
This experimental signature is not unambiguous, however.
Theoretically, for a terrace (as opposed to a free-standing flake)
(a)
(b)
Figure 6. a) A 2D crystal with a mirror-symmetric edge, at which the mirror
symmetry acts as a local symmetry (left) and a generic mirror-symmetric
termination, at which the mirror symmetry acts as a “global” symmetry
only (right). b) A 3D crystal with a rotation-invariant surface, at which
the rotation symmetry acts as a local symmetry (left) and a generic fourfold
rotation-symmetric termination, at which the rotation symmetry acts as a
global symmetry (right). In both panels, a configuration of boundary mass
terms is shown that corresponds to a second-order phase.
(a) (b) (c)
Figure 7. A topological 3D superconductor with mirror and twofold
rotation symmetry admits a) Majorana corner modes at the rotation axis
or b) a pair of copropagating Majorana hinge modes at the mirror plane.
The difference between these two boundary signatures is a matter of
crystal termination: c) The higher-order boundary modes in a crystal that
has corner states as well as hinge modes are extrinsic.
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one expects the pattern of edge modes shown in Figure 8b if the
band structure has second-order topology. This is most easily
seen in the domain-wall picture (see Section 3.6) by observing
that each crystal face has a well-defined sign of its unique surface
mass term that depends on the orientation of that surface only.
Note that upon placing the flake of Figure 8a into the terrace of
Figure 8b it appears as if an odd number of hinge modes are left
behind, as in Figure 8c. This is not the case. Inclusion of the
hopping between the flake and the terrace closes and reopens
the surface gaps at the boundary between the flake and the ter-
race, which removes these hinge states. This is analogous to the
situation that occurs when placing the two copies of the flake
from Figure 8a on top of each other. The presence of an even
number of modes at each edge of the terrace means that the edge
modes no longer have topological protection if the terrace is only
one or a few atomic layers thick. Based on scanning tunneling
spectroscopy experiments close to a screw dislocation, Nayak
et al.[50] find that Bi has a nontrivial weak topology. With weak
topology, which may or may not occur in combination
with second-order topology of the bulk band structure, a
one-atomic-layer high step edge hosts an odd number of helical
modes. The mode patterns corresponding to weak topology,
such as those of Figure 8c,d, may be difficult to distinguish
experimentally from the mode pattern of Figure 8b.
3.6. Domain-Wall Picture
To understand why a topological band structure with crystalline
symmetries can give rise to higher-order boundary states,
previous studies[15,18–21] propose a “domain-wall picture.” In
its original form, the domain-wall picture applies if the crystalline
symmetry group G admits a boundary orientation that is invari-
ant underG. This is the case, for example, for a mirror symmetry
in 2D or for a rotation symmetry in 3D (see Figure 6). For such
an invariant boundary, the crystalline symmetry continues to act
as a local symmetry at the boundary. Therefore, the bulk–
boundary correspondence for nonspatial symmetries is applica-
ble and guarantees the existence of an anomalous boundary state
on that crystal face. The low-energy theory of that anomalous
ðd  1Þ-dimensional boundary state has the form of a Dirac
Hamiltonian




with anticommuting gamma matrices γ2i ¼ 1, i ¼ 1, : : : , d  1.
Again, we search for anticommuting mass terms μ2j ¼ 1 with
fμj, γig ¼ 0, i ¼ 1, : : : , d  1, j ¼ 1, : : : , n. If the bulk topological
phase is not a first-order phase, there must be at least one
such mass term. The mass terms transform under a real repre-
sentation On of the crystalline symmetry group G, which cannot
be the trivial representation, because otherwise H ∂ can be
gapped out by a symmetry-preserving perturbation.
Higher-order boundary states appear when we consider defor-
mations of the invariant boundary, so G no longer acts locally but
continues to act on the crystal boundary as a whole. Examples of
such deformations are shown in Figure 6. Given the number n of
mass terms and the representation On of G, one can derive the
pattern of anomalous higher-order boundary states. Such bound-
ary states are of second order if d ¼ 2. They are also of second
order if d ¼ 3 and n ¼ 1 or ifG leaves a 1D subset of the deformed
crystal face invariant (as is the case of, e.g., a mirror symmetry).
Otherwise the boundary states are of third order in 3D.
A “trick” to extend this argument to symmetry groups
G without invariant boundary orientation, such as inversion
symmetry, was proposed in Geier et al.[18] The trick involves
considering a ðd þ 1Þ-dimensional topological crystalline band
structure with a symmetry group G0 obtained by acting with
G on the first d coordinates, while leaving the ðd þ 1Þth coordi-
nate unchanged. For the ðd þ 1Þ-dimensional crystal, the condi-
tions of the domain-wall argument are obviously fulfilled, so one
can establish the existence of higher-order boundary states using
the domain-wall picture outlined previously. Geier et al. [18] then
make use of an isomorphism between ðd þ 1Þ-dimensional
topological band structures with symmetry group G0 and
d-dimensional topological band structures with symmetry group
G that was originally derived for noncrystalline topological
phases by Fulga et al.[53] As this isomorphism preserves the
order of the anomalous boundary states,[12,18] one can directly
infer the existence of higher-order boundary states for the
d-dimensional crystal with symmetry group G.
As an example, we consider the crystal described by
Equation (11). The T R4 symmetry leaves surfaces at constant
z invariant. The low-energy surface Hamiltonian has the form
H ∂ðk1, k2Þ ¼ k1γ1 þ k2γ2 (15)
with γ1 ¼ σ1 and γ2 ¼ σ3. The surface Hamiltonian H ∂ satisfies
the product T R4 of time-reversal and fourfold rotation
symmetry




Figure 8. a) Hexagonal Bi pillar with threefold rotation axis, inversion
center, and arrangement of anomalous hinge modes characteristic of a
second-order band struture.[49] b) Hexagonal terrace with the edge states
consistent with (a). c,d) Anomalous 1D modes at the edges of a
one-atomic-layer high terrace on the surface of a weak topological insula-
tor. Whether the 1D modes are centered at the upper or lower end of
the terrace is not fixed by the weak topology alone and may depend on
details of the termination or on the combined presence of weak and
second-order topology.
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with UT R ¼ eiπσ2=4. There is a single mass term μ ¼ σ2, which
changes sign under T R4. If one then deforms the invariant
surface as in Figure 6b, the faces related by fourfold rotation have
opposite masses, so there are domain walls with a sign change of
the mass term at “hinges” between these faces.[13] The gapless
chiral modes run along the domain walls. The same argument
can be used if the model (11) is considered with a mirror
symmetry Mx or My instead of with T R4 symmetry.
[13,15]
3.7. Boundary States from Dirac-Like Bulk Hamiltonian
The low-energy Dirac theory of the boundary and the transforma-
tion behavior of the boundary mass terms under the crystalline
symmetry group can be obtained by direct calculation from the
Dirac-like form of the bulk band structure. The starting point
is the 2b-band Dirac Hamiltonian




which is, for example, the low-energy limit of the models (1),
(10), or (11). Here the matrices Γj are mutually anticommuting
2b 2b matrices that satisfy Γ2j ¼ 1, j ¼ 0, 1, : : : , d.
The crystal boundary is modeled as the interface between
regions with negative and positive m, with m negative in the
interior of the crystal. Near the sample boundary, the
Hamiltonian (Equation (17)) has the form
H ¼ mðx⊥ÞΓ0  iℏ~Γ ⋅ ∂~r (18)
where x⊥ ¼~n ⋅~r is the coordinate transverse to the boundary,~n
is the outward-pointing normal, and ~Γ is a d-component vector
containing the matrices Γj, j ¼ 1, : : : , d. We choose mðx⊥Þ > 0
for x⊥ > 0 and mðx⊥Þ < 0 for x⊥ < 0, so that the sample interior
corresponds to negative x⊥. The Hamiltonian (Equation (18))
admits b gapless boundary modes, the projection operator to
the space of allowed 2b-component spinors being
Pð~nÞ ¼ 1
2
½ið~n ⋅~ΓÞΓ0 þ 1 (19)
The effective b-band low-energy surface Hamiltonian is
obtained using the projection operator Pð~nÞ. To illustrate this
procedure, we consider a hypothetical circular or spherical
“crystal” of radius R and use the polar coordinate ϕ or spherical
coordinates ðθ,φÞ to parameterize~n and the crystal boundary for
d ¼ 2 or d ¼ 3, respectively.[19] We write the projection operator
(Equation (19)) as
Pð~nÞ ¼ Vdð~nÞPdVdð~nÞ1, d ¼ 2, 3 (20)
with P2 ¼ Pð~exÞ, P3 ¼ Pð~ezÞ, V2ð~nÞ ¼ eϕΓ2Γ1=2, and V3ð~nÞ ¼




























if d ¼ 3. Mass terms Mi, i ¼ 1, : : : , n, of the bulk band structure
(Equation (17)) may be added as a position-dependent perturba-
tion to the surface. Although such mass terms locally violate the
crystalline symmetry group G, the position dependence of the
surface perturbation ensures compatibility with G for the crystal
as a whole. The matrices γ2 ¼ P2Γ2P2 (for d ¼ 2) or γ1,2 ¼
P3Γ1,2P3 (for d ¼ 3), combined with μj ¼ PdMjPd, j ¼ 1, : : : , n,
form a set of anticommuting gamma matrices and mass terms
of effective dimension b. This gives the effective boundary
Hamiltonian










mjðϕÞμj, d ¼ 2

















mjðθ,φÞμj, d ¼ 3
(23)
The position dependence of the prefactors mj must be chosen
such that the boundary HamiltonianH ∂ as a whole is compatible
with the crystalline symmetry group G. Hereto, we note that the
induced representation ug of the crystalline symmetry operation
g on the boundary Hamiltonian gives an n-dimensional real





so compatibility with the crystalline symmetry group is ensured




mj0 ðg~nÞOnðgÞj0 j. (25)
As a first example, we illustrate this procedure for the BBH
model (4). If the BBH model is written in the form of
Equation (10), a low-energy Dirac Hamiltonian of the form of
Equation (17) is immediately obtained. There is only one mass
termM ¼ Γ4 that is invariant under particle–hole conjugation P
or the chiral antisymmetry C. This mass term changes sign
under the fourfold rotation operation R4. It follows that the
boundary Hamiltonian H ∂ is of the form of Equation (23) with
the condition
mðϕþ π=2Þ ¼ mðϕÞ (26)
to ensure compatibility with respect to R4. The condition (26)
implies the existence of four “domain walls” at which mðϕÞ
changes sign. These domain walls each host an anomalous
zero-energy state.
The second example (which will be considered again in
Section 5) is a 3D odd-parity superconductor with point groupC2h,
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which is generated by commuting twofold rotation and mirror
symmetries R2,z and Mz. The rotation symmetry is around the
z axis; the mirror reflection is in the xy plane (see Figure 7).
Using the convention that both crystalline symmetries square
to one, R2,z/Mz commute/anticommute with particle–hole con-
jugation P, respectively. This model is described by an eight-band
Dirac Hamiltonian of the form of Equation (17) with Γ0 ¼ τ2σ0ρ0,
Γ1 ¼ τ1σ3ρ0, Γ2 ¼ τ1σ1ρ0, and Γ3 ¼ τ3σ0ρ0. The relevant
symmetries are represented by , UP ¼ 1,UM ¼ τ2σ2ρ2, and
UR ¼ τ0σ2ρ2. There are two P-symmetric mass terms that break
the crystalline symmetry: M1 ¼ τ1σ2ρ1 and M2 ¼ τ1σ2ρ3. Both
mass terms are symmetric under Mz but antisymmetric under
R2,z. Therefore, the effective surface theory is of the form of
Equation (23) with the condition
mjðθ,φÞ ¼ mjðθ,φþ πÞ, j ¼ 1, 2 (27)
Such a mass term has a singular “vortex”-like structure at the
poles at θ ¼ 0, π, resulting in the presence of protected zero
modes there (see Figure 7a). There are no protected second-order
boundary states, as generically at least one of the two mass terms
is nonzero away from the poles.
It is interesting to point out that in this example one could also
have chosen the single mass term M ¼ τ1σ2ρ0. This mass term
does not admit any further anticommuting mass terms. As M is
odd under Mz but even under R2,z, one would then have con-
cluded that this model has a pair of copropagating chiral
Majorana modes at the mirror plane (see Figure 7b). The differ-
ence between this boundary signature and the third-order bound-
ary signature with Majorana zero modes at the twofold rotation
axis is extrinsic, because it corresponds to a trivial bulk band
structure. Indeed, by explicit construction, one verifies that it
is possible to construct a boundary decoration that has
Majorana corner modes at the rotation axis and two copropagat-
ing chiral modes at the mirror plane (see Figure 7c). Addition o
f this boundary decoration switches between the boundary sig-
natures of Figure 7a,b. As the codimension-2 boundary signature
of Figure 7b can be eliminated in favor of the codimension-3
boundary of Figure 7a by a suitable choice of termination, this
model must be considered a third-order topological band
structure.
3.8. Boundary-Resolved Classification
The K-theory classification classifies topological band structures
without considering boundary signatures. In general, the
classifying group K for a given combination of nonspatial and
crystalline symmetries contains first-order topological phases,
which do not rely on the presence of the crystalline symmetries
for their protection, higher-order topological phases, as well
as atomic-limit phases that do not have protected boundary
states, but may or may not have boundary charges. To obtain a
boundary-resolved classification, Trifunovic and Brouwer[21]
propose to consider a subgroup sequence
KðdÞ ⊂ Kðd1Þ ⊂ : : :⊂ K ð1Þ⊂ K (28)
where KðnÞ contains those elements of K that do not have intrin-
sic boundary signatures of order n or lower (see Figure 9 for a
schematic illustration). One verifies that K ðnÞ is indeed a sub-
group of K, because the “addition” of band structures (i.e., taking
the direct sum) cannot lower the order of the boundary
signatures. In the language used earlier, this conclusion follows
from the observation that under taking direct sums the number
of boundary mass terms does not decrease. The quotient
Kðnþ1Þ=KðnÞ classifies topological crystalline band structures with
exactly n boundary mass terms on. Many of the examples
discussed previously are generators of the topological classes
in these quotient groups.
To illustrate the use of the boundary-resolved classification
(Equation (28)), we give the subgroup sequences for 1D
inversion-symmetric odd-parity superconductors, of which the
“Kitaev chain” (Equation (1)) is an example
2Z⊂ Z (29)
and for 2D superconductors with fourfold rotation symmetry
R4
Z 2Z⊂ Z2 ⊂ Z3 (30)
of which the BBHmodel (4) is an example. These equations sum-
marize the discussions of the boundary-resolved classifications
of the last paragraphs of Sections 3.1 and 3.2, respectively.
4. Bulk–Boundary Correspondence for Topological
Crystalline Phases
The bulk–boundary correspondence relates the topological clas-
sification of anomalous boundary states to the boundary-resolved
classification (Equation (28)) of the bulk band structure. It states
i) that
KðnÞa ¼ Kðn1Þ=K ðnÞ (31)
where KðnÞa is the classification group of anomalous nth-order
boundary states and K ðnÞ is the K-theory classification group
of topological band structures without an intrinsic boundary sig-
nature of order ≤ n and ii) that the topological crystalline band
structures without an anomalous boundary signature, which are
classified by K ðdÞ, can be continuously deformed to atomic-limit
phases. Trifunovic and Brouwer[21] derive these relations using
Figure 9. The K-theory classifying group K classifies all bulk band struc-
tures, regardless of their boundary signature. Refined classification groups
KðnÞ are defined by excluding topological phases with anomalous boundary
states of order ≤ n. The figure illustrates this procedure for a crystal with
inversion symmetry I , showing generators only. Anomalous boundary
states are indicated in red.
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algebraic methods for order-two crystalline symmetries, crystal-
line symmetries that square to one. Such a general derivation
is possible because of the existence of a complete K-theory
classification in this case.[11] We will discuss a heuristic deriva-
tion of the bulk–boundary correspondence for a general point
group G at the end of this section.
The formal definition of the classifying group Ka of anoma-
lous higher-order boundary states and a method to compute
it are shown in Section 4.1. The right-hand side of the
bulk–boundary correspondence (Equation (31)) contains the sub-
groups KðnÞ of the classifying group of topological crystalline
band structures K that classify the higher-order band structures.
Such a refined bulk classification is obtained by an extension
of the method introduced by Cornfeld and Chapman,[43]
as explained in Section 4.2. A constructive proof of the bulk–
boundary correspondence (Equation (31)) consists of indepen-
dent calculations of the left- and right-hand side of
Equation (31) for a given symmetry group. Here, one needs to
not only demonstrate a one-to-one correspondence between
the two groups in Equation (31), but also that the generators
of the groups Kðn1Þ=KðnÞ have the corresponding anomalous
boundary states once terminated. As the presence or absence
of anomalous boundary states is a topological property, this ver-
ification can be performed for a convenient choice of the bulk
band structure and the termination, such as the low-energy
Dirac-like Hamiltonians with smooth terminations, for which
we can use the domain-wall picture of Section 3.6.
4.1. Anomalous Boundary States
The classification group KðnÞa classifies anomalous nth-order
boundary states for a crystal shape that is compatible with the
crystalline symmetry group G. We use the convention that the
sum of an nth-order boundary state and boundary state of
order larger than n is considered a boundary state of order n.
The precise definition of the group KðnÞa requires the notion of
the G-symmetric cellular decomposition of a crystal:[54]
Denoting the interior of the crystal by X, one writes
X ¼ Ω0 ∪Ω1 ∪ : : :∪Ωd (32)
where d is the spatial dimension and Ωk is a set of disjoint “k-
cells” ck—a k-cell is a k-dimensional subset of X that is homotopic
to the interior or a k-dimensional sphere—which have the prop-
erty that each element g ∈ G either leaves each point in ck invari-
ant or bijectively maps the k-cell ck to a different k-dell ck0 .
Further, for a pair of k-cells ck and ck0 in Ωd there is one and
precisely one g ∈ G that maps these cells onto each other.
Examples of G-symmetric cellular decompositions are shown
in Figure 10 for a crystal with inversion symmetry and for a
crystal with mirror and twofold rotation symmetries.
To construct topological boundary states of dimension k 1,
we first consider the allowed k-dimensional topological phases
with support on the k-cell ck. As the only relevant symmetries
acting within ck are local—recall that each element g ∈ G either
leaves each point in ck invariant or it does not act inside ck—any
topological phase placed on ck satisfies the standard bulk–bound-
ary correspondence. This establishes a one-to-one correspon-
dence between topological phases with support on ck and
boundary states at its boundary ∂ck. By placing k-dimensional
topological phases on Ωk in a G-compatible manner, we can gen-
erate protected ðk 1Þ-dimensional states on the crystal bound-
ary ∂X , provided any topological boundary states that arise in the
interior of the crystal mutually gap out. This procedure gives a
construction of all topological boundary states on ∂Ωk ∩ ∂X , both
extrinsic and intrinsic. As its “building blocks,” topological
phases defined on the k-cells, have a classification with a well-
defined group structure, the result of this procedure has a group
structure, too. Setting k ¼ d þ 1 n, we refer to it as KðnÞ, the
classifying group of all n-th order topological boundary states
on ∂Ωdþ1n ∩ ∂X . Note that, in principle, codimension-n bound-
ary states may also appear outside ∂Ωdþ1n, but such states can
be moved to ∂Ωdþ1n by a suitable change of crystal termination
along d þ 1 n-dimensional crystal faces (see Figure 11).
Let us now apply the above general considerations for the
example of the point groups G ¼ Ci (inversion), for which the
(a)
(b)
Figure 10. G-symmetric cellular decompositions of the octahedron for the
crystalline symmetry group a) G generated by inversion I and for
b) G ¼ C2h, generated by mirror Mz and twofold rotation symmetryR2,z.
(a)
(b)
Figure 11. By attaching a “decoration” consisting of a first-order topolog-
ical phase on a boundary of codimension n 1, an arbitrary configuration
of boundary state of codimension n can be moved to the subset
∂Ωdþ1n ∩ ∂X . The figure shows two examples for a 3D crystal with inver-
sion symmetry: a) Corner states at generic corners can be moved to ∂Ω1
by changing the crystal termination along two crystal hinges and b) hinge
states at a generic hinge can be moved to ∂Ω2 by changing the crystal
termination at two crystal faces. In both cases, the hinges or faces at
which the termination is changed are related by inversion.
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cellular decomposition is shown in Figure 10a. (A second
example, corresponding to G ¼ C2h—see Figure 10b—will be
discussed in Section 5.1.) The first-order boundary states are
generated and classified by placing a 3D tenfold-way phase onto
one of the two 3-cells in Ω3 (provided nontrivial phases for the
tenfold-way class of interest). An inverted copy of this phase on
the other 3-cell ensures that the crystal as a whole is inversion-
symmetric. The resulting phase has inversion-symmetric first-
order boundary states if the pair of surface states in the interior
of the crystal can be mutually gapped out. Similarly, to generate
all second-order boundary states, we place a 2D tenfold-way
phase and an inverted copy on the two 2-cells in Ω2. This way
an order-two boundary state is obtained, provided the two 1D
states along the interior boundary between the two 2-cells gap
out. Third-order boundary states are constructed analogously
by placing tenfold-way phases onto the two 1-cells in Ω1.
This construction gives the classifying group KðnÞ of all nth
order topological boundary states, both intrinsic and extrinsic.
To find the classifying group KðnÞa of anomalous (i.e., intrinsic)
nth order boundary states, one has to divide out the subgroup
DðnÞ⊂KðnÞ of extrinsic boundary states, i.e., of topological states
on ∂Ωdþ1n ∩ ∂X that appear as the boundary states of topologi-
cal phases with support entirely within the crystal boundary ∂X .
To classify such states that can be obtained by “decoration” of the
crystal boundary ∂X , we make use of the induced G-symmetric
cellular decomposition of the boundary ∂X
∂X ¼ Ω ∂0 ∪Ω ∂1 ∪ : : :∪Ω ∂d1 (33)
where Ω ∂k ¼ Ωkþ1 ∩ ∂X . Figure 12 shows the induced
G-symmetric cellular decomposition of the crystal boundaries
for the examples discussed earlier. Proceeding as before, all
boundary states classified by DðnÞ can be obtained by “pasting”
nontrivial topological phases (with the appropriate local symme-
tries, if applicable) onto k-cells Ω ∂k with k ≥ d þ 1 n, with
the requirement that all the states of dimension > d  n can
be gapped out. The classifying group KðnÞa of anomalous
nth-order boundary states is then
KðnÞa ¼ KðnÞ=DðnÞ (34)
The importance of considering decorations by phases of
dimension larger than d þ 1 n is that one should also consider
decorations with higher-order topological phases with support on
the crystal boundary. Trifunovic and Brouwer[21] discuss an
example for which this is relevant: a 3D inversion-symmetric
time-reversal invariant superconductor. For this example, the
classifying group Kð3Þ ¼ Z2 is generated by a boundary state
consisting of two Majorana–Kramers pairs positioned on the
boundary 0-cell Ω ∂0 (see Figure 12a). Such a configuration of
Majorana–Kramers pairs can also be obtained from a standalone
2D T -symmetric superconductor with support on the crystal sur-
face: In theG-symmetric cellular decomposition of the boundary,
the two 2-cells in Ω ∂2 host a 2D T -symmetric superconductor
with helical Majorana modes. The two helical Majorana
modes gap out at the interface between the two 2-cells, leaving
behind Kramers–Majorana zero modes at two inversion-related
corners.
To make this construction more specific, we will apply it to
the example of an odd-parity topological superconductor with
crystalline symmetry group C2h in Section 5.
4.2. Refined Bulk Classification
Close to a phase transition between two different topological
phases, the low-energy description of the band structure can
be chosen to take the Dirac form (Equation (17)). As we are
interested in classifying strong phases that are protected by
the point-group symmetry G, we may assume that the gap
closing appears in the center of the Brillouin zone. For this
reason, the (strong) topological classification of band structures
is the same as the classification of Dirac Hamiltonians.
The key simplifying observation is that close to the phase
transition, the low-wavelength description of the band structure
is very “symmetric” and allows the classification problem
with point-group symmetries to be mapped to a classification
problem with local (i.e., onsite) symmetries or antisymmetries
only.[11,43,55] With an onsite symmetry group G, the Dirac
Hamiltonian can be block-diagonalized, where each “block” is
labeled by an irreducible representation of G. The individual
blocks are no longer constrained by point-group symmetries
but only by nonspatial symmetries that have same mathematical
form as the fundamental symmetries P, T , and/or C. Therefore,
each block corresponds to one of the tenfold-way classes, the
classification of which is well known.[5,6] The realization of a
mapping between point-group symmetries and onsite symme-
tries was first provided by Shiozaki and Sato for order-two
symmetries,[11] and later extended by Cornfeld and Chapman
to all point-group symmetries.[43] Subsequently we refer to this
mapping as the “Cornfeld–Chapman isomorphism.”
Once the topological classification K of gapped Dirac
Hamiltonians is known, the next task is to refine this classifica-
tion according to the boundary signatures of the different
phases (Equation (28)). This requires finding mass terms that
are incompatible with the crystalline symmetry group G and
evaluating the order of the boundary state associated with their
transformation behavior under G. A complication is that there
(a)
(b)
Figure 12. G-symmetric cellular decompositions of the boundary of
an octahedron for a) G generated by inversion I and b) for G ¼ C2h
generated by mirror- and twofold rotation symmetry.
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may be multiple choices for the mass terms with different num-
bers of mass terms and/or different order of the associated
boundary signatures. If this complication occurs, the difference
of boundary signatures that correspond to different choices of the
mass terms is extrinsic; that is, it is associated with a topological
trivial bulk.
To find a proper correspondence between a Dirac
Hamiltonian and its boundary signature, the configuration of
mass terms with the maximal order of the boundary states
has to be found. For simple examples, this is most easily accom-
plished by inspection of the Dirac Hamiltonians corresponding
to the generators of K, as was done in the examples discussed in
Section 3. We now discuss a systematic procedure that gives the
same result.
The calculation of the subgroup KðnÞ of topological phases with
a boundary signature of order not lower than n proceeds in two
steps. First one selects all n-dimensional real (but not necessarily
irreducible) representations On of the point group G that corre-
spond to ðnþ 1Þth-order boundary signatures if n mass terms
M1, …, Mn were to transform under G with the representation
On. Second, the classification group KOn for Dirac Hamiltonians
with mass terms that transform under G in this manner is
obtained. As Dirac Hamiltonians in KOn satisfy the full crystal-
line symmetry groupG if the mass termsM1,…,Mn are omitted,
there is a natural inclusion KOn↣K . The subgroup K
ðnÞ⊂K is
generated by the group K ðnþ1Þ and by the images KOn↣K , from
all the representations selected in the first step.
The aforementioned procedure is simplified by the following
two observations: First, the calculation of K ðdÞ, which is needed as
a starting point, is achieved using the observation made by
Shiozaki[56] that it is sufficient to consider only a single represen-
tation of the point group, the “vector representation” Ovecd , in
which the mass terms M1, …, Md transform in the same way
as the position vector. Shiozaki proved this statement by showing
that KOvecd is isomorphic to the classification of 0D phases placed
onto Ω0, taking into account the symmetry restrictions imposed
by the full crystalline symmetry group, which acts onsite on Ω0.
As all atomic-limit phases, in presence of wallpaper or space
group constraints, are obtained by placing 0D phases on different
Wyckoff positions,[21,34,57] which for the case of point-group
symmetries reduce to a single position c0 ∈ Ω0, one concludes
that the image of KOvecd ↣K is precisely K
ðdÞ. For example, a
2D system with mirror symmetry does not have topologically
nontrivial atomic limits as Ω0 is empty, while for a 3D system
with inversion symmetry the nontrivial atomic limits are
obtained by placing a 0D inversion-symmetric Hamiltonian on
the inversion-symmetric point in Ω0 (see Figure 10a). The sec-
ond observation concerns the calculation of K ð1Þ, which classifies
Dirac Hamiltonians that are trivialized once the constraints
posed by the point-group symmetries are lifted. This group is
most easily computed as the kernel of the inclusion K↣KTF,
where KTF is the tenfold-way classifying group without point-
group constraints. This way, the bulk subgroup sequence
(Equation (28)) is readily obtained for d ¼ 1, 2. In three spatial
dimensions, the only additional task that needs to be accom-
plished is the computation of the subgroup K ð2Þ, which requires
considering all 2D real representations O2 corresponding to
third-order boundary signatures.
4.3. Heuristic Proof of Bulk–Boundary Correspondence
The statement that the bulk classifying group KðdÞ of topological
crystalline band structures without anomalous boundary
signatures precisely describes the atomic-limit phases follows
from the observation that the absence of anomalous boundary
signatures implies that a crystal can be smoothly “cut” into
smaller subunits without generating gapless modes at interfaces.
Performing this cutting procedure in a periodic manner gives the
desired connection to an atomic-limit phase.
For the proof of the relation (31) the only nontrivial part is the
surjectivity of the map K ðn1Þ=KðnÞ ! KðnÞa . In this regard, we
note that the construction of the classifying group KðnÞ in
Section 4.1 entails that all (anomalous) states on the boundary
of a G-symmetric crystal X can be obtained by “embedding”[58]
ðd þ 1 nÞ-dimensional topological phases onto ðd þ 1 nÞ-
cells from the elementΩdþ1n of itsG-symmetric cellular decom-
position. It remains to be demonstrated that such “embedded”
phases can be made translationally invariant. For order-two
symmetries, this was proven with an algebraic method that con-
structs topological crystalline band structures with a Dirac
low-energy description for a given element from KðnÞa .[21]
Alternatively, for order-two symmetries one can invoke a
layer-stacking construction.[59,60] For an arbitrary symmetry
group G, Huang et al. and Song et al.[61,62] propose the
“topological crystal construction,”[61] in which X is viewed as a
G-symmetric unit cell of a periodic lattice, which is repeated
periodically in space. In comparison to the construction of
Section 4.2 this construction imposes one additional condition:
Boundary states at the “seam” between neighboring unit cells
have to be gapped out. To the best of our knowledge, there
is no proof that this condition is always met for an arbitrary
symmetry group G, although we do not know of any
counterexamples.
Alternatively, the bulk–boundary correspondence (Equation (31))
can be proven by independently calculating the bulk subgroup
sequence and boundary classification using the methods
reviewed in Sections 4.1 and 4.2. In the following section, we
illustrate this procedure on one example.
5. Example: Odd-Parity Superconductor
To make the construction of Sections 4.1 and 4.2 more explicit,
we apply it to the example of an odd-parity topological supercon-
ductor with a crystalline symmetry group C2h (the point group
generated by mutually commuting twofold rotation symmetry
R2,z and mirror symmetry Mz). Using the convention
R22,z ¼ M2z ¼ 1, Mz anticommutes with particle–hole conjuga-
tion P, and R2,z commutes with P. An eight-band Dirac
Hamiltonian for this symmetry class was discussed and analyzed
in Section 3.7.
We conduct the constructive proof of the bulk–boundary
correspondence (Equation (31)). In Section 5.1 we first obtain
the left-hand side of Equation (31), the classification of anoma-
lous higher-order boundary states. In Section 5.2 we subse-
quently compute the classification group K of topological
crystalline bulk band structures and its subgroups K ðnÞ, which
classify higher-order band structures. The bulk classification
www.advancedsciencenews.com www.pss-b.com
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provides generators of Dirac-like form, for which we find the
anomalous boundary signatures using domain-wall picture.
Together, these three steps give a constructive proof of
the bulk–boundary correspondence (Equation (29)) for this
symmetry class.
5.1. Boundary Classification
We first show that the boundary classification for this example is
Kð1Þa ¼ 0, Kð2Þa ¼ 0, Kð3Þa ¼ Z2 (35)
Calculation of the boundary classification groups requires the
G-symmetric cellular decompositions of the crystal and the
crystal boundary, which are shown in Figure 10b and 12b,
respectively. The result for Kð1Þ follows immediately, as there
are no first-order boundary states—there are no nontrivial 3D
superconductors that can be placed onto 3-cells in Ω3.
Second-order boundary states may be obtained by placing 2D
topological superconductors with chiral Majorana edge modes
on the two 2-cells in the mirror plane or on the four 2-cells per-
pendicular to the mirror plane (see Figure 13a,b). In the former
case, the local Mz symmetry imposes that the number of chiral
Majorana modes of each of the two topological phases is even,
because Mz anticommutes with P. At the interior “seam”
between the two 2-cells in the mirror plane, the Majorana modes
are counterpropagating and can be gapped out. Therefore, plac-
ing topological phases at the 2-cells in the mirror plane results
in a topological boundary state consisting of two copropagating
chiral Majorana modes in the mirror plane. The classifying
group of such boundary states is 2Z, the same as the classifica-
tion group of 2D topological superconductors with an onsite
symmetry anticommuting with P.[21] Placing 2D topological
superconductors with chiral Majorana edge modes on the four
2-cells perpendicular to the mirror plane does not result in a valid
topological boundary state, as the chiral Majorana modes are
copropagating at the rotation axis and cannot be gapped out there
(see Figure 13b). We thus conclude that for this example
Kð2Þ ¼ 2Z.
To construct third-order boundary states, we place 1D topolog-
ical superconducting phases on the two 1-cells along the rotation
axis (see Figure 13c). Because of the presence of the local R2,z
symmetry commuting with P, such 1D topological supercon-
ducting phases have a Z22 classification, because the Majorana
end states have well-defined R2,z-parity. Because Mz commutes
with R2,z, the two mirror-related Majorana states at the crystal
center have the same R2,z parity and can mutually gap out.
There are no 1D topological superconductors with an onsite
symmetry anticommuting with P,[21] so placing topological
phases onto the two 1-cells in the mirror plane is not
possible. We thus conclude that Kð3Þ ¼ Z22, corresponding to
Majorana corner states on the rotation axis with even or odd
R2,z parity.
To find the decoration group Dð2Þ, we consider 2D topological
superconductors placed on the eight faces of ∂Ω2 (see Figure 7c).
The counterpropagating Majorana modes at the “seams”
between boundary 2-cells outside the mirror plane are gapped
out, while the pairs of copropagating Majorana modes in the
mirror plane remain. We conclude thatDð2Þ ¼ 2Z and, therefore,
Kð2Þa ¼ 0. There is a subtlety here: The surface decoration
generating Dð2Þ also contains a corner state at each of the two
R2,z-symmetric corners; see Figure 7c. This can be verified by
explicit calculation or, alternatively, from the discussion of this
example in Section 3.7, where it is shown that a boundary sig-
nature with two copropagating Majorana modes in the mirror
plane but without a corner state in the two R2,z-symmetric
corners is anomalous. As a consequence, using the decoration
from Dð2Þ, the hinge states can be gapped out, although by doing
so the corner states appear.
To findDð3Þ we add 1D topological superconductors at the four
boundary 1-cells outside the mirror plane (see Figure 13d).
The pairs of Majorana end states in the mirror plane can mutu-
ally gap out becauseMz anticommutes with P. What remains is
pairs of Majorana corner modes at the two R2,z-symmetric cor-
ners, one of eachR2,z parity. No 1D topological superconductors
can be pasted onto the four boundary 1-cells in the mirror plane,
because the existence of a local symmetry anticommuting
with P rules out topological phases there. We conclude that
Dð3Þ ¼ Z2 and, therefore, Kð3Þa ¼ Z2.
5.2. Bulk Classification
We now use the general method outlined in Section 4.2 to show
that from the bulk perspective the odd-parity superconductor
with point group G ¼ C2h is classified by the subgroup sequence
2Z ⊂ Z ⊂ Z ⊂ Z (36)
This subgroup sequence is consistent with the boundary
classification (Equation (35)).
A Dirac Hamiltonian for this class was discussed in
Section 3.7. There, the relevant mass terms could easily be
found by inspection. To illustrate the systematic formalism of
Section 4.2, we here rederive the same results using the
Cornfeld–Chapman isomorphism.
We first calculate the full classification group K of 3D gapped
Dirac Hamiltonians
(a) (c) (d)(b)
Figure 13. a) Construction of second-order boundary states for a crystal
with Mz and R2,z symmetries by placing 2D topological superconductors
on the two 2-cells in the mirror plane. b) Placing 2D superconductors on
the four 2-cells perpendicular to the mirror plane is not allowed, because
the copropagating chiral Majorana modes at the interior boundaries
between cells can not be gapped out. c) Third-order boundary states with
well-defined R2,z parity can be obtained by placing 1D superconductors at
the two 1-cells along the rotation axis. d) Extrinsic third-order boundary
states, consisting of pairs of corner states with different R2,z parity,
arise from 1D topological phases at the four boundary 1-cells outside
the mirror plane.
www.advancedsciencenews.com www.pss-b.com
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H ¼ mΓ0 þ k1Γ1 þ k2Γ2 þ k3Γ3 (37)
with particle–hole constraint UP with P2 ¼ 1, twofold rotation
symmetry UR, and mirror symmetry UM. At this point no
explicit representation of the gammamatrices and of the symme-
try representations UP , UR, and UM needs to be specified.
The Dirac matrices Γi provide a representation UΓR ¼ ieΓ1Γ2π=2
of twofold rotation symmetry and a representation UΓCM ¼ Γ3
of a mirror antisymmetry. The superscript Γ denotes that these
representations are constructed from the Dirac Hamiltonian
and that they in general satisfy different algebraic relations than
the point-group symmetries R2,z and Mz. According to the
Cornfeld–Chapman isomorphism, the topological classification
of Dirac Hamiltonians with the point group G is the same as
the topological classification of Dirac Hamiltonians with the
onsite symmetries
UOR ¼ UΓRUR, UCM ¼ iUΓCMUM (38)
Here the superscriptsO and C indicate that the representation
acts as onsite symmetry or antisymmetry (i.e., chiral constraint),
respectively.
The local symmetries OR and CM obtained in this manner
have different algebraic relations to P than the original symme-
tries R and M, although they still mutually commute: OR
anticommutes with P, whereas CM commutes with P. By con-
sidering a basis with well-defined parity  under OR, the Dirac
Hamiltonian is block-diagonalized, H ¼ diagðhþ, hÞ. Because
P anticommutes with OR, hþ and h are related to each other
by P, so it is sufficient to classify the even-parity block hþ. As the
only constraint on this block is the antisymmetry CM, it belongs
to the tenfold-way class AIII, which has a K ¼ Z classification
in three spatial dimensions.[5,6] To find the corresponding topo-
logical invariant, one has to write hþ in the Dirac form, similar
to Equation (37), with gamma matrices γi, i ¼ 0, 1, 2, 3, and
find the representation uCM of the onsite antisymmetry within




For the calculation of the subgroup Kð3Þ classifying the atomic
limit phases, we consider Dirac Hamiltonians with three mass
terms Mi, i ¼ 1, 2, 3, and the 3D vector representation
Ovec3 ðR2,zÞ ¼ Ovec3 ðMzÞ ¼ diagð1,  1, 1Þ of the point group.
The classification group KOvec3 classifies an extended Dirac
Hamiltonian with three “defect coordinates” x, y, and z
HOvec3 ¼ H þ xM1 þ yM2 þ zM3 (40)
where H is the Dirac Hamiltonian given in Equation (37).
Similarly as before, we construct a representation
U
 Γ
R ¼ eΓ1Γ2π=2eM1M2π=2 of twofold rotation symmetry and
U
 Γ
M ¼ iΓ3M3 of mirror symmetry using the gamma matrices
and mass terms appearing in Equation (40). Applying the
Cornfeld–Chapman isomorphism, we map the problem of
classifying the defect Hamiltonian (Equation (40)) with the
spatially nonlocal symmetry constraints R and M to that of










In this case, the onsite symmetry O

R commutes with P,
whereas O

M anticommutes with P. We use a basis with well-
defined parity under O






Þ. The two blocks h

 of even/odd parity
states are classified independently. Each of these blocks can again







according to the parity under O






, are not independent, as they are mapped onto each other
by P. Therefore, only two independent blocks remain, say
h

,þ. Each of these is in tenfold-way class A, because no further
symmetry constraints apply. As shown by Teo and Kane,[63]
the 3D Dirac Hamiltonian with three defect dimensions
(Equation (40)) has the same classification as 0D Hamiltonians
in tenfold-way class A. Accordingly, we have KOvec3 ¼ Z2.
The image of the inclusion KOvec3 ↣K is obtained by calculating
the topological invariant (Equation (39)) for the two generators of
KOvec3 . At this point, it is helpful to introduce a concrete realization
of the Dirac matrices and mass terms of the generator of KOvec3






ðγ1, γ2, γ3Þ ¼ ðτ3μ3ρ3σ2, τ3μ3ρ2, τ3μ2Þ




P ¼ τ1, uOM ¼ τ3, and uOR ¼ 1. To calculate
the image in K, we first transform back to the original formula-
tion with spatial symmetries M and R using the inverse of
Equation (41). This gives UR ¼ ρ3σ3 and UM ¼ τ3μ3. Next,
we use Equation (38) to transform to the onsite constraintsUOR ¼
ρ2σ1 and UCM ¼ μ1 and project onto the even-parity block hþ.
Calculating the topological invariant (Equation (39)) then gives
N ¼ 2. We conclude that the image of KOvec3 ↣K is Kð3Þ ¼ 2Z.
Finally, to calculate K ð2Þ we need to consider all 2D
representations of two mass terms that correspond to
third-order boundary states for all relevant 2D real representa-
tions O2 of C2h. We here consider the representation
O2ðMzÞ ¼ O2ðR2,zÞ ¼ diagð1, 1Þ. Other representations are
possible, too, and can be treated with the same formalism,
but do not affect our conclusions. The classifying group KO2
classifies defect Hamiltonians of form
HO2 ¼ H þ xM1 þ yM2 (43)
where H is the Dirac Hamiltonian of Equation (37). The
Cornfeld–Chapman isomorphism maps the point-group
symmetries to local symmetry representations
ŪOR ¼ eΓ1Γ2π=2eM1M2π=2UR, ŪCM ¼ iΓ3UM (44)
where ŌR and C̄M commute with P and mutually. Block-
diagonalizing HO2 according to the ŌR parity gives two
independent blocks h̄, which are effectively in tenfold-way class
BDI because of the local constraints C̄M and P. The topological
classification of 3D Dirac Hamiltonians with two defect coordi-
nates x and y is the same as the classification of 1D Dirac
Hamiltonians,[63] which have the classifying group Z for
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class BDI. As the two blocks with even and odd OR parity
are independent, we arrive at the classifying group KO2 ¼ Z2.
To find the image of the inclusion KO2↣K , we start from
an explicit realization of the two generators of a 3D Dirac
Hamiltonian in class BDI with defect dimension two
γ̄0 ¼ μ3τ3σ2
ðγ̄1, γ̄2, γ̄3Þ ¼ ðμ3τ3σ1, μ3τ3σ3, μ3τ1Þ
ðm̄1, m̄2Þ ¼ ðμ3τ2, μ2Þ
(45)
with constraints ūP ¼ 1, ūC ¼ μ1, and ūOR ¼ 1. As before, we
first map back to the formulation with the spatial symmetries
UM and UR using the inverse of Equation (44), which gives
UR ¼ μ1τ2σ2 and UM ¼ μ2τ1, and then map to a formulation
with the onsite constraints UOR ¼ μ1τ2 and UCM ¼ μ1 using
Equation (38). Finally, we transform to a basis with well-defined
UOR-parity and find the topological invariants N ¼ 1. From
this, we conclude that Kð2Þ ¼ Z.
6. Conclusion
The discovery of higher-order topological phases[13] provided
important insights for the classification of topological crystalline
insulators and superconductors. In one set of classification
approaches,[19,26,54,61] one first classifies anomalous higher-order
boundaries and symmetry-obstructed atomic limits, and then,
assuming bulk–boundary correspondence, finds the bulk
classification group K. A different classification paradigm uses
algebraic methods to classify Dirac Hamiltonians.[9–11,43] Both
approaches provide complete classifications and a set of gener-
ating models; the latter approach provides minimal Dirac
models, whereas the former one uses the “topological crystalline
construction,”[61] which typically results in models with a nonmi-
nimal unit cell.
The quest for novel topological materials requires not only the
knowledge of topological classification, but also an efficient
method to relate the given band structure to its boundary
signatures. One possibility in this regard is an algorithm that
“deforms” a given band structure to a form that is close to a
Dirac-like phase transition. The other possibility, which is
actively pursued by many research groups, concerns the
construction of easy-to-compute topological invariants. If, fur-
thermore, such topological invariants are designed to “detect”
only band structures with anomalous boundary states, one refers
to these as symmetry-based indicators.[34,35,64] Symmetry-based
indicators were initially constructed for insulators, and have
been recently extended to superconductors.[57,65–70] Although
symmetry-based indicators in general do not provide a full
classification, their construction and subsequent application
resulted in the discovery of many new topological insulator
materials[71,72]. It remains to be seen if the same will be the case
for topological superconductors.
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