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Samenvatting 
De hedendaagse maatschappij wordt gekenmerkt door een alsmaar stijgend 
energieverbruik. Momenteel wordt de overgrote meerderheid van die energie 
nog steeds gewonnen uit fossiele brandstoffen. De voorraad aan deze 
brandstoffen is beperkt en wordt voortdurend kleiner, daartegenover staat er 
een immer stijgende vraag. Bovendien leidt de consumptie van fossiele 
brandstoffen tot milieuvervuiling. Het is dus nodig om milieuvriendelijke en 
duurzame alternatieven te vinden voor de groeiende vraag naar energie. 
Fotovoltaïsche energieomzetting is een veelbelovende kandidaat om (een 
deel van) de wereldwijde energiebehoefte te voorzien. De effecten op het 
milieu in het algemeen en op de opwarming van de aarde in het bijzonder 
zijn quasi nihil. Bovendien is het huidige energieverbruik verwaarloosbaar 
ten opzichte van de totaal beschikbare energie voor fotovoltaïsche 
omzetting. Het volledige elektriciteitsverbruik in 2010 zou kunnen 
gegenereerd worden door amper 0.025% van het aardoppervlak met 
zonnepanelen met een rendement van 10% te bedekken. 
De overgrote meerderheid van de zonnecellen werden en worden 
vervaardigd uit silicium, zowel monokristallijn, multikristallijn als amorf. 
Daarnaast bestaan er nog vele andere types, gebaseerd op organische 
materialen, op III-V-halfgeleiders, op CdTe, op Cu(In,Ga)Se2… Dunne film 
zonnecellen gebaseerd op Cu(In,Ga)Se2 (afgekort CIGS, ook wel aangeduid 
als chalcopyriet gebaseerde zonnecellen) hebben een enorm potentieel. De 
recordefficiëntie van dit type cellen is reeds vergelijkbaar met die van 
kristallijn silicium cellen, hoewel het materiaalverbruik voor CIGS-
gebaseerde zonnecellen veel kleiner is. Momenteel is het aandeel van dit 
type zonnecellen in de totale fotovoltaïsche markt nog klein, maar men 
voorspelt dat dit aandeel zal groeien naar 10% tegen 2020. 
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Ondanks deze veelbelovende toekomst is de huidige kennis van CIGS en 
de zonnecellen vervaardigd uit dit materiaalsysteem beperkt. Eén van de 
raadsels die nog steeds ontrafeld moet worden is de fysica van de defecten. 
Een belangrijk verschil met de goed gedocumenteerde materialen zoals 
silicium en germanium is het feit dat vele van de belangrijke defecten 
intrinsieke defecten zijn, eigen aan het materiaal, en dus niet veroorzaakt 
worden door de aanwezigheid van onzuiverheidsatomen. Veel van deze 
defecten kunnen bovendien niet beschreven worden door de standaard 
Shockley-Read-Hall (SRH) theorie omdat ze meer dan twee verschillende 
mogelijke ladingstoestanden hebben. Dit type defecten wordt ook wel 
multivalente defecten genoemd. Daarnaast bestaan er defecten waarbij de 
transitie van één ladingstoestand naar een andere gepaard gaat met een 
aanzienlijke herschikking van het kristalrooster. Dit soort transities gaan 
meestal gepaard met de thermische activering over een energiebarrière. 
Bijgevolg kan het voorkomen dat zo een transitie enkel met een behoorlijke 
snelheid doorgaat bij voldoende hoge temperaturen. Dit soort defecten leidt 
tot metastabiel gedrag van de zonnecel. De toestand van de cel kan immers 
gemakkelijk veranderd worden bij hoge temperaturen, maar is quasi-stabiel 
bij lage temperaturen. De defecten die aanleiding geven tot dit gedrag 
worden metastabiele defecten genoemd. 
De meting van de stroomdichtheid die een zonnecel levert als functie van 
de aangelegde spanning, is veruit de belangrijkste analysemethode in het 
zonnecelonderzoek. Deze meting is immers nodig om het rendement te 
bepalen. Zorgvuldige analyse van deze meting kan al iets leren over de 
aanwezige recombinatiemechanismen. Niettemin, kan er nog veel meer over 
de defecten geleerd worden uit admittantiemetingen. Twee belangrijke 
technieken zijn de analyse van de capaciteit als functie van de aangelegde 
spanning en als functie van de meetfrequentie. De eerste techniek leidt tot 
een schijnbaar doteringsprofiel, de tweede wordt dikwijls admittantie-
spectroscopie (AS) genoemd. Beide technieken worden bestudeerd in dit 
werk. De admittantiespectroscopie-techniek werd zelfs geperfectioneerd 
zodat ze kan toegepast worden op metingen die niet onder thermisch 
evenwicht geschiedden. De uitbreiding van deze techniek leidt tot 
verscheidene voordelen waaronder een verbeterde nauwkeurigheid. 
De structuur van een CIGS-gebaseerde zonnecel is redelijk complex 
waardoor eenvoudige analytische modellen de werkelijkheid niet altijd even 
adequaat beschrijven. Bijgevolg zijn numerieke modellen voor dit soort 
zonnecellen van onschatbaar belang. Onze onderzoeksgroep heeft een jaren-
lange ervaring met simuleren van CIGS- en CdTe-gebaseerde zonnecellen 
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dankzij de ontwikkeling van het programma SCAPS. Dit programma wordt 
gratis ter beschikking gesteld van de onderzoeksgemeenschap en heeft vele 
gebruikers. Tijdens dit werk werd SCAPS aanzienlijk uitgebreid. De twee 
meest in het oog springende uitbreidingen zijn de correcte behandeling van 
multivalente defecten met een willekeurig aantal ladingstoestanden en de 
invoering van metastabiele defecten. 
Overzicht der belangrijkste hoofdstukken 
In het derde hoofdstuk worden multivalente defecten behandeld. De 
bezettings- en recombinatiestatistiek van dit soort defecten wijkt af van de 
alom gekende SRH-theorie. De evenwichtsbezetting van de verschillende 
ladingstoestanden wordt afgeleid zoals voorgesteld door Sah en Shockley, 
waarbij er extra aandacht wordt besteed aan de numerieke stabiliteit van de 
uitdrukkingen. De bekomen formules werden immers nadien ge-
ïmplementeerd in SCAPS. Daarnaast wordt er ook een kleinsignaalanalyse 
uitgevoerd die toelaat om admittantiemetingen correct te simuleren. Hiertoe 
wordt er een recursieve oplossing van het kleinsignaalprobleem ontwikkeld 
die numeriek stabiel is. De studie van de recombinatiekanalen van een 
multivalent defect met verscheidene ladingstoestanden wordt al vlug 
complex. Daarom wordt een visualiseringtechniek, ontwikkeld door Sah en 
Shockley, uitgebreid en verduidelijkt. De uitdrukkingen voor het 
recombinatietempo van een multivalent defect en een equivalente 
verzameling van SRH-achtige defecten vertonen aanzienlijke gelijkenissen 
en de beschrijving van een multivalent defect als zo’n verzameling is soms 
mogelijk. Door verdere uitbreiding van de visualiseringtechnieken voor de 
recombinatiekanalen wordt er onderzocht in welke gevallen de multivalente 
en de SRH-achtige beschrijving van het systeem inderdaad equivalent zijn. 
In hoofdstuk vier wordt er een overzicht gegeven van metastabiel gedrag 
in CIGS-gebaseerde zonnecellen. De metastabiele toestand van de cel heeft 
een belangrijke invloed op de resultaten van zowel stroom-spannings-
metingen als admittantiemetingen. De verschillende toestanden worden 
meestal ingedeeld naargelang de condities die moeten aangelegd worden bij 
hogere temperatuur om de toestand te bekomen. Men onderscheidt de 
rusttoestand (relaxed, REL), rode belichting (red light soaking, RLS), 
blauwe belichting (blue light soaking, BLS), witte belichting (white light 
soaking, WLS), voorwaartse spanning (forward bias, FB), achterwaartse 
spanning (reverse bias, RB) en rode belichting met spanning (red-on-bias, 
ROB). Er bestaan verschillende modellen die de manifestatie van het 
metastabiele gedrag trachten te verklaren, de meest plausibele is echter de 
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aanwezigheid van metastabiele defecten. Dit zijn defecten die in twee 
verschillende configuraties voorkomen waarbij de overgangen van de ene 
naar de andere configuratie gepaard gaan met roosterherschikkingen en de 
thermische activering over energiebarrières. De belangrijkste metastabiele 
defecten zijn VSe en IIICu en hun complexen met VCu. De dynamica van de 
transities tussen de verschillende configuraties wordt beschreven aan de 
hand van dubbele vangst- en emissieprocessen. De verschillende activerings-
energieën zijn niet onafhankelijk, maar gelinkt door gedetailleerde balans 
(detailed balance) overwegingen. Een formalisme dat de dynamica van deze 
metastabiele defecten beschrijft wordt ontwikkeld en werd geïmplementeerd 
in SCAPS.  
In het vijfde hoofdstuk worden admittantiemetingen nader toegelicht. 
Door de capaciteit als functie van de frequentie te meten, merkt men dikwijls 
overgangen van hoog- naar laagfrequent gedrag op. Deze overgangen 
kunnen veroorzaakt worden door verscheidene processen. De belangrijkste 
zijn: relaxatie van de ladingsdragers, de aanwezigheid van een barrière in de 
structuur en de aanwezigheid van defecten. De analyse van die overgangen 
door de afgeleide van de capaciteit naar de frequentie te onderzoeken wordt 
admittantiespectroscopie (AS) genoemd. De invloed van een gelijkspanning 
op de meetresultaten van AS wordt onderzocht. Als de capaciteitsovergang 
te wijten is aan de aanwezigheid van defecten leidt de studie van AS onder 
verschillende spanningen tot nieuwe inzichten. De defectdichtheid en 
-energie kunnen preciezer bepaald worden en de nauwkeurigheid kan ook 
gekwantificeerd worden. De resultaten bekomen met AS onder verschillende 
spanningen worden vergeleken met die van de analyse van de schijnbare 
doteringsprofielen, en komen er goed mee overeen. Een bijzonder 
verschijnsel dat vaak waargenomen wordt in AS is de N1-signatuur. Deze 
wordt gekenmerkt door een karakteristieke energie van om en bij de 
100 meV die evenwel sterk afhankelijk is van de bufferdikte, de metastabiele 
toestand van de cel en eventuele nabehandelingen tijdens de celproductie. In 
DLTS metingen vertoont N1 de signatuur van een minoritairenval. 
Daarenboven wijkt het Arrheniusdiagram geassocieerd met N1 vaak af van 
het traditionele lineaire gedrag. De oorsprong van N1 is voorlopig onbekend 
en een bron van levendige discussie. De meest plausibele verklaringen zijn 
de aanwezigheid van defecten in de buurt van het absorber-buffer-grensvlak 
en/of van een barrière in de structuur. 
In hoofdstuk zes ten slotte, wordt de aanwezigheid van metastabiele 
defecten op admittantiemetingen bestudeerd. Het meten van een admittantie-
spectrum bij verschillende spanningen laat toe om op verschillende posities 
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in de cel de defectdichtheid te bepalen. Dit laat dus tevens toe om de 
distributie over de verschillende configuraties van een metastabiel defect te 
onderzoeken. Verdere analyse van deze distributie kan gebeuren door zowel 
de spanning tijdens de meting als tijdens de creatie van de metastabiele 
toestand te variëren. In de metingen van hoofdstuk vijf werd er een piek 
waargenomen die groeit naarmate de spanning over de cel vergroot werd. 
Dit gedrag wordt verklaard door de aanwezigheid van de donorconfiguratie 
van IIICu-defecten. Het aanleggen van een achterwaartse spanning tijdens de 
creatie van de metastabiele toestand heeft een belangrijke invloed op het 
schijnbare doteringsprofiel. Deze invloed wordt verklaard door het bestaande 
model van Kimerling, dat de invloed van diepe defecten op de bepaling van 
het schijnbare doteringsprofiel beschrijft, uit te breiden. 
 

 Summary 
The present-day society is marked by a continuous increase of the energy 
consumption. Up to now, the major part of this energy is still obtained from 
fossil fuels. The availability of these fuels is limited and shrinking, the 
demand for them is however continuously increasing. Moreover, the 
consumption of fossil fuels leads to environmental pollution. Hence, 
environment-friendly and sustainable alternatives are needed for the 
increasing energy demand. Photovoltaic energy conversion is a promising 
candidate to supply (a part of) the global energy need. Its contribution to 
pollution and to global warming are very limited. Furthermore, the present-
day energy consumption is negligible with respect to the total amount of 
energy which could be gained from photovoltaics. The entire electricity 
consumption in 2010 could be produced by covering only 0.025% of the 
surface of the earth with solar panels having an efficiency of 10%. 
The majority of the solar cells have been and are made out of silicon; both 
mono-crystalline, poly-crystalline and amorphous silicon. Next to those, 
there exist a wide variety of different other types of cells, based on organic 
materials, III-V semiconductors, CdTe, Cu(In,Ga)Se2… Thin film solar cells 
based on Cu(In,Ga)Se2 (CIGS, also designated as chalcopyrite based solar 
cells) have an huge potential. The record efficiency of this type of cells is 
already comparable with the record efficiency of crystalline solar cells, even 
though the material usage is much lower for CIGS-based solar cells. 
Currently, the market share of this type of cells is rather small, but according 
to predictions it should grow up to 10% by the year 2020. 
Notwithstanding this promising future, the current knowledge about CIGS 
and about solar cells based on this material is still limited. One of the issues 
which is still under investigation is the defect physics. An important 
difference with respect to other, well-known materials such as silicon and 
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germanium is the fact that a lot of the main defects are intrinsic defects. This 
means that they are not originating from foreign atoms, but they are inherent 
in the material itself. Moreover, the standard Shockley-Read-Hall (SRH) 
theory does not provide an adequate description for the recombination via 
these defects because they can have more than two different possible charge 
states. This kind of defects is often called multivalent defects. Defects for 
which the transition between two specific charge states results in 
considerable lattice relaxations are another issue. These transitions are 
commonly associated with a thermal activation over an energy barrier. As a 
result, they can only occur at a reasonable rate when the temperature is 
sufficiently high. The presence of defects exhibiting this kind of transitions 
leads to metastable behaviour of the solar cell. The state of the sample is 
easily altered at elevated temperatures, but is quasi-stable at lower 
temperatures. Defects which provoke this kind of behaviour are called 
metastable defects. 
The main characterization tool in solar cell research is the analysis of the 
measurement of the current density flowing through the sample as a function 
of the applied bias voltage. This is because this measurement yields the cell 
efficiency. Careful analysis of current-voltage measurements can already 
give some information about the recombination mechanisms which are 
present. Nevertheless, admittance measurements are able to provide much 
more information about the presence of defects in the sample. Two 
important characterization techniques are based on the measurement of the 
capacitance as a function of the applied bias voltage and on the measurement 
frequency. The first technique results in an apparent doping density profile, 
the second technique is often called admittance spectroscopy (AS). Both 
techniques are studied in this work. The admittance spectroscopy technique 
has even been extended so that it can also be applied to measurements which 
have not been performed under thermal equilibrium conditions. This 
extension leads to several benefits. 
The structure of a CIGS-based solar cell is quite complicated. Hence, 
simple analytical models do not always succeed to adequately represent the 
reality. As a result, numerical models describing this type of solar cells are 
invaluable. Our research group has a long-term experience with the 
simulation of CIGS- and CdTe-based solar cells through to the development 
of the program SCAPS. This numerical simulation program is freely 
distributed amongst the research community and has many users. During this 
work SCAPS has substantially been extended. The two main extensions are 
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the proper treatment of multivalent defects with an arbitrary number of 
charge states and the introduction of metastable defects. 
Overview of the principle chapters 
In the third chapter multivalent defects are discussed. The occupation and 
recombination statistics of this kind of defects deviate from the standard 
SRH-theory. The steady state occupation of the different charge states is 
described as proposed by Sah and Shockley. Special attention is devoted to 
the numerical stability of the equations obtained, since they have been 
implemented in SCAPS. Next to the steady state analysis, a small signal 
analysis is performed, which allows the correct simulation of admittance 
measurements. For this reason, a recursive solution of the small signal 
problem is constructed. The investigation of the different recombination 
channels of a multivalent defect with several charge states readily gets 
complicated. Hence, a visualization technique which has been developed by 
Sah and Shockley is extended and clarified. The expressions describing the 
recombination rate of a multivalent defect and of an equivalent set of SRH-
like defects bear a strong resemblance. Sometimes, a multivalent defect can 
even be treated as such an equivalent set of defects. The conditions under 
which the SRH-like description and the multivalent description of a defect 
are equivalent are investigated. Hereto, the visualization techniques for the 
recombination channels are extended further. 
Chapter four gives an overview of the main manifestations of metastable 
behaviour in CIGS-based solar cells. The metastable state of the sample has 
an important influence on both the current-voltage characteristics and on the 
admittance measurements. The different existing states are classified 
according to the conditions which have to be applied at elevated 
temperatures in order to create the state. One distinguishes the relaxed state 
(REL), red light soaking (RLS), blue light soaking (BLS), white light 
soaking (WLS), forward bias (FB), reverse bias (RB) and red-on-bias 
(ROB). There exist several models which explain the origin of this meta-
stable behaviour. The most plausible model is based on the presence of 
metastable defects. These are defects which exhibit two different 
configurations and where the transition between those configurations is 
accompanied by large lattice relaxations and thermal activation over energy 
barriers. The most important metastable defects are VSe, IIICu and their 
complexes with VCu. The description of the dynamics of the transition 
between the different configurations is given by means of double capture and 
emission processes. The different activation energies are not independent, 
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but they are linked by detailed balance considerations. A formalism which 
describes the dynamics of these metastable defects is developed and has 
been implemented in SCAPS. 
Chapter five provides details about admittance measurements. When 
measuring the capacitance as a function of the frequency, a transition from 
high frequency to low frequency behaviour is often observed. There are 
several processes which can lead to this kind of transitions. The most 
important are carrier relaxation, the presence of a barrier in the structure and 
the presence of a defect density. The analysis of those transitions by studying 
the derivative of the capacity with respect to the frequency is often called 
admittance spectroscopy (AS). The influence of a bias on those measurement 
results is investigated. If the capacitance transition can be attributed to the 
presence of a defect density, the study of bias dependent AS leads to 
additional insights. The determination of the defect density and energy can 
be performed in a more precise way and the accuracy on the results can be 
assessed. The results of bias dependent AS are compared to the results of the 
analysis of the apparent doping density profiles, and a convincing 
correspondence is found. A specific feature which is often observed in AS is 
called the N1 signature. This feature exhibits a characteristic energy in the 
range of 100 meV. However, the exact value of this energy depends on the 
buffer thickness, on the metastable state of the sample and on annealing 
steps which might have been applied during fabrication. In DLTS 
measurements, N1 is visible as a minority trap. The Arrhenius diagram 
associated with N1 often deviates from its usual linear behaviour. Up to 
now, the true origin of the N1 signature is still unknown and a topic of 
animated discussions. The most probable explanations are the presence of 
defects close to the absorber-buffer interface and/or the presence of a barrier 
in the structure. 
In the sixth chapter, the influence of the presence of metastable defects on 
admittance measurements is studied. Bias dependent admittance 
spectroscopy allows the determination of the defect density at different 
positions in the sample. Hence, it also allows to study the distribution over 
the different configurations of a metastable defect. Further analysis of this 
distribution can proceed through variation of both the voltage during 
measurement as during the creation of the metastable state. In the 
measurements reported in chapter five, a peak was discovered which grows 
when the voltage bias during measurement is increased. This behaviour is 
now explained by the presence of the donor configuration of IIICu-defects. 
Application of a reverse bias voltage during creation of the metastable state 
 xvii  
of the sample has an important influence on the apparent doping density 
profile. This influence can be explained by extending the already existing 
model of Kimerling, which describes the influence of deep traps on the 
apparent doping density measurements. 
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Symbol Unit Description 
~  small signal (if used as superscript) 
=  steady state (if used as superscript) 
[0,0]  denuded (if used as superscript) 
∂Cscaled nF/cm3 scaled derivative of the capacitance (5.47) 
α cm-1 absorption coefficient 
γ  cnn=/cpp= (5.30) 
Δ1,2  tolerances used to smooth AS data 
ΔE eV energy barrier 
ΔEsi eV E[s+1]i – Esi (3.8) 
ε  relative dielectric constant 
ε0 F/cm permittivity of vacuum (8.85418 H 10-14 F/cm) 
η % efficiency 
λ nm wavelength 
μn cm2/Vs electron mobility 
μp cm2/Vs hole mobility 
ν0 s-1 attempt-to-escape frequency 
νph s-1 phonon frequency 
ξ0 s-1/Km scaling parameter (5.2) 
ξ00 s-1/K2 Meyer-Neldel scaling parameter (5.55) 
ρ C/cm3 charge density 
ρdef C/cm-3 charge density contained in defect states 
σ S/cm conductance 
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Symbol Unit Description 
σn cm2 electron capture cross section 
σp cm2 hole capture cross section 
τ-1 s-1 transition rate 
τn s electron lifetime 
τp s hole lifetime 
Φ V electrostatic potential 
ΦB V barrier height 
ω s-1 angular frequency; pulsation 
ω0 s-1 characteristic pulsation 
ωD s-1 dielectric relaxation pulsation 
A  ideality factor 
A cm2 (junction) area 
A* A/cm2/K2 Richardson constant 
A-  acceptor configuration 
ac  alternating current 
AM  air mass 
AS  admittance spectroscopy 
BLS  blue light soaking (see § 4.2) 
C F/cm2 capacitance (per area) 
CB  conduction band 
CBD  chemical bath deposition 
Cc F/cm2 contact barrier capacitance 
CIGS  Cu(In,Ga)(S,Se)2 
Cj F/cm2 junction capacitance 
cn cm3/s electron capture constant 
cp cm3/s hole capture constant 
D+  donor configuration 
DLCP  drive level capacitance profiling 
DLS  defect localized state (see § 4.4.1) 
DLTS  deep level transient spectroscopy 
dc  direct current 
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Symbol Unit Description 
Dn cm2/s electron diffusion coefficient 
dx μm infinitesimal thickness 
DX  see § 4.4.1 
E V/cm electric field 
Eω eV characteristic energy 
EBIC  electron beam induced current 
EC eV conduction band energy 
ec  single electron capture (see § 4.4.4) 
EC  generalized electron capture (see § 4.4.3) 
ee  single electron emission (see § 4.4.4) 
EE  generalized electron emission (see § 4.4.3) 
EF eV Fermi level energy 
EFm∞ eV Fermi level energy in the bulk of the m-type region 
(5.34) 
EFn eV quasi-Fermi level energy for electrons 
EFp eV quasi-Fermi level energy for holes 
Eg eV band gap width 
ELIS  Department of Electronics and Information Systems 
EMPA  Eidgenössische Materialprüfungs- und 
ForschungsAnstalt 
EMN eV Meyer-Neldel characteristic energy (5.55) 
en s-1 electron emission constant 
ep s-1 hole emission constant 
Eq.  equation 
Esi eV energy belonging to the microstate si (see § 3.1.1) 
Et eV defect level energy 
ETR eV transition energy (see § 4.4.4) 
EV eV valence band energy 
f Hz frequency 
f  occupation probability 
f0 Hz characteristic frequency 
xxii Symbols and acronyms  
Symbol Unit Description 
fA  fraction of metastable defects in the acceptor 
configuration 
FB  forward bias (see § 4.2) 
fD  fraction of metastable defects in the donor 
configuration 
FF % fill factor 
ft  defect occupation probability 
fs  occupation probability of charge state s 
FWHM  full width at half maximum 
G S/cm2 conductance (per area) 
G cm-3/s generation rate 
Gc S/cm2 contact barrier conductance 
Gj S/cm2 junction conductance 
gs  degeneracy factor of charge state s 
Gsh S/cm2 shunt conductance 
hc  single hole capture (see § 4.4.4) 
HC  generalized hole capture (see § 4.4.3) 
he  single hole emission (see § 4.4.4) 
HE  generalized hole emission (see § 4.4.3) 
HF  high frequency 
Im  imaginary part 
In,p  integral of Wn,p (5.33) 
init  initial working point conditions (if used as subscript) 
j  imaginary unit 
J mA/cm2 current density 
J0 mA/cm2 saturation current density 
JL mA/cm2 light current density 
Jn cm-2/s electron particle current density 
Jp cm-2/s hole particle current density 
Jrec,0 mA/cm2 saturation current density due to recombination 
Jsc mA/cm2 short circuit current density 
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Symbol Unit Description 
k μm see (5.54) 
kB eV/K Boltzmann’s constant (8.6171 H 10-5 eV/K) 
Lchar μm characteristic length 
LF  low frequency 
Ln μm electron diffusion length 
LS  light soaking (see § 4.2) 
m  exponent for the temperature dependence (5.2) 
m cm-3 n or p 
MPP  maximum power point 
MUL  multivalent 
n cm-3 free electron density 
n* cm-3 ep/cn (3.12) 
N  number of different charge states 
N cm-3 charge density 
NA cm-3 shallow acceptor density 
NC cm-3 effective density of states in the conduction band 
ND cm-3 shallow donor density 
n-dom  n-dominated 
ni cm-3 intrinsic carrier density 
NM cm-3 metastable contribution to the space charge density 
Nmeas cm-3 measured apparent doping density 
Nt cm-3 defect density 
Nt cm-3/eV defect density per energy 
nt* cm-3 en/cn (2.9) 
Ns cm-3 charge state density 
NV cm-3 effective density of states in the valence band 
p cm-3 free hole density 
p* cm-3 en/cp (3.12) 
p-dom  p-dominated 
PHS  perturbed host state (see § 4.4.1) 
PMPP mW/cm2 power density at the MPP 
xxiv Symbols and acronyms  
Symbol Unit Description 
PPC  persistent photoconductivity 
pt* cm-3 ep/cp (2.9) 
PV  photovoltaic 
Px  single capture/emission process 
q C elementary charge (1.60218 H 10-19 C) 
Q C charge 
RB  reverse bias (see § 4.2) 
Ref.  reference 
REL  relaxed (see § 4.2) 
RLS  red light soaking (see § 4.2) 
ROB  red-on-bias (see § 4.2) 
Rs Ω cm2 series resistance 
RN  fraction of two adjacent charge densities (3.11) 
RU  fraction of two adjacent recombination rates: (3.31) 
and (3.35) 
RW  fraction of two total recombination rates (3.42) 
s  number of electrons on the defect 
SCAPS  1D solar cell simulation program 
(solar cell capacitance simulator) 
SRH  Shockley-Read-Hall 
t s time 
t μm thickness 
T K temperature 
TSCAP  thermally stimulated capacitance 
U cm-3/s net recombination rate 
U cm-3/s net transition rate 
U eV local Fermi level splitting (5.30) 
ũext V external applied ac voltage 
ũn,p V small signal quasi-Fermi level splitting divided by q 
(5.28) 
Un cm-3/s net recombination rate for electrons 
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Symbol Unit Description 
Up cm-3/s net recombination rate for holes 
vth cm/s thermal velocity 
V V voltage 
VB  valence band 
Vbi V built-in voltage 
Vc V voltage drop over the contact barrier 
Vj V voltage drop over the junction 
Voc V open circuit voltage 
w μm depletion width 
WLS  white light soaking (see § 4.2) 
Wn,p  electron/hole contribution to the capacitance (5.32) 
x μm distance coordinate 
x1 μm position where the defect no longer contributes to the 
capacitance (5.34) 
xcl  clamping factor 
xM μm position where the main metastable defect 
configuration changes 
y μm position where the defect changes charge state 
Y S/cm2 admittance (per area) 
Z  grand partition function 
 
 

  
Chapter 1 
Introduction 
The global energy need exhibits a continuous growth. The electricity 
demand in particular, is increasing fast. During the last decade (2001-2010) 
the annual electricity production has increased from approximately 15 500 
up to 21 200 TWh [1]. This unremitting growth contrasts with the limited 
resources on earth. Photovoltaic (PV) energy conversion is one of the 
sustainable solutions which can reconcile the increasing energy and 
electricity demand with these limited resources. Solar energy is abundantly 
available: assuming an average energy density of 1700 kWh/m2/year [2], and 
a photovoltaic energy conversion efficiency of 10%, one would need 
125 000 km2 in order to supply the electricity consumed in 2010. This 
represents 0.025% of the earth’s surface area. Next to its abundant 
availability, the consumption of solar energy does not influence the available 
energy supply for the future. Moreover, it does not directly contribute to the 
anthropogenic global warming or in the creation of greenhouse gases. 
The amount of electricity produced through photovoltaic energy 
conversion experienced a reassuring growth. In the last decade, the total 
installed PV capacity has increased from 1.8 to 39.5 GW [3]. Nowadays, the 
largest part of the solar cells is made from crystalline silicon. This is mainly 
due to the availability and the well established knowledge of this material 
which is widely used in electronics. Crystalline silicon based solar cells 
achieve high efficiencies, up to 25% [4, 5]. However, due to the low 
absorption coefficient in silicon, the amount of material needed to produce 
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one cell is large. Typically, 250 μm thick wafers of high quality material are 
used [5, 6]. This high material consumption does not only push up the 
module cost, but is also responsible for the largest portion of the energy 
payback time [2]. 
Thin film solar cells consume much less material, even though they 
achieve high efficiencies as well. Historically, the thin film solar cell market 
was dominated by amorphous silicon solar cells. The silicon need is much 
smaller (cell thicknesses of about 1 μm [7]), and the material quality is not as 
high as for crystalline solar cells. However, the efficiency is much lower as 
well, with a current record efficiency of 10%. Since 2010 the thin film solar 
cell market is dominated by CdTe-based solar cells, which at this time 
represented more than 10% of the total photovoltaic market [2]. These cells 
have an uncomplicated production process and achieve efficiencies up to 
16.7%. The third group of thin film photovoltaic technology is based on 
chalcopyrite materials. The absorbing layer in this type of cells is 
predominantly made out of a Cu(In,Ga)(S,Se)2-alloy, but recently also 
Cu(Zn,Sn)(S,Se)2-alloys gain importance. Chalcopyrite based solar cells are 
currently the most efficient among the thin film solar cells with a record 
efficiency beyond 20% [4, 8]. Its current market share is low, but is expected 
to rise to more than 10% by 2020 [2]. 
Next to the crystalline silicon based and thin film solar cells, an entire 
spectrum of other solar cell devices exists. Some of them exhibit an 
extremely high efficiency (III-V multi-junction cells), but unfortunately also 
high cost. Others have a lower cost (and efficiency), but tend to have 
stability problems as well up to now. Examples are organic and dye-
sensitized solar cells. 
Only the future can tell what the importance of photovoltaics will be for 
the global energy need, and which technology will play the leading role in 
this evolution. As every technology has its specific benefits and drawbacks, 
the photovoltaic landscape will probably exist out of a healthy mix of several 
of them. 
1.1 Overview 
This work will mainly focus on Cu(In,Ga)Se2 (CIGS)-based solar cells. This 
type of cells combines high efficiency and low material need, which give 
them a very promising prospect. Despite these excellent results, the 
understanding of the underlying mechanisms and the influence of defects on 
their performance is still incomplete. This work provides an overview of the 
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most important defect related phenomena which are present in CIGS-based 
solar cells. Moreover, new measurement and simulation tools have been 
developed in order to study these phenomena in this type of solar cells. 
 Chapter 2 gives an overview of the basic concepts related to photovoltaic 
energy conversion, admittance measurements, defect physics, numerical 
modelling and CIGS-based solar cells.  Chapter 3 focuses on the multivalent 
defect behaviour. These are defects which exhibit more than two possible 
charge states.  Chapter 4 treats the metastabilities often observed in 
measurements on CIGS-based solar cells. An overview of the main 
metastabilities and the general theory of metastable defects is introduced. 
Furthermore, an algorithm to model this behaviour is developed. In  Chapter 
5 the influence of an applied bias on admittance measurements is studied. A 
measurement procedure to study defects using voltage dependent admittance 
spectroscopy is developed and applied. In  Chapter 6, the methods developed 
in  Chapter 5 are applied to study the influence of metastabilities. 

 Chapter 2 
Basic concepts 
The basic concepts of semiconductor physics, solar cells in general and 
CIGS-based solar cells in particular will be discussed in this chapter. Both 
general physics, characterization and numerical modelling are treated. 
The main object is to introduce the concepts needed in the following 
chapters. Further details about semiconductor and solar cell physics can be 
found in the well known book of Sze & Ng [9]. A good overview about 
chalcogenide photovoltaics is given by Scheer & Schock [10]. More 
information about commonly used measurement techniques is given in [11], 
which also gives an introduction about modelling of thin film solar cells. 
2.1 The current-voltage characteristics 
Most solar cells are in fact a pn- or pin-junction device with a large area. 
Hence, the current-voltage characteristic of a solar cell agrees well with the 
standard Shockley equation for pn-junctions: 
0 exp 1
B
qVJ J
k T
⎡ ⎤⎛ ⎞= −⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
. (2.1) 
Several adaptations of the standard theory are needed, however, in order to 
get to a realistic J-V-characteristic. 
Electron-hole pairs are created when the solar cell is illuminated. In the 
space charge region such an electron-hole pair can be separated, so that the 
electron gets transported towards the n-type region and the hole towards the 
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p-type region. This process creates an additional current density in the 
device: the light current density JL, which is to a certain extent proportional 
to the illumination intensity. Electron-hole pairs created further away from 
the space charge region also can contribute to the light current. Nevertheless, 
as the recombination probability is higher, only a fraction of these pairs will 
contribute. 
Next to the drift-diffusion current, which is assumed in the Shockley 
theory, also other current mechanisms can contribute. The most important is 
a recombination current in the depletion region, which would lead to a 
second exponential term Jrec,0[exp(qV/ 2kBT) - 1] in (2.1). At low 
temperatures, tunnel currents can contribute as well. In order to take most of 
the effects of these additional currents into account an empirical ideality 
factor A is introduced. 
The interconnection between the different layers of the device are not 
perfect. This leads to shunt conductance (Gsh) and series resistance (Rs) 
related effects which distort the J-V-characteristic. Taking into account all 
these adaptations, Eq. (2.1) transforms into: 
( ) ( )0 exp 1s sh s L
B
q V R J
J J G V R J J
Ak T
⎡ ⎤⎛ ⎞−= − + − −⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
. (2.2) 
2.1.1 Solar cell characteristics 
A typical J-V-characteristic in dark and under illumination is shown in 
 Figure 2.1. The main solar cell characteristics are indicated. 
The short circuit current density Jsc is the current density delivered by an 
illuminated device when no voltage is applied. Ideally (in absence of series 
and shunting effects) this current density should equal the light current 
density. The open circuit voltage Voc is defined as the voltage drop over an 
illuminated sample when no current density is flowing through it. In this 
case all generated charge carriers are supposed to recombine. Hence, the 
study of Voc can yield important information about the recombination 
processes in the sample. The efficiency η of a solar cell is defined as the 
ratio between the maximal electrical power density delivered by the sample 
and the incident optical power density. The maximal electrical power density 
is calculated at the maximum power point (MPP). The fill factor FF is 
defined as the ratio between the power density at the MPP and the product of 
the short circuit current density and the open circuit voltage: 
FF = PMPP/(Jsc H Voc). 
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Figure 2.1 Illuminated (solid line) and dark (dashed line) J-V-characteristic of a 
typical CIGS-based solar cell. Short circuit current and open circuit conditions are 
marked with a square, the maximum power point with a circle. The fill factor is 
visible as the ratio between the areas of the rectangles in dashed and dash-dotted 
grey lines. 
2.1.2 Current-voltage measurements 
In a current-voltage measurement a voltage bias is applied and the current is 
measured. In order to avoid parasitic influences of the lead wires and 
contacts, a four terminal contacting method is used. For measurements of the 
illuminated characteristics, the sample is illuminated by a solar simulator 
with a light intensity of 100 mW/cm2 and a spectrum close to the AM1.5G-
spectrum. 
Measurement of the current-voltage characteristic or of one of the solar 
cell characteristics as a function of temperature and light intensity or 
spectrum can yield valuable information about the device structure. 
Recombination processes can be detected [12-14], series resistance and 
shunt conductance can be identified [14], barrier and tunnelling effects can 
be investigated [15, 16]… These studies are however beyond the scope of 
this work. 
2.2 Admittance measurements 
Admittance measurements on solar cells are commonly interpreted as if the 
admittance Y(ω) consists of a parallel connection of a frequency dependent 
capacitance C(ω) and conductance G(ω). 
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( ) ( ) ( )
ext
JY j C G
u
ω ω ω ω= = +  (2.3) 
There are several processes which can contribute to the admittance. This will 
be discussed further on in  Chapter 5, where the frequency dependence of the 
capacitance will be investigated. The influence of the depletion capacitance 
is however of a more general importance and will be introduced below. 
2.2.1 Capacitance-voltage profiling 
Assuming an n+p-junction with an arbitrary doping profile at the p-side of 
the junction, the depletion width w and the doping density NA can be 
determined from a capacitance-voltage measurement [9]. 
0C
w
ε ε=  (2.4) 
( )
( )
2
0
1/ 2
A
d C
dV q N wε ε= −  (2.5) 
Eqs. (2.4) and (2.5) assume C to consist only of the depletion capacitance. In 
this way a graph of the shallow doping density NA versus position can be 
constructed from the results of a C-V-measurement, because the doping 
density in (2.5) represents the doping density at the depletion region edge. 
Due to the necessary assumption that only the depletion capacitance 
contributes to the measured capacitance, this doping profile is called the 
apparent doping profile. 
When the doping density is uniform, the graph of 1/C2 versus V will yield 
a straight line. (The extension of) this line intersects the abscissa at V = Vbi, 
the built-in voltage. 
2.3 Defects in semiconductors 
Under thermal equilibrium conditions the free carrier densities in a semi-
conductor obey (2.6). 
2 exp gi C V
B
E
np n N N
k T
⎛ ⎞= = −⎜ ⎟⎝ ⎠
 (2.6) 
Application of an external voltage or illuminating the material, will lead to a 
violation of (2.6). The interplay of generation and recombination processes 
 2.3 Defects in semiconductors 9  
will then strive for a new equilibrium situation. The dominant generation 
mechanism in solar cells is generation through photon absorption, however, 
thermal generation plays an important role as well. The three most common 
recombination processes in semiconductor materials are radiative 
recombination, Auger recombination and recombination through defects. 
The recombination through defects is often described by the Shockley-
Read-Hall (SRH) [17, 18] statistics. The net recombination rate U, is 
considered to be the result of capture and emission processes of holes and 
electrons (see  Figure 2.2). 
CB
VB
a
b c
d
 
Figure 2.2 The basic processes involved in SRH-recombination through an 
acceptor defect: (a) electron capture; (b) hole emission; (c) hole capture; (d) electron 
emission. If the defect is in the unoccupied state (left side), processes (a) or (b) can 
occur leading to an occupied state (right side) and vice versa. 
The probability for an electron capture process to occur is proportional to 
the availability of free electrons n and the number of defect states which are 
not occupied with an electron (Nt H (1 - ft)). Here, Nt represents the total 
defect density and ft the fraction of defect states occupied with an electron. 
The probability for an electron emission process to occur is proportional to 
the number of defect states occupied with an electron (Nt H ft), in this case 
the number of conduction band states occupied with an electron is assumed 
to be negligible. The net recombination rate for electrons and holes can then 
be described as 
( )
( )
1
1
n n t t n t t
p p t t p t t
U c n f N e f N
U c pf N e f N
⎧ = − −⎪⎨ = − −⎪⎩
. (2.7) 
The capture constants cn and cp are assumed to be proportional to the thermal 
velocity vth and the capture cross sections σn and σp according to cn = σn H vth 
and cp = σp H vth. The emission constants en and ep can be calculated from 
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detailed balance considerations. Under thermal equilibrium conditions, 
Un = Up = 0, and the occupation of a defect state is given by the Fermi-Dirac 
distribution function. 
1
1 exp
t
t F
B
f
E E
k T
= ⎛ ⎞−+ ⎜ ⎟⎝ ⎠
 (2.8) 
This defines the defect level energy Et as the Fermi level position where the 
two charge states are equally occupied: ft = 1 – ft. Substituting (2.8) in (2.7) 
under thermal equilibrium conditions leads to the following expressions for 
the emission constants: 
*
*
exp
exp
C t
n n C n t
B
t V
p p V p t
B
E Ee c N c n
k T
E Ee c N c p
k T
⎧ ⎛ ⎞−= − =⎪ ⎜ ⎟⎪ ⎝ ⎠⎨ ⎛ ⎞−⎪ = − =⎜ ⎟⎪ ⎝ ⎠⎩
. (2.9) 
Where nt* and pt* represent the electron/hole density when the Fermi level 
energy is located at the defect level energy. Under steady state conditions, 
but not necessarily under thermal equilibrium, U = Un = Up still holds even 
though the net recombination rate can be different from zero. Substitution of 
(2.8) and (2.9) in (2.7) leads then to (2.10). 
( ) ( )
2
* */ /
n p n p i
t t
n n p p t p t n
c c np e e np nU N N
c n e c p e n n c p p c
− −= =+ + + + + +
 (2.10) 
This is the most general expression for the net recombination rate according 
to the Shockley-Read-Hall model, Eq. (4.4) in [17] and Eq. (1) in [18]. 
Assuming low level injection in p-type material (Δn n p, Δp n p) and the 
defect level to be mid-gap (Et = Ei, so that nt* = pt* = ni), (2.10) simplifies to 
U ≈ cnNt H Δn = Δn/τn, which defines the electron lifetime τn in this material. 
In a similar way the hole lifetime for an n-type semiconductor can be defined 
as τp = 1/cpNt. 
2.4 Numerical modelling 
Thin film solar cell structures can get quite complicated and the processes 
present in this kind of devices may substantially violate the assumptions and 
simplifications which are needed in order to construct analytical models. 
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Hence, numerical modelling is a valuable tool when investigating these 
devices. Moreover, modelling gives access to quantities which are not easily 
measured, such as band bending or detailed defect occupation probabilities. 
There exist several (commercially) available programs which are able to 
simulate thin film solar cell devices. Next to expensive general purpose 
semiconductor simulation packages, a broad field of programs dedicated to 
thin film solar cell simulation exists. An overview of several of them is 
given in [19]. Each program has its own benefits and weaknesses [20, 21]. In 
the field of simulation of chalcogenide based thin film solar cell devices, 
SCAPS [22] is one of the most used programs. SCAPS has been designed to 
simulate CIGS and CdTe based solar cells. It is developed at the Department 
of Electronics and Information Systems (ELIS) of the University of Gent and 
is freely available to the photovoltaic community since 1998 [23]. It is 
possible to calculate steady state and small signal problems for one 
dimensional structures. 
The main functionality of all semiconductor software packages in general, 
and SCAPS in particular, is to solve the system of partial differential 
equations formed by the Poisson equation (2.11) and the continuity 
equations for electrons (2.12) and holes (2.13). The meaning of the symbols 
used can be found in the Symbols and acronyms section. 
0
def
D Aq p n N Nx x q
ρε ε + −⎛ ⎞∂ ∂Φ⎛ ⎞ = − − + − +⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (2.11) 
n
n
J nU G
x t
∂ ∂− − + =∂ ∂  (2.12) 
p
p
J pU G
x t
∂ ∂− − + =∂ ∂  (2.13) 
The derivatives with respect to time disappear in the steady state regime and 
are replaced by a multiplication by jω in the small signal analysis. The 
particle current densities, Jn and Jp, are given by the constitutive equations 
(2.14) when no tunnelling is present, otherwise additional terms have to be 
added [24]. 
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n Fn
n
p Fp
p
n EJ
q x
p E
J
q x
μ
μ
∂⎧ = −⎪ ∂⎪⎨ ∂⎪ = +⎪ ∂⎩
 (2.14) 
At interfaces and contacts, additional boundary conditions are taken into 
account. In SCAPS, this system of equations is discretized and solved using a 
Gummel iteration method with Newton Raphson iteration substeps [23, 25]. 
As a result, the value of the electrostatic potential Φ, and of the quasi-Fermi 
levels EFn and EFp at every discretization point is obtained. These values are 
then used to calculate derived quantities such as carrier densities, current 
densities, occupation probabilities… 
The presence of defects in the structure, influences these equations in a 
direct way through the net recombination rates U and the charge density 
trapped in defect states, ρdef. Up to version 2.8 of SCAPS [26], these quantities 
were governed by SRH-statistics. During this work additional functionality 
was provided for multivalent defects ( Chapter 3) and the metastable 
behaviour of defects ( Chapter 4). 
Computers do not store numbers with infinite precision. The machine 
accuracy for floating-point numbers is defined as the smallest (in magnitude) 
number which, when added to 1.0, produces a floating-point result different 
from 1.0. This accuracy usually is a small number (< 10-15), so that in a 
pragmatic view one can consider it “accurate enough and close to 
perfection”. Even though this view is commonly adopted, it is branded as 
“naïve” and plain “fiction” in [27]. For the simulation of (defects in) 
semiconductors, this accuracy is indeed often insufficient, and avoiding 
numerically unstable operations becomes a real issue. The magnitude of 
properties in semiconductors often varies over several orders of magnitude. 
This can lead to the subtraction of two very nearly equal numbers which is 
considered to be one of the major causes of unacceptable round-off errors 
[27]. Consider for example a donor-like defect whose occupation probability 
is close to unity (ft = 1 - 10-20). If one now wants to calculate the charge 
stored in this defect 1 - ft = 10-20 has to be known, however on a computer 
with a machine accuracy of 10-15, the previous calculation would result in 
1 - ft ≈ 0, and thus annihilate all charge in this defect. All algorithms have 
thus to be designed so that the subtraction of two nearly equal numbers is 
avoided. 
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2.5 CIGS-based thin film solar cells 
Cu(In,Ga)(S,Se)2-based thin film solar cells have recently achieved 
efficiencies over 20% [8], which is of the same order as polycrystalline 
silicon (20.4%) and approaching the mono-crystalline silicon record (25%). 
There are many different production processes, leading to similar efficiency 
results [28-30]. 
A schematic outline of the general cell structure of a CIGS-based solar 
cell is shown in  Figure 2.3 
Substrate
0.5 – 1 μmContact
1 – 3 μmAbsorber
50 nmBuffer
0.25 – 1 μmWindow
 
Figure 2.3 Schematic outline of a CIGS-based thin film solar cell [10]. 
Starting from the back (bottom) to the front (top), the first layer is a 
substrate. Traditionally a glass substrate is used, but CIGS-based solar cells 
are also grown on metal and polymer substrates. On the substrate a contact 
layer is deposited. This is usually a molybdenum layer, as it is a 
comparatively low-cost material with a high melting point and a relatively 
low diffusivity in CIGS-films. Mo tends to form good ohmic contacts with 
the CIGS absorber. A Cu(In,Ga)(S,Se)2 absorber layer is grown on the back 
contact layer. This layer consists out of an alloy of CuInSe2, CuGaSe2, 
CuInS2 and CuGaS2. As the band gap of these materials varies between 
approximately 1.04 eV for CuInSe2 and 2.42 eV for CuGaS2, the band gap of 
the alloy can be varied within these margins [31]. Its high absorption 
coefficient (α > 105 cm-1 for λ < 600 nm [21]) makes this material very 
useful as an absorber material. On top of the absorber a buffer layer is grown 
which has several functions [10]: it serves as a surface passivation layer and 
a diffusion barrier, it helps avoiding sputter damage from the window layer 
deposition… A large variety of buffer materials and deposition techniques is 
used [29], but most commonly a chemical bath deposited (CBD) CdS layer 
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is employed. The topmost layer (neglecting possible anti-reflection coatings 
and lamination layers) is the window layer. This layer consists of a 
transparent oxide (usually ZnO), which serves as a front contact. On top of 
this layer a metallic grid is applied. The window layer usually consists of an 
intrinsic (close to the buffer) and a heavily doped region. 
 
Figure 2.4 Left: illustration of a spike in the conduction band at the absorber-
buffer interface (x = 0 μm). Right: illustration of type inversion in the absorber layer 
(x > 0 μm). Figure constructed using a typical CIGS structure as presented in [32]. 
The pn-junction is formed at the absorber-buffer interface. The absorber is 
weakly p-type doped whereas the buffer and window layer are n-type doped. 
The band line-up at the absorber-buffer interface, and to a lesser extent at the 
buffer-window interface, is very important [12, 33]. For a CBD CdS buffer 
layer, a conduction band offset of ΔEC = EC (CdS) - EC (CIGS) = 0.2–0.3 eV 
is common. As ΔEC > 0, this offset is called a spike, see  Figure 2.4 (left). 
The junction is often considered to be n+p-type, meaning that the n-side is 
doped much stronger than the p-side. Even though the doping level of the 
buffer and intrinsic layer of the window can be moderate, this assumption 
remains valid as these layers are thin enough so that the depletion region 
extends into the strongly doped region of the window layer. Furthermore the 
absorber interface close to the buffer is often type-inverted (see  Figure 2.4, 
right), due to the small energetic distance between the (electron) Fermi level 
and the conduction band edge at this interface. There are three possible 
origins for this, which can occur simultaneously: the high n-type doping of 
the window layer, Fermi level pinning due to interface charges and the 
presence of a spike in the conduction band. This type inversion is considered 
to be beneficial as it reduces the effects of interface recombination [34]. 
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From a theoretical point of view it enhances the validity of the assumption of 
an n+p-junction. 
It is possible to vary the composition of the Cu(In,Ga)(S,Se)2-alloy 
throughout the absorber layer. In this way the band gap is varied as well. In 
theory [35], this approach can improve the efficiency as it can locally reduce 
the recombination rate in the space charge region, which is often the limiting 
region considering recombination. Moreover, the band alignment at the 
absorber-buffer-interface interface can be optimized and a quasi-electric 
field can be introduced reducing the back contact surface recombination. 
However, as a composition change implies a lot of other changes next to a 
variation of the band gap, it is hard to discern the net effect of a composition 
grading [36, 37]. Nevertheless, a composition grading is introduced in most 
of the state of the art devices [38-40]. 
There exists a wide variety of possible defect states which can be present 
in CIGS. An overview of the corresponding transition level energies of the 
most important defects is given in  Appendix A. Most of the reported 
transition level energies have been obtained from first principles calculations 
[41-46]. One of the main reasons why most of the data is based on 
calculations rather than measurements is that the material has a strong self-
compensating character [47], which encumbers the intentional introduction 
of a defect. Further complications occur as the defect formation energies and 
the transition energies depend on the exact composition of the material. Not 
only the Ga/(Ga+In) -  ratio, but also the Cu/(Ga+In) - ratio plays a role [41, 
47]. Even though there exists a wide variety of impurities due to the 
introduction of foreign atoms (see  Table A.1), the global defect density is 
often determined by the presence of native defects (see  Table A.2). Most of 
the defects present do not fit nicely in the basic picture for SRH 
recombination sketched in § 2.3. First of all many of these defects can occur 
in more than two different charge states. The implications of this multivalent 
character will be discussed in  Chapter 3. Furthermore, some of the defect 
transitions are connected with configurational changes that are thermally 
activated. This can lead to metastable phenomena (see  Chapter 4). 
2.6 Summary and conclusions 
The most important characteristic of a solar cell is its current-voltage 
characteristic. It allows the extraction of the efficiency and provides means 
to study internal processes occurring in the sample. 
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A second important type of measurements are admittance measurements. 
Usually the sample is considered to be a parallel connection of a frequency 
dependent capacitance and conductance. Capacitance-voltage measurements 
can be used to extract an apparent doping density profile. 
The most common process which leads to recombination through defect 
levels is described by the Shockley-Read-Hall model. This model leads to a 
straightforward expression for the recombination rate (2.10). 
Numerical simulation of solar cell behaviour can be reduced to solving the 
system of partial differential equations formed by the Poisson equation and 
the continuity equations for electrons and holes. For the simulation of CIGS 
and CdTe-based solar cells, SCAPS is one of the most used programs. 
A standard CIGS-based solar cell consists of several layers. The most 
important are the window, buffer and absorber layer. There are several 
phenomena which are specific for this type of solar cells: valence and 
conduction band offsets at interfaces, graded band gaps and native defects 
which can have a multivalent and metastable character… 
 Chapter 3 
Multivalent defects 
As discussed in § 2.3, the influence of deep defects is often described using 
the Shockley-Read-Hall (SRH) theory. This theory assumes that a defect 
state can have two different charge states. Several defects which are present 
in CIGS however, exhibit more than two different charge states (See 
 Appendix A); they are called multivalent defects. The basic theory to 
describe this kind of defects has been developed in the fifties by Shockley, 
Sah and Last [48, 49]. This theory was not implemented in its most general 
form in commonly available (at a reasonable price) solar cell simulation 
software. Hence, this kind of defects was often mimicked by several SRH-
like defects (see e.g. [50]). 
In this chapter the theory describing multivalent defects is introduced. 
Besides, the validity of the mimicking by several SRH-like defects is 
assessed. As a part of this work, the possibility to simulate general 
multivalent defect recombination mechanisms has been introduced in SCAPS. 
The implemented algorithms are discussed and examples are given which 
illustrate the importance of a proper treatment of multivalent defects in 
numerical modelling. 
3.1 Occupation and recombination statistics 
When there are more than two different charge states (N > 2), the picture of 
 Figure 2.2 has to be extended as shown in  Figure 3.1. 
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Figure 3.1 The basic processes involved in recombination through a multivalent 
defect with four different charge states (N = 4). The different charge states are 
indicated at the bottom and the transitions at the top of the figure. The most 
positively charged state corresponds with s = 0 in this example. The arrows 
represent capture and emission processes in a similar way as in  Figure 2.2. 
For notational convenience, the different charge states will be designated 
with a subscript s, representing the number of electrons on the defect. The 
most positively charged state corresponds then with s = 0, and the most 
negatively charged to s = N - 1. The different transitions (defect levels) are 
designated with a superscript which is the mean value of the charge states 
involved. For example, the density of defects in state s is given by Ns, the net 
recombination rate associated with the transition between the states s and 
s + 1 is given by Us+1/2. These recombination rates (3.1) are reminiscent of 
their SRH-equivalents (2.7). 
1/ 2 1/ 2 1/ 2
1
1/ 2 1/ 2 1/ 2
1
s s s
n n s n s
s s s
p p s p s
U nc N e N
U pc N e N
+ + + +
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 (3.1) 
In order to calculate the occupation probabilities of the different charge 
states, continuity has to be expressed. 
1/ 2 1/ 2 1/ 2 1/ 2s s s ss
n n p p
N U U U U
t
− + − +∂ = − − +∂  (3.2) 
This expression does not hold for the most negatively and positively charged 
states, e.g. for s = 0, it should be replaced with 
1/ 2 1/ 20
n p
N U U
t
∂ = − +∂ . (3.3) 
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This leads to a system of N - 1 independent linear differential equations for 
N unknown functions Ns. This system can be completed by demanding that 
the sum of all charge state densities must equal the total defect density. 
1
0
N
s t
s
N N
−
=
=∑  (3.4) 
3.1.1 Thermal equilibrium conditions 
If only two charge states are possible, the occupation probability of a charge 
state under thermal equilibrium conditions can be calculated using the 
Fermi-Dirac distribution (2.8). When more charge states are possible, the 
grand partition function theory [51] has to be used instead, of which the 
Fermi-Dirac distribution is an application. 
Assume a system with N different charge states s. Each charge state can 
be found in different distinguishable microstate configurations si with an 
energy Esi. The grand partition function is then given by 
exp F si
Bs si
sE E
k T
⎛ ⎞−= ⎜ ⎟⎝ ⎠∑∑Z . (3.5) 
Assuming the different microstates belonging to a single charge state to have 
the same energy Esi, (3.5) can be simplified by introducing a degeneracy 
factor gs, representing the number of distinguishable microstates resulting in 
the charge state s. 
exp F sis
Bs
sE Eg
k T
⎛ ⎞−= ⎜ ⎟⎝ ⎠∑Z  (3.6) 
The probability to find a defect in a specific charge state under thermal 
equilibrium conditions is then given by the grand canonical distribution [51]. 
exps F sis
B
g sE Ef
k T
⎛ ⎞−= ⎜ ⎟⎝ ⎠Z
 (3.7) 
The ratio between the charge state density of two adjacent states is then 
given by 
1/ 2
1 1 exp exp
s
s s F si F t
s s B B
N g E E E E
N g k T k T
++ + ⎛ ⎞ ⎛ ⎞− Δ −= =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
, (3.8) 
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with ΔEsi = E[s+1]i - Esi. Furthermore, Ets+1/2 = ΔEsi + kBT H ln(gs/gs+1) 
represents the defect level energy and is slightly temperature dependent. 
Similar as in the SRH-case, the energy level Ets+1/2 represents the Fermi level 
position, for which the charge states s and s + 1 are equally occupied. 
Usually, one can assume that the most positively charged state 
corresponds to a situation where all possible quantum states are unoccupied 
with an electron and the most negatively charged state with a situation where 
all quantum states are occupied with an electron. In this case the degeneracy 
factors are given by an s-combination out of an (N - 1)-element set, as one 
has to distribute s electrons over N - 1 possible quantum states. In case of 
three different charge states this would lead to g0 = g2 = 1 and g1 = 2. Even 
though this assumption usually holds, deviant situations can occur [52]. 
In a similar way as in § 2.3, expressions for the emission constants can be 
calculated by substituting (3.8) in (3.1) under thermal equilibrium 
conditions: Uns+1/2 = Ups+1/2 = 0. 
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 (3.9) 
3.1.2 Steady state conditions 
Under steady state conditions the derivatives to time disappear. Hence, the 
system expressed in (3.2) – (3.4), reduces to a system of N linear 
independent algebraic equations with N unknowns. For any given value of N, 
this system can be solved analytically and closed form expressions can be 
obtained (see e.g. [53] for N = 3). However, the complexity of these 
expressions increases with N. Straightforward numerical solution of the 
general system, e.g. using LU decomposition [27], is numerically unstable. 
Hence, in order to implement multivalent defect statistics in a numerical 
simulation program, a specialized stable numerical solution method for the 
general system has to be found, avoiding the subtraction of nearly equal 
numbers as discussed in § 2.4. 
Under steady state conditions, (3.3) reduces to Un1/2 = Up1/2. This 
expression can be substituted in (3.2) for s = 1, leading to Un3/2 = Up3/2. 
Subsequent substitution for higher values of s leads to 
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1/ 2 1/ 2 1/ 2: s s sn ps U U U
+ + +∀ = = . (3.10) 
Substituting (3.1) in (3.10) leads then to 
1/ 2 1/ 2 1/ 2 , 1/ 2
1/ 2 1
1/ 2 1/ 2 1/ 2 , 1/ 2
s s s sn ps s n
N s s s s
s p n p
nc eN c n nR
N pc e c p p
+ + + ∗ ++ +
+ + + ∗ +
+ += = =+ + . (3.11) 
This equation implicitly defines RN and is an extension of (3.8) which was 
only valid under thermal equilibrium conditions. n* and p* are given by 
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Recursive application of (3.11) allows to calculate all values of Ns+1, 
assuming N0 to be known. 
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Presupposing c0 = 1, (3.13) defines cs as 
1
1/ 2
0
s
x
s N
x
c R
− +
=
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Application of (3.4) leads to the final solution of the system: 
1
0
s
s t N
x
x
cN N
c
−
=
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∑
. (3.15) 
When all values for Ns are known, the net recombination rate can be 
calculated according to (3.1). Nevertheless, as the capture and emission rate 
can be almost equal, straightforward substitution often leads to numerically 
unstable results. Multiplying (3.1) with (Ns + Ns+1)/(Ns + Ns+1) and 
substituting Ns+1 by RN H Ns, leads to the numerically stable expression: 
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In the case of only two possible charge states, this expression is the same as 
(2.10) because Nt then equals Ns + Ns+1. Pay attention to the different 
definitions of n* ≠ nt* and p* ≠ pt*, which do not affect the appearance of the 
denominator as only their (weighed) sum is present. 
Equations (3.15) and (3.16) can easily be implemented in a solar cell 
simulation program and they have been implemented in SCAPS. There is no 
subtraction present in (3.15) and only one in (3.16). This latter subtraction 
would only be harmful if np ≈ ni2. In this case, a situation close to thermal 
equilibrium is present and the net recombination rate becomes negligible 
with respect to the recombination rate in parts of the semiconductor where 
no thermal equilibrium conditions prevail. The subtraction present in (3.16) 
is thus not harmful for numerical stability. 
3.1.3 Example: a defect with five different charge states 
The functionality to simulate multivalent defects with SCAPS can be used to 
illustrate the behaviour of this type of defects. The simulation of situations 
which still can be described analytically, moreover, confirms the validity of 
the simulation results. 
Consider a hypothetical multivalent defect with five different charge 
states (four possible transitions levels) under thermal equilibrium conditions. 
The transition level energies are supposed to be ordered in an ascending 
way: Et1/2 < Et3/2 < Et5/2 < Et7/2. The occupation of the different levels is then 
described by the grand canonical distribution (3.7). Using (3.8), this 
expression can be rewritten as (3.17) which is reminiscent of the Fermi-
Dirac distribution. 
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 (3.17) 
If the Fermi level position is located between the defect level energies 
corresponding with a transition to the charge state s [Ets–1/2 < EF < Ets+1/2] 
both summations over x in the right hand side of (3.17) can be neglected 
resulting in fs ≈ 1. When the Fermi level energy is now increased, the 
occupation starts to fall of proportionally to exp(–xEF/kBT) as soon as 
EF > Ets+x–1/2. For decreasing Fermi level energies a similar behaviour is 
found as soon as EF < Ets–x+1/2. 
This behaviour is reproduced in SCAPS, see  Figure 3.2, where the Fermi 
level energy was varied by changing the net doping density. 
 
Figure 3.2 SCAPS simulation of the occupation probability under thermal 
equilibrium conditions (T = 300 K). The defect level energies (Et1/2, Et3/2, Et5/2, Et7/2) 
are marked on the horizontal axis by arrows. 
When the defect level energies are ordered in an ascending way, there is 
always one charge state dominant. Only when the Fermi level energy is close 
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to a defect level energy, two charge states are in equilibrium. The occupation 
probabilities of the non dominant charge states fall of exponentially with 
slope 1/kBT, 2/kBT, 3/kBT… 
3.1.4 Small signal analysis 
When performing a small signal analysis, the different properties are 
decomposed into a steady state part (designated with ‘=’) and a small signal 
part (designated with ‘~’). 
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Application to (3.1) leads to 
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The time derivatives present in (3.2) and (3.3) have to be replaced by a 
multiplication with jω and as the total defect density remains constant, (3.4) 
gets replaced by 
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=∑  . (3.20) 
Unfortunately one can no longer take advantage of the disappearance of the 
time derivatives in order to solve the system which describes the small signal 
situation. Nevertheless, a small signal variant of expression (3.10) can be 
calculated through recursion. 
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Substituting (3.19) in (3.21) a recursive expression for Ñs can be obtained: 
(3.22). The coefficients are given in (3.23) and (3.24) with c0 = 1 and d0 = 0. 
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Substitution of (3.22) in (3.20) leads to an expression for Ñ0: 
1 1
0
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N N
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N d c
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= =
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Substitution of (3.25) in (3.22) leads then to an expression for all other small 
signal occupation densities. In this way of calculating Ñs is however 
unreliable as it can lead to the subtraction of two almost equal numbers. This 
is easily seen when performing the above-mentioned procedure on an SRH-
like defect. In this case the following relations hold; c0 = 1; d0 = 0; c1 = a0; 
d1 = b0, with a0 = a0,x=s=0. This leads to Ñ0 = -b0/(1 + a0) and after application 
of (3.22) to Ñ1 = -a0b0/(1 + a0) + b0. When simplifying this last expression, 
the term a0b0 - a0b0 will occur. Analytically these terms cancel out. 
Numerically however, they can be slightly different due to rounding errors, 
leading to a non-zero result which can corrupt the calculation of Ñ1. This 
numerical inaccuracy can be avoided by remarking that the charge state 
s = 0, is not special compared to the other charge states. Eq. (3.22) can be 
written as a function of any other charge state leading to 
s x s s x
s x
x x
c c d c dN N
c c
−= +  . (3.26) 
Application of (3.20) leads then to a closed form expression for Ñs, avoiding 
numerical inaccuracies. 
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The small signal value of the net recombination rates can then be calculated 
by substitution of (3.27) in (3.19). 
3.2 Visualization of steady state characteristics 
3.2.1 Charge distribution diagram 
In order to visualize the occupation of the different charge states, it is 
instructive to track the value of RN for every transition s + 1/2 in (n,p)-space, 
making a contour plot. In order not to complicate the notation unnecessarily, 
the superscript s + 1/2 will be omitted below whenever no confusion is 
possible. The line in (n,p)-space corresponding to RN = 1, has a special 
importance. Under those circumstances, two adjacent charge states are in 
equilibrium. A contour plot of RN as a function of the logarithms of n and p 
is called a charge distribution diagram. This kind of diagrams can easily be 
drawn using programs such as Matlab. Nevertheless, it is highly instructive 
drawing them by hand, because it uncovers the origin of the main features in 
the diagram. 
The lines for which n = n* and p = p*, divide the (n,p)-space in four 
quarters, as shown in  Figure 3.3. In the lower left quarter (denuded region: 
n n n* and p n p*), RN is constant. In this region, the emission processes 
govern the steady state situation. In the upper right corner (flooded region: 
n o n* and p o p*), the steady state situation is governed by capture processes 
and the contour lines for RN are diagonal with slope one. In the lower right 
corner (n-dominated region: n o n* and p n p*), the electron processes 
govern the steady state situation leading to vertical contour lines and in the 
upper left corner (p-dominated region: n n n* and p o p*), the hole processes 
govern the steady state situation leading to horizontal contour lines. 
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Figure 3.3 Left: Charge distribution diagram with one (V-type) RN = 1-line (thick 
line). The lines for which n = n* and p = p* are marked in dotted lines, dividing the 
(n,p)-space in four quarters. Right: corresponding contour plot (dashed curves) 
displaying all curves with RN = 10i, with i an integer number. The solid curves are 
added to clarify the correspondence with the left figure. 
Two possible situations emerge for RN = 1-line. In the flooded region it is 
diagonal with slope one. As soon as n ≈ n* or p ≈ p* however, the value of 
one of the free charge carrier densities is fixed, leading to a horizontal line 
(H-type) or a vertical line (V-type) in the charge distribution diagram. 
The position of the diagonal part of the line is determined by its 
intersection with the thermal equilibrium line (np = ni2). The coordinates of 
this point are given by 
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. (3.28) 
The transition between the diagonal part and the horizontal/vertical part of 
the line occurs at [n*, p^] and [n^, p*], for H-type/V-type respectively. 
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On the left side of the curve, conditions for RN < 1 (most defects in the s-
state) prevail, on the right side, conditions for RN > 1 (most defects in the 
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s + 1-state) prevail. This allows an easy determination to see whether the 
curve will be H-type or V-type: the curve is V-type, whenever the value for 
RN in the denuded region is smaller than unity. This value is given by 
1/ 21/ 2 , 1/ 2
[0,0]
1/ 2 , 1/ 2 1/ 2
ss s pn
N s s s
p n
ec nR
c p e
++ ∗ +
+ ∗ + += = . (3.30) 
All other contours (see  Figure 3.3 right) in the charge distribution diagram 
are constructed in a similar way as the RN = 1-line. RN = 10, for example, is 
equivalent to RN = 1, when cns+1/2 would be replaced by cns+1/2/10. 
3.2.2 Recombination rate diagram 
In a similar way as (3.11), RU can be defined (3.31), indicating which 
recombination channel is dominant. Application of (3.1) and (3.11) leads to 
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The last expression of (3.31) is identical to (3.11), except for the superscript 
of n* and cp. Similar conclusions as for the charge distribution diagram, with 
slight alterations, can be drawn. In the previous section, the indication 
s + 1/2, has often been omitted in order not to overload the expressions. 
The visualization for RU ( Figure 3.4 left) is almost identical to the one for 
RN ( Figure 3.3). The (n,p)-space is still divided in four quarters, but the 
delimiters are now the lines for which n = n*,s–1/2 and p = p*,s+1/2 instead of 
n = n*,s+1/2 and p = p*,s+1/2. As a result, the intersection point between these 
lines is not always on the thermal equilibrium line (np = ni2). The formulas 
derived in the previous section should be replaced by 
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; (3.32) 
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Figure 3.4 Contour plot for RU,MUL (left) and RU,SRH (right) displaying all curves 
with RU = 10i, with i an integer number (dashed lines). The contour corresponding to 
RU = 1 is drawn in a solid line. The thermal equilibrium and n = p - lines are drawn 
in grey. In the left figure, also the lines corresponding to n = n*,s-1/2 and p = p*,s+1/2 are 
drawn in grey. 
 Figure 3.4 (left) shows the contour plot for RU with cns+1/2 = 10-9 cm3/s, 
cns-1/2 = 10-10 cm3/s, cps+1/2 = 10-7 cm3/s, cps-1/2 = 10-6 cm3/s, ΔEsis+1/2 = 0.7 eV 
and ΔEsis-1/2 = 0.4 eV. In this example, RU[0,0] = 103 > 1 and the RU = 1-line is 
thus H-type. All contours for which RU < 103 are H-type, all contours for 
which RU > 103 are V-type. 
3.3 Mimicking a multivalent defect with a set of SRH-like defects 
Comparing (3.16) with (2.10), a similarity is observed; when Ns + Ns+1 = Nt, 
both expressions are equivalent. The main difference between recombination 
through a multivalent and a SRH-like defect is the fact that the number of 
recombination centres linked with the transition between two charge states is 
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fixed in the SRH-case, whereas it is dependent on the free carrier densities 
(and thus on the position of the quasi-Fermi levels) in the multivalent case. 
This dependence can lead to the disappearance of recombination channels 
which would not disappear if they were part of a set of SRH-like defects. 
When the electron and hole density is known, the recombination can be 
described as proceeding via several sets of SRH-recombination centres. 
Because the appropriate defect densities of these corresponding sets vary 
with the local electron and hole concentration it is impossible to a priori 
mimic the recombination of a multivalent defect with SRH-like defects, but 
often a good correspondence can be found setting the defect densities of 
each SRH-like defect the same as the total defect density of the multivalent 
defect. Nevertheless, the agreement between the true multivalent simulation 
and its SRH-like equivalent for one property (e.g. current, capacitance…) 
under specific conditions (voltage, illumination…) is no guarantee for an 
agreement in the simulation for an other property or under different 
conditions, as will be demonstrated in § 3.4. 
3.3.1 Recombination rate diagram for SRH-like defects 
Consider two separate SRH-like defects with equal defect density whose 
charge states differ by one elementary charge. The ratio between their 
recombination rates is easily calculated using (2.10). 
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In order to make a distinction with (3.31), subscripts are added leading to 
RU,MUL (3.31) and RU,SRH (3.35). In order not to overload the expressions, 
these subscripts are omitted when no confusion is possible. The relation 
between both is given by 
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RU,SRH can be visualized in a similar way as RU,MUL in § 3.2, see  Figure 3.4 
(right). Nevertheless, the situation is more complicated because the number 
of independent parameters in RU,SRH is twice as large as in RU,MUL. It is not 
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always possible to draw the RU,SRH = 1-line. Moreover, RU,SRH > 1 does not 
always correspond with the region on the right side of the RU,SRH = 1-line. 
Finally, next to V-type and H-type lines, also a third kind of contour lines 
exists. These lines have no diagonal part, but are formed out of a horizontal 
and a vertical part. They are rectangular and will be called R-type. 
The best way to estimate the shape of the RU,SRH-diagram, is to calculate 
its value under n-dominated, p-dominated and denuded conditions, 
corresponding to the lower-right, the upper-left and the lower-left corner of 
 Figure 3.4. These are (easily) calculated as: 
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The properties of the RU = 1-line depend on whether these values are larger 
or smaller than unity, and thus on the sign of their logarithms. If the signs of 
the logarithms of dompUR
− , domnUR −  and [0,0]UR  are equal, the RU = 1-curve 
does not exist and one of both defects dominates the other in the entire (n,p)-
space. If the signs of the logarithms of dompUR
−  and domnUR −  are the same 
but opposite to the one of [0,0]UR , the shape of the curve is R-type. If the 
signs of the logarithms of dompUR
−  and domnUR −  are opposite, the curve is H- 
or V-type. In order to discriminate between H- and V-type one should 
compare the signs of the logarithms of [0,0]UR  and 
domn
UR
− . If they are the 
same, the curve is H-type, otherwise it is V-type. These conditions are 
summarized in  Table 3.1. The logarithm of RU in the region to the right of 
the RU = 1-line (‘right’ having the same meaning as in the multivalent case) 
has the same sign as the logarithm of domnUR
− . Hence if domnUR −  > 1, the 
logarithm of RU,SRH has the same sign in the region to the left/right of the 
RU = 1-line as in the multivalent case (RU,MUL). 
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Table 3.1 Overview of the possible shapes of the RU = 1-line. ‘#’ indicates that 
the RU = 1-line does not exist. 
 -dom 1nUR <  -dom 1nUR >  
 [0,0] 1UR <  [0,0] 1UR >  [0,0] 1UR <  [0,0] 1UR >  
-dom 1pUR <  # R-type V-type H-type 
-dom 1pUR >  H-type V-type R-type # 
Further analysis of the RU = 1-line proceeds through calculation of 
[n,p]diag, n^ and p^, which are given below. 
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These expressions obviously only make sense when the curve is H- or V-
type. In this case all values in (3.40) and (3.41) are positive and real 
numbers. Also the curves do not necessarily exhibit a kink at [n*,s–1/2, p^] and 
[n^, p*,s+1/2], (3.41) only indicates the position of the horizontal/vertical part 
of the curve on the p/n-axis. 
From the discussion above it is already clear that even though the 
expressions for the recombination rate for a multivalent defect and its SRH-
like equivalent bear a strong resemblance, the relations between the 
recombination of the different levels can differ significantly. Comparing 
both RU-diagrams gives an indication whether the equivalent set of SRH-like 
defects is a good representative for the multivalent defect. This is illustrated 
in  Figure 3.4, where next to RU,MUL also RU,SRH is shown for the same 
transition. According to  Table 3.1 the RU,SRH = 1-line is V-type because 
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RU[0,0] ≈ 103 and RUp-dom = RUn-dom = 0.1. The other contours are either V-type 
or R-type. 
3.3.2 Recombination rate comparison 
The most straightforward way to compare the recombination rate of a 
multivalent defect and of its equivalent set of SRH-like defects is to 
investigate the ratio between both, RW, in the entire (n,p)-space. 
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When there are many different charge states, this expression becomes rather 
complicated, which hinders straightforward interpretation and impedes 
drawing a contour plot of RW by hand. Hence for a large number of charge 
states the comparison of RU,SRH and RU,MUL is often the only possible 
approach without computer assistance. In the simplest, but most common, 
situation of three different charge states, RW can however be analysed further 
leading to concise conclusions. 
Consider a multivalent defect with charge states 0, 1 and 2. Its defect 
density is assumed to be sufficiently low, so as not to have an influence on 
the free carrier density. Hence the free carrier densities can be considered to 
be identical in the multivalent and the SRH-like situation. RW can then be re-
expressed as 
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N2/Nt and N0/Nt can be re-expressed as a function of RN as well. It is 
instructive to rewrite the leading factors in (3.43) formatted as (1+a) as 
shown below. 
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34 Multivalent defects  
Application of (3.11) leads to (bulky) expressions which only contain 
additions and multiplications of cn1/2, cn3/2, cp1/2, cp3/2, n*,1/2, n*,3/2, p*,1/2, p*,3/2, n 
and p. In this way RW can be expressed as  
( )( )
( )
1 1
1W
a b
R
c
+ += + . (3.45) 
In these expressions (1+a), b and c represent either (1 - N2/Nt)-1, RU,SRH and 
RU,MUL or (1 - N0/Nt)-1, 1/RU,SRH and 1/RU,MUL. 
The recombination rate of the SRH-like equivalent always exceeds the 
recombination rate of the multivalent defect (RW > 1). This is because the 
factor (Ns + Ns+1) in (3.16) is never larger than the factor Nt in (2.10). As a 
result, the RW = 1-line does not exist. Nevertheless, as long as RW is close to 
unity, the multivalent defect can be modelled as a set of SRH-like defects. 
Because the free electron and hole concentration are only present in RW as 
(n + n*) and (p + p*) and because only additions and division operations are 
present, RW will only be much larger than unity at a certain position in the 
(n,p)-space, if it is much larger than unity either under denuded, n-dominated 
or p-dominated conditions. 
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Under strongly n-dominated circumstances N2 ≈ Nt and under strongly p-
dominated circumstances N0 ≈ Nt, leading to 
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If cn3/2 o cn1/2 the equivalence between the multivalent defect and the set of 
SRH-like defects will not hold for p-dominated situations; if cp1/2 o cp3/2, it 
will not hold for n-dominated situations. These conditions are however 
expected to be rare as the most positively charged defect state would need to 
be more attractive to holes than the most negatively charged defect state. 
The expression RW[0,0] is more complicated as it is difficult to a priori 
determine the main charge state under depletion. However, considering 
(3.45) and using (3.44) one can state a condition which is easily calculated: 
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( ) ( )[0,0] 1 max , max ,1WR a b c⇔   (3.49) 
Assessment of (3.46) – (3.49) provides a fast tool to ascertain whether a 
multivalent defect with three different charge states can be mimicked with a 
set of two SRH-like defects with the same defect density as the multivalent 
defect. 
3.4 Example: an amphoteric defect 
The theory described in the previous sections will now be applied in the 
simulation of a simple structure of a chalcopyrite based solar cell with a 
multivalent defect in its absorber layer. 
3.4.1 Numerical details 
The algorithms discussed in § 3.1 have been implemented in SCAPS, which 
has been used for the simulations. Due to graphical user interface 
constraints, the maximum number of possible charge states is limited to five, 
which is sufficient for defects present in CIGS, and almost any other 
material. 
The device structure which will be used here is based on the model 
“NUMOS CIGS baseline.def” [32], which is distributed together with the 
installation package of SCAPS. This model simplifies the structure of  Figure 
2.3 to only three layers (absorber-buffer-window). In the 3μm thick CIGS 
absorber layer, a band gap of 1.1 eV and a p-type shallow doping density of 
2 H 1016 cm-3 is assumed. 
An amphoteric defect is introduced in this absorber layer. This is a 
multivalent defect with three different charge states (+q, 0, –q), which 
correspond to s = 0, 1, 2 respectively. The defect energy levels are chosen as 
1/ 2
siEΔ  = 0.45 eV and 3/ 2siEΔ  = 0.65 eV, using the valence band edge as the 
reference energy level. The defect density equals 1015 cm-3, which is 
sufficiently smaller than NA. This defect is also mimicked by combination of 
an acceptor and a donor defect. In order to take the degeneracy factors in 
mind, the energy levels of these SRH-like defects are shifted over 
kBT H ln(2), as discussed in § 3.1.1. The capture constants are chosen to vary 
according to cn1/2 = cp3/2; cn3/2 = cp1/2 and cp1/2 H cn1/2 = 10-16 cm6/s2. 
All simulations are performed at a temperature of 300 K. Illuminated 
characteristics have been simulated under AM1.5G illumination conditions 
with a power density of 100 mW/cm2. 
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3.4.2 Breakdown of the equivalence with the set of SRH-like defects 
This example allows to check whether the assessment of RW as presented in 
§ 3.3.2 can predict the (non-)equivalence between an amphoteric defect and a 
set of SRH-like defects. As a result of the relations assumed between the 
values of the capture constants, an increase of cp1/2 by one order of 
magnitude leads to an increase of the fraction cp1/2/cp3/2, which is present in 
(3.48), by two orders of magnitude. At the same time, this fraction equals 
cn3/2/cn1/2, which is present in (3.47). 
According to the lower graph of  Figure 3.5 and the theory, the description 
of the multivalent defect as a set of SRH-like defects is valid as long as 
cp1/2 < 10-8 cm3/s. As cp1/2 becomes larger, RW under p-dominated conditions 
significantly exceeds unity. RW is simulated at a certain position in the quasi-
neutral region of the absorber layer, (middle graph of  Figure 3.5), the point 
itself is marked with a cross on  Figure 3.6 and is representative for a large 
part of the absorber. As in the graph of RW under p-dominated conditions, 
cp1/2 = 10-8cm3/s again is a breaking point for RW in the upper part of the 
(n,p)-space. The condition imposed on RWp-dom is a good measure for RW in 
the upper part of the (n,p)-space. The upper graph of  Figure 3.5 shows the 
relation between the simulated current of the structure with a multivalent 
defect and the structure with an equivalent set of SRH-like defects. As in the 
two lower curves of the figure, it can be seen that the equivalence breaks 
down at cp1/2 = 10-8 cm3/s. For extremely large capture cross sections 
(cp1/2 > 10-3 cm3/s) the discrepancy between JSRH and JMUL disappears again 
as the current in the structure then no longer is determined by the bulk 
recombination rate, but rather by the recombination rate at the back contact. 
However, such very large capture cross sections are no longer physical. The 
most pronounced non-equivalence between JSRH and JMUL appears at 
cp1/2 = 3H10-6 cm3/s where the current is overestimated by a factor 10, and the 
recombination rate by a factor 104. 
 3.4 Example: an amphoteric defect 37  
 
Figure 3.5 The effect of a variation of cp1/2 = cn3/2 assuming cp3/2 = cn1/2 and 
cp1/2 H cn1/2 = 10-16 cm6/s2. Simulations (upper two graphs) are performed under dark 
conditions at 0.25 V forward bias. RW in the middle graph is recorded at 0.4 μm from 
the absorber-buffer interface. This position is located in the quasi-neutral region of 
the absorber, where p ≈ NA o n. The dash-dotted line indicates cp1/2 = cn3/2 = cp3/2 
= cn1/2. 
The simulations have been repeated with an increased defect density 
(Nt = NA). In this case the assumption that the free carrier densities are the 
same in the multivalent and in the equivalent SRH-case no longer holds, 
especially in the quasi-neutral part of the absorber the hole density deviates. 
Notwithstanding the fact that the presented theory is strictly not applicable, 
the relation between the currents calculated in both cases also becomes 
significantly larger than unity for cp1/2 > 10-8 cm3/s and the log(JSRH/JMUL) 
versus cp1/2 characteristic almost completely coincides with the characteristic 
calculated for a lower defect density. 
In the next sections the situation with cp1/2 = 10-6 cm3/s will be in-
vestigated further, illustrating the consequences of the non-equivalence 
between a multivalent defect and its corresponding set of SRH-like defects. 
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3.4.3 Charge and recombination rate distribution diagrams 
When drawing charge and defect distribution diagrams, the question arises 
which part of the (n,p)-space is relevant. In order to answer this question, 
one can indicate the free carrier densities at various positions in the structure. 
These positions form paths in the (n,p)-space. Examples are given in  Figure 
3.6. 
 
Figure 3.6 Paths in the (n,p)-space in the absorber layer assuming cp1/2 
= 10-6 cm3/s. The simulations with the multivalent defect are in solid lines, with the 
equivalent set of SRH-like defects in symbols. Each symbol represents a point of the 
mesh used in the simulation, the points corresponding to the back contact and the 
absorber-buffer interface are indicated. The bias voltage is varied from -0.5 V to 
0.5 V. The point where the recombination was calculated in § 3.4.2 (at 0.4 μm from 
the absorber-buffer interface) is indicated with ‘H’. The dash-dotted lines indicate 
thermal equilibrium, n = p and p = NA. 
All curves exhibit an oblique side, parallel to the line representing thermal 
equilibrium (coinciding with V = 0 V in  Figure 3.6). This part of the path 
corresponds to the following condition: 
( )2 2exp expFn Fpi i
B B
q E E qVnp n n
k T k T
⎡ ⎤− ⎛ ⎞⎢ ⎥= = ⎜ ⎟⎢ ⎥ ⎝ ⎠⎣ ⎦
. (3.50) 
The last equality in (3.50) only holds under dark conditions, which were 
assumed in  Figure 3.6. Next to an oblique side, there is also a horizontal 
side, corresponding to the p-type doping in the absorber layer. The shape of 
the paths emphasizes the importance of RW under n- or p-dominated 
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conditions. Denuded conditions only have an influence under (sufficiently 
large) reverse bias conditions. 
The paths corresponding with the simulation of the multivalent defect 
almost entirely coincide with the paths corresponding with the equivalent set 
of SRH-like defects, only at reverse bias voltages there is some small 
deviation. This confirms the validity of the assumption that the free carrier 
concentrations are similar for the simulation of the multivalent and the 
equivalent SRH-like set of defects. 
The RN-diagrams belonging to the defect levels of the example are shown 
in  Figure 3.7 (left). The level belonging to s = 1/2 gives rise to a H-type 
curve with n*,1/2 = 1.52 H 1015 cm-3; the level belonging to s = 3/2 gives rise 
to a V-type curve with p*,3/2 = 1.52 H 1015 cm-3. These two curves intersect at 
n = p = n^,3/2 = p^,1/2 = 1.52 H 1011 cm-3, and divide the (n,p)-space in four 
regions which are indicated with roman numbers in the figure. 
 
Figure 3.7 Left: The RN = 1-diagrams belonging to the two defect levels divide 
the (n,p)-space in four regions (see text). Right: Detail of the occupation of the 
charge states in the absorber when a bias voltage of +0.25 V is applied. 
Region I is located to the left of (above) both RN-curves, which implies 
that both RN1/2 and RN3/2 are smaller than unity. Hence, f0 > f1 > f2 holds in 
this region, so that s = 0 is the dominant charge state. In region III, opposite 
relationships as in region I hold, leading to f2 > f1 > f0 and s = 2 being the 
dominant charge state. Region II is located to the left of the RN3/2-line, but to 
the right of (below) the RN1/2-line, leading to f1 > f2 and f1 > f0. As a result, 
s = 1 is the dominant charge state in this region. In region IV, opposite 
relations as in region II hold leading to f2 > f1 and f0 > f1. The state s = 1 can 
never be the dominant charge state in this region. Close to region I, s = 0 will 
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be dominant (region IVa) and close to region III, s = 2 will be dominant 
(region IVb). Due to the symmetry which is present in the example, the 
transition between these sub-regions occurs when n = p. Taking into account 
 Figure 3.6, region IV will only be important under sufficient forward applied 
bias. This can be seen in the right graph of  Figure 3.7, where s = 1 is never 
dominant under an applied bias of +0.25 V. 
Inspecting the similarity between (2.10) and (3.16), and considering only 
three possible charge states, one can see that the larger the occupation of the 
s = 1 state becomes, the more both expressions resemble. This is because N1 
is present in the expression of both U1/2 and U3/2. The analysis of the charge 
distribution diagram, leads thus to the premise that the equivalence between 
the multivalent defect and its corresponding set of SRH-like defects will be 
good under reverse and slightly forward bias conditions, but might fail under 
moderate and strong forward bias conditions. 
 
Figure 3.8 Contour plot of log(RU,MUL) (left) and log(RU,SRH) (right). Under 
denuded conditions RU = 1 in both cases. The main recombination channel is 
however different under n- or p-dominated conditions.  
As can be seen in  Figure 3.8 (left), RU,MUL is equal to unity under denuded 
conditions. Consequently, the recombination rate diagram is both V-type and 
H-type at the same time. The transition between the diagonal part of the 
curve and the horizontal/vertical part occurs at n = n*,1/2 and p = p*,3/2. Hence, 
whenever n and p are both smaller than 1.52H1015 cm-3 RU,MUL ≈ 1. The 
RU = 1-line equals the diagonal where n = p. 
RU,SRH is equal to unity under denuded conditions as well, see  Figure 3.8 
(right). Under p-dominated conditions RU,SRH o 1 and under n-dominated 
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conditions RU,SRH n 1. The recombination rate diagram for the equivalent set 
of SRH-like defects is also both V- and H-type and the RU = 1-line equals 
the diagonal where n = p. Because RU,SRH o 1 under n-dominated conditions, 
the sign of the logarithm of RU,SRH is opposite to the sign of the logarithm of 
RU,MUL in the entire (n,p)-space. As a result, the main recombination channel 
for the multivalent defect is never the same as for the equivalent set of SRH-
like defects. Under reverse bias conditions (denuded conditions) this 
discrepancy is however not relevant as both channels are almost in 
equilibrium. 
 
Figure 3.9 Contour plot of log(RW). Under denuded conditions RW is close to 
unity. Under strongly n- or p-dominated conditions RW saturates to 104. 
A contour plot of the logarithm of RW is shown in  Figure 3.9. Under 
denuded conditions RW is close to unity and the equivalence between the 
multivalent defect and its corresponding set of SRH-like defects holds. This 
was already expected from the analysis of the charge and recombination 
distribution diagram. Under strongly n- or p-dominated conditions, the 
equivalence breaks down. In the neighbourhood of the line corresponding to 
n = p however, the value of RW remains close to unity. 
Summarizing the results of the analysis of RN, RU and RW, together with 
the paths in the (n,p)-space shown in  Figure 3.6, one can conclude that in 
this example it will be possible to mimic the multivalent defect under reverse 
and weak forward bias voltage conditions, but not under moderate and 
strong forward bias conditions. 
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3.4.4 Simulation results 
The results of the current density simulations with the multivalent defect and 
its equivalent set of SRH-like defects are shown in  Figure 3.10. Under 
illuminated conditions the model using an equivalent set of SRH-like defects 
underestimates all solar cell characteristics (η, Jsc, Voc and FF) due to an 
overestimation of the recombination rate. Under dark conditions, the total 
current density is overestimated as well. 
 
Figure 3.10 Current density simulation results under illuminated (left) and dark 
(right) conditions. The simulation results with the multivalent defect are drawn in 
solid lines, with the equivalent set of SRH-like defects in dashed lines and with a set 
of SRH-like defects with reduced density in dash-dotted lines. Under illuminated 
conditions, the solid and dash-dotted line coincide. 
The discrepancy in the simulated solar cell characteristics is obviously due 
to the larger defect density present in the equivalent set of SRH-like defects. 
Reducing this defect density, leads to a perfect agreement between the 
current density simulations under illumination. In this case the defect density 
has to be reduced from 1015 cm-3 to 1013 cm-3. 
Considering § 3.4.3 one would expect good agreement between the 
simulations under reverse and small forward currents under dark conditions. 
This is indeed seen in  Figure 3.10, although the agreement is not perfect 
under reverse conditions, it worsens with increasing forward voltage. Even 
though a reduction of the defect density leads to a better agreement under 
illuminated conditions, it worsens the agreement under dark conditions with 
a reverse or small forward bias applied. The simulations under strongly 
forward biased conditions agree perfectly when reducing the defect density. 
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This is because both in the simulations with the multivalent defect and with 
the reduced density of SRH-like defects the current is determined by back 
contact recombination rather than by bulk recombination at high forward 
voltages. In contrast, in the simulations with the SRH-like defects with the 
same density as the multivalent defect, bulk recombination remains the main 
current mechanism up to V = 0.65 V. 
 
Figure 3.11 Capacitance simulation results, using the same line style legend as in 
 Figure 3.10. Left: capacitance-frequency simulations under thermal equilibrium and 
forward biased conditions. Under thermal equilibrium the solid and dashed line 
coincide. Right: relative difference between the capacitance simulation result with 
the multivalent defect and the set of SRH-like defects: (CSRH - CMUL)/CMUL. 
Simulations performed with f = 1kHz. 
The results of the capacitance simulations are shown in  Figure 3.11. 
Under thermal equilibrium conditions there is perfect agreement between the 
multivalent defect simulation and the simulation with an equivalent set of 
SRH-like defects. Also under reverse bias conditions this agreement holds. 
Under forward biased conditions the agreement breaks down, except at very 
high frequencies where the defects no longer contribute to the capacitance 
(See  Chapter 5). 
Reducing the defect density proved to be very wholesome for some of the 
current density simulations. For the capacitance simulations, this has no real 
beneficial effect. On the contrary, the agreement with the multivalent 
simulation often worsens. There is only one exception to this: capacitance 
simulations under forward bias conditions at low frequency. 
In conclusion, the hypothesis posed in § 3.4.3 that the agreement between 
the simulations of a multivalent defect and an equivalent set of SRH-like 
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defects holds under reverse and small forward biases, but breaks down at 
larger forward bias, is largely confirmed. Sometimes the agreement is even 
perfect. Under forward bias conditions, agreement can often be found by 
reducing the defect density, even though it cannot a priori be known how 
much the density has to be reduced. Nevertheless, it is impossible to 
simulate all circumstances with a model with the same set of SRH-like 
defects. 
3.5 Summary and conclusions 
Several of the defects commonly observed in CIGS have a multivalent 
character. This kind of defects can have more than two possible charge states 
which complicates the calculation of its occupation and recombination 
statistics. Under steady state conditions, numerically stable, closed-form 
expressions can be calculated. A recursive algorithm to calculate the small 
signal occupation and recombination has been developed in such a way that 
numerical inaccuracies are avoided. These models both have been 
implemented in SCAPS, allowing to simulate all reported defects in CIGS. 
The large number of parameters which determines the behaviour of a 
multivalent defect encumbers a fast and intuitive analysis. In order to get an 
overview of the influence of the different parameters, it is instructive to draw 
the charge distribution diagram or the recombination rate diagram. These 
graphs depict the ratio between the occupation probability of two adjacent 
charge states or between the net recombination rate belonging to two 
adjacent transitions in the entire (n,p)-space. These diagrams can be drawn 
by hand or using a computer. The exact shape of the curves has a close link 
with specific defect parameters. 
There is a striking agreement between the recombination rate expressions 
of a multivalent defect and of a set of SRH-like defects. Under some 
circumstances a multivalent defect can be mimicked by a set of SRH-like 
defects, with both of its constituents having the same density as the multi-
valent defect. Strong presumptions about the equivalence of both models for 
a general multivalent defect can be obtained by analysing the charge 
distribution diagram and by comparing the recombination rate diagrams for 
both models. The importance of the different regions in the (n,p)-space is 
unveiled by investigation of the paths in this space. If the multivalent defect 
consists out of three different possible charge states, the equivalence with a 
set of SRH-like defects can be assessed even faster and more precise by 
analysing the ratio between the total recombination rate in both models, 
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drawing the RW-diagram. Important deviations of the equivalence are easily 
discovered by calculating RW under denuded or n- or p-dominated 
conditions. 
The applicability of the theory introduced in this chapter has been 
confirmed with a numerical example. This example moreover demonstrates 
that even though the equivalence between the model of a multivalent defect 
and a set of SRH-like defects with the same defect density fails, it can still 
be possible to find an alternative set of defects which mimics the multivalent 
defect better. Nevertheless, the equivalence with a set of SRH-like defects is 
strongly dependent on the external conditions: illumination, applied 
voltage… It is not always possible to find one equivalent set which mimics 
the multivalent defect under all circumstances. 
3.6 Personal contribution to the subject 
The theory of multivalent defects under steady state circumstances has been 
developed by Sah and Shockley [49]. I have extended this theory to small 
signal circumstances and have implemented it in SCAPS, this work is 
published in [54]. Furthermore, I extended the formalism of RN and RU-
diagrams to RU,SRH and RW-diagrams and have derived conditions to verify 
whether a multivalent defect can be mimicked by an equivalent set of SRH-
like defects. This work is published in [55]. 

 Chapter 4 
Metastable defect behaviour 
The results of measurements performed on CIGS-based solar cells depend 
on the history of the sample [10, 56, 57]. Both illumination and voltage  
conditions which have been applied before the actual measurement was 
performed influence the final result. It is important to identify the origin of 
this behaviour because it unsettles the standard interpretation of 
measurement results. Several models have already been developed [45, 58-
60], none of them however is able to explain all phenomena yet. 
In this chapter, an overview of the most important manifestations of 
metastable behaviour will be given, as well as an overview of the most 
plausible models explaining this kind of behaviour. One model, a defect 
(complex) exhibiting transitions associated with large lattice relaxations, is 
investigated further. This model is very promising because the influence of 
the temperature conditions is inherent to it. In order to verify the 
consequences of this model, it has been implemented in SCAPS. The 
algorithms needed for this are introduced in this chapter. Metastable effects 
are extremely important in admittance measurements. The discussion of the 
influence of metastable defect behaviour on them is postponed to  Chapter 6, 
as admittance measurements are discussed in  Chapter 5. 
4.1 Manifestation of metastable behaviour in CIGS 
Metastable changes influence almost every kind of measurement performed 
on the sample. The most important are current-voltage measurements and 
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admittance measurements, but also an influence on e.g. Hall- [58], 
electroluminescence [61] and EBIC measurements [62] has been reported. 
 
Figure 4.1 Illustration of a kink in the solid J-V-curve [32]. Such a kink leads to a 
large reduction of the fill factor. 
In current-voltage measurements, the main properties which are affected 
by metastable changes are the fill factor and the open circuit voltage. The 
origin of a change in Voc can be understood into further detail using e.g. a 
standard expression for an n+p-junction assuming bulk recombination to be 
the main recombination mechanism [12]. The origin of a fill factor change is 
much harder to determine. A close inspection of the shape of the J-V-curve 
helps to explore the FF-behaviour further. Three phenomena are often 
present: roll-over, cross-over and a kink in the light current. Roll-over 
denotes a current limiting process at high forward voltage, leading to current 
saturation. This is often ascribed to the presence of a barrier. Cross-over 
denotes the intersection between the illuminated and dark J-V-curves. In the 
ideal case this is not to be expected, see (2.2). Cross-over is often ascribed to 
a voltage dependent collection process, but can have a variety of causes [10]. 
A kink in the light current is illustrated in  Figure 4.1 and can have a several 
causes as well [10, 32]. 
Metastable changes of the capacitance can often be traced back to changes 
in the charge distribution in the sample. 
4.2 Classification of the different metastable states 
Metastable transitions are thermally activated. It is possible to change the 
state of the sample at elevated temperatures (300-340 K), but when cooling 
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down (below 250 K) the metastable state of the sample remains fixed. 
Nevertheless, there exist metastable transitions which also take place at low 
temperatures. 
Several metastable states have been identified in the CIGS material 
system [10]. Each of them is characterized by the conditions which one has 
to apply to obtain it, and is linked with specific changes in the measurement 
results. The most common states are: relaxed (REL), red light soaking 
(RLS), blue light soaking (BLS), white light soaking (WLS), forward bias 
(FB), reverse bias (RB) and red-on-bias (ROB). These are briefly discussed 
below. 
4.2.1 The relaxed state 
The relaxed state is obtained by storing the sample under dark conditions, 
with no bias applied (V = 0 V) at elevated temperature (≈ 330 K) for a long 
time (> 1 hour). This is the starting point for most metastable investigations 
as it can be thought of as a virgin state of the sample.  
This state is hard to investigate as it is easily destroyed by electrical biases 
or blue light illumination, even at low temperatures (< 100 K). Moreover, the 
cell efficiency is significantly lower than under typical working conditions. 
The relaxed state is characterized by a low (1015 cm-3 or lower) apparent 
doping density [10]. The fill factor is low due to a kink in the illuminated J-
V-curve [60]. There is a cross-over between the illuminated and dark current 
and at low temperatures roll-over behaviour is present as well. 
4.2.2 Red light soaking 
Upon illumination with red light – or with light with a photon energy larger 
than the absorber band gap but smaller than the buffer band gap – at elevated 
temperatures, the metastable state of the sample changes. Usually, no bias 
voltage is applied whilst creating this state, but sometimes this state is also 
created under open circuit conditions. This has however only a minor 
influence [57]. When the state is created under strong reverse bias conditions 
it is called red-on-bias, see § 4.2.7. 
The most apparent changes in the sample after RLS are the increase of the 
conductance and capacitance. The conductance increase is a result of both a 
charge carrier density increase and a mobility increase [58]. The apparent 
doping density exceeds 1016 cm-3 [10, 57]. RLS-treatment has only a limited 
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effect on the fill factor which can be positive or negative. It leads to an 
increased open circuit voltage with respect to the relaxed state. 
The RLS-state persists below 250 K and starts to anneal out above 300 K. 
This implies that red illumination under zero voltage bias will not change the 
metastable state of the sample at low temperatures. 
4.2.3 Blue light soaking 
Blue light soaking is obtained by illuminating the sample with blue light – or 
with light with a photon energy larger than the buffer band gap – at elevated 
temperatures. Often this state is created under open circuit conditions. 
BLS leads to a spectacular increase of the fill factor. The kink which is 
present in the J-V-curve of the relaxed state disappears. Also the cross-over 
effect is weakened and the capacitance decreases [63]. These effects are the 
main origin of the high performance of CIGS solar cells. 
The effect of blue illumination anneals out at high temperatures, thus it is 
thermally activated [60]. Nevertheless, it is possible to obtain the BLS state 
at low temperatures, even down to 100 K. 
The BLS-effect is often considered to result from hole injection from the 
buffer into the absorber [63]. 
4.2.4 White light soaking 
Many light soaking experiments are performed under AM1.5G illumination 
conditions, because this resembles the outdoor conditions. The resulting 
effect is a combination of RLS- and BLS-effects. 
With respect to cell performance, a fortunate situation occurs: both the 
Voc-gain of RLS and the FF-gain of BLS are present, leading to a high 
efficiency. Regarding the capacitance, the RLS-effect is dominant. 
4.2.5 Forward bias 
Forward biasing the sample under dark conditions has similar effects as 
RLS. An increase of the open circuit voltage and the apparent doping density 
is observed. 
An activation energy of 0.2 – 0.3 eV is observed from TSCAP 
measurements [64]. However, there are also effects present at low 
temperature, where forward biasing the sample is able to remove part of the 
effect induced by ROB. 
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4.2.6 Reverse bias 
Reverse bias effects are commonly induced under dark conditions at 
elevated temperatures, applying a voltage bias of -1 V up to -2 V. 
The RB-effect, together with FB-effect, is responsible for the hysteresis in 
the J-V- and C-V-characteristics measured at temperatures above 250 K. 
Measuring the J-V-characteristic starting from reverse bias conditions yields 
a lower fill factor than starting from forward bias conditions [10]. RB also 
leads to an increased apparent doping density close to the junction, whereas 
it leads to an (apparent) decrease at larger distances from the junction [57]. 
RB-effects are persistent below 250 K, and are associated with activation 
energies of 0.2 – 0.3 eV or higher [64, 65]. 
RB can be a problem for solar modules with shaded cells which are part of 
a series connection as these cells will experience a reverse bias under dark 
conditions. Fortunately, the effect is easily annealed out under WLS-
conditions. 
4.2.7 Red-on-bias 
Because RLS changes to the metastable state of the sample at low 
temperatures is much more limited than the BLS changes, J-V-characteristics 
of the relaxed state are often measured under red illumination at low 
temperatures. In order to define a truly stable state at low temperatures one 
can keep the sample under red light illumination and reverse bias. The 
resulting sample state is called the red-on-bias state, leading to an increased 
apparent doping density close to the junction and the presence of a kink in 
the J-V-characteristics leading to a reduced FF [57, 66]. 
At low temperatures, this effect can partially be removed by forward 
biasing the sample, and can entirely be removed by BLS. For temperatures 
higher than 250 K, the effect gradually anneals out. 
4.3 Models explaining metastable effects 
The most complete and most probable model explaining metastable effects 
in CIGS is based on the presence of the VSe and IIICu (InCu or GaCu) defects 
and their complexes. These defects exhibit transitions which induce lattice 
relaxations. As a result, these transitions are thermally activated leading to 
metastable effects, as will be discussed in § 4.4. 
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Next to this model, other possible explanations have been provided for the 
metastabilities in CIGS-based solar cells. The most important of them are 
listed below. 
4.3.1 Copper migration 
The formation enthalpy of the copper vacancy depends on the Fermi level 
position and can become negative [67, 68], leading to spontaneous formation 
of VCu. Long range electromigration and diffusion of Cu atoms has been 
demonstrated as well [69]. The combination of both phenomena can lead to 
the metastable effects present in CIGS [59]. 
However, the temperatures and electric fields applied in the copper 
migration experiments are much higher than under the conditions which are 
commonly used to create metastable changes. 
4.3.2 Long lived acceptor states in the buffer 
Eisgruber et al. explained the metastable changes of the J-V-characteristic 
through illumination by assuming the presence of long lived deep-level 
acceptor states in the CdS buffer [60]. 
This model is closely related to the model discussed in § 4.4 as it also 
assumes persistent charge trapping in defects. Even though no explanation 
for the origin of long lived defects was provided, the possibility of this kind 
of defects cannot be excluded. This metastable defect behaviour has e.g. 
been reported in the ZnSe material system [46]. Nevertheless, metastable 
behaviour has been observed in CIGS cells with various buffer materials 
[70-72], thus it is more likely that the origin of the metastability is to be 
found in the absorber, rather than in the buffer layer. 
4.4 Intrinsic metastable defects 
The defect states originating from selenium vacancies and indium or gallium 
on copper antisites exist in two different configurations. The transition 
between those configurations goes together with large lattice relaxations and 
is thermally activated. The description of this kind of defects and their 
transitions has been developed from first principles calculations by Lany and 
Zunger. An introduction to the subject was published in [44]. The behaviour 
of the selenium vacancy complexes was elaborately discussed in [45], which 
also gives the most detailed description of the theory. The behaviour of the 
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IIICu complexes was briefly discussed in [46] and is very similar to the VSe 
behaviour. 
An overview of this theory will be given in this section, together with 
some personal extensions on the dynamics [73]. The basic theory will be 
given for the selenium vacancy complex, the differences for the IIICu-antisite 
will be discussed afterwards. 
4.4.1 Definitions 
Impurities and defects in semiconductors can create a defect localized state 
(DLS). If the DLS is located below the conduction band minimum (a dual 
reasoning ‘above the valence band maximum’ is also possible) it is expected 
to have a localized wave function that responds weakly to external 
circumstances such as temperature or pressure. This behaviour is called α-
type behaviour [44]. If the DLS is located slightly above the CB minimum, 
the electrons in this state will relax to a perturbed host state (PHS), which is 
located below and close to the CB. This state is essentially formed by the 
band edge states of the host material and is delocalized. This behaviour is 
called β-type behaviour. The β-type state is conducting whereas the α-type 
state is insulating. 
There exist impurities which can exhibit both α-type and β-type 
behaviour. One example are the so called DX-centres (e.g. Te in AlGaAs or 
Cl in CdZnTe [44]), these are electron donating impurities giving rise to (one 
or more) deep, localized donor levels. Sometimes the defect as a whole, both 
in α- and β-type configuration is called DX-centre, often however the name 
only refers to the α-type behaviour. These DX-centres are marked by 
persistent photoconductivity (PPC) arising from the light induced metastable 
conductive β-type state. 
4.4.2 Electronic states induced by the (VSe-VCu)-complex 
Copper vacancies are very mobile and easy to create in the CIGS material 
system (see § 4.3.1). They are abundantly available and largely responsible 
for the p-type doping of CIGS. The formation enthalpy of VSe is higher than 
that of VCu, hence, VSe is less abundantly present. Because the binding 
energy between both vacancies is negative, one can assume all VSe to be 
bound in the (VSe-VCu)-complex. Hence, the defect behaviour of this 
complex has more importance than that of the isolated VSe, even though it is 
similar. 
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The (VSe-VCu)-complex introduces two defect localized states in the 
material. The state denoted a results from the bonding III-III state formed by 
the symmetric combination of two III dangling bonds, while state b results 
from the antibonding III-III state. The labels of these states may seem 
contra-intuitive, but they refer however to the respective symmetry 
representations for the C2 point group. More details can be found in [45]. 
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Figure 4.2 Position of the a and b states relative to the band gap edges in 
CuInSe2 (left) and CuGaSe2 (right). The α-type (also called acceptor configuration) 
state has two extra negative charges with respect to the β-type state (also called 
donor configuration). The PHS state in the acceptor configuration is originating 
from the presence of a copper vacancy. 
As shown in  Figure 4.2, the (VSe-VCu)-complex exists in two different 
configurations: acceptor (α-type) and donor (β-type) configuration. Under 
thermal equilibrium conditions the acceptor configuration corresponds to 
(VSe-VCu)-, whereas the donor configuration corresponds to (VSe-VCu)+, 
(VSe-VCu)0 is an unstable configuration. In the acceptor configuration the a-
state is occupied with two electrons and a short bond between the group-III 
atoms around VSe exists. In the donor configuration the a-state is empty and 
the bond between the group-III atoms is broken. Transition between both 
configurations leads thus to the breaking/formation of this III-III-bond, 
which goes together with strong lattice relaxations. These relaxations are 
thermally activated and lead to the metastable behaviour of the (VSe-VCu)-
complex. 
In the acceptor configuration, the a-state is located below the VB 
maximum and the b-state is located within the band gap. Moreover, a PHS 
state is present, just above the VB maximum which is assigned to the 
presence of the negatively charged copper vacancy. In the donor 
configuration, the energetic positions of the a- and b-state are raised. The b-
state is always located high above the CB minimum. In CuInSe2 the a-state 
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is above the CB minimum as well. As the presence of Ga in CIGS leads to a 
raise of the CB minimum [41], the a-state is located slightly below the CB 
minimum. As long as the a-state is located in the CB, it gives rise to a PHS 
which acts as a shallow donor. 
In the acceptor configuration further electrons can be trapped in the b-
state, leading to (VSe-VCu)2- and (VSe-VCu)3-. Even though the occupation of 
this state leads to further lattice relaxations, they are not thermally activated 
and act thus as regular (multivalent) defects. 
In summary, the (VSe-VCu)-complex gives rise to two different defect 
configurations each of which can be treated as a regular defect. The 
transition between these configurations is thermally activated. In the 
acceptor configuration there are four different charge states (3-/2-/-/0), 
corresponding to the (de)population of the b-state and the PHS associated 
with VCu. In the donor configuration there are two different charge states 
(+/0) corresponding to the (de)population of the PHS associated with the a-
state, when the Ga- content of the CIGS alloy is low enough. When this Ga-
content is too high, this latter PHS does not exist and the donor configuration 
is always in the (VSe-VCu)+-state. An overview of the defect energy levels 
associated with all transitions is given in  Figure 4.3. 
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Figure 4.3 Schematic overview of the defect level and metastable transition 
associated with the (VSe-VCu)-complex in CuInSe2. The level energies are given in 
 Table A.2. 
4.4.3 Donor/acceptor transitions 
If the (VSe-VCu)-complex in CuInSe2 is in its donor configuration, an electron 
can get trapped in the PHS state close to the CB minimum, bringing the 
complex in its (VSe-VCu)0-state with long (broken) III-III bonds. This state is 
unstable. Either the electron gets reemitted or, after thermal activation over 
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the energy barrier ΔEEC, the short III-III-bonds form leading to a drop of the 
a-state energy level to below the VB maximum. This state is already half-
occupied as the PHS is a derived state of the a-state. Because it is located 
below the VB maximum, a valence band electron will be captured, this is 
equivalent to a hole emission. After the entire transition process the 
(VSe-VCu)-complex is in its acceptor configuration. This EC-process 
(“electron capture-process”) follows the reaction path (4.1). A schematic 
overview of the transition processes in a configuration coordinate diagram is 
shown in  Figure 4.4. 
( ) ( )Se Cu Se CuV -V V -VECEe h+ −Δ− ++ ⎯⎯⎯→ + . (4.1) 
In CuGaSe2, the process is similar. Only, instead of initial capture of an 
electron in the PHS, a capture in the DLS of the a-state occurs and the 
energy barrier ΔEEC vanishes. 
 
Figure 4.4 Sketch of the configuration coordinate diagram (as a function of the 
III-III-bond length) for the transitions of the (VSe-VCu)-complex in CuInSe2 (left) and 
in CuGaSe2 (right), based on [45]. 
The reverse process of (4.1), the EE-process (“electron emission-
process”), is initiated by the capture of a hole, leading to the unstable 
(VSe-VCu)0-state with short III-III-bonds. A thermal activation over an energy 
barrier ΔEEE is needed to break these bonds and to raise the energy level 
associated with the a-state. In CuInSe2, this level is located above the CB 
minimum, which leads to a spontaneous electron emission. In CuGaSe2, this 
state is in the band gap, but very close to the CB. Hence, the probability of 
an electron emission is high as well. Because the (VSe-VCu)0-state with 
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broken III-III-bonds is highly unstable, the energy barrier for this process is 
very high. 
An alternative process, next to the EE-process, leading to a transition from 
the acceptor to the donor configuration is the HC-process (“hole capture-
process”). This process requires a simultaneous capture of two holes into the 
a-state together with the activation over a barrier ΔEHC. The reaction path is 
given by 
( ) ( )Se Cu Se CuV -V 2 V -VHCEh− +Δ++ ⎯⎯⎯→ . (4.2) 
Also this process has its reverse HE-process (“hole emission-process”), 
consisting of a simultaneous hole emission together with the thermal 
activation over the barrier ΔEHE. This barrier is high and the HE-process can 
usually be neglected with respect to the EC process, which also results in a 
donor to acceptor transition. 
Next to these four (EC, EE, HC and HE) processes, other processes can 
exist. For example, simultaneous electron capture in the donor configuration 
can lead to a transition to the acceptor configuration. Nevertheless, the 
probability of these processes is very low at reasonable temperatures 
(< 400 K). Hence, only the most important electron capture (EC), electron 
emission (EE), hole capture (HC) and hole emission (HE) processes are 
considered in further analysis. The emission process is always the inverse of 
the capture process (changing the direction of the arrow in (4.1) or (4.2)) An 
overview of the energy barriers associated with these processes is given in 
 Table 4.1. 
Table 4.1 Overview of the transition energy and energy barriers for the 
(VSe-VCu)-complex in CuInSe2 (Eg = 1.04 eV) and CuGaSe2 (Eg = 1.68 eV), as 
calculated by Lany and Zunger [45], completed using detailed balance calculations 
(marked with *). All values in eV. The transition energy ETR is defined in § 4.4.4. 
 ETR - EV ΔEEC ΔEHC ΔEEE ΔEHE 
CuInSe2 0.19 0.1 0.35 0.76 0.73 
CuGaSe2 0.32 0.0 0.28 1.04* 0.92 
4.4.4 Thermodynamics of the donor/acceptor transition 
Every transition process between the different configurations of a metastable 
defect involves two different single capture/emission processes, P1 and P2, 
and an activation over an energy barrier ΔE. The transition rate of a general 
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transition, involving m different processes Px and an activation energy ΔE, is 
given by 
1
1
1
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ph
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which, for m = 2 reduces to [45] 
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Where νph represents the phonon frequency. The transition rates of one single 
process are given by  
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The first subscript indicates a single electron (e) or hole (h) process, the 
second a capture (c) or emission (e) process. 
The interplay of the different transition processes will lead to a steady 
state distribution of the donor and acceptor configuration, which depends on 
the position of the (quasi-)Fermi levels and the temperature. The Fermi level 
position where the donor and acceptor configuration are equally stable under 
thermal equilibrium conditions is called the transition energy and will be 
noted as ETR. The activation energies related to the different processes 
together with the transition energy are not independent because the 
expressions (4.4) should obey to the principle of detailed balance. Under 
thermal equilibrium the capture and emission processes oppose each other, 
there is no net recombination and the distribution over the configurations 
remains constant. When the Fermi level position equals the transition 
energy, the relations shown in (4.6) are valid. 
1 1
1 1
EC EE
HC HE
τ τ
τ τ
− −
− −
⎧ =⎪⎨ =⎪⎩
 (4.6) 
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This leads to two relations which should hold for the five unknown energy 
values: ΔEEC, ΔEEE, ΔEHE, ΔEHC, ETR. Hence, only three of them can be 
independent. Considering the Eqs. (4.1) – (4.5), Eq. (4.6) can be rewritten as: 
2 2
TR C EC EE V TR
V TR HC HE
E E E E E E
E E E E
− − Δ = −Δ + −⎧⎨ − − Δ = −Δ⎩
 (4.7) 
As shown in  Table 4.1, the values reported by Lany and Zunger [45], obey 
the principle of detailed balance. The value of ΔEEE in CuGaSe2, was not 
reported, but can easily be calculated from (4.7). 
The theory described above can also be applied to the trivial situation of a 
single electron capture/emission process (m = 1), leading to the results 
already obtained in (2.7) and (2.9), or (3.1) and (3.9). In this case the capture 
processes are not thermally activated: ΔEEC = ΔEHC = 0.0 eV and the 
transition energy ETR is the defect level energy Et. Detailed balance 
calculations lead then to ΔEEE = EC - Et and ΔEHE = Et - EV. Substitution in 
(4.3) and (4.5) leads to: 
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 (4.8) 
4.4.5 IIICu and its complexes 
Due to the abundant availability of copper vacancies, the IIICu antisite defect 
can form complexes in a similar way as the (VSe-VCu)-complex. There are 
three different complexes of importance: IIICu, (IIICu-VCu) and (IIICu-2VCu). 
Due to the strong negative formation energy of the (IIICu-2VCu)-complex 
[47], most of the IIICu is present in this form. The presence of VCu in a 
complex does not alter the general behaviour. It leads to additional negative 
charge and slightly raises the transition energies, see  Table 4.2. 
In contrast to the (VSe-VCu)-complex which introduced a- and b-states in 
the material, the (IIICu-2VCu)-complex only creates an a-DLS. When this 
state is not occupied with electrons, the group III-atom is located at a Cu-
position in the CIGS lattice. This corresponds to the β-type state and will be 
called the donor configuration in analogy to the (VSe-VCu)-complex. In this 
configuration, (IIICu-2VCu)0, the a-state is located above the CB minimum 
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and creates a PHS, see  Figure 4.5. When the a-state is occupied with two 
electrons, its energetic position lowers towards the middle of the band gap. 
On an atomic scale this is accompanied with lattice relaxations whereby the 
IIICu moves along the [111]-direction towards the interstitial position, 
creating a Frenkel-like pair (IIIi + VCu). This configuration, (IIICu-2VCu)2-, is 
often called the DX-centre. By analogy with the (VSe-VCu)-complex, it can 
also be called the acceptor configuration. 
acceptor
α -type
donor
β -type
CB
VB
1.
04
 e
V
a
PHS
a
 
Figure 4.5 Position of the a-DLS relative to the band edges in CuInSe2. The α-
type (also called acceptor configuration or the DX-centre) state has two extra 
negative charges with respect to the β-type state (also called donor configuration). 
The transition between the different configurations proceeds through 
double carrier capture and emission together with the activation over an 
energy barrier. The reaction paths for the EC- and HC-process are given 
below. 
( ) ( )0 2Cu Cu Cu CuIII -2V 2 III -2VECEe −Δ−+ ⎯⎯⎯→  (4.9) 
( ) ( )2 0Cu Cu Cu CuIII -2V 2 III -2VHCEh− Δ++ ⎯⎯⎯→  (4.10) 
Considering the principle of detailed balance, the following relations hold 
for the energy barrier heights and the transition energy. 
2 2
2 2
TR C EC EE
V TR HC HE
E E E E
E E E E
− − Δ = −Δ⎧⎨ − − Δ = −Δ⎩
 (4.11) 
The energy barrier associated with the EE-process for InCu in CuInSe2 has 
been calculated from first principles considerations [46]. The red-on-bias 
effect (see § 4.2.7) can instantaneously be reduced or annihilated at any 
temperature by application of a forward biased voltage or by blue light 
illumination. These conditions lead to the presence of free holes close to the 
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absorber-buffer interface. Hence one expects the presence of a metastable 
defect without an energy barrier for hole capture (HC). This defect cannot be 
the (VSe-VCu)-complex because ΔEHC ≈ 0.3 eV. Hence, the energy barrier for 
HC for the (IIICu-2VCu)-complex is assumed to be zero. An overview of the 
transition energies together with the energy barriers is given in  Table 4.2. 
Table 4.2 Overview of the transition energy and energy barriers for the IIICu-
defect and its complexes in CuInSe2 and CuGaSe2, as reported by Lany and Zunger 
[46], completed using detailed balance calculations (marked with *). All values in 
eV. 
 ETR - EV ΔEEC ΔEHC ΔEEE ΔEHE 
 CuInSe2 (Eg = 1.04 eV) 
InCu2+/0 0.92 0.08* 0.0 0.32 1.84* 
(InCu-VCu)+/- 1.11  0.0  2.22* 
(InCu-2VCu)0/2- 1.30  0.0  2.60* 
 CuGaSe2 (Eg = 1.68 eV) 
GaCu2+/0 0.84  0.0  1.68* 
(GaCu-VCu)+/- 1.02  0.0  2.04* 
(GaCu-2VCu)0/2- 1.36  0.0  2.72* 
4.5 Numerical modelling 
In order to simulate the effect of metastable defects, the distribution over the 
different configurations has to be calculated. This distribution varies over 
time and there can be a large spread on the time constants present. In SCAPS 
it is not possible to simulate transient phenomena. The main reason for this 
is that the Gummel scheme would lead to unphysical oscillatory behaviour 
(see e.g. §6.4 in [25]). In experiments, the complete transient behaviour is 
rarely investigated. Often, a metastable state is induced in the sample at 
elevated temperatures by applying initial working point conditions. Steady 
state measurements are then performed after cooling down the sample, 
assuming that the metastable state does no longer change at low temperature. 
Hence, in numerical modelling, one can calculate the distribution over the 
metastable configurations by performing a steady state calculation under 
initial working point conditions. This distribution, together with the total 
defect density is then used to calculate the defect density belonging to the 
different configurations. These calculated defect densities are assumed to 
remain fixed, and serve as an input to perform further calculations under 
measurement working point conditions (which can be different from the 
initial working point conditions). The problem reduces thus to the 
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calculation of the steady state distribution of the metastable defect 
configurations. 
For notational convenience the transition (+/-) between the donor 
configuration D+ and the acceptor configuration A- will be considered. The 
fraction of defects in the acceptor configuration is given by fA, the fraction in 
the donor configuration by fD, with fD + fA = 1. Each configuration of the 
defect acts as a conventional defect, the fraction of defects belonging to a 
certain configuration which is in charge state s, is given by fts. The number of 
defects in the acceptor configuration which is negatively charged is then 
given by ,t A A tf f N
− × × . The net transition rates U from donor to acceptor 
and acceptor to donor configuration are then given by (4.12). 
( )
( )
1 1
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1 1
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 (4.12) 
Under steady state conditions these rates are equal. Taking into account 
fD + fA = 1, the distribution over the donor and acceptor configuration can be 
calculated. 
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Because the values of fA and fD influence the charge distribution and thus the 
quasi-Fermi level position, they influence fts and the time constants which 
are present in (4.13) as well. As a result, the metastable configuration 
distribution has to be calculated in an iterative way. As a starting point the 
electrostatic potential and the quasi-Fermi level positions are calculated 
assuming the configuration distribution to be constant throughout the 
sample, e.g. fA = fD = 0.5. In the first iteration step, the resulting values of fts 
and all τ-1-values are used to update the values of fA and fD according to 
(4.13). In turn, these updated values lead to a recalculation of the potential 
and the quasi-Fermi level positions and thus to updated values of fts and τ-1 
again. With these new values the next iteration step can be performed. The 
iteration procedure continues as long as the maximal relative difference 
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between the previous and the updated values of fA, fD and fts is larger than a 
predefined tolerance. 
Straightforward application of this iteration scheme can lead to divergence 
due to overcompensation, especially when the defect density is higher than 
the shallow doping density. The origin of divergence in this case is due to 
the fact that the updating of fA and fD and of the Fermi level position has an 
opposite effect. When the updating of fA and fD leads to an increased acceptor 
concentration (fA increases), more negative space charge will be present in 
the structure which will lead to a lowering of the Fermi level position. In 
turn, this lowering will lead to a decreased acceptor concentration (fA 
decreases). If the defect density is large, one can get to a situation where the 
change in acceptor concentration in one iteration step is exactly opposite to 
the change in the previous step, and much larger than the predefined 
tolerance. In order to circumvent this problem the change in fA and fD has to 
be limited during the iteration procedure (clamping). This clamping is 
performed according to (4.14). 
clxnew
old A
A A old
A
ff f
f
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
 (4.14) 
Where fAold represents the value of fA after the previous iteration step, fAnew 
the value of fA calculated according to (4.13) and 0 < xcl ≤ 1 the clamping 
factor. If xcl = 1, no clamping is present and fA = fAnew. A similar expression 
holds for the fraction of defects in the donor configuration. The clamping as 
given by (4.14) is applied to the smallest of fA and fD. The complementary 
fraction is then calculated according to fD + fA = 1. Straightforward 
application of the clamping procedure leads to a better convergence, but 
does not give a correct solution yet as (4.13) is violated. The resulting 
solution after reaching the tolerance threshold while applying the clamping 
is however very close to the true solution. This solution is then used as an 
initial guess for an iteration cycle without clamping in order to get to the 
final solution of the system. 
The problem of overcompensation will be circumvented more efficiently 
for smaller clamping values xcl. As a result, the algorithm will converge for 
higher defect density values. Unfortunately, more iterations will be needed 
to get to the solution. The effect of xcl on the convergence of the algorithm is 
illustrated on a simple structure, representing a CIGS-based solar cell with a 
uniform absorber. The shallow doping density in the absorber is 1016 cm-3 
and a (VSe-VCu)-metastability is present. The calculations are performed with 
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a tolerance of 10-6.  Figure 4.6 (left) shows the number of iterations needed to 
get to convergence for varying defect density values. For high xcl-values 
(close to unity) this number increases fast for increasing defect densities, for 
low xcl-values it is constant. When the clamping factor is decreased both the 
number of iterations at low defect density and the minimum defect density at 
which divergence occurs increase. This is illustrated in more detail in  Figure 
4.6 (right). For small values of xcl, the number of iterations needed to get to 
convergence is in good approximation proportional to 0.93clx
− . The maximal 
defect density which leads to convergence increases fast with decreasing xcl 
and starts to saturate for xcl < 0.05. 
 
Figure 4.6 Left: Number of iterations needed to get to convergence as a function 
of the defect density for different clamping factors xcl. The curves are broken off at 
the defect density where divergence occurs. Right: Squares (left axis): influence of 
the clamping factor on the number of iterations needed to get to convergence with a 
defect density of 2H1015 cm-3. Triangles (right axis): Maximum defect density for 
which the algorithm converges. The tolerance is 10-6 and the maximum allowed 
number of iterations is 1000. The relative small increase of this maximum density 
(by a factor 8) is limited by the fact that for the (VSe-VCu)-complex, the metastable 
configuration distribution determines the free carrier density in the entire absorber at 
such high defect densities. 
4.6 Effect of metastable defects on the cell behaviour 
The most striking difference between the (VSe-VCu)-complex and the 
(IIICu-2VCu)-complex behaviour is the fact that the activation energies for 
electron and hole capture are very small for (IIICu-2VCu). As a result, the EC-
and HC-process can proceed at low temperatures. Changes in the metastable 
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state which are persistent under 250 K (e.g. RLS and RB) are usually 
explained by the presence of (VSe-VCu)-complexes. Changes which also 
occur at lower temperatures are commonly explained by the presence of 
(IIICu-2VCu)-complexes. 
The effect of the different initial conditions on the distribution of the 
defect configurations is shown in  Figure 4.7.  Table 4.3 gives an overview of 
the initial conditions used in the simulations. The model which is used for 
the (VSe-VCu)-complex has been optimized to reproduce the C-V-
measurements in § 6.4. The model which is used for the (IIICu-2VCu)-complex 
is optimized to explain the admittance spectroscopy measurements as 
explained in § 6.3. An overview of the energy levels and barriers used is 
given in  Table B.1. These values slightly differ from  Table 4.1 and  Table 
4.2. This is acceptable because the values reported in literature are based on 
first principles calculation results. Moreover the energy barrier values 
depend on the band gap value (1.12 eV in this case). The motives for the 
main parameter choices are elucidated in  Chapter 6. 
 
Figure 4.7 Influence of the initial conditions on the fraction of defects in the 
acceptor configuration fA. left: (VSe-VCu)-complex; right: (IIICu-2VCu)-complex. The 
absorber-buffer interface is located at x = 0 μm, the back contact at x = 2 μm. Note 
the logarithmic scaling of the right graph! 
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Table 4.3 Overview of the initial conditions used in the simulations of  Figure 
4.7. The temperature was 330 K. Illumination with an AM1.5G spectrum 
(100 mW/cm2) was applied in combination with band pass filters. 
 V [V] Illumination 
REL 0.0 off 
RB -2.0 off 
FB 0.5 off 
BLS 0.0 λ < 450 nm 
RLS 0.0 λ > 700 nm 
ROB -2.0 λ > 700 nm 
After RLS, the sample exhibits an increased carrier density which is 
persistent below 250 K. This can be related to the presence of (VSe-VCu)-
complexes. After RLS, this defect is almost entirely in its acceptor 
configuration which leads to an increased apparent doping density. The 
presence of large activation barriers explains the stability below 250 K. This 
doping density increase also leads to an improvement of the Voc [12]. 
The effect of forward biasing the sample can be explained in a similar 
way as RLS. Its influence on the (VSe-VCu)-complex is identical. Its 
influence on the (IIICu-2VCu)-complex is however different, which could 
explain why FB is able to remove part of the ROB-state at low temperatures 
whereas RLS is not. 
The effect of RB can be related to the presence of (VSe-VCu)-complexes. A 
detailed discussion is held in § 6.4. 
There is a reasonable similarity between the distributions in the relaxed 
state and the BLS. The main reason for this is that the model is not 
optimized for simulations of BLS behaviour. Blue light can only have an 
effect on the distributions of the metastable configurations through carrier 
injection from the buffer. In order to simulate this behaviour adequately, a 
lot of effort would have to be taken to optimize the absorber-buffer interface 
in the model. As the BLS is not studied in this work, this effort has not been 
taken. 
The ROB-effect is probably due to a combination of effects related to both 
(VSe-VCu)- and (IIICu-2VCu)-complexes, which hinders its description by a 
simple model. Its relation to the BLS and FB effect is important. Hence, in 
order to simulate the ROB-effect also an optimized absorber-buffer interface 
model is needed. 
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The simulations shown in  Figure 4.7 give a first impression on how the 
presence of (VSe-VCu)- and (IIICu-2VCu)-complexes in the absorber could 
explain the metastable behaviour of CIGS-based solar cells. A lot of further 
fine-tuning of the models is needed to provide a solid credibility. This has 
been done in order to explain admittance spectroscopy measurements within 
the (IIICu-2VCu)-model (§ 6.3) and to explain C-V-measurements within the 
(VSe-VCu)-model (§ 6.4). 
In the J-V-characteristics, metastabilities manifest themselves through the 
appearance/disappearance of a kink, cross-over and roll-over. There are 
several possible explanations for this behaviour, the most important of them 
have been surveyed in [10]. The roll-over effect can be explained in terms of 
a back contact barrier, the presence of acceptor states at the buffer-window 
interface or a positive conduction band offset at the buffer-window interface. 
The cross-over effect can be explained by an electron barrier in the 
conduction band or minority carrier recombination at the back contact. A 
reduced fill factor due to a kink in the current voltage characteristics can be 
explained by a positive conduction band offset at the absorber-buffer-
window interfaces, a p+-layer at the absorber front surface or a conduction 
band grading at the absorber surface. The characteristics of these phenomena 
can be altered by a change of the distribution of the metastable defect 
configurations. 
In order to study the effect of metastable defects on the J-V-
characteristics, a solid model for the above-mentioned phenomena has to be 
combined with a model for metastable defects, this is beyond the scope of 
this work. Nonetheless, some influences of metastable defects on the J-V-
characteristics are already visible in the simple models used to calculate the 
defect densities in  Figure 4.7. 
 Figure 4.8 shows the influence of Vinit on the open circuit voltage and fill 
factor, which allows to study the effect of the bias induced metastabilities: 
RB and FB. As mentioned in § 4.2.5, FB leads to an increase of Voc. Also the 
hysteresis of the FF mentioned in § 4.2.6 can be observed. At elevated 
temperatures, the starting voltage of the measurement can change the 
metastable state of the sample and is thus linked with Vinit. Starting the 
measurement from forward voltage indeed leads then to an increased fill 
factor with respect to starting from reverse bias voltage. For an advanced 
model this effect can still be amplified because none of the phenomena 
leading to a kink in the light current was introduced in the simulations. 
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Figure 4.8 Effect of the initial voltage applied under dark conditions to create the 
metastable state of the sample on the open circuit voltage (left) and the fill factor 
(right) for both the (VSe-VCu)- and the (IIICu-2VCu)-model. Simulations performed at 
T = 300 K. 
4.7 Summary and conclusions 
The results of measurements performed on CIGS-based solar cells 
experience a large dependency on the history of the sample. In the J-V-
characteristics a kink, roll-over and cross-over can (dis)appear and the Voc 
and FF can change. Also the capacitance and the apparent doping density is 
highly correlated with previous bias voltage and illumination conditions 
applied to the sample. 
Usually, it is possible to change the state of the sample at elevated 
temperatures (300-340 K) whilst the state is stable at lower temperatures 
(< 250 K). Hence the condition of the sample is often referred to as a 
metastable state. Several states have been discerned. They are usually 
labelled with the conditions (at elevated temperatures) which are required to 
create this state. The most important are: relaxed (REL), red light soaking 
(RLS), blue light soaking (BLS), white light soaking (WLS), forward bias 
(FB), reverse bias (RB) and red-on-bias (ROB). Each of them can be linked 
with specific features in the J-V-curve and the apparent doping density 
profile. Even though most of these states are stable at low temperatures, blue 
light illumination and forward biasing of the sample can lead to changes for 
temperatures as low as 100 K. 
Several models have already been developed in order to explain the origin 
of the metastabilities. The most important rely on copper migration, the 
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presence of long lived acceptors in the buffer or on intrinsic metastable 
defects in the absorber. 
The most plausible explanation for metastabilities is the presence of the 
VSe and IIICu defects and their complexes. These defects exist in two separate 
configurations, labelled donor and acceptor. Each of them can be considered 
as a regular (multivalent) defect. The transition between these configurations 
is associated with large lattice relaxations which are thermally activated. As 
a result, the transition is possible at elevated temperatures, but inhibited at 
low temperatures. The thermodynamics is governed by the energy barrier 
height of the most important electron (E) and hole (H) capture (C) and 
emission (E) processes together with the transition energy: EEC, EHC, EEE, 
EHE and ETR. Detailed balance considerations, provide two relations between 
those five energy values. The main difference between the VSe- and IIICu-
based defects is the disappearance of the activation energy for carrier capture 
for IIICu-based defects. 
In order to simulate the influence of metastable defects in SCAPS, first, the 
distribution over the different configurations has to be calculated under 
initial working point conditions. Afterwards, assuming this distribution to be 
conserved, it can be used for further simulations under measurement 
working point conditions. The metastable distribution has to be calculated in 
an iterative way. The correction vector between two iterations often has to be 
limited using a clamping factor xcl. 
Straightforward introduction of metastable defects in a CIGS solar cell 
model can already explain several metastable properties commonly 
observed. Nevertheless, several effects are due to a combination of the 
presence of a metastable defect and other features, such as a barrier or hole 
injection from the buffer. In order to simulate these effects, further refining 
of existing models is needed. 
4.8 Personal contribution to the subject 
I have developed an algorithm to simulate the metastable behaviour of 
defects which can exist in two configurations and are linked with thermally 
activated transitions. I also applied the detailed balance theory to this kind of 
transitions. To my knowledge, this makes SCAPS the first solar cell simulator 
which can simulate this kind of processes. This work is published in [73]. 

 Chapter 5 
Admittance measurements 
under different bias 
conditions 
Analysis of admittance measurements can yield a wealth of information 
about the solar cell structure and the processes associated with it. 
Unfortunately, the correct interpretation of these measurements is rather 
advanced and can get complicated. There are several measurement 
parameters influencing the admittance: the measurement frequency, the dc 
voltage applied, the ac measurement voltage, the temperature, the sample 
history… Moreover, there can be several phenomena contributing to the 
admittance value. An important contribution is due to the presence of a 
defect distribution. As a result, the analysis of the admittance is very 
important when studying the defect density of the sample. 
This chapter discusses the main influences of the presence of defects on 
the admittance. The emphasis is on admittance spectroscopy (AS), but also 
C-V effects will briefly be introduced. The theory to analyse admittance 
spectra as introduced by Walter et al. [74] is extended to different bias 
conditions [75], which improves both its accuracy [76] and applicability 
[77]. Next to a defect density, also other contributors to the capacitance will 
be discussed. Finally, the N1 signature will be introduced. The origin of this 
effect is still an object of (lively) discussion. 
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5.1 Admittance analysis 
As already mentioned in § 2.2, admittance measurements performed on solar 
cells are commonly interpreted as consisting of a parallel connection of a 
frequency dependent capacitance and conductance (2.3). 
( ) ( ) ( )
ext
JY j C G
u
ω ω ω ω= = +  (5.1) 
According to the Kramers-Kronig relations [78] the analysis of C and G/ω is 
equivalent. In this chapter, only the capacitance will be discussed. Unless 
mentioned otherwise, all measurements have been performed under dark 
conditions. 
A standard interpretation is to attribute the measured capacitance of a 
junction to the depletion capacitance, as is discussed in § 2.2.1. This interpre-
tation already makes a vital assumption: the free carrier concentrations are 
supposed to adapt fast enough so that they can follow the ac signal. When 
performing a capacitance measurement the external applied voltage is varied 
with a pulsation ω, which induces the depletion width to vary as well. This 
process has to proceed through movement of free carriers. If the pulsation is 
low enough, the free carriers can follow the ac signal which leads to a 
redistribution of charge and a contribution to the capacitance: C H A 
= dQ/dV. If the pulsation is too high, higher than the ‘dielectric relaxation 
pulsation’, the depletion capacitance no longer contributes to the total 
capacitance. A similar situation occurs for all contributors to the capacitance. 
They all exhibit a characteristic pulsation ω0 = 2π H f0. For each of these 
phenomena one can define a low frequency regime (LF: ω n ω0) where it 
contributes and a high frequency regime (HF: ω o ω0) where it does not 
contribute to the total capacitance. The study of ω0, CHF, CLF and the 
transition between both regimes yields valuable information about the 
phenomenon. 
5.1.1 Measurement issues 
The admittance is measured by applying an ac test signal and collecting the 
current response of the sample. Especially, when applying an additional dc 
bias, several issues can obscure the measurement. 
Whenever a significant dc current flows through the junction, the low 
frequency phase angle of the admittance vector is close to zero [79]. The 
imaginary part of the ac current phasor is then much smaller than the real 
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part which complicates the extraction of the capacitance from the 
admittance. Under zero or reverse bias conditions, this effect only occurs at 
frequencies well below the frequency window which is commonly used in 
admittance spectroscopy (~100Hz – 1MHz). Under forward bias conditions 
or under strong illumination conditions however, this can render the 
measurements at moderate and low frequencies unreliable. A similar effect 
occurs in numerical simulation, where it is caused by numerical 
inaccuracies. 
In the high frequency regime, parasitic network elements can strongly 
influence the measured capacitance [80]. This is due to a resonance between 
the parasitic series resistance or the inductance of the lead wires and the 
junction capacitance. Unless difficulties in determining the capacitance at 
lower frequencies arise, these parasitic influences of the measurement set-up 
can be detected and corrected for [81]. 
Performing capacitance measurements with different bias voltages applied 
does not only require a reliable determination of C, but also of the dc voltage 
drop over the sample. Under high forward bias conditions, a substantial part 
of the voltage can drop over the series resistance(s) present in the sample and 
in the measurement set-up. Moreover, even though one usually assumes the 
entire voltage to drop over the depletion layer of the junction, it is possible 
that a second depletion layer exists in the sample, e.g. a Schottky contact. As 
a result the applied voltage can be distributed over two separate voltage 
drops [16]. 
5.2 Admittance spectroscopy (AS): general theory 
5.2.1 A general transition 
There are several phenomena leading to a transition from an LF- to an HF-
regime for the capacitance. This opens opportunities to study these 
phenomena by analysing the capacitance as a function of the frequency. 
Typically, behaviour as shown in  Figure 5.1 is observed: a smooth transition 
from LF to HF. The inflection point is located at the characteristic frequency 
f0 of the process, which is sometimes also called the inflection frequency. 
The derivative of the capacitance with respect to (the logarithm of) the 
frequency reaches an extremum at f = f0. This frequency is often thermally 
activated, hence, introducing a parameter ξ0 and an exponent m, an activation 
energy Eω can be defined. 
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The activation energy can be determined by making an Arrhenius 
diagram, drawing the logarithm of the characteristic pulsation ω0 divided by 
Tm versus 1/T. The suitable value of m depends on the physical mechanism 
resulting in the transition and will be discussed for each mechanism in the 
next sections. 
When there are several transitions present in the capacitance-frequency 
measurement, there will be several peaks visible in the right graph of  Figure 
5.1. A graph, with the activation energy on the abscissa and the derivative of 
the capacitance on the ordinate (or properties which are related to Eω and 
dC/dω) is often called a capacitance or an admittance spectrum. 
 
Figure 5.1 Example of a general transition with a characteristic frequency of 
10 kHz in a capacitance-frequency measurement (left). This frequency is easily 
determined by drawing the derivative (right). The full width at half maximum of the 
peak is indicated (FWHM). 
The main phenomena leading to a capacitance transition in CIGS-based 
solar cells are carrier relaxation, the presence of a barrier and the presence of 
a defect density. The properties of the corresponding admittance spectra are 
discussed below with an emphasis on the influence of the applied dc bias. 
The results are summarized in  Table 5.1 on page 88. 
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5.2.2 Influence of carrier relaxation 
As discussed in the introduction, the common interpretation of the capaci-
tance as being the depletion capacitance requires that the majority carriers 
can respond fast enough in order to follow the applied ac signal. 
The current density through a semiconductor with thickness t, conduc-
tance σ and a uniform relative dielectric constant ε is given by 
0
EJ E
t
σ ε ε ∂= + ∂ . (5.4) 
Performing a small signal analysis and assuming the applied voltage to drop 
linearly over thickness t, the admittance can be calculated according to (5.1). 
0Y j
t t
ε εσ ω= +  (5.5) 
For pulsations below ωD = σ/ε0ε the semiconductor behaves as a conductor, 
for higher frequencies it behaves as a capacitor. The pulsation ωD is called 
the dielectric relaxation pulsation. Assuming an n+p-model for the CIGS 
solar cell structure with thickness t, its capacitance can be modelled as a 
series connection of the depletion capacitance ε0ε/w and the admittance of 
the quasi-neutral region which is given by (5.5), when replacing t by (t – w). 
The resulting capacitance is then given by: 
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. (5.6) 
At low frequencies this results in the depletion capacitance, at high 
frequencies in the geometrical capacitance ε0ε/t. The characteristic pulsation 
belonging to (5.6) is given by (5.7) and the value of the derivative of C with 
respect to the (logarithm of the) pulsation at ω0 by (5.8). 
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Even though ω0 is smaller than ωD, it is usually too high to be measurable in 
admittance spectroscopy, except at very low temperatures (T < 100 K) [82].  
The characteristic frequency and the derivative of the capacitance are 
voltage dependent due to their dependence on the depletion width. Within 
the abrupt depletion model for an n+p-junction, w is given by: 
( )02 bi
A
w V V
qN
ε ε= − . (5.9) 
Hence, ω0 is proportional to (Vbi – V)1/2. 
If the absorber thickness can be considered to be much larger than the 
depletion width, the derivative of the capacitance is proportional to 1/w and 
thus to (Vbi-V)-1/2. Otherwise, when the absorber is almost entirely depleted, 
it is voltage independent. 
The characteristic frequency is temperature dependent. Assuming the 
majority carriers to be holes, the conductance in (5.7) can be rewritten as σ 
= qμpp = qμpNV H exp[(EV-EFp)/kBT], leading to the following expression for 
the activation energy. 
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 (5.10) 
The activation energy Eω can be determined by making an appropriate 
Arrhenius diagram (ω0/Tm vs. 1/T) The exponent m is determined by the 
temperature dependence of the mobility μp and the effective density of states 
NV. If the mobility is assumed to be temperature independent, this exponent 
equals 3/2. 
5.2.3 Influence of a barrier 
A second phenomenon which can introduce a capacitance transient is the 
presence of a back contact barrier (or any other barrier in the structure) [83]. 
This is commonly observed in CdTe-based solar cells [16]. Moreover, the 
presence of a non-ohmic back contact can explain several features which are 
often observed in a broad range of measurements on CIGS-based solar cells 
[84]. 
The admittance of a barrier region in the sample can be modelled as a 
parallel connection of a conductance Gc and a capacitance Cc, the junction 
(depletion) region can be modelled in a similar way (Gj and Cj). In § 5.2.2, 
the conductance of the depletion region was neglected with respect to the 
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quasi-neutral part of the absorber. It can however not be neglected with 
respect to the conductance of the barrier region. The admittance of the entire 
sample is a series connection of the barrier and depletion region, neglecting 
the resistance of the region in between. This leads to the following 
expression for the capacitance of the sample: 
( )
( ) ( )
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2 22
c j j c j c j c
j c j c
C G C G C C C C
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ω
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+ + +
. (5.11) 
Similarly as in [83], the subscript j indicates the junction and c indicates the 
contact barrier. The characteristic pulsation is given by (5.12) and the 
derivative of the capacitance at this pulsation by (5.13). 
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All variables present in (5.12) and (5.13) are voltage dependent. Neverthe-
less, under reverse and moderate forward bias conditions Gc and Cc can be 
assumed to be voltage independent. Assuming the junction capacitance Cj to 
be a pure depletion capacitance, its value is proportional to (Vbi-Vj)-1/2. The 
junction conductance Gj is proportional to exp(qVj/AkBT), with A the ideality 
factor, and Vj the voltage drop over the junction. Assuming the back contact 
not to block the current (Gc o Gj), the characteristic pulsation is given by 
(5.14) and the corresponding derivative of the capacitance by (5.15). 
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If Cj n Cc, the characteristic frequency does not depend on the external 
applied voltage. The derivative of the capacitance is then proportional to w-2, 
and thus to (Vbi-V)-1. If Cj o Cc, the characteristic frequency is proportional to 
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(Vbi-V)1/2. The derivative of the capacitance is then proportional to w-1 and 
thus to (Vbi-V)-1/2. 
The characteristic frequency is temperature dependent. The current across 
a Schottky barrier can be described by (5.16), when the current is limited by 
diffusion. When the current is limited by thermionic emission instead, the 
prefactor qNVμpE has to be replaced with A*T2, with A* the Richardson 
constant [9]. 
( ) ( )exp / exp / 1V p B B cJ qN E q k T qV kTμ ⎡ ⎤≈ − Φ − −⎣ ⎦  (5.16) 
E represents the electric field strength and ΦB the barrier height. Vc 
represents the voltage drop over the (back contact) barrier: V = Vc + Vj. As 
shown in [16], Vc ≈ 0 for reverse and moderate forward dc voltages, and 
increases linearly for higher forward voltages. As can be deduced from 
(5.16), Gc is thermally activated with an activation energy Eω.  
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Where the exponent m depends on the temperature dependence of the 
mobility μp and the effective density of states NV. Assuming the mobility to 
be temperature independent, m equals 3/2. When the current is limited by 
thermionic emission, m equals 2. The characteristic pulsation ω0 has the 
same activation energy as Gc because Cj and Cc are not thermally activated 
(5.14). 
5.2.4 Influence of a defect distribution 
The charging and discharging of defect states also gives a contribution to the 
capacitance. Walter et al. [74] developed a procedure to analyse the effect of 
a defect distribution on the capacitance-frequency characteristic of thin film 
solar cells under thermal equilibrium conditions. This theory is extended 
here so that it can be applied to different bias conditions as well [75]. 
Applying a forward bias voltage to the junction leads to electron injection 
to the n-side and hole injection to the p-side, leading to a positive current. 
This injection can only be maintained if the excess carriers recombine, 
which is only possible through capture processes. The combination of an 
electron and a hole capture is able to remove the injected carriers, whilst 
leaving the charge state of the defect unaltered. The combination of an 
electron and a hole emission, on the other hand, creates even more free 
 5.2 Admittance spectroscopy (AS): general theory 79  
carriers. Therefore, the capture processes lead to a positive current, whereas 
the emission processes lead to a negative current. In this way, for a defect 
with only two different charge states, the contribution to the current density 
on an infinitesimal thick slice of material (with thickness dx) can be 
expressed as (5.18), using the expressions (2.9), or equivalently (3.9), and NC 
= n H exp[(EC -EFn)/kBT] and NV = p H exp[(EFp -EV)/kBT]. 
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Performing a small signal analysis in a similar way as in § 3.1.4, neglecting 
the second and higher order terms, leads to (5.19). (There remain no terms in 
ẼFn and ẼFp as they cancel out with terms in ñ and p .) 
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As this equation should be valid for all values of ω, it falls apart in a steady 
state and a small signal part which allows to calculate the steady state 
component J= and the small signal component (5.20) of the recombination 
current density. 
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The capacitance due to the charging and discharging of the defects is then 
given by the imaginary part of the small signal current divided by the 
external ac voltage ũext and the angular frequency (5.1). The ac components 
of the free carrier densities ñ and p are assumed to be in phase with the 
external applied signal, and thus possess no imaginary part. Hence the 
capacitance contribution due to charging and discharging of a defect state 
can be written as 
( ) ( )1ImIm /' t t
ext ext
qN fJ dx
C
u u
ω
ω ω= =

   (5.22) 
The small signal occupation tf  can be calculated in a similar way as (5.19), 
when changing the sign of the hole capture and hole emission process [75]. 
It can also easily be calculated from (3.27) as Ñ1/Nt with: N = 2, c0 = 1, 
d0 = 0, c1 = a0 and d1 = b0. After some calculations (5.23) is obtained, where 
ω0 is given by (5.24). 
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Calculating tf  in a similar way as (5.19), ft= is readily obtained as well. Of 
course ft= is also easily obtained through (3.15) as N1/Nt with: N = 2, c0 = 1, 
and c1 = RN1/2. 
0
exp t Fpn p
B
t
E E
c n c p
k T
f ω
= =
=
−⎛ ⎞+ −⎜ ⎟⎝ ⎠=  (5.25) 
Substitution of (5.23) in (5.22) leads to 
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Eq. (5.26) gives the contribution of dx to the capacitance of a defect level at 
an energy Et in the band gap when the free electron and hole density are 
known. In order to calculate the total contribution of an energy distribution 
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of defects Nt(Et) this relation still has to be integrated along energy and 
position. The frequency dependence of (5.26) shows that a defect can 
contribute to the capacitance if the angular frequency is low enough (ω n ω0) 
so that the charging and discharging of the defect can follow the applied ac 
signal. If the angular frequency is too high (ω o ω0), the defect will no 
longer contribute to the capacitance. Hence, the angular frequency will be 
assumed to be low enough so that the defect contributes to the capacitance. 
The ac components of the free carrier densities can be written as 
;p n
B B
qu qup p n n
k T k T
= == =   , (5.27) 
with qũn,p the local shift of the quasi-Fermi levels with respect to the band 
edges when applying an additional ac signal to the junction.  
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The contribution to the capacitance (5.26) can then be rewritten. 
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In order to facilitate the assessment of C’ two variables are introduced. 
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U gives the local Fermi level splitting, whereas γ reflects which charge 
carrier is dominant, weighed with the capture constants. C’ can be 
rearranged in such a way that it is only dependent on γ, U and Et - EFp. 
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Wp and Wn are dimensionless parameters reflecting the contribution to C’ 
originating in the ac shifts of the hole and electron Fermi level. After some 
calculation, it can be seen that substituting γ → 1/γ and (Et - EFp) 
→ (EFn - Et), ω1/ω03 is transformed into -γ2ω1/ω03 and thus that Wn is 
transformed into Wp and vice versa. Hence, all statements which hold for Wp 
also hold for Wn when inverting γ and interchanging EFn - Et and Et - EFp. 
In  Figure 5.2, Wp is displayed as a function of γ and EFp for both positive 
and negative Fermi level splitting. It can be seen that Wp samples the defect 
distribution Nt(Et) around EFp. Independent of the Fermi level splitting, there 
is only contribution of ũp to C’ when γ < 1. Under reverse bias voltage 
conditions, the Fermi level splitting becomes negative (U < 0,  Figure 5.2 
left) and Wp disappears for γ > exp(U/kBT). Under forward bias voltage 
conditions the Fermi level splitting is positive (U > 0,  Figure 5.2 right). 
Under these conditions and when γ ≈ 1, which corresponds to p ≈ n when 
cp ≈ cn, the sampling is no longer limited to EFp, but is extended to the entire 
energy range of width |U| between EFp and EFn. Fortunately this deviant 
sampling character only occurs for a limited γ-range. These conditions under 
forward bias are only present in a minor part of the junction. 
 
Figure 5.2 Contribution Wp to the capacitance C’ due to ac variations in the 
quasi-Fermi level for holes under reverse (left: U = -0.25 eV) and forward (right: 
U = +0.25 eV) bias conditions. (γ: see (5.30)) 
In general, a defect only contributes to the capacitance at the intersection 
of the defect energy level with the (quasi-)Fermi level. However, at positive 
Fermi level splitting an extra contribution can occur when the free electron 
and hole density are almost equal. At negative Fermi level splitting there is 
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only a contribution to the capacitance if the absolute value of log(γ) is large 
enough. 
In order to calculate the capacitance due to a band of defects distributed in 
energy, the expression for C’ has to be integrated over the energies of the 
defect band. Under p-dominated circumstances Wp decreases exponentially 
with increasing distance of Et from EFp, due to its sampling character. Hence, 
the integration limits of Et can be extended to ±∞. Additionally assuming the 
defect distribution Nt(Et) to be constant around the Fermi level this 
integration leads to C”. 
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A short notation, Ip and In, is introduced for the integrals over energy. Taking 
into account the relation between Wp and Wn, it is easily shown that 
Ip(γ) = In(1/γ). When γ < 1 (i.e. when cnn= < cpp=) , In disappears and only the 
term in ũp remains. Ip is displayed in  Figure 5.3. 
 
Figure 5.3 Effectiveness, Ip, of the contribution of ũp to C”. 
In order to calculate C”, Nt(Et) was assumed to be constant around the 
Fermi level energy. For sufficient dominance of one of the free carriers 
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(|γ| o 1), this can be quantified as being constant in a 4kBT-wide energy 
interval around the (quasi-)Fermi level energy [74]. In  Figure 5.2, it can be 
seen that the sampling width is almost not dependent on γ. Hence, the 4kBT-
quantification remains valid for less dominated conditions. 
When U < 0 (reverse bias), the contribution of ũp to the capacitance C’ 
disappears when γ > exp(U/kBT), as expected from  Figure 5.2. Obviously, 
this is also the case for C”. As can be seen in  Figure 5.3, Ip disappears when 
γ o exp(U/kBT) and Ip = 1 when γ n exp(U/kBT). When γ equals exp(U/kBT)  
Ip is given by 1/3. 
Under forward bias conditions (U > 0) the additional contribution of 
defect states in the energy interval between EFn and EFp for small values of 
log(γ) leads to an anomaly in the calculation of C”, where the value of Ip is 
higher (top right corner of  Figure 5.3). If γ exactly equals unity, there is no 
contribution to the capacitance at all, under any bias condition. Under these 
circumstances, electrons and holes are captured with equal rates which 
leaves the defect occupation unchanged, even though a recombination 
current is present. 
C” represents the defect contribution of a slice of material with thickness 
dx to the capacitance. Hence, in a final step to calculate the defect contribu-
tion to the capacitance of the device, an integration in space has to be carried 
out. The upper limit of this integration is chosen as the depletion region edge 
(x = w). Because the position of the quasi-Fermi level for majority carriers is 
immobilised in the quasi-neutral region, only the minority carrier density 
will be modulated for x > w. Because Ip disappears for γ n 1, and In for γ o 1, 
there will thus be no significant contribution to the capacitance in the quasi-
neutral region. The lower limit (x = x1) is determined as the point where the 
defect no longer contributes to the capacitance. There can be two reasons for 
this. First of all, under negative bias conditions, this can be the point where γ 
≈ exp(U/kBT). As will be shown later on, not the capacitance itself will be 
analysed but its derivative dC/dω. When the integration limit is determined 
by γ ≈ exp(U/kBT), this derivative will vanish and it will not be possible to 
determine the defect distribution from AS under these circumstances. More 
often however, this point is determined by the fact that a defect can only 
contribute to the capacitance if the angular frequency is sufficiently low, as 
will be assumed further on. From  Figure 5.3 it can be seen that, under most 
circumstances, Ip can be assumed to be constant and almost equal to unity. 
Hence, Ip can be placed in front of the integral along x. The band bending 
determines a relation between the position of the quasi-Fermi level for 
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holes/electrons and the valence/conduction band x(EF), which can be 
substituted in the integral together with (5.33). 
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EFm∞ represents the position of the quasi-Fermi level in the bulk of the m-
type semiconductor, m representing either n or p. The characteristic energy 
Eω,m is determined by assuming that a defect can only contribute to the 
capacitance if the pulsation is smaller than ω0, this is in fact a simplification 
of the factor (ω2 + ω02)-2 in (5.26) by a Heaviside step function. Eω,m is then 
calculated from the characteristic pulsation ω0, (5.24). Assuming one of the 
free carrier densities to be dominant and the corresponding quasi-Fermi level 
to equal the defect energy level, the angular frequency at which a defect with 
this energy level no longer contributes to the capacitance can be calculated 
as (5.35), leading to expressions for Eω,m (5.36). 
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In agreement with [74], the properties cpNV and cnNC are called the attempt-
to-escape frequencies and the one corresponding to the dominant charge 
carrier is often noted as ν0. Other authors sometimes define the attempt-to-
escape frequency as being 2 H ν0 [84]. Eω represents the activation energy 
and can be found by making an Arrhenius diagram. 
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The defect distribution can now be evaluated by calculating the derivative of 
the capacitance (5.34) with respect to the angular frequency. 
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Considering γ < 1 (the analysis for γ > 1 is similar), only the term in ũp will 
remain and the defect distribution can be calculated as (5.39), omitting the 
second subscript of Eω in order not to complicate the expressions. 
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
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Assuming γ to be sufficiently small, Ip ≈ 1, see  Figure 5.3. The expression 
(5.39) can be moulded into a more practical form by making additional 
assumptions on the band bending. Three situations, the constant-linear, the 
linear and the parabolic case, will be discussed. 
The most straightforward assumption to make is ũp = ũext = constant in the 
entire depletion region, whilst considering linear band bending (as occurs in 
an nip-junction). In this case (constant-linear), the position at which a defect 
is sensed with an energy Eω is determined by (5.40), with EFn∞ the position 
of the quasi-Fermi level for electrons in the bulk of the n-type doped side of 
the junction. 
( )Fn bi xE E qV q V V wω ∞= − − −  (5.40) 
The defect density can be calculated as: 
( ) bit
B
V V dCN E
qw d k Tω
ω
ω
−= − . (5.41) 
In the linear case, again linear band bending (5.40) is assumed, but now also 
ũp is assumed to vary linearly: 
 5.2 Admittance spectroscopy (AS): general theory 87  
1p
ext
u x
u w
= − . (5.42) 
The linear profile of qũp = ẼV(x) - ẼFp(x) is made plausible as follows: at the 
p-side of the depletion region (at x = w), the quasi-Fermi level for holes EFp 
is fixed with respect to the valence band, and thus ũp(w) = 0. Also, EFp(x) is 
supposed to be constant over the depletion layer, leading to ẼFp(x) = 0 for 
0 < x < w. In e.g. a nip-junction, the electrostatic potential will drop linearly 
over the i-layer. Hence, it can be assumed that an applied small signal bias 
voltage ũext will cause a linear drop of ẼV over the depletion region. A linear 
behaviour of ũp(x) is thus expected. The defect density can then be calculated 
as (5.43), after substituting the solution of (5.40) to x in (5.42). 
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Similarly, assuming parabolic band bending (as often occurs in an n+p-
junction) and ũp to vary parabolically with x, one obtains the expressions 
below. 
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Making different assumptions on the band bending leads to different voltage 
dependencies of the derivative of the capacitance. The combination of 
parameters shown in (5.47) occurs in all band bending assumptions and will 
be called the scaled derivative of the capacitance. 
1
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w d k T
ω
ω∂ = −  (5.47) 
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5.2.5 Overview of the voltage dependencies 
There are different processes which can yield a step in the capacitance as a 
function of frequency. The derivative of the capacitance at the characteristic 
frequency has a specific voltage dependence as can be seen from (5.8), 
(5.15), (5.41), (5.43) and (5.46). These voltage dependencies are 
summarized in  Table 5.1. 
Table 5.1 Overview of the voltage dependencies of the derivative of the 
capacitance. The relations listed for the barrier are valid for reverse and moderate 
forward voltage conditions. Under high forward voltage conditions, the main voltage 
drop will occur over the barrier instead of over the junction and the role of junction 
and barrier can be interchanged. The second proportionality in the right column is 
calculated through substitution of (5.9). 
Phenomenon Assumption ‘derivative’: -ω H dC/dω 
Carrier relaxation t o w % w-1 % (Vbi-V)-1/2 
 t n w Voltage independent 
Barrier Cj o Cc % w-1 % (Vbi-V)-1/2 
 Cj n Cc % w-2 % (Vbi-V)-1 
Defect distribution Constant-linear % w/(Vbi-V) % (Vbi-V)-1/2 
 Linear % w/(Vbi-V)2 % (Vbi-V)-3/2 
 Parabolic % w/(Vbi-V)3/2 % (Vbi-V)-1 
Often the voltage dependence is linked with the depletion width. For an 
n+p-junction, in a first approach, this depletion width can be calculated as 
(5.9). However, as the depletion width is not always determined by the 
shallow doping density alone, it is often better to determine w immediately 
from w = ε0ε/C, assuming the depletion capacitance to be the only 
contribution to the total capacitance. Therefore, this capacitance should be 
measured at a sufficiently high frequency to avoid the contributions of 
defects, but low enough to avoid the influence of parasitic network elements, 
as discussed in § 5.1.1. 
5.3 General procedure for voltage dependent AS 
A general procedure to perform voltage dependent admittance spectroscopy 
is illustrated by numerical simulation of a structure which is representative 
for a realistic CIGS-based solar cell. This structure consists of three layers, 
absorber-buffer-window. The absorber p-type doping (1015 cm-3) is much 
lower than the n-type doping in the buffer and window (> 1017 cm-3). The 
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structure can thus be considered to represent an n+p-junction. The densities 
of states in the conduction and valence band of the absorber are 1019 cm-3, 
the thermal velocity is 107 cm/s. Four different scenarios are investigated. In 
the first two scenarios, a spatially uniform acceptor defect with a defect 
energy of +0.35 eV with respect to the valence band is introduced in the 
absorber layer with a defect density of 1014 cm-3 (Low Nt) and of 1016 cm-3 
(High Nt). The capture cross section σp = σn of this defect is 10-15 cm2. In a 
third scenario, the same defect is introduced with a non-uniform defect 
density (Non Uniform), decreasing exponentially with a characteristic length 
of 0.1 μm from 1016 cm-3 at the absorber-buffer interface to 1010 cm-3 and 
remaining constant onwards. In a last scenario, there is no contribution of 
any defect to the capacitance (neutral defects), but a back contact barrier qΦB 
of 0.3 eV relative to the Fermi level is introduced (Back Barrier). The 
different scenarios are summarized in  Table 5.2, the defect density profiles 
of the first three situations are shown in  Figure 5.4. 
 
Figure 5.4 Overview of the defect density profiles used in the different scenarios 
of which the AS response is simulated. 
Table 5.2 Overview of the different scenarios of which the AS response is 
simulated. NA = 1015 cm-3 in all scenarios. 
scenario properties 
Low Nt Nt = 1014 cm-3 < NA 
High Nt Nt = 1016 cm-3 > NA 
Non Uniform Nt = 1016 → 1010 cm-3; Lchar = 0.1 μm 
Back Barrier qΦB – EF = 0.3 eV 
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In a first step, Arrhenius diagrams have to be made in order to extract the 
activation energy and the attempt-to-escape frequency from the slope and the 
intercept. The results are summarized in  Figure 5.5 (left) and  Table 5.3. 
 
Figure 5.5 Left: simulated Arrhenius diagrams under thermal equilibrium 
conditions for four different scenarios: Low Nt (empty squares); High Nt (solid 
squares); Non Uniform (empty diamonds); Back Barrier (solid triangles). Right: 
illustration of overlap of the simulation results for the Low Nt-structure at 4 different 
temperatures (230 – 290 K), each indicated with a different symbol, assuming 
ξ0 = 1.46 H 106 s-1/K2. 
Table 5.3 Parameters extracted from the Arrhenius diagrams. Mean value over 
different bias voltages (-1.5 – 0.5 V; in steps of 0.5 V). Uncertainty intervals 
indicate the standard deviation. For ξ0 and ν0, uncertainty intervals on the logarithm 
are indicated. In the Non Uniform and Back Barrier case the data at 0.5 V has been 
omitted as they are too divergent. 
scenario Eω [eV] ξ0 [s-1/K2] ν0 at 300 K [Hz] 
Low Nt 0.342 ± 0.001 1.46 H 106 ± 0.01 6.57 H 1010 ± 0.01 
High Nt 0.314 ± 0.002 2.33 H 106 ± 0.06 1.05 H 1011 ± 0.06 
Non Uniform 0.341 ± 0.002 1.05 H 106 ± 0.05 4.72 H 1010 ± 0.05 
Back Barrier 0.255 ± 0.009 3.16 H 108 ± 0.22  
The application of a dc bias voltage has only a very limited influence on 
the Arrhenius diagrams: the standard deviation on the results shown in  Table 
5.3 is small. Only under relatively high forward voltage conditions, a small 
deviation can be observed in the Non Uniform and Back Barrier case. The 
defect energy and the back barrier height is retrieved with a reasonable error. 
Also the value for the attempt-to-escape frequency at 300 K for the defects 
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(σp H vth H NV ≈ 1011 Hz) is reasonably recovered from the Arrhenius 
diagrams. Using the value of ξ0, obtained from the analysis of the Arrhenius 
diagrams to rescale the abscissa according to (5.37), the simulation results at 
different temperatures overlap, see  Figure 5.5 (right). As a result, when it is 
difficult to construct an Arrhenius diagram, ξ0 can also be obtained by 
varying its value until the AS curves at different temperatures coincide. 
In a second step, the maximum of the scaled derivative is tracked as a 
function of the applied bias voltage, as shown in  Figure 5.6 (left). These 
values are then fitted to the dependencies listed in  Table 5.1. In the case of a 
spatially uniform defect distribution being responsible for the capacitance 
step (High Nt and Low Nt) the best fit is obtained using the parabolic band 
bending model (5.46). The constant-linear model (5.41) results in a fair, but 
worse fit. No good fit is obtained using the linear model (5.43). The superior 
behaviour of the parabolic model is expected as the band bending in the 
simulated structures is indeed parabolic. In the case of a Non Uniform defect 
density, no good fit could be found with any of the models. The behaviour of 
the capacitance step due to the presence of a Back Barrier fits best to the 
model assuming Cj n Cc. An overview of the fitted parameters with 95% 
confidence intervals is given in  Table 5.4. 
 
Figure 5.6 Left: Voltage dependence of the maximum of scaled derivative for the 
4 different scenarios, using the same symbol legend as in  Figure 5.5 (left). Right: 
Final result of the calculation of the defect density from the simulations with an 
applied bias voltage of 0.0 V (solid lines) and -2.0 V (dashed lines). 
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Table 5.4 Parameters obtained from the fitting of the voltage dependence of the 
scaled derivative to the models shown in  Table 5.1. The goodness of fit is indicated 
with 95% confidence intervals. For the parabolic model, EFn∞ = 1.0 eV, is chosen, 
which is close to the conduction band. EFn∞ is not a fitting parameter, because any 
change in EFn∞ can be counteracted by a change in Nt. Next to the defect density in 
cm-3/eV, also its integrated value is given. The built-in voltages extracted from C-V-
simulations are indicated for comparison event though they exhibit large 
uncertainties. 
scenario Vbi [V] Nt [cm-3/eV] Nt [cm-3] VbiCV [V] 
Low Nt 0.633 ± 0.004 3.09 H 1015 ± 0.031 2.07 H 1014 ± 0.031 0.6 
High Nt 1.025 ± 0.021 1.17 H 1017 ± 0.007 1.04 H 1016 ± 0.007 1.1 
Back Barrier 0.906 ± 0.012   1.0 
Analyzing results from a single defect level, which represents a very 
narrow defect distribution, the assumption of Nt being constant within an 
energy interval of ±2kBT is violated, so the resulting spectrum yields a broad 
peak instead of a Dirac distribution, as can be seen in  Figure 5.1 (right) and 
 Figure 5.5 (right). The dispersion induced by the factor 1/(ω02 + ω2) in 
(5.26) determines a lower limit for the width of the peak in the admittance 
spectrum. The minimum value of the full width at half maximum (FWHM) of 
a single defect level is given by 
1 2ln 1.76
1 2B B
FWHM k T k T
⎛ ⎞+≥ ≈⎜ ⎟⎜ ⎟−⎝ ⎠
. (5.48) 
The defect density expressed in cm-3/eV has thus no physical meaning for a 
single defect level, but one should integrate the area under the peak. The 
results of this integration are also shown in  Table 5.4 and agree well with the 
actual value of the defect density. 
The final result of the analysis of the admittance spectra resulting from the 
presence of a defect density is shown in  Figure 5.6 (right), under two 
different bias voltages: 0.0 V and -2.0 V. For this, the values of  Table 5.3 
and  Table 5.4 have been substituted in (5.46). The built-in voltage in the Non 
Uniform case is chosen as 0.83 V, the mean value of the Low Nt and High Nt 
case. For the Low Nt and High Nt structure, the resulting defect density 
spectra coincide. For the Non Uniform structure, the defect density at -2.0 V 
is lower than at 0.0 V because it is sensed further away from the absorber-
buffer interface, as explained in § 6.1. 
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5.4 The apparent doping density 
5.4.1 Basic theory 
Next to admittance spectroscopy, a second popular technique to extract 
information about the defect density from capacitance measurements is the 
analysis of capacitance-voltage measurements. In its most straightforward 
approach, this technique yields the (apparent) doping density (§ 2.2.1). 
As shown in  Figure 5.7, the occupation state of a defect changes 
drastically at the position where the (quasi-)Fermi level intersects the defect 
energy level Et. As a result, the presence of a defect influences the space 
charge profile, and thus also the depletion width. Moreover, when the 
measurement frequency is low enough, the defect can change its charge state 
dynamically, leading to an additional contribution to the capacitance as 
explained in § 5.2.4.  
 
Figure 5.7 Top: schematic band bending in the absorber with one acceptor defect 
state. Bottom: corresponding charge density of the defect. 
Consequently, (2.4) has to be adapted to the presence of defects. Hereto, 
Gauß’s law can be substituted into the identity (5.49). 
2
2
0
d d d d dx x x
dx dx dx dxdx
ρ
ε ε
Φ Φ Φ Φ⎛ ⎞ = + = −⎜ ⎟⎝ ⎠  (5.49) 
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Integrating this expression between x = 0 (at the interface) and infinity yields 
zero, because x = 0 at the lower integration limit and the electric potential is 
constant when x approaches infinity. 
00 0 0
0d d dx dx dx x dx
dx dx dx
ρ
ε ε
∞ ∞ ∞Φ Φ⎛ ⎞ = = −⎜ ⎟⎝ ⎠∫ ∫ ∫  (5.50) 
Choosing the potential at infinity as the reference potential, Φ(∞) = 0, the 
potential at the interface, which is the built-in voltage reduced with the 
voltage across the junction, can be expressed as an integral over the charge 
density. 
00
(0) biV V x dx
ρ
ε ε
∞
Φ = − = −∫  (5.51) 
Application of a small additional voltage δV, will lead to a small change δρ, 
which results in a change δQ in the total charge. The differential capacitance 
can thus be written as 
0 0
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A V A x
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δρ ε εδ
δ δρ
ε ε
∞
∞= = =
∫
∫
 (5.52) 
where <x> is the first momentum (or the centre of gravity) of the charge 
response δρ. Eq. (5.52) is a generalization of (2.4). 
As shown in  Figure 5.7, the presence of a defect also has an influence on 
the charge density and thus on the measured apparent doping density Nmeas, 
next to an influence on the depletion width. Kimerling investigated the 
influence of deep defects on the apparent doping density [85]. His theory is 
extended in this work in order to include metastable defects, see § 6.4.3. 
When no metastable defects are present, NM = 0 and Nmeas is given by (5.53). 
This is illustrated in  Figure 5.8 (left). 
( )meas A t yN w N N w= +  (5.53) 
1/ 2
0
2
2 t F
A
E Ey w w k
Nq
ε ε⎛ ⎞−= − = −⎜ ⎟⎜ ⎟⎝ ⎠
 (5.54) 
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As long as w < k, only the shallow doping density NA is measured. For w > k, 
there is an influence of the defect density on Nmeas. For very large values of 
w, the following expressions hold: y ≈ w and Nmeas ≈ NA + Nt. Hence, the 
defect density can be determined as the difference between Nmeas|w→∞ and 
Nmeas|w→0. 
 
Figure 5.8 Left: effect of the presence of a defect on the measured apparent 
doping density. Right: apparent doping density extracted from C-V-simulations. 
5.4.2 Comparison with admittance spectroscopy 
Capacitance-voltage simulation results of the structures introduced in § 5.3 
are shown in  Figure 5.8 (right). For the High Nt-structure, the defect density 
can indeed be determined as 1016 cm-3. In this case k ≈ 0.2 μm, assuming NA 
= 1015 cm-3, the defect energy can thus be calculated through (5.54) as 
0.36 eV. Even though this result is promising, its uncertainty is large due to 
the uncertainty on k and NA. For the Low Nt and the Non Uniform structure, 
the defect density cannot be accurately determined. Moreover, in the Non 
Uniform case, the non-uniformity is not as obvious as in  Figure 5.6. 
In general, the determination of the defect density from voltage dependent 
admittance spectroscopy, compared to the analysis of the apparent doping 
density, is hampered by the need for an assumption for the band bending. 
Nevertheless, AS exhibits several advantages as well. First of all, it can 
resolve a defect density which is smaller than the shallow doping density. 
Furthermore, it allows to see the contribution of several defects with a 
different activation energy to the total defect density in a straightforward 
manner. In principle, it is also possible to separate the contribution from 
multiple defects from C-V measurements at several frequencies, by tracking 
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the apparent doping density at a specific position [86]. However, care should 
be taken because a certain value of <x> does not always correspond with the 
same physical position (5.52) due to other contributions to the capacitance 
[84, 87]. 
5.5 Accuracy of the results obtained 
When determining the defect density from admittance measurements, several 
implicit assumptions are needed. Moreover, various (parameter) choices 
which influence the final result have to be made: which band bending model 
is used, what is the value of EFn∞, at which value of Eω is the scaled 
derivative tracked…? In contrast to simulation results, as discussed in § 5.3, 
in real measurements there are many additional sources of decreased 
accuracy of the method: noise on the capacitance measurement, parasitic 
contributions to the capacitance, inexact determination of the sample 
temperature… Hence, it is important to assess the accuracy of the results on 
real measurements.  
In order to do this, admittance spectroscopy is performed on two CIGS-
based samples prepared at EMPA Zürich. Sample 1 was fabricated using a 
modified three stage co-evaporation process and has a 30 nm In2S3-buffer 
deposited by ultrasonic spray pyrolysis [33]. Sample 2 has been fabricated 
according to the conventional three stage co-evaporation process used in 
EMPA with a 100 nm CdS buffer layer deposited in a chemical bath [88]. 
Four point admittance measurements were performed using a Hewlett 
Packard 4192A impedance analyzer. The admittance data were measured 
using a 30 mV ac test signal. The sample was mounted in a N2-coolable 
cryostat varying the temperature from 100 to 360 K in steps of 20 K, and 
relaxed for one hour before cooling down. The frequency was varied from 
100 Hz to 10 MHz. Afterwards data points which are hampered by parasitic 
network elements, or which lead to a phase angle smaller than 10º have been 
discarded. All measurements were performed under dark conditions and the 
applied dc voltage ranged from -2.0 to 0.8 V. Before every measurement, an 
interval of at least 30 seconds was adopted in order to allow slow 
capacitance transients to extinguish. 
5.5.1 The energy scale 
In order to set the energy scale, the attempt-to-escape frequency has to be 
determined. If a clear step is visible in the capacitance-frequency relation, 
the derivative -ω H dC/dω will exhibit a distinct maximum allowing the 
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construction of an Arrhenius diagram. When no clear step is visible but 
rather a smooth transition, it is hard to determine the characteristic frequency 
and to draw an Arrhenius diagram. In this case, the attempt-to-escape 
frequency can be determined by demanding that the curves of the scaled 
derivative with respect to the activation energy at different temperatures 
overlap. 
The capacitance transients will now be investigated assuming they 
originate from the presence of a defect density. This assumption will be 
validated further on in § 5.5.3. 
Performing admittance measurements under different bias conditions, 
leads to an Arrhenius diagram at every voltage. If one can assume that the 
same defect is sensed at every voltage, this allows a larger versatility to 
determine the attempt-to-escape frequency. The activation energy and ξ0 at 
several voltages which have been extracted from Arrhenius diagrams are 
shown in  Figure 5.9. 
 
Figure 5.9 Activation energy (left) and ξ0 (right) extracted from Arrhenius 
diagrams. The error bars indicate the standard deviation of the linear regression 
method used. Solid squares represent the results for Sample 1, empty diamonds for 
Sample 2. 
There is a large spread on the values obtained at different voltages: 
0.07 eV. Moreover, the error bars, representing the standard deviation of the 
linear fit to the Arrhenius diagram, are large as well. The uncertainty on the 
results is further increased due to choices made in the construction of the 
Arrhenius diagram and in the fitting procedure. The characteristic pulsation, 
needed in (5.3), is usually determined as the pulsation where -ω H dC/dω 
reaches a maximum and is hence influenced by the details of the numerical 
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differentiation scheme which is used. Choosing an average value of ξ0 for 
both samples, ξ0 = 2 H 105 s-1/K2 for Sample 1 and ξ0 = 2 H 104 s-1/K2 for 
Sample 2, a nice overlap of the scaled derivative curves at different 
temperatures is found. This is illustrated for Sample 2 measured at 0.8 V in 
 Figure 5.10 (left). A reasonable overlap can however still be found when 
varying ξ0 by a factor of 10, which leads to changes in the calculated 
characteristic energy of kBT H ln10 ≈ 2.3 kBT, which is larger than the 
FWHM calculated in (5.48). At 200 K, this corresponds to approximately 
40 meV. Regarding the spread of the results in  Figure 5.9, an uncertainty of 
±40 meV is indeed to be expected. 
 
Figure 5.10 Left: scaled derivative at different temperatures (T = 100 – 360 K) for 
Sample 2 measured with an external bias of 0.8 V. The abscissa is calibrated using 
ξ0 = 2 H 104 s-1/K2. Right: Meyer-Neldel diagram of the results of  Figure 5.9, using 
the same symbol legend. The Meyer-Neldel behaviour (5.55) for Sample 1 is 
indicated with a dash-dotted line. 
Comparing the left- and right-side graph of  Figure 5.9, a correlation 
between the activation energy and the logarithm of ξ0 seems to be present. 
As can be seen in  Figure 5.10 (right), a correlation is indeed found. The 
parameters obey a Meyer-Neldel type relationship [89, 90]. 
0 00 exp
MN
E
E
ωξ ξ ⎛ ⎞= ⎜ ⎟⎝ ⎠  (5.55) 
For Sample 1, the Meyer-Neldel parameters can be determined as: EMN 
= 13 meV and ξ00 = 4.98 s-1/K2. 
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5.5.2 The density scale 
As can be seen in  Figure 5.10 (left) and  Figure 5.11 (left), the results of 
admittance spectroscopy exhibit a considerable amount of noise. 
Unfortunately, this noise is not easily removed using standard smoothing 
algorithms: e.g. running average or polynomial fit. A substantial part of this 
noise originates in the need for a numerical differentiation scheme in order 
to calculate the derivative. There exist several numerical differentiation 
schemes [91], and the final result is often dependent on the scheme which 
has been chosen.  
 
Figure 5.11 Left: Overview of the scaled derivative measured under different bias 
conditions (V = -2 → 0.8 V) on Sample 2. Right: Overview of the smoothing 
algorithm applied to the measurement results of Sample 2 for V = -1.5 V. All 
symbols: points retained after reduction with tolerance Δ1. Dashed line: smoothed 
curve after reduction with tolerance Δ1. Triangles: points removed during reduction 
with tolerance Δ2. Solid line: final result. 
For this reason, an algorithm has been developed which eliminates the 
noise of the admittance spectrum, reduces the influence of the numerical 
differentiation details and calculates error bars on the resulting spectrum 
[92]. Moreover, this algorithm allows to summarize and examine a lot of 
measurement results in a fast and unambiguous way, without making many 
assumptions or simplifications. The basis of this algorithm is the comparison 
of the results obtained through dissimilar differentiation schemes. All data 
points for which the results of the different schemes deviate more than a 
presupposed tolerance Δ1 are ignored. Afterwards, the results are smoothed 
using straightforward smoothing algorithms and a second tolerance Δ2 is 
applied. The data points which remain after reduction using Δ2 are then again 
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smoothed in order to obtain the final result, see  Figure 5.11 (right). Further 
details about this algorithm can be found in [92]. Using this algorithm, the 
measurement results originating from different dc bias voltages can be 
summarized in one graph, see  Figure 5.12. 
 
Figure 5.12 Overview of the scaled derivative measured under different bias 
voltage conditions on Sample 1 (left) and Sample 2 (right). The curves at different 
temperatures have been combined and smoothed using the algorithm presented in 
[92]. 
For both samples, a peak is visible in the spectrum around 0.15 eV. For 
Sample 2, this peak is only visible when a sufficiently high bias voltage is 
applied. This is the reason why the Arrhenius diagrams for Sample 2 could 
only be analysed for higher voltages (V > 0.3 V). For Sample 1 the energetic 
position of the peak slightly shifts to higher energies when increasing the 
voltage, for Sample 2 to lower energies. This is opposite to the results shown 
in  Figure 5.9. The reason for this is obvious; as all curves are constructed 
with the same value of ξ0, the correlation between Eω and ξ0 (5.55) is 
violated. However, the energetic shift of the peak is smaller than the 
uncertainty on the energy scale and is thus not significant. Next to the 
presence of a sharp peak, also a broad increase of the scaled derivative is 
visible at higher energies (Eω > 0.2 eV). 
In order to scale the diagrams shown in  Figure 5.12 to get to the defect 
density, the value of the scaled derivative has to be tracked as a function of 
the applied voltage and compared to the relations (5.41), (5.43) or (5.46). For 
Sample 1 this is easily done by tracking its value at the peak position. For 
Sample 2 there are too few voltage conditions which exhibit a peak in the 
spectrum to make a decent fit. Assuming the defect density at higher 
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energies to be uniform in space, the scaled derivative can be tracked by 
selecting its value at a certain energy, e.g. 0.32 eV. These results can then be 
used to make a fit for Nt and Vbi as shown in  Figure 5.13. 
 
Figure 5.13 Fitting of the scaled derivative according to (5.41) (dashed line) and 
(5.46) (solid line). The points were selected in  Figure 5.12 at the peak position for 
Sample 1 (solid squares) and at 0.32 eV for Sample 2 (empty diamonds). The error 
bars have been calculated through the smoothing algorithm and indicate the 95% 
confidence interval. 
The results have only been fitted to the constant-linear model, which is 
the most straightforward and requires the least assumptions, and the 
parabolic model, which is expected to render the most accurate 
representation of the true band bending in the sample. An overview of the 
fitted parameters is given in  Table 5.5. 
For both samples it is possible to get a reasonably good fit for V < 0.25 V. 
Even though both models yield a visually good fit and the uncertainty on the 
results is not excessive, there is a large discrepancy between them: a 
difference of approximately 0.5 V on the built-in voltage and of a factor ten 
on the defect density. The built-in voltage can also be determined from a 
capacitance-voltage measurement but the result is then dependent on the 
temperature. At 200 K (the temperature range where the capacitance step 
corresponding with a peak in the AS at 0.15 eV) the built-in voltage for 
Sample 1 can be determined as 0.97 V and for Sample 2 as 1.4 V. 
Comparing these values to the values obtained in  Table 5.5, one can 
conclude that the parabolic model is more realistic than the constant-linear 
model for these samples. 
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Table 5.5 Parameters obtained from fitting the voltage dependence of the scaled 
derivative. The uncertainty represents the 95% confidence interval of the fitting 
procedure. 
 Sample 1 Sample 2 
 Constant-linear model (5.41) 
Vbi [V] 0.56 ± 0.01 0.65 ± 0.17 
Nt [cm-3/eV] 1.0 H 1016 ± 0.02 4.9 H 1016 ± 0.10 
 Parabolic model (5.46) 
Vbi [V] 1.00 ± 0.08 1.17 ± 0.43 
Nt [cm-3/eV] (EFn∞ = 0.8 eV) 6.5 H 1016 ± 0.03 2.4 H 1017 ± 0.09 
Nt [cm-3/eV] (EFn∞ = 0.9 eV) 7.7 H 1016 ± 0.04 2.6 H 1017 ± 0.08 
Nt [cm-3/eV] (EFn∞ = 1.0 eV) 1.0 H 1017 ± 0.09 2.8 H 1017 ± 0.08 
As already mentioned before, EFn∞ is not a fitting parameter, but has to be 
estimated. Fortunately, its choice has no influence on the resulting value of 
Vbi and only a minor influence on Nt. Nevertheless, the variation on the result 
due to a different choice of EFn∞ limits the accuracy, e.g. the results for 
Sample 1 are accurate up to a factor 2. Only the results for EFn∞ = 1.0 eV will 
be discussed further. In this case, the Fermi level is close to the conduction 
band at the junction, corresponding to an n+p-junction. 
The apparent doping density profile for both samples is shown in  Figure 
5.14. The dramatic increase for <x> → 0 is due to the influence of the 
diffusion capacitance and series resistance and is of minor importance here. 
For Sample 2, a Kimerling-like behaviour as shown in  Figure 5.8 (left) is 
clearly visible, leading to Nt ≈ 5H1016 cm-3. For Sample 1 this behaviour is 
not so obvious, but one can expect Nt ≈ 5H1015 cm-3. The value for Sample 1 
can be compared with the results in  Table 5.5 after integration of the defect 
density per energy under the peak. This leads to Nt ≈ 3.5H1015 cm-3 for the 
parabolic model and Nt ≈ 3.5H1014 cm-3 for the linear-constant model. This 
gives a second confirmation that the parabolic model is more accurate for the 
description of Sample 1. 
 5.5 Accuracy of the results obtained 103  
 
Figure 5.14 Apparent doping profile, measured at T = 200 K and f = 100 kHz. 
The parabolic model gives a good fit to the measurement results at reverse 
and small forward bias voltages and its results agree well with the 
capacitance-voltage measurement data. However, the fit at stronger forward 
voltages largely underestimates the measurement results in  Figure 5.13, 
especially for Sample 1. One possible explanation for this behaviour is an 
increased defect density towards the absorber-buffer interface if the defect 
level is located close to the valence band or a decreased defect density if the 
defect level is located close to conduction band, the reason for this will be 
shown in § 6.1 and § 6.3. 
5.5.3 Non-defect contributions 
The procedure described above, can also be performed when the origin of 
the peak in the admittance spectrum is not a defect density, but rather the 
presence of a barrier or carrier relaxation. Strictly spoken, the Arrhenius 
diagram should be drawn using an exponent m which can be different from 
2. Fortunately, a small error in this exponent will only slightly influence the 
straightness of the Arrhenius diagram and the parameters extracted from it. 
The fitting to the parabolic and linear-constant model are also relevant for 
non-defect contributions because they exhibit a similar voltage dependence, 
see  Table 5.1. 
It is very unlikely that the spectra shown in  Figure 5.12 originate from 
carrier relaxation because the transient corresponding with the peak positions 
occurs at temperatures around 200 K, the broad band in the spectrum 
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corresponds with even higher temperatures. Carrier relaxation, in contrast, is 
usually observed at 100 K or at even lower temperatures. 
As can be seen in  Figure 5.9, the position of the characteristic energy is 
not strongly dependent on the applied bias voltage, even at high forward 
voltages. When the peak in the AS would result from the presence of a 
barrier, one expects a strong shift of Eω according to (5.17). However, this 
argument is not as strong as for the carrier relaxation, because capacitance 
measurements at high forward voltage are less reliable due to influences of 
e.g. series resistance and the diffusion capacitance. 
5.6 The N1-signature 
Two distinct features are commonly observed in admittance measurements 
on CIGS-based solar cells. In accordance with Herberholz et al. [93] they are 
labelled N1 and N2. 
The N2-signature corresponds with a broad peak in the AS results with Eω 
≈ 200 – 300 meV. It can be assigned to the presence of a broad defect 
distribution in the bulk of the absorber. In modern high efficiency samples, 
N2 is no longer always observed. In contrast to N2, the N1 signature 
corresponds to a much narrower peak with Eω ≈ 100 meV. N1 is observed in 
measurements on many different CIGS-based solar cell samples, and has 
specific properties which are a major source of controversy. 
A first property assigned to N1 is the fact that its activation energy 
increases with repetitive air annealing [93] and sometimes also depends on 
the buffer thickness [84, 87]. Moreover, the activation energy changes when 
the metastable state of the sample is changed [57]. 
A second property is related to the sign of the deep level transient spectro-
scopy (DLTS) signal. In DLTS, voltage pulses are applied to a diode. In a 
conventional experiment, the applied voltage is sharply decreased, ΔV < 0, 
ideally with a step function. This leads to a sharp drop in the measured 
capacitance, followed by a slow increase which can be related to the 
emission of majority carriers from the defect states. Following the 
conventions used in [94, 95], the signal resulting from an increasing 
capacitance is called a positive signal. Next to the conventional signal 
(ΔV < 0) also the complementary signal can be measured (ΔV > 0), which 
leads to a decreasing capacitance when originating from the emission of 
majority carriers, a negative signal. For N1 however, a negative signal is 
measured in conventional DLTS and its complementary signal is positive. 
Moreover, the amplitude of this complementary signal is much higher than 
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the amplitude of the conventional signal. This signature would also be 
observed if it would originate from the emission of a minority trap, which is 
proposed to be the origin of N1 by Igalson et al. [93, 96]. 
A third property often assigned to N1 is the non-linearity of the Arrhenius 
diagram, measured through AS or DLTS, for very low temperatures [57, 97]. 
A final property of N1 is that the height of the capacitance step can 
sometimes be correlated with the buffer thickness, as proposed by 
Niemegeers et al. [87]. However, this correlation does not hold for all 
samples [84]. 
Several models have been devised in order to explain the extraordinary 
properties of the N1 signal. Up to now, none of them is able to explain all 
features seen on all samples and some controversy about the subject remains. 
The most important models are surveyed below. 
5.6.1 An interface defect density 
A first interpretation was proposed by Herberholz, Igalson et al. [93, 96]. 
The N1 signature is thought to originate from minority traps which are 
located close to the absorber-buffer interface. Energetically, these traps are 
located close to the conduction band. 
Only the traps which intersect the quasi-Fermi level for electrons can be 
detected. In this model, the shift of the measured activation energy is 
explained in terms of a shift of pinning of the quasi-Fermi level due to 
annealing, application of a buffer or change of the metastable state. The 
main foundation for interpreting N1 as an interface defect density is the 
DLTS signal which corresponds to a minority trap. Close to the interface, 
there is indeed a reservoir of electrons (which are the minority carrier in the 
absorber) present. The non-linearity of the Arrhenius diagrams is then 
explained in terms of thermally assisted tunnelling [57]. 
One difficulty when explaining N1 as a (close to) interface defect is that 
its properties remain present when no buffer is applied, a situation for which 
one could expect a dissimilar interface configuration. A second problem 
arises when investigating J-V measurements at low temperatures (100 – 
150 K). These indicate that the CdS resistivity blocks the current flow 
through the device, with a dielectric relaxation frequency smaller than the 
characteristic frequency of N1. This takes down the assumption of a 
reservoir of minority carriers close to the absorber-buffer interface. 
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5.6.2 A bulk defect density 
Based on drive level capacitance profiling (DLCP) and capacitance-voltage 
measurements, Heath et al. [86], reject the assumption that N1 is originating 
from defect states close to the interface. They assume a bulk defect level to 
be responsible for it. 
The effect should be located in the bulk because DLCP is quite insensitive 
to any interface response. A second argument for a bulk defect density is that 
the apparent doping density profile Nmeas(<x>) measured at high and low 
frequencies (with respect to the characteristic frequency of N1) is shifted 
over more than 0.2 μm. 
The variation of the activation energy and the non-linearity of the 
Arrhenius diagrams are not (yet) explained in this model. Also the properties 
observed in DLTS measurements cannot be explained. The main problem 
however, is the fact that the activation energy of N1 is sometimes as low as 
50 meV. Because only bulk trap levels which intersect the Fermi level can 
be detected, this would imply very high doping densities which are not 
observed. 
5.6.3 A (back contact) barrier 
Eisenbarth et al. [84] proposed that N1 originates from a barrier in the solar 
cell structure. This barrier is likely to be located at the back contact, but this 
is not necessary. 
In this model the change of the measured activation energy is related to a 
shift in the barrier height ΦB, as can be seen in (5.17). The properties 
observed in DLTS measurements have been explained as originating from 
the presence of a barrier by Lauwaert et al. [94, 95]. A method has been 
devised to discriminate between DLTS features originating from a barrier 
and a defect density. Unfortunately, this method could not yet be applied to 
many different samples. The non-linearity of the Arrhenius diagrams can be 
explained by the presence of the exponent m in (5.17), which is governed by 
the temperature dependence of the hole mobility. 
The main problem with this model is to find a link between a metastable 
state, annealing or buffer thickness and the barrier height. This is very hard, 
especially when locating the barrier at the back contact. 
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5.6.4 Variable range hopping 
Based on the non-linearity of the Arrhenius diagrams Reislöhner et al. [97], 
attribute N1 to hopping conduction. Currently, the arguments supporting this 
model are very limited. 
5.6.5 A combination of effects 
The exact properties of the N1 signature can vary wildly when measured 
under different circumstances or on different samples. The two models, 
giving the most complete explanation for these properties are currently the 
presence of an interface defect density and of a barrier. For some samples 
one model is more applicable, for other samples the other model yields better 
results. It is however not unlikely that both phenomena lead to the 
observation of N1. Moreover, these phenomena do not exclude each other. 
Hence it is possible that they are both observed in the same sample, which 
would seriously complicate the analysis of the N1 signature. 
5.7 Summary and conclusions 
Admittance measurements can yield a wealth of information about the solar 
cell structure and the processes associated with it. Usually, the admittance is 
interpreted as a parallel connection of a frequency dependent capacitance 
and conductance. There are several parameters influencing the admittance, 
which allows for a large versatility of analysis methods. The analysis of the 
capacitance versus frequency relation can yield valuable information about 
the defect density in the sample. Performing this analysis under different 
bias conditions improves its accuracy and applicability. 
Different processes can lead to a step in the C-f-relation. The 
characteristic frequency at which such a step occurs is thermally activated 
and can be related to an activation energy. The analysis of the derivative of 
the capacitance to the frequency is called admittance spectroscopy (AS). 
Three important processes which result in a capacitance step are carrier 
relaxation, the presence of a barrier and of a defect density. For each of 
them, the activation energy and the derivative of the capacitance have a 
specific dependence on the bias voltage applied during measurement, see 
 Table 5.1, which can be analysed in order to examine the properties of the 
process or the studied sample. 
A straightforward procedure can be followed when performing voltage 
dependent AS. In a first step the parameter ξ0 has to be determined, 
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preferably from an Arrhenius diagram. This parameter can then be used to 
rescale the frequency axis to an energy axis. Tracking the value of the scaled 
derivative (5.47) at a specific energy as a function of the applied bias voltage 
and fitting these results to one of the models listed in  Table 5.1 allows to 
determine the parameters which are present in these models. When the 
capacitance step originates from a defect distribution, this knowledge can 
then be used to draw the defect density as a function of the defect energy. 
Next to AS, also capacitance-voltage measurements can yield valuable 
information about the defect density, through application of the theory 
developed by Kimerling. With respect to AS, less assumptions and 
parameters are needed in this investigation. However, AS can detect much 
lower defect densities and yields the energetic dependence in a straight-
forward way, which is much harder to access from C-V-measurements. 
When determining the defect distribution in a sample through AS, both 
the accuracy on the energy and density scale are limited. Performing voltage 
dependent AS allows to assess and improve this accuracy. The accuracy on 
the energy is of the order of 2kBT. One of the main sources of uncertainty 
when calibrating the density axis is the need of the parameter EFn∞ in some 
of the models used. An accuracy up to a factor 2 can be achieved for the 
defect density. 
An important feature often observed in AS is the N1 signature. This is a 
sharp peak with an activation energy in the order of 0.1 eV. This activation 
energy is dependent on the buffer thickness, annealing and the metastable 
state of the sample. Moreover, in DLTS measurements this peak can be 
associated with a minority trap. Finally, the Arrhenius diagram of N1 is not 
linear in the entire temperature range. There still exists a lot of controversy 
about the origin of N1. The most plausible explanations are the presence of a 
defect density close to the interface and the presence of a barrier in the 
structure. Nevertheless, it has also been associated with a defect density in 
the bulk of the absorber and with variable range hopping. 
5.8 Personal contribution to the subject 
I made a systematic overview of the influence of an applied bias voltage on 
admittance spectroscopy results. Hereto, I thoroughly extended the theory 
developed by Walter et al. [74] to non-thermal equilibrium circumstances. I 
developed a strategy to perform voltage dependent AS and investigated its 
possibilities and accuracy. This work is published in [75], its applications in 
[76, 77, 92]. 
 Chapter 6 
Admittance measurements 
with metastable defects 
As already mentioned in  Chapter 4, metastabilities have an important 
influence on the results of admittance measurements. The metastable state of 
the sample can be influenced by the applied bias conditions during 
measurement, even at low temperatures when the energy barriers connected 
with a configurational change are low enough. Hence, the analysis of the 
admittance as a function of the applied bias is important to learn more about 
the metastable states of the sample. Each specific state of the sample is 
moreover connected with a different configuration distribution of the 
metastable defect. As a result, the investigation of spatial variations is 
expected to yield valuable information as well. Consequently, metastabilities 
need to be studied using capacitance-voltage measurements and bias 
dependent admittance spectroscopy. 
This chapter can be considered to provide a practical application of the 
theories introduced in  Chapter 4 and  Chapter 5. First, the influence of spatial 
variations on the results of bias dependent AS will be discussed. This 
knowledge will then be used to assess the influence of a metastable defect on 
AS measurements. Finally, a theory will be developed which explains the 
influence of metastabilities on C-V-measurements. This theory will be 
applied to the reverse bias metastability. 
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6.1 Spatial variations in admittance spectroscopy 
As demonstrated in § 5.2.4, a defect level can only be detected by admittance 
spectroscopy at the position where the Fermi level intersects the defect 
energy level. This position is dependent on the exact band bending in the 
sample and thus on the applied bias voltage. The activation energy Eω, which 
is extracted from AS corresponds to the energetic distance of the defect level 
to the closest band gap edge, unless the capture cross sections are very 
asymmetric. Assuming parabolic band bending and a defect level which is 
located close to the valence band edge, the relation between the activation 
energy and the position in the sample where the defect is sensed is given by 
(5.44). When the defect is located close to the conduction band, Eω should be 
referenced with respect to the conduction band energy instead, leading to 
( ) 2g Fn bi x xE E E q V V w wω ∞
⎛ ⎞= − + − −⎜ ⎟⎝ ⎠ . (6.1) 
 
Figure 6.1 Relation between the position x (measured from the absorber-buffer 
interface) where a defect level is sensed and its activation energy Eω. The relations 
drawn in solid lines are valid for a defect which is located close to the conduction 
band (6.1), in this case Eω = EC - Et. The relations drawn in dashed lines are valid for 
a defect located close to the valence band (5.44), in this case Eω = Et - EV. The 
arrows indicate the influence of an increasing bias voltage V = -0.4 → 0.4 V. 
Calculation made assuming Eg = 1.1 eV; EFn∞ = 0.9 eV; Vbi = 0.75 V and w 
= 0.4 H (Vbi-V)1/2 μm/V1/2. 
Relations (5.44) and (6.1) are visualized in  Figure 6.1. If the defect level is 
located close to the valence band, the position at which it is detected 
approaches the absorber-buffer interface when the applied bias voltage is 
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increased. If the defect level is located close to the conduction band, this 
position moves slightly towards the absorber bulk. 
6.2 Metastabilities and admittance spectroscopy 
The results of AS are dependent on the applied bias both under the initial 
working point conditions and during the measurement. Three interesting 
measurement procedures can be discerned. 
The most straightforward approach is to keep the sample in the same 
metastable state (same initial condition) and perform C-f-measurements with 
different bias voltages applied. As explained in the previous section, this 
yields the defect distribution at several positions for one given distribution of 
the metastable defects. The fraction of defects in the acceptor/donor 
configuration at a given position remains constant. Differences between the 
separate measurements in this case are due to spatial variations in the defect 
density and in the spatial distribution of the metastable defects over the 
acceptor and donor configuration. Nevertheless, when the activation energy 
of the configurational change is low, the metastable state can have changed 
as well, even at low temperatures. 
A second approach is to vary the metastable state of the defects, whilst 
performing the measurements under identical conditions. Ideally this should 
give an insight in how the distribution of the defect over acceptor and donor 
configuration varies at a certain position. However, as a difference in the 
metastable state of the defects changes the band bending in a sample, the 
assumption that all measurements yield information about the same position 
is not always valid and difficult to verify. 
A third approach is to vary the voltage during the initial condition and the 
measurement simultaneously. A major benefit of this approach is the 
certainty that the metastable state is conserved even if some activation 
energies are low. Moreover it allows to access the total defect density of the 
metastable defect, independent of the local distribution over the acceptor 
donor configuration. Consider e.g. a defect level belonging to the acceptor 
configuration of a metastable defect. This defect level can be detected using 
admittance spectroscopy at the position where its energy level intersects the 
Fermi level position. As the admittance is measured under the same 
conditions as the initial condition, this Fermi level position is determining 
the fraction of defects in the acceptor configuration as well. Hence, for every 
bias voltage applied, the difference between the transition energy and the 
initial Fermi level energy is the same at the position where the defect density 
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is sensed, and thus the fraction of defects in the acceptor state remains 
constant in all measurements. In this way variations in the total metastable 
defect density can be measured independent of the metastable distribution 
between acceptor/donor configuration throughout the sample. 
6.3 Measuring the metastable defect configuration distribution 
In  Figure 5.12 (right) a peak starts to grow at Eω ≈ 0.15 eV in the admittance 
spectrum for Sample 2 when the applied bias voltage is increased. This is 
due to a strongly non-uniform spatial defect density variation. According to 
§ 6.1, there are two possible situations which can lead to such a strong 
increase. First of all the density of a defect with an energy level located 
0.15 eV above the valence band can strongly increase towards the absorber-
buffer interface. Secondly, the density of a defect with an energy level 
located 0.15 eV below the conduction band can strongly decrease towards 
the absorber-buffer interface. Regarding  Appendix A, there are several 
defect levels which could explain the admittance measurement results on 
Sample 2. These will be discussed below. 
6.3.1 Defect levels located close to the valence band 
An indium or gallium vacancy (VIII) is the only defect level state located 
around 0.15 eV above the valence band. In order to explain the peak in the 
admittance spectrum, the VIII density should increase towards the absorber-
buffer interface and thus the III/(Cu+III) ratio is expected to decrease. This is 
in contradiction with XPS-measurements, which reveal an increase of 
III/(Cu+III) towards the absorber-buffer interface (See [10] §4.2.5). 
Moreover, it is more likely to detect a shallow defect level close to the 
conduction band than close to the valence band. At the interface the Fermi 
level is usually pinned close to the conduction band, thus even a shallow 
defect level, close to the conduction band, will cross the Fermi level energy 
and can be detected. The minimum detectable defect level energy with 
respect to the valence band on the other hand, is determined by the Fermi 
level position in the bulk, and thus by the shallow doping density: 
EF - EV ≈ kBT H ln(NV/NA). For Sample 2, NA ≈ 1016 cm-3 ( Figure 5.14) which 
leads to EF - EV ≈ 6.9 H kBT. At 200 K, a defect with a defect level energy of 
0.15 eV is still detectable, although it is on the limit of detection. At 300 K, 
EF - EV ≈ 0.18 eV, the defect can no longer contribute to the capacitance. 
One would thus expect a decreasing capacitance at low frequencies for 
increasing temperatures. However, the opposite behaviour is observed. It is 
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thus not probable that a non-uniform VIII-defect density is responsible for the 
increasing peak in the admittance spectrum. 
6.3.2 Defect levels located close to the conduction band 
CdCu creates a defect level at about 0.15 eV below the conduction band, 
see  Table A.1. With a CdS-buffer, one expects the density of this defect to 
increase towards the absorber-buffer interface due to interdiffusion, which 
would lead to a shrinking peak in the admittance spectrum with increasing 
bias. 
There are still two candidates left to explain the admittance spectrum of 
Sample 2. Both the acceptor configuration of the (VSe-VCu)-complex and the 
donor configuration of the IIICu defect and its complexes ( Table A.2) lead to 
a defect level close to the conduction band. As shown in  Figure 4.7, close to 
the absorber-buffer interface a metastable defect is more likely to be found 
in its acceptor state and towards the bulk in its donor state. Hence, the only 
defect which results in an energy level at about 0.15 eV below the 
conduction band and whose density is decreasing towards the absorber- 
buffer interface is IIICu. 
6.3.3 Simulation results  
 
Figure 6.2 Simulated admittance spectra under different bias conditions: V = -2; 
-1; 0; 0.1; 0.2; 0.3; 0.4 V. T = 160 K. 
With the model used in § 4.6, the admittance spectrum of Sample 2 can 
qualitatively be reproduced, see  Figure 6.2. In § 4.6 the apparent doping 
density was 1015 cm-3 in order to be able to compare with the results of the 
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(VSe-VCu)-model. In this chapter, the shallow doping density is increased to 
1016 cm-3 in order to be more consistent with the apparent doping density 
profile measured for Sample 2, see  Figure 5.14 (1016 cm-3 is chosen rather 
than 4 H 1016 cm-3 because there is a large Kimerling-like influence of a deep 
defect on the apparent doping density profile). The value of ETR is chosen as 
0.8 eV rather than 0.92 eV as calculated from first principles calculations, 
see  Table A.2. The value of ETR is lowered to ensure that the peak only starts 
to grow for positive voltages. For higher values of ETR the peak is already 
visible for V > -1 V. The exact value of ETR in the model is however of minor 
importance because spatially uniform layers are assumed in order not to 
complicate the model whereas real samples usually exhibit a band gap 
grading towards the absorber-buffer interface. 
 
Figure 6.3 Left: Fraction of IIICu defects in the donor configuration for ETR = 0.75 
→ 0.90 eV. The model with ETR = 0.8 eV (solid line) was used to perform the 
simulations of  Figure 6.2. Right: Relation between the position x (measured from the 
absorber-buffer interface) where a defect level is sensed and its activation energy 
Eω. Calculation made assuming w = 0.35 H (Vbi-V)1/2 μm/V1/2; Eg = 1.12 eV; 
EFn∞ = 1.1 eV and Vbi = 1 V. The bias voltage was varied according to V = -2; -1; 0; 
0.2; 0.4 V. 
 Figure 6.3 (left) shows the spatial distribution of the fraction of defects in 
the donor configuration. In the bulk of the absorber, all defects are in this 
configuration, approaching the absorber-buffer interface, there is a sharp 
decrease around x = 0.02 μm.  Figure 6.3 (right) shows the position where a 
defect level located Eω below the conduction band can be sensed. For 
Eω = 0.15 eV, this position is located in a region where almost no defects in 
the donor configuration are present, as long as V < 0 V. As a result, there is 
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no peak visible in the admittance spectrum. For increasing applied bias 
voltages, the sensing point moves into the region where defects in the donor 
configuration are present and a peak starts to appear in the admittance 
spectrum. 
In principle, one could use the AS measurement results under different 
bias voltages to determine at which position the defect configuration changes 
from acceptor to donor, and how this position depends on the metastable 
state of the sample. Unfortunately, the uncertainty on the parameters which 
are needed are too large to perform such a quantitative analysis. In order to 
construct  Figure 6.3 (right), several parameters need to be introduced, see  
(6.1). The uncertainty on Vbi and EFn∞ has already been discussed in § 5.5. 
The value of the depletion width w is difficult to obtain. In  Figure 6.3, w was 
determined from the capacitance simulated at f = 1MHz, T = 160K and 
V = -2 V, assuming (2.4) and (5.9). However, the resulting value is strongly 
dependent on both f and T and the relation (5.9) is not always fully obeyed. 
The band gap is assumed to be constant, even though in a real sample a band 
gap grading towards the absorber-buffer interface is often present. Also close 
comparison with modelling results cannot significantly improve the 
accuracy. This is because the value of ETR is only reported in literature based 
on first principles calculations, and thus its actual value can vary within 
reasonable boundaries. As shown in  Figure 6.3 (left) this value has a strong 
influence on the position where the acceptor and donor configuration are in 
equilibrium. 
6.4 Influence of metastabilities on the apparent doping density 
As discussed in  Chapter 4, several metastabilities result in a change of the 
measured apparent doping density. The reverse bias effect has a strong 
influence on the apparent doping density profile, and is often ascribed to the 
presence of (VSe-VCu)-complexes. In this section, it will be demonstrated that 
the influence of the RB effect on the apparent doping density profile can 
indeed be linked to the presence of (VSe-VCu)-complexes. 
6.4.1 Measurements 
Capacitance-voltage measurements have been performed on a CIGS-based 
solar cell sample in the relaxed state and after reverse bias treatment (-2 V at 
300K). The CIGS absorber layer of the sample has been grown on Mo 
coated soda lime glass substrates by thermal evaporation following the three 
stage process of the University of Nantes [39]. It has been finished with a 
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50 nm thick CdS buffer and a 350 nm thick ZnO:Al window layer. The 
Mott-Schottky diagrams and the resulting apparent doping profiles are 
shown in  Figure 6.4. Applying a reverse bias at elevated temperatures 
(≥ 300 K) before starting the measurements at low temperature (< 250 K) 
leads to a horizontal shift of the Mott-Schottky curves towards lower 
voltages [61]. Apparently, a reverse bias treatment results in an increase of 
the negative charge concentration close to the junction and a decrease further 
away [57]. 
 
Figure 6.4 Left: Mott-Schottky diagrams (T = 200 K; f = 1 MHz) in the relaxed 
state (squares) and after reverse bias treatment (triangles). The solid lines are the 
simulation results for different voltages applied during the reverse bias treatment 
(Vinit) ranging from -2 V to 0 V in steps of 0.5 V. Right: the corresponding apparent 
doping density profiles (the voltage range for the simulation results has been 
extended here to -4 V). The stars mark the points where Nmeas ≈ NA + Nt/2.  
6.4.2 Simulations 
A numerical model is now built which is able to mimic the measurement 
results. This model should be as simple as possible to allow extensions in 
order to explain other effects with the same model as well. This is the same 
model which has been used for the (VSe-VCu)-complex in § 4.6. Five 
parameters of importance have been optimized to assure the correspondence 
with the measurement results: the shallow doping density NA = 1015 cm-3, the 
metastable defect density NM = 3 H 1015 cm-3, the transition energy ETR 
= EV + 0.25 eV, the defect density Nt = 1.4 H 1016 cm-3 and energy level Et 
= EV + 0.33 eV of an additional acceptor defect which has been introduced 
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according to [98]. The properties of the (VSe-VCu)-complex as given in  Table 
B.1 for CuInSe2 have been used. 
The simulations of the C-V-measurements of this structure are also shown 
in  Figure 6.4. The initial voltage, which is used to calculate the metastable 
configuration distribution is varied from -2 V to 0 V in steps of 0.5 V. The 
simulations with Vinit = 0 V and Vinit = -2 V agree well with the 
measurements. The shape of the curves in between varies in a similar way as 
shown in Figure 2 of [61]. There is indeed an apparent increase of the 
negative charge concentration visible close to the interface. This increase is 
due to an increased fraction of (VSe-VCu)-complexes in the acceptor 
configuration ( Figure 6.5) close to the interface. When performing C-V 
simulations in the voltage range from -2 V to 0.5 V there is a decrease in the 
apparent doping density at larger distances from the interface when 
Vinit = -2 V. Extending the voltage range to -4 V, however, shows that this 
decrease is the result of a horizontal shift of the minimum of the curve for 
more negative values of Vinit. 
 
Figure 6.5 Fraction of the (VSe-VCu)-complexes in the acceptor configuration. 
The absorber-buffer interface is located at x = 0 μm. 
It should be emphasized that the agreement between the simulation and 
measurement results has been obtained using a very simple model, and 
optimizing only a limited number of parameters. 
The value of ETR is crucial. ETR does not only influence the position where 
the occupation of the acceptor configuration drops, it also influences the 
space charge in the bulk of the absorber because the occupation of the 
acceptor configuration does not drop to zero in the bulk. The reason for this 
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is the fact that the transition energy of the (VSe-VCu)-complex is close to the 
Fermi level position in the bulk of the absorber. As a result there is a strong 
interdependence between ETR, the shallow doping density and the metastable 
defect density. Because ETR is not close to EV for the IIICu complexes, the 
importance of ETR there would not be as far reaching as for the (VSe-VCu)-
complex. The shallow doping density influences the space charge density in 
the bulk of the absorber and thus also the slope of the Mott-Schottky 
diagram. The metastable defect density NM influences the space charge 
density in the bulk of the absorber in a similar way as the shallow doping 
density. Moreover, it influences the difference between the simulation results 
for different values of Vinit and thus the splitting of the Mott-Schottky curves 
for Vinit = 0 V and Vinit = -2 V. Optimization of the combination of the values 
of ETR, NA and NM are the key-factor to get a good agreement with the C-V-
measurement results. Nevertheless, there is still a minor influence of the 
defect density and energy of the additional acceptor defect. The presence of 
this defect is required to reproduce the increase of the apparent doping 
density for increasing values of <x>. In contrast to the other three 
parameters, the tolerance on the properties of this defect is larger. Its defect 
density can be lowered with a factor 5 without resulting in an obvious 
mismatch between measurement and simulation results. 
6.4.3 Theory 
As introduced in § 5.4, the presence of a deep defect state can have an 
important influence on the apparent doping density profile deduced from 
C-V-measurements. This effect has been studied by L.C. Kimerling [85]. If 
in addition also a metastable defect is present in the structure, this theory can 
be extended by introducing a metastable defect density NM. If NM = 0, the 
original theory of Kimerling is retrieved. 
Assume an n+p-junction with a shallow acceptor density NA where a deep 
acceptor defect density Nt is present, whose defect level energy is assumed to 
be closer to the valence band than the conduction band. This can be 
modelled using a staircase function as proposed by Sah and Reddi [99]. NA 
contributes to the space charge in the entire depletion region, up to x = w. 
The defect density Nt contributes to the space charge up to x = y. The 
distance y is determined as the point where the defect level energy intersects 
the (quasi-)Fermi level energy (for holes) as shown in  Figure 5.7. Indeed, as 
long as the defect level energy is located below the Fermi level energy, the 
defect state will be occupied with an electron. As a result, y is a function of 
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the applied bias voltage under which the capacitance is measured. To model 
the presence of a metastable defect, a density NM is assumed to contribute to 
the space charge up to x = xM. This position is independent on the applied 
voltage during the capacitance measurement but it is dependent on the bias 
applied during the initial conditions. An overview of the resulting space 
charge profile when xM < y < w, is shown in  Figure 6.6 (left). All defect 
states have been assumed to represent acceptor states, the theory can 
however easily be extended for donor and multivalent states as well [85]. 
Moreover, Nt is assumed to be independent of the metastable state of the 
sample. When Nt would correspond to one of the configurations of the 
metastable defect, there will be an additional interdependence between Nt 
and the metastable state of the sample. This interdependence cannot straight-
forwardly be introduced in the analytical model, but needs to be investigated 
through full numerical simulations. 
 
Figure 6.6 Left: Staircase model of the space charge density in the presence of a 
deep defect Nt and a metastable defect NM. The arrows indicate how the density 
changes when the applied measurement voltage is varied. Right: the electrostatic 
potential distribution. The Fermi level is assumed to be constant in the depletion 
region. Et - EF represents the difference between the defect level energy and the 
quasi-Fermi level energy for holes in the bulk of the absorber. 
The density N(x) shown in  Figure 6.6 is mathematically represented by 
(6.2) where the horizontal braces indicate that this specific term only has to 
be added when the condition below is fulfilled. 
( ) N N
M
A M t
x x x y
N x N N N
< <
= + +  (6.2) 
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The charge density ρ is given by -q H N. The electric field E can be 
calculated by integrating Gauß’s law and postulating E(w) = 0. 
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 (6.3) 
Integrating (6.3) yields an expression for the electrostatic potential Φ. 
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 (6.4) 
The potential at the interface is chosen as the reference potential, Φ(0) = 0. 
The potential at the depletion edge is then given by Φ(w) = -(Vbi-V). At the 
position y, the defect level energy intersects the Fermi level energy and the 
potential is given by Φ(y) = (Et-EF)/q - (Vbi-V), see  Figure 6.6 (right). 
Evaluating (6.4) at x = y leads then to 
( ) ( ) ( )2 2022
M
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q
ε ε
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− = − + −	
 . (6.5) 
This equation can be solved in order to determine y. The solution is given by 
(6.6) when y < xM < w and by (6.7) when xM < y < w, which is the same result 
as obtained by Kimerling, see (5.54). 
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The situation with xM > w is identical to the situation which resulted in (6.7) 
when replacing NA by NA + NM. Hence, for y < w < xM, the position y is given 
by 
1/ 2
0
2
2 t F
A M
E Ey w
N Nq
ε ε⎛ ⎞−= − ⎜ ⎟⎜ ⎟+⎝ ⎠
. (6.8) 
Evaluation of (6.4) at x = 0 leads to 
( ) 2 2 202 bi A M M tV V N w N x N yq
ε ε − = + + . (6.9) 
If no defects would be present, NM and Nt disappear and the shallow doping 
density can be determined as 
( ) ( )0 20 02/ 1/A dV C dV dVN qw dw q d C q d Cε ε ε ε ε ε= − = − = − , (6.10) 
which corresponds to (2.5). Equation (6.10) is used to determine the 
apparent doping density regardless whether defects are present or not. 
Substitution of (6.9) in (6.10) leads to 
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When xM < y < w (6.7), dy/dw equals unity, but when y < xM < w (6.6), dy/dw 
is given by 
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It is easily checked that dy/dw = 1, when xM = y. When y < w < xM (6.8), 
Nmeas can be calculated in a similar way as in (6.11), leading to 
meas A M t
yN N N N
w
= + + . (6.13) 
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6.4.4 Application to the simulation results 
The theory of the previous section can now be applied to the simulated and 
measured apparent doping density shown in  Figure 6.4. At large values of w, 
the apparent doping density increases. This can already be explained by the 
standard theory proposed by Kimerling as shown in  Figure 5.8 (left). Two 
features can however not be explained by this standard theory, as they rely 
on the inclusion of a metastable defect density NM: when the initial voltage 
gets more reverse, a local maximum appears at <x> ≈ 0.5 μm and the curves 
experience a horizontal translation at large values of <x>. 
The parameters which have been used to obtain the full numerical model 
are substituted in the equations of § 6.4.3: NM = 3 H 1015 cm-3; Nt 
= 1.4 H 1016 cm-3 and Et - EV = 0.33 eV. The value of NA is chosen as 
2.2 H 1015 cm-3 rather than 1015 cm-3 in order to take into account the 
contribution of the metastable defect density to the doping level in the bulk 
of the sample. The Fermi level energy is calculated as EF - EV 
= kBT H ln(NV/NA). Two situations are examined: Vinit = 0 V leads to 
xM = 0.3 μm and Vinit = -2 V leads to xM = 0.5 μm as can be seen in  Figure 
6.5. The results are shown in  Figure 6.7 and correspond well with the 
measurement and simulation results. 
 
Figure 6.7 Left: relation between the width y of the region where an acceptor 
defect density is charged and the depletion width w. Right: relation between the 
apparent doping density Nmeas and w. Solid curves: Vinit = -2 V; dashed curves: 
Vinit = 0 V. The squares indicate the points where y = xM and w = xM and thus where 
the equations used to calculate y and Nmeas change. The regions which require 
different equations are marked. (1): y < w < xM; (2): y < xM < w; (3): xM < y < w. 
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In the w-range displayed in  Figure 6.7, all three equations (6.6), (6.7) and 
(6.8) are needed to calculate y and Nmeas when Vinit = -2 V. Eq. (6.8) is 
redundant when Vinit = 0 V. As a result, a local maximum for Nmeas around 
0.5 μm only occurs when Vinit = -2 V. This maximum is created as follows. 
For w < xM, the position y and the apparent doping density Nmeas are 
calculated using (6.8) and (6.13), leading to a strong increase of Nmeas for 
increasing w. At w = xM, the applicable equations change to (6.6) and (6.11), 
leading to a sharp drop of Nmeas. This drop is further enhanced by a smaller 
decrease of Nmeas with increasing w because y does not increase as fast with 
increasing w as when w < xM.. In the simulation and measurement results the 
drop at 0.5 μm is not as sharp due to the limited resolution of the abscissa 
which is always larger than the Debye length [9]. 
At large values of <x> (<x> > 0.8 μm), the curves for Nmeas simulated at 
different initial voltages are horizontally shifted with respect to each other in 
 Figure 6.4. In this region y and Nmeas are calculated using (6.7) and (6.11). 
Even though the value of EF in the bulk of the absorber was assumed to be 
independent of Vinit in all previous calculations, there is a slight 
interdependence. From the simulation results one gets EF - EV ≈ 0.14 eV for 
Vinit = -2 V and EF - EV ≈ 0.17 V for Vinit = 0 V. Using these values, one can 
calculate k = w - y, leading to 0.50 μm and 0.46 μm respectively. As shown 
in  Figure 5.8, k can easily be determined as the onset of the increase of Nmeas 
when no metastable defect is present. When NM ≠ 0 however, the onset is no 
longer visible. It is obscured because (6.6) and (6.8) are valid in this region. 
Nevertheless, the value of k can still be determined at the point where Nmeas 
= NA + Nt/2. At this point, according to (6.11), y/w = ½ and thus w = 2k. 
Hence, one can predict that Nmeas = NA + Nt/2 will approximately occur at 
w = 0.92 μm for Vinit = 0 V and at 1.00 μm for Vinit = -2 V. This prediction is 
indeed visible in  Figure 6.4, where these points are marked with a star. 
6.5 Summary and conclusions 
Performing admittance spectroscopy under different bias conditions shifts 
the position in the sample where a specific defect is sensed. This is very 
useful to investigate the metastable defect distribution which can vary 
abruptly in the absorber layer. When the defect level energy is located close 
to the conduction band, increasing the measurement voltage shifts the 
detection position further away from the absorber-buffer interface. When the 
defect is located close to the valence band, the detection position shifts 
towards the absorber-buffer interface. 
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The metastable defect distribution is dependent on the initial voltage 
conditions. Hence, three main approaches of AS under different bias 
conditions emerge. Keeping the initial bias voltage constant whilst varying 
the measurement voltage allows scanning of the distribution over the 
different configurations. Keeping the measurement voltage constant whilst 
varying the initial voltage gives an insight in how the initial conditions 
change the distribution over the different configurations. Varying both 
voltages together provides information about the total defect density inde-
pendent of the configuration distribution. Each of these approaches is 
however only valid under specific assumptions. 
When increasing the applied measurement voltage, a peak in the 
admittance spectrum of Sample 2 starts to appear. This behaviour can be 
related to the distribution of IIICu defects in the donor-configuration. The 
defect level connected to this configuration is not present near the absorber-
buffer interface and is thus not detected at reverse voltages. Further away 
from the interface it is present and detectable at sufficiently forward biased 
voltages. 
Next to an influence on voltage dependent AS, metastable defects also 
have an important influence on the apparent doping density profile. The in-
fluence of the reverse bias metastability on the apparent doping density can 
be modelled with an uncomplicated numerical model, relating the RB-meta-
stability to the presence of (VSe-VCu)-complexes. This behaviour can also be 
explained by extending the existing analytical model of Kimerling. Hereto, 
an additional charge density NM has to be introduced. This analytical model 
can account for the increase of the apparent doping density at small values of 
<x> and for the horizontal shift of the apparent doping density curves at 
higher <x>-values, when the initial voltage gets more and more reverse. 
6.6  Personal contribution to the subject 
I have demonstrated the possibilities of voltage dependent AS to study 
spatial variations and metastable effects. This work is published in [76, 77]. I 
demonstrated that the appearance of a peak in the admittance spectrum of 
Sample 2 can originate from the (IIICu-2VCu)-complex. I extended the model 
developed by Kimerling [85] in order to explain the influence of metastable 
defects on capacitance-voltage measurements and applied this extended 
model to explain the reverse bias effect in terms of the presence of 
(VSe-VCu)-defects. This work is published in [73]. 
 Chapter 7 
Conclusions and outlook 
This work has two main aspects: numerical modelling and characterization 
techniques. Of course they are not entirely independent of each other. On the 
contrary, they are often closely related. Measurement results are interpreted 
with the help of numerical simulations and simulation results are validated 
using measurements. The work is expounded and illustrated by mathematical 
and analytical results. It is my personal belief that (simple) analytical results 
maintain their value (especially) when analyzing complex systems. They 
serve as a conceptual framework and are indispensable in order to gain 
insight in the processes and phenomena which are studied. 
7.1 Numerical modelling 
An important part of this work has been dedicated to extending the 
possibilities of the solar cell simulation program SCAPS. Next to many less 
scientific extensions, also several additions to the physical models have been 
implemented. Two of these have been discussed here: the introduction of 
multivalent defects and of metastable defects. 
Several defects which are present in Cu(In,Ga)Se2 (CIGS)-based solar 
cells have a multivalent character. Under steady state conditions, the 
occupation of the different charge states and the recombination rates are 
easily calculated and implemented. The small signal analysis of this system 
is more complicated. In order to avoid numerical issues a recursive 
algorithm has been developed and implemented in SCAPS. The analysis of 
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the different charge state occupations and recombination channels can get 
quite complicated. The construction of the charge distribution diagram and 
of the recombination rate diagram helps to visualize the problem. There is a 
striking resemblance between the expression for the recombination rate of a 
multivalent defect and of a set of Shockley-Read-Hall (SRH)-like defects. 
Under specific circumstances, a multivalent defect can adequately be 
described as an equivalent set of SRH-like defects. These circumstances are 
summarized in (3.46). Nevertheless, even though an equivalent set of defects 
can be found to simulate the behaviour of a multivalent defect under specific 
conditions, this is no guarantee that the equivalence will also hold under 
different conditions. 
CIGS-based solar cells often exhibit metastable behaviour. A specific 
metastable state can be created at elevated temperatures (T > 300 K), when 
cooling down the sample this state remains (quasi-)stable. The best 
developed theory up to now to explain this behaviour is based on the 
presence of VSe and IIICu defects and their complexes with VCu. These 
defects exist in two different configurations. The transitions between both 
configurations are linked with large lattice relaxations and associated with 
the thermal activation over an energy barrier. The dynamics describing the 
transitions between the different configurations are based on double capture 
and emission processes. The different activation energies are interrelated 
through detailed balance considerations. When implementing the metastable 
defect dynamics in SCAPS, the configuration distribution has to be calculated 
in an iterative way. Due to the high defect density of metastable defects, 
often a clamping procedure has to be applied to obtain convergence of the 
algorithm. Some first simulations of metastable defects have already been 
performed. The numerical model is able to relate the growth of a peak in the 
admittance spectrum when increasing the bias voltage to the presence of 
IIICu defects. Also, the influence of the reverse bias metastability on the 
apparent doping profile can be simulated by introducing VSe defect 
complexes in the model. 
7.2 Characterization techniques 
Admittance measurements are invaluable when investigating defect 
behaviour. Two of the most popular characterization techniques based on 
admittance measurements are the analysis of the apparent doping density 
profiles and admittance spectroscopy (AS). In this work, a systematic 
procedure to perform AS has been extended. This allows the study of spatial 
variations of the defect density, it facilitates the study of metastable defects, 
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it improves the accuracy of the results and allows an assessment of this 
accuracy. Moreover it can be of help to determine the origin of the feature 
observed in AS. The study of deep defects through analysis of the apparent 
doping density profiles has been extended in order to be able to explain 
metastable effects. This has successfully been applied to the reverse bias 
metastability. Both an increase of the apparent doping density close to the 
absorber-buffer interface and a horizontal shift of the density profile at larger 
distances from this interface can be explained. 
7.3 Outlook 
This work provides valuable tools to perform an advanced defect analysis of 
chalcopyrite based solar cells. Both simulation and characterization facilities 
have been extended and improved. Some first results and proof of concepts 
have already been obtained using these tools. Nevertheless, their full 
potential is still largely unexplored. 
The ultimate goal of investigating metastabilities is to be able to 
understand, predict and change their influence on the efficiency of the solar 
cell. A first step in this direction is already shown in  Figure 4.8. However, as 
mentioned in § 4.6, the models still have to be improved by inserting 
phenomena which lead to typical features observed in current-voltage 
characteristics in order to investigate the influence of metastable defects on 
them. Up to now, only the influence of the reverse bias effect on the 
apparent doping density profile has been modelled thoroughly. Further 
investigation of other metastabilities and other measurement techniques 
through simulation should still be performed. 
As discussed in the fifth and sixth chapter, the possibilities of bias 
dependent admittance spectroscopy are large. Application of this technique 
to different samples and for different metastable states can yield valuable 
insights. 
Even though there is still a long way to go, I truly hope and believe that 
the results obtained in this work will ultimately lead to better solar cells. 

 Appendix A 
Defect levels in CIGS 
Table A.1 Overview of defect transition energies (in eV) due to foreign atoms in 
CuInSe2 and CuGaSe2. 
Defect Defect 
level 
Ref. 
energy 
CuInSe2 
(III = In) 
CuGaSe2 
(III = Ga) 
Ref. 
MgCu (+/0) EC -0.10 – 0.00 -0.18 – -0.06 [43, 100] 
ZnCu (+/0) EC -0.14 – -0.06 -0.20 – -0.11 [43, 100] 
CdCu (+/0) EC -0.14 – -0.06 -0.11 – -0.02 [43, 100] 
NaIII (0/-) EV 0.2  [42] 
 (-/2-) EV 0.45  [42] 
MgIII (0/-) EV -0.02 – 0.07 0.07 – 0.16 [43] 
ZnIII (0/-) EV 0.00 – 0.05 0.07 – 0.17 [43] 
CdIII (0/-) EV 0.05 – 0.13 0.06 – 0.15 [43] 
OSe (0/-) EV 0.55  [42] 
 (-/2-) EV 0.67  [42] 
ClSe (+/0) EC -0.06  [44] 
BrSe (+/0) EC -0.08  [44] 
ISe (+/0) EC -0.05  [44] 
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Table A.2 Overview of defect transition energies (in eV) for native defects in 
CuInSe2 and CuGaSe2. Values between parentheses have been calculated without 
image charge correction, as overcorrection is probable [43]. m denotes an activated 
transition connected with configurational changes. a/d denotes that this level belongs 
to the acceptor/donor configuration of a metastable defect. * denotes that this defect 
belongs to a metastable configuration. (i):  it is unclear from [46] whether the values 
given for this level are valid for (IIICu–2VCu), (IIICu–VCu), IIICu or all of them. 
Defect Defect 
level 
Ref. 
energy 
CuInSe2 
(III = In) 
CuGaSe2 
(III = Ga) 
Ref.  
VCu (0/-) EV 0.06 (-0.01) 0.08 (-0.01) [45]  
VIII (0/-) EV 0.17 0.19 [41]  
 (-/2-) EV 0.41 0.38 [41]  
 (2-/3-) EV 0.67 0.66 [41]  
CuIII (0/-) EV 0.29 0.29 [41]  
 (-/2-) EV 0.58 0.61 [41]  
Cui (0/+) EC -0.20 -0.21 [41]  
VSe (2+/0) EV 0.05 (0.19) 0.14 (0.33) [45] m 
 (0/-) EV 0.85 (0.76) 0.87 (0.78) [40] a 
 (-/2-) EV 1.14 (0.92) 1.11 (0.82) [40] a 
(VSe–VCu) (+/-) EV 0.19 (0.19) 0.32 (0.32) [40] m 
 (0/-) EV 0.06 (-0.01) 0.08 (-0.01) [40] a,* 
 (-/2-) EV 0.98 (0.76) 1.06 (0.78) [40] a 
 (2-/3-) EV 1.25 (0.89) 1.30 (0.83) [40] a 
 (+/0) EC -0.07 (0.00)  [40] d,* 
IIICu (2+/0) EV 0.92 (1.07) 0.84 (1.04) [46] m 
(IIICu–VCu) (+/-) EV 1.11 (1.11) 1.02 (1.02) [46] m 
(IIICu–2VCu) (0/2-) EV 1.30 (1.15) 1.36 (1.16) [46] m 
(i) (0/-) EV 0.60 0.50 [46] a 
 
 Appendix B 
Simulation parameters 
Table B.1 Overview of the parameters used in the simulations involving meta-
stable defects in § 4.6 and  Chapter 6. Defect level energies are reported with respect 
to EV. In both models the absorber band gap equals 1.12 eV and the shallow acceptor 
density NA = 1015 cm-3. 
 (VSe-VCu) (IIICu-2VCu) 
 Additional acceptor defect 
Et (eV) 0.33 (0/-) 0.38 (0/-) 
Nt (cm-3) 1.4 H 1016 1.4 H 1016 
 Metastable defect complex 
NM (cm-3) 3 H 1015 3 H 1016 
ETR (eV) 0.25 0.80 
ΔEEC (eV) 0.10 -0.21 
ΔEHC (eV) 0.35 0.00 
ΔEEE (eV) 0.72 0.42 
ΔEHE (eV) 0.85 1.60 
Et (eV) 
Acceptor 
configuration 
Donor 
configuration 
Acceptor 
configuration 
Donor 
configuration 
 0.85 (-/2-) 1.00 (+/0) 
 0.06 (0/-)  
0.99 (-/2-) 0.60 (0/-) 
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