In this paper we develop a three-element vector model to describe the stimulated Raman interaction in a ⌳ system. This model is valid over the range of interaction energies for which the excited state follows the ground states adiabatically. We use the model to present simple physical interpretations of the generation of Raman-Ramsey fringes in a separated field excitation, the ac Stark shift in the Raman clock, the ultrahighresolution mapping of microwave phase using Raman probes, and the coherent transfer of population by adiabatic passage for atomic beam splitters. The expressions for observables are derived by inspection and agree quantitatively with published experimental results.
I. INTRODUCTION
Recently, there has been much interest in potential applications of the Raman interaction in a ⌳-type three-level system, where the upper state is short lived and the low-lying states are long lived. The applications include the Raman clock ͓1-3͔, frequency conversion using Raman lasing ͓4,5͔, Raman phase conjugation ͓6,7͔, generation of squeezed states ͓8͔, lasing without inversion ͓9͔, optical mapping of microwave phase and optical deflection of millimeter waves ͓10͔, Raman-induced spin echo for optical data storage and image processing ͓11͔, ultrahigh resolution position sensing ͓12͔, atomic interferometry ͓13-15͔, atomic beam deflection ͓16͔, and subrecoil cooling of atoms ͓17-19͔. For these and potentially other applications, it is useful to understand the time-dependent behavior of the Raman interaction.
For a closed system, the optical Bloch equations for the ⌳ system involve eight real variables. Numerical methods have been employed to determine the time evolution of the system, but this approach does not greatly enhance one's intuition. As an alternative, several authors ͓20͔ have used the dressed states to illustrate the fundamental features such as population trapping in the Raman interaction. The dressedstate basis was extended to develop a coupled-pendulum model ͓21͔ for further insight. Variations of this model have also been used to illustrate the behavior of optical forces on a ⌳-system atom ͓22͔. However, this model does not take into account the influx of spontaneously decaying atoms into the two low-lying states, so that the results obtained are only qualitatively correct. When the source terms are included ͓19͔, the dressed states optical Bloch equations are no longer easy to interpret.
In this paper, we develop a model to describe the ⌳ system under stimulated Raman excitation that is easy to interpret physically, but at the same time can be used to find analytical solutions for the time-dependent behavior of observables, often by mere inspection. This model is valid over the range of interaction energies for which the excited state follows the two ground states adiabatically. In this limit ͑consistent with many cases of experimental interest͒, the Raman interaction is represented by the ground-state dynamics, thus reducing the optical Bloch equations to three real variables. The time evolution of these three variables ͑and thus the entire system͒ is modeled by the motion of a threeelement vector. The ground-state population difference and coherence are directly manifested by this vector. In addition, we show how other observables, such as the excited-state population and its coherences with the ground states, can also be read directly off this vector.
This model has two main features: it provides a clear physical interpretation of the transient behavior of the system and it is designed to handle the cases of unequal and/or timevarying Rabi frequencies simply. The motion of the vector can be interpreted physically in terms of partially diagonalized states so that one can find explicit expressions for the time-dependent observables by simply drawing a diagram. For example, we show how the expression for the ac Stark shift of the Raman-Ramsey fringes can be found without solving any equations at all. We also show how this model can be used to compute observables in microwave phasesensitive optical absorption. The results obtained in this way are seen to agree well with experimental data reported earlier ͓3,10͔. The model also describes low-intensity adiabatic passage in a bichromatic standing wave in a simple and physically illuminating manner.
II. THE STIMULATED RAMAN INTERACTION
A. Basic theory Figure 1 illustrates schematically the ⌳ system under stimulated Raman excitation. Here the excited state ͉e͘ is short lived and the two low-lying ground states ͉a͘ and ͉b͘ are long lived. The light at frequency 1 couples ͉a͘ to ͉e͘, while the light at 2 couples ͉b͘ to ͉e͘ as shown. Both couplings are electric-dipole interactions, whose strengths are given by the Rabi frequencies
where is the dipole moment operator of the atom. The laser detunings ␦ 1 ϵ 1 Ϫ(⑀ e Ϫ⑀ a )/ប and ␦ 2 ϵ 2 Ϫ(⑀ e Ϫ⑀ b )/ប are used to define the difference detuning as ⌬ϵ␦ 1 Ϫ␦ 2 and the common mode detuning as ␦ϵ 1 2 ͑␦ 1 ϩ␦ 2 ͒. Finally, the in-dividual decay rates are given by ⌫ ea and ⌫ eb and the total decay rate is given by ⌫. Note that we assume a closed system, so that atoms decaying from the excited state enter one or the other of the ground states.
In this paper we use a semiclassical approach in which the laser field is expressed classically as
where r is the position ͑c.m.͒ of the atom and 1 and 2 are the frequencies of the optical fields. Here we will concentrate on the case where E 1 ͑r͒ and E 2 ͑r͒ are traveling plane waves, implying that the field amplitudes and Rabi frequencies are independent of position. In the atomic states basis the Hamiltonian for the stimulated Raman interaction in the electricdipole and rotating-wave approximations is
where the ⑀ i are the energies of the atomic states, and the basis vectors are
It is convenient to transform the Hamiltonian to the rotatingwave basis, which is spanned by the atom-field composite states
where ͉ 1 ͘ and ͉ 2 ͘ are semiclassical photon states. In this basis, which we will call the composite states basis, the Hamiltonian can be written as
where we have chosen the zero of energy such that ␦ϩ⑀ e /បϭ0. We have also added the damping rate to the Hamiltonian to account for spontaneous decay directly. A diagram of the energy levels of the atom-field composite states is illustrated in Fig. 1 . The equation of motion for the density matrix can then be written as
where is the rotating-wave density operator represented in the basis of Eq. ͑5͒ and L is the source matrix
͑8͒
The physical process governing the Raman interaction is more transparent in a basis in which the Raman trapped state is one of the basis vectors. We will use this approach in deriving as well as interpreting the three-element vector model. However, since most of the familiar observables are expressed in the basis of Eq. ͑5͒, we will interpret the results in that basis as well.
B. The Raman interaction in terms of the trapped state
The trapped state is a coherent superposition of the two ground states, weighted in such a way that there is no net dipole moment coupling this state to the excited state. We denote the trapped state as ͉Ϫ͘ and its orthogonal states as ͉ϩ͘ and ͉e͘, where both ͉Ϫ͘ and ͉ϩ͘ are coherent superpositions of ground states only. The properly normalized expressions for the basis states ͉Ϫ͘, ͉ϩ͘, and ͉e͘, are ͉Ϫ͘ϭcos͉ã͘Ϫsin͉b͘, ͉ϩ͘ϭsin͉ã͘ϩcos͉b͘, ͉e͘ϭ͉ẽ͘, ͑9͒
where sin ϭg 1 /g, cosϭg 2 /g, and gϭͱg 1 2 ϩg 2 2 . This partially diagonalized basis can be formally expressed by the transformation matrix R:
The equation of motion for the density matrix in this basis is given by When Eq. ͑11͒ is expanded, subject to the constraint that ϪϪ ϩ ϩϩ ϩ ee ϭ1 ͑i.e., a closed system͒, we get eight linearly independent differential equations. The time-dependent solution of these equations can be found, for example, by numerical methods. However, for weak interactions ͑gӶ⌫͒, it is possible to find an approximate analytical timedependent solution quite easily, as we now show.
C. The adiabatic following approximation
The adiabatic following approximation reduces ͑from 8 to 3͒ the number of variables needed to describe the state of the system so that the time-dependent solution of the equation of motion can be represented by the motion of a three-element vector in space. The physical idea behind the adiabatic following approximation is that if the decay rate ⌫ of the excited state is much greater than any of the other parameters in the system, then for any change in the ground states ͑which occurs on a time scale much greater than 1/⌫͒, the excited state will rapidly come into equilibrium with the ground states ͑at the rate of ⌫͒. Thus the excited-state amplitude will adiabatically follow the ground-state amplitudes. That is, the excited-state amplitude ͑and thus population͒ will be related to the ground-state amplitudes by some fixed ratio for any time scale greater than 1/⌫. Once that fixed ratio is calculated, the excited state can be eliminated from the equation of motion. The reduced system involves only the two ground states, so that the motion can then be described with only three real variables, which can be modeled by the motion of a three-element vector in space. Thus the time evolution of the entire system can be described by the motion of a vector that can provide simple physical interpretations of the time evolution.
This interpretation is often the simplest in the partially diagonalized ͉͑Ϫ͘,͉ϩ͘,͉e͒͘ basis. We can represent the system for an individual atom by a wave function of the form
FIG. 2. ⌳ system under Raman excitation in terms of the partially diagonalized basis states. Shown are the coupling strengths, the decay rates for the case dϭ0 ͑i.e., ⌫ ea ϭ⌫ eb ͒, and the relative energies for the case ⌬Ͻ0 and ␦Ͻ0. Note that the trapped state ͉Ϫ͘ is not directly coupled to the excited state ͉e͘, but is indirectly coupled to ͉e͘ through the ͉ϩ͘ state.
For a weak interaction ͑gӶ⌫͒, the excited-state population is small ͑proportional to g 2 /⌫ 2 ͒, so that we can ignore the influx of atoms from the excited state to the ground states. The time evolution of the state amplitudes is given by°ͫ
Here ͉Ϫ͘ and ͉ϩ͘ couple to each other at the rate of S⌬/2, ͉ϩ͘ and ͉e͘ couple at the rate of g/2, and ͉e͘ decays at the rate of ⌫/2. With ⌫ӷg,S⌬, for any change in ͉ϩ͘ ͑which can occur only at the two coupling rates of g and S⌬͒, ͉e͘ comes into equilibrium with ͉ϩ͘ at the much faster rate of ⌫. For a time greater than 1/⌫, we can then assume that Ȧ e Ӷ⌫A e , which implies, from the third line in Eq. ͑16͒, that
That is, ͉e͘ follows ͉ϩ͘ with the ratio of Eq. ͑17͒. Thus we can eliminate ͉e͘ by defining the damped state
The wave function can then be written as
with the Hamiltonian expressed in the ͉Ϫ͘,͉ϩ͘ d basis:
i.e., ͉ϩ͘ d has energy of ប͑ϪC⌬/2ϩ␤͒ and a damping rate of ␣. When compared to ͉ϩ͘, the decay rate and the additional energy for ͉ϩ͘ d result from the fraction of ͉e͘ that is in ͉ϩ͘ d . To see this explicitly, note that ͑setting បϭ1͒
͑25͒
in agreement with Eq. ͑24͒. To see it more intuitively, refer to Eqs. ͑17͒, ͑22͒, and ͑23͒. The energy ប␤ and decay rate ␣ are just the energy Ϫប␦ and decay rate ⌫ of ͉e͘ multiplied by the factor g 2 /(⌫ 2 ϩ4␦ 2 )ϭ͉g/(⌫Ϫi2␦)͉ 2 , which is simply the proportion of state ͉e͘ in state ͉ϩ͘ d ͓Eq. ͑17͔͒.
In deriving Eq. ͑17͒, we ignored the influx of atoms from state ͉e͘ to ͉ϩ͘, since for small values of g ͑gӶ⌫͒, ee is small, making ⌫ ee Ӷ ϩϩ . For the reduced system of ͉Ϫ͘ and ͉ϩ͘ d , however, we want to consider the general situation in which the ͉Ϫ͘↔͉ϩ͘ d coupling can possibly be as large as the decay rate of ͉ϩ͘ d . In such a situation, the source terms can no longer be ignored, and we must return to the densitymatrix formulation for the equation of motion. In the new ͉Ϫ͘,͉ϩ͘ d basis, we have 
III. THE THREE-ELEMENT BLOCH VECTOR MODEL

A. The Bloch vector equation of motion
We now define a three-element Bloch vector to pictorially describe the time evolution of the ⌳ system under Raman excitation as expressed by the density-matrix equation of motion ͓Eq. ͑26͔͒. We define the three-element Bloch vector
where ê i are abstract unit vectors and the three real elements are defined as
This definition is motivated by an analogy with the two-level ͑spin-1 2 ͒ system Bloch vector. Within the adiabatic following limit, these three elements can be used to compute all nine density-matrix elements, and thus all observables, in the interaction. Using the constraint that ϪϪ ϩ ϩϩ ϭ1, we get
To find observables involving the state ͉e͘, we use Eq. ͑17͒ to get
Equations ͑30͒-͑32͒ express all the elements of the partially diagonalized states density matrix ͑͒ in terms of the three elements of the Bloch vector. The equation of motion for the Bloch vector is simply found by expanding Eq. ͑26͒ to give°ͫ
Again, this equation holds in the adiabatic following limit and for the case of ⌫ ea ϭ⌫ eb ͑dϭ0͒. It can be expressed in the form
where Q is the torque vector, given by
The Bloch vector equation of motion ͓Eq. ͑34͔͒ reflects two types of motion: precession of R about Q at the rate of ͉Q͉ and decay of R to some equilibrium position ͑to be calculated later͒ at the rate of ␣. To understand this motion in physical terms, consider each of the three parameters in Eq. ͑34͒: S⌬, ␤Ј, and ␣, separately.
In the case of no decay ͑␣ϭ0͒, there is a strict analogy between the behavior of this system and that of the undamped two-level system. S⌬ represents the coupling between the ͉Ϫ͘ and ͉ϩ͘ d states and is analogous to the Rabi frequency. ␤Ј represents the energy difference between the ͉Ϫ͘ and ͉ϩ͘ d states and is analogous to the two-level system detuning ͑i.e., the energy difference between the two states in the rotating frame͒. Thus, if ␣ϭ0, ␤Јϭ0, and S⌬ 0, then QϭϪS⌬ê 1 . The effect of Q is to mix R 2 and R 3 , which represent 2 Re Ϫϩ and ϪϪ Ϫ ϩϩ , respectively, at the rate of the ͉Ϫ͘↔͉ϩ͘ d coupling. This population flipping is just the familiar Rabi flopping in the two-level system. Similarly, if ␣ϭ0, ␤Ј 0, and S⌬ϭ0, then Qϭ␤Јê 3 . The effect of Q is to mix R 1 and R 2 , which represent 2 Re Ϫϩ and 2 Im Ϫϩ , respectively, at the rate of the ͉Ϫ͘↔͉ϩ͘ d energy difference ͑''detuning''͒, while the initial population difference is conserved. This is simply a manifestation of the dephasing between ͉Ϫ͘ and ͉ϩ͘ d and is also familiar from two-level systems. In general, when S⌬ and ␤Ј are both nonzero, Q acts just as the effective Rabi frequency vector in the two-level case.
Consider next the effect of ␣, the decay rate of ͉ϩ͘ d . The second term of Eq. ͑34͒ indicates that each element of the Bloch vector R, decays at this rate. But, at the same time, the third element of the Bloch vector grows at the rate of ␣, as indicated by the third term in Eq. ͑34͒. To understand the net effect of these two processes, consider first the simplest case in which ͉Q͉ϭ0. As can be seen by inspection from Eq. ͑34͒, the Bloch vector then decays to the steady-state value ͑found by setting Ṙ ϭ0͒ of R S ϭ1ê 3 , i.e., R 1S ϭ0, R 2S ϭ0, and R 3S ϭ1, corresponding to Ϫϩ ϭ ϩϩ ϭ0 and ϪϪ ϭ1. Physically, this means that all the atoms have been pumped into the trapped state. This occurs because we have set S⌬ϭ0, meaning that the ͉Ϫ͘ state is completely decoupled from the system. In general, however, R S is not equal to 1ê 3 . Its value is a balance of the three motions discussed above ͑due to S⌬, ␤Ј, and ␣͒ and is given by setting Ṙ ϭ0 in Eq. ͑34͒. We get
The explicit expression is
Now, since it is more natural to picture a vector decaying to zero instead of to some other constant vector, we define the offset Bloch vector RЈ
This has the effect of shifting the origin to the position of R S , so that the offset Bloch vector will decay to zero ͑with respect to this new origin͒ in the steady state. Using Eqs. ͑34͒, ͑36͒, and ͑38͒, we can see this explicitly in the offset Bloch vector equation of motion Ṙ ЈϭQϫRЈϪ␣RЈ.
͑39͒
Thus the offset Bloch vector ͑OBV͒ rotates around the same Q as the Bloch vector itself, while simply decaying to zero amplitude at the rate of ␣. This is illustrated in Fig. 3 for ͉Q͉ϭ0.
There is one final point to make before applying this model to specific problems. Equations ͑30͒-͑32͒ express all the elements of the partially diagonalized states density matrix ͑͒ in terms of the three elements of the Bloch vector. Under certain circumstances, however, one needs to know explicitly the elements of the atomic states density matrix   FIG. 3 . Motion of the three-element Bloch vector for the case S⌬ϭ0, ␤Јϭ0, ␣ 0 ͑i.e., decay only͒. The initial offset Bloch vector ͑OBV͒ R 0 Ј decays in a straight line to the steady-state value zero at the rate of ␣. The corresponding Bloch vector ͑BV͒ decays from R 0 to R S ϭ1ê3 , i.e., all the atoms in the trapped state. The axes ê 1 , ê 2 , ê 3 centered at the origin O represent 2 Re Ϫϩ , 2 Im Ϫϩ , and ͑ ϪϪ Ϫ ϩϩ ͒, respectively.
(). For example, in our experiment ͑to be described later͒ involving Raman excitation followed by a microwave excitation, and vice versa, it is important to know, for example, the coherence and population difference between states ͉ã͘ and ͉b͘. In general, the initial conditions and observables are often best expressed in terms of the elements of the atomic state density matrix.
The partially diagonalized state density matrix contains all the information of the atomic state density matrix, related through Eq. ͑12͒. If we define
then the original Bloch vector R gives these components directly:
where the ẽ i basis is related to the ê i basis by a simple rotation of 2 in the 1-3 plane. Specifically, to get the ẽ i basis, rotate counterclockwise from the ê i basis through 2. That is,
Pictorially, given the position of the Bloch vector R at any time, one simply has to project the vector onto the ẽ i axes in order to get the atomic state density-matrix elements. For instance, if g 1 ϭ0, then from sin ϭg 1 /g we find that ϭ0. Thus the partially diagonalized basis and atomic state basis coincide, which is expected, since in this case ͉ã͘ is the trapped state ͉Ϫ͘. Now consider the previous case of S⌬ϭ0, ␤Ј 0, and ␣ 0, with the initial condition R 0 ϭR 10 ê 1 ͑pictured in Fig.  4͒ . In particular, consider the case in which the Raman interaction satisfies the condition g 1 ϭg 2 ͑i.e., equal Rabi frequencies͒ at all times. Again using sin ϭg 1 /g, this implies that ϭ/4 and thus that the atomic state basis and partially diagonalized basis are rotated by /2 in the 1-3 plane with respect to each other ͑see Fig. 4͒ . Therefore, the initial condition is equivalent to R 0 ϭR 10 ẽ 3 . That is, the initial population difference ãã Ϫ bb equals R 10 ϭR 30 . The explicit equation of motion in terms of the atomic state components can easily be found by solving Eq. ͑39͒ and then using Eq. ͑42͒. If the Raman interaction had g 1 g 2 , but gave rise to the same values for S⌬, ␤Ј, and ␣ ͑in particular, the values of ⌬, ␦, ⌫, and g 2 were the same͒, then the same picture would apply, except with rotation of the axes through a different value of 2. That is, the Bloch vector picture in terms of the partially diagonalized basis would remain exactly the same. This illustrates one of the key advantages of the Bloch vector model: it is equally simple for all ratios of Rabi frequencies (g 1 /g 2 ). This aspect will be exploited in the modeling of low-intensity adiabatic passage.
Regardless of whether or not one needs to use the atomic state basis, the partially diagonalized basis is always the one in which the Bloch vector model is best constructed, for as we have shown above, it has a simple form and physical interpretation there. The following will be a step-by-step construction of a full Bloch vector model for arbitrary values of the parameters ͑see Fig. 5͒ . Start with the atomic states basis ẽ i ͑not shown͒, with origin at O. Calculate from the given values of g 1 and g 2 . Rotate the axes clockwise by 2 in the 1-3 plane to get the partially diagonalized basis ê i ͑shown at the upper right corner of Fig. 5͒ . Given the initial population difference and coherence, place the initial Bloch vector R 0 ͑using either basis͒. From this point on, use the partially diagonalized basis only. Now calculate the steadystate vector R S ͓Eq. ͑37͔͒ from the calculated values of S⌬, ␤Ј, and ␣. Translate the partially diagonalized basis to the offset Bloch vector origin OЈ, which lies at the tip of R S . Now place the torque vector Q at OЈ ͓Eq. ͑35͔͒. Place the initial OBV R 0 Ј at OЈ, connecting its tip to that of R 0 . Now draw the cone of evolution, the surface of revolution of R 0 Ј about the axis that contains Q. The time evolution of the system is represented by an exponentially decaying spiral on the surface of the cone ͓Eq. ͑39͔͒. The Bloch vector at any time t, R(t), is just the vector with origin at O and tip at RЈ(t). The values of R i or R i can be read off by projecting R(t) onto the partially diagonalized or atomic states basis ͑both with origin at O͒, respectively.
IV. APPLICATIONS OF THE BLOCH VECTOR MODEL
We now illustrate the simplicity and power of the Bloch vector model by describing a few systems of interest. FIG. 4 . Motion of the BV for the case S⌬ϭ0, ␤Ј 0, ␣ 0, with initial condition R 0 ϭR 10 ê 1 . As one can see, the motion of the OBV RЈ is much simpler. It consists of precession about the torque vector Qϭ␤Јe 3 at the rate of ͉Q͉ϭ͉␤Ј͉ and decay at the rate of ␣ to the steady-state value RЈϭ0 ͑Rϭ1ê 3 ͒ corresponding to ϪϪ ϭ1. The time evolution of the OBV forms a spiral on a cone of evolution. The terms in parentheses give the motion in terms of the atomic states for the condition g 1 ϭg 2 . For different ratios of g 1 /g 2 ͑keep-ing g constant͒, only the rotation angle 2 will change, thus illustrating the ease with which the Bloch vector model in the partially diagonalized basis handles unequal Rabi frequencies. 
A. The ac Stark shift in Raman-Ramsey fringes
In the application of Raman-Ramsey fringes to atomic clocks, the ac Stark shift ͑seen as a shift in the Ramsey central minimum͒ is a direct source of error ͓3͔. Before we explain this shift in terms of the Bloch vector model, we must first express our observable, fluorescence, in terms of Bloch vector components. Then we can describe the generation of the fringes and, afterward, the shift.
The fluorescence signal S f is proportional to the excitedstate population ee . From the adiabatic following approximation ͓in particular, Eq. ͑17͔͒, we have
where the last step is from Eq. ͑31͒. First we will describe the generation of the ideal RamanRamsey fringes, in which the central minimum occurs at ⌬ϭ0. The two-zone Raman interaction that generates the Raman-Ramsey fringes consists of an atomic beam that passes through three regions in succession: first Raman excitation in zone A for a time A , next a dark zone with no fields for a time T, and finally Raman excitation in zone B, which is identical to that in zone A ͑Fig. 6͒. We assume that ␤Јϭ0 and ͉S⌬͉Ӷ␣ in both excitation zones. Thus R S ϭ1ê 3 ͓Eq. ͑37͔͒, i.e., all atoms in the trapped state. For now, we assume that the zone A interaction is strong enough so that ␣ A ӷ1, i.e., that the system reaches steady state by the end of zone A: R͑ A ͒ϭ1ê 3 . In the dark zone, ␣ϰg 2 ϭ0 ͑since gϭ0 there͒, thus we can no longer ignore S⌬. This causes the Bloch vector to precess ͑Rabi flopping͒ at the rate of S⌬, so that during the dark zone flight time T, R rotates through an angle S⌬T. At the end of the dark zone, we have by inspection
We assume that the fields have the same phases in zone B as in zone A, so that we can simply continue with R( A ϩT) in the same position as in the dark zone. In zone B, ͉S⌬͉Ӷ␣, so R S ϭ1ê 3 again and we assume that QϭϪS⌬ê 1 is negligible. The OBV just decays linearly to R S . The fluorescence at any time t is simply given by Eqs. ͑44͒ and ͑45͒:
In a typical experiment, the fluorescence observed is integrated over the interaction zone. Thus, for ␣ B ӷ1,
where the last step is by inspection ͑Fig. 7͒. Thus plotting S f as a function of S⌬, i.e.,
generates the ideal Raman-Ramsey fringes, with a minimum of fluorescence at S⌬ϭ0. The ac Stark shift in the two-zone setup is the result of less-than-ideal conditions, namely, the fact that the system does not reach equilibrium in zone A and that ␤Ј 0. The term ''ac Stark shift'' itself refers to the energy difference between the ͉Ϫ͘ and ͉ϩ͘ d states ͑␤Ј͒ due to the value of ␦ ͑␤Јϰ␦͒. We will find that there is no shift if ␤Јϭ0. For simplicity, we choose g 1 ϭg 2 in both excitation zones, so that ϭ/4. This means that ␤Јϭ␤, S⌬ϭ⌬, and the partially diagonalized basis is rotated by /2 with respect to the atomic states basis. In both excitation zones, we assume that ͉⌬͉Ӷ␣,͉␤͉ since we want to consider only a small shift with respect to ⌬. Thus R S ϭ1ê 3 there ͓Eq. ͑37͔͒. In the dark zone, ␣ϭ␤ϭ0 ͑since gϭ0͒, so ⌬ is no longer negligible. This time we choose a specific initial condition R 0 ϭD 0 ẽ 3 ϭD 0 ê 1 , where D 0 ϭ ã ã Ϫ b b is the initial atomic ground-state population difference. In zone A, the OBV precesses and decays until time A ͑Fig. 7͒. We use the 1-2 projection to calculate the projection angle by inspection. We have FIG. 6 . Two-zone Raman interaction that leads to the generation of Raman-Ramsey fringes. Displayed is the ideal case in which there is no ac Stark shift of the central minimum. For all zones, ␤Јϭ0. An atomic beam first passes through zone A excitation for time A . ͉S⌬͉Ӷ␣ and ␣ A ӷ1, so the system reaches the steadystate value R͑ A ͒ϭR S ϭ1ê 3 , with all the atoms in the trapped state. Then the atomic beam passes through the dark zone with no excitation for time T. Now ␣ϭ0, so the BV precesses without decay about QϭϪS⌬ê 1 for time T, sweeping out an angle S⌬T. Finally, the atomic beam passes through the zone B excitation. Again ͉S⌬͉Ӷ␣, so the BV decays to R S ϭ1ê 3 at a rate of ␣. The resulting integrated observed fluorescence in zone B as a function of S⌬ gives the Raman-Ramsey fringes.
FIG. 7. ac Stark shift in the generation of Raman-Ramsey fringes in a two-zone interaction. This time ␤ is not necessarily zero in excitation zones. An atomic beam first passes through zone A excitation for time A . ͉⌬͉Ӷ␣,͉␤͉, so the BV precesses and decays toward the steady-state value R S ϭ1ê 3 until it leaves zone A at R͑ A ͒. Note that the BV does not necessarily reach the steady state in zone A, unlike in Fig. 6 . This leads to the shift of the fringe central minimum.
In the dark zone, with only ⌬ 0, the Bloch vector precesses ͑with constant amplitude͒ through an angle ⌬T ͑Fig. 8͒. As shown above, the integrated fluorescence measured in zone B is given by S f ϭϪR 3 Ј( A ϩT) ͓Eq. ͑47͔͒. Thus, by inspection, we find that the minimum S f occurs for ⌬ϭϪ/T ͑see the 1-2 projection in Fig. 8͒ . Explicitly, the central minimum occurs at
where we have used Eq. ͑50͒. This ac Stark shift is manifested in the Raman-Ramsey fringes ͑Fig. 9͒. Consider now the limiting cases of Eq. ͑51͒. For ␣ӷ1, ⌬ 0 ϭ0 since the system reaches equilibrium ͑all atoms in the trapped state͒ in zone A, which reduces the case to the ideal Raman-Ramsey fringes. For ␤ϭ0 ͑and these particular initial conditions͒, the ac Stark shift disappears ͑as can readily be seen from Figs. 7-9͒. Finally, the shift disappears for D 0 ϭ0, which is also clear from Figs. 7-9. We point out that in addition to the two-zone interaction described above, the Bloch vector model can be used to derive the Raman dip in the singlezone Raman interaction and its associated ac Stark shift ͓23͔. The Raman clock ac Stark shift predicted by Eq. ͑51͒ has been verified quantitatively, over a large range of experimental conditions ͓3͔. In addition, the insight obtained from this derivation was instrumental in identifying conditions for suppressing this effect ͓3͔.
B. Separated zone Raman-microwave mixing
The ⌳ system provides a unique mechanism for mixing optical and microwave fields in particular and widely different frequencies in general. The uniqueness results from the fact that in the presence of two optical frequencies ͑ 1 and 2 ͒, the ͉a͘↔͉b͘ microwave excitation forms a closed loop. As a result, the effect of the interaction depends nontrivially on the phase difference ( M Ϫ R ), where M is the phase of the microwave field and R is the phase of the Raman product field ͑defined as R ϭ 1 Ϫ 2 , where 1 and 2 are the phases of the individual optical fields at frequencies 1 and 2 ͒. To see why, note that, for example, the coherence between states ͉a͘ and ͉b͘ is excited in two ways: directly by the microwave fields and indirectly by the two optical frequencies. Since each of these two processes tends to drive the coherence at its own phase, there exists a competition between them. The result of this competition therefore depends strongly on the difference between the phases. This type of interaction has several potential applications. For example, it can be shown that Raman-microwave excitation can be used, with the proper choice of , to pump atoms selectively into either the strong-field-seeking or the weak-field-seeking dressed state of the microwave excitation. This could potentially be used to make a much higher density trap, which requires atoms in a particular dressed state. Atoms that leave the required state due to phasechanging collisions could be pumped right back ͓10,24͔. Raman-microwave spin echo could possibly be used in optical data storage, with potential advantages over the optical photon echo processes as well as spin echo processes ͓11͔. Finally, such a closed-loop mixing could be used for the ultrahigh-resolution mapping of the phase of, for example, a millimeter-wave field. This is of significant interest in designing components such as a phased array antenna. To illustrate how such a phase mapping can be performed, we discuss now the microwave phase sensitive absorption of the optical beams in the ⌳ configuration ͓10͔.
The separated zone Raman-microwave mixing scheme consists of an atomic beam that passes successively through a Raman-only zone, then a microwave-only zone, and finally another Raman-only zone ͑Fig. 10͒. Thus the ground-state coherence is first excited by a Raman pulse. The atoms bearing this coherence then encounter a microwave pulse. The effect of this interaction with the microwave pulse is then determined by probing the atoms again with a Raman pulse. For simplicity, we assume that the two Raman zones are in phase, have g 1 ϭg 2 , and leave all atoms in the trapped state in the steady state. In terms of Raman and microwave Bloch vectors, the interaction is very simple to understand. Consider first the case in which the phase difference between the microwave zone and the Raman zone is zero ͑⌬ϭ M Ϫ R ϭ0͒. The Raman interaction in the first zone pumps the system into a perfect trapped state. To go from the first to the second zone, the Raman Bloch vector must be rotated in the coherence plane by the phase difference to become the microwave Bloch vector ͑BV͒. This is so because each Bloch vector picture incorporates the relative phases. This phase information is necessary to relate the rotating frame ͑of the BV͒ to the atom's frame ͑i.e., and ab M ϭ ab e i M ϭ ab e i 3 ͒. Since the phase difference is zero in this case, in the second zone the state appears as one of the dressed ͑stationary͒ states of the microwave interaction ͓specifically ͉͘ϭ͑1/ &͒(͉ã͘Ϫ͉b͘)͔, so that the atom appears transparent to the microwave field. When this atom is probed again by the Raman pulse, it exhibits a fluorescence ͑i.e., S f ͒ minimum, as if the microwave pulse did not occur at all. Consider next the case where ⌬ϭ/2. The first zone is the same as in the previous case. But in going from the first to the second zone, the Raman Bloch vector must be rotated by /2 to convert it to the microwave Bloch vector. In the microwave Bloch vector picture, the Bloch vector lies in the Rabi-flopping plane ͑here it appears to be in a state with coherence that is pure negative imaginary͒ and thus strongly interacts with the microwave field, undergoing Rabi flopping at the rate of g 3 ͑the microwave Rabi frequency͒. If the pulse strength corresponds to a multiple of 2 pulses, then again the Raman probe in the third zone yields a fluorescence minimum. For any other value of the microwave pulse size, the atoms no longer appear to be completely in the trapped state in the second Raman zone. As a result, the fluorescence is no longer minimum. In particular, for a microwave pulse, the atoms appear to be in the strongly absorbing ͉ϩ͘ state in the second Raman zone, thus yielding a fluorescence maximum. In general, the fluorescence oscillates sinusoidally with the pulse strength.
For a given pulse strength, such as , the fluorescence observed is maximum for ⌬ϭ/2 and minimum for ⌬ϭ0, as we have just shown. It is simple to show that, in general, the fluorescence varies sinusoidally with both the phase and the field strength of the microwave field. Thus, to use this process for measuring the phase alone with optical resolution, the amplitude must also be measured with equal resolution. Note that this can easily be done by shutting off one of the frequencies of the two Raman beams ͑e.g., g 1 ϭ0͒. The experiment then corresponds to normal optical pumping into ͉a͘ or ͉b͘ in both Raman zones and therefore depends only M . The Raman BV is found again by rotating back by ⌬. The second Raman interaction pumps atoms back into the trapped state and the integrated observed fluorescence S f is measured. In general, S f varies sinusoidally with both the phase and the strength of the microwave field.
FIG. 11. Low-intensity adiabatic passage explained in terms of the atomic states basis. The motion of the BV is like that of a precessing top. As the equilibrium vector R S moves from 1ê 3 to Ϫ1ê 3 , the BV follows it around by precessing about it, rather than decaying to it, resulting in coherent population transfer.
FIG. 12. Low-intensity adiabatic passage in terms of the partially diagonalized basis. If ␤ӷ2 ͑and S⌬͒, then the net precession vector Q will lie very close to the e 3 axis. Thus the initial BV R 0 ϭ1ê 3 will stay very close to the dark state at all times as the Rabi frequency ratio is varied. This results in very little excited-state population and thus coherent population transfer from one ground state to the other. on the amplitude of the microwave field. This situation can be pictured from Fig. 10 . Everything would be the same, except the Raman steady state would always be perpendicular to the coherence plane, in which case ⌬ would not affect the Bloch vector.
C. Low-intensity adiabatic passage
Adiabatic passage is a process by which population is transferred from one ground state ͑of the ⌳ system͒ to the other coherently. Thus, in the ideal case, there should never be any excited-state population throughout the entire process. If at any point there is any excited-state population, spontaneous emission may occur, with atoms falling into the ground states incoherently. In a recent experiment ͓13,14͔, population has been transferred with little loss due to spontaneous emission. In the dressed-state Bloch vector picture, ideal adiabatic passage requires that the system be in the trapped state at all times.
The method of transferring population from ͉a͘ to ͉b͘ is to vary the Rabi frequency ratio from g 1 /g 2 ϭ0 to g 1 /g 2 ϭϱ while holding gϭͱg 1 2 ϩg 2 2 constant. So at the beginning, ͉Ϫ͘ϭ͉a͘, and at the end, ͉Ϫ͘ϭ͉b͘, with ͉Ϫ͘ passing through intermediate superposition states of ͉a͘ and ͉b͘. The conditions are chosen so that R S ϭ1ê 3 ͑i.e., all the atoms are in the ͉Ϫ͘ state at equilibrium͒. Thus, for the process to be highly coherent, the system must be near equilibrium at every point throughout the process. In practice, this is accomplished by varying the Rabi frequency ratio very slowly. In terms of the Bloch vector picture in the atomic state basis, the equilibrium vector ͑which coincides with the ê 3 axis of the partially diagonalized basis͒ will be rotated through an angle of from Rϭ1ẽ 3 to RϭϪ1ẽ 3 ͑Fig. 11͒. The Bloch vector is supposed to follow this slowly moving equilibrium vector very closely. But the reasoning behind why this should work is much clearer, both physically and quantitatively, in the partially diagonalized basis. Figure 12 shows the process in terms of the partially diagonalized states BV. There are three separate torques acting on the BV, as illustrated in Fig. 13 . The BV will process around the net torque vector Q at the rate of ͉Q͉. We have already discussed S⌬ and ␤Ј. The 2 comes from the rate of change of the Rabi frequency ratio. To see this, consider the case above in which we start with g 1 ϭ0 and g 2 ϭg 0. Then ϭ0 and the atomic state basis and partially diagonalized basis coincide. The initial BV starts at 1ẽϭ1ê 3 , i.e., all atoms in the ͉a͘ϭ͉Ϫ͘ state. We change the Rabi frequency ratio with g held constant so that changes linearly in time from 0 to /2. If there are no other forces acting on the BV ͑S⌬ϭ␤Јϭ␣ϭ0, i.e., no fields͒, then the BV will not move with respect to the atomic state basis, while the partially diagonalized basis will rotate clockwise at the rate of 2 . Thus, with respect to the partially diagonalized basis, the BV will rotate counterclockwise at the rate of 2 . Now it is simple to see under what conditions lowintensity adiabatic passage will work, with a minimum of loss due to spontaneous emission. The condition for highly coherent adiabatic following is ␤Јӷ ͱ ͑ 2 ͒ 2 ϩ͑S⌬ ͒ 2 ϩ␣ 2 .
͑52͒
To see how this works in terms of the atomic state basis, it is helpful to think of a processing top ͑Fig. 11͒. The initial condition is R 0 ϭ1ê 3 . As the equilibrium vector R S rotates clockwise at the rate of 2 , the BV tries to catch up with it. There are two types of motion that can help it catch up: precession about Q and decay at the rate of ␣. Decay due to ␣ is bad because it corresponds to loss via spontaneous decay. Precession due to S⌬ is also undesirable since it takes the system away from the ͉Ϫ͘ state in such a fashion that only a decay due to ␣ can reverse the motion. This is to be contrasted with precession due to ␤Ј. In this case, the motion is around the equilibrium state ͉͑Ϫ͒͘ and not away from it. Therefore, decay due to ␣ is not necessary in order to keep the BV close to the equilibrium. Thus we require ␤Јӷ͉S⌬͉.
In addition, we require that the precession due to ␤Ј be fast compared to the motion of the equilibrium vector about the 2 torque, that is, ␤Јӷ͉2 ͉. This means that a complete half rotation of the BV ͓i.e., from R(t) to R(tϩdt)͔ about the equilibrium vector takes place in a very small time, in which the equilibrium vector has moved only slightly ͓i.e., from R S (t) to R S (tϩdt)͔. Thus the BV is led to stay around the new equilibrium position. To make sure that very little coherence loss occurs from decay due to ␣, we further require that ␤Јӷ␣. Figure 12 illustrates the motion of the BV under these conditions.
V. CONCLUSION
One can see the distinct advantages of this Bloch vector model, which holds in the adiabatic following limit. It gives a simple physical picture of the motion. It gives the transient behavior of the system, which in many cases allows one to solve problems by mere inspection. Furthermore, it is independent of the Rabi frequency ratio, handling all cases with equal ease. However, its most important value is in giving the user a quick way to test out particular cases with simple drawings, leading to alternative ideas for applications of the resonant Raman interaction.
