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Abstract
We consider the problem of quantum resonances in magnetic scattering by two solenoidal fields at large
separation in two dimensions. This system has trapped trajectories oscillating between two centers of the
fields. We give a sharp lower bound on resonance widths when the distance between the two centers goes
to infinity. The bound is described in terms of backward amplitudes calculated explicitly for scattering by
each solenoidal field. The study is based on a new type of complex scaling method. As an application, we
also discuss the relation to semiclassical resonances in scattering by two solenoidal fields.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In the present paper we study the problem of quantum resonances in magnetic scattering by
two solenoidal fields at large separation. We work in two dimensions R2 throughout the entire
discussion. We write
H(A) = (−i∇ −A)2 =
2∑
j=1
(−i∂j − aj )2, ∂j = ∂/∂xj
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field b : R2 → R associated with the vector potential A is defined by
b(x) = ∇ ×A(x) = ∂1a2 − ∂2a1
and the magnetic flux of b is defined by α = (2π)−1 ∫ b(x) dx, where the integration with no
domain attached is taken over the whole space.
Let Φ : R2 → R2 be the potential defined by
Φ(x) = (−x2/|x|2, x1/|x|2)= (−∂2 log |x|, ∂1 log |x|), (1.1)
which generates the point-like field (solenoidal field)
∇ ×Φ = (∂1∂1 log |x| + ∂2∂2 log |x|)= log |x| = 2πδ(x)
with center at the origin. The quantum particle moving in the solenoidal field 2παδ(x) with α as
a magnetic flux is governed by the energy operator
Pα =H(αΦ). (1.2)
This is symmetric over C∞0 (R
2 \ {0}), but it is not necessarily essentially self-adjoint in the
space L2 = L2(R2) because of the strong singularity at the origin of Φ . We know [1,8] that it is
a symmetric operator with type (2,2) of deficiency indices. The self-adjoint extension is realized
by imposing a boundary condition at the origin. Its Friedrichs extension denoted by the same
notation Pα has the domain
D(Pα) =
{
u ∈ L2: (−i∇ − αΦ)2u ∈ L2, lim|x|→0
∣∣u(x)∣∣<∞}, (1.3)
where (−i∇ − αΦ)2u is understood in D′(R2 \ {0}) (in the sense of distribution).
The energy operator which governs quantum particles moving in a solenoidal field is often
called the Aharonov–Bohm Hamiltonian in the physics literatures. This model was employed by
Aharonov and Bohm [4] in 1959 in order to convince us theoretically that a magnetic potential
itself has a direct significance in quantum mechanics. This phenomenon, unexplainable from a
classical mechanical point of view, is now called the Aharonov–Bohm effect, which is known as
one of the most remarkable quantum phenomena.
The scattering by one solenoidal field is also known as one of the exactly solvable quantum
systems. We give a quick review of it in Section 2. In particular, the amplitude fα(θ → ω;E) for
scattering from the initial direction ω ∈ S1 to the final direction θ at energy E > 0 is explicitly
calculated as
fα(ω → θ;E)= (2/π)1/2eiπ/4E−1/4 sin(απ)ei[α](θ−ω) e
i(θ−ω)
1 − ei(θ−ω) , (1.4)
where the Gauss notation [α] denotes the greatest integer not exceeding α and the coordinates
over the unit circle S1 are identified with the azimuth angles from the positive x1 axis. We also
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Section 2 below.
We formulate the problem which we want to discuss in this paper. We consider the energy
operator
Hd =H(Φd), Φd(x) = α1Φ(x − d1)+ α2Φ(x − d2), (1.5)
which describes the quantum particle moving in the two solenoids 2πα1δ(x − d1) and
2πα2δ(x − d2). The operator Hd becomes self-adjoint under the boundary conditions
lim|x−dj |→0 |u(x)| <∞ for j = 1,2, and the resolvent
R(ζ ;Hd) = (Hd − ζ )−1 : L2 → L2, ζ =E + iη, E > 0, η > 0,
is meromorphically continued over the lower half of the complex plane across the positive real
axis where the spectrum of Hd is located. Then R(ζ ;Hd) with Im ζ  0 is well defined as an
operator from L2comp to L2loc in the sense that χR(ζ ;Hd)χ : L2 → L2 is bounded for every
χ ∈ C∞0 (R2), where L2comp and L2loc denote the spaces of square integrable functions with com-
pact support and of locally square integrable functions over R2, respectively. We refer to [14,
Section 7] for the spectral properties of Hd : Hd has no bound states and the spectrum is abso-
lutely continuous on [0,∞). The meromorphic continuation of R(ζ ;Hd) over the unphysical
sheet (the lower-half plane) follows as an application of the analytic perturbation theory of Fred-
holm for compact operators. For completeness, we shall show it in Appendix A.
The resonances of Hd are defined as the poles of the meromorphic function with values in
operators from L2comp to L2loc. Our aim is to study to what extent R(ζ ;Hd) can be analytically
extended across the positive real axis as the distance |d| = |d2 − d1| goes to infinity. We give
a sharp lower bound on the resonance widths (imaginary parts of resonances) in terms of the
backward amplitude fj (ω → −ω;E) for scattering by each solenoidal field 2παj δ(x). As is
seen from (1.4), the backward amplitude takes the form
fj (ω → −ω;E)= (2π)−1/2eiπ/4E−1/4(−1)[αj ]+1 sin(αjπ),
which is independent of the direction ω. The main theorem is as follows.
Theorem 1.1. Let the notation be as above and let E > 0. Assume that neither the flux α1 nor
α2 is an integer. Set dˆ = d/|d| for d = d2 − d1. Then, for any ε > 0 small enough, there exists
dε(E) 1 large enough such that ζ =E − iη with 0 < η < ηεd(E) is not a resonance of Hd for
|d| > dε(E), where
ηεd(E)= E
1/2
|d|
{
log |d| − log∣∣f1(−dˆ → dˆ;E)f2(dˆ → −dˆ;E)∣∣− ε}.
Remark 1.1. If either of the two fluxes α1 and α2 is an integer, Hd is easily seen to be unitarily
equivalent to the Hamiltonian with one solenoidal field, and hence Hd has no resonances. Since
the scattering amplitude vanishes for an integer flux, Theorem 1.1 remains true in this special
case also.
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with compact supports at large separation. For example, such an argument applies to the operator
Hd = (−i∇ −Bd)2, Bd(x) =A1(x − d1)+A2(x − d2),
where Aj ∈ C∞(R2 → R2) has the fields bj = ∇ × Aj ∈ C∞0 (R2 → R). The result of Theo-
rem 1.1 remains true with the backward amplitude for scattering by the fields bj .
Corollary 1.1. Assume that the same assumptions as in Theorem 1.1 are fulfilled. If ζd(E) =
E + i Im ζd(E) is a resonance of Hd , then, for any ε > 0 small enough, there exists dε(E)  1
such that the resonance width − Im ζd(E) satisfies − Im ζd(E) > ηεd(E) for |d|> dε(E).
We make a comment on how to determine the constant ηεd(E) in the theorem. It is determined
so that
∣∣∣∣e2ik|d||d| f1(−dˆ → dˆ;E)f2(dˆ → −dˆ;E)
∣∣∣∣< 1 − ε/2, k = ζ 1/2 (1.6)
for |d|  1, provided that ζ = E − iη satisfies 0 < η < ηεd(E). We shall explain here from
a heuristic point of view how sharp the bound in the theorem is and how reasonable
ρ0 = e
2ik|d|
|d| f1(−dˆ → dˆ;E)f2(dˆ → −dˆ;E)= 1 (1.7)
is as an approximate relation to determine the location of the resonances near the real axis.
We first consider the scattering by the solenoidal filed 2παδ(x). As stated in Proposition 5.1
in Section 5, the Green function Rα(x, y; ζ ) of the resolvent R(ζ ;Pα) = (Pα − ζ )−1 with ζ =
E − iη in the lower-half plane behaves like
Rα(x, y; ζ ) ∼ eik|x−y||x − y|−1/2 + eik(|y|+|x|)
(|y||x|)−1/2fα(−yˆ → xˆ;E) (1.8)
with yˆ = y/|y| and xˆ = x/|x| when |x|, |y|  1 and |x − y|  1, where k = ζ 1/2 and some
numerical factors are ignored for brevity. The first term on the right side corresponds to the
free trajectory which goes from y to x directly without being scattered at the origin, while the
second term comes from the scattering trajectory which starts from y and arrives at x after being
scattered by 2παδ(x).
We now turn to scattering by the two solenoidal fields 2πα1δ(x) and 2πα2δ(x − d) with the
origin and d ∈ R2 as centers. We denote by fj (ω → θ) the amplitude for scattering from the
direction ω to θ by 2παj δ(x), and in particular, we write simply f1 and f2 for the backward
amplitudes f1(−dˆ → dˆ) and f2(dˆ → −dˆ), respectively. According to the asymptotic formula
(1.8), the quantity associated with the trajectory starting from the origin and coming back to the
origin after being scattered by 2πα2δ(x − d) takes the form (e2ik|d|/|d|)f2, which is seen by
setting x = y = −d in the second term on the right side of (1.8). Let τ0(x, y) be the trajectory
which starts from y, hits the origin and arrives at x from the origin after oscillating between the
origin and d several times. Then the contribution from τ0(x, y) to the asymptotic form of the
Green function is formally given by the series
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+ eik|y||y|−1/2f1(−yˆ → dˆ)
( ∞∑
n=0
ρn0
){(
e2ik|d|/|d|)f2}f1(−dˆ → xˆ)eik|x||x|−1/2,
where ρ0 is defined by (1.7). For example, the term with ρn0 describes the contribution from the
trajectory oscillating n + 1 times. Thus the location of the resonance is approximately deter-
mined by the relation ρ0 = 1, and this intuitive idea clarifies the mechanism by which trapping
trajectories generate the resonances near the real axis.
The rigorous proof of Theorem 1.1 is based on a new type of complex scaling method. The
details are explained in Section 3 where we prove the theorem, accepting some lemmas as proved,
and Sections 4, 5 and 6 are devoted to proving those lemmas. One of the difficulties in the
resonance problem is that we have to control quantities growing exponentially at infinity. Such
quantities cannot be controlled simply by integration by parts using oscillatory properties. We
use a new method of complex scaling to avoid these difficulties.
We discuss the relation to the semiclassical theory for quantum resonances in scattering by
two solenoidal fields. We now consider the self-adjoint operator
H˜h = (−ih∇ −Ψ )2, Ψ (x) = α1Φ(x − p1)+ α2Φ(x − p2), 0 < h 
 1,
under the boundary conditions lim|x−pj |→0 |u(x)| <∞ at the two centers p1 and p2. We denote
by γ (x) the azimuth angle from the positive x1 axis to xˆ = x/|x| and define the two unitary
operators
(U1f )(x) = h−1f
(
h−1x
)
, (U2f )(x) = exp
(
igh(x)
)
f (x)
acting on L2, where gh = [α1/h]γ (x − d1)+ [α2/h]γ (x − d2) with dj = pj/h. Since ∇γ (x)=
Φ(x), gh(x) satisfies
∇gh = [α1/h]Φ(x − d1)+ [α2/h]Φ(x − d2),
and exp(igh(x)) is well defined as a single valued function. Then H˜h turns out to be unitarily
equivalent to H(Ψd) = (U1U2)∗H˜h(U1U2), where
Ψd(x) = β1Φ(x − d1)+ β2Φ(x − d2), βj = αj/h− [αj/h], dj = pj/h.
Thus the semiclassical resonance problem in scattering by two solenoidal fields is reduced to the
resonance problem for magnetic Schrödinger operators with two solenoidal fields with centers at
large separation
|d| = |d2 − d1| = |p2 − p1|/h = |p|/h  1.
We denote by f˜j (ω → −ω;E), j = 1,2, the amplitude for the backward scattering by the
field 2πβjδ(x) at energy E > 0 and by f˜hj (ω → −ω;E) the semiclassical amplitude for the
scattering by the field 2παj δ(x). The two amplitudes are related through f˜hj (ω → −ω;E) =
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it follows that
log
∣∣f˜1(−pˆ → pˆ;E)f˜2(pˆ → −pˆ;E)∣∣= log∣∣f˜h1(−pˆ → pˆ;E)f˜h2(pˆ → −pˆ;E)∣∣− logh.
The fluxes β1 and β2 vary with h. If at least one of the two fluxes β1 and β2 is an integer, then
− log∣∣f˜1(−pˆ → pˆ;E)f˜2(pˆ → −pˆ;E)∣∣= ∞, pˆ = p/|p|,
because the scattering amplitude vanishes for an integer flux. The choice of dε(E) in Theorem 1.1
depends on the fluxes α1 and α2 as well as on the energy E > 0. We require the additional
assumption that β1 and β2 stay away from 0 and 1 uniformly in h; c < β1, β2 < 1 − c for some
0 < c < 1/2. Then we obtain the following result as an immediate consequence of Theorem 1.1.
Corollary 1.2. Let the notation be as above. Assume that βj = αj/h− [αj/h], j = 1,2, fulfills
the flux condition above. Then, for any ε > 0 small enough, there exists hε(E) > 0 such that
ζ =E − iη with
0 < η <
E1/2h
|p|
{− log∣∣f˜h1(−pˆ → pˆ;E)f˜h2(pˆ → −pˆ;E)∣∣+ log |p| − ε}
is not a resonance of H˜h for 0 < h< hε(E)
 1.
The resonance problem is one of the most active subjects in scattering theory at the present.
There is a large number of works devoted to the semiclassical theory of resonances near the real
axis generated by closed classical trajectories. An extensive list of references can be found in the
book [12], and the paper [19] of Sjöstrand is an excellent exposition on this subject. In particular,
the semiclassical problem of shape resonances has been studied in detail, and upper or lower
bounds on the resonance width and its asymptotic expansion in h have been obtained by many
authors [6,7,9–12,15] under various assumptions. Among these works is the one by Martinez
[15] where he has established the following result in potential scattering: For any M  1, there
exists hM(E) such that ζ = E − iη with η < −Mh logh is not a resonance of −h2 + V for
0 < h< hM(E), if E is in the nontrapping energy range. As far as we know, there are no works
dealing with the semiclassical bounds on resonance widths for scattering systems by solenoidal
fields. Corollary 1.2 gives a new type of lower bound in which backward scattering amplitudes
are involved, and it suggests the existence of resonances with the width of order O(h| logh|) in
the trapping energy range.
We end this section by referring to the possibility of generalizing the results here to the case of
scattering by several solenoidal fields. It seems to be possible to extend our ideas to such cases,
although much more elaborate arguments are required. The results would depend heavily on the
location of the centers of the fields, and the Aharonov–Bohm quantum effect is closely related to
the bound on the resonance widths. If, for example, the three centers d1, d2 and d3 are collinear
with d2 as the middle point, then the bound on the resonance width is determined by the longest
trajectory oscillating between d1 and d3, but the potential α2Φ(x − d2) generated by the field
2πα2δ(x − d2) with the middle point d2 as a center has a direct significance on the trajectory
oscillating between the two centers d1 and d3 by the Aharonov–Bohm effect. It seems to be an
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resonances in scattering by several solenoidal fields.
2. The scattering amplitude by one solenoidal field
Here we make a brief review of the scattering by one solenoidal field. As stated in the previous
section, the scattering by such a field is known as one of the exactly solvable models in quantum
mechanics. We refer to [1,2,4,8,17] for more detailed expositions.
Let Pα be the self-adjoint operator defined by (1.2) with domain (1.3). We calculate the gen-
eralized eigenfunction of the problem Pαϕ =Eϕ with energy E > 0 as an eigenvalue. Since
Pα is rotationally invariant, we work in the polar coordinate system (r, θ). Let U be the unitary
mapping defined by
(Uu)(r, θ) = r1/2u(rθ) : L2 → L2((0,∞);dr)⊗L2(S1).
We write
∑
l for the summation ranging over all integers l. Then U enables us to decompose Pα
into the partial wave expansion
Pα UPαU∗ =
∑
l
⊕(Plα ⊗ Id), (2.1)
where Id is the identity operator and
Plα = −∂2r +
(
ν2 − 1/4)r−2, ν = |l − α|
is self-adjoint in L2((0,∞);dr) under the boundary condition limr→0 r−1/2|u(r)| <∞ at r = 0.
We denote by γ (x;ω) the azimuth angle from ω ∈ S1 to xˆ = x/|x| and use the notation · to
denote the scalar product in R2. Then the outgoing eigenfunction ϕ+(x;ω,E) with ω as an
incident direction at energy E > 0 is calculated as
ϕ+(x;ω,E)=
∑
l
exp(−iνπ/2) exp(ilγ (x;−ω))Jν(E1/2|x|) (2.2)
with ν = |l − α|, where Jμ(z) denotes the Bessel function of order μ. The eigenfunction ϕ+
behaves like
ϕ+(x;ω,E)∼ ϕ0(x;ω,E)= exp
(
iE1/2x ·ω)
as |x| → ∞ in the direction −ω (x = −|x|ω), and the difference ϕ+ − ϕ0 satisfies the outgoing
radiation condition at infinity.
We decompose ϕ+(x;ω,E) into the sum ϕ+ = ϕin + ϕsc of incident and scattering waves to
calculate the scattering amplitude through the asymptotic behavior at infinity of the scattering
wave ϕsc(x;ω,E). The idea is due to Takabayashi [16]. If we set σ = σ(x;ω) = γ (x;ω) − π ,
then
ϕ+ =
∑
e−iνπ/2eilσ Jν
(
E1/2|x|), ν = |l − α|.l
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Iμ(w)= (1/π)
( π∫
0
ew cosρ cos(μρ)dρ − sin(μπ)
∞∫
0
e−w coshp−μp dp
)
(2.3)
with Rew  0 [22, p. 181], then ϕ+(x;ω,E) takes the form
ϕ+ = (1/π)
∑
l
eilσ
π∫
0
e−i
√
E|x| cosρ cos(νρ)dρ
− (1/π)
∑
l
eilσ sin(νπ)
∞∫
0
ei
√
E|x| coshpe−νp dp. (2.4)
We take ϕin(x;ω,E) as
ϕin = eiασ ϕ0(x;ω,E)= eiασ ei
√
E|x| cosγ (x;ω) = eiασ e−i
√
E|x| cosσ ,
which is different from the usual plane wave ϕ0(x;ω,E). The modified factor eiασ appears
because of the long-range property of the potential Φ(x) defined by (1.1). The incident wave
admits the Fourier expansion
ϕin(x;ω,E)= (1/π)
∑
l
( π∫
0
e−i
√
E|x| cosρ cos(νρ)dρ
)
eilσ (x;ω).
This, together with (2.4), yields
ϕsc(x;ω,E)= −(1/π)
∑
l
eilσ sin(νπ)
∞∫
0
ei
√
E|x| coshpe−νp dp.
We compute the series
∑
l
eilσ e−νp sin(νπ) =
{ ∑
l[α]
+
∑
l[α]+1
}
eilσ e−νp sin(νπ)
= sin(απ)(−1)[α]
{
e−αp(eiσ ep)[α]
1 + e−iσ e−p +
eαp(eiσ e−p)[α]
1 + e−iσ ep
}
for |σ | < π . Thus we have
ϕsc = − sin(απ)
π
(−1)[α]ei[α]σ(x;ω)
∞∫
ei
√
E|x| coshp e−βp
1 + e−iσ e−p dp
−∞
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eiσ (x;ω) = ei(γ (x;ω)−π) = −ei(θ−ω) by identifying θ = x/|x| = xˆ ∈ S1 with the azimuth angle θ ,
we see that ϕsc(x;ω,E) obeys
ϕsc = fα(ω → xˆ;E)ei
√
E|x||x|−1/2 + o(|x|−1/2), |x| → ∞.
Here fα(ω → θ;E) defined by (1.4) for θ = ω is called the amplitude for scattering from the
initial direction ω ∈ S1 to the final one θ at energy E > 0. If, in particular, α is an integer, then
fα(ω → θ;E) vanishes.
We calculate the Green function of the resolvent R(ζ ;Pα) = (Pα − ζ )−1 with Im ζ > 0.
Let k = ζ 1/2, Im k > 0, and let Plα be as in (2.1). Then the equation (Plα − ζ )u = 0 has
{r1/2Jν(kr), r1/2Hν(kr)} with Wronskian 2i/π as a pair of linearly independent solutions,
where Hμ(z) = H(1)μ (z) denotes the Hankel function of the first kind. Thus (Plα − ζ )−1 has
the integral kernel
Rlα(r, ρ; ζ ) = (iπ/2)r1/2ρ1/2Jν
(
k(r ∧ ρ))Hν(k(r ∨ ρ)), ν = |l − α|,
where r ∧ ρ = min(r, ρ) and r ∨ ρ = max(r, ρ). Hence the Green function Rα(x, y; ζ ) of
R(ζ ;Pα) is given by
Rα(x, y; ζ )= (i/4)
∑
l
eil(θ−ω)Jν
(
k
(|x| ∧ |y|))Hν(k(|x| ∨ |y|)), (2.5)
where x = (|x| cos θ, |x| sin θ) and y = (|y| cosω, |y| sinω) in the polar coordinates. This makes
sense even for ζ in the lower half of the complex plane by analytic continuation. Then R(ζ ;Pα)
with Im ζ  0 is well defined as an operator from L2comp to L2loc. Thus R(ζ ;Pα) does not have
any poles as a function with values in operators from L2comp to L2loc. We can say that Pα with one
solenoidal field 2παδ(x) has no resonances. We do not discuss the possibility of resonances at
zero energy.
3. Proof of Theorem 1.1 by the complex scaling method
The proof of Theorem 1.1 is based on the complex scaling method initiated by [3,5] and fur-
ther developed by [18,20] (see [12] also). In this section we complete the proof of Theorem 1.1,
accepting the five lemmas (Lemmas 3.1–3.5) formulated in the course of the proof as proved.
We first reformulate the problem to which the complex scaling method can be applied in a
more convenient way and fix some basic notation used throughout the entire discussion in the
sequel. We work in the coordinate system in which the two centers d1 and d2 are represented as
d1 = d− = (−d/2,0), d2 = d+ = (d/2,0), d  1,
and we set α− = α1 and α+ = α2 for two given fluxes α1 and α2. Then the operator Hd =H(Φd)
under consideration is self-adjoint with domain
D =
{
u ∈ L2: (−i∇ −Φd)2u ∈ L2, lim
∣∣u(x)∣∣<∞ at d− and d+} (3.1)|x−d±|→0
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Φd(x) =Φ−d(x)+Φ+d(x) = α−Φ(x − d−)+ α+Φ(x − d+). (3.2)
We denote by H0 = − the free Hamiltonian with domain H 2(R2) (Sobolev space of order two)
and define the auxiliary operators by
H±d =H(Φ±d), (3.3)
which are self-adjoint with domain
D± =
{
u ∈ L2: (−i∇ −Φ±d)2u ∈ L2, lim|x−d±|→0
∣∣u(x)∣∣<∞}. (3.4)
We fix E0 > 0. We always assume that ζ is restricted to the complex neighborhood
Dd =
{
ζ =E + iη ∈ C: |E −E0| < δE0, |η| < 2E1/20 (logd)/d
} (3.5)
with 0 < δ 
 1 small enough, and we set
D±d =Dd ∩ {ζ ∈ C: ± Im ζ > 0}.
We also introduce smooth cut-off functions χ0, χ∞ and χ± over the real line R = (−∞,∞)
with the following properties: 0 χ0, χ∞, χ±  1 and
χ0(t) = 1 for |t | 1, χ0(t) = 0 for |t | 2, χ∞(t) = 1 − χ0(t),
χ+(t) = 1 for t  1, χ+(t) = 0 for t −1, χ−(t) = 1 − χ+(t).
We often use these functions without further references throughout the future discussion.
We define jd(x) : R2 → C2 by
jd(x1, x2) =
(
x1, x2 + iηd(x2)x2
)
, ηd(t) = η0dχ∞(t/d), (3.6)
with η0d = 5E−1/20 (logd)/d and consider the complex scaling mapping
(Jdf )(x) =
[
det(∂jd/∂x)
]1/2
f
(
jd(x)
)
associated with jd(x). The Jacobian det(∂jd/∂x) of jd(x) does not vanish for d  1, and there-
fore Jd is invertible. Since the coefficients of Hd are analytic in R2 \ {d−, d+}, we can define the
operator
Kd = JdHdJ−1d . (3.7)
This becomes a closed operator under the same boundary condition as in (3.1), but it is not
necessarily self-adjoint. The domain of Kd coincides with D. We do not require the explicit
form of Kd in the future discussion.
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by (3.3). Recall that γ (x;ω) denotes the azimuth angle from ω ∈ S1 to xˆ = x/|x|. The potential
Φ(x) defined by (1.1) satisfies the relation Φ(x) = ∇γ (x;ω). Hence it follows that
Φ±d(x) = α±Φ(x − d±)= α±∇γ (x − d±;ω±), ω± = (±1,0).
The angle function γ (x;ω+) is represented as
γ (x;ω+) = −(i/2) log
(
(x1 + ix2)/(x1 − ix2)
)+ π,
so that it is well defined for complex variables also. We take arg z, 0 arg z < 2π , to be a single
valued function over the complex plane slit along the direction ω+ and define
γ
(
jd(x);ω+
)= 1
2
(
arg
(
b+d(x)
)− arg(b−d(x)))+ π − i log∣∣bd(x)∣∣1/2, (3.8)
where bd(x) = b+d(x)/b−d(x) and
b+d(x) = x1 − ηd(x2)x2 + ix2, b−d(x) = x1 + ηd(x2)x2 − ix2.
The function γ (jd(x);ω−) is similarly defined by taking arg z to be a single valued function over
the complex plane slit along the direction ω−.
We define g±d by
g±d(x) = α±χ∓
(
32(x1 ∓ 13d/32)/d
)
γ
(
jd(x)− d±;ω±
) (3.9)
and g0d by
g0d(x) = χ0(4x1/d)
(
α−γ
(
jd(x)− d−;ω−
)+ α+γ (jd(x)− d+;ω+)). (3.10)
By definition, suppg−d ⊂ {x: x1 > −7d/16} and g−d = α−γ (jd(x) − d−;ω−) on Π+ =
{x: x1 >−3d/8}. Hence exp(ig−d) acts as
exp(ig−d)f (x) =
(
Jd exp
(
iα−γ (x − d−;ω−)
)
J−1d f
)
(x)
on functions f (x) with support in Π+. On the other hand, g+d(x) has support in {x: x1 < 7d/16}
and g+d = α+γ (jd(x)− d+;ω+) on Π− = {x: x1 < 3d/8}, so that exp(ig+d) acts as
exp(ig+d)f (x) =
(
Jd exp
(
iα+γ (x − d+;ω+)
)
J−1d f
)
(x)
on functions f (x) with support in Π−. We take into account these relations to define the follow-
ing closed operator
K±d = exp(ig∓d)
(
JdH±dJ−1d
)
exp(−ig∓d) (3.11)
with the same boundary condition as in (3.4). Since
K+d = JdH
(
α−∇γ (x − d−;ω−)+Φ+d
)
J−1d
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K+d =Kd on Π+ = {x: x1 >−3d/8}. (3.12)
Similarly we have
K−d =Kd on Π− = {x: x1 < 3d/8}. (3.13)
The function g0d(x) defined by (3.10) has support in {x: |x1|< d/2} and satisfies
g0d = α−γ
(
jd(x)− d−;ω−
)+ α+γ (jd(x)− d+;ω+)
on Π0 = {x: |x1| d/4}. If we define the operator K0d by
K0d = exp(ig0d)
(
JdH0J
−1
d
)
exp(−ig0d), (3.14)
then we obtain
K0d =K±d =Kd on Π0 =
{
x: |x1| d/4
}
. (3.15)
We make some comments on the complex scaling mapping Jd defined above before going
into the proof of the theorem. This mapping takes a form different from the standard mapping
(J˜θf )(x) =
[
det
(
1 + iθ dF (x))]1/2f (x + iθF (x)), θ > 0,
used in the existing complex scaling method (for example see [12]), where F : R2 → R2 is
a smooth vector field satisfying F(x) = x for |x|  1. If we define K˜dθ = J˜θHdJ˜−1θ , then it
follows by the Weyl perturbation theorem that the essential spectrum of K˜dθ is given by
σess(K˜dθ )=
{
ζ ∈ C: arg ζ = −2 arg(1 + iθ)},
and the resonances of Hd in question are defined as eigenvalues near the positive real axis of the
distorted operator K˜dθ . The spectrum σ(K˜dθ ) is discrete in the sector
Sθ =
{
ζ ∈ C: Re ζ > 0, −2 arg(1 + iθ) < arg ζ  0}
and it is known that σ(K˜dθ )∩Sθ is independent of the vector field F and of θ . On the other hand,
the distorted operator Kd = JdHdJ−1d defined by the mapping Jd has its essential spectrum in
the region
σess(Kd) =
{
ζ ∈ C: −2 arg(1 + iη0d) arg ζ  0
}
, η0d = 5E−1/20 (logd)/d,
and has no discrete eigenvalues in this sector. This follows from the Weyl perturbation theorem,
if we consider Kd as a perturbation of the operator −∂21 − (1 + iη0d)−2∂22 . Hence we have to
define the resonances of Hd directly as the poles of the resolvent R(ζ ;Hd) continued analytically
over the unphysical sheet and not as the eigenvalues of Kd . It seems to be difficult to apply the
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with centers at large separation. In particular, it is difficult to separate the two centers from each
other without introducing auxiliary operators such as K±d with one solenoidal field. For this
reason, we develop the new type of complex scaling method which changes only the variable x2
into the complex variable to separate the two centers from each other. We note that Wang [21]
has already studied resonances in strong uniform magnetic fields in three dimensions by making
use of a complex scaling method depending only on one variable (direction perpendicular to the
magnetic field). However it seems that the motivation in the background is different from that in
the present work. In particular, our complex scaled operator has a quite different structure in the
essential spectrum. With the notation above, we are now in a position to prove the main theorem.
Proof of Theorem 1.1. The proof is divided into five steps. Throughout the proof, we use the
notation R(ζ ;K) to denote the resolvent (K −ζ )−1 of K , where K is not necessarily assumed to
be self-adjoint. We also denote by the same notation R(ζ ;K) the resolvent obtained by analytic
continuation.
Step 1. At first we assume that ζ =E + iη ∈ D+d . Let H± =H(α±Φ) be the self-adjoint opera-
tor with the boundary condition (1.3) at the origin and let R±(x, y; ζ ) be the kernel of the resol-
vent R(ζ ;H±). Then the kernel of the resolvent R(ζ ;H±d) is given by R±(x − d±, y − d±; ζ ).
We now consider the integral operator R˜±d(ζ ) with the kernel
R˜±d(x, y; ζ ) = j˜d (x, y)R±
(
jd(x)− d±, jd(y)− d±; ζ
)
, (3.16)
where
j˜d (x, y) =
[
det
(
∂jd(x)/∂x
)]1/2[det(∂jd(y)/∂y)]1/2.
If we set H˜±d = JdH±dJ−1d , then H˜±d becomes a closed operator with the boundary condition
as in (3.4) and a formal argument using a change of variables shows that
R˜±d(ζ ) = JdR(ζ ;H±d)J−1d =R(ζ ; H˜±d).
The rigorous justification is based on the density of analytic vectors in L2. The first step is to
show the following lemma.
Lemma 3.1. Assume that ζ ∈D+d . Let H˜±d and R˜±d(ζ ) be as above. Then
R˜±d(ζ ) : L2 → L2
is bounded, and ζ belongs to the resolvent set of H˜±d with R˜±d(ζ ) as a resolvent.
Remark 3.1. We can show that the adjoint operator R˜±d(ζ )∗ : L2 → L2 is similarly obtained
from the resolvent R(ζ ;H±d) : L2 → L2 with ζ ∈ D+d and coincides with the resolvent
R(ζ ; H˜ ∗±d).
Since g±d(x) defined by (3.9) is a bounded function, the lemma, together with (3.11), implies
that ζ ∈D+d belongs to the resolvent set of K±d and the resolvent R(ζ ;K±d) is given by
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for ζ ∈D+d .
Step 2. The second step is to show that ζ ∈ D+d is also in the resolvent set of Kd and to derive the
representation for the resolvent R(ζ ;Kd) in terms of R(ζ ;K±d). To see this, we define Λd(ζ )
by
Λd(ζ ) = χ−dR(ζ ;K−d)+ χ+dR(ζ ;K+d) : L2 → L2,
where χ±d(x) = χ±(16x1/d). Since Kd = K±d on suppχ±d by (3.12) and (3.13), we compute
(Kd − ζ )Λd(ζ ) = (K−d − ζ )χ−dR(ζ ;K−d)+ (K+d − ζ )χ+dR(ζ ;K+d)
= Id + [K−d ,χ−d ]R(ζ ;K−d)+ [K+d ,χ+d ]R(ζ ;K+d).
The function χ±d depends on x1 only, and the derivative χ ′±d has support in
Σ0 =
{
x = (x1, x2): |x1|< d/16
}
. (3.17)
By (3.15), K±d = K0d on Π0, so that the two commutators [K−d ,χ−d ] and [K+d ,χ+d ] on the
right side equal [K0d ,χ−d ] and −[K0d ,χ−d ], respectively. Hence we have
(Kd − ζ )Λd(ζ ) = Id +X
(
R(ζ ;K−d)−R(ζ ;K+d)
)
, (3.18)
where
X = [K0d ,χ−d ], χ−d = χ−(16x1/d). (3.19)
We further compute the operator on the right side of (3.18). If we set χ0d(x) = χ0(8x1/d), then
χ0d = 1 on Σ0 and K±d =K0d on suppχ0d by (3.15). Hence it equals
Td(ζ ) := X
(
R(ζ ;K−d)−R(ζ ;K+d)
)=XR(ζ ;K+d)YR(ζ ;K−d) (3.20)
as an operator acting on L2(Σ0), where
Y = [K0d ,χ0d ], χ0d = χ0(8x1/d). (3.21)
Then we can prove the following lemma.
Lemma 3.2. Assume that ζ ∈D+d . If Td(ζ ) is considered as an operator from L2(Σ0) into itself,
then
Id + Td(ζ ) : L2(Σ0) → L2(Σ0)
has a bounded inverse.
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set of L2 functions with support in Σ0. We often identify L2comp(Σ0) with L2(Σ0), including its
topology. It follows from (3.18) and (3.20) that
(Kd − ζ )Λd(ζ ) = Id + Td(ζ )
on L2comp(Σ0). Hence Lemma 3.2 implies that
(Kd − ζ )Λd(ζ )
(
Id + Td(ζ )
)−1
f = f
for f ∈ L2comp(Σ0), so that the operator R(ζ ) defined by
R(ζ ) =Λd(ζ )−Λd(ζ )
(
Id + Td(ζ )
)−1
X
(
R(ζ ;K−d)−R(ζ ;K+d)
) : L2 → L2
satisfies (Kd − ζ )R(ζ )f = f on L2. Thus we have that the range Ran(Kd − ζ ) of Kd − ζ
coincides with L2. Similarly we can prove that Ran(K∗d − ζ )= L2 (see Remark 3.1). This shows
that ζ ∈D+d belongs to the resolvent set of Kd , and R(ζ ;Kd) is represented as
R(ζ ;Kd)=Λd(ζ )−Λd(ζ )
(
Id + Td(ζ )
)−1
X
(
R(ζ ;K−d)−R(ζ ;K+d)
)
. (3.22)
Step 3. We still assume that ζ ∈D+d . Let
Ω0 = {x: |x1|< d, |x2| < r0} (3.23)
for r0  1 fixed large enough but independently of d . If f ∈ L2comp(Ω0) is an L2 function with
support in Ω0, then R(ζ ;Hd)f is analytic outside Ω0, because the coefficients of Hd are analytic
there. We can prove the following lemma.
Lemma 3.3. Assume that ζ ∈D+d . If f ∈ L2comp(Ω0), then JdR(ζ ;Hd)f ∈ L2.
Since Jd acts as the identity operator on L2comp(Ω0), JdR(ζ ;Hd)f with f ∈ L2comp(Ω0) sat-
isfies the boundary conditions in (3.4) and solves the equation
(Kd − ζ )JdR(ζ ;Hd)f = Jd(Hd − ζ )R(ζ ;Hd)f = f
by (3.7). Since such a solution is unique in L2, we have JdR(ζ ;Hd) = R(ζ ;Kd) on L2comp(Ω0)
for ζ ∈D+d . Thus we obtain
R(ζ ;Hd) =Λd(ζ )−Λd(ζ )
(
Id + Td(ζ )
)−1
X
(
R(ζ ;K−d)−R(ζ ;K+d)
) (3.24)
from (3.22), when considered as an operator from L2comp(Ω0) into itself.
Step 4. The relation (3.24) plays a basic role in studying the analytic continuation of R(ζ ;Hd)
as a function of ζ with values in operators from L2comp(Ω0) into itself over the lower-half plane.
As stated above, L2comp(Ω0) is identified with L2(Ω0) together with its topology, and similarly
for L2 (Σ0). We can prove the following two lemmas.comp
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L2comp(Ω0) into L2(Σ0) or from L2comp(Σ0) into L2(Ω0), and it depends analytically on ζ ∈ Dd .
Lemma 3.5. Let Td(ζ ) be defined by (3.20). Assume that ζ = E − iη fulfills the assumption
0 η < ηεd(E) in the theorem. Then
Id + Td(ζ ) : L2(Σ0) → L2(Σ0)
has a bounded inverse.
The operator R(ζ ;K±d) depends analytically on ζ when considered as an operator from
L2comp(Ω0) into itself. The two lemmas above, together with (3.24), imply that R(ζ ;Hd) is an-
alytically continued as a function of ζ with values in operators from L2comp(Ω0) into itself over
the region
Dεd =
{
ζ =E − iη ∈ Dd : 0 η < ηεd(E)
}
in the lower half-plane.
Step 5. The proof is completed in this step. Once the analytic continuation of
R(ζ ;Hd) :L2comp(Ω0) → L2comp(Ω0)
is established, we can show that R(ζ ;Hd) is analytically continued as a function of ζ with values
in operators from L2comp to L2loc over the above region Dεd . To see this, we introduce the auxiliary
operator P0 = H(α0Φ) with α0 = α− + α+, the self-adjoint extension (Friedrichs extension) of
which is realized by imposing the boundary condition lim|x|→0 |u(x)| <∞ at the origin. We use
the same notation P0 to denote this self-adjoint realization. As is easily seen, the line integral∫
C
(
Φd(x)− α0Φ(x)
) · dx = 0
vanishes along any curve C outside Ω0 by the Stokes formula. This makes it possible to construct
a smooth real function g(x) in such a way that
Φd(x) = α0Φ(x)+ ∇g(x) (3.25)
outside Ω0. In fact, it is given by the line integral
g(x) = −
∞∫
1
((
Φd(tx)− α0Φ(tx)
) · xˆ)dt, xˆ = x/|x|,
for |x|  1 and obeys g(x) = O(|x|−1) as |x| → ∞. This function g(x) is also analytic out-
side Ω0, because g solves
g = ∇ · (Φd − α0Φ)
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over R2 such that
ψ0 +ψ1 = 1, suppψ0 ⊂Ω0,
and let ψ2 be a smooth function such that it has a slightly wider support than ψ1 and satisfies
ψ2ψ1 =ψ1. We may assume that (3.25) remains true on suppψ2 (and hence on suppψ1 also). If
we define Pˆ0 = eigP0e−ig , then it follows that
Hd = Pˆ0 on suppψ2. (3.26)
This relation enables us to decompose R(ζ ;Hd) = R(ζ ;Hd)(ψ0 + ψ1) into the sum of three
terms as follows:
R(ζ ;Hd) =R(ζ ;Hd)ψ0 +ψ2R(ζ ; Pˆ0)ψ1 −R(ζ ;Hd)[Pˆ0,ψ2]R(ζ ; Pˆ0)ψ1.
Since R(ζ ; Pˆ0) : L2comp → L2loc depends analytically on ζ and since the commutator [Pˆ0,ψ2]
vanishes outside Ω0, we see that R(ζ ;Hd) : L2comp → L2comp(Ω0) depends analytically on ζ .
Similarly we obtain the relation
R(ζ ;Hd) =ψ0R(ζ ;Hd)+ψ1R(ζ ; Pˆ0)ψ2 +ψ1R(ζ ; Pˆ0)[Pˆ0,ψ2]R(ζ ;Hd)
on L2comp. This yields the analytic dependence on ζ of R(ζ ;Hd) : L2comp → L2loc and the proof of
the theorem is now complete. 
The proofs of the five lemmas which remain unproved are all based on the asymptotic analysis
of the behavior at infinity of the Green function for the Schrödinger operator with one solenoidal
field. In particular, the proof of Lemma 3.5, which has played an essential role in proving the
theorem, occupies the main body of the paper.
4. Proof of Lemmas 3.1 and 3.3
The present section is devoted to proving Lemmas 3.1 and 3.3 among the five lemmas.
4.1. Preliminary proposition and lemmas
We begin by introducing the new notation
rd(x, y)
2 = ∣∣jd(x)− jd(y)∣∣2, rd(x)2 = rd(x,0)2 = ∣∣jd(x)∣∣2, (4.1)
θd(x, y) = γ
(
jd(x);ω+
)− γ (jd(y);ω+), ω+ = (1,0), (4.2)
where |z|2 = x21 + (x2 + iy2)2 for z = (x1, x2 + iy2) ∈ R × C. The branch rd(x, y) of rd(x, y)2
is taken in such a way that Re rd(x, y) > 0. We recall that the kernel Rα(x, y; ζ ) of the resolvent
R(ζ ;Pα) with Im ζ > 0 is given by (2.5) for the self-adjoint operator Pα = H(αΦ) defined by
(1.2) with domain (1.3). The argument here is based on the following proposition.
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Set k = ζ 1/2 with Im k > 0. If x2 > c and y2 > c for some c > 1, then
Rα
(
jd(x), jd(y); ζ
)= (i/4)eiαθd (x,y)H0(krd(x, y))+O((|x| + |y|)−L)
as |x| + |y| → ∞ for any L  1, where H0(z) = H(1)0 (z) denotes the Hankel function of thefirst kind, and the order estimate depends on ζ . A similar relation holds true in the case where
x2 <−c and y2 <−c.
We prove the proposition at the end of this section. We complete the proof of the two lemmas
in question after showing two preliminary lemmas. We define R˜αd(ζ ) = JdR(ζ ;Pα)J−1d as the
integral operator with kernel
R˜αd(x, y; ζ ) = j˜d (x, y)Rα
(
jd(x), jd(y); ζ
)
,
where j˜d (x, y) is defined in (3.16).
Lemma 4.1. If q± ∈ C∞(R2) is a bounded function with support in {x: ±x2 > c} for some c > 1,
then
q+R˜αd(ζ )q+, q−R˜αd(ζ )q− : L2 → L2
is bounded.
Proof. Let ηd(t) be defined in (3.6) and set η˜d (t) = ηd(t)t . We may assume that η˜′d(t)  0.
According to (4.1), we calculate
rd(x, y)
2 = (x1 − y1)2 +
(
1 + iηd(x2, y2)
)2
(x2 − y2)2,
where
ηd(x2, y2) =
1∫
0
η˜′d
(
y2 + s(x2 − y2)
)
ds  0
and ηd(x2, y2)=O((logd)/d). Hence we have
Im
(
krd(x, y)
)
 cη1/2|x − y|, |x − y|  1,
for some c > 0, so that the Hankel function H0(krd(x, y)) falls off exponentially as |x−y| → ∞.
This, together with Proposition 4.1, proves the lemma. 
We denote by P˜αd = JdPαJ−1d the complex scaled operator obtained from Pα . The coeffi-
cients of Pα are analytic in R2 \ {0}. Hence P˜dα has coefficients smooth in R2 \ {0} and becomes
a closed operator under the same boundary condition as in (1.3). Let A be the dense space in L2
spanned by all functions of the form
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(−cx22), c > 0,
where h ∈ C∞0 (R) and p(x2) is a polynomial. According to [12, Proposition 17.10], we know
that JdA is also dense in L2. If f ∈ JdA, then R˜αd(ζ )f satisfies the boundary condition in (1.3)
and the relation
(P˜αd − ζ )R˜αd(ζ ) = Id (4.3)
holds on the dense set JdA. This is shown by making a change of variables and by deforming
the contour by analyticity.
Lemma 4.2. Assume that ζ ∈ D+d . Let P˜αd and R˜αd(ζ ) be as above. Then R˜αd(ζ ) is bounded
on L2, and ζ belongs to the resolvent set of P˜αd with R˜αd(ζ ) as a resolvent.
Proof. Let {u−, u0, u+} be a nonnegative smooth partition of unity such that u−(x2)+u0(x2)+
u+(x2) = 1 and
suppu0 ⊂ (−2c,2c), suppu+ ⊂ (3c/2,∞), suppu− ⊂ (−∞,−3c/2)
for c > 1 fixed. We shall show that R˜αd(ζ )u0 and R˜αd(ζ )u± are bounded on L2. We first consider
R˜αd(ζ )u0. If v0 ∈ C∞0 (R) has support in {|x2|< 4c}, then we have v0R˜αd(ζ )u0 = v0R(ζ ;Pα)u0,
and v0R˜αd(ζ )u0 is bounded. Let v+ and v˜+ be smooth functions of x2 such that they have
support in (3c,∞), and v+ = 1 on [4c,∞), v˜+ = 1 on suppv+. Then u0 vanishes on suppv+
and J−1d v+Jd = v+ for d  1. Thus we can calculate
v+R˜αd(ζ )u0 = v˜+R˜αd(ζ )(P˜αd − ζ )v+R˜αd(ζ )u0 = v˜+R˜αd(ζ )[P˜αd , v+]R˜αd(ζ )u0
on the dense set JdA, and it follows from Lemma 4.1 that v+R˜αd(ζ )u0 is bounded on L2. A sim-
ilar argument applies to v−R˜αd(ζ )u0, where v− is supported in (−∞,3c) and has properties
similar to v+. Hence we obtain that R˜αd(ζ )u0 is bounded. Next we show that R˜αd(ζ )u+ is
bounded. The boundedness of R˜αd(ζ )u− is shown in a similar way. Let {w−,w0,w+} be a non-
negative smooth partition of unity such that w−(x2)+w0(x2)+w+(x2) = 1 and
suppw0 ⊂ (−c/2, c/2), suppw+ ⊂ (c/3,∞), suppw− ⊂ (−∞,−c/3).
By Lemma 4.1, w+R˜αd(ζ )u+ is bounded. Let u˜+ ∈ C∞(R) be a function such that supp u˜+ ⊂
(3c/4,∞) and it satisfies u˜+u+ = u+. Then we have the relation
w0R˜αd(ζ )u+ =w0R˜αd(ζ )u+(P˜αd − ζ )R˜αd(ζ )u˜+ =w0R˜αd(ζ )[u+, P˜αd ]R˜αd(ζ )u˜+
on JdA. This, together with Lemma 4.1, implies that w0R˜αd(ζ )u+ is bounded. We repeat the
commutator calculus on JdA to obtain
w−R˜αd(ζ )u+ = w˜−R˜αd(ζ )[P˜αd ,w−]R˜αd(ζ )[u+, P˜αd ]R˜αd(ζ )u˜+,
where w˜− ∈ C∞(R) has support in (−∞,−c/4) and satisfies w˜−w− = w−. Hence Lemma 4.1
again shows that w−R˜αd(ζ )u+ is bounded. Thus we have shown that R˜αd(ζ ) is bounded on L2.
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with L2. We can also obtain Ran(P˜ ∗αd − ζ ) = L2 for the adjoint operator P˜ ∗αd (see Remark 3.1).
This shows that ζ is in the resolvent set of P˜αd and that the resolvent R(ζ ; P˜αd) equals R˜αd(ζ ),
and the proof is complete. 
4.2. Proof of Lemmas 3.1 and 3.3
We prove Lemmas 3.1 and 3.2.
Proof of Lemma 3.1. If we apply Lemma 4.2 to H±d =H(Φ±d) with Φ±(x) = α±Φ(x − d±),
then R˜±d(ζ ) = JdR(ζ ;H±d)J−1d with ζ ∈ D+d is bounded on L2. Since g∓d(x) defined by (3.9)
is bounded, it follows from (3.11) that
R(ζ ;K±d) = exp(ig∓d)R˜±d(ζ ) exp(−ig∓d)
turns out to be the resolvent of K±d for ζ ∈ D+d . This proves the lemma. 
Proof of Lemma 3.3. We use the notation with the same meaning as ascribed in Step 5 of the
proof of Theorem 1.1. In particular, g satisfies (3.25). In addition, we introduce a smooth function
ψ3 ∈ C∞(R2) such that ψ3ψ2 = ψ2. We may assume that (3.25) remains true on suppψ3 also.
We decompose R(ζ ;Hd)f = (ψ0 + ψ1)R(ζ ;Hd)f with f ∈ L2comp(Ω0) into the sum of three
terms in the following way:
R(ζ ;Hd)f =ψ0R(ζ ;Hd)f +ψ1R(ζ ;Hd)ψ2f +ψ1R(ζ ;Hd)[Hd,ψ2]R(ζ ;Hd)f.
The first term on the right side fulfills Jdψ0R(ζ ;Hd)f = ψ0R(ζ ;Hd)f ∈ L2. If we take the
relation (3.26) into account, then the second term on the right side is further calculated as
ψ1R(ζ ;Hd)ψ2f =ψ1R(ζ ; Pˆ0)ψ2f +ψ1R(ζ ; Pˆ0)[Pˆ0,ψ3]R(ζ ;Hd)ψ2f.
We note that
Jd exp
(±ig(x))J−1d = exp(±ig(jd(x))) : L2 → L2
is bounded and [Pˆ0,ψ3]R(ζ ;Hd)ψ2f ∈ L2comp(Ω0). Since Jdψ1 =ψ1Jd and Jdψ2f =ψ2f for
f ∈ L2comp(Ω0), Lemma 4.2 with Pα = P0 yields that Jdψ1R(ζ ;Hd)ψ2f is in L2. Since ψ3 = 1
both on suppψ1 and on supp∇ψ2, a similar argument applies to the third term, and we obtain
Jdψ1R(ζ ;Hd)[ψ2,Hd ]R(ζ ;Hd)f ∈ L2.
Thus the proof is complete. 
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Before going into the proof, we derive the integral representation for the kernel Rα(x, y; ζ ).
The derivation is based on the following formula
Hμ(Z)Jμ(z) = 1
iπ
κ+i∞∫
0
exp
{
t
2
− Z
2 + z2
2t
}
Iμ
(
Zz
t
)
dt
t
, |z| |Z|,
for the product of Bessel functions [22, p. 439], where the contour is taken to be rectilinear
with corner at κ + i0, κ > 0 being fixed arbitrarily. We apply to (2.5) this formula with Z =
k(|x| ∨ |y|) and z = k(|x| ∧ |y|), where Im k = Im ζ 1/2 > 0. If we write x = (|x| cos θ, |x| sin θ)
and y = (|y| cosω, |y| sinω) in polar coordinates, then Rα(x, y; ζ ) is represented as
Rα = 14π
∑
l
eilψ
κ+i∞∫
0
exp
(
t
2
− ζ(|x|
2 + |y|2)
2t
)
Iν
(
ζ |x||y|
t
)
dt
t
(4.4)
with ν = |l − α|, where ψ = θ −ω. If, in particular, α = 0, then the resolvent (H0 − ζ )−1 of the
free Hamiltonian H0 has the kernel (i/4)H0(k|x − y|) represented as the integral
i
4
H0
(
k|x − y|)= 1
4π
∑
l
eilψ
κ+i∞∫
0
exp
(
t
2
− ζ(|x|
2 + |y|2)
2t
)
Il
(
ζ |x||y|
t
)
dt
t
,
where Il(w) = I|l|(w) is defined by Il(ω) = (1/π)
∫ π
0 e
w cosρ cos(lρ) dρ (see (2.3)). Since the
series
∑
l e
ilψIl(w) converges to ew cosψ by the Fourier expansion and since
|x − y|2 = |x|2 + |y|2 − 2|x||y| cosψ,
the kernel (i/4)H0(k|x − y|) has the integral representation
i
4
H0
(
k|x − y|)= 1
4π
κ+i∞∫
0
exp
(
t
2
− ζ |x − y|
2
2t
)
dt
t
. (4.5)
We are now in a position to prove the proposition.
Proof of Proposition 4.1. We consider only the case when x2 > c and y2 > c and assume
throughout the proof that ζ ∈ D+d . The proof is divided into three steps.
(i) Let w = Zz/t = ζ |x||y|/t with Z = k(|x| ∨ |y|) and z = k(|x| ∧ |y|). Then Rew  0 for t
on the contour in the integral (4.4), and the integral representation (2.3) for Iν(w) is well defined.
We make use of this representation to calculate the series
∑
l e
ilψIν(w) in the integral. Then it
admits the decomposition
∑
eilψIν(w) =
∑
eilψIfr,ν(w)+
∑
eilψIsc,ν(w), (4.6)l l l
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Ifr,ν(w) = 1
π
π∫
0
ew cos ξ cos(νξ) dξ, Isc,ν(w) = − sin(νπ)
π
∞∫
0
e−w coshp−νp dp
with ν = |l − α|. A simple calculation yields
Ifr,ν(w) = (2π)−1
π∫
−π
ew cos ξ eiαξ e−ilξ dξ
and hence we have
Ifr(w,ψ)=
∑
l
eilψIfr,ν(w) = ew cosψeiαψ, |ψ | < π, (4.7)
by the Fourier expansion. On the other hand, the second series on the right side of (4.6) is com-
puted in the same way as in Section 2, and we see that it converges to
Isc(w,ψ)= − sin(απ)
π
ei[α](ψ+π)
∞∫
−∞
e−w coshp e
(1−β)p
ep + e−iψ dp (4.8)
with β = α − [α], 0 < β < 1. By assumption, x2 > c and y2 > c, so that 0 < θ,ω < π . This
implies that −π <ψ = θ −ω < π , and hence the denominator ep + e−iψ in (4.8) never vanishes
even for p = 0. Thus Rα(x, y; ζ ) admits the decomposition
Rα(x, y; ζ )=Rfr,α(x, y; ζ )+Rsc,α(x, y; ζ ),
where Rfr,α and Rsc,α are defined by
Rfr,α(x, y; ζ ) = e
iαψ
4π
κ+i∞∫
0
exp
(
t
2
− ζ |x − y|
2
2t
)
dt
t
= ie
iαψ
4
H0
(
k|x − y|),
Rsc,α(x, y; ζ )= 14π
κ+i∞∫
0
exp
(
t
2
− ζ(|x|
2 + |y|2)
2t
)
Isc
(
ζ |x||y|
t
,ψ
)
dt
t
.
The function Rα(jd(x), jd(y); ζ ) in question also admits the corresponding decomposition
Rα
(
jd(x), jd(y); ζ
)=Rfr,α(jd(x), jd(y); ζ )+Rsc,α(jd(x), jd(y); ζ ). (4.9)
If we recall the notation in (4.1) and (4.2), the functions on the right side are defined with |x|, |y|
and ψ replaced by rd(x), rd(y) and θd(x, y), respectively. In fact, if x2 > c > 0 and y2 > c > 0,
then ψ equals
1858 I. Alexandrova, H. Tamura / Journal of Functional Analysis 260 (2011) 1836–1885ψ = γ (x;−yˆ)− π = γ (x;ω+)− γ (y;ω+)
and it is changed into θd(x, y). In particular, we have
Rfr,α
(
jd(x), jd(y); ζ
)= (i/4)eiαθd (x,y)H0(krd(x, y)). (4.10)
(ii) We prove that Rsc,α(jd(x), jd(y); ζ ) obeys
∣∣Rsc,α(jd(x), jd(y); ζ )∣∣=O((|x| + |y|)−L), |x| + |y| → ∞. (4.11)
By definition, Rsc,α(jd(x), jd(y); ζ ) is written as
1
4π
κ+i∞∫
0
exp
(
t
2
− ζ(rd(x)
2 + rd(y)2)
2t
)
Isc(t, x, y; ζ )dt
t
, (4.12)
and Isc(t, x, y; ζ ) = Isc(ζ rd(x)rd(y)/t, θd(x, y)) takes the form
Isc(t, x, y; ζ ) = − sin(απ)
π
ei[α](θd (x,y)+π)Lsc(t, x, y; ζ )
by (4.8), where Lsc(t, x, y; ζ ) is defined by
Lsc(t, x, y; ζ ) =
∞∫
−∞
e−(ζ rd (x)rd (y)/t) coshp e
(1−β)p
ep + e−iθd (x,y) dp. (4.13)
We prove the two lemmas below after completing the proof of the proposition.
Lemma 4.3. Assume that x2 > c and y2 > c for some c > 0. If x1  1 and y1 
 −1 or if
x1 
 −1 and y1  1, then there exists c1 > 0 such that
∣∣Im e−iθd (x,y)∣∣ c1(|x1| + |y1|)−1, |x1| + |y1|  1.
Lemma 4.4. If 0 < t < κ , then
∣∣exp(−ζ (rd(x)2 + rd(y)2)/2t)∣∣ exp(−c2(|x|2 + |y|2)/t), |x| + |y|  1,
for some c2 > 0, and if 0 < s <M(|x| + |y|) for t = κ + is, M  1 being fixed, then
∣∣exp(−ζ (rd(x)2 + rd(y)2)/2t)∣∣ exp(−c3(|x| + |y|)), |x| + |y|  1,
for some c3 > 0, where c3 may depend on η.
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close to zero around p = 0, provided that θd(x, y) ∼ ±π . This is the case where x1  1 and
y1 
 −1 or where x1 
 −1 and y1  1. However, Lemma 4.3 implies that |Lsc(t, x, y; ζ )| =
O(|x| + |y|), and hence it follows from Lemma 4.4 that
∣∣∣∣∣
κ+iM∫
0
exp
(
t
2
− ζ(rd(x)
2 + rd(y)2)
2t
)
Isc(t, x, y; ζ )dt
t
∣∣∣∣∣=O((|x| + |y|)−L).
(iii) The proof is completed in this step by showing that the integral
κ+i∞∫
κ+i0
χM(t, x, y) exp
(
t
2
− ζ(rd(x)
2 + rd(y)2)
2t
)
Isc(t, x, y; ζ )dt
t
obeys O((|x| + |y|)−L), where
χM(t, x, y) = χ∞
(
s/
(
M
(|x| + |y|))), |x| + |y|  1,
for s = Im t . To see this, we decompose Lsc(t, x, y; ζ ) defined by (4.13) into the sum
Lsc(t, x, y, ; ζ ) =
∫ (
χ0(p)+ χ∞(p)
)
e−(ζ rd (x)rd (y)/t) coshp e
(1−β)p
ep + e−iθd (x,y) dp.
If we set a0(t, x, y) = t/2 − ζ(rd(x)2 + rd(y)2)/2t and
a1(t, x, y,p) = a0(t, x, y)−
(
ζ rd(x)rd(y)/t
)
coshp, |p| < 2,
then we can take M  1 so large that |∂ta0|  c and |∂ta1|  c for some c > 0. The desired
bound is obtained by partial integration. We use |∂ta1|  c for the integral with χ0(p). On the
other hand, we make use of |∂ta0| c and of the relation
∂t e
−(ζ rd (x)rd (y)/t) coshp = −t−1(coshp/ sinhp)∂pe−(ζ rd (x)rd (y)/t) coshp, |p|> 2,
to evaluate the integral with χ∞(p). Thus (4.11) is obtained, and the proposition follows from
(4.9), (4.10) and (4.11). 
We end the section by proving Lemmas 4.3 and 4.4.
Proof of Lemma 4.3. We consider only the case when x1  1 and y1 
 −1, so that θd(x, y)
behaves like θd ∼ −π . We write
∣∣Im e−iθd (x,y)∣∣= eIm θd (x,y)∣∣sin(Re θd(x, y))∣∣.
We recall the representation (3.8) for γ (jd(x);ω+). We note that ηd(t) defined in (3.6) satisfies
ηd(t)  0 and ηd(t) = O((logd)/d) uniformly in t . If x2 > c and y2 > c and if x1  1 and
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 −1, then it follows that Reγ (jd(x);ω+)  c1/x1 and Reγ (jd(y);ω+)  π + c1/y1 for
some c1 > 0. Hence we have
Re θd(x, y) = Re
(
γ
(
jd(x);ω+
)− γ (jd(y);ω+))−π + c1(|x1| + |y1|)−1.
This shows that | sin(Re θd(x, y))| c1(|x1| + |y1|)−1. As is easily seen from (3.8),
Imγ
(
jd(x);ω+
)=O((logd)/d) (4.14)
uniformly in x with |x| > c2 > 0, and hence we have eIm θd (x,y)  c3 for some c3 > 0. Thus the
lemma is verified. 
Proof of Lemma 4.4. By (4.1), we have
rd(x)
2 = x21 +
(
1 + 2iηd(x2)− ηd(x2)2
)
x22 .
Since ηd(t) =O((logd)/d), we can easily see that
Re
(
rd(x)
2 + rd(y)2
)
/t  c
(|x|2 + |y|2)/t, c > 0,
for 0 < t < κ . Thus the first statement is obtained. If we compute
ζ/t = (κ2 + s2)−1((Eκ + ηs)+ i(ηκ −Es))
by setting t = κ + is and ζ =E + iη, then we have
Re
(
(ζ/t)
(
rd(x)
2 + rd(y)2
))
 c
(
(1 + ηs)/(1 + s2))(|x|2 + |y|2)
for some c > 0. This proves the second statement for 0 < s < M(|x| + |y|), and the proof is
complete. 
5. Proof of Lemmas 3.2 and 3.5
In this section we prove Lemmas 3.2 and 3.5. The proof of both the lemmas is based on the
same idea, but Lemma 3.5 is much more difficult to prove than Lemma 3.2. We give a detailed
proof for Lemma 3.5 and only a sketch for Lemma 3.2.
5.1. Preliminary proposition and lemmas
We begin by formulating the proposition which plays an important role in proving Lemma 3.5.
Proposition 5.1. Let Rα(x, y; ζ ) be the kernel of the resolvent R(ζ ;Pα) with ζ ∈ D−d , D−d
being the closure of D−d , and let N  1 be fixed arbitrarily but large enough. Set k = ζ 1/2 with
Im k  0. Assume that
−3d/4 < x1, y1 <−d/4, |x1 − y1| > cd
for some c > 0. Then we have the following statements:
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Rα
(
jd(x), jd(y); ζ
)= (i/4)eiαθd (x,y)H0(krd(x, y))+O((|x| + |y|)−σN )
for some σ > 0 independent of N .
(2) Let c(E) be the constant defined by
c(E)= (8π)−1/2eiπ/4E−1/4. (5.1)
If |x2| + |y2|Nd , then Rα(jd(x), jd(y); ζ ) admits the decomposition
Rα
(
jd(x), jd(y); ζ
)= (i/4)eiαθd (x,y)H0(krd(x, y))+Gα(x, y; ζ )+O(d−N )
and Gα(x, y; ζ ) takes the asymptotic form
Gα = c(E)eik(rd (x)+rd (y))
(
rd(x)rd(y)
)−1/2(
fα(−ω → θ;E)+ eN(x, y; ζ )
)
,
where fα(−ω → θ;E) is the amplitude defined by (1.4) for scattering from −ω = −y/|y|
to θ = x/|x| at energy E by the field 2παδ(x), and eN(x, y; ζ ) obeys
∂nx ∂
m
y eN =O
(
(logd)2d−1−|n|−|m|
)
uniformly in x, y and ζ .
(3) Similar asymptotic formulas remain true for the derivatives
∂Rα
(
jd(x), jd(y); ζ
)
/∂xj , ∂Rα
(
jd(x), jd(y); ζ
)
/∂yj , j = 1,2,
with natural modification in both the cases (1) and (2) above.
Remark 5.1. If x1 and y1 satisfy d/4 < x1, y1 < 3d/4, then the same results remain true with
θd(x, y) replaced by θ˜d (x, y) = γ (jd(x);ω−)− γ (jd(y);ω−), where ω− = (−1,0).
We prove the proposition at the end of the section. We proceed with the argument, accepting
the proposition as proved. We apply this proposition to the kernel F±(x, y; ζ ) of the resolvent
R(ζ ;K±d) with ζ ∈ D−d for the operator K±d defined by (3.11). Let H± =H(α±Φ) be the self-
adjoint operator with the boundary condition (1.3) at the origin and let R±(x, y; ζ ) be the kernel
of the resolvent R(ζ ;H±) analytically continued over D−d . Then the kernel of R(ζ ;H±d) is
given by R±(x−d±, y−d±; ζ ) with d± = (±d/2,0) for the auxiliary operator H±d =H(Φ±d),
and it follows from (3.11) that
F±(x, y; ζ ) = j˜d (x, y)ei(g∓d (x)−g∓d (y))R±d(x, y; ζ ),
where
R±d(x, y; ζ )=R±
(
jd(x)− d±, jd(y)− d±; ζ
)
1862 I. Alexandrova, H. Tamura / Journal of Functional Analysis 260 (2011) 1836–1885and g±d(x) is defined by (3.9). According to (4.1), it is obvious that rd(x − d±, y − d±) =
rd(x, y).
Let X and Y be the commutators defined by (3.19) and (3.21), respectively. The coefficients
of X have support in Σ0 (see (3.17)). On the other hand, the support of the coefficients of Y is
divided into the two regions
Σ− = {x: −d/4 < x1 <−d/8}, Σ+ = {x: d/8 < x1 < d/4}. (5.2)
We assume that x ∈Σ0 and y ∈ Σ = Σ− ∪Σ+. Then
−9d/16 < x1 − d/2 <−7d/16, −3d/4 < y1 − d/2 <−d/4
and d/16 < |x1 − y1| < 5d/16. If |x2| + |y2|Nd for N  1 fixed, then we have
R+d(x, y; ζ )= (i/4)eiα+θ+d (x,y)H0
(
krd(x, y)
)+O((|x| + |y|)−σN )
by Proposition 5.1(1), where
θ+d(x, y) = γ
(
jd(x)− d+;ω+
)− γ (jd(y)− d+;ω+).
We write r±d(x) for rd(x, d±) and xˆ±d for (x − d±)/|x − d±|. Let f±(ω → θ;E) denote the
amplitude for scattering from ω to θ by the field 2πα±δ(x). If |x2| + |y2|Nd , then it follows
from Proposition 5.1(2) that R+d(x, y; ζ ) behaves like
R+d(x, y; ζ ) = (i/4)eiα+θ+d (x,y)H0
(
krd(x, y)
)+G+d(x, y; ζ )+O(d−N )
and G+d(x, y; ζ ) takes the form
G+d = c(E)eik(r+d (x)+r+d (y))
(
r+d(x)r+d(y)
)−1/2(
f+(−yˆ+d → xˆ+d ;E)+ e+N
)
,
where e+N = e+N(x, y; ζ ) obeys the same bound as eN in Proposition 5.1. We can derive
a similar asymptotic form for R−d(x, y; ζ ). Assume that x ∈ Σ = Σ+ ∪ Σ− and y ∈ Σ0. If
|x2| + |y2|Nd , then
R−d(x, y; ζ ) = (i/4)eiα−θ−d (x,y)H0
(
krd(x, y)
)+O((|x| + |y|)−σN ),
where
θ−d(x, y) = γ
(
jd(x)− d−;ω−
)− γ (jd(y)− d−;ω−).
If |x2| + |y2|Nd , then
R−d(x, y; ζ ) = (i/4)eiα−θ−d (x,y)H0
(
krd(x, y)
)+G−d(x, y; ζ )+O(d−N )
and G−d(x, y; ζ ) takes the form
G−d = c(E)eik(r−d (x)+r−d (y))
(
r−d(x)r−d(y)
)−1/2(
f−(−yˆ−d → xˆ−d;E)+ e−N
)
.
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in the lemma below.
Lemma 5.1. Define
F±0(x, y; ζ )= (i/4)j˜d (x, y)ei(g∓d (x)−g∓d (y))eiα±θ±d (x,y)H0
(
krd(x, y)
)
and set
F±1(x, y; ζ )= j˜d (x, y)ei(g∓d (x)−g∓d (y))G±d(x, y; ζ )
for G±d(x, y; ζ ) as above.
(1) Assume that x ∈Σ0 and y ∈Σ =Σ− ∪Σ+. If |x2| + |y2|Nd for N  1, then
F+(x, y; ζ ) = F+0(x, y; ζ )+O
((|x| + |y|)−σN ),
and if |x2| + |y2|Nd , then
F+(x, y; ζ ) = F+0(x, y; ζ )+ F+1(x, y; ζ )+O
(
d−N
)
.
These relations hold true in the C1 topology.
(2) Assume that x ∈Σ and y ∈Σ0. If |x2| + |y2|Nd for N  1, then
F−(x, y; ζ ) = F−0(x, y; ζ )+O
((|x| + |y|)−σN ),
and if |x2| + |y2|Nd , then
F−(x, y; ζ ) = F−0(x, y; ζ )+ F−1(x, y; ζ )+O
(
d−N
)
.
We prove two preliminary lemmas.
Lemma 5.2. Assume that |x1|  d/2 and |y1|  d/2. If ζ ∈ D−d , then there exist μ > 0 and
c > 0 such that
∣∣eikrd (x,y)∣∣=O(dμ) exp(−c((logd)/d)|x2 − y2|)
for k = ζ 1/2, and in particular, one has |eikr−d (x)| + |eikr+d (x)| =O(dμ).
Proof. Let ηd(t) be defined in (3.6). We set η˜d (t) = ηd(t)t . For brevity, we assume that y2  x2.
Then we compute
rd(x, y)
2 = |x − y|2 + (2iη˜′ (z2)+O((logd)2/d2))(x2 − y2)2d
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η 2E1/20 (logd)/d and
k = ζ 1/2 =E1/2 − iE−1/2η/2 +O((logd)2/d2), d  1. (5.3)
Hence we have
Im
(
krd(x, y)
)∼ (E1/2η˜′d(z2)((x2 − y2)/|x − y|)2 −E−1/2η/2)|x − y|
for d  1. We can take c1 > 0 in such a way that
η˜′d(z2) =
(
η˜d (x2)− η˜d (y2)
)
/(x2 − y2) 4E−1/20 (logd)/d
when |x2| + |y2| > c1d . If |x2 − y2|> d and |x2| + |y2|> c1d , then
(
E1/2η˜′d(z2)−E−1/2η
)
/2
(
2(E/E0)1/2 − (E0/E)1/2
)
(logd)/d  c(logd)/d
for some c > 0. This implies that
∣∣eikrd (x,y)∣∣= e−Im(krd (x,y))  e−c((logd)/d)|x2−y2|
for x and y as above. On the other hand, if |x2 − y2| < d or if |x2| + |y2| < c1d , then we have
|Im(krd(x, y))| = O(logd), and hence the estimate in the lemma is obtained. Thus the proof is
complete. 
Lemma 5.3. Assume that ζ ∈ D−d . Let u(x) be a smooth function such that u has support in
{d/8 < |x1|< d/4} and satisfies ∂nx u= O(d−|n|). Define U(x,y) by
U(x,y) =
∫
eikrd (x,ξ)u(ξ)eikrd (ξ,y) dξ
for k = ζ 1/2. If x and y are in Σ0, then there exists c > 0 such that
∣∣U(x,y)∣∣=O(d−L) exp(−c((logd)/d)|x2 − y2|)
for any L 1.
Proof. The proof is based on the property that exp(ikrd(x, y)) oscillates highly in the x1 variable
and falls off exponentially in the x2 variable. By Lemma 5.2, we have
∣∣eikrd (x,ξ)eikrd (ξ,y)∣∣=O(d2μ) exp(−c((logd)/d)(|x2 − ξ2| + |ξ2 − y2|))
for some c > 0. In particular, if |x2 − ξ2| > Ld for L  1 fixed arbitrarily, then it follows from
Lemma 5.2 that
∣∣eikrd (x,ξ)∣∣=O(d−σL) exp(−c((logd)/d)|x2 − ξ2|)
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exp
(−c((logd)/d)|ξ2 − y2|)dξ2 =O(d/ logd),
the desired bound is obtained for the integral over the interval |ξ2 −x2| >Ld . A similar argument
applies to the integral over the interval |ξ2 − y2| > Ld . We assume that |ξ2 − x2| < Ld and
|ξ2 − y2|<Ld . If x and y are in Σ0, then |x1| < d/16 and |y1| < d/16, and hence it follows that
|x1 − ξ1|> d/16 and |y1 − ξ1| > d/16 for ξ ∈ suppu. We consider the function
ξ1 → rd(x, ξ)+ rd(ξ, y) = |x − ξ | + |ξ − y| +O(logd).
Since |x2 − y2|< 2Ld and since
∣∣(∂/∂ξ1)(|x − ξ | + |ξ − y|)∣∣> c > 0
for ξ ∈ suppu, we make repeated use of partial integration to obtain the desired bound for the
integral over the interval where |ξ2 −x2|<Ld and |ξ2 −y2| <Ld . This completes the proof. 
5.2. Proof of Lemmas 3.2 and 3.5
The proof of Lemma 3.5 is done through a series of lemmas. We begin by recalling that Td(ζ )
is defined by
Td(ζ ) =XR(ζ ;K+d)YR(ζ ;K−d) : L2(Σ0) → L2(Σ0)
for ζ = E − iη ∈ D−d (see (3.20)). The commutators X and Y are defined by X = [K0d ,χ−d ]
with χ−d = χ−(16x1/d) and by Y = [K0d ,χ0d ] with χ0d = χ0(8x1/d), where K0d =
eig0d (JdH0J
−1
d )e
−ig0d (see (3.14), (3.19) and (3.21)). By definition, the map Jd commutes with
operators depending only on the x1 variable. Hence X is calculated as
X = eig0d Jd
[−∂21 , χ−d]J−1d e−ig0d = eig0d [−∂21 , χ−d]e−ig0d (5.4)
and similarly we have Y = eig0d [−∂21 , χ0d ]e−ig0d . We may write χ0d as the product
χ0d(x1) = χ+
(
(16x1 + 3d)/d
)
χ−
(
(16x1 − 3d)/d
)= χ˜+d(x1)χ˜−d(x1),
so that Y takes the form
Y = eig0d {[−∂21 , χ˜+d]+ [−∂21 , χ˜−d]}e−ig0d = Y− + Y+, (5.5)
where the coefficients of Y± have support in Σ± defined by (5.2). We note that the function
g0d(x) defined by (3.10) satisfies ∂nx g0d =O(d−|n|) and similarly for g±d(x) and det(∂jd(x)/∂x).
We now consider the equation
ϕ + Td(ζ )ϕ = h, (5.6)
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satisfies the assumption 0 η < ηεd(E) in Theorem 1.1. We fix N  1 large enough and take
ρ > 1/2 close enough to 1/2. Let {u1, u2, u3} be the partition of unity defined by
u1 = χ0
(
x2/d
ρ
)
, u2 = χ∞
(
x2/d
ρ
)
χ0(x2/Nd), u3 = χ∞(x2/Nd). (5.7)
We further introduce smooth functions u˜j such that u˜j has a slightly larger support than uj and
satisfies the relation u˜j uj = uj for j = 1,2,3 and that all their derivatives obey the same bounds
as those of uj for d  1. We decompose ϕ into
ϕ = ϕ1 + ϕ2 + ϕ3 = (u1 + u2 + u3)ϕ
and similarly for h. Then (5.6) is written in the matrix form
( Id + S11 S12 S13
S21 Id + S22 S23
S31 S32 Id + S33
)(
ϕ1
ϕ2
ϕ3
)
=
(
h1
h2
h3
)
,
where Sjk = Sjk(ζ ) = ujTd(ζ )u˜k , 1 j, k  3. We use the notation ‖ · ‖ to denote the norm of
a bounded operator acting on L2(Σ0).
Lemma 5.4. We have ‖S33(ζ )‖ =O(d−σN) for some σ > 0 independent of N .
Proof. We show that the kernel S33(x, y; ζ ) of S33(ζ ) satisfies∣∣S33(x, y; ζ )∣∣=O(d−N ) exp(−c((logd)/d)|x2 − y2|)
+O((|x2| + d)−cN ) exp(−c((logd)/d)|y2|)
+O((|y2| + d)−cN ) exp(−c((logd)/d)|x2|)
+O((|x2| + |y2| + d)−cN )
for some c > 0. If x ∈ Σ0 and ξ ∈ Σ = Σ+ ∪ Σ−, then |x − ξ | > d/16. Hence the Hankel
function H0(krd(x, ξ)) takes the asymptotic form
H0
(
krd(x, ξ)
)= ( 2
π
)1/2
e−iπ/4eikrd (x,ξ)
(krd(x, ξ))1/2
(
1 +O(|rd(x, ξ)|−1)) (5.8)
for |rd(x, ξ)|  1 by formula, and similarly for H0(krd(ξ, y)) with ξ ∈ Σ and y ∈ Σ0. Thus the
first bound on the right side is obtained by applying Lemma 5.3 to the integral
u3(x2)
{∫
XF+0(x, ξ)YF−0(ξ, y) dξ
}
u˜3(y2).
The other bounds are obtained by evaluating integrals such as
∫ (|x| + |ξ | + d)−cNYF−0(ξ, y)u˜3(y2) dξ,
∫ (|x| + |ξ | + d)−cN (|ξ | + |y| + d)−cN dξ.
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∣∣eikrd (ξ,y)∣∣=O(dμ) exp(−c((logd)/d)|y2|)
by Lemma 5.2. If we take these facts into account, then we can establish the above bound on
S33(x, y; ζ ), and hence the lemma is proved. 
Lemma 5.5. The operators S32(ζ ), S23(ζ ), S31(ζ ) and S13(ζ ) obey
‖S32‖ + ‖S23‖ + ‖S31‖ + ‖S13‖ =O
(
d−σN
)
for some σ > 0 independent of N .
Proof. The lemma is verified in almost the same way as Lemma 5.4. For example, we consider
the kernel S32(x, y; ζ ) of S32(ζ ). Let {vN0, vN∞} be the partition of unity defined by vN0 =
χ0(4x2/Nd) and vN∞ = χ∞(4x2/Nd). Then the integral
u3(x2)
{∫
XF+(x, ξ ; ζ )vN∞YF−(ξ, y; ζ ) dξ
}
u˜2(y2)
is shown to obey the same bound as S33(x, y; ζ ) in the proof of Lemma 5.4. Let F±0(x, y; ζ )
and F±1(x, y; ζ ) be as in Lemma 5.1. We apply Lemma 5.3 to the integral
V0(x, y; ζ ) = u3(x2)
{∫
XF+0(x, ξ ; ζ )vN0YF−0(ξ, y; ζ ) dξ
}
u˜2(y2)
and Lemma 5.2 to the integral
V1(x, y; ζ ) = u3(x2)
{∫
XF+0(x, ξ ; ζ )vN0YF−1(ξ, y; ζ ) dξ
}
u˜2(y2).
Since |x2 − ξ2|>Nd/2 for ξ2 ∈ suppvN0, it follows from Lemma 5.2 that
∣∣u3(x2)XF+0(x, ξ ; ζ )∣∣ (|x2| + d)−σN , ξ2 ∈ suppvN0,
for some σ > 0 independent of N , and we also have
∣∣vN0(ξ2)YF−1(ξ, y; ζ )u˜2(y2)∣∣=O(dμ)
for some μ> 0 independent of N . Thus we make use of these lemmas to obtain
V0(x, y; ζ ) =O
(
d−σN
)
exp
(−c((logd)/d)|x2 − y2|)
and V1(x, y; ζ ) =O((|x2| + d)−σN)u˜2(y2). This yields ‖S32‖ =O(d−σN). The other operators
are also dealt with in a similar way. We skip the details. 
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(
Id + S11 S12
S21 Id + S22
)(
ϕ1
ϕ2
)
=
(
h1
h2
)
(5.9)
with another h1 and h2 in L2(Σ0).
Lemma 5.6. We have ‖S22(ζ )2‖ =O(d−L) for any L 1.
Proof. We present only an outline of the proof. A similar but more refined argument is used for
proving Lemma 5.8 below. We evaluate the kernel of the operator
S22(ζ )
2 = u2XR(ζ ;K+d)YR(ζ ;K−d)u2XR(ζ ;K+d)YR(ζ ;K−d)u˜2.
The idea is based on the fact that a particle which starts from supp u˜2 and passes over suppu2
again after being scattered by the fields 2πα±δ(x − d±) never returns to suppu2. Let Y± be as
in (5.5) and let F±0 and F±1 be as in Lemma 5.1. Then S22 admits the decomposition
S22 = S+22 + S−22, S±22 = u2XR(ζ ;K+d)Y±R(ζ ;K−d)u˜2
and it is shown in almost the same way as in the proof of Lemma 5.4 that the asymptotic form of
the kernel S±22(x, y; ζ ) is determined by the sum of the integrals
U±jk(x, y; ζ ) = u2(x2)
{∫
XF+j (x, ξ ; ζ )vL0Y±F−k(ξ, y; ζ ) dξ
}
u˜2(y2)
with 0 j, k  1, where vL0(x2) is defined by vL0 = χ0(x2/Ld) for L 1 fixed arbitrarily. We
make use of partial integration in the ξ1 variable to evaluate the integrals U−10,U
+
01 and U
±
00. If
ξ = (ξ1, ξ2) ∈ Σ− with ξ2 ∈ suppvL0 and y = (y1, y2) ∈Σ0 with y2 ∈ supp u˜2, then y1 > ξ1 and∣∣(∂/∂ξ1)(|d+ − ξ | + |ξ − y|)∣∣> c > 0
and hence it follows that U−10(x, y; ζ ) = O(d−L). A similar argument applies to U+01 and U±00.
On the other hand, we make use of the stationary phase method in the ξ2 variable to evaluate the
other integrals. We consider U−01(x, y; ζ ) for x = (x1, x2) ∈ Σ0 with x2 ∈ suppu2. We recall the
behavior of F+0(x, ξ ; ζ ) and F−1(ξ, y; ζ ) from Lemma 5.1. The phase function takes the form
ξ2 → r−d(ξ)+ rd(ξ, x) = |ξ − d−| + |x − ξ | +O(logd)
for ξ and x as above. For each ξ1 fixed, the stationary point is attained at ξ = (ξ1, ξ2) on the
segment joining x and d−. We see that the stationary point ξ2 is non-degenerate and |x − ξ | +
|ξ − d−| = |x − d−| at the point ξ = (ξ1, ξ2). Thus U−01(x, y; ζ ) takes the asymptotic form
U−01(x, y; ζ ) ∼ eik(|x−d−|+|y−d−|)u−01(x, y; ζ )
and u−01(x, y; ζ ) obeys ∂nx ∂my u−01 =O(dμ−ρ(|n|+|m|)) for some μ > 0, where ρ > 1/2 is as in
(5.7). The explicit representation for the leading term of u− does not matter in the proof of the01
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±
11. For the integral U
+
10(x, y; ζ ), the stationary
point is attained at the point ξ = (ξ1, ξ2) ∈ Σ+ on the segment joining the two points y and d+
for each ξ1 fixed, and the integral takes the asymptotic form
U+10(x, y; ζ ) ∼ eik(|x−d+|+|y−d+|)u+10(x, y; ζ ),
where u+10(x, y; ζ ) satisfies the same type of estimates as u−01(x, y; ζ ). For the integral
U±11(x, y; ζ ), the stationary point is attained at the point ξ = (ξ1,0) ∈Σ±, and we have
U±11(x, y; ζ )∼ eik(|x−d+|+|y−d−|)u±11(x, y; ζ ).
We evaluate the kernel of the iterated operator S22(ζ )2. For example, we consider the integral∫
U−01(x, ξ ; ζ )U+10(ξ, y; ζ ) dξ . If ξ2 ∈ suppu2, then |ξ2| > dρ , and we have∣∣(∂/∂ξ2)(|ξ − d−| + |ξ − d+|)∣∣> cd−1+ρ
for some c > 0. Since ρ > 1 − ρ, we see by partial integration that the integral obeys the bound
O(d−L). A similar argument applies to other terms, and the proof is complete. 
It follows from Lemma 5.6 that Id + S22 is invertible on L2(Σ0), and we have
(Id + S22)−1 =
(
Id − S222
)−1
(Id − S22).
Hence the first component ϕ1 of Eq. (5.9) solves(
Id + S11 − S12(Id + S22)−1S21
)
ϕ1 = h˜1,
where h˜1 = h1 − S12(Id + S22)−1h2.
Lemma 5.7.
∥∥S12(Id + S22)−1S21∥∥= O(d−L)
for any L 1.
Proof. We write
(Id + S22)−1 = Id − S22 + S22(Id + S22)−1S22.
Then we have
S12(Id + S22)−1S21 = S12S21 − S12S22S21 + S12S22(Id + S22)−1S22S21.
For the same reason as in the proof of Lemma 5.6, we can show that
‖S12S21‖ + ‖S12S22‖ =O
(
d−L
)
.
This proves the lemma. 
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Lemma 5.8. Let ηεd(E) be as in Theorem 1.1. If ζ = E − iη ∈ D−d satisfies 0  η < ηεd(E),
then
Id + S11(ζ ) : L2(Σ0) → L2(Σ0)
has a bounded inverse for d  1.
Proof. As in the proof of Lemma 5.6, we decompose S11 into the sum
S11 = S+11 + S−11, S±11 = u1XR(ζ ;K+d)Y±R(ζ ;K−d)u˜1.
Then the asymptotic form of the kernel S±11(x, y; ζ ) is determined by the sum of the integrals
Q±jk(x, y; ζ ) = u1(x2)
{∫
XF+j (x, ξ ; ζ )vL0Y±F−k(ξ, y; ζ ) dξ
}
u˜1(y2)
with 0  j, k  1, where vL0 is again defined by vL0(x2) = χ0(x2/Ld). Among these kernels,
Q−10,Q
+
01 and Q
±
00 obey∣∣Q−10(x, y; ζ )∣∣+ ∣∣Q+01(x, y; ζ )∣∣+ ∣∣Q+00(x, y; ζ )∣∣+ ∣∣Q−00(x, y; ζ )∣∣=O(d−L).
The asymptotic behaviors as d → ∞ of the other kernels are analyzed by use of the stationary
phase method in the ξ2 variable.
We analyze the behavior of Q−01(x, y; ζ ) in some detail. Assume that x = (x1, x2) ∈ Σ0 with
x2 ∈ suppu1 and y = (y1, y2) ∈Σ0 with y2 ∈ supp u˜1. Let ξ = (ξ1, ξ2) ∈ Σ− with ξ2 ∈ suppvL0.
For each ξ1 fixed, the stationary point of the phase function
ξ2 → |ξ − d−| + |x − ξ |
is attained at ξ = (ξ1, ξ2) on the segment joining x and d−. We note that
|ξ1 + d/2|/|ξ − d−| = |x1 − ξ1|/|x − ξ | = |x1 + d/2|/|x − d−|
and |ξ − d−| + |x − ξ | = |x − d−| at ξ = (ξ1, ξ2) with the stationary point ξ2. Thus Q−01(x, y; ζ )
takes the asymptotic form
Q−01(x, y; ζ )∼ eik(|x−d−|+|y−d−|)q−01(x, y; ζ ).
We analyze the behavior as d → ∞ of q−01(x, y; ζ ). The Hessian is calculated as
(ξ1 + d/2)2
|ξ − d−|3 +
(x1 − ξ1)2
|x − ξ |3 =
(
x1 + d/2
|x − d−|
)2 |x − d−|
|ξ − d−||x − ξ | ,
so that the contribution from the Hessian turns out to be
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(|x − d−|/(x1 + d/2))
( |ξ − d−||x − ξ |
|x − d−|
)1/2
according to the stationary phase method [13, Theorem 7.7.5]. Since k = ζ 1/2 = E1/2 +
O((logd)/d) and since
|x − d−|/(x1 + d/2)= 1 +O
(
d−2+2ρ
)
,
the above quantity behaves like
(2π)1/2eiπ/4E−1/4
(|ξ − d−||x − ξ |)1/2|x − d−|−1/2(1 +O(d−1+ρ)). (5.10)
We recall the behaviors of F+0(x, ξ ; ζ ) and of F−1(ξ, y; ζ ) from Lemma 5.1 to calculate
XF+0(x, ξ ; ζ ) and Y−F−1(ξ, y; ζ ) when ξ is on the segment joining d− and x. We have
j˜d (x, ξ) = 1 and
eiα+θ+d (x,ξ) = 1 +O(d−1+ρ), ei(g−d (x)−g−d (ξ)) = 1 +O(d−1+ρ).
We further have
F+0(x, ξ ; ζ )= c(E)eik|x−ξ ||x − ξ |−1/2
(
1 +O(d−1+ρ))
by (5.1) and (5.8). It follows from (5.4) and (5.5) that X and Y± take the forms X ∼ −2χ ′−d(x1)∂1
and Y± ∼ −2χ˜ ′∓d(x1)∂1. Since x1 > ξ1 for x ∈ Σ0 and ξ ∈ Σ−, we have ∂1|x − ξ | = 1 +
O(d−1+ρ). Thus XF+0(x, ξ ; ζ ) behaves like
XF+0 = −2iE1/2c(E)eik|x−ξ ||x − ξ |−1/2
(
χ ′−d(x1)+O
(
d−2+ρ
))
. (5.11)
We consider Y−F−1(ξ, y; ζ ). Let ξ ∈ Σ− be as above. Assume that y ∈ Σ0 with y2 ∈ supp u˜1.
Then the amplitude f−(−yˆ−d → ξˆ−d;E) for the scattering by the field 2πα−δ(x) satisfies the
relation
f−(−yˆ−d → ξˆ−d;E)= f−(ω− → ω+;E)+O
(
d−1+ρ
)
, ω± = (±1,0).
Since ∂1|ξ − d−| = 1 +O(d−1+ρ), we repeat a similar computation to obtain that
Y−F−1(ξ, y; ζ ) behaves like
−2iE1/2c(E)eik(|ξ−d−|+|y−d−|)(|ξ − d−||y − d−|)−1/2(χ˜ ′+d(ξ1)f− +O(d−2+ρ))
with f− = f−(ω− → ω+;E). We now note that
−2iE1/2c(E)(2π)1/2eiπ/4E−1/4 = 1
by the definition (5.1) of c(E) and that ∫ χ˜ ′+d(ξ1) dξ1 = 1. Then we combine the above behavior
of Y−F−1 with (5.10) and (5.11) to see that Q− (x, y; ζ ) takes the form01
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where q−01(x, y; ζ ) behaves like
q−01 = −2iE1/2c(E)u1(x2)
(|x − d−||y − d−|)−1/2u˜1(y2)(χ ′−d(x1)f− +O(d−2+ρ)).
The other integrals Q+10(x, y; ζ ) and Q±11(x, y; ζ ) are dealt with in a similar way. Since∫
χ˜ ′−d(ξ1) dξ1 = −1 and ∂1|x − d+| = −1 +O(d−1+ρ), Q+10(x, y; ζ ) takes the form
Q+10 = eik(|x−d+|+|y−d+|)q+10(x, y; ζ ),
where q+10(x, y; ζ ) behaves like
q+10 = −2iE1/2c(E)u1(x2)
(|x − d+||y − d+|)−1/2u˜1(y2)(χ ′−d(x1)f+ +O(d−2+ρ))
with f+ = f+(ω+ → ω−;E). On the other hand, if we take into account the relations∫
χ˜ ′±d(ξ1) dξ1 = ±1 and ∂1|x − d+| = −1 +O(d−1+ρ), we can show that Q±11(x, y; ζ ) takes
the form
Q±11 = eik(|x−d+|+|y−d−|)q±11(x, y; ζ ),
where q±11(x, y; ζ ) behaves like
∓2iE1/2c(E)eikdd−1/2u1
(|x − d+||y − d−|)−1/2u˜1(χ ′−d(x1)f−f+ +O(d−2+ρ)).
Hence it follows that the sum Q−11(x, y; ζ )+Q+11(x, y; ζ ) behaves like
eik(|x−d+|+|y−d−|)u1(x2)χ ′−d(x1)
(|x − d+||y − d−|)−1/2u˜1(y2)O(d−2+ρ),
because |eikdd−1/2| = O(1) is bounded uniformly in d  1 when ζ = E − iη satisfies 0 η <
ηεd(E) (see (1.6)).
We evaluate the norm of the integral operator with the remainder term
r(x, y; ζ ) = eik(|x−d−|+|y−d−|)u1(x2)
(|x − d−||y − d−|)−1/2u˜1(y2)O(d−2+ρ)
of Q−01(x, y; ζ ) as a kernel. Since 7d/16 < |x − d−| < 9d/16 and |e2ikd/d| = O(1), it follows
that |e2ik|x−d−|| =O(d1−μ) for some μ> 0. If we note that |x2| = O(dρ) on the support of u1,
then we have ∫
Σ0
∫
Σ0
∣∣r(x, y; ζ )∣∣2 dx dy =O(d−2−2μ+4ρ).
We can take ρ > 1/2 so close to 1/2 that the norm of the integral operator under consid-
eration obeys the bound o(1) as d → ∞. A similar argument applies to the remainder term
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Q+11(x, y; ζ ) obeys the bound o(1) as d → ∞.
We now combine all the results obtained above to see that the kernel of the operator S11
behaves like
S11(x, y; ζ ) ∼ −2iE1/2c(E)
(
f−s−(x)× s˜−(y)+ f+s+(x)× s˜+(y)
)+R(x, y; ζ )
with f− = f−(ω− → ω+;E) and f+ = f+(ω+ → ω−;E), where
s± = χ ′−d(x1)eik|x−d±||x − d±|−1/2u1(x2), s˜± = eik|x−d±||x − d±|−1/2u˜1(x2)
and the error term O((|x| + |y|)−N) is negligible. The remainder term R(x, y; ζ ) on the right
side takes the form
R(x, y; ζ )= u1(x2)
{
eik(|x−d−|+|y−d−|)
(|x − d−||y − d−|)−1/2r−(x, y; ζ )
+ eik(|x−d+|+|y−d+|)(|x − d+||y − d+|)−1/2r+(x, y; ζ )
+ eik(|x−d+|+|y−d−|)(|x − d+||y − d−|)−1/2r0(x, y; ζ )}u˜1(y2),
where r0(x, y; ζ ) satisfies ∂mx ∂ny r0 =O(d−2+ρ−ρ(|m|+|n|)) and similarly for r±. We denote by R
the integral operator with the kernel R(x, y; ζ ) and consider the operator S0 : L2(Σ0) → L2(Σ0)
with the kernel
S0(x, y; ζ ) = −2iE1/2c(E)
(
f−sˆ−(x)× s˜−(y)+ f+sˆ+(x)× s˜+(y)
)
,
where
sˆ± = (Id +R)−1s± = s± − (Id +R)−1e±, e± =Rs±.
We claim that Id + S0 has a bounded inverse. Then we obtain that the operator Id + S11 in
question also has a bounded inverse.
We analyze the behavior of
∫
sˆ+(x)s˜+(x) dx and
∫
sˆ+(x)s˜−(x) dx. As stated above,
|e2ik|x−d±|| =O(d1−μ) for some μ> 0. This implies that the L2 norms of s± and s˜± obey
‖s±‖2 =O
(
d−μ/2+ρ/2−1/2
)
, ‖s˜±‖2 =O
(
d−μ/2+ρ/2+1/2
)
.
We also have
e+(x) = u1(x2)
{
eik|x−d−||x − d−|−1/2 + eik|x−d+||x − d+|−1/2
}
O
(
d−2+ρ
)+O(d−L)
by making use of the stationary phase method for the integral with respect to the x2 variable, and
hence it follows that
‖e+‖2 =O
(
d−μ/2+ρ/2−1/2
)
O
(
d−1+ρ
)
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sˆ+(x)s˜+(x) dx =O
(
d−L
)+O(d−μ)O(d2ρ−1)= o(1), d → ∞,
and the stationary phase method applied to the integral with respect to the x2 variable yields∫
sˆ+(x)s˜−(x) dx = −
(
E1/2/2πi
)−1/2
eikdd−1/2 + o(1).
A similar argument applies to the integrals
∫
sˆ−(x)s˜+(x) dx and
∫
sˆ−(x)s˜−(x) dx. The eigen-
function of S0 takes the form c−sˆ− + c+sˆ+ with |c−| + |c+| = 0. Since
−2iE1/2c(E)(E1/2/2πi)−1/2 = 1,
t(c−, c+) is approximately calculated as an eigenvector of the matrix(
o(1) −eikdd−1/2f+ + o(1)
−eikdd−1/2f− + o(1) o(1)
)
.
When ζ =E − iη satisfies 0 η < ηεd(E), we can take dε(E) 1 so large that
∣∣e2ikdd−1f−f+∣∣< 1 − ε/2
for d > dε(E) (see (1.6)). This implies that Id + S0 is invertible, and the proof of the lemma is
now complete. 
We are now in a position to complete the proof of Lemma 3.5 in question.
Proof of Lemma 3.5. We combine Lemmas 5.4–5.8 to conclude that Id + Td(ζ ) has a bounded
inverse on L2(Σ0) for d  1, provided that ζ = E − iη ∈ D−d satisfies 0  η < ηεd(E). This
completes the proof. 
We make only a brief comment on the proof of Lemma 3.2.
Proof of Lemma 3.2. Proposition 5.1 remains true for ζ = E + iη ∈ D+d . Since Im k =
Im ζ 1/2 > 0, |e2ikd/d| → 0 as d → ∞. Hence it can be shown that Id + Td(ζ ) has a bounded
inverse on L2(Σ0) for d  1. This proves the lemma. 
5.3. Proof of Proposition 5.1
We end the section by proving Proposition 5.1 which has played a central role in the proof of
Lemma 3.5.
Proof of Proposition 5.1. (1) We prove the first statement. By assumption,
|x1| 3d/4, |y1| 3d/4, |x2| + |y2|Nd
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enable us to prove the statement in almost the same way as Proposition 4.1.
Lemma 5.9. One has Re(ζ rd(x)rd(y)/t) > 0 for ζ =E − iη ∈ D−d .
Lemma 5.10. One has | Im e−iθd (x,y)| c(|x2| + |y2|)−1 for some c > 0.
Lemma 5.11. If 0 < t < κ , then
Re
(
ζ
(
rd(x)
2 + rd(y)2
)
/t
)
 c
(|x|2 + |y|2)/t, c > 0,
and if 0 < s < M(|x2| + |y2|) for t = κ + is, M  1 being fixed arbitrarily, then there exists
σ > 0 independent of N such that
Re
(
ζ
(
rd(x)
2 + rd(y)2
)
/t
)
 σN log
(|x2| + |y2|).
We complete the proof of statement (1), accepting these lemmas as proved. Lemma 5.9 makes
it possible for us to decompose Rα(jd(x), jd(y); ζ ) into the sum
Rα
(
jd(x), jd(y); ζ
)= (i/4)eiαθd (x,y)H0(krd(x, y))+Rsc,α(jd(x), jd(y); ζ )
as in (4.9), and Lemmas 5.10 and 5.11 enable us to show in almost the same way as in the proof
of Proposition 4.1 that
∣∣Rsc,α(jd(x), jd(y); ζ )∣∣=O((|x2| + |y2|)−σN ).
Thus (1) is obtained.
Proof of Lemma 5.9. We set w = ζ rd(x)rd(y)/t . We compute
rd(x)
2 = |x|2(1 + 2iηd(x2)(|x2|/|x|)2 +O(((logd)/d)2)) (5.12)
and similarly for rd(y)2, where ηd(t) obeys ηd(t)=O((logd)/d). Hence we have
rd(x)rd(y) ∼ |x||y|
{
1 + i(ηd(x2)(x2/|x|)2 + ηd(y2)(y2/|y|)2)} (5.13)
for d  1. If 0 < t < κ , then it is easy to see that Rew > 0. If t = κ + is with s > 0, then we
have
ζ/t = (κ2 + s2)−1((Eκ − ηs)− i(Es + ηκ)), (5.14)
and hence Rew behaves like
Rew ∼ |x||y|
κ2 + s2
{(
E
(
ηd(x2)
(
x2
|x|
)2
+ ηd(y2)
(
y2
|y|
)2)
− η
)
s +Eκ
}
for d  1. It follows from the definition of ηd(t) that
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for |x2| + |y2|  Nd . Since 0  η  2E1/20 (logd)/d for ζ = E − iη ∈ D−d , we have that
Rew > 0 for t = κ + is also. 
Proof of Lemma 5.10. The denominator ep + e−iθd (x,y) of the integrand in (4.13) never van-
ishes but takes values close to 0 around p = 0, provided that θd(x, y) ∼ ±π . This is the case
when x2  1 and y2 
 −1 or when x2 
 −1 and y2  1. We consider only the former case.
We compute Re θd(x, y) as in the proof of Lemma 4.3. If x1 and y1 fulfill the assumption in the
proposition and if x2  1 and y2 
 −1, then
Reγ
(
jd(x);ω+
)
 π/2 + c1/x2, Reγ
(
jd(y);ω+
)
 3π/2 + c1/y2
for some c1 > 0, so that Re θd(x, y)−π + c1(|x2| + |y2|)−1. This, together with (4.14), im-
plies that
∣∣Im e−iθd (x,y)∣∣ c(|x2| + |y2|)−1
for some c > 0. Hence the desired bound is obtained. 
Proof of Lemma 5.11. We set w = (ζ/t)(rd(x)2 + rd(y)2). If 0 < t < κ , then it is easy to see
that Rew > c(|x|2 + |y|2)/t for some c > 0. Assume that t = κ + is with 0 < s < M(|x2| +
|y2|). If we take (5.12), (5.14) and (5.15) into account, then a simple computation yields Rew >
c((logd)/d)(|x2| + |y2|) for another c > 0. Since (logp)/p is decreasing for p  1, we have
log
(|x2| + |y2|)/(|x2| + |y2|) log(Nd)/(Nd) (2/N)× ((logd)/d)
for |x2| + |y2| Nd . This implies that Rew  σN log(|x2| + |y2|) for some σ > 0, and hence
the lemma follows at once. 
(2) We proceed to the second statement. We assume that |x2| + |y2|  Nd for N  1 fixed
above. The kernel Rα(x, y; ζ ) is represented by the line integral (4.4) even for ζ =E−iη ∈ D−d .
However, the integral representation (2.3) for Iν(ζ |x||y|/t) with ν = |l−α| does not make sense
any longer. In fact,
Re
(
ζ |x||y|/t)∼ −η|x||y|/s < 0
for t = κ + is with s  1. For this reason, we make use of the different representation formula
for Iν(ζ |x||y|/t) when Re(ζ |x||y|/t) < 0. The proof of the statement is divided into four steps.
(i) We begin by decomposing Rα(jd(x), jd(y); ζ ) into the sum of three terms. To do this, we
take κ as
κ =M2 logd, M  1,
in the line integral (4.4), so that et is at most of polynomial growth |et | =O(dM2) as d → ∞ on
the contour (0, κ) ∪ (κ + i0, κ + i∞). We set χM0(t) = χ0(s/Md) and χM∞(t) = χ∞(s/Md)
for s = Im t  0 and decompose Rα(x, y; ζ ) into the sum
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where
R = 1
4π
∑
l
eilψ
κ+i∞∫
0
χM0(t) exp
(
t
2
− ζ(|x|
2 + |y|2)
2t
)
Iν
(
ζ |x||y|
t
)
dt
t
,
R∞ = 14π
∑
l
eilψ
κ+i∞∫
0
χM∞(t) exp
(
t
2
− ζ(|x|
2 + |y|2)
2t
)
Iν
(
ζ |x||y|
t
)
dt
t
with ν = |l − α|, and ψ is defined by ψ = θ − ω for x = (|x| cos θ, |x| sin θ) and y =
(|y| cosω, |y| sinω). We note that the choice of M depends on N and that Re(ζ |x||y|/t) > 0
for 0 < s < 2Md , which is seen from (5.14). Hence, by formula (2.3), the first term R(x, y; ζ )
on the right side is further decomposed into the sum of two terms
R(x, y; ζ ) =Rfr(x, y; ζ )+Rsc(x, y; ζ )
after calculating the series
∑
l e
ilψIν(ζ |x||y|/t) as in the proof of Proposition 4.1, where
Rfr(x, y; ζ )= e
iαψ
4π
κ+i∞∫
0
χM0(t) exp
(
t
2
− ζ |x − y|
2
2t
)
dt
t
,
Rsc(x, y; ζ )= 14π
κ+i∞∫
0
χM0(t) exp
(
t
2
− ζ(|x|
2 + |y|2)
2t
)
Isc
(
ζ |x||y|
t
,ψ
)
dt
t
and Isc(w,ψ) is defined by (4.8).
We make a similar decomposition for Rα(jd(x), jd(y); ζ ). Since 0 η 2E1/20 (logd)/d for
ζ =E − iη ∈ D−d , we can take M so large that
Rew = Re(ζ rd(x)rd(y)/t)∼ (κ2 + s2)−1(Eκ − ηs)|x||y| > 0 (5.16)
for 0 < s < 2Md . Thus the integral representation (2.3) still makes sense for w as above, and we
have
Rα
(
jd(x), jd(y); ζ
)=Gfr(x, y; ζ )+Gsc(x, y; ζ )+G∞(x, y; ζ ),
where Gfr(x, y; ζ ) =Rfr(jd(x), jd(y); ζ ) and similarly for Gsc and G∞. If we use the new no-
tation
pd(x) = rd(x)2 + rd(y)2, qd(x, y) = rd(x)rd(y),
then these three terms have the following representations:
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iαθd (x,y)
4π
κ+i∞∫
0
χM0(t) exp
(
t
2
− ζ rd(x, y)
2
2t
)
dt
t
,
Gsc = 14π
κ+i∞∫
0
χM0(t) exp
(
t
2
− ζpd(x, y)
2t
)
Isc
(
ζqd(x, y)
t
, θd(x, y)
)
dt
t
,
G∞ = 14π
∑
l
eilθd (x,y)
κ+i∞∫
0
χM∞(t) exp
(
t
2
− ζpd(x, y)
2t
)
Iν
(
ζqd(x, y)
t
)
dt
t
.
Statement (2) is obtained by showing that:
G∞ =O
(
d−N
)
, (5.17)
Gfr = (i/4)eiαθd (x,y)H0
(
krd(x, y)
)+O(d−N ), (5.18)
Gsc = c(E)eik(rd (x)+rd (y))qd(x, y)−1/2(fα + eN)+O
(
d−N
)
, (5.19)
where fα = fα(−ω → θ;E) with θ = x/|x| and ω = y/|y|, and eN = eN(x, y; ζ ) satisfies the
estimate in the proposition.
(ii) To prove (5.17), we employ the formula
Iμ(w) = e
−iμπ/2
π
{ π∫
0
cos(μρ − iw sinρ)dρ − sin(μπ)
∞∫
0
e−iw sinhp−μp dp
}
for Imw  0, which follows as an immediate consequence of the relation Iμ(w) =
e−iμπ/2Jμ(iw) [22, p. 176]. We note that Im(ζqd(x, y)/t) < 0 for t = κ + is with s > Md ,
M  1, which is seen from (5.13) and (5.14). We insert Iν(ζqd(x, y)/t) into the integral rep-
resentation for G∞(x, y; ζ ) and evaluate the resulting integral by partial integration for each l
with |l| < d . If M  1, then
∣∣∂t(t − ζpd(x, y)/t ± (ζqd(x, y)/t) sinρ)∣∣> c > 0,∣∣∂t(t − ζpd(x, y)/t − 2i(ζqd(x, y)/t) sinhp)∣∣> c > 0
for t = κ + is with s >Md uniformly in ρ, 0 < ρ < π , and in p, 0 < p < 1. If p > 1, then we
use |∂t (t − ζpd(x, y)/t)| > c > 0 and
∂t e
−i(ζqd (x,y)/t) sinhp = −t−1(sinhp/ coshp)∂pe−i(ζqd (x,y)/t) sinhp.
We take into account these relations to repeat the integration by parts. Since Im θd(x, y) =
O((logd)/d) as is seen from (4.14), the sum of the integrals with |l| < d obeys O(d−N). To
see that the sum over l with |l|> d is of order O(d−N), we make use of the other representation
formula
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μ
Γ (μ+ 1/2)Γ (1/2)
1∫
−1
e−wρ
(
1 − ρ2)μ−1/2 dρ (5.20)
for Iμ(w) with μ 0 [22, p. 172]. Since |x| + |y| = O(d), we have |ζqd(x, y)/t | = M−1O(d)
for s = Im t >Md and
∣∣e−wρ∣∣=O(e|Re(ζqd (x,y)/t)|)=O(ed), |ρ| < 1,
for w = ζqd(x, y)/t . Since Γ (μ) behaves like Γ (μ) ∼ (2π)1/2e−μμμ−(1/2) for μ  1 by the
Stirling formula, we can take M  1 so large that
∣∣eilθd (x,y)wν/Γ (ν)∣∣ (1/2)|l|, |l|> d.
Hence the sum of integrals with l with |l|> d also obeys O(d−N), and (5.17) is proved.
(iii) (5.18) is easy to prove. By (4.5), we have
Gfr(x, y; ζ )= (i/4)eiαθd (x,y)H0
(
krd(x, y)
)+G(x,y; ζ ),
where
G = e
iαθd (x,y)
4π
κ+i∞∫
0
χM∞(t) exp
(
t
2
− ζ rd(x, y)
2
2t
)
dt
t
.
Since |∂t (t − ζ rd(x, y)2/t)| > c > 0 for s >Md , we have G(x,y; ζ ) =O(d−N) by partial inte-
gration, and hence (5.18) is established.
(iv) The proof of (5.19) uses the stationary phase method. By (4.8), we have
Isc
(
ζqd(x, y)/t, θd(x, y)
)= −Cαei[α](θd (x,y)+π)Lsc(t, x, y; ζ ),
where Cα = sin(απ)/π and
Lsc(t, x, y; ζ )=
∞∫
−∞
ei(iζqd (x,y)/t) coshp
e(1−β)p
ep + e−iθd (x,y) dp
with β = α−[α], 0 < β < 1. By (5.16), Re(ζqd(x, y)/t) > 0. Since d/4 |x1|, |y1| 3d/4 and
|x2| + |y2|Nd by assumption, θd(x, y) stays away from ±π uniformly in x, y and ζ ∈ D−d ,
so that Isc(ζqd(x, y)/t, θd(x, y)) is bounded uniformly in x, y and ζ as above. If 0 < t < κ , then∣∣exp(t/2 − ζpd(x, y)/2t)∣∣ exp(−cd2/t), c > 0,
and if 0 < s < d/M for t = κ + is, then it follows from (5.14) that Re(ζ/t) behaves like
Re(ζ/t) ∼M4(logd)/d2 for d  1. Hence we have
∣∣exp(t/2 − ζpd(x, y)/2t)∣∣=O(exp((M2 − cM4) logd))=O(d−N−1)
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sume that d/M < s < 2Md . We apply the stationary phase method [13, Theorem 7.7.5] to the in-
tegral Lsc(t, x, y; ζ ) above. The stationary point is given by p = 0, and Isc(ζqd(x, y)/t, θd(x, y))
is seen to take the asymptotic form
Isc = e−ζqd (x,y)/t
(
b0(t, x, y; ζ )+ bL(t, x, y; ζ )
)+O(d−L)
for any L 1, where
b0 = −Cα(2π)1/2ei[α](θd (x,y)+π)
(
ζqd(x, y)/t
)−1/2(1 + e−iθd (x,y))−1
and bL obeys |∂nx ∂my ∂jt bL| =O(d−3/2−|n|−|m|−j ). The phase term is calculated as
t/2 − ζ (pd(x, y)+ 2qd(x, y))/2t = t/2 − ζ (rd(x)+ rd(y))2/2t.
If s = Im t satisfies d/M < s < 2d/M or Md < s < 2Md , then
∣∣∂t(t/2 − ζ (rd(x)+ rd(y))2/2t)∣∣> c > 0
for 0 < Re t < κ . Hence we deform the contour to the imaginary axis by analyticity and repeat
integration by parts to obtain that the leading term comes from the integral
a0(x, y; ζ ) =
∞∫
0
χM(s) exp
(
i
(
s
2
+ ζ(rd(x)+ rd(y))
2
2s
))
b0(is, x, y; ζ )ds
s
,
where χM(s) = χ∞(2Ms/d)χ0(2s/Md). We now set
λd(x, y) = Re
(
k
(
rd(x)+ rd(y)
))
, μd(x, y) = Im
(
k
(
rd(x)+ rd(y)
))
for k = ζ 1/2. Then λd(x, y) behaves like λd(x, y) ∼ d and μd(x, y) obeys μd(x, y) =O(logd).
If we make a change of variable s = λd(x, y)τ , then a0(x, y; ζ ) takes the form
a0 =
∞∫
0
exp
(
iλd(x, y)
(
τ
2
+ 1
2τ
))
eiσd (τ,x,y)χ˜M(τ)b0
(
iλd(x, y)τ, x, y; ζ
)dτ
τ
where χ˜M(τ) = χM(λd(x, y)τ ) and
σd(τ, x, y) = ζ(rd(x)+ rd(y))
2 − λd(x, y)2
2λd(x, y)τ
= iμd(x, y)
τ
+O((logd)2/d).
We apply the stationary phase method to the above integral with τ = 1 as a stationary point to
derive the asymptotic form of a0(x, y; ζ ). We have
λd(x, y)+ σd(1, x, y) = k
(
rd(x)+ rd(y)
)+O((logd)2/d)
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b0 = −Cα(2πi)1/2ei[α](θd (x,y)+π)
(
ζqd(x, y)
)−1/2
λd(x, y)
1/2(1 + e−iθd (x,y))−1
at τ = 1. We also have ζ =E +O((logd)/d) and
θd(x, y) =ψ +O
(
(logd)/d
)= θ −ω +O((logd)/d).
We recall that the amplitude fα(ω → θ;E) is defined by (1.4) and the constant c(E) is defined
by (5.1). We take into account the contribution (λd(x, y)/2πi)−1/2 from the Hessian at the sta-
tionary point τ = 1 and compute
−Cα(2πi)ei[α](ψ+π)E−1/2
(
eiψ/
(
1 + eiψ))
= 4πc(E)(2/π)1/2eiπ/4E−1/4 sin(απ)ei[α](ψ+π)(ei(ψ+π)/(1 − ei(ψ+π)))
= 4πc(E)fα(−ω → θ;E).
Since σd(1, x, y) satisfies∣∣∂nx ∂my (e−iσd ∂jτ eiσd )∣∣=O((logd)jd−|n|−|m|),
we see that a0(x, y; ζ ) takes the asymptotic form
a0 = 4πc(E)eik(rd (x)+rd (y))qd(x, y)−1/2
(
fα(−ω → θ;E)+ eN
)+O(d−N ),
where eN(x, y; ζ ) satisfies the remainder estimate in the proposition. A similar argument applies
to the integral associated with bL(t, x, y; ζ ). It takes the form
4πc(E)eik(rd (x)+rd (y))qd(x, y)−1/2O
(
d−1
)+O(d−N )
and is regarded as a remainder term. Thus (5.19) is established.
(3) Finally we make only a brief comment on the asymptotic form of derivatives such as
∂Rα(jd(x), jd(y); ζ )/∂xj . If we take a careful look at the proof of statements (1) and (2), then
we see that the asymptotic forms obtained in (1) and (2) remain true in the C1 topology. We skip
the details. The proof of the proposition is now complete. 
6. Proof of Lemma 3.4
The last section is devoted to proving Lemma 3.4. The proof is based on the following propo-
sition.
Proposition 6.1. Let Dd be defined by (3.5) and let Rα(x, y; ζ ) be the kernel of the resolvent
R(ζ ;Pα) with ζ ∈ Dd . If
d/c < |x1|< cd, |x2| > d/c, |y1| < cd, |y2|< c (6.1)
for some c > 1 or if
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then
Rα
(
jd(x), jd(y); ζ
)=O((|x2| + |y2|)−L), |x2| + |y2|  1,
for any L  1, where the order estimate depends on d but is uniform in ζ . The derivative
∂Rα(jd(x), jd(y); ζ )/∂ζ also obeys a similar bound.
Proof of Proposition 6.1. The proof uses formula (5.20) to evaluate the kernel. We consider
only the case when x and y fulfill (6.1). In this case, we have that Rα(jd(x), jd(y); ζ ) equals
Rα(jd(x), y; ζ ). The dependence on d does not matter in the proof of the proposition. We only
look at the dependence on x2 with |x2|  1. We write y = (|y| cosω, |y| sinω) and set θd(x) =
γ (jd(x);ω+). Then we can represent Rα(jd(x), y; ζ ) as
Rα = 14π
κ+i∞∫
0
exp
(
t
2
− ζ rd(x)
2
2t
)
exp
(
−ζ |y|
2
2t
)
S(t, x, y; ζ )dt
t
by the line integral (4.4), where
S(t, x, y; ζ ) =
∑
l
eil(θd (x)−ω)Iν
(
ζ rd(x)|y|
t
)
, ν = |l − α|.
Since Im θd(x) = O((logd)/d) uniformly in x with |x2|  1, we make use of (5.20) to obtain
that S(t, x, y; ζ ) has the following properties:
∣∣S(t, x, y; ζ )∣∣ exp(c|x2|/|t |), (6.2)∣∣∂mt S(t, x, y; ζ )∣∣ |t |−m exp(σm|x2|/|t |), (6.3)
where c > 0 and σm > 0 depend on d but are independent of ζ ∈ Dd and x2. If ζ =E+ iη ∈ Dd ,
then
ζ/t = (κ2 + s2)−1((Eκ + ηs)− i(Es − ηκ))
for t = κ + is on the contour of the line integral above. Since |η| 2E1/20 (logd)/d for ζ ∈ Dd
and since rd(x)2 behaves like
rd(x)
2 ∼ (1 −O((logd)2/d2))x22 + 2iη0dx22 , |x2|  1,
with η0d = 5E−1/20 (logd)/d , we have
Re
(
ζ rd(x)
2/t
)
 c1|x2|2/|t | (6.4)
for some c1 > 0. We divide the line integral into the sum of two parts by use of the cut-
off functions χM0(t) = χ0(s/M|x2|) and χM∞(t) = χ∞(s/M|x2|). We can take M  1 so
I. Alexandrova, H. Tamura / Journal of Functional Analysis 260 (2011) 1836–1885 1883large that |∂t (t − ζ rd(x)2/t)| > c2 > 0 for s > M|x2|/2. This, together with (6.3), enables us
to repeat the partial integration, and we can obtain the bound O(|x2|−L) for the line inte-
gral cut off by χM∞(t). On the other hand, we see from (6.2) and (6.4) that the line integral
cut off by χM0(t) also obeys the desired bound. A similar argument applies to the derivative
∂Rα(jd(x), jd(y); ζ )/∂ζ . Thus the proof is complete. 
Lemma 6.1. Let
Σ = {x: d/c < |x1| < cd}, Ω = {x: |x1| < cd, |x2| < c}
for some c > 1. Then the resolvent R(ζ ; P˜αd) of the closed operator P˜αd = JdPαJ−1d is analytic
as a function of ζ ∈ Dd with values in bounded operators from L2(Σ) to L2(Ω) or from L2(Ω)
to L2(Σ).
Proof. We know that R(ζ ;Pα) : L2comp → L2loc is well defined. If we set Σ ′ = {x ∈ Σ : |x2| <
d/c}, then
R(ζ ; P˜αd) =R(ζ ;Pα) : L2
(
Σ ′
)→ L2(Ω), L2(Ω) → L2(Σ ′)
is bounded. Hence the lemma is obtained as an immediate consequence of Proposition 6.1. 
Proof of Lemma 3.4.. The operator H±d has the solenoidal field 2πα±δ(x − d±) with d± =
(±d/2,0) as a center. Since the relations
Σ0 = {7d/16 < x1 + d/2 < 9d/16} = {−9d/16 < x1 − d/2 <−7d/16}
and Ω0 ⊂ {|x1 ± d/2| < 3d/2, |x2| < r0} hold true for Σ0 and Ω0, the lemma is obtained by
applying Lemma 6.1 to
R(ζ ;K±d) = exp(ig∓d)R˜±d(ζ ) exp(−ig∓d)
with R˜±d(ζ ) = JdR(ζ ;H±d)J−1d . 
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Appendix A
We shall prove that the resolvent of the magnetic Schrödinger operator with two solenoidal
fields has the meromorphic continuation over the lower-half plane as a function of the spectral
parameter ζ with values in operators from L2comp to L2loc. The resolvent is shown to be meromor-
phically continued over the complex plane C \ (−∞,0] slit along the negative real axis across
the positive real axis where the spectrum of the operator is located. The argument here extends
to the case of several solenoidal fields without any essential changes.
1884 I. Alexandrova, H. Tamura / Journal of Functional Analysis 260 (2011) 1836–1885We consider the operator
H =H(Ψ ) = (−i∇ −Ψ )2
with two solenoidal fields 2πα+δ(x − p+) and 2πα−δ(x − p−), where
Ψ (x) =Φ+(x)+Φ−(x) = α+Φ(x − p+)+ α−Φ(x − p−).
The operator H becomes self-adjoint on L2 = L2(R2) under the boundary condition
lim|x−p±|→0 |u(x)| < ∞ at both the centers p+ = (p,0) and p− = (−p,0) for p > 0. We cover
the whole space with the three regions
X± =
{
x: |x1 ∓ p|< 3p/2, |x2|< 3p/2
}
, X0 = R2 \
{
x: |x1| < 2p, |x2| <p
}
and approximate H by operators with one solenoidal field over each region. To do this, we define
the three operators P± = H(Φ±) and P =H(Φ0), where Φ0(x) = α0Φ(x) with α0 = α+ + α−.
These auxiliary operators become self-adjoint by imposing the boundary condition as in (1.3) at
the center of the solenoidal field. We can construct real smooth bounded functions g±(x) and
g0(x) such that H = eig±P±e−ig± over X± and H = eig0P0e−ig0 over X0. We set
Pˆ± = eig±P±e−ig±, Pˆ0 = eig0P0e−ig0
and introduce a smooth nonnegative partition of unity {u+, u−, u} such that u± and u have sup-
port in X± and X0, respectively. Then we define the bounded operator
G(ζ) = u+R(ζ ; Pˆ+)+ u−R(ζ ; Pˆ−)+ u0R(ζ ; Pˆ0) : L2 → L2
for ζ ∈ C+ = {ζ ∈ C: Im ζ > 0}. This operator satisfies (H − ζ )G(ζ ) = Id +Q(ζ), where
Q(ζ) = [Pˆ+, u+]R(ζ ; Pˆ+)+ [Pˆ−, u−]R(ζ ; Pˆ−)+ [Pˆ0, u0]R(ζ ; Pˆ0).
The commutators above vanish outside the region X = {x: |x1| < 3p, |x2| < 3p}. For the
Hamiltonians P± and P0 with one solenoidal field, the resolvents R(ζ ; Pˆ±) and R(ζ ; Pˆ0) are
continued as analytic functions of ζ with values in operators from L2comp to L2loc over the lower-
half plane across the positive real axis. If we consider Q(ζ) as an operator from L2(X) into
itself, then Q(ζ) turns out to be an analytic function of ζ ∈ C \ (−∞,0] with values in compact
operators. Hence it follows from the analytic perturbation theory of Fredholm that the inverse
(Id + Q(ζ))−1 : L2(X) → L2(X) has the meromorphic continuation over C \ (−∞,0]. Thus
R(ζ ;H) is represented as
R(ζ ;H) =G(ζ)−G(ζ)Q(ζ )(Id +Q(ζ))−1
and is defined as a meromorphic function over C \ (−∞,0] with values in operators from
L2comp(X) to L
2
loc. Once this is established, we can show in almost the same way as in the proof
of Theorem 1.1 (Step 5) that R(ζ ;H) becomes a meromorphic function over C \ (−∞,0] with
values in operators from L2 to L2 .comp loc
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