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Abstract
In an instrumental variable model, the score statistic can be stochastically bounded for any
alternative in parts of the parameter space. These regions involve a constraint on the first-
stage regression coefficients and the reduced-form covariance matrix. As a consequence, the
Lagrange Multiplier (LM) test can have power close to size, despite being efficient under stan-
dard asymptotics. This loss of information limits the power of conditional tests which use
only the Anderson-Rubin (AR) and the score statistic. In particular, the conditional quasi-
likelihood ratio (CQLR) test also suffers severe losses because its power can be bounded for
any alternative.
A necessary condition for drastic power loss to occur is that the Hermitian of the reduced-
form covariance matrix has eigenvalues of opposite signs. These cases are denoted impossibility
designs or impossibility DGPs (ID). This restriction cannot be satisfied with homoskedastic
errors, but it can happen with heteroskedastic, autocorrelated, and/or clustered (HAC) errors.
We show these situations can happen in practice, by applying our theory to the problem of
inference on the intertemporal elasticity of substitution (IES) with weak instruments. Out of
eleven countries studied by Yogo (2004) and Andrews (2016), the data in nine of them are
consistent with impossibility designs at the 95% confidence level. For these countries, the non-
centrality parameter of the score statistic can be very close to zero. Therefore, the power loss
is sufficiently extensive to dissuade practitioners from blindly using LM-based tests with HAC
errors.
Keywords: Endogenous regressor, Instrumental variable, Score test, HAC errors
JEL classification: C14, C36
1 Introduction
In an instrumental variable (IV) regression with potentially weak instruments, the practitioner
currently has a choice of test statistics when equation errors are homoskedastic and uncorre-
lated. In the just-identified case, the Anderson-Rubin (AR) statistic (Anderson and Rubin,
1949) is unbiased, and has at least as much power as any other unbiased test; see Moreira
(2001, 2009). In the over-identified case, Andrews, Stock, and Sun (2019) suggest using the
conditional likelihood ratio (CLR) test of Moreira (2003). Among the many researchers who
have contributed to inference on the structural parameters that is robust to weak instruments
are Staiger and Stock (1997), Kleibergen (2002), Moreira (2002), Andrews, Moreira, and Stock
(2006), and Mikusheva (2010). Stock, Wright, and Yogo (2002), Dufour (2003), and Andrews
and Stock (2007) review weak-instrument robust inference.
Allowing for heteroskedastic, autocorrelated, and/or clustered (HAC) errors in IV regression
is important, because ignoring them results in substantial biases in the inference. That omitted
variables are potentially serially correlated in time-series data is obvious. Newey and West
(1987) and Andrews (1991) propose non-parametric estimators of the variance matrix of the
equation error. With cross-sectional and panel data, HAC errors are also common. With panel
data, the usual assumption is that equation errors are correlated in the time-series, but not in the
cross-sectional dimension. Under the random-effects assumption, the model can be transformed
into one with homoskedastic and serially uncorrelated errors. If the random-effects assumption
is too restrictive, then the robust variance matrix of the regression coefficients can be estimated,
as Liang and Zeger (1980) and White (1980) do. This estimator makes assumptions neither on
the error correlation within units nor on the conditional variance of the equation errors. Robust
standard errors are routinely used in empirical research; see Wooldridge (2001), Angrist and
Pischke (2009), and Cameron, Gelbach, and Miller (2011).
Which test is best for IV regression with HAC errors is less obvious. In the just-identified
case, the Anderson-Rubin (AR) test is still the best choice. For the over-identified case, a
number of tests have been proposed by Stock and Wright (2000), Kleibergen (2005), Andrews
(2016), Andrews and Mikusheva (2016), Moreira and Ridder (2017), and Moreira and Moreira
(2019). Here we show that not all tests suggested for the HAC case are created equal. A
preference for tests that depend on the data just through the AR, score, and rank statistics is
informed by the observation that these statistics are equivalent to the maximal invariant in the
homoskedastic and uncorrelated case. However, such tests do not use all relevant information
in the data, and therefore can have low power if the errors are HAC.
Surprisingly, the score statistic can be stochastically bounded for any alternative in parts
of the parameter space. These regions involve a restriction on the first-stage regression coeffi-
cients and the reduced-form covariance matrix. If the Hermitian of the reduced-form covariance
matrix has eigenvalues of opposite signs, then there are regression coefficients which satisfy the
restriction. This restriction cannot be satisfied with homoskedastic errors, but it can happen
with HAC errors. We call such cases the impossibility designs or impossibility DGPs (ID). The
one-sided score statistic has a mixed-normal distribution either in finite samples with normal
errors and known variance or under weak-instrument (WIV) asymptotics. However, we show
a simpler normal distribution can approximate the score statistic in a variety of asymptotic
sequences. These sequences include cases in which the variance matrix is degenerate or the
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parameter of interest is far from the null. These examples are important to demonstrate that
the score statistic can discard information unnecessarily. The low power of the score/Lagrange
multiplier (LM) test is not due to difficulties in distinguishing between the null and the alter-
native. The test of the structural parameter is not an impossible testing problem, as studied
by Bertanha and Moreira (2020). Instead, the power loss of the LM test is so striking that the
AR test can have size close to zero while its power is close to one (i.e., probability of making
type I and type II errors close to zero). See Kraft (1955) on the connection between tests and
the total variation (TV) distance between (convex hulls of) the null and alternatives.
The conditional quasi-likelihood ratio (CQLR) test and conditional linear combination
(CLC) tests depend on the score statistic directly. As a result, their power can be constrained
in the impossibility designs as well. The CQLR test also suffers severe losses because its power
can be bounded for any alternative, and the test can even behave asymptotically like the LM
test. The power of CLC tests can be bounded by that of a J-test. The associated J-statistic
has a chi-square distribution with one degree of freedom less than AR, but with the same non-
centrality parameter. This does not mean that we recommend the J-test or AR test in the
over-identified model. The J-test has no power under strong instrument (SIV) asymptotics,
and other tests can perform better than AR in the over-identified case.
In a simulation study, we compare the power of several tests for some impossibility designs.
Numerical simulations support the theory by showing that the LM and CQLR test can have
no power while the AR test can distinguish the null from the alternative. We also show that
the power of the PI-CLC test of Andrews (2016) is bounded by the J-test for parts of the
parameter space. This numerical evidence confirms that CLC tests cannot behave much better
than AR in those cases. The LM, CQLR, and PI-CLC tests are all asymptotically efficient
under strong instruments with local alternatives (SIV-LA). Other asymptotically efficient tests
are the CIL test (Moreira and Ridder (2017)), the CLR test (Moreira and Moreira (2019) and,
more generally, Andrews and Mikusheva (2016)), and SU tests (Moreira and Moreira (2019)).
We include the CIL test in the simulations, which provides numerical support that using further
data information can help tests outperform the AR test. Furthermore, the power function is
a very smooth function of the parameters of the HAC-IV model. Hence, the aforementioned
power problems extend to neighborhoods of the impossibility designs with power remaining near
size, while it is still trivial to make inference on the structural parameter. These problematic
parameter regions are large in a topological sense, having nonzero Lebesgue measure. Therefore
the power loss is sufficiently extensive to dissuade practitioners from blindly using the LM and
CQLR tests, when errors are HAC.
We follow Andrews (2016) and consider the problem of inference on the intertemporal
elasticity of substitution (IES) with weak instruments. Using a standard Newey-West estimator
for the data of Yogo (2004), we find that nine out of the eleven countries have eigenvalues of
opposite signs. Hence, there are nontrivial combinations of instruments’ coefficients which
satisfy the impossibility designs. Although it is not possible to verify if the ID restriction
holds with weak instruments, we can provide confidence sets for those coefficients. We obtain
a confidence bound, which is the smallest coverage probability such that the intersection of the
corresponding confidence region and the impossibility design restriction is not empty. If that
confidence bound is less than 95% then the intersection of the conventional 95% confidence
set and the set that satisfies ID is not empty. The proximity of first-stage parameters to zero
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allows a lower LM bound. For all nine countries whose Hermitian matrices have eigenvalues of
opposite signs, the LM bound can be very close to zero.
Finally, the confidence bound indicates the size of the intersection of the confidence set and
ID. Because the intersection is defined by polynomial equations and inequalities, the intersection
is a semi-algebraic set. By the Tarski-Seidenberg theorem, a projection in a lower-dimensional
space is also semi-algebraic. There exist efficient algorithms to compute these projections,
allowing us to visualize the ID sets of first-stage parameters which are inside the confidence
region.
The paper is organized as follows. Section 2 introduces the model and the test statistics.
Section 3 studies the limiting distribution of the LM statistic under a number of asymptotic
sequences and introduces the impossibility design. Section 4 considers the CLC family of tests
and, in particular, the CQLR test. Section 5 reports the result of a simulation study that shows
the power loss of the LM statistic with ID. Section 6 considers the empirical prevalence of ID.
Section 7 concludes. The appendix contains all proofs, and the supplement extensively reports
power comparisons and confidence sets for the ID restriction with the IES data.
2 Model and test statistics
We consider the instrumental variable (IV) regression model
y1 = y2β + u (2.1)
y2 = Zpi + v2
with y1, y2 n× 1 vectors of observations on two endogenous variables, and Z an n×k matrix of
non-random instrumental variables. The n×1 vectors u, v2 are the zero mean structural equation
and first-stage errors. The variance and covariance matrices of these errors are unrestricted,
i.e., we allow for HAC errors. The errors have a normal distribution. Our objective is to test
the null hypothesis H0 : β = β0 against the alternative H1 : β 6= β0 with pi a k × 1 vector of
nuisance parameters.
The reduced-form model for Y = [y1 y2] is
Y = Zpia′ + V (2.2)
with a = (β 1)′ and V = [v1 v2], v1 = u+ v2β.
Let P = [P1 : P2] be an n× n orthogonal matrix with P1 = Z (Z ′Z)−1/2. By orthogonality
of P , we have P ′2Z = 0. We pre-multiply (2.2) by P
′ and define R = P ′1Y . The distribution of
P ′2Y does not depend on β or pi. The induced model for R is given by
R = µa′ + V˜ (2.3)
with µ = (Z ′Z)1/2 pi and V˜ = (Z ′Z)−1/2 Z ′V . Commonly-used estimators and test statistics
depend on R = [R1 : R2] and variance estimators of V˜ = (Z
′Z)−1/2 Z ′V . For example, the
2SLS estimator is given by
β̂ =
R′2R1
R′2R2
. (2.4)
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Researchers often rely on consistency and normality of β̂ to make inference on β. Both asymp-
totic properties are based on two sets of assumptions. The first assumption uses the following
properties of normalized averages of the instruments and reduced-form errors.
Assumption NA. (a) n−1Z ′Z
p→ D with D a positive definite k × k matrix.
(b) n−1V ′V
p→ Ω for some positive definite 2× 2 matrix Ω.
(c) (Z ′Z)−1/2 Z ′V d→N(0,Σ) for some positive definite 2k ×2k matrix Σ.
Andrews, Moreira, and Stock (2004) note that Assumption NA holds under very general
conditions for the DGP. The second assumption requires that the IVs’ coefficients pi are bounded
away from zero. This assumption is not innocuous. Nelson and Startz (1990) show this asymp-
totic framework does not provide a good approximation to the finite sample distribution when
the instruments Z are weakly correlated with the explanatory variable y2 (i.e., pi close to zero).
To remedy this problem, Staiger and Stock (1997) propose an alternative asymptotic theory
in which the IVs are weakly correlated with y2. It turns out that this weak-instrument (WIV)
asymptotic theory resembles the finite-sample distribution of β̂ with normal errors and known
variance. For this reason, we assume that the vector vec(V˜ ) has a normal distribution with
known variance matrix Σ.
We transform R into the pair of k × 1 statistics, S being pivotal and independent of T :
S =[(b′0 ⊗ Ik)Σ(b0 ⊗ Ik)]−1/2(b′0 ⊗ Ik)vec(R) and (2.5)
T =[(a′0 ⊗ Ik)Σ−1(a0 ⊗ Ik)]−1/2(a′0 ⊗ Ik)Σ−1vec(R),
with a0 = (β0, 1)
′, b0 = (1,−β0)′. To represent their finite-sample distribution, it is convenient
to define R0 = RB0, where B0 is the non-singular 2× 2 matrix
B0 =
(
1 0
−β0 1
)
. (2.6)
The induced model for R0 is
vec(R0) ∼ N(vec(µa′∆),Σ0), (2.7)
where a∆ = (∆, 1)
′, ∆ = β − β0 and
Σ0 = (B
′
0 ⊗ Ik)Σ(B0 ⊗ Ik) =
(
Σ11 Σ12
Σ21 Σ22
)
. (2.8)
The statistics S and T have distribution
S ∼ N(∆Σ−1/211 µ, Ik) and T ∼ N
(
(Σ22)1/2(Ik −∆Σ21Σ−111 )µ, Ik
)
, (2.9)
where Σ22 = (Σ22 − Σ21Σ−111 Σ12)−1.
The one-sided and two-sided score statistics of H0 : β = β0 are, respectively, given by
LM1 =
S ′Σ−1/211 (Σ
22)−1/2T∥∥∥Σ−1/211 (Σ22)−1/2T∥∥∥ and LM =
(
S ′Σ−1/211 (Σ
22)−1/2T
)2
T ′(Σ22)−1/2Σ−111 (Σ22)−1/2T
. (2.10)
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Other readily available statistics are the Anderson-Rubin (AR), quasi-likelihood ratio (QLR),
and the class of linear combination (LC) statistics:
AR =S ′S (2.11)
QLR =
AR− r (T ) +√(AR− r (T ))2 + 4LM · r (T )
2
(2.12)
LC =w(T ).AR + (1− w(T )) .LM, (2.13)
where r (T ) = T ′T or T ′(Σ22)−1/2Σ−111 (Σ
22)−1/2T , among other choices, and 0 ≤ w(T ) ≤ 1 is the
weight for the linear combination tests. The QLR and LC statistics are typically non-pivotal.
We use the conditional argument of Moreira (2003) to find tests whose probability of making
a type I error does not depend on the IVs’ coefficients. These tests reject the null when the
test statistic is larger than its null quantile conditional on T . In particular, we consider the
conditional QLR and LC tests, hereinafter denoted CQLR and CLC tests. Andrews (2016)
shows that AR and CQLR are special cases of CLC tests and proposes a new test, the plug-in
conditional linear combination test (PI-CLC).
For the just-identified case, the Anderson-Rubin test is uniformly most powerful, among
tests that are either unbiased (Moreira (2001, 2009) for homoskedastic errors, and Moreira
and Moreira (2019) for HAC errors) or invariant (Andrews, Moreira, and Stock (2006) for
homoskedastic errors, and Moreira and Ridder (2017) for HAC errors). For the over-identified
case, the AR test has good power, but it can be outperformed by other tests with strong
identification. In Section 3, however, we show there are parameter values for which the power
of the LM test is arbitrarily close to its size. In Section 4, we see that this limitation impairs
the performance of the CQLR tests and limits the power of CLC tests as well.
3 Asymptotic analysis of the score statistic
Problems with the LM test in the homoskedastic and uncorrelated case become even more
severe with HAC errors. Although the LM test is efficient under standard asymptotics, its low
power shows that the LM test ignores important information with weak instruments. As we will
see, commonly-used asymptotic approximations are not always a reliable guide to finite-sample
behavior.
Other authors have pointed out problems and solutions for the LM test under weak-IV
assumptions. Moreira (2001) shows that the noncentrality parameter for LM can be zero for
a particular alternative if errors are homoskedastic and uncorrelated. He proposes a switching
test based on the AR and LM tests. Andrews (2016) also notes issues with the LM test in the
GMM context with HAC errors, and recommends the use of conditional tests based on linear
combinations between the AR and LM statistics. The theory derived below leads to more
definitive conclusions regarding the low power of the LM statistic, with implications for other
tests, including the CQLR test.
We analyze the properties of the one-sided score statistic (2.10) under a number of asymp-
totic approximations. The normality of S and T implies that
S = ∆Σ
−1/2
11 µ+ US and T = (Σ
22)1/2(Ik −∆Σ21Σ−111 )µ+ UT , (3.14)
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with US and UT being independent random vectors with distribution N(0, Ik). The LM1 statis-
tic is given by
LM1 =
(∆Σ
−1/2
11 µ+ US)
′((Σ−1/211 (Ik −∆Σ21Σ−111 )µ+ Σ−1/211 (Σ22)−1/2UT )∥∥∥Σ−1/211 (Ik −∆Σ21Σ−111 )µ+ Σ−1/211 (Σ22)−1/2UT∥∥∥ . (3.15)
We first consider the standard strong instrument (SIV) asymptotic theory in which pi is a
fixed non-zero vector with local alternatives (LA).
Assumption SIV-LA. (a) ∆n = h∆/n
1/2 for some constant h∆.
(b) pi is a fixed non-zero k-vector for all n ≥ 1.
Proposition 1 Under Assumptions SIV-LA and NA,
LM1 →d N
(
h∆.
(
pi′D1/2Σ−111 D
1/2pi
)1/2
, 1
)
.
Like the Wald and likelihood ratio tests, the LM test is asymptotically efficient. The LM
statistic has a noncentrality parameter depending both on the distance of the alternative from
the null and on the instruments’ strength.
Consider instead that the difference between the alternative and the null is fixed at ∆.
Assumption SIV-FA. (a) ∆ is fixed.
(b) pi is a fixed non-zero k-vector for all n ≥ 1.
One would be inclined to use the sequential asymptotics based on the limiting distribution
in Proposition 1. Under sequential asymptotics in which h∆ = n
1/2∆, we would have concluded
that the LM test is consistent under fixed alternatives. However, it turns out the LM test
may not be consistent at all. The following proposition finds the asymptotic behavior of LM1
depends on the parameter
ζ = ∆pi′D1/2Σ−111 D
1/2pi −∆2pi′D1/2Σ−111 Σ21Σ−111 D1/2pi. (3.16)
Proposition 2 Under Assumptions SIV-FA and NA,
LM1 →d N
(
0, 1 +
∆2pi′D1/2Σ−111 (Σ
22)−1Σ−111 D
1/2pi
pi′D1/2(Ik −∆Σ−111 Σ12)Σ−111 (Ik −∆Σ21Σ−111 )D1/2pi
)
if ζ equals zero. If ζ is strictly positive (or negative), then LM1 diverges to +∞ (or −∞).
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The LM1 statistic converges to a normal distribution with zero mean when ∆ = 0 or
∆ =
pi′D1/2Σ−111 D
1/2pi
pi′D1/2Σ−111 Σ21Σ
−1
11 D
1/2pi
. (3.17)
Hence, a one-sided LM test can have no power in one specific alternative. For other values of
∆, the LM1 diverges. This happens because µ grows at rate n
1/2 and it appears with different
exponents in the numerator and denominator of the noncentrality parameter of LM1:
∆µ′Σ−111 µ−∆2µ′Σ−111 Σ21Σ−111 µ(
µ′(Ik −∆Σ−111 Σ12)Σ−111 (Ik −∆Σ21Σ−111 )µ
)1/2 . (3.18)
The statistic drifts to +∞ and to −∞ depending on whether ζ is positive or negative. Because
the sign of ζ does not necessarily coincide with the sign of ∆, a one-sided LM test could be
inconsistent. This issue happens even in the homoskedastic case, as observed by Andrews,
Moreira, and Stock (2006).1 Even so, the power would go to one for the two-sided LM test.
These findings are standard. However, all problems which arise because SIV-LA is not rich
enough to embed the usual asymptotics for fixed alternatives (SIV-FA) are not fully appreci-
ated. These preliminary results highlight the caveat that we may not always be able to embed
one asymptotic framework into another one.2 In particular, the SIV asymptotics obscure the
potentially bad power of LM1 in other settings.
The asymptotic theory of Staiger and Stock (1997) resembles the finite-sample distribution
of LM1 with normal errors. This approximation holds formally under Assumptions NA, defined
earlier, and WIV-FA:
Assumption WIV-FA. (a) ∆ is fixed.
(b) pi = hpi/n
1/2 for some non-stochastic k-vector hpi.
Assumption WIV-FA establishes that IVs are weak in the sense that pi is in a neighborhood
of zero with fixed alternatives. Under WIV-FA, µ converges to
µ∞ = D1/2hpi. (3.19)
Hereinafter, we omit the subscript from µ∞ for simplicity.
The WIV-FA asymptotics provide a comprehensive description for the finite-sample behavior
of the LM1 statistic. The difficulty is that LM1 is a mixed normal random variable, with weights
depending on ∆ itself and µ. This convolution may obscure potential problems with the LM
test. We investigate cases in which the LM1 statistic is asymptotically normal and easy to
analyze. This simplification shows LM1 may suffer severely bad power properties in situations
where it is trivial to distinguish the null from the alternative (TV distance near one).
The first case is when the variance matrix is nearly singular. Andrews (1987) studies Wald
tests with a singular variance matrix, and Andrews and Guggenberger (2019) propose GMM
1For the homoskedastic case, our condition ζ = 0 implies ∆.e′2Ωb0 = b
′
0Ωb0. This yields the alternative βAR
for which T has zero mean.
2Andrews, Cheng, and Guggenberger (2020) use sub-sequences to establish uniform size properties of tests.
For further details, see Section 2.6 of Lehmann (1999).
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tests with correct size with weak identification and near singularity. We propose an asymptotic
framework inspired by the work of Kadane (1971) on small-sigma asymptotics.
Assumption NS. (a) Σ
−1/2
11 (Σ
22)−1/2 → 0.
(b) Σ
−1/2
11 Σ12Σ
−1
11 (Σ
22)−1/2 → 0.
Assumption NS ensures that the random terms involving UT are asymptotically negligible.
This assumption is general enough that we do not even need to require convergence in distribu-
tion. We just have to show that the difference between the distribution of LM1 and a normal
approximation —which may, or may not, converge— is asymptotically negligible.
Theorem 1 Under Assumptions WIV-FA, NA, and NS,
LM1
d
= N
(
∆µ′Σ−111
(
Ik −∆Σ21Σ−111
)
µ(
µ′
(
Ik −∆Σ−111 Σ12
)
Σ−111
(
Ik −∆Σ21Σ−111
)
µ
)1/2 , 1
)
+ op (1)
for all µ. Furthermore, this approximation is uniform for all µ such that
∥∥∥Σ−1/211 µ∥∥∥ ≥ γ for
any arbitrary γ > 0.
Unlike before, we do not consider WIV and SIV asymptotics separately. If we were to follow
this route, we would have to state rates, depending on the sample size, with which the variance
would approach the near-singular case. The approximation above is uniform for IVs which are
not arbitrarily weak, or pointwise regardless of the IVs’ strength.
In the special case µ = 0, the mean of the approximation to LM1 is zero. To limit the
power of the LM test for µ 6= 0, we consider the following reasoning. Without restrictions,
the numerator of the LM1 statistic in (3.15) is quadratic in ∆ and the denominator is linear
in ∆. The quadratic term in the numerator has coefficient µ′Σ−111 Σ21Σ
−1
11 µ, and appears in
the approximation given by Theorem 1. Interestingly, the quadratic term is irrelevant under
SIV-LA but important in many other asymptotic settings. The reason for this discrepancy is
that SIV-LA provides a poor approximation for LM1 for large values of h∆ (as explained above
using SIV-FA) or small values of µ (WIV-FA asymptotics).
The numerator and denominator of LM1 are of the same order as ∆ if Assumption ID holds:
Assumption ID. µ′Σ−111 Σ21Σ
−1
11 µ = 0.
If a DGP satisfies Assumption ID, we call it the impossibility design or impossibility DGP
(ID). In particular, there is a bound on power for the LM test under regularity conditions. Let
qα (l) be the 1− α quantile of a chi-square distribution with l degrees of freedom.
Corollary 1 Under Assumptions WIV-FA, NA, NS, and ID,
LM1
d
= N
(
∆µ′Σ−111 µ(
µ′Σ−111 µ+ ∆2µ′Σ
−1
11 Σ12Σ
−1
11 Σ21Σ
−1
11 µ
)1/2 , 1
)
+ op (1) .
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This approximation is uniform if
∥∥∥Σ−1/211 µ∥∥∥2 ≥ γ for any arbitrary γ > 0. Furthermore, the
following hold if µ′Σ−111 Σ12Σ
−1
11 Σ21Σ
−1
11 µ > 0:
(i) the absolute value of the mean m of the normal approximation is bounded by
m =
µ′Σ−111 µ(
µ′Σ−111 Σ12Σ
−1
11 Σ21Σ
−1
11 µ
)1/2 , and (3.20)
(ii) the power of the two-sided LM test is no larger than 1−G (qα (1) ;m2), where G (q;m2) is
the noncentral chi-square-one distribution function with noncentrality parameter m2.
The mean of the LM bound in (3.20) can be written as∥∥∥Σ−1/211 µ∥∥∥(
ω′Σ−1/211 Σ12Σ
−1
11 Σ21Σ
−1/2
11 ω
)1/2 , (3.21)
for the norm-one vector, ω = Σ
−1/2
11 µ/
∥∥∥Σ−1/211 µ∥∥∥. We can then choose γ small enough to make
this bound arbitrarily small. In practice, this can be done by replacing µ by η.µ in the bound
above with η small. On the other hand, other readily available tests’ power can be arbitrarily
large in this design. Take, for example, the Anderson-Rubin test. Its power depends on the
noncentrality parameter
∆2µ′Σ−111 µ = ∆
2
∥∥∥Σ−1/211 µ∥∥∥2 ≥ ∆2.γ. (3.22)
Its power goes to one for arbitrarily large ∆ if
∥∥∥Σ−1/211 µ∥∥∥ is bounded away from zero. This
observation will be important for the application on intertemporal elasticity of substitution
(IES), later in the paper.
We can look at the LM statistic without using small-sigma asymptotics, but still deriving
an upper bound on the mean of the distribution of LM. Here, we propose a large |∆| bound.
We consider the following assumption for growing alternatives.
Assumption GA. |∆| → +∞.
Andrews, Marmer, and Yu (2019) consider the behavior of IV tests for a fixed DGP and null
hypotheses which are far away from the alternative. They show that the CLR test can have
power lower than the two-sided power envelope when the alternative is fixed and the null drifts
to −∞ or +∞. Here, we show that LM1 can suffer severe bad power properties in situations
in which it is trivial to distinguish the null from the alternative (TV distance near one), when
the null is fixed and the alternative drifts to −∞ or +∞.
Theorem 2 Under Assumptions WIV-FA, NA, GA, and ID,
LM1 →d N
(
sgn (∆) .µ′Σ−111 µ(
µ′Σ−111 Σ12Σ
−1
11 Σ21Σ
−1
11 µ
)1/2 , 1 + µ′Σ−111 (Σ22)−1Σ−111 µµ′Σ−111 Σ12Σ−111 Σ21Σ−111 µ
)
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for all µ′Σ−111 Σ12Σ
−1
11 Σ21Σ
−1
11 µ > 0. Furthermore, this approximation is uniform for all µ such
that
∥∥∥Σ−1/211 µ∥∥∥ ≥ γ for any arbitrary γ > 0.
The variance in the asymptotic distribution is larger than one, which decreases the power
even further compared to the normal approximation for the near-singular case. Hence, the
bound (3.20) still holds.
Finally, Assumptions NS and GA do not embed each other. Close inspection of the proofs
of Theorems 1 and 2 shows that each asymptotic theory uses a term that is not used in the
other asymptotic framework. In the appendix, we consider a pointwise approximation that
embeds either assumption. Here, instead, we consider a result related to SIV-FA in which we
bias-correct LM1 before finding its asymptotic distribution.
Theorem 3 Under Assumptions SIV-FA and NA,
LM1 − n1/2 ∆pi
′D1/2Σ−111 D
1/2pi −∆2pi′D1/2Σ−111 Σ21Σ−111 D1/2pi(
pi′D1/2(Ik −∆Σ−111 Σ12)Σ−111 (Ik −∆Σ21Σ−111 )D1/2pi
)1/2 + op (n1/2)
→d N
(
0, 1 +
∆2pi′D1/2Σ−111 (Σ
22)−1Σ−111 D
1/2pi
pi′D1/2(Ik −∆Σ−111 Σ12)Σ−111 (Ik −∆Σ21Σ−111 )D1/2pi
)
.
Furthermore, if a DGP satisfies ID, the bias correction term as well as the asymptotic approx-
imation for LM1 simplify:
LM1 − n1/2 ∆pi
′D1/2Σ−111 D
1/2pi(
pi′D1/2Σ−111 D1/2pi + ∆2pi′D1/2Σ
−1
11 Σ12Σ
−1
11 Σ21Σ
−1
11 D
1/2pi
)1/2 + op (n1/2)
→d N
(
0, 1 +
∆2pi′D1/2Σ−111 (Σ
22)−1Σ−111 D
1/2pi
pi′D1/2Σ−111 D1/2pi + ∆2pi′D1/2Σ
−1
11 Σ12Σ
−1
11 Σ21Σ
−1
11 D
1/2pi
)
.
We can now obtain SIV-LA from SIV-FA under sequential asymptotics. Indeed, the limiting
distribution of LM1 given by SIV-LA coincides with the approximation given by Theorem 3
and then taking ∆n = h∆/n
1/2 sequentially (interestingly, whether ID holds or not has no
importance for the asymptotic behavior under SIV-LA). This embedment happens because
Theorem 3 keeps all asymptotically relevant terms (in the numerator and denominator) of LM1
which are used in the SIV-LA asymptotics. This remark can be applied to all asymptotic
frameworks. Each setting (WIV-FA, SIV-LA, SIV-FA, IV-NS, and IV-GA) keeps some terms
and discards others, which are asymptotically negligible. If one asymptotic framework uses
more terms than another, we naturally have embedment. To make this clear, it is enough to
focus only on the terms present in the numerator of LM1:
1︷ ︸︸ ︷
∆µ′Σ−111 µ−
2︷ ︸︸ ︷
∆2µ′Σ−111 Σ21Σ
−1
11 µ+
3︷ ︸︸ ︷
∆U ′T (Σ
22)−1/2Σ−111 µ
(3.23)
+U ′SΣ
−1/2
11 µ︸ ︷︷ ︸
4
−∆U ′SΣ−1/211 Σ21Σ−111 µ︸ ︷︷ ︸
5
+ U ′SΣ
−1/2
11 (Σ
22)−1/2UT︸ ︷︷ ︸
6
.
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The approximation using WIV-FA keeps all six terms above. Proposition 2 for SIV-FA uses
either the first two terms or the third, fourth, and fifth terms. The more general Theorem 3
instead uses the first five terms.3 Theorem 1 for IV-NS uses the first, second, fourth, and fifth
terms (for ID, the second term is zero) if µ 6= 0 and only the sixth term if µ = 0. Finally,
Theorem 2 for IV-GA uses the first, third, and fifth terms. The following diagram displays
each setting together with asymptotically relevant terms from LM1. Each arrow represents one
asymptotic approximation embedding another asymptotic setting.
Figure 1: Asymptotic Settings
Naturally, WIV-FA embeds the other settings as it uses all terms in the numerator and
denominator of LM1. The second more general theory involves the bias-corrected asymptotics
based on SIV-FA. This framework only discards one term in the numerator and three terms in
the denominator from LM1. Yet, it is relevant in practice and simple enough that it yields a
normal approximation to LM1 instead of the more complex mixed normal distribution.
4 Convolution with an approximately ancillary statistic
The CLC test can be expressed as a convolution of the AR and LM tests. Under ID, the LM
test can be approximately ancillary. Hence, we expect the power loss that the LM test suffers to
have a negative impact on the power of CLC tests. To set the stage, consider a simple example.
Let W1 ∼ N(θ, 1) be a test statistic of H0 : θ = 0 against the alternative θ > 0. The test rejects
if W1 > c with critical value c = Φ
−1(1 − α) and α the size of the test. Let W = W1 + W2
3In the appendix, we present a proposition allowing IV-NS and/or IV-GA. This is related to SIV-FA, as they
both use exactly the first five terms in the numerator and first three terms in the denominator.
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be another test statistic for H0 with W2 ∼ N(0, τ) independent of W1. Note that W is the
convolution of W1 and an ancillary statistic. The critical value of this test is
c∗ = Φ−1(1− α)√1 + τ = c√1 + τ . (4.24)
The power function of the W1 test is 1− Φ(c− θ), and that of the W test is
1− Φ
(
c∗ − θ√
1 + τ
)
= 1− Φ
(
c− θ√
1 + τ
)
(4.25)
so that for θ > 0 the power of the W test is strictly smaller than the power of the W1 test.
The test W1 > c is the Neyman-Pearson test of H0 : θ = 0 and W = W1 + W2 is a test
statistic that is the convolution with an ancillary statistic W2 ∼ G nondegenerate. The power
of the W test is lower for general convolutions with an ancillary statistic. By the optimality of
the Neyman-Pearson test, for all θ > 0,
1−
∫
Φ(c∗ − θ − w2)dG(w2) < 1− Φ(c− θ), (4.26)
where the critical value is ∫
Φ(c∗ − w2)dG(w2) = 1− α. (4.27)
Now, consider a further extension that is closer to our application.
Lemma 1 Let X ∼ N (θ, Ik) and W2 ∼ G be independent of X with a distribution that does
not depend on θ. The null is H0 : θ = 0 and the alternative H1 : θ 6= 0. For W1 = X ′X,
the test rejects H0 if W1 > c, where c is the 1 − α quantile of W1 when θ = 0. The W1 test
is UMPI; that is, the uniformly most powerful among the class of tests invariant to orthogonal
transformations of X. In particular, take the statistic W = g (W1,W2). The W1 test has power
no smaller than the W test which rejects H0 if W > c
∗, where c∗ is the 1 − α quantile of W
when θ = 0.
We apply this result to the class of CLC tests. The weights for AR and LM are allowed to
be negative, so we consider the generalization
LC = wAR (T ) .AR + wLM (T ) .LM (4.28)
for arbitrary weights wAR (T ) and wLM (T ). A member of this larger class is the J-test,
4 which
rejects the null when
J = S ′S − LM > qα (k − 1) . (4.29)
This test has no power under SIV-LA, but it has better power than AR in the impossibility
designs with a small LM bound under Assumption NS.
4The J statistic for homoskedastic errors is denoted by Qk−1 in the appendix of Moreira (2003).
12
Theorem 4 Suppose Assumptions WIV-FA, NA, NS, and ID hold. If the LM bound given in
(3.20) goes to zero, the power of all CLC tests is smaller than the power of the J-test at the
same significance level. This more powerful test rejects the null for large values of a chi-square
k − 1 distribution with noncentrality parameter limj→∞∆2jµ′jΣ−111,jµj = ξ2.
There are several situations in which the LM1 bound goes to zero. For example, Σ11 and µ
are fixed and all singular values of Σ21 go to infinity (in absolute value). In the next section, we
will consider this scenario to compare power for different tests. Another possibility is to allow
a sequence of coefficients µj to shrink, while keeping the variance matrix fixed. If µ satisfies
ID, then so does the coefficient η.µ for any value of η. As long as there exists a coefficient µ
that satisfies ID, we can find a sequence µj → 0 that satisfies ID as well. In the limit, the LM
bound is arbitrarily close to zero as η shrinks.
Given that the LM bound shrinks, the LM1 statistic is asymptotically ancillary. Given that
the score has asymptotically no information, it is natural to expect that all CLC tests have
power no larger than that of the Anderson-Rubin test. This conjecture is incorrect, as it ignores
the dependence between the AR and LM statistics. Although CLC tests can perform better
than the Anderson-Rubin tests in these scenarios, they have power no larger than that of the
J-test described above. Furthermore, the weight w (T ) for CLC tests must be allowed to be
negative so that a CLC test can behave as well as the J-test.5 As a consequence, it is possible
to outperform the CLC tests when either k > 2 for any weight w (T ) or k = 2 if 0 ≤ w(T ) ≤ 1,
of which condition the PI-CLC test is a special case.
Studying the relative power of CLC tests under |∆| → ∞ is less interesting. After all, the
AR test is a special case of CLC tests and has power going to one with alternatives arbitrarily
distant from the null. Therefore, we do not study CLC tests under Assumption GA here.
Instead, we study their power under the richer asymptotic approximation given by Theorem 3.
Theorem 5 Consider the asymptotic approximation given by Theorem 3 under ID. If the LM
bound given in (3.20) goes to zero, then the bias-correction term of LM1 goes to zero. Fur-
thermore, the power of all CLC tests is smaller than the power of a chi-square test at the same
significance level. This more powerful test rejects the null for large values of a chi-square k− 1
distribution with noncentrality parameter limj→∞∆2jµ
′
jΣ
−1
11,jµj = ξ
2.
In Theorem 4, all CLC tests are dominated by the the J-test, which is a function of the
data only. The dominating statistic in Theorem 5 uses information on instruments’ coefficients.
However, the fact that all CLC statistics cannot outperform a chi-square distribution with
k − 1 degrees of freedom is worrisome. In the next section, we study power with and without
Assumption NS. Regardless, the J-test seems to outperform the CLC tests even when k = 2.
Theorems 4 and 5 also apply to the CQLR test, as Andrews (2016) shows that it is a special
case of the CLC test. However, we can get a stronger result for CQLR. The next proposition
can determine or bound the behavior of the CQLR test.
5This finding agrees with the point optimal invariant similar (POIS) tests of Andrews, Moreira, and Stock
(2006) being linear combinations of AR and LM whose weights may be negative.
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Proposition 3 For the QLR statistic defined in (2.12):
(i) if r (t)→∞, then QLR→ LM ; and
(ii) if r (t) > AR, then QLR is bounded by
LM.r (t)
r (t)− AR =
LM
1− AR
r(t)
.
Part (i) shows that if r (T ) diverges to infinity, the QLR statistic converges to the LM
statistic. This finding is a simple generalization of Moreira (2003) for the homoskedastic case.
However, it will be useful to establish the behavior of the CQLR in some near-singular designs.
For large-alternative designs, this approximation may not be very useful. The reason is that it
is pointwise in AR and LM , and AR grows with ∆. Instead, part (ii) establishes a bound for
CQLR which is useful to determine designs in which the CQLR test behaves similarly to the
LM test. The condition r (T ) > AR is not innocuous for general r (T ). However, r (T ) ≥ AR
does hold if r (T ) = T ′(Σ22)−1/2Σ−111 (Σ
22)−1/2T . For r (T ) = T ′T , we can find designs in which
r (T ) > AR with probability approaching one with ∆→ +∞. This happens because AR/T ′T
converges to the ratio of their noncentrality parameters as ∆ drifts off to infinity. The AR test
is consistent for arbitrarily distant alternatives. That LM and CQLR tests are not consistent is
an embarrassing feature; see Berger (1951) for an early discussion of uniformly consistent tests.
5 Impossibility designs
If ID holds, then the probability that the LM1 test detects large deviations |∆| from the null
hypothesis is bounded away from 1. Worse, if µ and Σ are such that the LM bound is close to
zero, then the power of the test against large deviations from the null is close to its size. We
give examples of such designs in this section.
Let Jk be the k × k matrix with the anti-diagonal elements equal to one and the other
components zero. We have J2k = Ik. The k × k submatrices of Σ0 are
Σ11 = c11Ik, Σ12 = c12Jk, and Σ22 = c22Ik. (5.30)
The constants c11, c12, and c22 are chosen so that the matrix Σ0 is positive definite. Each
one of the eigenvalues of Σ0,
ς1 =
c11 + c22 +
√
(c11 − c22)2 + 4.c212
2
and ς2 =
c11 + c22 −
√
(c11 − c22)2 + 4.c212
2
(5.31)
appear with multiplicity k. As long as c11, c22 ≥ 0 and c11.c22 ≥ c212, the matrix Σ0 is semi-
positive definite.
Note that Jke1 = ek, where e1 = (1, 0, ..., 0)
′ and ek = (0, ..., 0, 1)
′. Therefore, if we set
µ = λ1/2e1, with λ some positive constant, we find that
µ′Σ−111 Σ21Σ
−1
11 µ = λ
c12
c211
e′1Jke1 = λ
c12
c211
e′1ek = 0 (5.32)
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so that ID holds for this choice of µ and Σ. We also have
Σ22 =
(
c22Ik − c
2
12
c11
JkJk
)−1
=
c11
c11c22 − c212
Ik . (5.33)
Hereinafter, we consider the case c11 = 1.
We consider two sets of simulations in which the LM bound (3.20) holds. In this case, the
bound is given by
µ′Σ−111 µ(
µ′Σ−111 Σ12Σ
−1
11 Σ21Σ
−1
11 µ
)1/2 = λ
(λc212)
1/2
=
λ1/2
|c12| . (5.34)
If either c12 is large or λ is small, the mean of LM1 is close to 0 under the alternative and the
test has power equal to size.
Our theory identifies regions of the parameter space where the score test has low power,
even power close to size. We confirm this suspicion in simulation experiments when testing
H0 : β = 0. It turns out we can nearly perfectly distinguish the null from alternatives far
enough from the null. To show this we choose a very small probability of a type I error, and
we find regions of the alternative where the probability of making a type II error is very small
as well.
The normal errors are HAC with the variance matrix (2.8) given by (5.30). The goal in
these simulations is twofold: (1) to provide evidence for severe problems with the LM and
CQLR tests; and (2) to show there are power gains from using the information on the statistic
S beyond the AR and LM statistics. The AR, LM, CQLR, CLC, and J tests are all conditional
tests which depend only on AR and LM . To show severe power losses of both LM and CQLR
tests, it is enough to compare both tests with the AR test. To demonstrate power bounds of
the PI-CLC test, it is enough to report the J-test and the AR test again. The J-test has no
power under SIV-LA asymptotics. The AR does have power with strong IVs, but it is not
efficient. One may wonder if there are available tests which are efficient under SIV-LA and can
outperform the AR in these designs. Available tests with correct size which use further data
information are the CIL test considered by Moreira and Ridder (2017); the CLR test derived
by Moreira and Moreira (2019) for HAC-IV and by Andrews and Mikusheva (2016) for GMM;
and the SU tests proposed by Moreira and Moreira (2019).
The first design is related to the variance being near singular. In the supplement, we
present power comparisons for all combinations among significance level α = 0.001 or 0.05,
number of instruments k = 2 or 10, and instrument strength λ = µ′Σ−111 µ ranging from 0.01
(very weak) to 1000 (borderline strong). We present here power curves with α = 0.001, k = 2,
and λ = 1000. We select the significance level to be so small because the total variance between
the null and some alternatives is close to one. This means there exist tests which can easily
separate the null from the alternative. However, we will see that the LM and CQLR tests can
hardly distinguish the null from the alternatives in some impossibility designs. For CQLR,
we consider two “rank” statistics, r (T ) = T ′T or T ′(Σ22)−1/2Σ−111 (Σ
22)−1/2T . The associated
tests are denominated CQLR1 and CQLR2. The small value of k equal to two makes it easy
to show the discrepancy between the J and PI-CLC tests. We choose λ so large to highlight
that SIV-LA asymptotics may not provide a good approximation in finite samples, even when
the instruments are considered to be strong. However, the choice of instrument strength has
secondary importance in power comparisons if we adjust the range of alternatives.
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We set c22 = c
2
12 + c
−3
12 , so that
Σ
−1/2
11
(
Σ22
)−1/2
= c
−3/2
12 Ik and Σ
−1/2
11 Σ12Σ
−1
11 (Σ
22)−1/2 = c−1/212 Ik. (5.35)
Assumption NS holds if c12 →∞. The mean of T is
E (T ) = (Σ22)1/2(Ik −∆Σ21Σ−111 )µ = λ1/2c3/212 (e1 −∆.c12ek) , (5.36)
with ek being the k-th unit vector. The statistic T
′T diverges to infinity because its noncen-
trality parameter equals λc312 + λ∆
2c512. This term clearly diverges as c12 → ∞. The statistic
T ′(Σ22)−1/2Σ−111 (Σ
22)−1/2T also diverges to infinity. As a result, both CQLR1 and CQLR2 be-
have asymptotically as the LM test.
As the approximations in Theorem 1 are more accurate if c12 is large, we set c12 = 100.
The HAC variance matrix Σ converges to a singular matrix. Singularity of the variance matrix
implies that a linear transformation of the S and T statistics has variance zero. This should
improve power beyond conditional tests which depend only on AR and LM .
Figure 2 reports power for different values of ∆. The first graph shows that the power of
the LM test and both versions of CQLR tests is approximately equal to the size of the test.
The second graph shows that the performance of the PI-CLC test is between the AR test and
the J-test. This numerical comparison matches our earlier theory, which shows all CLC tests
are dominated by the J-test under Assumption NS.
The AR test does not have the same lack of power for the designs where the LM test fails.
However, the power of the AR test is known to deteriorate when the number of instruments
increases. The CIL, CLR, and SU tests are not in the CLC class of tests. They depend on the
statistic S not just through the AR and LM statistics. We report the CIL test only, as the
CLR and SU tests can be numerically challenging to implement in some designs.6 The CIL test
performs better than the LM and CQLR tests, and improves on the AR test —even when the
number of instruments is as small as two.
The flat power curves of the LM and CQLR tests are surprising. These tests are often
applied in nonlinear models with heteroskedastic and correlated errors, and their use is so
common that citations number in the thousands. On the other hand, Moreira and Moreira
(2019) report power comparisons that show that the CIL and SU tests perform better than
the LM and CQLR tests. One could perhaps argue that we should not discard these tests
yet, because it is possible that there are regions in the parameter space where they could
outperform other tests. As we argue next, the problems with LM and CQLR tests are much
more fundamental.
Kraft (1955) notes the connection between tests and the total variation (TV) distance
between (convex hulls of) the null and alternatives. For example, take the problem of testing a
Bernoulli against a continuous distribution. We contemplate the test which rejects the null if we
observe the values 0 or 1, but fails to reject the null otherwise. This trivial test has size equal to
6The CLR test requires a grid search to establish initial conditions for the optimization procedures. This
creates difficulties to approximate the conditional quantile for some designs, as the model is not correctly
specified when S ∼ N (0, Ik) and T has distribution given by (2.9). The SU tests require linear programming to
be implemented. Although there are readily available algorithms, it requires the calculation of a density ratio.
If not dealt with properly, the computation can go beyond the numerical accuracy of computer packages.
16
Figure 2: Power curves with ID and near-singular variance
(k = 2 and α = .001)
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zero and power equal to one. The existence of a trivial test is due to the total variation metric
being one. Like testing a Bernoulli against a continuous distribution, our testing problem is
easy and we should have no problem distinguishing the null from subsets of the alternative.
Nevertheless, the score and the CQLR tests have power close to size, and cannot separate the
null from these alternatives at all.
The second design is related to the LM1 approximation for large values of ∆. We consider
c12 = 10 and set c22 = (1 + c12)
2. We choose this design so that the variance is non-singular
(the smallest eigenvalue is 1/6) and the CQLR test also performs poorly for large values of ∆
(see Proposition 3). We consider α = 0.001 or 0.05, k = 2 or 10, and λ ranging from 0.001
(very weak) to 100 (borderline strong).
Figure 3 reports power for the same tests as before. The results are close to the previous
findings, with LM having power close to size. The CQLR tests also perform poorly because
they are asymptotically bounded by a factor multiplied by the LM statistic.
6 Regions of low power
In this section, we discuss the prevalence of the impossibility designs. These depend on the
covariance matrix of the reduced-form and first-stage errors.
6.1 A necessary condition for the impossibility DGP
Regions of low power are present in many DGP, not only the specific one presented in Sec-
tion 5. The impossibility design occurs if the standardized first-stage coefficients µ satisfy
µ′Σ−111 Σ21Σ
−1
11 µ = 0. Which properties of the 2k × 2k matrix Σ and of µ imply this equality
that ensures that the noncentrality parameter of the LM statistic is bounded for any value of
∆? The next proposition gives necessary and sufficient conditions for this to happen.
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Figure 3: Power curves with ID and large alternatives
(k = 2 and α = .001)
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Proposition 4 For a k× k matrix A, define the Hermitian part of A by the symmetric matrix
H = (A+ A′) /2. Then there exists x 6= 0 so that x′Ax = 0 if and only if the convex hull of the
spectrum of H contains the zero value (that is, a linear combination of eigenvalues of A equal
to zero).
We can apply this proposition to Assumption ID by taking x = µ and A = Σ−111 Σ21Σ
−1
11 .
Proposition 4 shows why an impossibility DGP cannot occur if Σ is a Kronecker product design
(that includes the case that the errors are uncorrelated and homoskedastic). When Σ = Ω⊗Φ
for a positive definite 2× 2 matrix Ω and a symmetric positive definite matrix k× k matrix Φ,
the matrix Σ−111 Σ21Σ
−1
11 is proportional to Φ and is either positive or negative definite.
This proposition also explains the findings in Section 5. There the matrix Σ−111 Σ21Σ
−1
11 is
symmetric and proportional to the anti-diagonal Jk matrix. The trace of this matrix is 0 or
1 (depending on whether k is even or odd) and the determinant is negative. Therefore, there
exist at least one positive eigenvalue and one negative eigenvalue. This implies that there exist
coefficients µ, such that the impossibility design holds.
If Σ11 is singular, it is trivial to separate the null and alternative hypotheses. For exam-
ple, the AR test’s noncentrality parameter goes to infinity under the alternative if one of the
eigenvalues of Σ11 approaches zero for most parameter choices µ. If Σ11 is positive definite, we
can apply Proposition 4 to x = Σ−111 µ and A = Σ21. Hence, the impossibility design holds for
all matrices Σ21 so that Σ21 + Σ
′
21 does not have all eigenvalues of the same sign. For a given
matrix Σ21, we can choose Σ11 and Σ22 so that the variance matrix Σ is semi-positive definite.
Hence, there exists a vast range of designs in which the non-centrality parameter of the LM
statistic is bounded. In Appendix A, we also discuss cases in which Σ is near singular and the
impossibility design has the bound in (3.20) arbitrarily close to zero.
The impossibility designs in Section 5 are constructed so that the commonly-used LM and
CQLR tests have no power. When errors are uncorrelated and homoskedastic, there exists a
minimax justification for using those tests. Andrews, Moreira, and Stock (2006) and Chamber-
lain (2007) implicitly use the Hunt-Stein theorem to justify the focus on tests that depend on
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Table 1: Eigenvalues of Σ21 + Σ
′
21 for model and data of Yogo (2004)
Australia 0.0014 0.0008 0.0001 0.0003
Canada 0.0030 0.0009 -0.0001 0.0002
France -0.0011 0.0001 0.0008 0.0013
Germany -0.0019 -0.0003 0.0005 0.0002
Italy -0.0022 0.0013 0.0006 -0.0005
Japan 0.0027 -0.0006 0.0010 0.0008
Netherlands 0.0006 -0.0005 -0.6000 -0.0005
Sweden 0.0008 0.0003 -0.0004 0.0001
Switzerland 0.0005 0.0001 -0.0001 -0.0003
United Kingdom -0.0032 0.0016 0.0003 0.0001
United States 0.0009 0.0006 0.0003 0.0011
the data only through S ′S, (S ′T )2, and T ′T . However, the aforementioned minimax result is
not applicable to conditional (on the T statistic) tests that are linear combinations of the AR
and LM statistics for HAC errors.
Do empirical estimates of Σ21 have eigenvalues of Σ21 + Σ
′
21 that are of opposite signs? As
an example, we take the estimation of intertemporal elasticity of substitution (IES) of Yogo
(2004). He considers four instruments and three different models. As Moreira and Moreira
(2019) do, we focus on the model where the endogenous variable is the real stock return and
the instruments are genuinely weak. Out of the eleven countries considered by Yogo (2004),
nine have eigenvalues with opposite signs. Eigenvalues of the estimates of Σ21 + Σ
′
21, using the
popular Newey-West estimator of Σ (Newey and West (1987)), are in Table 1. The necessary
condition for the LM non-centrality parameter to be bounded (i.e., the impossibility design),
is satisfied for most countries.
6.2 Power in the neighborhood of impossibility DGP
One can argue that the values of µ for which the LM non-centrality parameter is bounded,
i.e., µ′Σ−111 Σ21Σ
−1
11 µ = 0, are very special. For a given matrix Σ21, the set of µ for which
µ′Σ−111 Σ21Σ
−1
11 µ = 0 has Lebesgue measure zero. This argument is questionable. Take, for ex-
ample, the theory of limit experiments. If a family of models is locally asymptotically quadratic
(LAQ) then it is locally asymptotically mixed normal (LAMN) except for a set with Lebesgue
measure 0. Yet, there is a vast literature analyzing those special models of which the weak-IV
model itself is a special case.
However, even if µ does not satisfy µ′Σ−111 Σ21Σ
−1
11 µ = 0 exactly, the problems with the LM
and CQLR tests remain, because the information loss also occurs in a neighborhood of the
impossibility DGP, as we show in the next theorem.
Theorem 6 In the HAC-IV model,
(i) the power function ρφ (β, µ) for any test φ is analytic in (β, µ); and
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Figure 4: Power curves with near-singular variance and perturbation
(k = 2 and α = .001)
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(ii) the power function ρφ (β, µ) is uniformly continuous over any compact set.
Theorem 6, part (i) shows the power function is analytic for any test. Close inspection of
the proof shows that the expectation of any statistic (assuming the expectation exists) is also
analytic so that the result can be generalized for other (curved) exponential families. This is a
stronger result than the differentiability of the expectation obtained by Hirano and Porter (2012,
2015) for such models. We apply part (ii) of Theorem 6 for compact sets containing values of
µ such that µ′Σ−111 Σ21Σ
−1
11 µ = 0 and values of β large enough that the total variation distance
between the null and that specific alternative is close to 1. Small changes in both parameters
change the power function very little. Let us consider the CIL and LM tests. Following Kraft
(1955), the power function over the alternative of the CIL test gives a lower bound on the total
variation distance of the hypotheses. Therefore for small changes in the parameters, the total
variation distance remains close to one. Applying Theorem 6 to the LM test, the power of that
test will be close to size for small changes in β.
In a simulation, we confirm that the LM and CQLR tests have power close to size, even if
µ′Σ−111 Σ21Σ
−1
11 µ is only close to 0. We use a variance matrix Σδ = Σ + Ψδ with Σ a variance
matrix of the impossibility design and Ψδ a small positive definite matrix. The 2k× 2k matrix
Ψδ is obtained by drawing the columns of the 2k × 2k matrix X = [X1 . . . X2k] independently
from N(0, δ2 · I2k), so that vec(X) ∼ N(0, δ2I4k2). Define P0 = X (X ′X)−1/2, which is by
construction an orthogonal matrix. Let Λδ be the diagonal matrix of the eigenvalues of X
′X
that are non-negative. We take Ψδ = P0ΛδP
′
0, which is positive-definite with probability one.
For each repetition, we first draw Σδ and next draw the equation errors of the HAC model
using Σδ as their variance matrix. The power plots are averaged over the draws of X. Figures
4 and 5 show power curves for the AR, LM, CQLR, and CIL tests for δ = 0.1 at significance
level 0.1% (other power comparisons are also available in the supplement). The power curves
for the LM and CQLR tests are no longer flat, but the power problems of these tests remain.
This confirms that the smoothness of the power function, as stated in Theorem 6, implies loss
of power of the LM and CQLR tests in a neighborhood of the impossibility DGP.
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Figure 5: Power curves with large alternatives and perturbation
(k = 2 and α = .001)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 = 100
AR LM CQLR 1 CQLR 2
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 = 100
AR J PI-CLC CIL
6.3 Empirical relevance of impossibility DGP
Could we test whether the impossibility design holds by estimating pi itself? If the instruments
are weak, we consider pi = hpi/
√
n. Because the parameter hpi is not consistently estimable, we
cannot be sure whether we have an impossibility DGP —even in large samples.
Even if the loss of power of the LM and CQLR is large in the neighborhood of an exact
impossibility design, it could still be the case that the standardized first-stage estimates have a
low probability of being close to an impossibility DGP. We have to check whether the confidence
set for µ intersects with the set of impossibility designs, i.e., we consider the intersection of the
sets of µ defined by
(µ̂− µ)′Σ−122 (µ̂− µ) ≤ qα (k) and µ′Σ−111 Σ21Σ−111 µ = 0. (6.37)
We check whether the intersection is empty by solving the constrained minimization problem
min
µ
(µ̂− µ)′Σ−122 (µ̂− µ) s.t. µ′Hµ = 0, (6.38)
where the Hermitian matrix is
H =
Σ−111 Σ12Σ
−1
11 + Σ
−1
11 Σ21Σ
−1
11
2
. (6.39)
We call the minimum of the objective function the confidence bound because it is the smallest
confidence set cutoff such that the confidence region intersects with the impossibility design. If
the confidence bound is greater than qα (k) then the intersection of the 1−α confidence set and
the impossibility DGP is empty. The DGP conforms to the impossibility design if and only if
the eigenvalues of the Hermitian have opposite signs.
If the convex hull of the spectrum of H does not contain zero, then trivially the only solution
to (6.38) is µ˜ = 0. Otherwise, the solution µ˜ to this problem satisfies(
Σ−122 + κH
)
µ˜ = Σ−122 µ̂, (6.40)
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Table 2: Smallest confidence bound
κ× 1000 (µ̂− µ˜)′Σ−122 (µ̂− µ˜) µ̂′Σ−122 µ̂ µ˜
′Σ−122 µ˜
(µ˜′Σ−111 Σ12Σ
−1
11 Σ21Σ
−1
11 µ˜)
1/2
Australia - - 6.40 -
Canada 12.47 4.25 5.64 3.24
France 2.72 1.40 6.74 3.37
Germany -6.54 4.35 7.68 5.97
Italy -1.02 1.51 2.07 2.49
Japan 1.04 3.09 10.45 5.17
Netherlands -2.45 1.36 5.67 2.69
Sweden -0.44 1.83 5.63 12.35
Switzerland -1.05 0.05 0.57 8.47
UK 1.62 0.61 3.85 4.00
USA - - 9.12 -
where κ is a Lagrange multiplier. The solution µ˜ resembles ridge estimation with two important
differences. In ridge regression, the first-order condition yields a unique solution once we deter-
mine the multiplier. Furthermore, the constraint yields a decreasing function for the multiplier,
which is easy to solve.7 In our setup, the matrix Σ−122 + κH may not be invertible, so that
µ˜ =
(
Σ−122 + κH
)−1
Σ−122 µ̂. (6.41)
In the appendix, we give an example in which Σ−122 +κH is singular and explain why this feature
does not typically arise in applications. In this case, the constraint in (6.38) yields the equation
µ̂′Σ−1/222
(
I + κH
)−1
H
(
I + κH
)−1
Σ
−1/2
22 µ̂ = 0, (6.42)
where H = Σ
1/2
22 HΣ
1/2
22 . Because H can have eigenvalues of opposite signs, the left-hand side
may not be monotonic in κ. In practice, we solve all values of κ numerically. In the appendix,
we provide more details on our search algorithm. Among the κ which satisfy (6.42), we find
the value κ̂ which minimizes
(µ̂− µ˜)′Σ−122 (µ̂− µ˜) = κ2.µ̂′Σ−1/222 H
(
I + κH
)−2
HΣ
−1/2
22 µ̂. (6.43)
In Table 2, we report for all countries that satisfy the necessary condition for the impossibil-
ity DGP, the Lagrange multiplier (column 2), the minimum of the objective function (column
3), the objective function at µ = 0 (column 4), and the LM bound (column 5) at the minimizer
µ˜.
In the data, k = 4 so that the cut-off for the 95% confidence region is 9.49. Column 2 of
Table 2 shows that for all countries where the necessary condition for an impossibility DGP is
satisfied, the intersection of the 95% confidence region and the impossibility DGP is non-empty.
7We refer the reader to Draper and Nostrand (1979) for further details.
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The condition that (µ̂− µ˜)′Σ−122 (µ̂− µ˜) ≤ 9.49 does not characterize the full set of µ in the
confidence region that are consistent with the impossibility DGP. Obviously for all countries
except Australia and the USA µ˜ satisfies the restriction of the impossibility DGP and is within
the confidence region. The vector η.µ˜ for scalar η satisfies the impossibility DGP restriction
and is in the confidence region if
(µ̂− η.µ˜)′Σ−122 (µ̂− η.µ˜) ≤ 9.49. (6.44)
To find the smallest η we minimize η2 under the restriction (6.44). The third column of Table 2
shows that except for Japan η = 0 satisfies the restriction. This implies that the non-centrality
parameter in the heading of Column 4 can be 0 for an impossibility DGP and inside the 95%
confidence region for µ. For Japan the restriction (6.44) is binding, so that we minimize η2
under (6.44) as an equality constraint. We find
η =
µ˜′Σ−122 µ̂
µ˜′Σ−122 µ˜
−
√(
µ˜′Σ−122 µ̂
µ˜′Σ−122 µ˜
)2
− µ̂
′Σ−122 µ̂− 9.49
µ˜′Σ−122 µ˜
. (6.45)
For Japan the solution is η = 0.00675 with non-centrality parameter 0.1219. Its power is then
no larger than 0.0560.8
Until now we have not characterized the full set of µ that are consistent with an impossibility
DGP and are within a confidence set. The set described in (6.37) is defined by a polynomial
inequality and polynomial equality. A set defined by polynomial (in)equalities in Rk is called
semi-algebraic. The Tarski-Seidenberg theorem guarantees that projections of semi-algebraic
sets in lower dimensions are also semi-algebraic sets. The Cylindrical Algebraic Decomposition
(CAD) algorithm finds these projections. Figure 6 presents all six possible projections in R2 of
the set in R4 for France at the 95% confidence level.9 The graphs are close to being symmetric
near zero. This is not surprising, since if µ satisfies the impossibility restriction, then so does
−µ. If µˆ = 0 then the symmetry holds exactly, and if µˆ is close to zero it holds approximately.
In the supplement, we provide these projections for all nine countries at both 95% and 99%
confidence levels.
7 Conclusion
In the IV model with HAC errors, the LM statistic can have little information on the structural
parameter for impossibility designs. The QLR statistic can reduce to the LM statistic. This
information loss can be so extreme that the LM and CQLR tests can have power close to
size, failing to distinguish the null from the alternative. In testing contexts in which it is
8Instead, we could have tried to find µ˜ in the confidence regions which satisfies the impossibility design
and yields the smallest LM bound for Japan. The semi-algebraic nature of this setup also means that the
minimization problem (6.38) is a semi-algebraic/polynomial problem for which we can find a global minimum;
see Lasserre (2015). However, we do not pursue this approach here as the LM bound of 0.1219 is already very
low.
9Throughout this paper, we take the approach that Σ is known. If we instead considered Σ to be unknown
and have a set of potential estimates of Σ, the set of potentially problematic first-stage estimates would be
larger.
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Figure 6: Projections of intersection of 95%-level set and impossibility DGP (France)
trivial to separate the null from the alternative, the LM and CQLR tests can act as if there
is no information at all when instruments are weak. This efficiency loss in finite samples is
particularly striking, because both tests are asymptotically efficient under the usual strong-IV
asymptotic theory. If we consider conditional tests that are functions of only the Anderson-
Rubin and score statistics, their power can be bounded as well. To do better, we need to
use tests that depend on the data beyond these statistics. Finally, we illustrate the empirical
prevalence of the ID using the IES data, by showing that these tests risk having low power in
empirically relevant regions of the parameter space.
Our concerns for the LM and CQLR tests hold in the HAC-IV model and can naturally be
applied to GMM.10 However, our findings have more important and widely-applicable implica-
tions. It is a commonly accepted research agenda to consider estimators, hypothesis tests, and
confidence sets which are efficient under special assumptions and robust to broader settings. We
highlight here the importance of considering relative efficiency in these more general settings as
well. Otherwise, we are at risk of making inference which is correct (e.g., consistent estimators,
tests with correct size, regions with correct coverage) but discarding efficiency unnecessarily.
10This theory favors the adaptation of the CLR test by Andrews and Mikusheva (2016) for moment models, in
contrast to other GMM versions of the original LM and CLR tests designed for the IV model with homoskedastic
errors.
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