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ABSTRACT
The KArlsruhe TRItium Neutrino (Katrin) experiment is targeted to determine
the neutrino mass with an unprecedented sensitivity of 200 meV (90 % C.L.). To
this end, Katrin employs an intense gaseous tritium source combined with a pre-
cision retardation spectrometer of MAC-E-filter type. Since the completion of the
Katrin beamline in the fall of 2016, several pivotal milestones towards the start of
neutrino-mass measurements have been achieved. In the thesis at hand, a tritium
source gas model for the latest one among these milestones, the First Tritium cam-
paign in May and June 2018, is developed and validated by several measures. This
gas model is used for the analysis of the first Katrin tritium spectra, including
various approaches to account for gas model related systematic effects. Strategies
for performing a blind neutrino mass analysis of the upcoming Katrin neutrino
mass data are developed, subject to a critical comparison, and tested on krypton
commissioning data. Besides its main goal of neutrino mass search, Katrin offers
the potential to probe physics beyond the neutrino mass. For three example cases,
the statistical sensitivity is evaluated and compared to existing limits.
Das KArlsruhe TRItium Neutrino (Katrin) Experiment ist konstruiert, um die
Neutrinomasse mit einer bisher unerreichten Sensitivita¨t von 200 meV (90 % C.L.)
zu bestimmen. Dafu¨r kombiniert Katrin eine starke gasfo¨rmige Tritiumquelle mit
einem hochauflo¨sendem MAC-E-Filter-Spektrometer. Seit der Fertigstellung des ex-
perimentellen Aufbaus im Herbst 2016 hat dasKatrin-Experiment mehrere zentrale
Meilensteine erreicht. In der vorliegenden Arbeit wird ein Gasmodell fu¨r den letzten
dieser Meilensteine – die erste Tritium-Zirkulation in der Tritium-Quelle im Mai
und Juni 2018 – vorgestellt, und mit unterschiedlichen Messmethoden verglichen.
Mit Hilfe des Gasmodells werden die ersten Tritiumspektren analysiert, wobei ver-
schiedene Methoden zur Beru¨cksichtigung von Systematiken am Beispiel des Gas-
modells untersucht werden. Vorbereitend auf die kommenden Neutrinomassendaten
werden in dieser Arbeit Methoden fu¨r eine blinde Neutrinomassenanalyse von β-
Zerfall-basierten Tritiumspektren vorgestellt, miteinander verglichen, und an Hand
von Kryptondaten getestet. Die Arbeit schließt mit einem Ausblick auf das Po-
tential von Katrin, Physik jenseits der Neutrinomasse zu untersuchen. Fu¨r drei
Beispiele wird exemplarisch die statistische Sensitivita¨t von Katrin bestimmt und
mit bestehenden experimentellen Erkenntnissen verglichen.

INTRODUCTION
Neutrinos fill a special role in particle physics, astrophysics and cosmology since
they link the physics of the microcosm with the largest scales of the universe. This
premise of the neutrinos to contribute to our understanding of a broad range of
open questions in modern astroparticle physics is based on their particle nature and
characteristics. The absolute neutrino mass scale probes the mass generation of
the Standard Model of particle physics. Katrin represents the most recent effort to
determine the absolute mass scale of neutrinos in a model-independent way, after the
predecessor experiments in Mainz [Kra+05] and Troitsk [Ase+11] could determine
an upper limit of 2 eV (95 % C.L.) [Tan+18].
Motivation Located at the Karlsruhe Institute of Technology, the Katrin ex-
periment is targeted to determine the effective electron neutrino mass with an un-
precedented sensitivity of 200 meV (90 % C.L.), based on three net years worth of
data (corresponding to approximately five calendar years of data-taking). To reach
this ambitious goal, Katrin combines an ultra-luminous tritium source with high-
resolution β-spectroscopy. In the course of the past two years, Katrin successfully
completed several milestones, ranging from first transmission of electrons through
the entire beam line in 2016 to first recording of tritium β-decay spectra in 2018.
The strategies and technical framework for the high-level analysis of tritium spectra
form the basis for analysing the upcoming neutrino mass data. In order to prevent
human observer’s bias, a widely used method is the one of a blind analysis. How-
ever, since blinding was not applied in any of the previous β-decay neutrino mass
experiments, appropriate analysis techniques and their implementation need to be
developed from the ground up.
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Objectives The objectives of this thesis are all closely linked to the tritium source
of the Katrin experiment. They span the complete analysis chain of the Ka-
trin experiment, from sensor-informed gas dynamics simulation to the high-level
tritium spectrum analysis. In particular, these research goals include the following:
 The development and preparation of the source model for use in neutrino
mass analysis. This requires extensions towards reading of sensor data and
combining magnetic field and gas dynamics calculations.
 Blind analysis methods suitable for Katrin’s neutrino mass analysis should
be identified, designed, implemented in the analysis framework, and subject
to thorough testing and a critical comparative evaluation.
 The potential of Katrin to constrain various new physics scenarios beyond
the neutrino mass shall be explored through sensitivity studies.
Outline
1. In chapter 1, a brief overview of the current status of the field of neutrino
physics is given.
2. The measuring principle and key components of the Katrin experiment are
presented in the second chapter 2.
3. As it is the central Katrin component with regard to the thesis at hand, the
tritium source is presented in more detail in chapter 3.
4. The various parts forming the source model of the Katrin experiment are
described in chapter 4, covering temperature, gas flow, and magnetic fields.
5. This source model is then used to analyse spectra from the First Tritium com-
missioning campaign (chapter 5) of the Katrin experiment, a major milestone
towards neutrino mass data taking.
6. In order to be prepared for an unbiased neutrino mass analysis, methods for a
blind analysis of β-decay spectra are introduced and tested on simulations as
well as on krypton commissioning data in chapter 6.
7. An outlook towards the interesting potential to employ precision measurements
of the tritium β-decay spectrum for the exploration of new physics opportuni-
ties beyond the neutrino mass search is given in chapter 7.
8. The findings of this work are summarised in the concluding chapter 8.
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“Neutrino: Another a-tom in the lepton family. There are three different kinds.
[...] They win the minimalist contest: zero charge, zero radius, and very possibly
zero mass.”
– Leon M. Lederman in [LT93], 1993 –
From the very beginning of neutrino physics, the unique attributes of neutrinos
described by L. Lederman in the quote above put neutrinos into the mystery box
of particle physics. Another piece in this mystery puzzle was added when the non-
zero mass of neutrinos was discovered by neutrino oscillation experiments [Ahm+01,
Fuk+98]. The unique combination of interacting only weakly while being the most
abundant massive particles in nature empowers neutrinos to help unravelling some
of the outstanding open questions in particle physics and cosmology. Neutrinos pro-
vide the link from the smallest structures in the universe up to the largest, possibly
holding a key to understanding the origin of matter and the structure formation in
the early universe. Those answers are closely linked to the particle characteristics of
the neutrino like charge, spin, chirality, and mass. Especially the latter is of special
interest for cosmologists and particle physicists, as it probes the mass generation
mechanism of the Standard Model (SM) of particle physics as well as the develop-
ment of the universe on cosmological scales. The Katrin experiment is dedicated
to determining the effective electron anti-neutrino mass with unprecedented sensi-
tivity of 200 meV (90 % C.L.) in a laboratory experiment. This chapter aims to give
an overview of the current status of neutrino physics as the context in which the
Katrin experiment (see ch. 2) is carried out.
1.1. The story of the neutrino – or “what we know”
Though neutrinos were postulated about 100 years ago, it took decades and a vast
number of dedicated experiments to acquire the knowledge about neutrinos that we
have today. This section will briefly recapitulate the theoretical and experimental
efforts taken to learn about what has become to be known as “ghost particle”.
1
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Figure 1.1.: Project Poltergeist. Left side shows the experimental set-up, right
side the sandwich principle. Figure adapted from [Sut16].
1.1.1. Postulation and discovery of the neutrino
It was in the beginning of the 20th century, a time often referred to as a “golden age
of physics” when Chadwick published his findings about the continuous shape of the
spectrum of electrons emitted in β-decay [Cha14], which should mark the start of
what is today known as neutrino physics.
The continuous β-spectrum – or why we need the neutrino The continuous
β-decay spectrum measured by Chadwick in 1914 [Cha14] could not be explained at
that time as β-decay was thought of as a two-body decay. In a “desperate attempt”
to circumvent the apparent non-conservation of energy and momentum, Pauli pos-
tulated a third particle to be produced in β-decay [PKW64]. After Fermi came up
with a point-like interaction model as theory of the β-decay [Fer34], experimentalists
struggled for decades to detect the postulated ghostly particle.
Project Poltergeist and successive discoveries Due to the predicted low cross
section of the order of 10−44 cm2 [BP34], the experimental detection took until 1956,
when Cowan and Reines successfully carried out their“Project Poltergeist”[Cow+56]
near the Savannah River nuclear power plant. Cowan and Reines used the large
electron (anti-) neutrino flux of the nuclear reactor to detect the inverse β+-decay
products, positron e+ and neutron n:
ν¯e + p→ e+ + n. (1.1)
A unique identifier was found by using a sandwich layout of target and detector
material. The “meat” of the sandwich consisted of a water tank with dissolved
cadmium salt as target while the “bread” was made of liquid scintillator tanks with
attached photomultiplier tubes (PMT). This layout enables safe discrimination of
a neutrino signal. Neutrino signals are identified as two delayed gamma-ray pulses.
The first gamma pulse is due to prompt annihilation of the positron with an electron
in the target tank, while the second gamma pulse is emitted due to the neutron being
captured by cadmium after a some µs long, moderated random walk.
Soon after, the second neutrino species was detected at the Brookhaven National
Laboratory [Dan+62] by investigating the charged pion decay
pi+ → µ+ + νµ and pi− → µ− + ν¯µ. (1.2)
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The pions were produced by shooting 15 GeV protons from the Alternating Gradient
Synchrotron onto a beryllium target. Danby et al. managed to obtain a pure neutrino
beam by focussing the pion beam onto a massive iron block. The neutrinos in turn
were detected via a spark chamber that could differentiate between the straight track
of a muon and the electromagnetic shower of an electron. Thereby it was shown that
there must be another neutrino species, called muon neutrino.
Last but not least, the tau neutrino completed the neutrino family. Perl et al. an-
nounced an anomalous lepton production in e+e− collisions at SLAC-LBL [Per+75],
but it took another 25 years until the discovery was confirmed [Kod+01]. At Fer-
milab’s Tevatron, accelerated 800 GeV protons were shot onto a tungsten target,
resulting in tau neutrinos via the decay of charmed mesons
D+S → τ+ + ντ and D−S → τ− + ν¯τ. (1.3)
A series of lead, concrete and iron shields filtered out most of the background,
enabling the detection of the residual tau-neutrinos via alternating steel and nuclear
emulsion plates. The signature of a tau neutrino is then the decay of the produced
tau-lepton, visible by a kink in the recorded trajectory. After applying all cuts, the
DONUT collaboration harvested a total of four tau neutrino events [Kod+01].
Hints for the existence of a third generation of neutrinos already came from the
observed decay width of the Z0 boson. An early analysis of the decay width and
cross section found the best fit at Nν = 3.27 ± 0.30 [Dec+89] with subsequent
improvements through the combination of more data sets from several detectors.
1.1.2. Neutrinos in the Standard Model of particle physics
The aforementioned three different flavours of neutrinos can be matched in the Stan-
dard Model (SM) of particle physics to three different charged leptons of the same
flavour, forming the three weak isospin doublets. Neutrinos in the SM are un-
charged, stable fermions interacting only via the weak force. This combination is
unique in the SM, and it enables neutrinos to be their own anti-particle. The beauty
of the SM is its concise description of the elementary particles and their origin of
mass by virtue of the Higgs-mechanism. Verification of the Higgs prediction was
announced in 2012, when the ATLAS and the CMS collaborations published the dis-
covery of a Higgs-like particle [ATL12, CMS12]. This major breakthrough together
with the previously found neutrino-related characteristics of the weak interaction
contribute to the beauty of the overall picture of the successful Standard Model.
Among those previously found characteristics are the violation of parity of the weak
interaction [Wu+57] and the helicity of neutrinos [GGS58].
Helicity of neutrinos In 1957, Wu et al. discovered the parity violation of the weak
interaction by using a magnetised 60Co β-source [Wu+57]. Verified by subsequent
experiments as in [GLW57], Wu and coworkers could show that the β-electrons favour
emission anti-parallel to the nuclear spin, resulting in maximum parity violation
of the weak interaction. This finding was also confirmed when Goldhaber et al.
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Figure 1.2.: The Standard Model of particle physics. It contains three gen-
erations of leptons and quarks (elementary particles of matter), four
gauge bosons and the Higgs Boson. Particle properties taken from
PDG [Tan+18].
measured the helicity of the neutrino in the year after [GGS58]. The helicity is
defined as the projection of the spin s onto its momentum p
h = s · p
s · p , (1.4)
with positive helicity defined as right handed. An important characteristic of the
helicity operator is its non-preservation of Lorentz-invariance for massive particles:
we can always find a reference system in which the momentum is flipped for massive
particles, while for massless particles the helicity is fixed.
Goldhaber et al. [GGS58] investigated the electron capture of 152mEu and the follow-
ing deexcitation of the daughter nucleus 152Sm∗ into 152Sm. Due to the set-up they
used, the helicity of the photons hγ equals the helicity of the neutrinos hν, resulting
in
hν = −1.0± 0.3. (1.5)
Besides confirming Wu’s result, this measurement directly implies the existence of
only massless left-handed neutrinos and massless right-handed anti-neutrinos.
Combining these findings with the aforementioned detections, we have a total of
three different, massless, uncharged, left-handed neutrinos in the SM (complemented
by their respective right-handed anti-particles).
1.1.3. Neutrino flavour mixing – or why neutrinos need mass
Even though the SM can explain most characteristics of the neutrinos in a unified
way, it cannot explain what was worth the 2015 Nobel Prize in Physics: neutrino
4
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Figure 1.3.: Solar neutrino flux. Flux of 8B solar neutrinos of µ or τ type ver-
sus electron neutrino flux. Dotted diagonal band shows the prediction
by Bahcall et al. [BPB01], solid band shows the flux derived from Su-
perK and SNO measurements. Figure reprinted with permission from
ref. [Ahm+01]. Copyright 2018 by the American Physical Society.
oscillations. T. Kajita (SuperK collaboration) and A. B. McDonald (SNO collab-
oration) received the prize “for the discovery of neutrino oscillations, which shows
that neutrinos have mass” [The15].
The solar neutrino problem The results of the SNO collaboration also solved a
long-standing mismatch between the Standard Solar Model (SSM) prediction and the
measured flux of solar neutrinos. Ever since the first results of Davis’ Homestake
experiment [DHH68], the measured solar neutrino flux was just 1/3 of the SSM
prediction by Bahcall [Bah64a, Bah64b]. Davis used a radio-chemical method to




37Ar + e−, (1.6)
where he had to extract fewer than 100 37Ar atoms out of the 600 t of liquid per-
chlorethylene inside the Homestake gold mine. A proportional counter could then
be used to detect the electron capture of 37Ar as it resulted in a 2.8 keV Auger elec-
tron during the deexcitation of the produced 37Cl∗. Though Davis lost information
about the energy and the direction of the neutrinos by that method, he was able
to calculate the neutrino flux that corresponds to the number of argon decays he
observed. The solar neutrino flux deficit he determined was also confirmed by e.g.
the GALLEX experiment [Ham+99], as well as by the first real-time experiment
Kamiokande [Fuk+96].
In 2001, the SNO experiment finally resolved the solar neutrino problem and showed
the SSM to be correct [Ahm+01]. The unique feature of the SNO experiment
was that it could not only measure the elastic neutrino-electron scattering and the
5
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Figure 1.4.: Atmospheric neutrinos zenith angle distributions. Upward-going
particles with cos θ < 0, downward-going cos θ > 0. Hatched region
shows the MC expectation for no oscillations, bold line is the best-fit
expectation for νµ ↔ ντ oscillations. Figure reprinted with permission
from ref. [Fuk+98]. Copyright 2018 by the American Physical Society.
charged current (CC) process, but it could also measure the neutral current (NC)
process, which is sensitive to all three flavours. In order to discriminate between the
two, SNO made use of heavy water D2O as target for the solar neutrinos
νe + D→ p + p + e− (CC) (1.7)
να + D→ p + n + να (α = e,µ, τ) (NC). (1.8)
Even more, the SNO experiment found the electron neutrinos to only contribute 1/3
of the overall flux, the latter being in excellent agreement with the SSM prediction,
compare fig. 1.3.
Atmospheric neutrino deficit The same behaviour was found for a different neu-
trino flavour by the SuperK experiment. The large volume of SuperK enabled the
study of atmospheric neutrinos [Fuk+98]. Those neutrinos are produced as spalla-
tion products of cosmic rays interacting with the Earth’s atmosphere. The atmo-
spheric neutrinos travel through the Earth and may interact with matter to produce
muons. Those muons in turn cause a sharp Cherenkov ring in the SuperK detec-
tor, in contrast to the diffuse EM-shower of electrons. As the muons are produced
forward-peaked with regard to the neutrino momentum, spatial information is pre-
served. This enables investigations of the zenith-angle distribution of the neutrinos,
which is expected to be flat as the cosmic rays hit the Earth isotropically. How-
ever, SuperK observed a significant deficit for up-going muon neutrinos [Fuk+98],
compare fig. 1.4.
Neutrino mixing The solution to both problems, the solar neutrino deficit as well
as the atmospheric neutrino deficit, is found by a process called neutrino oscilla-
tions. This process enables neutrinos to be produced as e.g. electron neutrinos
6
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and be detected as muon neutrinos. The theoretical description was developed in
the 50’s and 60’s by Pontecorvo [Pon57, Pon58, Pon68], and Maki, Nakagawa, and
Sakata [MNS62]. The weak interaction creates the neutrinos in one of their weak
flavour eigenstate |να〉 (α = e,µ, τ). When neutrinos travel through spacetime, they
are in a mass eigenstate |νi〉 (i = 1, 2, 3) with well-defined masses. The connec-
tion between the weak flavour eigenstate and the mass eigenstate is what enables
the neutrino oscillation mechanism. It can be thought of as a rotation matrix, the
so-called PMNS matrix U , named after the founders of the formalism. The 3 × 3
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with sij = sin θij and cij = cos θij. This leaves us with the following fundamental
parameters describing neutrino mixing:
1. three mixing angles θ12, θ13, θ23,
2. depending on the Dirac or Majorana nature of the neutrinos, a Dirac CP
violation phase δ = [0, 2pi], and two Majorana CP violation phases α21, α31,
3. three neutrino masses m1, m2, m3.
Depending whether neutrinos are Dirac or Majorana neutrinos, we have seven (simi-
lar to the CKM matrix for quarks) or nine additional parameters to describe particle
interactions with three massive neutrinos.
For the case of n neutrino flavours and accompanying massive neutrinos, the mixing
matrix (1.10) has to be extended to an n × n matrix, having n · (n − 1)/2 mixing
angles and masses, plus (n − 1)(n − 2)/2 Dirac CP-phases or (n − 1) Majorana
CP-phases [Tan+18].
Neutrino oscillations As shown by e.g. Giunti [Giu04], the covariant fully-relativistic
treatment of neutrino oscillations results in the same transition probability as the
classical derivation via the Schro¨dinger equation. For reasons of simplicity, we will
stick to the latter and further derive the calculations for one dimension x only.
In vacuum, the mass eigenstates |νi〉 are physical eigenstates of the free Hamiltonian
H with energy eigenvalues Ei, H |νi〉 = Ei |νi〉. The propagation along x can be
7
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treated as plane wave solutions |νi(x, t)〉 to the Schro¨dinger equation
H |νi(x, t)〉 = i~ ∂
∂t
|νi(x, t)〉 , (1.11)
with
|νi(x, t)〉 = e−
i
~ (Eit−pix) |νi〉 . (1.12)
The time dependency of the mass eigenstates may now be used to find the time















where we have introduced a second flavour β. At times t > 0, this shows that a









− i~ (Eit−pix) , (1.14)
and a time- and space-dependent transition probability of
Pνα→νβ(x, t) =











As all currently observed neutrinos have energies in the MeV range [Tan+18] with
masses less than 2 eV (see sec. 1.3), we can treat neutrinos in the ultra-relativistic
limit mic









Together with the travelled distance of the neutrinos x = L = v · t ≈ c · t, we can































E = Pνα→νβ(L,E), (1.18)
using ∆m2ij = m2i −m2j .
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with the mixing angle θ and the two-dimensional rotation matrix
U =
 cos θ sin θ
− sin θ cos θ
 . (1.20)
From eq. (1.19), we can intuitively see the oscillation mechanism characteristics.
Generated with the same energy, heavier mass eigenstates travel at lower phase
velocity than the lighter ones, resulting in changing interference of the corresponding
flavour components. Thereby, we can detect a neutrino created in flavour state α as
neutrino of flavour β with the probability given in eq. (1.15) and (1.19), respectively.
The “survival probability” to detect the neutrino in the flavour it was generated is
Pνα→να(L,E) = 1− Pνα→νβ(L,E). (1.21)
A key characteristic for each oscillation type is its amplitude defined by the mixing
angle θij, and its frequency defined by the mass difference ∆m2ij. A full oscillation





Note that the absolute mass scale is not accessible from the determination of the
oscillation parameters. From eq. (1.19) we can see the parameters of interest of
oscillation experiments: they use the energy E and the travelled distance L of the
neutrinos to determine the mixing angle and the squared mass difference.
Experimental results Over the last decades, a vast number of experiments de-
termined the oscillation parameters of mixing angle and mass squared difference
using different neutrino sources, detection baselines and techniques. An overview of
present results is given in tab. 1.1, obtained from the listings in [Tan+18].
A direct measurement of θ13 is possible with reactor neutrino experiments, using
the large flux of ν¯e from nuclear power plants. As the energy of these neutrinos
is limited to about 10 MeV [Tan+18], the only channel that can be observed is the
ν¯e-disappearance. In order to study reactor neutrinos, mostly liquid scintillators are
used to identify the inverse β-decay events from ν¯e + p → e+ + n. The detection
principle is identical to the one used by Cowan and Reines for the detection of the
neutrino [Cow+56], a prompt positron signal followed by a delayed neutron capture
to reject background events. Commonly, gadolinium-doped liquid scintillator is used
to effectively detect the neutrons. Most recent experiments in the field of reactor
neutrino measurements are Double Chooz [Abe+12a, Abe+12b], Daya Bay [An+12,
An+13], and RENO [Ahn+12]. In order to mitigate systematic effects, all of them
used a multiple detector set-up with at least two detectors, a detector near (about
400 m) and far (about 1 km) from the power plant. The near detector provides
the calibration for the ν¯e-disappearance measured by the far detector, enabling the
determination of θ13 ≈ 8° [Tan+18] listed in tab. 1.1. A future reactor neutrino
experiment is JUNO [Li14], a 20 kton detector at medium-distance (50 km) but with
very good energy resolution to determine the neutrino mass ordering [Tan+18].
For historical reasons, measurements of θ12 are typically associated with solar neu-
trino experiments, while θ23 is attributed to atmospheric neutrino experiments (same
9















































Figure 1.5.: Energy dependent survival probability of solar neutrinos. Error
bars represent 1σ theo.+exp. uncertainties, error band states the pre-
diction of MSW-LMA solution. Figure reprinted with permission from
ref. [Tan+18]. Copyright 2018 by the American Physical Society.
for the corresponding mass squared differences). Solar neutrino experiments nowa-
days usually rely on detecting the Cherenkov light of the charged particles in a
large water tank, resulting from the solar neutrino interaction. In contrast to
the reactor neutrino mixing angle θ13, the solar neutrino oscillation experiments
SuperK and SNO, complemented by the reactor disappearance experiment Kam-
LAND [Egu+03, Ara+05] showed a rather large (though not maximal) mixing of
θ12 ≈ 34° [Abe+16] with a mass difference ∆m221 of order 10−5 eV2 [Gan+13]. With
the measurement of the low-energy solar neutrinos, KamLAND [Gan+15, Abe+11]
and Borexino [Ago+17a, Ago+17b] could show that the MSW-LMA1 is the solution
to the solar neutrino problem (sec. 1.1.3). The MSW effect results in an effectively
higher mass for the electron neutrinos in matter, due to CC-interactions, and is
energy dependent. Spectroscopic measurements by Borexino revealed [Ago+17a,
Ago+17b] that the best agreement is found with the LMA solution of the MSW
effect, see fig. 1.5.
Atmospheric neutrino experiments like SuperK mostly use the Cherenkov tech-
nique to detect neutrinos produced by the spallation processes of cosmic rays in
the Earth’s atmosphere. The characteristics of atmospheric neutrinos were mainly
determined by SuperK, and nowadays are constrained by accelerator disappearance
experiments [Tan+18]. Both, mixing angle and mass difference, are larger than
for the solar neutrinos. The particle data group uses data from MINOS [Ada+14],
IceCube [Aar+15], NOvA [Ada+17], and T2K [Abe+17] to estimate the mixing an-
1Mikheyev, Smirnov, and Wolfenstein predicted the influence of matter on neutrino oscilla-
tions [MS86, Wol78]. LMA is short for large mixing angle.
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Table 1.1.: Experimental results of the neutrino oscillation parameters.
Values obtained through three neutrino mixing scheme using results of
several experiments [Tan+18]. The values for sin2 (θ23) and ∆m232 are
the ones from assuming normal neutrino mass hierarchy.
parameter value source
sin2 (θ12) 0.307± 0.013 sun, reactor
∆m221 (7.53± 0.18) ·10−5 eV2 sun, reactor
sin2 (θ23) 0.417+0.025−0.028 atmosphere, accelerator∣∣∣∆m232∣∣∣ (2.51± 0.05) ·10−3 eV2 atmosphere, accelerator
sin2 (θ13) (2.12± 0.08) · 10−2 reactor
gle θ23 ≈ 40° for normal hierarchy. Adding data from RENO [Cho+16], and Daya
Bay [An+17], the absolute value of the mass difference is estimated to 2.5× 10−3 eV2
for normal hierarchy.
One of the key open questions of neutrino oscillations is the sign of ∆m223, equal to
knowing the mass ordering of neutrinos, and whether neutrinos conserve or violate
CP symmetry by their CP phases. Those are addressed by long-baseline accelerator
(anti-)neutrino oscillation experiments like NOvA [Ayr+04] and DUNE [Ada+13].
1.2. Current research – or “what we do not know”
As introduced in the previous section, two of the remaining riddles of neutrinos are
their mass ordering and whether neutrinos violate CP symmetry. Furthermore, the
absolute mass scale cannot be addressed with oscillation experiments. This section
lists the missing characteristics and outlines possible theories and the experimental
effort to determine the missing pieces in the neutrino puzzle.
1.2.1. Can neutrinos explain the missing anti-matter?
The sign of atmospheric mass differences is linked to both, the modification of flavour
transformation due to the MSW effect, as well as the possible CP-violation. Up to
now, we have three possible configurations for the absolute mass values of neutrinos,
as the sign of the atmospheric neutrino mass difference is not known (also compare
fig. 1.6):
 Normal hierarchy: m1 < m2  m3
 Inverted hierarchy: m3  m1 < m2
 Quasi-degenerate: m1 ≈ m2 ≈ m3 ≈ m0.
The JUNO experiment is currently being set up to explore the mass hierarchy and
help in identifying the CP-violating phase by a scintillation-experiment with an
11















normal hierarchy inverted hierarchy
Figure 1.6.: Neutrino mass hierarchy. Left side shows the normal hierarchy, right
side the inverted one; the quasi-degenerate case is not shown. The
squared mass differences are not to scale. The flavours are symbolised
by the different colours: orange for electron, green for muon, and purple
for tau flavour. Figure drawn after [Tan+18].
energy resolution of 3 %/MeV. This unprecedented energy resolution will enable
resolving the tiny difference between normal and inverted mass ordering in the sub-
dominant atmospheric neutrino oscillation pattern [An+16]. With the mass ordering
known, determining the CP-violating phase is possible with long-baseline accelerator
(anti-)neutrino oscillation experiments like NOvA [Ayr+04] and DUNE [Ada+13].
For long-baseline accelerator experiments, there might be a degeneracy in the CP-
phase δ and the mass ordering. However a separate measurement of the mass or-
dering like provided from JUNO [An+16] would resolve this degeneracy and enable
determination of both, mass hierarchy and CP-phase.
The determination of the CP-phase might eventually help to resolve one of the
greatest cosmological and particle physics mysteries: the dominance of matter over
anti-matter in the universe. CP violation in the neutrino sector could potentially
lead to the so-called leptogenesis [FY86, KRS85], resulting in a lepton asymmetry,
which is in turn linked to the baryon asymmetry in the universe and thereby to the
matter-to-antimatter relation.
One mechanism which nicely links the CP-violation and thereby the matter-anti-
matter ratio to the generation of neutrino mass is the see-saw mechanism [FY86,
Min77, GRS79, Yan80, MS80, SV80], which will be discussed in the next section.
1.2.2. Extensions to the Standard Model - or how neutrinos
might get their mass
In the SM, the mass of a particle is generated via coupling to the Higgs field φ. The
Higgs field has several ground states, connected via SU(2) gauge transformations.
12
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being the only free parameter in the SM which bears the dimension of mass [PS95].
The coupling of the fermions to the Higgs field is of Yukawa type, resulting in the
Lagrangian [PS95]
LFermion (φ,A, ψ) = ψ¯γµDµψ +Gψψ¯φψ, (1.24)
with the gauge covariant derivative Dµ. Using the Euler-Lagrange mechanism, the
Fermion-Higgs Lagrangian eq. (1.24), and left- and right-handed currents via ψ =




ψR = 0. (1.25)
We can now identify the mass term by comparison with the Dirac equation(
i/∂ −m
)
ψ = 0, (1.26)
where we see the maximum parity violation of the weak interaction. The neutrino
oscillations results discussed in sec. 1.1.3 showed that neutrinos have mass. The
simplest way to add a neutrino mass would be using an additional right-handed
neutrino field νR which would not participate in the weak interaction. However,
though this would give neutrinos mass in the same way as the charged leptons get
their mass (Dirac mass), it would require an additional Yukawa coupling strength.
The latter would need to be much smaller than the other particles Yukawa coupling
to match the smallness of the neutrino mass.
As neutrinos are uncharged particles, a more elegant solution is the combination
of the Majorana mechanism with the see-saw mechanism [Min77, GRS79, Yan80,
MS80, SV80]. For reasons of simplicity, only the case of one neutrino flavour is
considered. Decomposing the Dirac Lagrangian into its chiral components results in
two Dirac equations, with the Majorana mass in the Lagrangian
LML/R = −12mL/R ν¯
C
L/R νL/R. (1.27)
Together with the Dirac mass LD = −mDν¯ν (ν = νL +νR), we have the overall mass
term LD+M = LD + LML + LMR , which can be shortened to
LD+M = −12N
T
L MNL with NL =
νL
νCR




The see-saw mechanism [Min77, GRS79, Yan80, MS80, SV80] now provides two
essential ingredients for neutrino mass generation. First, it enables a small mixing
angle between left- and right-handed neutrinos, which is needed since right-handed
13
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(sterile) neutrinos have not been observed yet. Second, it enables small active neu-
trino masses, as we can choose mL = 0 [Min77, GRS79, Yan80, MS80, SV80] and





and m2 ≈ mR. (1.29)
Therefore, the neutrino mass m1 can become small, and likewise the mixing angle
tan 2θ = 2mD/mR. Accordingly, the active νL would mainly consist of the light ν1
and the sterile νR of the heavy ν2, which agrees with current observations in the
neutrino sector.
1.3. Determination of the neutrino mass
Now that we have the reasoning for a non-zero neutrino mass from oscillation exper-
iments, let us discuss some experiments that take on the challenge of determining
the absolute mass scale of neutrinos. While some of them rely on underlying model-
assumptions (sec. 1.3.1), the model-independent experiments rely on conservation of
energy and momentum only (sec. 1.3.2).
1.3.1. Model-dependent determination
In this section, the model-dependent neutrino mass estimation methods based on
observational cosmology, the search for 0νββ-decay, and supernova neutrinos will be
discussed. Note, that each of these methods makes some intrinsic (model) assump-
tion to infer the neutrino mass. The discussion in this section follows the textbook
by Perkins [Per09].
Cosmology Nowadays, the strongest claimed limits on the neutrino mass come
from analyses of the Cosmic Microwave Background (CMB), with most recent mea-
surements of the CMB by the Planck collaboration [Agh+18]. In the CMB spectrum,
the cosmological fingerprint of massive neutrinos is a suppression of the power spec-
trum on small scales [Agh+18], linked to the relativistic free-streaming of neutrinos
after their decoupling. Using the Λ-CDM model2, the upper part of the multi-
pole CMB spectrum, and constraints from baryonic acoustic oscillations [Beu+11,
Ros+15, Ala+17], an upper limit on the sum of neutrino masses of∑
i
mi < 0.12 eV (95 % C.L.) (1.30)
has been inferred. It has to be noted that, although this limit is quite stringent, it
encompasses a dependence on the validity of the underlying Λ-CDM model, as well
as on the different observational data sets combined to achieve the result. In the
above-quoted paper [Agh+18], the Planck collaboration states limits which range
up to 0.60 eV. A model-independent measurement of neutrino masses through a
laboratory experiment would therefore ideally supplement cosmological observations.
2The Λ-CDM model uses a cosmological constant Λ for dark energy and cold dark matter (CDM)
to describe the development of the universe after the Big Bang. Due to its good agreement
with cosmological observations [Agh+18], it is often referred to as standard model of Big Bang
cosmology.
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Supernova neutrinos During the core-collapse of a supernova (type Ib, Ic, II),
99 % of the gravitational energy released is emitted in the form of neutrinos at MeV
energies, with a burst length of about 10 s [Per09]. The observation of the neutrino
burst signal of the supernova SN1987A enables to determine the the measured arrival
time difference of two neutrinos ass










With the measured ∆t, and the energies E1, E2 of the neutrinos, only the emission
time difference ∆t0 = t02−t01 and the neutrino mass mν are unknown. Using a model
for the neutrino emission in the core-collapse supernova, ∆t0 can be constrained,
enabling an estimation of the neutrino mass. Loredo and Lamb derive an upper
limit from the neutrino burst signal of SN1987A as [LL02]
mν < 5.7 eV (95 % C.L.). (1.32)
Neutrino-less double beta-decay As introduced in sec. 1.2.2, the see-saw mech-
anism provides a nice explanation for the smallness of the active neutrino mass. If
neutrinos are their own anti-particles, so-called Majorana particles, this would enable
a very rare decay, the double β-decay without emission of neutrinos [DKT85] (0νββ).
Therein, a virtual neutrino is exchanged between the decaying nuclei which is possi-
ble due to the Majorana nature. From the observed half life of a 0νββ-decay T 0νββ1/2 ,










∣∣∣M0νββ∣∣∣2 · T 0νββ1/2 , (1.33)
with the phase space factor G0νββ, and the nuclear matrix element M0νββ. The
estimated neutrino mass strongly depends on the uncertainty of the calculated nu-
clear matrix element. Most recent estimations of the effective Majorana mass by the
Majorana [Aal+18], GERDA [Ago+18], EXO-200 [Alb+18], and CUORE [Ald+18]
experiment result in values in the range
〈mββ〉 < 0.11− 0.52 eV (90 % C.L.). (1.34)
The to date most stringent limit on on the effective Majorana neutrino mass is stated
by the KamLAND-Zen collaboration [Gan+16] as
〈mββ〉 < 0.061− 0.165 eV (90 % C.L.). (1.35)
It has to be noted that in the squared sum of the mixing matrix elements cancel-
lations may occur due to the Majorana phases. This particular feature, in turn,
may give access to the Majorana phases α1,2 by comparison of 〈mββ〉 to a model-
independent measurement.
1.3.2. Model-independent determination
In order to determine the neutrino mass in a direct, model-independent way, the
most promising candidate today is investigating the kinematics of single β-decay.
15
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Thereby, the only prerequisites are energy and momentum conservation, with no
assumption made on the nature of the neutrinos. The neutrino mass manifests in
form of missing energy in the β-decay
A
ZN →AZ+1 N ′ + e− + ν¯e. (1.36)
Using Fermi’s Golden Rule [Fer34], the β-decay rate can be derived [KAT05, Dre+13]





F · cos θC · |M |2
2pi3
· F (Z + 1, E) · p · (E +me)
·
√
(E0 − E)2 −m2ν¯e ·Θ(E0 − E −mν¯e), (1.37)
with Fermi’s coupling constant GF, Cabibbo angle θC, transition matrix element M ,
Fermi function F (Z + 1, E), kinetic energy and momentum of the electron E, p,
mass of the electron me, endpoint of the β-decay spectrum E0 = Q −me, and the
decay energy Q. An exemplary tritium β-decay spectrum and the effect of a non-zero
neutrino mass are shown in fig. 1.7.































mν = 0 eV
mν = 1 eV
Figure 1.7.: Tritium decay spectrum. Left side shows the full-range tritium β-
decay spectrum, right side an enlarged endpoint region.
Several experiments are currently in their commissioning phase or being set up in
order to explore the kinematics of β-decay with unprecedented sensitivity. The most
promising techniques are a calorimetric approach followed by the ECHo [Gas+17]
and HOLMES [Nuc+18] collaborations, a cyclotron radiation approach followed by
Project 8 [MF09] and the MAC-E filter approach [BPT80, KR83, LS85, Pic+92] fol-
lowed by the Mainz [Kra+05], Troitsk [Ase+11], and Katrin experiments [KAT05].
Calorimetric approach The ECHo [Gas+17] and HOLMES [Nuc+18] collabora-
tions investigate the electron capture on 163Ho, with aQ-value of 2.8 keV. Like for the
β-decay spectrum, the rate close to the spectral endpoint depends on the neutrino
mass squared [LV11]. Therefore, the ECHo and HOLMES collaborations aim for
a high energy resolution combined with a detector read out by microwave SQUID
multiplexing. The ECHo experiment determines the released energy via Metallic
Magnetic Calorimeters, which are measuring the change in magnetisation due to the
temperature increase of the detector [Bur+08]. With a projected energy resolution
of ∆E < 3 eV, and a set-up of up to 105 detectors, a sub-eV neutrino mass sensi-
tivity may be reached [Dre+13]. For HOLMES, the Transition Edge Sensor (TES)
technology is pursued [Nuc+18].
16
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Cyclotron radiation approach The idea of the Project 8 experiment is to observe
single electrons from tritium β-decay via their cyclotron radiation emitted in a mag-
netic field [MF09]. The power emitted by each electron depends on its relative
velocity (and thereby the energy) as well as its pitch angle relative to the magnetic
field. With a finite minimum observation time of 30µs [MF09] as the minimum time
between electron-gas scattering, the required long electron path length favours an
electron trap configuration [MF09, Dre+13]. An obvious choice is a magnetic bottle
with increased magnetic field at both ends of the tritium gas-filled tube. Microwave
antenna arrays around the tube and at both ends can be used to detect the emitted
cyclotron radiation and to reconstruct the electron’s energy. In recent work, the
Project 8 collaboration showed the promising detection technique to achieve energy
resolutions of about 3 eV at energies of about 30 keV, achieved in the successful mea-
surement of 83mKr-lines [Asn+15, Esf+17]. In a staged approach, the near-term aim
of Project 8 is to achieve 2 eV sensitivity (90 % C.L.) with a molecular tritium source
and to further explore a novel atomic tritium source technique to probe the inverted
hierarchy mass scale on a longer perspective [Esf+17].
MAC-E filter approach The most recent model-independent limits on the neutrino
mass come from the Mainz [Kra+05] and the Troitsk [Ase+11] experiment using the
MAC-E filter technique to analyse the tritium β-decay spectrum. The MAC-E filter
uses magnetic adiabatic collimation with electrostatic energy analysis, it is described
in more detail in sec. 2.2.4. An ideal β-emitter for neutrino mass determination from
kinematics is tritium, due to the following advantages:
 favourably low β-decay Q-value of 18.6 keV,
 super-allowed decay, so no energy dependence and corrections of the nuclear
transition matrix element are needed,
 short half life of T1/2 = 12.3 yr (related to the previous item),
 mother and daughter nucleus have low Z values, leading to simple electron
interactions and low inelastic scattering probability.
Note that β-decay spectroscopy estimates an effective neutrino mass as incoherent




|Uei|2 ·m2i , (1.38)
as present energy resolutions of spectroscopic experiments cannot resolve the differ-
ent mass eigenstates. Combining the Mainz limit of 2.3 eV (95 % C.L.) [Kra+05]
and the Troitsk limit of 2.05 eV (95 % C.L.) [Ase+11] for the effective electron (anti-
)neutrino mass results in the currently most stringent model-independent limit [Tan+18]
of
mν¯e < 2.0 eV (95 % C.L.). (1.39)
The Katrin experiment is targeted to determine the neutrino mass with a one order
of magnitude better sensitivity than the existing limit. Katrin has successfully
performed a sequence of dedicated commissioning phases, using electrons from a
photo electron source, conversion electrons from 83mKr [Are+18b, Are+18a], and
just recently first tritium β-decay data [Are+19]. Details about its experimental




THE KARLSRUHE TRITIUM NEUTRINO EXPERIMENT
The KArlsruhe TRItium Neutrino (KATRIN) Experiment is dedicated to determin-
ing the neutrino mass with an unprecedented sensitivity of 200 meV (90 % C.L.).
Compared to the predecessor experiments at Mainz and Troitsk, this is a sensitivity
gain of a factor of 10. Since the observable is the neutrino mass square, this requires
an overall improvement of the neutrino mass square uncertainty of a factor of 100.
In order to achieve this aspiring goal, KATRIN performs high precision spectroscopy
of the tritium β-decay spectrum close to the endpoint at 18.6 keV.
This chapter gives an overview of the measuring principle of Katrin (sec. 2.1), the
set-up that allows to realise this measuring principle (sec. 2.2), and the analysis
software used to access and analyse the produced data (sec. 2.4).
2.1. Neutrino mass from tritium β-decay





+ e− + ν¯e. (2.1)





F · cos θC · |M |2
2pi3
· F (Z + 1, E) · p · (E +me)
·∑
fs
Pfs · frad(E − Efs) · εfs ·
√
ε2fs −m2ν¯e ·Θ(εfs −mν¯e), (2.2)
with the parameters GF, θC, M , F (Z,E), electron kinetic energy E, electron momen-
tum p, electron mass me, and tritium endpoint E0 defined according to eq. (1.37). As
an extension to the single-nucleus treatment of eq. (1.37), this equation also consid-
ers molecular effects via the final states energy Efs, resulting in a reduced endpoint
energy of εfs = E0−E−Efs. Due to interaction of the electron with virtual photons
in the Coulomb field of the nucleus, the emitted electrons lose energy. This energy
loss is implemented into the spectrum calculation as radiative corrections by the
factor frad(E − Efs) according to the recommendations by Repko and Wu [RW83].
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Figure 2.1.: KATRIN set-up. The individual components fulfil specific tasks to
enable reaching the 200 meV sensitivity:
 Rear section - monitoring and calibration of the tritium source
 WGTS - providing a stable activity of 1011 s−1
 DPS - tritium removal
 CPS - tritium removal
 Pre-spectrometer - pre-selection of the high-energy part of the β-decay spec-
trum
 Main spectrometer - high-resolution β-decay spectroscopy
 Detector - counting the transmitted electrons
Katrin analyses the decay spectrum according to eq. (2.2) via the MAC-E filter
principle [BPT80, KR83, LS85, Pic+92]. The (effective) neutrino mass is then
extracted as a shape distortion close to the endpoint. The MAC-E filter acts as a
high-pass filter, resulting in a measurement of an integrated spectrum by stepping the
retardation potential [KAT05, Kle+18]. Using a response function to describe the







Thereby, the signal rate depends on the number of tritium nuclei in the source NT,
the retarding voltage of the spectrometer U , and the response function R(E,U)
(only considering electrons emitted in direction of the detector, see sec. 2.2.4).
2.2. Components of the KATRIN experiment
The 70 m long set-up that Katrin uses to measure the integrated count rates in
eq. (2.3) is depicted in fig. 2.1. Electrons originating from β-decay in the ultra-
luminous Windowless Gaseous Tritium Source (WGTS, sec. 2.2.1) are magnetically
guided via the transport section (sec. 2.2.3) to the energy analysing spectrometer
section (sec. 2.2.4). Those passing the spectrometers are finally counted at the detec-
tor (sec. 2.2.5). Several instruments monitor the activity, stability and composition
20
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of the tritium gas (sec. 2.2.2), which is continuously injected into the WGTS and
pumped out at both ends.
2.2.1. The Windowless Gaseous Tritium Source
In order to reach the unprecedented neutrino mass sensitivity of 200 meV, Ka-
trin makes use of a large β-decay rate of 1011 s−1 provided by per-mille stable circu-
lation of tritium gas in the Windowless Gaseous Tritium Source (WGTS) [Gro+08,
Bab+12, PSB15, HS17]. A daily throughput of about 40 g of tritium in a closed gas
loop system results in a longitudinally integrated gas column density in the WGTS
beam tube of N = 5× 1021 m−2 or roughly 300µg of tritium. Tritium is injected
with a pressure of about 3 µbar in the centre of the 10 m long beam tube and pumped
out at both ends via turbomolecular pumps (TMPs). On their way to the pump
ports, the tritium molecules may decay, leaving the daughter molecule in a possibly
excited final state (see sec. 2.2.2). Electrons originating from the tritium decay are
magnetically guided to both ends of the WGTS. The rear section uses the incom-
ing electron flux for monitoring purposes (see sec. 2.2.2) while the other half of the
electrons is used to perform neutrino mass spectroscopy with the spectrometers and
detector section (sec. 2.2.4). In order to account for effects that affect the electron’s
energy on their way to the detector, the concept of a response function [KAT05,
Kle+18] is introduced. The source-related quantities of interest are the energy loss
 of the electrons due to scattering on residual gas, which is described by the en-
ergy loss function f() [KAT05, Kle+18], and the scattering probabilities for s-fold
scattering, Ps(z, θ). The energy loss per scattering solely depends on the scattering
cross section, as investigations by S. Groh showed the scattering attributed angu-
lar change to be negligible [Gro15]. The scattering probabilities Ps(z, θ) in general
depend on the longitudinal density profile in the WGTS and the pitch angle of the
electrons relative to the magnetic field lines.
Energy loss function The total scattering cross section consists of an elastic part
and an inelastic part. In refs. [Gei64, Liu87], the elastic scattering cross sec-
tion σel = 0.29× 10−22 m2 was shown to be one order of magnitude smaller than
the inelastic part, which is measured by Aseev et al. to σinel = (3.40 ± 0.07) ·
10−22 m2 [Ase+00]. As the neutrino mass uncertainty raised by neglecting the elastic
scattering cross section is about 5× 10−5 eV2, it is often neglected in the modelling of
the β-decay spectrum. Aseev et al. determined the inelastic scattering cross section
by fitting an empirical model to the energy loss function spectrum. The empir-
ical model consists of a low-energy Gaussian describing the (discrete) excitation
















,  ≥ c
, (2.4)
with A1 = (0.204± 0.001) eV−1, A2 = (0.0556± 0.0003) eV−1, ω1 = (1.85± 0.02) eV,
ω2 = (12.5± 0.1) eV, fixed 1 = 12.6 eV, and 2 = (14.30± 0.02) eV. The transition
from one to the other part of the energy loss function eq. (2.4) is smooth due to
the chosen critical energy of c = 14.09 eV. Multiple scattering is accounted for via
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convolving the energy loss function f() with itself, compare the right-hand panel in
fig. 2.2.





























Figure 2.2.: Energy loss function. Left-hand side shows the energy loss for single
scattering, right-hand side for two-fold scattering. The enlarged regions
show the elastic scattering contribution. Figure adapted from [Kle+18].
Scattering probabilities In order to take into account spatial inhomogeneities of
the magnetic field or the gas distribution in the source, the model partitions the
source into so-called voxels (volume elements). The longitudinal extent of the voxels
is given by the length of the source divided by the number of slices used, and the
azimuthal and radial segmentation can be chosen as to magnetically map the pixels
of the detector (see fig. 2.3). The probability for an electron to reach the detector
−L/2 0 +L/2
z
WGTS transport, spectrometer section FPD
Figure 2.3.: Voxelisation concept. Each pixel j can be mapped onto correspond-
ing voxels in the source. These voxels ares stacked longitudinally (in-
dex i) to calculate the rate for pixel j. Figure adapted from [Kle+18].
after undergoing s-fold scattering in the source depends on the total scattering cross
section σtot and on the source geometry conditions, starting position and starting
pitch angle θ (angle between electron momentum and magnetic field, θ = ∠(p,B)).
Both source conditions define the effective column density Neff that the electron has
to pass. Electrons with a larger pitch angle take a longer path through the source and
therefore “see” an increased effective column density. The effective column density
22
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for an electron starting at longitudinal position z is




with the longitudinal density distribution n(z) and the starting pitch angle θ. Using
the effective column density, we can calculate the probability for this electron to
leave the source after scattering s times according to a Poisson distribution1 [KAT05,
Kle+18]
Ps(z, θ) =
(Neff(z, θ) · σ)s
s! · e
−Neff(z,θ)·σ. (2.6)
Doppler effect The thermal motion of the tritium gas molecules combined with
their bulk velocity due to the gas flow lead to a broadening of the electron energy. In
ref. [Kle+18] it is shown that the resulting broadening (sigma) can be described by
a Gaussian approximately centred2 at 0 with a broadening of about 100 meV for a
source temperature of 30 K and a molecular tritium source. From the modelling per-
spective, the Doppler broadening is accounted for as a convolution of the differential
spectrum and the Gaussian described in ref. [Kle+18].
2.2.2. Monitoring of the source parameters
In order to ensure a stable source activity, several measuring instruments are ded-
icated to monitor the amount of gas in the source tube, its composition, and its
activity.
Rear section The rear section closes off the WGTS and thereby the Katrin ex-
periment at the rear side. Two key parts of the rear section are the rear wall and the
angular-selective, mono-energetic electron gun (e-gun). As the rear wall is enclosing
the magnetic flux tube of the Katrin experiment, its potential is designed to control
the source plasma [KAT05, Kuc16]. Half of the β-decay electrons are guided from the
WGTS to the gold-plated surface of the rear wall, where they produce X-rays which
are detected by the BIXS detectors. Including the electrons that are reflected by
the spectrometers or the strong magnetic field of the PCH magnet (see sec. 2.2.4),
sufficiently intense X-ray emission is produced at the rear wall to be sensitive to
activity fluctuations at the per-mille level [Ro¨l15].
The e-gun of the rear section is a versatile tool to monitor and determine the total
amount of gas in the beam tube (including the non-active parts). It is designed
to reach electron energies up to about 30 keV with a small energy spread (0.2 eV)
and angular distribution (4° at maximum pitch angle) [Bab14, Hei15]. Furthermore,
count rates of 104 cps at minimum are required to enable fast determination of the
column density (see sec. 4.3.4), and the energy loss function [Han+17].
1due to the low probability to scatter off a single gas molecule
2a small shift from 0 is due to the direction of the gas flow
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Final states As introduced in eq. (2.2), we may find the daughter molecule of
the molecular tritium β-decay in an excited state. The excitation of the daughter
molecule can be of rotational, vibrational, and electronic nature. Each of the pos-
sible excited states has its own specific endpoint of εfs = E0 − E − Efs, compare
eq. (2.2). As the final states energy is missing energy for the electron, it is crucial
for a direct neutrino mass experiment like Katrin to use highly accurate calcu-
lations of the final states distributions. About 57 % of the T2-decays go into the
rovibronically-broadened electronic ground state [JSF99]. As there are also other
hydrogen isotopologues present in the source gas, each decaying species (T2, DT,
HT) needs to be weighted according to its abundance. Calculations for the final
states of the different hydrogen isotopologues have been performed in refs. [SJF00,
Dos+06, DT08] and give the excitation energy relative to the molecular recoil en-
ergy of (HeT)+. The calculations also provide separate distributions for the different
initial quantum state in terms of molecular angular momentum J . The J states are
populated according to a temperature dependent Boltzmann distribution [Kle+18]
PJ(T ) ∝ gs · gJ · e−
∆EJ
kBT , (2.7)
with kB the Boltzmann constant, T the temperature, ∆EJ the energy difference to
the electronic ground state, the rotational degeneracy of the distribution gJ , and
the spin degeneracy of the nuclei gs. The rotational degeneracy factor is given by
gJ = 2J + 1, while gs = 1 for the heteronuclear molecules DT and HT. For the
spin-coupling T2, gs depends on the ortho-para ratio λ of the molecules [BPR15,
Kle+18].
When comparing the overall decay energy (Q-value) to the maximum electron energy
E0, the molecular recoil energy Erec ≈ E · mem
(3HeT)+
≈ 1.7 eV needs to be taken into
account. Over the last 50 eV of the electron spectrum, Erec only changes by about
6 meV [KAT05].
LARA As outlined in the previous paragraph, it is very important to know the
composition of the source gas at all times as it determines the mixing of the β-
spectra from the different tritiated isotopologues: the final state distribution of the
T2, DT, and HT daughter molecule ions
3HeT+, 3HeD+, and 3HeH+ differ substan-
tially. In [Bab+12], a requirement on the precision of the tritium purity monitoring
of 10−3 is derived from the argumentation that a precise monitoring of T combined
with a precise observation of the activity via the BIXS monitors at the rear wall
enables conclusive monitoring of the column density. To reach the per-mille require-
ment, a dedicated LAser RAman (LARA) system was developed [Fis+11, Sch13,
Fis14]. LARA uses the principle of Raman spectroscopy to determine the isotopic
composition of the source gas. Photons from a laser with a wavelength of 532 nm
scatter off gas molecules in an optical cell, which is part of the inner tritium circu-
lation loop. The inelastically scattered (red-shifted) photons are spectroscopically
analysed and recorded. Each of the six hydrogen isotopologues has a characteristic
rotational-vibrational excitation which contributes to the resulting Raman spectrum.
By taking into account an elaborate calibration method [Sch13, Zel17], the accurate
gas composition can be extracted. An example of a LARA spectrum taken during
the First Tritium campaign is shown in fig. 2.4. The ratios of the integrated intensi-
ties give the concentrations of the different isotopologues. Typical values during the
24
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First Tritium campaign were a dominating D2 concentration of about 93 %, an HD
concentration of about 6 %, and a DT concentration of about 1 %. The other iso-























Figure 2.4.: Monitoring instrumentation. Left-hand side shows an example
LARA spectrum from the First Tritium campaign. Right-hand side
illustrates the measuring point of the FBM, projected onto the FPD.
The blue cross is diode 1, the orange cross diode 2, red cross the Pt1000
sensor, and green cross the Hall probe.
Forward beam monitor The main purpose of the forward beam monitor is per-
mille precision activity monitoring of the β-decay rate in the outer rim of the flux
tube at the front pump port of the CPS (end of the transport section) [Bab+12,
Hau18, Ell18]. Since it is mounted on a manipulator, the FBM detector board can
be steered in azimuthal direction to scan the entire flux tube, enabling detection
of column density and magnetic field inhomogeneities. For that purpose, the FBM
detector board is equipped with two Si-pin diodes of type S5971 [HAM18], a Pt1000
temperature sensor and a Hall sensor. The four components are marked by the
crosses on the board in fig. 2.4. Later in this thesis, the FBM data will be used
for an estimation of the column density from the active commissioning phase of the
Katrin experiment (First Tritium).
2.2.3. Transport section
The transport section of the Katrin experiment has to fulfil several requirements.
While ensuring collision-free and adiabatic transport of the electrons provided by the
WGTS towards the spectrometer and detector section (SDS), the transport section
has to prevent tritium from migrating into the SDS. The former is achieved via the
guiding field of superconducting magnets, while the latter is achieved by applying
staged mechanic and cryogenic pumping techniques.
Differential pumping section In the very same way as the WGTS reduces the
gas flow with its TMPs, the differential pumping section (DPS) reduces the gas
flow further by about seven orders of magnitude. For this purpose, the DPS uses
a set of staged turbo-molecular pumps of type Leybold Mag W 2800 [ide10], which
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are installed at the pump ports between the beam tube elements. To prevent a
“beaming effect” of the gas molecules [Luk+12, Kuc+18], the beam tube elements of
the DPS are arranged in a 20° chicane (compare fig. 2.5). Since the superconducting
magnets around the beam tube elements guide the charged electrons, the chicane
increases the pumping efficiency without affecting the electrons. Another important
task of the DPS is the removal of ions. The decay of a tritium molecule leaves
behind a charged daughter molecule, which also follows the magnetic field lines.
Furthermore, the high-energy β-electrons from the tritium decay increase the ion
flux by another order of magnitude. In order to prevent this large ion flux from
reaching the spectrometers, two ring electrodes are installed in the DPS. As ions
can get trapped in between the ring electrodes on the one side and the incoming gas
flow from the WGTS, they have to be removed [Kle18]. This task is accomplished
by dipole electrodes, which drift the low-energy ions out of the flux tube due to
the E × B drift [Kle18]. When the drifted ions hit a surface, they recombine to
uncharged molecules and are then removed either at the DPS or latest at the CPS.
Figure 2.5.: Transport section. Left-hand side shows the DPS with beam tube
(grey), surrounded by the magnets (blue) and connected via the pump
ports (green). Right-hand side shows the CPS with beam tube (gold-
en/blue, note the opposite direction of the chicane), and magnets (red).
The elements of the CPS beam tube highlighted in blue mark the argon
frost prepared section. Figure adapted from ref. [Fri+18].
Cryogenic pumping section At the end of the DPS, the gas flow is in a regime
where further reduction of the flow rate by mechanical pumping is ineffective. There-
fore, the DPS is complemented by a cryogenic pumping section (CPS). The CPS
uses cryosorption of the remaining gas molecules to reduce the tritium flux by an-
other seven orders of magnitude. Together with the DPS, this results in a reduction
of the tritium flux from the WGTS towards the spectrometers by at least 14 or-
ders of magnitude. Similar to the DPS, the CPS uses a chicane of the beam tube
(though in opposite direction, compare fig. 2.5) to increase the pumping efficiency
while the superconducting magnets ensure adiabatic transport of the signal elec-
trons. The pumping efficiency via cryosorption is further increased by freezing an
argon frost layer to the 3 K cold, gold-coated surface of the CPS beam tube elements
2-5 (highlighted in blue in fig. 2.5). Thereby, a cold trap is formed with an increased
surface and sticking probability due to the argon frost. The argon frost requires a
26
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few days of warming up the CPS in order to regenerate the frost layer about every
60 d [KAT05].
2.2.4. Spectrometers section
Katrin makes use of a spectrometer tandem to perform high-precision β-decay spec-
troscopy of the electrons produced in the tritium source. The tandem consists of a
pre-spectrometer to filter the low-energy electrons, followed by the main spectrom-
eter to perform the high precision spectral analysis. One of the keys for the success
of the Katrin experiment is the ultra-high vacuum achieved in the spectrome-
ters section, as low-energy electrons have a very large cross-section for scattering
with residual gas. Both spectrometers are therefore operated at pressures below
10−11 mbar [Are+16].
Pre-spectrometer In order to enable the precision β-decay spectroscopy of the
high-energy end of the β-spectrum with the main spectrometer, the pre-spectrometer
uses an energy barrier up to a design value of 18.3 keV. This pre-filtering reduces
the β-decay electron flux by seven orders of magnitude and thereby minimises back-
ground due to residual gas ionisation. Successful countermeasures to mitigate back-
ground caused by a Penning trap are e.g. the Penning wiper method [Pra11, Pra+12].
Main spectrometer After the pre-filtering in the pre-spectrometer, the electrons
reach the main spectrometer. The task of this key component of the Katrin exper-
iment is to perform the high-precision spectroscopy of the tritium β-decay endpoint.
In order to achieve the required superior energy resolution of 0.93 eV, the main spec-
trometer combines magnetic adiabatic collimation with electrostatic retardation, the
so-called MAC-E filter principle [BPT80, KR83, LS85, Pic+92] which will be out-
lined in the following.
Magnetic adiabatic collimation The magnetic guiding field along the Katrin
beam line results in gyration of the electrons around the magnetic field lines due to
the Lorentz force. The kinetic energy of the electrons is shared by the longitudinal
and a transverse component relative to the magnetic field:
Ekin = E‖ + E⊥ = E cos2 θ + E sin2 θ, (2.8)
with the pitch angle θ defined as the polar angle between the electron momentum
and the magnetic field, θ = ∠(p,B). The electrostatic retardation potential can only
analyse the fraction of the energy that is parallel to the electric field direction (E‖).
Therefore, the momenta of the electrons need to be aligned as parallel as possible
via the magnetic adiabatic collimation. This principle and further characteristics of
the main spectrometer will now be discussed in detail:
 Adiabatic guiding of the electrons. With the minimised change of the
magnetic field along one cyclotron cycle in the main spectrometer, adiabatic
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guiding of the electrons is ensured. Then, the product γ · µ of relativis-
tic Lorentz factor γ and the magnetic moment µ is a constant of the mo-




(Note that γ = 1.04 ≈ 1 for electrons at the tritium endpoint energy of
18.6 keV.) As the electrostatic retarding potential only analyses the longitudi-
nal part of the energy, the transverse part E⊥ needs to be minimised in order
to obtain a good energy resolution. This is achieved by two superconducting
magnets at both ends of the spectrometer (with a distance of about 22 m in
between, see fig. 2.6), resulting in a minimum magnetic (stray) field Bmin in the
middle of the spectrometer. As described by eq. (2.9), this drop of the mag-
netic field strength minimises the transverse energy accordingly, enabling the
energy analysis in the so-called analysing plane via an electrostatic retarding
potential.
 Energy resolution. The ratio of minimum and maximum magnetic field
strength defines the fraction of transverse energy that cannot be analysed by






For electron energies around the endpoint of E = 18.6 keV, the design min-
imum magnetic field of Bmin = 0.3 mT, and the design maximum magnetic
field of Bmax = 6 T, this results in a filter width of ∆E = 0.93 eV.
 Conservation of magnetic flux. In order to ensure transport of all signal





defined by the tritium source has to be conserved. With the low magnetic field
of 0.3 mT in the analysing plane, this results in a diameter of the flux tube of
about 10 m in the centre of the main spectrometer.
 Magnetic mirror. Adiabatic guiding of the electrons from the tritium source
to the detector establishes a fixed relation between pitch angle and magnetic






The maximum pitch angle of tritium β-decay electrons is defined by the ratio
of source magnetic field BS and the maximum magnetic field along the beam







with design values of BS = 3.6 T, and Bmax = 6 T.
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Figure 2.6.: MAC-E filter principle. The electron momentum is almost parallel
to the minimum magnetic field in the centre of the main spectrometer
(length of the arrows not to scale). Aligning minimum magnetic field
and maximum retarding potential qU yields the unprecedented filter
width of 0.93 eV. Figure adapted from ref. [Hac17].
Electrostatic retardation Using the principle of magnetic adiabatic collimation
discussed above, the energy of the electrons can be studied via application of a (neg-
ative) electrostatic potential in the analysing plane. Only electrons with longitudinal
energy larger than the electrostatic potential can pass the analysing plane and reach
the detector. In that way, both spectrometers act as high-pass filters, resulting in
the measurement of an integrated β-decay spectrum as indicated in eq. (2.3).
Transmission function Combining the above-mentioned MAC-E filter character-
istics of magnetic adiabatic collimation and electrostatic retardation results in the
transmission probability for electrons to pass the main spectrometer. It can be
analytically described by the transmission function T (E, qU) [KAT05, Kle+18]
T (E,U) =












for qU ≤ E ≤ qU + ∆E
1 for E > qU + ∆E
. (2.14)
Response function Combining all effects that influence the electrons on their way
from their creation in the tritium source up to passing the analysing plane of the main
spectrometer results in the aforementioned response function R(E,U). It combines
the transmission function of the main spectrometer T (E,U) (see eq. (2.14)) with
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T cycls,i,j (E − , θ, U) · Ps,i(θ) · fs() d sin θ dθ, (2.15)
with the indices s, i, j denoting the number of scatterings s and the voxel i, j as
previously introduced [KAT05, Kle14, Kle+18]. The label cycl indicates that the
transmission function also needs to be corrected for energy loss due to cyclotron
radiation [Kle+18].
2.2.5. Detector section
After passing the analysing plane of the main spectrometer, the signal electrons reach
the detector section. A 148-pixel silicon pin diode wafer counts these signal elec-
trons with high efficiency required as det,j ≥ 90 % [KAT05], which was confirmed in
ref. [Ams+15] (the index j indicates the pixel of the detector). The signal electrons
are guided to the focal plane detector (FPD) wafer by two superconducting magnets,
the PCH magnet with the maximum magnetic field (6 T) of the Katrin experiment
and the detector magnet (3.6 T). In order to increase the detection efficiency and
reduce backscattering effects, a post-acceleration electrode is used to add another
constant 10 keV of energy to the signal electrons. At the port between the two
magnets (compare fig. 2.7), calibration sources can be installed to determine the de-
tection efficiency and energy calibration of each single pixel. One of these calibration
sources is the Precision Ultra-Low Current Integrating Normalization Electrometer
for Low-Level Analysis (PULCINELLA) [Ams+15], which can be used as a Faraday
cup to detect an electron flux. This method will be used to estimate the column
density from the active commissioning phase of the Katrin experiment.
2.3. Modelled count rate
Now that all components of the Katrin experiment were introduced and their
respective importance for the measured spectrum described, the integrated count
rate measured by the FPD pixel j for a given potential of the main spectrometer U














(m2ν, E0) ·Ri,j(E,U) dE, (2.16)
with the indices C,D denoting theoretical corrections C, and the Doppler effect con-
volution D (see sec. 2.2.1) which both affect the differential spectrum of the tritium
decay given in eq. (2.2). The response function Ri,j(E,U) is given in eq. (2.15).
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Figure 2.7.: Detector section. The magnetic flux tube is highlighted in green,
while the orange part in front of the detector wafer depicts the post-
acceleration electrode. At the port between the two magnets, calibration
sources can be installed. Figure adapted from ref. [Ams+12].
2.4. Analysis tools and software at the KATRIN
experiment
In order to enable the neutrino mass analysis of Katrin data at the level of spectrum
fitting, a number of successive data layers process the raw data acquired by various
detectors (like FPD and FBM), and sensors (like Pt500 sensors of the WGTS).
The first processing step of detector data is by a Detector Data Acquisition (DAQ)
system based on Field Programmable Gate Array (FPGA) architecture. Operators
usually interact with the detectors via the Object-oriented Real-time Control and
Acquisition (ORCA) software [Phy18]. The various sensors and devices used to
operate and control the beam line of the Katrin experiment are referred to as slow
control data. The slow control data consists of several different architectures like
Siemens SIMATIC Process Control System 7 (PCS7) [Sie18] or LabVIEW [NI16].
The former is mainly used in safety-relevant systems as to control the magnets and
cryostats inside the TLK (Tritium Laboratory Karlsruhe) while the latter is more
common to readout sensors that e.g. measure the magnetic field.
The central connection to allKatrin data is provided by the KDBServer logic [Kle14].
It provides user access to the slow control SQL database ADEI [Kle14] and the de-
tector run data via KaLi [Kle14]. Another layer is currently in development, which
is a quality cut database that enables automatic determination of the data quality of
a Katrin run. Originally designed to analyse detector data, the Building Elements
for ANalysis Sequence (BEANS) package developed by S. Enomoto [Cen18] uses
KaLi to access slow control data and is therefore an ideal candidate to implement
31
























































































































































































































































































Figure 2.8.: KATRIN data analysis structure. Different levels and components
of the Katrin software which the user usually gets in contact with are
depicted.
the quality cuts (see fig. 2.8). From the data processing side, the last step before the
top-level spectrum analysis is the Intermediate Data LayEr (IDLE). It can provide
a human-readable text file containing condensed information about, for example,
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the number of counts per pixel for each high voltage of the main spectrometer, or
the mean and stability of a temperature sensor of the WGTS. Thereby, this file
summarises relevant data for each run into a so-called run summary. The run sum-
mary can then easily be accessed by the top-level analysis tools for spectrum fitting.
Potential data blinding strategies will be integrated into the intermediate data layer.
Parallel to this data processing chain, the model building chain also uses sensor
data, for instance, to calculate the magnetic fields using the measured currents
of the superconducting magnets. The publicly available particle tracking software
Kassiopeia [Fur+15, Fur+17] was developed specifically for the needs of the Ka-
trin experiment to precisely calculate particle tracks in complex electromagnetic
field geometries. It can also model stochastic processes such as scattering, with
an interface e.g. to use SSC-calculated density profiles in the WGTS. The Source
and Spectrum Calculation (SSC) suite implements the calculation of differential
and integrated tritium and krypton spectra, accounting for the Katrin experiment
characteristics. For that purpose, SSC needs to model the gas dynamical proper-
ties of the tritium source and the electromagnetic properties of the spectrometer
part to calculate the response function. The development of SSC was started by
W. Ka¨fer [Ka¨f12] and M. Ho¨tzel [Ho¨t12], followed by M. Kleesiek [Kle14, Kle+18],
S.Groh [Gro15], and L. Kuckert [Kuc16]. In the course of this thesis, substantial
extensions are implemented in the gas modelling part of SSC as well as in its spectral
modelling with respect to physics beyond the neutrino mass.
The final step in Katrin (tritium) spectrum data analysis as used in this work is
then comparison of the SSC modelled spectrum to the run summaries produced by




THE WINDOWLESS GASEOUS TRITIUM SOURCE
The main task of the Windowless Gaseous Tritium Source (WGTS) is to provide
a per-mille stable electron-rate originating from tritium β-decay. This can be split
into two separate requirements: a stable magnetic field for stable transport of the
electrons and a stable amount of tritium for a stable source activity. The chapter
at hand gives an overview of the key parameters in sec. 3.1, the challenges that are
imposed by the above requirements in sec. 3.2, and their technical implementation
in the WGTS in sec. 3.3.
3.1. Key parameters
The key parameters defining the activity S provided by the WGTS and detected
by the FPD are the amount of gas, represented by the column density N , and the
fraction of tritium therein, represented by the tritium purity T. Therefore
S ∝ N · AS · T · a(θmax), (3.1)
with the source cross section AS and a factor for the acceptance angle a(θmax) =
a(BS) which is related to the magnetic field in the source BS.
3.1.1. Column density
The column density N is defined as the longitudinally integrated number density n
of the gas molecules inside the beam tube
N (pin, pout, T (r)) =
Lfront∫
−Lrear
n (r, pin, pout, T (r)) dz, (3.2)
which in general depends on injection pressure pin, outlet pressure pout, and the beam
tube temperature T (r) at spatial coordinate r. Obviously, the larger N is, the larger
is the activity. However, larger N also means increased scattering probability for
the signal electrons, leading to an increased systematic uncertainty for the neutrino
mass, which will be discussed in the next sec. 3.2.
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3.1.2. Temperature
The temperature T of the WGTS influences several effects which need to be ac-
counted for in the modelling. On the one hand, a low temperature is favoured since
it enables a high column density at relatively low injection pressures. Plus, a low
temperature reduces broadening of the electron spectrum due to the Doppler effect
though it can be modelled easily [Kle+18]. On the other hand, for temperatures
below 27 K, tritium clusters form and gas freezes on the beam tube walls [KAT05].
Both latter effects cause complicated distortions to the electron spectrum and should
therefore be avoided.
3.1.3. Tritium purity
In order to maximise the source activity in eq. (3.1), the tritium purity needs to be
maximised. Pure tritium gas forms T2 molecules, however due to exchange reactions
the other hydrogen isotopologues (DT, HT, D2, HD, and H2) are also present in the
source gas. The fraction of active gas, represented by the tritium nuclei, is defined
as the tritium purity T. Defining cx as the concentration of isotopologue x in the
source gas1, we can calculate





cx = 1. (3.3)
Though the fraction of non-T2 isotopologues DT and HT is small, it needs to be
included in the modelling of final states of the decaying molecules. Therefore, the
concentrations of hydrogen isotopologues are monitored via the LARA system (see
sec. 2.2.2).
3.1.4. Magnetic field
In order to transport the electrons from the source to the main spectrometer for the
energy analysis, they need to be guided magnetically. Maximising the mapped flux
tube, a strong magnetic field at the source BS enables a relatively small cross-section
of the source beam tube which is desired from gas dynamics considerations. Further-
more, a strong BS increases the fraction of electrons that can surpass the magnetic
mirror built by the PCH magnet (as the strongest magnet in the Katrin set-up)
and therefore increases the signal strength:





For homogeneous starting conditions of the electrons, the source magnetic field needs
to be as homogeneous as possible. The homogeneity of the source magnetic field
directly influences the homogeneity of the path length and therefore the scattering
probabilities of the electrons.
1Also compare ref. [Zel18].
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3.1.5. Plasma potential
The longitudinal magnetic field of the WGTS confines any charged particles in-
side the beam tube. Together with the ionised daughter molecule from the β-
decay and secondary ionisation processes, the β-decay electrons may form a cold
plasma [KAT05]. The plasma potential distribution is influenced by space charges,
the beam tube steel surface potential in radial direction, and the rear wall potential
in longitudinal direction [Kuc16] because the magnetic field lines hit the rear wall
surface. Since the rear wall surface is covered with gold, the work function difference
between the rear wall gold surface and the beam tube stainless steel surface is about
1 eV, requiring the rear wall surface potential to be controlled [Kuc16].
3.2. Systematic uncertainties and requirements
related to the WGTS
Already in the Design Report [KAT05], the Katrin collaboration lists most of the
largest identified sources of systematic uncertainty on the neutrino mass to be related
with the WGTS. Any uncertainty related to the starting position of the β-decay
electrons defined in the source causes a systematic difference between modelled and
measured spectrum and thereby a systematic shift of the observable of interest, ∆m2ν.
The Katrin systematics budget is currently undergoing a detailed re-evaluation
Table 3.1.: Systematic uncertainties related to the WGTS. This table lists
the identified systematic uncertainties from the Design Report [KAT05],
related to unaccounted for shifts of WGTS key parameters. Values given
for one Katrin run of 2 h [KAT05]. The systematics budget is currently
undergoing a detailed re-evaluation by H. Seitz-Moskaliuk [Sei19] and
can only serve as a guideline.
source of syst. syst. shift requirement achieved
uncertainty ∆m2ν (10−3 eV2) on the parameter
variations of N < 1.5 2× 10−3 see sec. 5.2
inlet pressure pin 2× 10−3 see sec. 5.2
outlet pressure pout 6× 10−2 see sec. 5.2
temperature T 2× 10−3 see sec. 5.2
tritium purity T 2× 10−3 < 10−3 [Sch13, Fis14]
magnetic field BS tbd [Sei19]
inhomogeneity < 2 2× 10−3 tbd
drift tbd [Sei19] 2× 10−3/3 months 2× 10−4/1 month [Are+18c]
fluctuations tbd [Sei19] 2× 10−3 2× 10−5 [Are+18c]
by H. Seitz-Moskaliuk [Sei19] as the first commissioning measurements [Are+18b,
37
38 3. The Windowless Gaseous Tritium Source
Are+18a, Are+18c] increase the information on the system behaviour. Some of the
systematic uncertainties listed in tab. 3.1 are also addressed in the course of this
thesis, especially the stability of the source during the First Tritium campaign in
sec. 5.2.
3.3. Technical realisation
In order to fulfil all the requirements described in sec. 3.2, a large 16 m long cryo-
stat was custom-made for the Katrin experiment. The cryostat consists of several
insulation layers, shielding the 30 K cold beam tube and the 4.5 K cold supercon-
ducting magnets against the room temperature of the Tritium Laboratory Karlsruhe
(TLK). The cryostat weighs 27 t including the magnets, and houses over 800 sensors
and valves to control the different cooling circuits and ensure stable magnet and gas
flow operation. A half-cut of the WGTS is shown in fig. 3.1 which gives an impression
of the many layers inside the cryostat. The outer layer of the WGTS is the stainless
M5 M4 M1 M2 M3 M7 M6
































Figure 3.1.: Half cut of the WGTS cryostat. The CAD model shows the housing
of the magnets, the position of the pump ports and a flow chart of the
inner loop system. In blue, the gas distribution in the WGTS beam tube
is illustrated. The currents defining the magnetic field are explained
more in sec. 3.3.3.
steel cryostat hull, which is at room temperature (see fig. 3.2). In the insulation
vacuum soon after, the outer shield represents the first cooled layer [Gro+08]. It is
kept at liquid nitrogen (LN) temperature of about 80 K. The coldest layer inside
the WGTS consists of the magnets, which are immersed in a liquid helium (LHe)
bath at about 4.5 K. Since the beam tube should maintain a temperature of 30 K, it
needs to be shielded against the colder magnets by the inner shield which is kept at
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30 K by gaseous helium (GHe) cooling. The temperature control of the beam tube
is the task of the 2-phase neon system, which is described in the next section.
cryostat hull (300 K)
outer shield, LN (80 K)
magnet bath, LHe (4.5 K)
magnet coil (4.5 K)
inner shield, GHe (30 K)
beam tube (30 K)
Figure 3.2.: Layers of the WGTS cryostat. The labelling from top to bottom
represents the layers from outside to inside. The white spaces mark in-
sulation vacuum with pressures below 10−5 mbar. For more explanations
see text.
3.3.1. Temperature stabilisation and calibration
Temperature stabilisation In order to stabilise the temperature of the WGTS
beam tube to the per-mille level, a dedicated cooling concept was developed [Gro09].
A closed neon cycle consisting of a thermo siphon and 2-phase tubes is used to define
the beam tube temperature via the pressure of the gas phase. The 2-phase neon tubes
are brazed on the sides of the beam tube (compare fig. 3.3) with included heaters to
control the pressure of the gas phase. Gaseous neon flows back to the condenser in
the thermo siphon, which is cooled by gaseous helium at about 25 K to liquefy the
neon again. Fluctuations of the primary helium cycle are damped by the large heat
capacity of the 3.7 kg lead condenser [Gro09]. Fine tuning of remaining fluctuations
is done via automatically adjusting the heater power of the electrical heaters in
the 2-phase neon tubes [Gro09]. In demonstrator measurements, the system was
shown to beat the requirements by about one order of magnitude [Gro09, Gro+11,
Gro+13].
Temperature calibration So far, only the stabilisation of the beam tube temper-
ature was discussed. In this paragraph, the system to calibrate the temperature
and thereby get an accurate estimation of the beam tube temperature will be in-
troduced. The accurate measurement of temperature in the WGTS cryostat poses
a challenge, since it has to face high magnetic fields of up to 3.6 T while providing
precise and continuous monitoring of the temperature. Though they provide an ac-
curate and magnetic field independent temperature value, vapour pressure sensors
cannot be used for continuous monitoring. Vapour pressure sensors determine the
temperature by measuring the saturation pressure of a small bulb filled with e.g.
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Figure 3.3.: Beam tube cooling concept. Neon is circulated in a closed cycle via
a condenser. The vapour pressure defines the temperature of the beam
tube and is controlled via heater wires. Adapted from ref. [Fis14].
neon. However, the fill-level of the vapour pressure sensors can neither be guaran-
teed nor tested during standard Katrin operation, plus the filling of the vapour
pressure sensors induces heat load onto the source tube due to the condensing neon.
On the other hand, resistance sensors like the used Pt500 face a magnetic field de-
pendence [Gro+11]. The solution therefore is to thermally couple a vapour pressure
sensor and a Pt500 sensor to the beam tube [Gro09, Gro+11, Gro+13]. This combi-
nation enables calibration of the Pt500 sensors by the vapour pressure sensors once
the magnetic field is set. After filling the vapour pressure sensor half with condensed
neon, the thermalisation takes about 30 min [Mar17, Hac17]. Then the temperature
of the Pt500 sensor can be calibrated to the vapour pressure sensor temperature.
Afterwards, the vapour pressure sensor is emptied again, causing a local temperature
drop of the beam tube.
The absolute accuracy on the temperature measurement by the Pt500 sensors af-
ter applying the calibration via the vapour pressure sensors was estimated by A.
Marsteller to 8.27 mK [Mar17]. However, a careful re-evaluation became necessary
due to changes in the readout procedure. H. Seitz-Moskaliuk estimates a new abso-
lute accuracy of 159.77 mK for the currently used readout configuration, which can
be improved to 82 mK if a larger current is used for the read out [Sei19]. Though a
factor of 10 larger than in previous estimates, the 82 mK still meet the requirement
of 150 mK for the final states distribution. Furthermore, the temperature homo-
geneity exceeds the required 30 mK from the Design Report with a value of about
500 mK, see sec. 4.2.3. In order to reasonably estimate the temperature profile with
this larger inhomogeneity, a larger uncertainty on the accuracy of each sensor can
be tolerated.
3.3.2. Gas flow (Inner loop system)
Katrin relies on a per-mille stable (tritium) gas column density inside the WGTS
beam tube. Gas is injected in the centre of the beam tube and pumped out at
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both ends, compare fig. 3.1. Therefore, a stable column density – that is a stable
amount of gas inside the beam tube – requires a stable injection and stable pumping.
The stable circulation of gas is provided by the so-called inner loop system, which
consists of more than 100 sensors and valves to control the gas flow [Bab+12]. A
stable injection rate qin and a stable inlet pressure pin are achieved by a stable
pressure in the pressure controlled buffer vessel and a stable temperature along the
connection pipe. A stable pumping rate is achieved by a constant rotation speed2
of the turbo molecular pumps (TMPs) attached to the four pump ports (PP) of the
WGTS, compare fig. 3.1. There are 12 TMPs3 of type Oerlikon Leybold MAG W
2800 in total which have a pumping speed of about 2000 l s−1 for H2 each [ide10]. The
conductance of the tube between pump and pump port reduces the higher pumping
speed of approximately 3000 l s−1 for T2 [Mal07] to the same effective pumping speed
as for hydrogen of about 2000 l s−1.
Figure 3.4.: Injection chamber.Left: a CAD model of the injection chamber show-
ing the 415 orifices. Right: a sketch of the longitudinal cross section.
Figure adapted from ref. [Kuc+18].
Tritium is injected at the centre of the beam tube through 415 2 mm orifices, see
fig. 3.4. The dimensions of the orifices guarantee a shock-wave free injection without
turbulences. Test measurements [Stu10, Pri13, PB13, PSB15] showed the pressure
in the pressure controlled buffer vessel pb and the pumping speed to exceed the
requirements from the Design Report [KAT05].
In its design configuration, the inner loop system provides a per-mille stable tritium
column density N of 5× 1021 m−2 (≡ 300 µg) by circulating a daily amount of about
40 g of tritium. This throughput requires buffering of about 15 g of tritium in several
vessels. However, the inner loop system can also provide stable circulation of deu-
terium D2 for commissioning and characterisation purposes. For the First Tritium
campaign, the nominal gas throughput was achieved with the main gas constituent
being D2 with only trace amounts of tritium T ≈ 0.5 % [Are+19].
3.3.3. Magnet set-up
The WGTS magnet system is housed inside a 16 m long cryostat, see fig. 3.1. In-
side the cryostat, the magnets are cooled with liquid helium to a temperature of
4.5 K [Are+18c]. In total seven superconducting solenoids define the magnetic field
2stable on the 10−4 level
3four at each PP1 and two at each PP2
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of the WGTS, plus the possibility of azimuthally steering the flux tube via four
magnetic dipoles on both ends (dipoles mounted around M5 and M6). The three
central magnet modules M1, M2, and M3 are each about 3 m long and provide an
almost homogeneous field for the central beam tube by the help of two compensation
coils at each end of the module. In order to reduce the stored magnetic energy of
the current circuits, the seven modules are split into three circuits, current A (M5,
M4, M1), current B (M1, M2), and current C (M7, M6) (compare fig. 3.1).
The magnetic field drift of the WGTS has to be smaller than 0.03 % per month [Are+18c]
and fluctuations below 0.2 % per run [KAT05]. Since the magnets of the WGTS are
operated in driven mode, the best precision in field monitoring can be reached via
monitoring the current. Though there are current readouts before the current is fed
into the cryostat, the most accurate and precise current sensors are inside the power
supply with an accuracy better than 0.001 73 % [Are+18c, LEM18].
First commissioning measurements with the complete Katrin beam line during
the First Light campaign [Are+18b] revealed that lower magnetic fields of 70 % of
the design values should be used in order to minimise the risk for a quench in the
complex Katrin magnet setup [Are+18c]. Thus, the magnetic field of the WGTS




“I can never satisfy myself until I can make a mechanical model of a thing. If I can
make a mechanical model, I can understand it.”
– William Thomson, 1. Baron Kelvin, 1884 –
In order to reach the Katrin design sensitivity for the effective neutrino mass of
200 meV (90 % C.L.), a cumulative amount of about 40 g of gaseous tritium is circu-
lated daily in a windowless source section. As the gas flow through the Windowless
Gaseous Tritium Source (WGTS) significantly influences the generation and trans-
port of the β-decay electrons, an accurate gas model is of fundamental importance.
The combination of gas model and magnetic field model enables fundamental un-
derstanding of the origin of the signal electrons that are detected by the FPD.
This chapter presents the comprehensive gas model covering all regimes of rarefied
gas dynamics and its first application to gas flow consisting of deuterium and trace
amounts of tritium1. Furthermore, first results from commissioning measurements of
a magnetic stray field measuring system developed for monitoring the magnetic field
of the WGTS are presented and compared to simulations. Together, the gas model
and the magnetic field model form the source model, defining the starting conditions
for the β-decay electron spectroscopy used to determine the effective neutrino mass.
4.1. General concepts, notation
Let us start the source modelling with introducing some general concepts and nota-
tions which will be used throughout this chapter. The source model needs to describe
the distribution of the gas inside the WGTS beam tube and the corresponding mag-
netic field. Gas is injected at the centre of the beam tube (defined as z = 0 in
source model coordinates) and pumped out at both ends via turbomolecular pumps.
Though the WGTS beam tube is 16 m long in total with a radius of R = 4.5 cm,
99 % of the gas is in the central 10 m of the beam tube. The corresponding magnetic
field in the central beam tube is required to be homogeneous with a design value of
3.6 T.
1As used in the First Tritium campaign in May and June 2018.
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The main task of the gas model is to estimate the gas column density N which is





with Lrear ≈ Lfront defining the length in backward (negative z) and forward (towards
detector, positive z) longitudinal direction. In order to calculate the column density
N , the distribution of the molecules number density n = N/V needs to be known.
The number density is related to the pressure p via the volume V , the temperature
T , the total number of molecules N , and the Boltzmann constant kB in the ideal
gas law
pV = NkBT. (4.2)
One of the key parameters to derive the density distribution n(z) is the mass flow
rate M˙ . It is directly related to the throughput q, which can be derived by dividing









· M˙ = v
2
m
2 · M˙, (4.3)
with the mass of the gas molecule m and the most probable speed3 vm =
√
2kBT/m.
If the gas flow is isothermal with a constant temperature along the beam tube,
both M˙ and q are constant along the beam tube. However, temperature variations
along the beam tube cause throughput variations while the mass flow rate is always
constant provided there is no additional source of gas.
A tube can also be characterised in terms of its conductivity C, which is the inverse
of the resistance of the tube
C = q∆p, (4.4)
with the pressure difference ∆p = pin − pout between inlet and outlet. The WGTS
gas dynamics covers the whole range of rarefied gases, which is usually characterised














with the characteristic scale of the gas flow a = R, the mean free path λ, and the












represents the average distance travelled by a gas molecule between collisions and is
related to the shear stress viscosity of the gas η. We can differentiate between three
gas flow regimes, which lead to different methods to calculate the gas flow:
2For this introduction, we will focus on one-dimensional gas flow since L R, with L the length
of the beam tube in the z-direction.
3Not to be confused with the average thermal speed v¯ =
√
8kBT/(pim) of the Boltzmann dis-
tributed velocities v.
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 In the hydrodynamic or viscous regime (δ  1, Kn 1), the mean free path is
so small that intermolecular collisions occur more often than collisions between
gas and tube wall. Therefore, the gas can be treated as a continuous medium
and the hydrodynamic equations can be applied.
 In the free-molecular regime (δ  1, Kn  1), the mean free path is so
large that intermolecular collisions can be neglected. Therefore, the gas can
be considered as free-flowing.
 In the transitional regime (δ ≈ Kn ≈ 1), neither the intermolecular nor the
gas-wall collisions can be neglected.
Another quantity that influences the distribution of the gas inside the WGTS beam
tube is the accommodation coefficient α describing the interaction of the gas with
the wall. Thereby, α defines the fraction of molecules that are reflected diffusely off
the wall, while (1− α) is the specular reflection part. Full accommodation (α = 1)
refers to full coverage of the tube walls with gas, leading to purely diffuse reflection.
The gas dynamics in the WGTS covers the whole range of rarefied gas flow, from
viscous flow at the injection region over transitional flow around the first pump port
to free molecular flow after the first pump port, see fig. 4.1.
δ
101 1 10−1 10−2
viscous transitional freemolecular






Figure 4.1.: Pressure regimes. The range of rarefaction parameter δ, the cor-
responding pressure p, and the equivalent free path λ are shown with
associated gas flow regimes. Figure adapted from ref. [Kuc+18].
In order to accurately describe the gas dynamics inside the WGTS, the challenging
part of the modelling is the transitional gas flow starting before the first pump port.
In the following, two different methods will be introduced to solve the gas flow in
the entire 10 m long central beam tube between the first pump ports. One is using a
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phenomenological formula derived from measurements (intermediate Knudsen flow,
sec. 4.1.1) and one is solving the Boltzmann equation (sec. 4.1.2), which is describing
the theory of gas dynamics.
4.1.1. Intermediate Knudsen formula
In the limit of laminar viscous flow, the gas flow through a long tube can be described
by Poiseuille’s law. However, Kundt and Warburg [KW75] showed that Poiseuille’s
law has limited accuracy when the radius of the tube is of the order of the mean free
path. Christiansen [Chr90] found that there is a smooth transition from Poiseuille
flow to free molecular flow. By applying a series of measurements of the conductivity
of tubes, Knudsen [Knu09] found a phenomenological relation which describes the
measured conductivity for both extremes, viscous and molecular flow. Even more
important for us, his formula can also describe the transitional regime by combining
the viscous and molecular flow conductivities.
In eq. (13) [Knu09], Knudsen states the flow rate through cylindrical tubes. Con-
verting to our naming scheme, we can rewrite his formula as [Glu¨03]
q = (Dvis p+X Dmol)
pin − pout
L
= CKnudsen · (pin − pout), (4.7)
with p the pressure between pin and pout, L = Lrear, Lfront the length of the tube in








These coefficients are pressure independent and determined by the geometry and
temperature of the tube, as well as by the gas species. The coefficient X can be
identified from Knudsen’s formula as







As the pressure ratio pout/pin is expected to be small, the average pressure simplifies
to p¯ = pin/2. From eq. (4.7), the differential equation for the pressure profile can be
derived by (pin − pout)/L→ −∂p/∂z to [Glu¨03]





This differential equation can be solved by e.g. variable separation, enabling cal-
culation of the inlet pressure and the pressure profile depending on the boundary
conditions pout/pin, the throughput q, the temperature T , and the gas species. All
other terms are set by the geometry of the WGTS. Note that this method of deter-
mining the pressure (or, equivalently, density) profile of the WGTS is purely based
on the phenomenological formula of Knudsen. The conductance estimated with the
intermediate Knudsen formula eq. (4.7) and his measured values for hydrogen at
room temperature deviate by about 6− 7 %, which can be taken as the lower limit
of the accuracy of the Knudsen formula. In order to get more accurate results, the
Boltzmann equation needs to be solved (see sec. 4.1.2).
4Due to a slight longitudinal asymmetry caused by the injection chamber, Lrear and Lfront differ
by 7 cm.
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4.1.2. Boltzmann equation and distribution function
The number of particles in the phase space volume dr dv at time t is defined via
dN = f(t, r,v)dr dv with spatial coordinate r and velocity v. Therein, the one-
particle velocity distribution function f(t, r,v) solves the Boltzmann equation, which
in absence of external forces can be written as
∂f
∂t
+ v · ∂f
∂r
= Q(f, f∗), (4.11)
with the collision integral Q(f, f∗) describing the collision between two gas particles
with distribution functions f and f∗. The Boltzmann equation eq.(4.11) can only
be solved analytically with simplifications to the collision integral, and numerically
only for simple cases [SS98].
Due to the large length-to-radius ratio L/R of about 100, we will consider the flow to
be fully developed and reduce the calculation to one dimension for this introduction.
In order to solve the Boltzmann equation, the key is the mass flow rate M˙ since
it is constant in absence of additional sources of gas. We will use the methods of
F. Sharipov [Sha97, SS98] in the following, defining the mass flow rate through a














with radius of the beam tube R, the local pressure p(z), the local temperature T (z)
and the rarefaction parameter δ defined by eq. (4.5). The dimensionless reduced
flow rates GP(δ) (Poiseuille flow) and GT(δ) (thermal creep) characterise the gas
flow in terms of δ, so they are independent of the gas species. The gas species in
turn influences δ, e.g. via its mass. Tabulated values as well as a parametrisation for







1 + 0.04 δ0.7 ln δ























4 for δ > 1.
(4.14)
The interpolation formula for GP, eq. (4.13), reproduces numerical results obtained
with the S-model [Sha16] within 0.2 %. However, agreement between the numer-
ical S-model results for GP and results based on a hard-sphere model for the gas
molecules [LH90] match within 2 % [Sha16], which also holds for comparisons to
experimental data [Sha08]. Since the pressure profile in eq. (4.12) is mainly deter-
mined by GP, the 2 % uncertainty also hold for the pressure profile. On the other
hand this means that the column density determined via integration of the pressure
equivalent density profile also has about 2 % uncertainty from the dimensionless flow
rate coefficients.
In general, the reduced flow rates GP and GT depend on the gas-surface interaction
which is described by the accommodation coefficient α, varying between 0 (no gas
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on the beam tube wall) and 1 (full accommodation of the beam tube wall). The
accommodation coefficient affects the viscous Poiseuille σP and thermal slip coeffi-
cients σT
5 which in term influence GP and GT [SS98]. However, it has to be noted
that the dependence of σT on α is negligible compared to σP [Sha04b].
In the simple case of isothermal flow, the temperature gradient is zero and we can








with the injection and outlet pressure equivalent rarefaction parameters δin and δout.
In case of non-isothermal flow, the longitudinal distribution δ(z) has to be calculated
by numerical finite difference schemes from eq. (4.12) as shown in [Sha96, Sha97,
SS98].
4.2. Temperature model
The beam tube of the WGTS is designed to have a per-mille stable and homogeneous
temperature. In order to control the temperature of the gas inside the WGTS,
resistance sensors are brazed onto the beam tube. As 99 % of the gas column density
are inside the central 10 m long beam tube between the first pump ports (compare
fig. 3.1), this is the most important part for temperature modelling. This section
presents commissioning results and the temperature distribution as it is used for the
gas dynamics modelling.
4.2.1. Temperature sensors
At the central 10 m long beam tube, in total 24 Pt500 sensors measure the temper-
ature distribution along the beam tube. As introduced in sec. 3.3.1, those sensors
need to be calibrated by vapour pressure sensors to compensate for their magnetic
field dependence. Once calibrated, the sensors have an accuracy of 159.77 mK in the
worst case scenario [Sei19]. Most of the sensors sit on top (90°) and bottom (270°)
of the beam tube (compare fig. 3.3 and fig. 4.2), with only two diagonal sensors at
45° and 225° at both ends of the beam tube. Two of the sensors (one of the front
diagonal and one bottom in front side) cannot be used for analysis due to invalid
temperature readings, see fig. 4.2. Not indicated on fig. 4.2 is the position of the
temperature sensors relative to the beam tube cooling, the interested reader can find
this information in the appendix in fig. A.1.
4.2.2. Temperature correlations
If the temperature of the beam tube is regulated via the 2-phase cooling system, the
sensor readings should be correlated. In fact, investigations by A. Marsteller [Mar17]
during commissioning measurements without gas in the beam tube showed perfect
5The slip coefficients influence the tangential velocity of the gas near the beam tube wall.
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Figure 4.2.: Temperature sensor positions. The numbers indicate the sensor ID,
malfunctioning sensors are highlighted in yellow. Schematic inspired by
ref. [Ho¨t12].
correlation with Pearson’s r values of 1. The perfect correlation was obtained because
the beam tube temperature was varied within 2 K over two days. During stable
operation the readout fluctuations of about 0.5 mK prohibit correlation coefficients of
1 since the beam tube temperature is stable on the per-mille level, see sec. 5.2.1. This
is confirmed by fig. 4.3, where some of the temperature sensors appear less correlated
than others. However, it is concluded that this difference is due to the fact that
readout fluctuations on the order 0.5 mK [Mar17] are dominating the temperature
fluctuations, which are the same order of magnitude (see sec. 5.2.1).
4.2.3. Temperature homogeneity
In the Design Report [KAT05], the temperature homogeneity of the central 10 m
long beam tube was specified to be better than 30 mK. This section will show
that this requirement can not be met, however it will be shown, that the increased
temperature at the rear side does not harm the estimation of the column density
nor the neutrino mass sensitivity as it can be accounted for in the gas model.
Temperature simulations by L. Kuckert [Kuc16] showed, that the heat load from the
pump ports via thermal radiation from the TMPs is the main source for temperature
inhomogeneity of the beam tube. As the beam tube cooling ends about 25 cm before
the pump port and the bellow connecting beam tube and pump port has no active
cooling, it is expected that both ends of the WGTS might get warmer than the
centre of the WGTS. Commissioning measurements with the Demonstrator set-up
of the WGTS confirmed that expectation [Ho¨t12]. Moreover, these commissioning
measurements showed that there is a difference between the front side inhomogene-
ity and the rear side inhomogeneity of the temperature of the beam tube ends. As
a conclusion, the beam tube was turned around to have the higher temperature
49




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.3.: Temperature correlations. As explained in the text, the reason for
not having perfect correlation is the fluctuations of the readout.
at the rear side, due to electrons starting from the rear side contributing less to
the measured β-decay spectrum6. Comparison of the simulated and the measured
temperature increase showed that the simulation gives overstated values [Kuc16].
Furthermore, the simulations suggest that the azimuthal temperature profile at the
end of the beam tube can be well described by a sin2 φ relation with the temperature
of the 2-phase neon cooling tube (at φ = 0,pi, compare fig. 3.3) as lower limit and
the top/bottom temperature (at φ = pi/2, 3pi/2) as upper limit. With this assump-
tion the following azimuthal beam tube temperature profile T (φ, z) at longitudinal
position z can be extrapolated
T (φ, z) = T0 + ∆Tt,b(z) · sin2 φ, (4.16)
with T0 the temperature of the 2-phase neon cooling tube and ∆Tt,b(z) = Tt,b(z)−T0
the difference to the top/bottom temperature. As described in sec. 4.2.1, the major-
ity of the temperature sensors sit symmetrically on the top and bottom of the beam
tube, compare fig. 4.2. Therefore, the reading of the temperature sensors defines
Tt,b(z), together with a splines interpolation [Gal+02]. It has to be noted that the
top and bottom longitudinal temperature profile might be different, but the connec-
tion between top and bottom is smooth due to the 2-phase neon cooling tubes setting
the reference temperature T0, compare fig. 4.4. The figure shows the azimuthal tem-
perature profile as expected at the position of the first and last top/bottom sensor
pair. Furthermore, it reveals that diagonal sensors can not be directly compared
to the azimuthal temperature profile at the position of the outermost top/bottom
6Electrons from the rear end have much higher probability to scatter out of the measuring window
than electrons from the front end.
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Figure 4.4.: Azimuthal beam tube temperature distribution. The figure
shows the expected sin2 φ temperature dependence, with sensor data
from both ends of the beam tube. Background colours indicate the y
position on the beam tube. The diagonal sensors visualised by dashed
error bars are shifted 2 cm towards the centre compared to the top/bot-
tom sensors which can explain the offset.
sensor pair. The reason might be that the true temperature maximum is between
the last and second-to-last temperature sensor, which is not accessible via measure-
ment. Also note that this discrepancy is within 2σ of the uncertainty on the sensor
reading; plus the diagonal sensors only measure at the very end of the beam tube,
where the effect on the column density is negligible. From fig. 4.5 it follows that
the temperature has its maximum not at the last sensors as expected from temper-
ature simulations of L. Kuckert [Kuc16], but presumably at the next pair, which is
located 20 cm closer to the centre of the WGTS. The diagonal sensors show a higher
temperature than the outer sensors, though they are only 2 cm closer to the centre.
Therefore, the temperature simulations cannot be verified, which is the reason for
using interpolation of sensor readings instead of a complete model. Furthermore it
has to be noted that the gas dynamics uncertainty induced by a wrong temperature
assumption in the outlet region will be shown to be negligible and the uncertainty
on the β-decay spectrum modelling is even less.
In order to derive the temperature inside the beam tube, the gas distribution needs
to be respected. This will be discussed in the next section, as well as the different
components that combine to the gas dynamics model of the WGTS.
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Figure 4.5.: Longitudinal beam tube temperature distribution. The figure
shows sensor data as well as the splines-interpolated profile.
4.3. Gas dynamics model, nominal KATRIN set-up
As already introduced in sec. 4.1, the gas flow in the WGTS covers the whole range
of rarefied gases. Starting in the viscous regime at the injection point (A1 in fig. 4.6),
the gas reaches the transitional regime before the first pump port (PP1, region B1
in fig. 4.6). Before leaving the WGTS cryostat, the gas reaches the free molecular
flow in the region around the second pump port (PP2, region B3 in fig. 4.6). Each
rarefaction regime requires different modelling techniques in order to properly de-
scribe the gas flow, therefore the complete gas model of the WGTS consists of several
different parts (compare fig. 4.6). These parts are connected via the condition of
equal mass flow rate at their boundary.
Figure 4.6.: Scheme of the model geometries. The schematic drawing visualises
the different regions for the gas dynamics calculations and the respective
dimensionality. Figure shows the scheme for front direction only, rear
direction is symmetric with respect to the injection chamber. Figure
adapted from ref. [Kuc+18].
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The following section gives an overview of the applied techniques to describe the gas
flow in the respective regime for the nominal Katrin set-up. This refers to settings
described in the Design Report [KAT05], treating the gas as pure molecular tritium
with a column density of 5× 1021 m−2. At the end of this section, an estimation of
the total gas model related systematic neutrino mass uncertainty is given.
4.3.1. Gas flow in the central 10 m beam tube (A1-A3)
As about 99 % of the (tritium) gas is contained within the central 10 m long beam
tube, this domain’s gas flow needs more attention than the following regions. The
large length-to-radius ratio L/R of about 100 enables the use of a one-dimensional
fully developed flow for most of the beam tube. Only at the inlet and outlet regions,
more dimensions have to be added. Following the introduction in sec. 4.1.2, the
concept to derive the density profile is described in [Sha97, SS98]. The first to
implement these concepts into the Katrin source and spectrum calculation package
SSC was M. Ho¨tzel [Ho¨t12], followed by L. Kuckert [Kuc16]. In order to derive the
longitudinal density profile or pressure profile equivalent, eq. (4.12) needs to be
solved for dp/dz via the constant mass flow rate M˙ . Parameters influencing the
derivation of the density profile are:
 Tabulated values for dimensionless GP and GT [Sha97, SS98].
 Inlet pressure pin at the centre of the 10 m long beam tube, defined via the
pressure controlled buffer vessel pb (compare fig. 3.1).
 Outlet pressure pout at both ends of the beam tube, defined via the pumping
probability of the DPS1 (see fig. 4.6).
 Temperature profile of the beam tube T (z), defined via the 2-phase neon cool-
ing system described in sec. 3.3.1.
 Throughput q and mass flow rate M˙ , which are also related to the pressure
controlled buffer vessel.
 Viscosity η, accommodation coefficient α, and mass m of the gas.
The best estimation of input parameters via sensor data can be given for the tem-
perature profile (see sec. 4.2), all other sensors sit outside the WGTS cryostat and
therefore the uncertainty on the corresponding input parameter of the gas dynamics
simulation would exceed the 0.2 % requirement on the column density N . Further-
more it needs to be stressed that the uncertainty on the dimensionless flow rate
coefficients GP and GT is about 2 % [Sha97, SS98], already exceeding the column
density uncertainty budget of 0.2 % [KAT05].
4.3.1.1. Gas and surface characteristics
In order to constrain the input parameters for the density profile calculation, let
us start with the characteristics of the circulated gas, viscosity η, accommodation
coefficient α and mass of the molecule m. The mass is determined by the circulated
gas species and considered known. However, for tritium there is no data available
for the accommodation coefficient α or the viscosity η at 30 K. These quantities
53
54 4. Source modelling
are estimated from either deuterium or helium data and therefore have quite large
uncertainties as discussed in the following.
Accommodation coefficient As introduced in sec. 4.1.2, the accommodation co-
efficient α determines the viscous slip coefficient σP and the thermal slip coefficient
σT [SS98]. However, the thermal slip coefficient σT can be treated as independent of
α if compared to the viscous slip coefficient’s σP(α) [Sha04b]. The physical mean-
ing of α is the fraction of gas molecules that scatter diffusely off the beam tube
wall. Consequently, (1−α) molecules undergo specular reflection. Diffuse scattering
means that the gas particles lose all initial information. They are thermalised with
the beam tube wall temperature and have velocities according to the Maxwell distri-
bution. In contrast, specular reflection means that the gas molecules retain angular
distribution and velocity of the gas molecules. The first to work out a model for the
diffuse scattering was Knudsen [Knu09] who used the cosine law, nowadays known
as Lamberts law, to describe the reflection of the gas molecules. Cercignani and
Lampis [CL71] split up the accommodation coefficient into a perpendicular and a
tangential part relative to the surface and thereby derived an improved version of
Knudsen’s scattering kernel. Recent measurements of the (tangential) accommoda-
tion coefficient of helium on stainless steel at room temperature resulted in a value
of 0.912± 0.004 [Had+12]. Since the beam tube surface of the WGTS is also stain-
less steel but the temperature is one order of magnitude lower than in [Had+12],
α = 0.9 is taken as an extreme lower limit. It is considered safe to assume full
accommodation, that is α = 1, as standard value for tritium in the WGTS.
Viscosity Similar to the non-existing data for α, measured values for the tritium
viscosity ηT2 at 30 K are also not available. Therefore it is derived from hydrogen
and deuterium using the mass ratio of the isotopologues. Assael et al. relate the







However, they find that eq. (4.17) using hydrogen data from [AMW86] states a 7 %
overstated value of ηD2 compared to measurements [AMW87]. Such an overstate-
ment presumably exists also in the tritium-deuterium viscosity relation; however due
to the smaller relative mass difference it is assumed to be below 7 %. It is there-






· ηD2 ≈ 2.425× 10−6 Pa s. (4.18)
Using the 7 % difference between deuterium data and estimation via eq. (4.17), the
uncertainty on the estimated tritium viscosity eq. (4.18) is taken to be 10 %.
4.3.1.2. End effects (A1, A3)
Over a wide range, the gas flow in the WGTS tube can be considered a fully devel-
oped flow. However, in the inlet as well as in the outlet regions, local distortions from
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the fully developed flow may occur. As 99 % of the gas is inside the central beam
tube, one might consider using only the central beam tube calculation to estimate
the column density. If doing so, the end effect correction can be used to account for
the fact that the inlet and outlet should be modelled in 2D. Both end effects cause
distortions on the order of cm [Kuc16, Kuc+18]. They can be accounted for using
an effective length in solving eq. (4.12) [SS98, PVS14] which enables use of 1D calcu-
lations for the whole beam tube. The usage of the effective length causes differences
in mass flow rate M˙ and throughput q of up to 5 %. However the effective length
causes opposite effects for inlet and outlet regions, leading to partial cancellation
when integrating the density profile. Therefore, the column density is only affected
to less than 1 % [Kuc+18].
4.3.1.3. Pseudo-3D profile
An inherent limitation of the 1D calculation is the non-treatment of an azimuthal
temperature gradient. As shown in sec. 4.2.3, the heat load from the pump ports
can cause a warming of the parts of the beam tube that are not in contact with
the 2-phase neon cooling. Therefore, an azimuthal temperature gradient can cause
radial and azimuthal flow and thereby change the density distribution. The max-
imum of the azimuthal temperature distribution is determined by the longitudinal
temperature gradient, which was shown to be about 0.5 K between the centre and
the end of the central beam tube (see sec. 4.2.3). Due to this limited gradient of
∆T/L ≈ 0.1 K/m, we can treat longitudinal and azimuthal flow separately [Sha09].
Assuming a maximal temperature deviation of 1 K, the resulting average column
density difference compared to the 1D isothermal calculation is 0.15 % [Kuc+18].
Pre-calculated azimuthal density distributions can be used to correct for a given
temperature profile by weighing them with the maximum temperature difference at
a certain cross-section. Thereby, a pseudo-3D density profile can be derived, describ-
ing the density distribution at every point in the central WGTS beam tube [Ho¨t12,
Kuc16, Kuc+18].
4.3.2. Pumping section - DPS1 (B1-B3)
The density distribution in the pump ports defines the outlet pressure of the central
beam tube. Due to the small rarefaction parameter δ ≤ 0.5 in the pumping section
of the WGTS, the flow is no longer viscous and can therefore no longer be treated
in 1D. Full 3D simulations are required to model the complex geometry of the pump
ports (compare B1 and B3 in fig. 4.6) [Kuc+18].
4.3.2.1. First pump port (B1)
At the entrance of the first pump port, the gas is in the transitional regime with
δ ≈ 0.5. A direct simulation Monte Carlo DSMC [Bir94] approach with 107 particles
is chosen for numerical calculations of the density distribution. The geometry is
simplified where possible to reduce computational costs. For example, the tubes
connecting pump port and TMPs are replaced by pumping probabilities Wpump. A
55
56 4. Source modelling
pumping probability of 0.36 is estimated for these tubes, however their geometry
might cause a reduced pumping probability. Therefore, calculations are carried out
for WB1pump = 0.2 and 0.4 [Kuc16, Kuc+18]. Further input to the calculations is the
density distribution at the end of the beam tube as expected from the 1D calculations
described in sec. 4.3.1. In order to ensure a smooth transition, an overlapping region
of 0.32 m length between the two geometries is used. Results for WB1pump = 0.2 (0.4)
as well as the connection to the central beam tube calculation are shown in fig.4.7.
From WB1pump = 0.2 (0.4), an outlet density at the end of the WGTS beam tube is
estimated to 2 (1) % [Kuc16, Kuc+18] of the inlet density with a pump port column
density contribution of about 0.01 %. The 2 (1) % outlet pressure estimates are
considered the upper (lower) limit for nominal conditions.




















Figure 4.7.: Transition between central tube and DPS1 PP1. The start of
the overlapping region is marked by begin pump port calculation. Figure
adapted from ref. [Kuc+18].
4.3.2.2. Tube connecting the pump ports (B2)
The tube between the pump ports can be simulated in 2D by a transitional flow
as O(δ) ≈ 10−1. Using the transitional flow interface of COMSOL Multiphysics
(version 5.0) [COM14], an isothermal approach is applied to solve the Boltzmann
equation. The isothermal approach is considered adequate since investigations with
a temperature difference of 6 K [Kuc16] revealed pressure differences for this region
of about 5 %. This has negligible impact on the global column density considering
this region’s column density of 0.3 % [Kuc16, Kuc+18]. It has to be noted that
the uncertainty of the outlet pressure from PP1 (sec. 4.3.2.1) is propagated into
this region, causing a larger uncertainty for the density distribution in B2 than the
inherent 5 % of the B2 model.
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4.3.2.3. Second pump port (B3)
Considering the small rarefaction parameter δ ≈ 10−2, the last part of the WGTS
gas model geometry can be modelled using a molecular flow approach. As the tem-
perature changes significantly from about 30 K at the second pump port (PP2) to
room temperature at the WGTS exit (connection to DPS2-F and rear section re-
spectively), the 3D molecular flow interface of COMSOL [COM14] is applied [Kuc16,
Kuc+18]. It has to be noted that the uncertainty of the outlet pressure of the cen-
tral beam tube is propagated all the way to this domain, causing relatively large
uncertainties on the density distribution. However, as this region contributes the
least to the overall column density, its effect on the global column density can be
neglected [Kuc16].
4.3.3. Complete gas model
The baseline to connect the different domains of the WGTS gas model is the calcu-
lation of the gas flow in the central 10 m long beam tube. Inlet and outlet regions
are scaled accordingly, propagating uncertainties on the outlet pressure of the cen-
tral beam tube all the way down to the global outlet pressure of the WGTS. The
composite density distribution for the complete WGTS is shown in fig. 4.8. Over-
all reduction factors for gas flow and density are calculated to be about 400 and
2000 [Kuc+18].
Since the uncertainty of the pure simulation of the column density is exceeding the
requirement of 0.2 % by one order of magnitude, it is necessary that a measurement
of the column density is used as calibration for the overall column density. Once
calibrated, the source model gives a precise prediction of column density changes
considering changes of operating parameters such as temperature and inlet pres-
sure [Kuc16, Kuc+18]. The following section gives an overview of such a calibration
measurement, its requirements, and potential outcome.
4.3.4. Calibration of the column density
As outlined in the previous sections, the uncertainty on the column density due
to uncertainties of the simulation parameters of the density profile exceeds the re-
quirement of 0.2 % by about one order of magnitude. However, in terms of neutrino
mass analysis, it is not the column density that enters the analysis, but the prod-
uct of column density N and total inelastic electron-gas scattering cross section σ
via calculation of the scattering probabilities (compare sec. 2.2.1) [Kuc16, Kuc+18,
Kle+18]. This product needs to be known to
∆(N · σ)
N · σ ≤ 0.2 %. (4.19)
As the uncertainty on the inelastic scattering cross-section is stated with 2 % [Ase+00],
it is absolutely necessary to determine N ·σ from a dedicated measurement to reach
the 0.2 % requirement.
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Figure 4.8.: Longitudinal density distribution in the complete WGTS. The
uncertainty band arises from propagation of the uncertainty of the out-
let pressure of the central beam tube. The vertical dotted black lines
state the dimensions of the two pump ports. Figure adapted from
ref. [Kuc+18].
For this dedicated measurement, an electron gun (e-gun) is used, which is installed
at the rear section of the Katrin experiment (compare sec. 2.2.2) [Bab14, Hei15].
The angular selective e-gun produces mono-energetic electrons of energy Ee0 which
are sent through the WGTS and detected with the focal plane detector (FPD) 70 m
distant, at the other end of the Katrin beam line (compare sec. 2.2). In order to
determine the initial electron rate of the beam N˙e(0), a reference measurement with
evacuated WGTS (pressure below 10−6 mbar) is conducted before filling the WGTS
with gas.
The product N ·σ determines the probability for e-gun electrons to cross the WGTS
without scattering P0, which can be calculated via
N˙e(N ) = P0(N ) · N˙e(0), (4.20)
with N˙e(N ) the e-gun rate at filled WGTS. N ·σ is then linked by Poisson probability
N · σ = − lnP0, (4.21)
for the case of zero pitch angle θ = 0 electrons. With an e-gun rate of 105 s−1 stable
on the per-mille level, a measurement time of about 3 min is required to reach 0.1 %
precision at nominal column density N = 5× 1021 m−2 [Kuc+18]. With the 0.1 %
stable e-gun beam plus the finite angular resolution of the e-gun (simulated angular
spread of 0.73° in 3.6 T WGTS field at zero e-gun tilt angle [Bab14]), a relative
uncertainty of the e-gun determined N · σ of
∆(N · σ)
N · σ ≤ 0.15 % (4.22)
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is calculated [Kuc16]. The e-gun determined N ·σ can then be used to calibrate the
density profile calculation. Though the uncertainty of the scattering cross-section σ
prevents translation of N · σ to N with the 0.15 % uncertainty, it enables use of the
calibrated density profile for prediction of column density changes with the required
uncertainty [Kuc16, Kuc+18]. Since changes of the column density can be modelled
on the per-mille level or better [Kuc+18], the total uncertainty of the gas model is in
fact determined by the measurement of the e-gun. The next section will present the
neutrino mass uncertainty resulting from the accuracy of the e-gun measurement.
4.3.5. Neutrino mass uncertainty
With the product of column density and scattering cross-section N · σ being con-
strained to 0.2 % by the measurement described in sec. 4.3.4, the resulting neutrino
mass uncertainty can be estimated from ensemble tests [Kle14, Kle+18, Kuc+18].
The investigations were performed by L. Kuckert [Kuc16] and are briefly summarised
below.
 The dominating effect is the first order effect of having a 0.2 % different N · σ
in the model and the generated data. It results in a neutrino mass squared




= (−2.62± 0.25) · 10−3 eV2. (4.23)
 The second order effect of the accuracy of the gas density profile (difference of
up to 5 % from two different models) for fixed column density yields a neutrino




= (−0.75± 0.24) · 10−3 eV2. (4.24)
 Another second order effect is the limited column density accuracy of 2 % while




= (−0.26± 0.25) · 10−3 eV2. (4.25)
 A combined ensemble test of all above mentioned effects yields the total gas




= (−3.06± 0.24) · 10−3 eV2. (4.26)
A summary of the outlined gas dynamics related systematic uncertainties on the
neutrino mass is given in fig. 4.9 [Kuc+18]. It can be concluded that the Design
Report estimated uncertainty can not be met if the Design Report requirement is
interpreted as an accuracy requirement. However, it has been shown that relative
changes can be modelled with an uncertainty well below the requirement [Kuc16,
Kuc+18]. Furthermore, the estimated neutrino mass uncertainty from the accuracy
of the gas model in combination with calibration by the RS e-gun is well below the
limit of a single systematic uncertainty if assuming that the number of systematic
uncertainties in the Design Report is complete. The overall Katrin systematic un-
certainty budget is currently undergoing a detailed revision [Sei19] which will reveal
whether the uncertainty of the described e-gun measurement needs to be improved
to reduce the systematic uncertainty related to the gas dynamics description.
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Figure 4.9.: Gas dynamics related neutrino mass uncertainty. The differ-
ent effects investigated in [Kuc16, Kuc+18] and the requirement from
the Design Report [KAT05] are shown. For further details, see text
or [Kuc+18]. Figure adapted from ref. [Kuc+18].
4.4. Gas dynamics model, First Tritium set-up
In the last three years, Katrin has achieved several commissioning milestones and
will start neutrino mass data taking in early 2019. The first transmission of tritium
β-decay electrons presents the latest major achievement towards long-term neutrino
mass operation (compare chapter 5). For the first time, trace amounts of tritium
were injected into the WGTS and the β-decay electrons were observed with the FPD
detector on the other end of the Katrin set-up.
This section will present the gas dynamics model developed from scratch specifically
for the First Tritium campaign and discuss the uncertainty on the modelled gas
distribution and consequently the uncertainty on the modelled column density.
4.4.1. Statement of the problem
The notation used throughout this section will be the same as in the introduction
sec. 4.1 and the description of the gas dynamics for the nominal Katrin set-up
sec. 4.3, however the gas specific characteristics as viscosity will be used for deu-
terium. The major difference between the First Tritium setup and the nominal
Katrin operation was the tritium concentration T. In nominal set-up, the tritium
concentration will be T ≥ 0.95 while in the First Tritium set-up trace amounts
T ≈ 5× 10−3 were used with deuterium as carrier gas. A further difference to the
nominal set-up arises from the non-availability of the e-gun during the First Tritium
campaign. Since no e-gun means no possibility to calibrate the calculated column
density as outlined in sec. 4.3.4, different procedures need to be used to estimate the
input parameters for the gas profile calculation.
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4.4.1.1. Choice of input parameters
As outlined in sec. 4.3, the dominant uncertainty in the calculation of the column
density is the uncertainty on the pre-calculated dimensionless Poiseuille and thermal
creep coefficients GP and GT of about 2 %. Since this presents the lower uncertainty
limit of the column densityN achievable from calculations, it was decided to perform
calculations for the central beam tube only. Using the list of input parameters in
sec. 4.3.1, two possibilities are left:
 Estimate the injection rate and therefore the throughput of the WGTS from
the flow meter between the two buffer vessels of the inner loop (see fig. 3.1).
Then use the throughput to calculate the mass flow rate and recursively esti-
mate the density profile.
 Estimate the injection pressure from the measured pressure at the krypton
capillary. The krypton capillary is used for the injection of krypton into the
injection chamber (shown in fig. 3.4) in the high temperature mode of the
WGTS and is equipped with a pressure sensor.
When operating the inner loop in a closed circle, there is no additional source of
gas between pressure controlled buffer vessel at pB and the injection chamber at pch
which in turn defines the injection pressure into the beam tube, pin. During the
start-up of the gas circulation, gas might adsorb on the wall of the capillary feeding
the injection chamber and thereby cause a reduction of the initial mass flow rate.
However, once stable circulation is established in terms of buffer vessel pressure
stability on the per-mille level, there is no decrease or increase of the mass flow
rate between buffer vessel and injection chamber. This would enable estimation of
the mass flow rate and thereby the throughput of the WGTS from the flow meter
measurement.
Calculating the injection pressure from the pressure gauge at the krypton capillary
on the other hand requires solving two differential equations, one to translate the
pressure at the gauge (room temperature) into a pressure at the injection chamber
(30 K) and one to translate the pressure from injection chamber to the inlet pressure
in the beam tube itself.
It is therefore considered reasonable to use the flow meter and the pressure in the
buffer vessel to estimate the injection rate into the WGTS source tube. Then one can
apply a finite difference scheme to solve for the longitudinal density distribution and
thereby estimate the column density. The pressure gauge at the krypton capillary
will be used as a cross-check for the recursively calculated injection pressure.
4.4.1.2. Choice of methods to calculate the column density
Due to the importance of the column density for the modelling of the measured
β-decay spectrum, two different methods are used to estimate the density profile
from the injection rate. One is the phenomenological formula found by Knud-
sen [Knu09] (introduced in sec. 4.1.1) and the other one is solving the Boltzmann
equation by applying a finite difference scheme [Sha97, SS98, Sha08, Sha16] (intro-
duced in sec. 4.1.2). Integrating each density profile yields the respective column
density estimate.
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The calculations of the gas profile are done only for pure deuterium, as about 93 %
of the circulated gas consists of D2, about 5.5 % of HD, and about 1 % of DT (also
compare sec. 5.1). Other isotopologues such as T2 and H2 are present in negligible
amounts. Investigations by Sharipov and Kalempa on separation phenomena using
95 % T2 and 5 % H2 [SK05] revealed that separation phenomena for this extreme
configuration can be neglected. They found a concentration column for H2 of 4.94 %,
which is very close to the injection concentration of 5 %. Therefrom, Sharipov and
Kalempa concluded that separation phenomena for this most extreme configuration
(H2 is the lightest and T2 the heaviest hydrogen isotopologue) are negligible and
that the density distribution of T2 is not affected by the 5 % H2. Moreover, they
also investigated separation phenomena for gas injected with 10 % DT concentration
and 90 % T2 [SK10], which is a mass configuration closer to the First Tritium set-
up. Since the mass difference of these isotopologues is even smaller, they found the
separation effects to be negligible and the column concentration of DT equal to the
injection concentration. From the findings of Sharipov and Kalempa it is concluded
that a treatment of the gas as pure deuterium D2 is a valid assumption from the gas
dynamics perspective.
4.4.2. Derivation of the injection rate
As outlined in sec. 4.4.1.1, the input of choice for the density profile derivation is the
flow rate measured by the flow meter between the two buffer vessels. This section
will now present the derivation of the mass flow rate that is injected into the WGTS
beam tube and builds up the density profile.
Remembering the inner loop flow chart from fig. 3.1, the value measured by the flow
meter between the buffer vessels is not exactly the injection rate. The valve between
the two buffer vessels regulates the gas flow between the vessels in order to stabilise
the pressure controlled buffer vessel. A stable buffer vessel in closed loop operation
results in a stable injection rate, however the flow rate measured by the flow meter
may undergo fluctuations due to the regulating valve. Therefore, a translation from
pressure controlled buffer vessel to an injection rate is necessary. Using times of
stable gas circulation, we can calibrate the injection rate into the WGTS qin using
the pressure in the pressure controlled buffer vessel pb.
Since the gas starts in the viscous regime at the buffer vessel and reaches transitional
flow at the injection chamber, the form for the fit function qin(pb) can be determined
by Knudsen’s intermediate flow formula [Knu09], given in eq. (4.7) to
qin(pb) = m · p2b + c · pb. (4.27)
Unit conversion It needs to be stressed that the flow meter (see fig. 3.1) measures
the gas flow q in sccm, while a conversion to mbar l s−1 is appropriate for the esti-
mation of the injection rate. The conversion is done via a factor of 0.01689189 as
recommended by NIST [RH09]. Furthermore, the zero offset of the flow meter needs
to be considered, it shows about −3 sccm for zero gas flow.
The time windows chosen to estimate the relation between pressure controlled buffer
vessel and injection rate can be found in tab. A.1. Fig. 4.10 shows the retrieved
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relation between pressure controlled buffer vessel and the injection rate. It can
be seen that the fit formula fits the data well with resulting estimates of the fit
parameters according to tab. 4.1.
Figure 4.10.: Relation between pressure controlled buffer vessel and injec-
tion rate. The fit parabola from eq. (4.27) describes the relation well.
Table 4.1.: Pressure to injection rate fit parameters. Fit function according
to eq. (4.27), qin(pb) = m · p2b + c · pb (also see fig. 4.10).
parameter estimate uncertainty
m (l s−1 mbar−1) 7.2× 10−3 6.7× 10−7
c (l s−1) 3.2× 10−3 5.6× 10−6
The relation between buffer vessel pressure and injection rate is identified as the
conductivity of the system. According to eq. (4.4) this is the ratio between the
injection rate and the pressure controlled buffer vessel pressure (neglecting the in-
jection pressure pin which is four orders of magnitude lower than pb).
4.4.3. Intermediate Knudsen flow
As introduced in sec. 4.1.1, the intermediate Knudsen formula [Knu09] can be used
to get a fast and simple estimation of the density profile in the WGTS beam tube,
depending on input parameters injection flow rate qin, temperature T , and the pres-
sure ratio pout/pin. The pressure profile ∂p/∂z can be derived by solving the dif-
ferential equation eq. (4.10) and using the gas characteristics such as mass and
viscosity [Glu¨03].
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From eq. (4.10) (with q = qin), we can derive an equation for pin by variable sepa-
ration and integration. Using the boundary conditions p(z = 0) = pin and a fixed






with A = 0.5Dvis · (1 − a2p), B = X Dmol · (1 − ap) and C = −qin L. Iteratively
solving eq. (4.28) for pin until convergence
7 yields the inlet pressure pin. Integrating
eq. (4.7) from z = 0 to z enables a simple formula for the pressure profile, using the




B′2 − 4A′C ′
2A′ , (4.29)
with A′ = 0.5Dvis, B′ = X Dmol and C ′ = qin z − A′ p2in − B′ pin. Obtaining the
number density profile is then trivial via eq. (4.2).
4.4.3.1. Temperature dependence
It has to be stressed that the formula eq. (4.29) derived from [Knu09, Glu¨03] assumes
constant temperature along the beam tube when solving for pin. Calculating the
column density for a beam tube temperature of T = 30 K and 30.5 K yields a column
density difference of 0.2 % when adapting the viscosity according to its temperature
dependence stated in [AMW87]. Since the deuterium viscosity change from 30 K to
30.5 K is about 1.7 % and the quoted uncertainty on the viscosity is 2 %, we can also
use the same viscosity for both temperatures, resulting in a column density difference
of 0.8 %. This difference is the upper limit of the temperature related uncertainty to
the Knudsen flow since it assumes 0.5 K temperature difference for the whole beam
tube. As shown in sec. 4.2.3, the longitudinal temperature deviation only reaches
0.5 K at the rear end of the beam tube; therefore the realistic effect on the column
density is even smaller.
4.4.3.2. Pure tritium
In order do get an estimate for the uncertainty of this alternative calculation of
the column density, the result is compared to calculations by F. Sharipov for pure
tritium [Sha04a]. Using the same conditions (T = 27 K, qin = 1.853 mbar l s−1,
pout = 0 and Lfront = Lrear = L = 5 m, and viscosity according to eq. (4.18)8), the
Knudsen flow results in a column density of N = 4.98× 1021 m−2.
Compared to the 5× 1021 m−2 estimate of Sharipov, this is a deviation of 0.4 %. As
discussed in sec. 4.1.1, this is within the uncertainty of the intermediate Knudsen
formula. It has to be noted that the estimate of Sharipov has a model-related
uncertainty of 2 % [Sha04a], so it can be concluded that the Knudsen formula can
be used as a simple cross-check of calculations based on solving the Boltzmann
equation.





8Including the temperature dependence of the deuterium viscosity according to [AMW87].
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4.4.3.3. Pure deuterium
Repeating the calculations from sec. 4.4.3.2 with the same input parameters but
with pure deuterium as gas (also adapting the viscosity) results in a column density
of 4.48× 1021 m−2. Due to the lighter mass of the deuterium, causing a larger most
probable speed vm at the same temperature, it is expected that the column density
for deuterium compared to tritium is about 10 % lower.
For realistic input parameters (T = 30 K, qin = 1.85 mbar l s−1, pout/pin = 0.02,
Lfront = 5.0075 m, Lrear = 5.0745 m), the Knudsen-based column density estimate is
N = 4.52× 1021 m−2. (4.30)
4.4.4. Boltzmann equation
As described in sec. 4.3.4, the nominal set-up requires a calibration of the column
density in order to reach the necessary accuracy. The calibration by the e-gun enables
one to find the input parameters for the density profile calculation such that the
estimated column density and the WGTS flow rate match the e-gun measurement.
However, as described in sec. 4.4.1, the e-gun was not available during the First
Tritium campaign. Furthermore, the gas model before this thesis was only able to
deal with pure tritium T2. Therefore, in the course of this thesis, the intermediate
Knudsen flow was implemented which can be used to calculate the density profile
and column density for deuterium and tritium, directly using the injection rate.
One drawback of the Knudsen implementation (compare sec. 4.4.3.1) is its lack of
modelling temperature gradients. As introduced in sec. 4.1.2, solving the Boltzmann
equation is one way to include temperature gradients. In contrast to the Knudsen
formula, eq. (4.12) can deal with temperature driven flow. Therefore, another type
of gas model was implemented, which is similar to the one described in sec. 4.3.1 but
uses the WGTS flow rate as an input parameter instead of an output parameter.
Furthermore, the new implementation is generalised for dealing with tritium and
deuterium. Describing hydrogen gas dynamics would only require including the
hydrogen viscosity from [AMW86].
4.4.4.1. Determining the density profile
The principle for deriving the density profile remains the same as in sec. 4.3.1.
Converting the injection rate into a mass flow rate enables iterative calculation of
the pressure profile using eq. (4.12) and the formulas for the dimensionless Poiseuille
and thermal flow rates GP (4.13) and GT (4.14). The mass flow rate M˙ can be




It has to be stressed that the gas flow q has to be scaled with the temperature,
while the mass flow rate M˙ is temperature independent and constant provided there
is no additional source of gas. Knowing the mass flow rate, we can recursively
calculate the pressure profile via a finite numerical difference scheme, which also
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enables one to account for a longitudinal temperature gradient via GT. In order to
ensure the desired ratio of outlet to inlet pressure, this finite difference scheme is
applied until pout/pin converges while respecting the temperature profile. Similarly
to the Knudsen flow, converting the converged pressure profile into a density profile
is trivial via eq. (4.2) and integration of the latter yields the column densityN . Since
the dimensionless flow rates GP (4.13) and GT (4.14) are parametrised in terms of
the rarefaction parameter δ, they are gas species independent.
4.4.4.2. Pure tritium
Similarly to the intermediate Knudsen flow, an important cross-check for this new
density profile implementation is the reproduction of the results from F. Sharipov
for pure tritium [Sha04a]. Using the same settings (T = 27 K, qin = 1.853 mbar l s−1,
pout = 0 and Lfront = Lrear = L = 5 m and viscosity according to eq. (4.18)9), results
in a column density of N = 4.95× 1021 m−2.
Compared to the Sharipov estimation, this is a 1 % difference. However, this is within
the modelling uncertainty and might well be due to the interpolation formulae used
for GP (see eq. (4.13)) and GT (see eq. (4.14)).
4.4.4.3. Pure deuterium
Using the same settings as in sec. 4.4.4.2 but changing the gas species to D2 yields
a column density of 4.44× 1021 m−2.
For realistic input parameters (T = 30 K, qin = 1.85 mbar l s−1, pout/pin = 0.02,
Lfront = 5.0075 m, Lrear = 5.0745 m), the estimated column density is
N = 4.49× 1021 m−2. (4.32)
This agrees with the Knudsen estimate within 0.7 % and highlights the cross-check
possibility of the two methods. Differences between the two methods are marginal,
which can also be seen in fig. 4.11. Towards both ends, the density profile difference
increases and reaches maximum at about 8 %. However, this difference in density
profile only weakly affects the estimated column density: the column density differ-
ence is 0.7 %. The good agreement in column density though resulting in different
density profiles also is shown in [Kuc+18]. There, we investigate whether a change
in outlet pressure would change the column density and find the injection pressure
to have a much stronger influence on the column density. Since the pressure sen-
sors at the TMPs at PP1-F and PP1-R show the same pressure during stable gas
circulation, the same pressure ratio is used for front and rear side.
4.4.5. Column density, injection rate and pressure controlled
buffer vessel
During the First Tritium commissioning phase, several column densities were tested
in order to show stable gas circulation and data taking at different column densities.
9Estimating the temperature dependence of the tritium viscosity from the deuterium viscosity
according to Assael et al. [AMW87].
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Figure 4.11.: Realistic density profile for Knudsen and Boltzmann ap-
proaches. The temperature distribution and injection rate qin =
1.85 mbar l s−1 are as during First Tritium (compare fig. 4.5). The
upper plot shows the density distribution relative to the injection den-
sity, the lower plot the relative deviation between Knudsen (solid blue)
and Boltzmann (dashed red) derived density profile.
The parameters of the inner loop system controlling the column density are the flow
rate q between the buffer vessels and the pressure of the pressure controlled buffer
vessel pb. Using the conductivity calibration points from fig. 4.10, we can get the
relations between calculated injection rate and column density (see fig. 4.12) as well
as between pressure controlled buffer vessel and column density (see fig. 4.13). It
can be seen from figs. 4.12 and 4.13 that the two estimations of the column density
deviate with smaller injection rate, and that the column density depends almost
linearly on the pressure in the pressure controlled buffer vessel over a wide pressure
range.
4.4.6. Discussion of sources of uncertainties
In order to estimate the uncertainty on the calculated column density for both meth-
ods, Knudsen and solving the Boltzmann equation, the uncertainties of the input
parameters need to be considered. For the total uncertainty, the model dependent
uncertainty also has to be added, which is assumed to be uncorrelated with the
input parameters. In the following the input parameters for the models plus their
uncertainty will be discussed. Since the stability of the input parameters, such as
outlet pressure or injection rate, are orders of magnitude better than the uncertainty
on their absolute value, the column density uncertainty will only be evaluated for
their systematic effect.
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Figure 4.12.: Relation between column density and injection rate. Constant
beam tube temperature of 30 K assumed. The upper plot shows the
relation between column density and injection rate, while the lower
plot states the relative difference between the Knudsen and Boltzmann
based gas model.
Temperature The temperature along the beam tube has a small gradient of about
∆T = 0.5 K towards the rear side. Furthermore, the lowest temperature reading
of a Pt500 sensor shows 30 K, which is taken as the lower limit. A conservative
estimation assumes this temperature difference for the whole beam tube; as we will
see the temperature related uncertainty on the column density is negligible compared
to the other uncertainties.
Injection rate The flow meter has an accuracy of 1 %, communications with the
operators however resulted in a conservative estimation of 2.5 % [Stu18]. This in-
creased uncertainty also accounts for the fact that the flow meter calibration mea-
surement described in sec. 4.4.2 is used to estimate the injection rate. To date, it
is not clear whether the assumption of no additional gas source between pressure
controlled buffer vessel and injection chamber fully describes the relation between
pressure controlled buffer vessel and injection rate.
Outlet to inlet pressure ratio From the TMP pressure sensors we know that the
ratio for front and rear side is the same. However its absolute value is not yet
determined. Simulations by F. Sharipov with the nominal gas model showed a value
between 1 % and 2 %; but higher or lower values are also possible. Therefore, a
conservative lower value of 0 is assumed and an upper value of 5 %.
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Figure 4.13.: Relation between column density and pressure in the pressure
controlled buffer vessel. A constant beam tube temperature of 30 K
is assumed.
Deuterium viscosity Assael et at. [AMW87] state a 2 % uncertainty on their esti-
mated deuterium viscosity values.
Accommodation coefficient As outlined in sec. 4.3.1, there exist no measure-
ments of the accommodation of deuterium or hydrogen in the temperature regime
we are interested in. Hadj et al give a value of α = 0.912 ± 0.004 [Had+12] for
the accommodation coefficient of helium on warm stainless steel. Therefore, a con-
servative value of α = 0.9 is taken as lower limit of the accommodation coefficient
of deuterium at 30 K, while the upper limit is 1 (full accommodation). It has to
be noted that accounting for the accommodation coefficient is only possible in the
‘Boltzmann’ density model via the dimensionless flow rates GP and GT.
4.4.7. Estimation of the (deuterium) column density uncertainty
In order to see the effects of the uncertainties of the individual input parameters
on the column density, each parameter is varied separately and the corresponding
column density calculated. For example, the viscosity depends on the temperature,
therefore changes in this one parameter propagate changes to all other parameters.
Input parameter effects on the column density estimate The result of deflect-
ing one input parameter (which might influence others) is shown in fig. 4.14. For
both simulation variants, we can see similar effects. We also see the previous state-
ment, that the temperature dependence of the column density estimation is rather
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Table 4.2.: Column density input systematics. The input parameters for the
column density estimation according to sec. 4.4.3.3 and sec. 4.4.4.3. The
values are drawn from these parameters assuming they are Gaussian dis-
tributed. Statistical variation of the parameters is ignored since the sta-
bility is orders of magnitude better than the accuracy.
quantity estimate uncertainty or range
Tin (K) 30.0168 0.5
qin (mbar l s
−1) 1.85 0.025 · 1.85
pout/pin 0.02 [0− 0.05]
ηD2 (10
−6 Pa s) 2.084 0.02 · 2.084






























Figure 4.14.: Input parameter effects on column density. The left plot shows
the effects on the Knudsen estimated column density, the right plot
shows the effects on the Boltzmann equation estimated column den-
sity. The abscissa refers to the range between parameter’s lower limit,
standard value, and upper limit.
weak compared to the other effects, verified. The largest difference occurs due to
the accommodation coefficient, which causes substantial changes to the Boltzmann
estimated column density, but which is not included in the Knudsen model. On the
other hand, none of the input parameter effects exceed the model uncertainty itself,
which is about 6− 7 % for the Knudsen model and (conservatively estimated), and
4 % for the Boltzmann model.
Column density distribution from uncorrelated input parameters As shown
above, the dependence of the column density on the temperature is negligible com-
pared to the other input parameters. Since the temperature is the only parameter
that directly affects other parameters (namely the viscosity), neglecting tempera-
ture uncertainties enables uncorrelated treatment of the input parameters. We can
now draw the individual parameters from a Gaussian distribution centred at the
estimated value from tab. 4.2, with σ defined by the parameter’s uncertainty. Some
of the parameters face upper and lower limits such as the accommodation coefficient
α ≤ 1 or the outlet to inlet pressure ratio pout/pin ≥ 0. Those are considered in the
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underlying distributions.
Drawing 104 times from these distributions and estimating the column density yields
a distribution of the column density. From that distribution, we can estimate the
lower and upper uncertainty of the column density related to input parameters.
Using the column density calculated with best estimate input parameters as central
value, searching the 1σ confidence interval yields the upper and lower uncertainty
respectively.





× 1021 m−2, (4.33)
which evaluates to an input parameter related uncertainty on the column density of
2 %, compare fig. 4.15.






× 1021 m−2, (4.34)
which evaluates to an input parameter related uncertainty on the column density of
+3 % (−4 %). Note that the Boltzmann method has a larger uncertainty than the
Knudsen model because of inclusion of variations on the accommodation coefficient
α. This also explains why the distribution of the Boltzmann estimated column
density is slightly skewed; it is because the input parameter α has a distribution



















Figure 4.15.: Systematic distribution of column density due to input pa-
rameters. The left plot shows the effects on the Knudsen estimated
column density, the right plot shows the effects on the Boltzmann equa-
tion estimated column density.
Total uncertainty on the column density In order to get the total column density
uncertainty for the First Tritium set-up, the input parameter estimated uncertainty
and the model dependent uncertainty have to be added. Since they are uncorrelated,
we can use the square root of the squared sum.





× 1021 m−2, (4.35)
which is a relative uncertainty of ±7 %. As expected, the model related uncertainty
of 7 % dominates over the input related uncertainty of 2 %.
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× 1021 m−2, (4.36)
which equals a relative uncertainty of +5 % (−6 %). Here, the input parameters
uncertainty cannot be neglected because it is comparable to the model related un-
certainty of (conservatively estimated) 4 %.
4.4.8. Estimation of injection pressure from krypton capillary
pressure
Due to the non-availability of the e-gun during the First Tritium campaign, other
methods have to be used to access the validity of the gas dynamics simulations. One
of them is using the pressure measured in the krypton capillary, attached to the in-
jection chamber. The krypton capillary is the analogue of the tritium capillary, and
is used to inject krypton in the high temperature mode of the WGTS. During First
Tritium, the injection chamber was filled via the tritium capillary while the valve
after the krypton capillary pressure sensor was closed, compare fig. 4.16. The closed
valve prevents a mass flow as through an open tube, however the temperature dif-
ference between injection chamber at 30 K and pressure sensor at room temperature
requires solving a differential equation to translate the pressure sensor measurement
into an injection chamber pressure. Furthermore, the injection pressure in the beam
tube requires another differential equation to account for the gas flow through the
injection capillaries (compare fig. 4.16 and fig. 3.4). The following section will deal
with solving the two differential equations to estimate the injection pressure from











TKr = 295 K
pch, Tch = 30 K
Figure 4.16.: Sketch of the krypton capillary. Geometry is not to scale. The
distance between Kr pressure sensor and injection chamber is about
7 m. Gas inflow is through the T capillary.
4.4.8.1. Krypton capillary pressure to injection chamber pressure
Since the valve behind the pressure sensor of the krypton capillary was closed for
the First Tritium measurements (compare fig. 4.16), the pressure gradient from
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the pressure sensor to the injection chamber is caused by the temperature gradi-
ent. This leads to the so-called thermomolecular pressure effect. As shown by F.
Sharipov [Sha96], we can relate the pressures at both ends of a long tube via their









if there is no gas flow between the two locations. The coefficient γ thereby depends
on many factors such as tube geometry and gas species [Sha96]. To estimate γ, a








with dimensionless flow rates QP(δ) and QT(δ), δ = δchP/T , and dimensionless
pressure P = p/pch and temperature T = T/Tch relative to the injection chamber.
The differential equation eq. (4.38) can be solved by applying a numerical difference
scheme as outlined by Sharipov [Sha96]. This estimates the pressure at the posi-
tion of the pressure gauge. However, we are interested in the other direction: we
want to use the measured pressure at the gauge to estimate the injection chamber
pressure. Therefore, a bisection search is applied until the estimated pressure at the
gauge matches the measured value, the corresponding pch is then the pressure at the
injection chamber. γ can also be estimated easily via eq. (4.37).
To solve the differential equation, we need the pre-calculated dimensionless flow
rates from Sharipov [Sha96], temperatures according to the sketch in fig. 4.16, mass
of deuterium, temperature dependent viscosity of deuterium [AMW87], α = 1, and
the diameter of the krypton capillary of 1 cm [Mar18]. Furthermore, the krypton
pressure sensor showed a reading of pKr = 12.8× 10−3 mbar during the times used
for comparison to simulations (10th June 2018). Applying the iterative numerical
difference scheme results in a pressure at the injection chamber of
pch = 6.2× 10−3 mbar and γ = 0.32. (4.39)
4.4.8.2. Injection chamber to injection pressure
With the estimate of the injection chamber pressure from sec. 4.4.8.1, we can now
calculate the injection pressure. Sharipov [Sha04a] calculated a relation between
injection chamber pressure and injection pressure for tritium by assuming a free
molecular regime. He argues that this is possible since the numerical calculations
for a short channel presented in [SS98] showed the flow rate to be independent of the
rarefaction parameter for small δ < 1. Using the orifice geometry of 2 mm diameter
and length, we can estimate the rarefaction parameter to about δch = 0.8 < 1.
Since the injection pressure is expected to be smaller than the chamber pressure, we
can state that the relation δ < 1 is satisfied and we may use the same principle as
Sharipov [Sha04b].
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With the dimensionless length L = lorifice/rorifice = 2, we can calculate the transmis-
sion probability W through an orifice via [SS98]




















With the transmission probability W , we can relate the throughput q0 = q/415 for
one of the 415 orifice to the injection pressure pin as [SS98, Sha04b]
pin = pch − q
√
2TchmD2/(pi kB)
273.15 · 415 r2orifice ·W (L)
. (4.41)
Using the pressure pch = 6.2× 10−3 mbar estimated above, the injection pressure is
estimated to be
pin = 3.12× 10−3 mbar. (4.42)
Comparing this to the injection pressure calculated from the density profile of the
Knudsen model (3.02× 10−3 mbar) and the Boltzmann estimate (2.99× 10−3 mbar)
yields a difference of 3 % and 4 %, respectively.
The agreement is remarkably good, despite the many assumptions that were made
in the estimation of the injection pressure via the krypton pressure gauge. However,
DSMC simulations for tritium by F. Sharipov [Sha10] of the ratio between injection
chamber and injection pressure suggest a larger injection pressure than estimated via
the method used in this section. Assuming that the ratio is the same for deuterium
(1.8), the estimated injection pressure would be 3.4× 10−3 mbar, which would yield
a difference to the gas dynamics model estimated injection pressure of about 12 %.
4.4.9. Discussion
Since e-gun measurements of the column density were not yet available for the First
Tritium campaign, a new way of modelling the column density was developed in this
work. The most reliable input parameter for the calculations is estimation of the in-
jection rate from a calibration of the pressure controlled buffer vessel. Furthermore,
the dominating gas species in the First Tritium campaign was deuterium instead
of tritium. Therefore, two new models were developed using the calculated injec-
tion rate as input parameter to estimate the density profile and thereby the column
density. Both models are generalised for the gas species and therefore they are also
valid for tritium. One model uses a phenomenological formula derived by Knud-
sen [Knu09] and the other is obtained from solving the Boltzmann equation [SS98].
In order to give a reliable estimation of the density profile, the temperature read-
ings of the beam tube Pt500 sensors were implemented in the simulation framework.
Both models agree within one percent in their estimated column density despite the
difference in density profiles of up to 8 %.
A cross-check of the calculated injection pressure with an estimation from the pres-
sure measured at the krypton capillary resulted in agreement with the two models
within 5− 6 %. However, the uncertainty of this estimate is not yet determined and
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may well be of the order of 10 % as shown in a comparative calculation by Sharipov.
Further comparative measurements of the column density with two different detec-
tors will be discussed in the First Tritium chapter in sec. 5.4.
In order to enable fast fitting of the measured tritium spectra, the calculations of
the column density from the injection rate were included into the automatic run
processing intermediate data layer IDLE (see sec. 2.4).
The uncertainties found for the column density estimate of the First Tritium non-
standard set-up (6 − 7 %) are one order of magnitude larger than the required un-
certainty in the nominal Katrin set-up (0.2 %). Similarly to the nominal tritium
operation gas model, a calibration measurement with the e-gun will decrease this
uncertainty and enable an accurate estimation of the column density. It has to be
noted that the gas model for the nominal tritium operation is ready to be used.
With the e-gun calibration measurements foreseen to be available, the gas model
related neutrino mass uncertainty is projected to stay within the budget for one
single systematic [Kuc+18].
4.5. Magnetic field
The magnetic field of the WGTS BS defines the starting magnetic field of the tritium
β-decay electrons. As such, it defines the maximum acceptance angle via θmax =
arcsin
√
BS/Bmax (compare eq. (2.13)). Electrons with initial polar angles larger
than θmax are magnetically reflected at the maximum magnetic field in the set-up,
Bmax
10. A lower magnetic field in the source therefore increases the fraction of
electrons reaching the detector without undergoing scattering processes. This would
increase the number of electrons in the endpoint region. Besides, the synchrotron
radiation emitted by the electrons is also related to the source magnetic field, it
decreases the kinetic energy of the electrons.
Monte Carlo investigations with a global Katrin model by S. Groh [Gro15] revealed
that the required accuracy on the source magnetic field is below 1 %. Groh gives an
allowed relative deviation range of [−8.3, 6.4] × 10−3 for the absolute value of the
source magnetic field for Design Report settings [KAT05]. This section will introduce
the most recent source model and compare it with stray field measurements before
closing with a discussion of the results.
4.5.1. Magnetic field model
As introduced in sec. 3.3.3, the magnetic field of the WGTS is defined by seven
superconducting magnets with two booster coils each. The field inside the central
10 m long beam tube is homogeneous with a slight unavoidable drop between the
long modules M1, M2, and M3 (see fig. 3.1). Fig. 4.17 shows the model of the super-
conducting magnets, with the resulting nominal 3.6 T field. Since the magnets shrink
during cool down, a cooling factor of 0.997 for the length of the modules is assumed in
the model, estimated from the linear expansion coefficient of ≈ 10 µm m−1 K−1 and
10In the nominal set-up, the maximum magnetic field is at the PCH magnet.
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a temperature difference of ≈ 300 K compared to room temperature. The shrinking
is considered to be symmetric to the centre of the WGTS, thus the positions of M1
and M3 change slightly compared to the warm WGTS. Since the superconducting
coils have axial symmetry, the resulting magnetic field is calculated via the zonal
harmonics field solver in Kassiopeia [Fur+17] (also see sec. 2.4).
upper front
upper rear







Figure 4.17.: Magnetic field map. The map shows the expected magnetic field
distribution in the x − z plane for design WGTS field (without the
earth magnetic field). The rail positions of the magnetic field measuring
system are indicated by the black arrows.
The input variables defining the modelled magnetic field are the currents (and the
number of turns). Since the WGTS magnets are operated in driven mode [Are+18c],
the currents are known at all times. The most precise and accurate measurement
of the currents is available from sensors inside the power supplies, as outlined in
sec. 3.3.3, this readout is used as input for magnetic field simulations.
4.5.2. Magnetic field measurement system
The calculation of the magnetic field of an axial symmetric, long coil is less challeng-
ing than verifying these calculations via measurements of the WGTS magnetic field.
An accuracy of better than 1 % is needed [Gro15] to be within the requirements.
Due to the technically challenging environmental conditions inside the beam tube of
the WGTS (30 K, radioactive tritium), we can not use a Hall probe to measure the
field inside. The only way into the WGTS are the outer pump ports of the WGTS
(PP2-F/R), where there are only two pumps mounted. However, the measurement
device would have to pass the tube and the first pump port (PP1-F/R) before reach-
ing the central magnetic field. In contrast to the inside, environmental conditions
are less harmful outside the WGTS, which is why it was decided to measure the
stray field of the WGTS and compare it to simulations to derive the field inside.
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In order to reach the required accuracy with stray field measurements, positioning
of the measurement device is crucial. Simulations showed that the position has to
be known to the order of 1 mm to reach an accuracy below 0.5 % when comparing
the measured to the simulated magnetic field.
To meet this requirement, a system of well-defined position measurement and accu-
rate and precise magnetic field measurement was developed. The position is con-
strained to only one degree of freedom, which is longitudinal movement along the
cryostat of the WGTS, measured by a rope sensor. The magnetic field is determined
via a three-axis Hall probe with well defined magnetic field sensitive volume.
Figure 4.18.: Magnetic field measuring setup. The panorama includes all three
rails (upper front, upper rear, and lower center) used for the measure-
ments. The inlets show the mounting of the Hall probe and the readout
unit on top of the Bosch EcoSlide© [Bos18], plus the mounting of the
rope sensor (lower right picture).
Hall probe The magnetic field measurement device which fulfils the requirement
of an accuracy better than 0.5 % plus a well-defined and accurately known magnetic
field sensitive volume is an integrated three axis Hall probe in a SENIS 3-Axis Digital
Teslameter 3MH3A-0.1%-200mT [SEN18]. For the measured magnetic field, the
producer lists an accuracy of better 0.1 % of full range (200 mT) and resolution of
0.02 mT.
The Hall probe and its readout are mounted onto a 45 × 45 × 160 mm aluminium
Bosch EcoSlide© [Bos18], which can move 5-6 m along the 45 × 45 mm aluminium
rails. Fig. 4.18 shows the mounting of the Hall probe and its readout as well as
the assembled slide. It has to be noted that special care was taken to have only
non-magnetic materials in the set-up in order not to disturb the measurements.
Rope sensor As outlined before, the position of the Hall probe has to be known to
sub-mm precision. Since the assembly has only one degree of freedom, the parameter
of interest here is the longitudinal position of the slide. The chosen WayCon rope
sensors SX80 [Way18b] and SX135 [Way18a] have a linearity deviation of less than
0.02 % over the full measurement range. Linearity here describes the relation between
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rotation of the slit disk inside the rope sensor and the length of the rope, representing
the measured distance. When the slide with the Hall probe moves, the rope is pulled
out of the rope sensor and the slit disk inside of the rope sensor is turned. With
an optical system, the number of slits is counted and transformed into a distance
resulting in a linear relation.
Though the 0.02 % linearity uncertainty would result in 1 mm uncertainty at a dis-
tance of 5 m, a calibration reveals two points to keep the requirement:
 The deviation from linearity is not linear on the distance but rather an upper
limit. Calibration curves for the deviation of the measured distance from the
linear relationship reveal that the deviation is maximum 0.002 % (the interested
reader finds an example table in fig. A.2 in app. A.3), which adhers the sub-mm
requirement.
 Given the linearity deviation is larger than the requirement, the calibration
table enables compensation of the deviation which in turn decreases the un-
certainty on the distance.
Combining magnetic field and position measurement In order to compare the
measured magnetic field to simulations, position and magnetic field need to be read
out at the same time. The developed LabVIEW [NI16] programme (see fig. 4.19)
enables the position and measured magnetic field to be written to a text file in
different modes.
In the manual mode, the user can decide the step width of the longitudinal positions
and use the average of a defined number of points as the magnetic field at that
position. Thereby, the step width can be adjusted to the gradient of the magnetic
field and the averaging smooths fluctuations of the Hall probe. Furthermore, the
continuous monitoring of the magnetic field in the lower right plot of the measuring
programme (fig. 4.19) enables the user to start the measurement when the Hall probe
has adjusted to the new magnetic field.
In the fixed time mode the position and magnetic field are read out every t-th second,
resulting most likely in more measurement points than in the manual mode. This
mode enables faster scanning of the longitudinal distance, decreasing the required
measurement time for one scan to the order of minutes compared to the manual scan
of the complete rail. However it needs to be verified that the moving Hall probe does
not face any hysteresis effects or similar, which can be done with the manual mode.
4.5.3. Magnetic field measurements
After introducing the set-up and the methods to measure the magnetic stray field of
the WGTS in sec. 4.5.2, this section presents results from commissioning measure-
ments and first comparisons to simulations.
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Figure 4.19.: Magnetic field measuring programme. The screen shot shows the
user interface of the developed LabVIEW [NI16] programme.
4.5.3.1. Manual versus fixed time mode
Before comparing the measurements to simulations, it needs to be verified that the
fixed time mode does not introduce any bias and the maximum possible velocity
needs to be obtained. A comparison between a scan with fixed time mode and with
manual mode is shown on fig. 4.20. The figure shows a scan of the upper front rail,
which is mounted along M3, M7, and M6 (compare fig. 4.17). Fig. 4.20 reveals that
for a driving velocity below 0.01 m s−1 (lower plot), the magnetic field inside the
strong stray field region above 10 mT matches better than 0.5 % between manual
and fixed time mode (middle plot). The time for completing the fixed time scan is
20 min, which is half the time for completing the manual scan (40 min).
4.5.3.2. Forward versus backward scan
During the measurements it was discovered that for the upper front rail (in direction
of DPS2-F), the scan in backwards direction ran more smoothly than the one in
forward direction. The reason for this is in the movement of the slide. In forward
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Figure 4.20.: Magnetic field measuring modes. The data was taken directly
after the ramp of the WGTS magnets on 8th September 2018. Both
modes in the upper plot have uncertainty bands/bars, though they are
too small to be visible. The middle plot shows the relative deviation
(Bf − Bm)/Bm and the lower plot shows the velocity of the fixed time
mode in the longitudinal direction.
direction the operator has to turn a crank, while in backward direction the pulling
force of the rope sensor moves the slide. As mentioned in sec. 4.5.3.1, there must be
an upper limit of velocity in the fixed time mode which causes a hysteresis of the Hall
probe. This was tested with a fast forward and backward scan of the upper front
rail, see fig. 4.21. Figure 4.21b shows forward and backward scans with a velocity
one order of magnitude larger than on fig. 4.21a. This results in a hysteresis effect
of the measured magnetic field difference on the %-level which would not fulfil the
requirements. However, the standard scan velocity shown in fig. 4.21a shows no such
hysteresis effect, favouring a velocity of about 0.01 m s−1. It has to be noted that the
velocity should be constant over the whole range, even short deviations are directly
visible in the middle relative difference plot (see e.g. the peak around 3100 mm).
Therefore, the backwards scans are compared to simulations since they have a much
smoother velocity profile than the forward scans.
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(b) Magnetic field, fast measurement.
Figure 4.21.: Magnetic field measuring directions. Figure a (b): The data was
taken on 8th (13th) September 2018. Both directions in the upper plots
have uncertainty bands, though they are too small to be visible. The
middle plots show the relative deviation (Bfw−Bbw)/Bbw and the lower
plots show the longitudinal velocity. The lower figure (b) shows scans
with a much higher velocity, resulting in a hysteresis curve.
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Figure 4.22.: Comparison of measured to simulated magnetic field. The
data was taken on 8th September 2018. Upper left, upper right, and
lower left plots show the component-wise comparison of the measured
magnetic field to simulations. The lower right plot shows the compar-
ison of the magnetic field magnitudes, including the relative deviation
(Bsim−Bmeas)/Bmeas. Simulation and measurement agree mostly within
the uncertainty bands.
4.5.3.3. Comparison to simulations
Since the field configuration could not be optimised for the stray field measurements,
only the measurements of the upper front rail will be compared to simulations be-
cause those reach stray fields larger than 30 mT. As discussed in sec. 4.5.3.2, the
backward direction has a much smoother velocity profile and is therefore used for
the comparisons. Data was taken on 8th September 2018, after the ramp of the
WGTS magnets to 2.5 T. Simulation to measurement comparisons of the magnetic
field components, as well as of the magnitude, are visualised in fig. 4.22. The large
uncertainty band on the simulation originates from the poorly known positioning of
the rail, which could only be determined to about 2 cm accuracy. Despite that the
measurement and simulation agree within the estimated uncertainty, it can clearly
be seen that the positioning has a large influence on the simulated magnetic field.
In particular, for the By-component, ±2 cm makes a large difference. Therefore, no
conclusions can be drawn yet as to measurement and simulation agree within the
required 0.5 %.
4.5.4. Discussion
A dedicated stray field measuring system was developed to determine the magnetic
field of the WGTS to an accuracy better than 0.5 %. The measuring system consists
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of a three-axis Hall probe mounted onto a rail parallel to the WGTS cryostat axis
with a rope sensor to determine the longitudinal distance. Two different measuring
modes were developed for the readout, an all-manual mode with manual selection of
the distances and a fixed time mode which automatically measures the magnetic field
and position every t-th second. Both modes were found to produce the same results
if the velocity of the moving Hall probe is below 0.01 m s−1. For larger velocities the
results between forward and backward scan show a hysteresis effect.
No conclusive argument could be found from comparison to simulations because
the uncertainty on the positioning of the rail (not the longitudinal distance of the
Hall probe) is about 2 cm, which is one order of magnitude above the sub-mm
requirements found in sec. 4.5.2. However, the measuring system will remain in
place, allowing the sub-mm accurate determination of its positioning via combined
laser tracker and FaroArm® [FAR18] measurements. Using this knowledge, the data
can either be re-analysed or new data will be acquired to get more conclusive insights
into the magnetic field of the WGTS. Another improvement would be a stepper
motor which guarantees smooth movement of the Hall probe in both directions for
a more accurate determination of the stray field in the fixed time mode.
Concerning additional measurements, dedicated settings for the magnetic field should
be considered. An asymmetric setting with only one of the three WGTS current cir-
cuits active (and no other field on e.g. DPS2-F or CPS) would allow determination
of the positioning of the coils inside the cryostat if the positioning of the rail is
known to sub-mm accuracy. The increase of the stray field caused by that asym-
metric setting would furthermore decrease the uncertainty on the measurement in
the high-field region and also allow for reliable comparisons with simulations for the
other two rails (upper rear and lower center).
The ultimate determination of the magnetic field inside the WGTS however can
be done via the angular-selective electron gun (e-gun) installed at the rear section.
Using a well-characterised superconducting magnet such as the PCH magnet, the
transmission edge of the e-gun at an arbitrary pitch angle can be found by varying
the magnetic field of the PCH until all e-gun electrons are magnetically reflected.
Thereby, the pitch angle of the e-gun is calibrated against the magnetic field of the
PCH and can then be used to calibrate the magnetic field of the WGTS in the
same way. The accuracy of this measurement is determined by the knowledge of
the magnetic field of the PCH magnet (0.2 %11) since the angular resolution of the
e-gun is constant for both measurements.
11This value is estimated from the 6.01 T NMR measurement by C. Scho¨nfeld [Sch15] and the
6.00 T simulated field using the measured current of 86.98 A.
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4.6. Conclusion
An accurate modelling of the electron spectrum of tritium β-decay requires accurate
knowledge of the processes in the windowless gaseous tritium source. One of the
major systematic effects arises from the description of the energy loss processes due
to inelastic electron-gas scattering. Closely linked to that is the modelling of the gas
flow and the magnetic field in the source section.
In order to reach the required accuracy of the description of gas flow, the temperature
distribution in the central source tube needs to be included in the gas model. In
sec. 4.2, recent commissioning measurement data is used to derive a sensor based yet
model motivated temperature profile of the beam tube. Towards the rear end, the
homogeneity criterion of the beam tube temperature can not be maintained because
the temperature increase is about 0.5 K. Since the temperature profile is stable on
the per-mille level, this temperature increase can be accounted for in the modelling
of the gas dynamics and does therefore not impact the neutrino mass sensitivity.
The comprehensive gas dynamics model developed over the course of several theses
(notably, [Ho¨t12, Kuc16] and the thesis at hand) is presented in sec. 4.3. In order
to describe the gas flow through the whole WGTS, several modelling techniques
need to be applied and smoothly connected to provide the density distribution n(z)
and thereby the column density N in the 16 m long beam tube. Furthermore, a
calibration measurement by an angular selective, mono-energetic e-gun is discussed
which is necessary to reach the required 0.2 % accuracy on the parameter of interest
for the scattering model, N · σ. With this calibration measurement it is possible
to keep the neutrino mass uncertainty related to the description of gas dynamics
at 3.06× 10−3 eV2, which is below the limit of a single systematic derived from the
Design Report [KAT05, Kuc+18].
In May and June 2018, the first spectra of electrons stemming from tritium β-decay
were recorded by the Katrin experiment. For the data analysis of that major com-
missioning milestone, two dedicated gas models were derived. This was necessary,
because the carrier gas for the trace amounts of tritium was deuterium and the above
mentioned e-gun calibration measurements had not yet been carried out. Therefore,
a calibration of the pressure controlled buffer vessel is used to estimate the injection
rate into the WGTS and therefrom recursively calculate the deuterium density pro-
file. Calculations were restricted to the central 10 m long beam tube which contains
99 % of the gas column. The dominant uncertainty for the phenomenological Knud-
sen formula is the model related uncertainty while for the model derived from solving
the Boltzmann equation the input parameter uncertainties are also significant. As
deuterium has a smaller mass than tritium, the same throughput causes an about
10 % lower column density. For most of the tritium spectrum scans, the deuterium
column density is estimated to be about 4.5× 1021 m−2, with a total uncertainty of
5(7) % for Boltzmann (Knudsen) based flow.
A cross-check of the amount of gas in the injection region estimated by the dis-
cussed gas models was performed by translating the pressure gauge measurement
at the krypton capillary into an injection pressure. Agreement was found within
3− 4 %, depending on the model. However, it has to be noted that the uncertainty
of this comparative calculation might well be of the order of 10 % when assuming




Besides the distribution of the gas inside the source, the magnetic field of the source
is very important for modelling the electron-gas scattering as it determines the path
length of the electrons through the gas. Since measurements inside the beam tube
are not possible, a stray field measurement system was designed, developed, and
successfully commissioned. Several readout configurations were tested in order to
find the most suitable compromise between speed and accuracy of the measurement.
The approach by constantly moving a Hall probe along a rail is considered to be
a good compromise, provided the driving speed is below 0.01 m s−1. Comparison
between simulation and measurement does not reveal a disagreement. However,
the global position of the rails needs to be measured by means of laser tracker
or FaroArm® [FAR18], which can be done after the current measurement phase.
This accurate determination of the position will enable a conclusive comparison of
measurement and simulation.
Experimental verification of the overall source model requires the RS e-gun, which
is currently in its commissioning phase. Measurement strategies have been proposed
on procedures to use the e-gun for an accurate determination of the column density
N and the magnetic field. With the comprehensive gas model and the magnetic
field calibrated or verified by the e-gun, the source model is ready to be used in the




ANALYSIS OF FIRST TRITIUM DATA
“In the fields of observation, chance favours only the prepared mind.”
– Louis Pasteur, 1854 –
Katrin aims to determine the effective electron neutrino mass by analysis of the β-
decay spectrum of tritium. On the road to neutrino mass data taking, several major
milestones were completed during the past two years. After the first transmission of
electrons throughout the complete Katrin set-up in 2016 [Are+18b] and the suc-
cessful spectroscopy of 83mKr-lines in 2017 [Are+18b, Are+18a], first tritium spectra
were recorded in spring 2018. This chapter will present results from these commis-
sioning measurements with regard to experiment characterisation and comparisons
to the modelled tritium spectrum.
5.1. Experimental set-up
For the first detection of tritium β-decay electrons in the spring 2018 engineering
run, the Katrin experiment used slightly different settings than will be used for
the neutrino mass data taking. Tritium was only present in the WGTS in trace
amounts, with the main constituent of the gas being D2. The resulting tritium
purity of about 0.5 % reduces the activity by about a factor of 200 compared to
nominal neutrino mass operations with a tritium purity of T > 95 %. Due to the
different gas content in the WGTS, a different gas dynamics model was developed
and used for the estimation of the gas distribution in the source tube (compare
sec. 4.4). Besides this difference, all major components of the set-up are in their
final configuration.
The (molecular) gas column density of the runs analysed in this chapter is estimated
from the gas model to be aboutN = 4.5× 1021 m−2, with the tritium column density
scaled by the tritium purity and accounting for the number of atoms in the gas
molecules. Due to the low concentrations of tritium, almost all tritium is present as
DT.
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Further important settings to be accounted for during analysis are the slightly in-
homogeneous magnetic and electric fields in the analysing plane of the main spec-
trometer, which is shown in fig. 5.1. It has to be noted that the measurements were
performed with a factor three worse energy resolution than the designed 0.93 eV to
mitigate the volume effect of the background rate [Har15, Tro18]. For a retarding
energy of 18 600 eV, the resulting width of the transmission function is
























































































































































































































































































































Figure 5.1.: Analysing plane. The left side shows the magnetic field in the
analysing plane mapped onto the FPD. The right side shows the mapped
retarding potential (using a low retarding energy of 16 975 eV as exam-
ple).
The overall magnetic field setting of the Katrin experiment was at 70 % of its design
value, so therefore the WGTS and FPD were at about 2.5 T instead of the designed
3.6 T.
In order to account for the expected low statistics in the endpoint region due to
the low tritium concentrations, a measuring time distribution was chosen over a
wider energy interval than the 30 eV from the Design Report [KAT05]. With closer
spaced and longer measuring time at points close to the endpoint and wider spaced
and shorter measuring time at points far away from the endpoint, the resulting
measuring time distribution (MTD) is shown in fig. 5.2. In the endpoint region
qU ∈ [18555, 18615] eV, the sub runs were spaced in 10 eV steps with 900 s per sub
run. The least measuring time was spent in the high statistics region, for qU ∈
[16975, 18175] eV each sub run was 100 s long.
As outlined in sec. 2.2.4, the calculation of the expected rate requires the usage
of a response function [KAT05, Kle+18] which accounts for all effects the electron
may face on its way to the detector. Amongst those the most significant are the
scattering off gas molecules in the source tube and the magnetic field and analysing
potential in the main spectrometer. For an example retarding energy of 16 975 eV
of the example run 40667, the model based response function is shown in fig. 5.3.
Note that the width of the transmission step and the height of the zero-scattering
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Figure 5.2.: Measuring time distribution for a single 3 h run. More measuring
time is spent at retarding energies closer to the endpoint.
plateau are different from the design settings due to different experimental settings
as described above. Furthermore, it has to be noted that the response function is
purely model based since the e-gun was not yet available at this time.
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Figure 5.3.: Modelled response function. Abscissa shows the electron surplus
energy over the retarding energy and ordinate the corresponding prob-
ability to reach the detector. This example is for a retarding energy
of 16 975 eV during run 40667, using a uniform detector model. The
shaded band includes 5 % uncertainty on the column density.
5.2. Operating conditions
As the overall stability of the tritium source is essential for Katrin, the commission-
ing measurements from the First Tritium phase also reveal important information
about the source operation. This section gives an overview of the most important
source parameter stability and compares the achievements with the requirements
listed in tab. 3.1. In the following, relative fluctuations are defined as the deviation










90 5. Analysis of First Tritium data
An overview of the estimated run-averaged relative stabilities as well as the mean
and standard deviation of the source parameters over all runs is given in tab. 5.1.
Note that the requirements of the experimental conditions are mostly valid for one
single run, which is why the stability will be evaluated run-wise.
5.2.1. Temperature stability
In order to characterise the achieved temperature stability of the WGTS beam tube,
the sensor with the worst stability over the complete analysed time interval is taken
as a conservative estimate. Even at a relative stability of 8.5× 10−5, the sensor
200-RTP-3-5104 still surpasses the requirement for one run by almost two orders of
magnitude, calculated for the time span of about four days. The relative fluctuations
as defined in eq. (5.2) are shown for the example run 40667 on the left side of
fig. 5.4, while the right side shows the histogram of the relative stabilities for all
runs. Comparing to the requirement of 2× 10−3 relative stability per run in the
Design Report [KAT05], we can conclude that the average relative stability of (6.4±
























Figure 5.4.: Temperature stability. The left side shows the temperature fluc-
tuations in run 40667 (7th June 2018), with the requirements as red
horizontal lines. The right side shows the histogram of the run-wise
relative stability values.
5.2.2. Gas circulation stability
As the temperature of the WGTS beam tube exceeds its stability requirements, the
column density stability is mainly determined through the stability of the injection
rate and the outlet pressure, both related to the inner loop system. The correspond-
ing sensors measure the pressure controlled buffer vessel pb, the pressure in the
krypton capillary looking at the injection chamber pKr, and the outlet pressure pout
represented by the pressure at the TMPs of the pump ports (compare fig. 3.1). As
for the temperature stability, the inner loop parameters also exceed the requirements
(compare fig. 5.5):
 pb: achieved average relative stability per run of (9.8± 0.005)× 10−5, required
2× 10−3 per run
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 pKr: achieved average relative stability per run of (3.2± 0.2)× 10−4, required
2× 10−3 per run
 pout: achieved average relative stability per run of (1.7± 0.3)× 10−3 at PP1-R







































































































Figure 5.5.: Gas circulation stability. The left side shows the fluctuations in run
40667 (7th June 2018), with the requirements as red horizontal lines.
The right side shows the histogram of the run-wise relative stability
values.
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5.2.3. Tritium concentration stability
Due to the trace amounts of tritium used in the First Tritium campaign, the precision
per single LARA measurement (60 s) is not expected to be within the specifications
of 1× 10−3 as required for the nominal tritium purity T > 0.95. The average relative
stability per run determined from LARA data is found to be (4.48 ± 0.05) × 10−2,
which exceeds 1× 10−3. However, it has to be noted that the design operation
of the tritium source will have tritium as the main constituent of the source gas,
which will enable LARA to monitor the tritium purity with a precision on the per-
mille level. When using the stability of the (dominant) D2 concentration as an
estimate for the stability of the tritium concentration, an average relative stability
per run of (6.9 ± 0.1) × 10−4 is obtained, which would fulfil the 10−3 requirement
(see fig. 5.6). Furthermore, the LARA group presented updated analysis results for
the isotopologue concentrations with about a factor of three improved uncertainty
on the DT concentration [KZ18]. Thus, also the precision on the tritium purity will
improve when using this re-analysed data.

























Figure 5.6.: LARA determined D2 concentration stability. The left side shows
the fluctuations in run 40667 (7th June 2018), with the requirements as
red horizontal lines. The right side shows the histogram of the run-wise
relative stability values.
5.2.4. Magnetic field stability
As already demonstrated in [Are+18c], the magnetic field of the WGTS fulfils its
requirements. This is also confirmed from the relative stability during the First
Tritium campaign, which is found to be (2.3 ± 0.6) × 10−6 averaged over all runs
(required 2× 10−3).
5.3. Analysis of tritium β-decay spectra
After introducing the operating conditions of the experiment during the First Tri-
tium campaign, this section will now cover inference of the parameters of interest
(effective endpoint E0,eff, amplitude Amp and background rate Bg). The endpoint
is always referred to as effective, since the work function difference between main
spectrometer and source is not yet known.
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Figure 5.7.: Magnetic field current stability. The left side shows the fluctuations
in run 40667 (7th June 2018), with the requirements as red horizontal
lines. The right side shows the histogram of the run-wise relative sta-
bility values.
Table 5.1.: Source parameters overview. Note that the mean µ and standard
deviation σ are given for the whole data taking period analysed, while
the relative stability per run is the run-averaged relative stability, which
needs to fulfil the requirements stated in sec. 3.2.
parameter mean µ sigma σ rel. stab. per run requirement
T 30.076 K 2.5 mK (6.4± 0.5) 10−5 2× 10−3
pb 15.8 mbar 0.002 mbar (9.8± 0.05) 10−5 2× 10−3
pKr 12.8× 10−3 mbar 0.002× 10−3 mbar (3.2± 0.2) 10−4 2× 10−3
pout PP1-R 3.1× 10−5 mbar 1.7× 10−7 mbar (1.7± 0.3) 10−3 6× 10−2
pout PP1-R 3.1× 10−5 mbar 0.4× 10−7 mbar (2.0± 1.9) 10−4 6× 10−2
IWGTS 215.9 A 0.001 mA (2.3± 0.6) 10−6 2× 10−3
T 0.56 % 0.03 % (4.48± 0.05) 10−2 1× 10−3
cD2 93.44 % 0.14 % (6.9± 0.1) 10−4 -
After introducing the analysis cuts used for this section, comparisons of model and
data from the Very First Tritium campaign will be shown in sec. 5.3.2. The pixel
distribution of the fit parameters will be shown in sec. 5.3.3 before investigating the
fit parameter stability from the First Tritium campaign in sec. 5.3.4. One of the
major systematic uncertainties in the First Tritium set-up was the column density
N [Are+19], its impact on the analysis is discussed in sec. 5.3.5 in order to enable
a more sound estimate of the fit parameters. It needs to be stressed here that the
column density is certainly not the only systematic uncertainty. For a complete
estimate of the effective endpoint, other systematic effects also need to be taken into
account, however in this thesis the focus is on the column density and its uncertainty
as estimated in sec. 4.4.7.
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5.3.1. Analysis cuts
Though the tritium spectrum was scanned over a wide energy range of about 1.6 keV,
the focus of this thesis is on analysis of the last 400 eV. Notably, thefit model
is optimised for fitting in a narrow energy window around the endpoint (i.e. an
energy dependence of the inelastic scattering cross section is not taken into account).
Moreover, the onset of electronic final states and the uncertainty of their excitation
probabilities will play a role for larger analysis windows deeper into the spectrum.
Hence, stronger systematic effects are expected when fitting data from a wider energy
range. If not mentioned otherwise, the lower limit of the energy analysing window
is at E0−400 eV (that is including the data point taken at 18 175 eV). The last data
point was taken at 18 615 eV.
Concerning the pixel related cuts, we have to account for an imperfect mapping of
the geometrical source cross section onto the detector, as can be seen from fig. 5.8.
Therefore the two outermost rings are excluded from the analysis, as well as the pixels
shadowed by the FBM which was in monitoring position throughout First Tritium.
It needs to be stressed that when not using all pixels for the fit, amplitude and
background are not scaled accordingly. That means that the estimated amplitude
and background are not valid for the whole detector but only for the analysed part.
The term uniform detector refers to using the detector as one single pixel with rate
equal to the sum of all pixels, except for the removed pixels. This is the standard
form of fitting used in the following. For pixel-wise fitting, the energy width of the
analysing window has to be doubled to 0.9 keV in order to get enough statistics for


















Figure 5.8.: High rate pixel distribution. Example run 40667, for a retarding
energy of qU = 16 975 eV.
5.3.1.1. Parameter inference
A central role in parameter inference is assigned to the likelihood function L. It
defines the probability for an observation given a specific model. The Katrin like-
94
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lihood function for a standard four parameter (m2ν, E0,eff, Amp, Bg) fit is given
as [Kle14]








with the retarding potentials qUi denoting the high voltage corresponding to the
observed events Nobs,i. The expected number of events Ntheo,i is calculated accord-
ingly, depending on the neutrino mass squared m2ν, the effective endpoint of the
tritium spectrum1 E0,eff, the signal amplitude Amp, and the background rate Bg.
p(Nobs,i|Ntheo,i) defines the probability for a single observation Nobs,i given an as-
sumption Ntheo,i. The best-fit parameters are defined as maximising the likelihood
function L and are found by evaluating the likelihood function for various different
input parameters. When analysing for the neutrino mass as parameter of interest,
the so-called nuisance parameters effective endpoint, amplitude, and background
rate are of secondary interest. In general it is numerically more convenient to min-
imise the negative log likelihood function − lnL instead of maximising the likelihood
function L:







In case the probability distribution p can be approximated by a Gaussian distribu-
tion, the negative log likelihood function converges to a χ2 function2
−2 lnL = ∑
i
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with the statistical uncertainty σi of an observation Nobs,i. Since in particular the












This statistic yields the same parameter and uncertainty estimates as the maximum
likelihood method [BC84, Kle14], and additionally enables goodness-of-fit estimation
as it asymptotically obeys a χ2 distribution.
One way to include systematic uncertainties of the model into the fit procedure
is introducing another fit parameter ξˆ for each systematic uncertainty ξ. Knowl-
edge about the systematic uncertainty (for example from calibration measurements
or simulations) can be incorporated into the likelihood as a penalty term (pull
method) [Kle14]
χ2(m2ν, E0,eff, Amp,Bg, ξ|Nobs) = χ2(m2ν, E0,eff, Amp,Bg|Nobs) +
 ξˆ − ξ
σξ
2 , (5.7)
1Katrin will determine an effective endpoint, which amongst others is influenced by the work
function difference between WGTS and main spectrometer.
2This is also valid for a Poisson distribution with expectation value µ ≤ 25.
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with the estimated uncertainty σξ of the systematic effect ξ. This method will be
used to include the uncertainty of the simulated column density into the uncertainty
of the best-fit effective endpoint (see sec. 5.3.5.2). Note that no neutrino mass
analysis is performed on the First Tritium data, i.e. the neutrino mass is set to zero
in all fits. This leaves the effective endpoint as parameter of interest to test the
different analysis methods presented in the following.
5.3.2. Agreement between model and data
The very first injection of tritium into the WGTS (in the following referred to as
Very First Tritium) was achieved through the controlled gas release from a total
number of four sample cylinders.
Very first tritium Instead of continuously supporting the inner loop with a con-
stant amount of tritium via the feed loop (see fig. 3.1), this set-up used sample
cylinders filled with tritium which were attached to the permeator. Via a hand
valve, the cylinder was emptied and filled into the inner loop system. At some
point, the valve regulating the flow between buffer vessel and pressure controlled
buffer vessel fully opened in order to keep the pressure stable. At this point, the
buffer vessel ran empty as did the activity injected into the source (see fig. 5.9).
Therefore the activity during the Very First Tritium runs remained stable only over
limited periods of time, despite all other parameters such as source temperature
being within their specifications. The Very First Tritium spectra taken with this
set-up show very good agreement with the prediction by the model, as can be seen
from fig. 5.10.





































Figure 5.9.: Decrease of activity. The reconstructed activity A (right) decreases
due to gas circulation based on sample cylinders for the Very First Tri-
tium set-up (left). Data from 19th May 2018.
5.3.3. Fit parameter pixel distribution
As the FPD measures the incoming electron flux with 148 pixels, each pixel mea-
sures its own β-spectrum. Correcting for the radial and azimuthal dependence of
the magnetic and electric field in the analysing plane (compare fig. 5.1), we can fit
each pixel separately. The resulting run-averaged distribution of the fit parameters
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Figure 5.10.: Model to data comparison. Data from an initial scan with tritium
data, run 40263. Left: model with initial values only, no fit. Right:
model with fit parameters E0,eff, Amp, and Bg. Data from 19
th May
2018.
is shown in fig. 5.11. In order to enable pixel-wise fitting per run, the energy window
was increased to 0.9 keV below the endpoint. This appears justified, since here we
are only interested in the relative pixel-based trend of the fit parameters instead of
their absolute accuracy. From the segmented figure, we can see that the effective
endpoint and amplitude parameters show no structure over the detector. However,
the background rate has the same radial and azimuthal structure as found in previ-
ous background investigations [Sch14, Har15]. From the centre to the outside, the
background rate increases due to the volume effect of the main spectrometer [Sch14,
Har15, Tro18]. The top-bottom asymmetry might be explained by a misalignment
between detector and main spectrometer [Blo18].
5.3.4. Fit parameter stability
As shown in sec. 5.2, the Katrin experiment was running with stable conditions
during the First Tritium measurement phase with the design gas circulation. Data
from the First Tritium campaign is used in this section to investigate the fit parame-
ter stability. From fig. 5.12 it can be seen that this also holds for the fit parameters.
Effective endpoint E0,eff, amplitude Amp, and background Bg vary within their sta-
tistical uncertainty, with one outlier marked for the amplitude. The deviation is
shown relative to the mean and the error bars reflect the statistical uncertainty only.
The binned distribution of the minimised chi-squared, normalised to the number of
degrees of freedom, is shown in fig. 5.13. Due to the small number of runs, the result-
ing distribution is rather flat. An example correlation matrix for a three-parameter
fit (E0,eff, Amp, Bg) can be found in the appendix in fig. B.3.
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Figure 5.11.: Fit parameter pixel distribution. The pixel-wise deviation from
the mean is shown, averaged over all runs. The energy interval was
widened to 0.9 keV to enable pixel-wise fitting per run.
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Figure 5.12.: Fit parameter stability. The time span is about four days in June
2018, the deviation of the parameters is shown relative to the mean
(〈E0,eff〉 = 18573.72 ± 0.056 eV, 〈Amp〉 = 0.929 ± 0.0015, and 〈Bg〉 =
0.324± 0.0014 cps).








Figure 5.13.: Chi squared distribution. The distribution of the reduced χ2red for
the fits from fig. 5.12 is shown.
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5.3.5. Systematic effects due to column density uncertainty
One of the major systematic effects [Are+19] when analysing spectra from the First
Tritium measurement phase arises from the uncertainty on the column density. As
outlined in sec. 4.4.7, the uncertainty on the simulated column density for the First
Tritium set-up is 5 %. In the following, different approaches will be used in order to
propagate that uncertainty into the parameters of interest E0,eff, Amp, and Bg.
1. The ensemble test method is used to perform several fits, using column density
values as sampled from a Gaussian distribution with sigma equal to 5 % of the
estimated column density.
2. The column density is treated as a nuisance parameter, using the 5 % uncer-
tainty as width of a Gaussian pull-term in the likelihood.
3. The pull term is removed from the likelihood and the column density is used as
a free fit parameter, potentially leading to increased fluctuations of the inferred
parameters.
5.3.5.1. Column density distribution as input parameter, ensemble testing
The“brute force”method of ensemble testing ensures propagation of input parameter
uncertainty into the inferred parameters. In our case, we want to investigate the
impact of a 5 % uncertainty in column density. Therefore, the column density used to
fit the measured spectrum is varied according to a Gaussian distribution with sigma
equal to 5 % of the simulated value. For each sampled column density, a three-
parameter fit is performed. Executing 5000 uniform fits results in the distributions
shown in fig. 5.14 (in this example run 40667). We can see that the column density
affects all of the three parameters, with the strongest impact on the amplitude. In
order to estimate the systematic uncertainty on the effective endpoint, for example,
the standard deviation of the fits’ effective endpoints is used. A table listing the
broadening of the inferred parameter distribution is shown in tab. 5.2.
Table 5.2.: Ensemble test results. Note that the amplitude and background are
scaled due to the pixel cut. Results are for run 40667.
parameter mean µ sigma σsys σstat total unc.
due to N
E0,eff (eV) 18573.52 0.46 0.30 0.55
Amp 0.94 0.04 0.004 0.04
Bg (cps) 0.316 0.001 0.007 0.007
Assuming that the statistical uncertainty and the systematic uncertainty estimated
by the ensemble test method are uncorrelated, we can take the square sum of the
two uncertainties to obtain the total uncertainty. Performing that calculation for
every run yields the increased uncertainties on the parameters as shown in fig. 5.15.
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Figure 5.14.: Parameter distribution from ensemble test. 5000 fits were per-
formed for run 40667 with fit parameters E0,eff, Amp, and Bg.
5.3.5.2. Column density as constrained parameter
In addition to the powerful but costly ensemble test method, we can also use the pull
method (see sec. 5.3.1.1) to introduce the column density as an additional parameter
to the fit model. For the fitting, we use the knowledge we have about that param-
eter, which is its central value and its uncertainty estimated from simulations (see
sec. 4.4.7). The additional degree of freedom broadens the likelihood and therefore
increases the uncertainty on the estimated parameters of interest. The results are
shown for the run 40667 in tab. 5.3. Using the pull method for all runs leads to
the run-wise variation of the fit parameters as shown in fig. 5.16. Most significantly,
the outlier in the statistical only evolution of the amplitude in fig. 5.12 disappeared.
Furthermore, the estimated uncertainties and inferred parameters are compatible
with the estimates of the ensemble test method.
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Figure 5.15.: Fit parameter stability, including systematic uncertainty
found by ensemble testing. Used data is identical to fig. 5.12.
Table 5.3.: Pull term results. Note that the amplitude and background are scaled
due to the pixel cut. Results are for run 40667.
parameter estimate total unc.
E0,eff (eV) 18573.51 0.52
Amp 0.94 0.04
Bg (cps) 0.316 0.007
5.3.5.3. Column density as free parameter
In order to test the estimation of the column density as well as its uncertainty, we
can remove the pull term on the column density in the fit model and treat it as a free
fit parameter. Though this provides an estimation of the column density, it needs
to be kept in mind that we are only using the column density as additional free
parameter. Therefore, potential compensations as for fitting the inelastic scattering
cross section at the same time are not respected in this case. Removing the pull
term gives rise to an increased broadening of the likelihood due to the additional
fit parameter, which results in larger uncertainties as shown in tab. 5.4. Applying
this additional free fit parameter to all runs yields the increased fluctuations and
uncertainties on the parameters of interest, as shown in fig. 5.17. As expected from
the ensemble tests, the largest effect of the column density is on the amplitude, its
uncertainty is increased by two orders of magnitude compared to the statistical only
derivation.
Having the column density as a free parameter also enables comparison of its best
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Figure 5.16.: Fit parameter stability, including systematic uncertainty
found by pull method. The data used is identical to fig. 5.12.
fit value to other column density estimates. For example for run 40667, the best fit
is at 4.41× 1021 m−2 and the uncertainty found by profiling the likelihood function
is 0.59× 1021 m−2, which is a relative uncertainty of 13 %. Furthermore, for this
example run the fitted and the estimated (4.46× 1021 m−2) column density agree
very well.
5.3.6. Appended runs
In contrast to averaging the fit results of each run which is fit separately, this anal-
ysis method appends all the runs and fits them together. This results in multiple
data points for one retarding energy. In order to have a reasonable estimate of the
experiment’s condition over this longer time period, the mean value of each sensor
is used, justified by the stable conditions of the Katrin experiment (see sec. 5.2).
Appending the runs and including the column density as systematic uncertainty via
the above mentioned pull-method results in
Emulti,pull0,eff = 18574.34± 0.22 eV, (5.8)
while the free column density result gives
Emulti,free0,eff = 18574.40± 0.24 eV. (5.9)
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Table 5.4.: Free fit parameter results. Note that the amplitude and background
are scaled due to the pixel cut. Results are for run 40667.
parameter estimate total unc.
E0,eff (eV) 18573.43 1.23
Amp 0.95 0.13
Bg (cps) 0.316 0.008









































Figure 5.17.: Fit parameter stability, including systematic uncertainty
found by free parameter. The data used is identical to fig. 5.12.
Note that the quoted values do not include a sizeable systematic uncertainty due to
work function effects for example. In order to access the absolute endpoint, those
need to be considered. The free column density estimate with this method is
Nmulti,free = (4.6± 0.12)× 1021 m−2, (5.10)
with statistical uncertainty only.
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5.3.7. Overview of the effective endpoint estimates
This section summarises the different estimates of the effective endpoint displayed
in fig. 5.18.
For comparison, the expected value of the effective endpoint estimated from T-3He
atomic mass difference measurements is shown. Following the discussion of Otten
and Weinheimer [OW08], the mass difference needs to be“[...] corrected for the differ-
ence in the electronic binding energy ∆EB between the atomic mother/daughter pair
and the actual mother/daughter systems of the experiment [...]”[OW08]. With the T-
3He atomic mass difference ∆M(3He,T) = 18592.01±0.07 eV as determined by My-
ers et al. [Mye+15], the electronic binding energy difference ∆EB = 16.3 eV [Sou86,
OW08], the T2 recoil energy Erec = 1.7 eV (see sec. 2.2.2), and the work function
difference ∆φ = 0.3± 0.5 eV [Sle17] between main spectrometer and tritium source,
the expected effective endpoint is estimated to
E0,eff = ∆M(3He,T)−∆EB − Erec −∆φ (5.11)
= 18 592.0 eV− 16.3 eV− 1.7 eV− 0.3 eV = 18 573.7 eV. (5.12)
In order to fit one common endpoint, the energies of the modelled final states dis-
tributions of the different hydrogen isotopologues are shifted such that the common
modelled endpoint (used to fit) is the one of T2 [Dos07]. Therefore, the T2 values of
∆EB and Erec are used to calculate the expected effective endpoint though the most
abundant tritium gas species during First Tritium was DT.
The main uncertainty of the expected effective endpoint is due to the uncertainty
of the work function difference ∆φ. In the preliminary analysis of gaseous 83mKr
measurements by M. Sleza´k, the 0.5 eV uncertainty on the work function difference
is dominated by the uncertainty of the gamma-ray energy [Sle17]. An additional
uncertainty has to be added when using work function analysis results from gaseous
83mKr measurements for the analysis of tritium measurements, as the two measure-
ments use different gas temperatures (about 100 K for 83mKr mode, but 30 K for
tritium mode) and different gas species3. This difference in set-up could be expected
to affect the work function of the source beam tube differently, through adsorption.
In order to account for this extra uncertainty, the Katrin effective endpoint is
conservatively estimated to be within a 1 eV interval around 18 573.7 eV [WVH].
Figure 5.18 shows that all effective endpoint estimates presented in this thesis lie
inside this interval. The estimates labelled“mean”denote the mean over all runs and
the uncertainty is the error of the mean. For comparison, the single run estimate
of run 40667 is also shown. The estimates labelled “multi” are obtained from fitting
all runs together as described in sec. 5.3.6. The inclusion of the column density
as a systematic effect results in larger estimates of the effective endpoint, which
underlines the importance of treating systematic effects.
Furthermore, it has to be stressed that the estimates shown in fig. 5.18 only include
the column density as a systematic effect. Further systematic uncertainties arise
from the 2 % uncertainty on the inelastic scattering cross section, the absolute value
3Additionally, there was a short venting of the WGTS beam tube, exposing the beam tube surface
to laboratory air in July 2017 [Jan17]. This eventual change in surface conditions translates to
an uncertainty on the work function difference development between the 83mKr and the First
Tritium campaign.
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of the magnetic fields, and the tritium purity, to name only a few. This section only
gives the effects related to the column density, detailed investigations for the other
input parameters are also required in order to get the complete picture.














Figure 5.18.: Overview of the effective endpoint estimates. The black line
shows the expected value as determined from the T-3He mass difference
and the relevant binding energies. The grey band represents a 1 eV es-
timated uncertainty range of the expected Katrin effective endpoint.
An important role therein is attributed to the uncertainty of the work
function difference between main spectrometer and WGTS beam tube.
Note that the only systematic uncertainty for which the impact on
the endpoint measurement is investigated here in detail is the column
density.
5.3.8. Systematic effects due to slicing the WGTS
In the fits presented so far, an average column density was assumed along the WGTS
beam tube to calculate average scattering probabilities [Kuc+18, Kle+18]. If we now
want to respect the longitudinal density profile and also include the small magnetic
field inhomogeneities in the central source tube due to the gaps existing between the
3 m long coils (compare fig. 4.17), we have to divide the 10 m long beam tube into
lateral slices. Each slice is calculated to contain the same magnetic flux mapped
from the detector, so the radius of a slice close to a pump port is larger than in
the centre due to the lower magnetic field. S. Groh investigated the effect of the
slicing on the neutrino mass [Gro15] and recommended a number of 200 slices.
However, as each slice has its own β-spectrum and response function accounting
for the integrated density in front of that particular slice, fitting with slicing is very
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costly in computation time. For the First Tritium settings, the effect of the number
of slices is investigated using the effective endpoint, and results are shown in fig. 5.19.
We can see that the change in effective endpoint estimate levels off for increasing
number of slices, as expected. The more slices, the better the sliced density profile
follows the unbinned density profile. For the low statistics of the First Tritium data
the slicing does not appear to have a strong effect compared to the final set-up. If
using a sliced WGTS for fitting, it is recommended to use at least 50 slices. A larger
number of slices does not significantly affect the estimation of the effective endpoint,
but is very costly in computation time.
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Figure 5.19.: Effect of WGTS slicing. The shift of the effective endpoint relative
to the 200 slices estimate is shown, averaged over all runs.
5.3.9. Test of the scattering implementation
Close to the endpoint of the tritium spectrum, the signal rate S = N˙ − Bg is
proportional to the zero-scattering probability P0 and the number of tritium atoms
seen by the detector, represented by the column density N times the tritium purity
T:
S ∝ P0 · T · N . (5.13)
Assuming a constant tritium purity, the signal ratio of two different column densities
can be used to investigate the scattering implementation in the spectrum model.
Scaling the signal ratio with the inverse of the column density ratio yields the ratio





· N0N , (5.14)
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with the index 0 indicating the reference measurement. Due to the low statistics in
the endpoint region, the uncertainties will be large even without including system-
atic uncertainties on e.g. the column densities. In fig. 5.20, the ratio of the signal
rates scaled with the column density ratio is displayed for two column densities
N = 1.09× 1021 m−2 and N0 = 4.46× 1021 m−2. The corresponding zero-scattering
probability ratio is 1.8, shown as the black line in the endpoint region. It can be seen
that indeed, the statistical uncertainties are sizeable – and within these uncertainties
the model matches the data. No conclusions on the zero-scattering probabilities can
be drawn as the statistical uncertainties are already too large.
The scattering investigations will be simplified and much more detailed once the
e-gun of the rear section starts operating. As mentioned in sec. 4.3.4, it will be used
to accurately determine the product of column density and inelastic scattering cross
section, which in turn enables determining the zero-scattering probability.
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Figure 5.20.: Test of scattering implementation. The signal ratio of the N =
1.09× 1021 m−2 column density runs and theN0 = 4.46× 1021 m−2 col-
umn density runs, scaled by the respective column densities, statistical
uncertainty only, is shown. The red line is using the fit result from
the spectra and the black line illustrates the expected zero scattering
probability ratio.
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5.4. Estimation of the column density via additional
detectors
This section presents ways to estimate and cross-check the column density simula-
tions by using data from the active commissioning of Katrin. The data available
during First Tritium stems from the Forward Beam Monitor (FBM), the PULCINELLA
disk in front of the Focal Plane Detector (FPD) and from the FPD itself. Each of the
methods faces different challenges, which will be addressed in detail in this section.
5.4.1. Estimation of the column density via the FBM
In order to compare the simulated value of the column density to measured data,
one possibility is using the FBM. Comparing its integrated rate N˙FBM (above some
energy threshold Eth) to the theoretical decay rate N˙theo (also integrated from Eth)
yields information about the number of active gas atoms and thereby about the
column density. The rate is proportional to the activity in the source, which itself







· det · nT · a(θmax), (5.15)
with the FBM detection efficiency det, the number of tritium atoms mapped onto the
FBM nT and the maximum acceptance angle θmax defining the fraction of electrons
that can arrive at the FBM, a(θmax). The column density enters through the number
of tritium atoms (see sec. 5.4.1.2), enabling estimation of the column density from








· det · cDT · AWGTS · (1− cos θmax) · 0.5
. (5.16)
In the following, the factors of eq. (5.15) (or eq. (5.16) equivalently) will be discussed
individually.
An overview of the runs used is given in tab. 5.5. All runs were taken in June 2018.
Table 5.5.: FBM run overview.
run purpose duration
145-147 100 % N 2:14 h
247 FBM background 1 h
272-274 50 % N 3 h
278-280 25 % N 3 h
331-333 75 % N 3 h
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5.4.1.1. Maximum acceptance angle
In contrast to the usual θmax being defined by the relation between source and PCH
magnetic field, at the location of the FBM θmax is defined by the relation between
source BS = 2.5 T and CPS magnetic field BCPS since the maximum magnetic field















= 1− cos θmax2 . (5.18)
The uncertainty on the maximum acceptance angle is determined by the uncertainty
on the magnetic fields. In sec. 5.2.4 it was shown that the relative stability of the
magnetic fields is better than 1× 10−5, leaving the systematic uncertainty of 1 % as
dominant uncertainty of the magnetic fields.
5.4.1.2. Number of tritium atoms
The number of tritium atoms in the cross-section A in the WGTS can be estimated
via
nT = 2 · N · A · T, (5.19)
with N being the total column density and T ≈ 0.56% the tritium purity. Due to
the low tritium concentration in the First Tritium campaign of Katrin, almost all
of the tritium occurs in form of DT. Therefore, the number of tritium atoms can
also be estimated via
nT = N · A · cDT, (5.20)
with cDT ≈ 1.04 % being the DT concentration in the gas inside WGTS. During the
1 h time scale of a FBM run, the fluctuation of the DT concentration was 0.02 %. For
the systematic uncertainty of the DT concentration in First Tritium data, LARA
gives an absolute number of about 0.16 %. Re-analysed LARA data yields a factor
three improved uncertainty on the estimated DT concentration [KZ18]. To ensure
consistency with the spectral analysis results presented in this chapter, it was decided
to not use this updated LARA data for the column density estimation.
5.4.1.3. Fluxtube mapping
In order to compare the predicted to the measured FBM rate, the effective WGTS
cross-section and therefore the flux tube seen by the each of the two FBM diodes
needs to be determined. The magnetic field at the position of the FBM diodes is
BFBM = 0.8 T, while the source is at BS = 2.5 T. This means that the FBM sees
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fewer electrons as if it was located at BS. The result is a lower effective detection
area of the FBM diodes, estimated from conservation of the magnetic flux φ:
φFBM = φWGTS → AWGTS1,2 = AFBM ·
BFBM
BWGTS
= 1.35 mm2 ·BFBM1,2/BS, (5.21)
with BFBM1,2 the magnetic field at the position of diode 1 and 2, (BFBM1 , BFBM2) =
(0.8191, 0.8197) T and the photosensitive area of AFBM = 1.35± 0.05 mm2 [Hau18].
Using BS = 2.5 T results in (AWGTS1 , AWGTS2) = (0.44, 0.44) mm
2.
Though the Hall sensor of the FBM board can determine the magnetic field of
the FBM, it is positioned a small distance away from the two diodes on the FBM
board (compare fig. 2.4). Including an offset of the whole FBM detector board of
(x, y) = (0.26, 2.7) mm [Ell18], the author found a z component of the magnetic field
at the position of the Hall probe from Kassiopeia simulations of −0.8029±0.0005 T.
The Hall probe measured a magnetic field of −0.7973 T, which yields a difference to
the simulation corresponding to 0.7 %. Together with the 1 % general uncertainty on
magnetic fields, this amounts to a systematic uncertainty of 1.2 % on the magnetic
field at the position of the diodes. The magnetic field of the WGTS has the 1 %
systematic uncertainty estimated for the First Tritium settings [Are+19]. The un-
certainty on the effective WGTS cross-section is then determined via bootstrapping,
considering the uncertainties on the individual factors of eq. (5.21).
5.4.1.4. FBM rate prediction
Since the FBM diodes are of Si-pin type, the FBM has some intrinsic energy reso-
lution ∆EFWHM = 2.4 keV. The theoretical β-spectrum needs to be convolved with
the detector resolution function in order to estimate the column density. The ef-
fect of the FBM energy resolution is shown in fig. 5.21: as expected, it smears the
theoretical spectrum to both sides, at lower and higher energies. The FBM rate























Figure 5.21.: FBM rate prediction. Left: we see the smearing towards lower and
higher energies caused by the intrinsic FBM energy resolution. Right:
the energy threshold dependent detection efficiency is shown. Data
kindly provided by N. Haußmann [Hau18].
per tritium atom is estimated as the sum over all final states, convolved with the
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Besides the energy resolution of the FBM, there are various other effects to be taken
into account. One of them is the backscattering of electrons off the surface of the
FBM, causing a reduction of the estimated rate. Since the FBM diodes are of Si-pin
type [HAM18], they have a non-zero dead layer. If electrons deposit energy in this
region, the deposited energy cannot be detected by the FBM. Such dead layer effects
were investigated by N. Haußmann [Hau18] and E. Ellinger [Ell18] via measurements
and KESS4 simulations. Using dead layer measurements by E. Ellinger [Ell18], N.
Haußmann finds energy threshold dependent upper and lower limits for the FBM
detection efficiency det. The results for det are shown in fig. 5.21 and yield for the
threshold energy Eth = 5 keV used in
det = 0.49 +0.07−0.06. (5.23)
In fig. 5.21, the uncertainty band represents the dead layer thickness estimate of
350± 50 nm with lower dead layer thickness resulting in higher detection efficiency.
The estimation of the detection efficiency also includes backscattering onto the FBM
due to the magnetic mirror effect.
5.4.1.5. FBM rate estimation
The measured rate at the FBM is estimated via integration of the measured spectrum
above some threshold Eth. Since the energy estimation of the FBM for electrons with
energies below 5 keV is not reliable, we set Eth = 5 keV. Also note that the cut was
done on the ADC equivalent (166) instead of the calibrated energy (5 keV).
The applied calibration is of the form
E = 31.747 eV/channel · ADC− 241.357 eV channel 1 (5.24)
E = 31.892 eV/channel · ADC− 262.987 eV channel 2 (5.25)
The rate estimation is then the integration of the ADC spectrum from 166 ADC (the
interested reader can find the spectrum plots in app. B.1); the time dependence is
shown in fig. 5.22 for a sampling time of 60 s. A horizontal line is fit in fig. 5.22






















Figure 5.22.: FBM estimated rate. Left side: background run 247 (11th June
2018). Right side: signal runs 145-147 (6th June 2018).
which enables estimation of the rate in a specific time interval. In order to estimate
4Katrin Electron Scattering in Silicon Simulation (KESS) package developed by P. Ren-
schler [Ren11].
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the signal rate, the background rate needs to be subtracted. The signal rates were
determined from runs 145-147, while run 247 was taken as background run when the
FBM was outside the active flux tube (compare tab. 5.6). The systematic uncertainty
Table 5.6.: FBM fitted rate.

























assigned to the two rates is estimated as the distance to the mean, resulting in
σN˙FBM,sys = 13.0 cps.
5.4.1.6. Uncertainty estimation
The uncertainties of the factors of eq. (5.16) are propagated to an uncertainty on
the estimated column density via ensemble testing. A summary of the uncertainties
is given in tab. 5.7; note that the systematic uncertainties are given in relative
percentage values. In order to estimate the column density uncertainty, each item of
tab. 5.7 is sampled from a Gaussian distribution centred at the estimated value with
σ being the estimated uncertainty. With a number of 105 samples, the statistical
and systematic distribution of the column density can be estimated with a precision
of 0.3 %, yielding the statistical and systematic uncertainty of the column density
estimate via the FBM. Lower and upper uncertainties are estimated as the column
density representing a cumulative 34 % below and above the column density estimate,
comparable to a 1σ interval of a Gaussian distribution. The resulting statistical and
systematic distributions of the column density are shown in fig. 5.23 and listed in
tab. 5.7.
5.4.1.7. Column density
Ignoring energy loss processes in the source, one can rearrange eq. (5.15) in order to
estimate the column density with eq. (5.16). Combining the estimates of the factors
as listed in tab. 5.7 results in an estimate of the column density from the measured





× 1021 m2. (5.26)
Compared to the expected value from gas dynamic simulations of 4.46× 1021 m−2,
this is a deviation of 3 % which presents good agreement within the estimated uncer-
tainty. It has to be noted that one of the main uncertainties of the column density
113
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Table 5.7.: FBM column density uncertainty. Note that the systematic uncer-
tainties are given in relative values. Magnetic fields are stable to the 10−5
level, therefore their statistical uncertainty is neglected.
quantity estimate stat. unc. sys. unc.
measured rate 1 N˙FBM,1
∣∣∣
E≥Eth
1849.2 cps 0.5 cps 0.7 %
measured rate 2 N˙FBM,2
∣∣∣
E≥Eth
1875.2 cps 0.5 cps 0.7 %
DT concentration cDT 1.04 % 0.02 % 16.3 %
BFBM 0.8 T – 1.2 %
BWGTS 2.5 T – 1 %
BPCH 4.2 T – 1 %
FBM cross-section AFBM 1.35 mm2 – 3.7 %
detection efficiency det 0.4941 – 14 %
column density N (1021 m−2) 4.59 +0.07−0.06 +1.14−0.93
determination via the FBM is the detection efficiency. Also the photosensitive area
of the diode measured by N. Haußmann (1.35 ± 0.05 mm2) deviates from the size
listed by Hamamatsu specifications (1.1 ± 0.03 mm2) [HAM18]. Using the Hama-
matsu given area would result in an estimate of the column density of 5.6× 1021 m−2,
which would be a 20 % difference.
Different column densities In order to test whether neglecting the scattering in
eq. (5.16) has an effect on the estimated column density, we can compare simulated
column densities to the FBM-based ones from eq. (5.16) for various column densities.
The different column densities arise from the change in injection rate shown in the
top part of fig. 5.24. As can be seen, the FBM rate scales perfectly with the column
density (plot shows relative deviation to the start of the shown measuring period).
On the lower plot, we can see that the change in column density does not cause
a change in the difference between gas dynamics simulated and FBM determined
column density. Though the tritium concentration increases because of gas exchange
reactions due to the different pressures, the difference between the gas dynamics
estimated column density and the FBM estimated column density does not change
significantly. Therefore it can be concluded that the effect of the scattering can
indeed be neglected for the estimation of the column density via the FBM.
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Figure 5.23.: FBM determined column density uncertainty. The upper panel
shows the statistical distribution, while the lower one shows the sys-
tematic distribution. 105 samples were diced.
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Figure 5.24.: FBM estimate of different column densities. Upper plot shows
the variation of the injection rate and the FBM rate. Lower plot shows
the difference between simulated and FBM determined column density
(left ordinate), and the DT concentration (right ordinate). Data from
11th June to 13th June 2018.
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5.4.2. Estimation of the column density via PULCINELLA
The main purpose of PULCINELLA is calibration of the FPD [Ams+15]. However,
the measured electron flux of PULCINELLA can also be used to estimate the column
density. PULCINELLA is a titanium disk in front of the FPD, equipped with a
pico ammeter. The idea for connecting the measured current (converted into an








· det · nT · a(θmax), (5.27)
with the detection efficiency det, the number of tritium atoms visible by PULCINELLA
nT and the maximum acceptance angle θmax. The maximum acceptance angle and
the detection area will be different, though, from sec. 5.4.1 since the PULCINELLA
disk is positioned at a different magnetic field than the FBM. In the following only
the coefficients which are different from the column density estimation via FBM in
sec. 5.4.1 are discussed. An overview of the runs used is given in tab. 5.8; all runs
were taken on 5th June 2018.
Table 5.8.: PULCINELLA run overview.
run purpose duration
40495 position determination first 130 s
40498 tritium signal 1 min
40500 PULCINELLA background 10 min
5.4.2.1. Maximum acceptance angle
The PULCINELLA disc is located in front of the FPD in the pump port between
PCH and detector magnet. Therefore, the relevant maximum magnetic field is the






which defines the fraction of detectable electrons according to eq. (5.18).
The uncertainty on the maximum acceptance angle is determined by the uncertainty
on the magnetic fields. In sec. 5.2.4 it was shown that the relative stability of the
magnetic fields is better than 1× 10−5, leaving the systematic uncertainty of 1 % as
dominant uncertainty of the magnetic fields.
5.4.2.2. Flux tube mapping
In order to compare the predicted to the measured PULCINELLA rate, the WGTS
flux tube seen by PULCINELLA needs to be determined accurately. Since the
main focus of the PULCINELLA measurements was not on determining the column
density, the PULCINELLA position was not well-determined in advance.
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Determining the position of PULCINELLA The only way to determine the po-
sition of the PULCINELLA disk in the Katrin global coordinate system is to use
its shadow on the FPD. Usually, PULCINELLA covers the entire FPD, during the
measurements discussed in this section however there was a slight offset, compare
fig. 5.25 (from run 40495, see tab. 5.8). This offset can be estimated using the shadow
of PULCINELLA on the FPD. Due to the crescent-shaped form of the shadow, a
































































































































































































(x, y) = (1.75,−1.75) mm
R = 43.3 mm
Figure 5.25.: PULCINELLA shadow on FPD. Run number 40495, compare
tab. 5.8. The left side shows the pixel mapping of the shadow, the
colour scale denotes the measured rate (cps). The right side shows
the fit ring representing the PULCINELLA position. Note the pixel
weighting of the electron hits.
The fit ring can then be used to track electrons from the FPD to the PULCINELLA
disk in order to get the image of the ring on PULCINELLA5. The fit PULCINELLA
radius is 2.6 mm larger than the nominal 110.5 mm PULCINELLA radius. This is
expected since the origin of the electrons is the ring fit onto the FPD; this ring is
larger than the mapped PULCINELLA radius due to pixels being half-shadowed.
From the position of the ring on PULCINELLA, the relative shift of PULCINELLA
in Katrin global coordinates can be obtained, see tab. 5.9.
Determining the WGTS cross-section seen by PULCINELLA The cross-section
of the WGTS seen by PULCINELLA can be determined by tracking simulations of
electrons from PULCINELLA to the center of the WGTS. In the simulation, 30× 103
electrons were created uniformly distributed across the PULCINELLA surface and
then tracked towards the WGTS (see fig. 5.26). Binning the final azimuthal position
in the WGTS enables numerical determination of the cross-section. A grid of 48×48
bins for the 0.045 × 0.045 m2 area of interest yields an area per bin of 3.516 mm2.
The effective cross-section of the WGTS seen by PULCINELLA is then determined
by multiplying the number of bins, 1482, with non-zero entries with the area per
5This was done using a disk with a larger diameter than PULCINELLA in order to ensure that
the electrons are terminated correctly.
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Table 5.9.: PULCINELLA position determination.
position Katrin coordinates (mm) FPD coordinates (mm)
origin FPD (−0.96, 3.29) (0, 0)
origin PULCINELLA (1.40, 8.55) –
ring FPD (0.79, 1.54) (1.75,−1.75)
ring PULCINELLA (5.89, 4.05) –
shift of PULCINELLA (4.50,−4.50) –
bin:
AWGTS = 1482 · 3.516 mm2 = 52.1 cm2 (5.29)
A visualisation of the effective cross-section of the WGTS is shown in fig. 5.26 on
the right side. Note the cut-out there due to the shadow of the FBM board, caused
by the monitoring position of the FBM.
Figure 5.26.: PULCINELLA to WGTS mapping. Left side shows the 30× 103
simulated electrons created on the PULCINELLA surface. Right side
shows those electrons reaching the centre of the WGTS, the colour
scale denotes the number of entries. Bin size is 3.516 mm2. Note the
cut-out due to the FBM shadow.
The systematic uncertainty of the determination of the effective cross-section of the
WGTS is conservatively estimated to 5 %, which includes uncertainty due to wrongly
accounted misalignments and an uncertainty on the determination of the area itself.
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5.4.2.3. PULCINELLA rate prediction
The rate prediction for PULCINELLA is less complicated than for the FBM because














This time the threshold energy is given by the highest blocking potential between
WGTS and PULCINELLA, which is the high voltage at the pre-spectrometer (PS):




= 1.66× 10−9 cps. (5.31)
Besides the “threshold”, the detection efficiency also needs to be taken into ac-
count. GEANT4 simulations by E. Fo¨rstner [FG18] showed a backscattering prob-
ability for electrons from the disk of 2.06 % for zero-degree incident electrons, with
PULCINELLA at 0 V and including the magnetic mirror effect. During the mea-
surements discussed in this section, the PULCINELLA disk was at 200 V posi-
tive potential, thereby increasing the detection efficiency for electrons. The de-
tection efficiency at 200 V is estimated by fitting a straight line to the simulated
det(U) = 1− Pbackscatter(U) by E. Fo¨rstner, see fig. 5.28:
det(200 V) = 0.9795. (5.32)
The systematic uncertainty related to the detection efficiency is estimated to be 5 %.
This is a rather conservative value, which accounts for the simulations of E. Fo¨rstner
being done only for zero incident angle; the magnetic mirror effects for electrons with
larger impinging angle is even larger than for zero incident angle.
5.4.2.4. PULCINELLA rate estimation
The PULCINELLA disk acts as a Faraday cup: it measures a continuous current of








During the First Tritium campaign, there was one 1 min signal (40498) and one
10 min background (40500) run with PULCINELLA at stable column density (com-
pare tab. 5.8). The corresponding currents are shown in fig. 5.27. Fit results of a
constant as well as the corresponding uncertainty are shown in tab. 5.10, along with
the converted electron rate N˙ .
Note that the positive background current leads to a negative electron rate. Since
the background run showed a positive current, its deduction leads to a more negative




= 8.13× 107 cps. (5.34)
Besides the statistical uncertainty of the measured rate listed in tab. 5.10, the system-
atic uncertainty on the measured rate is 3 %, as shown by Amsbaugh et al. [Ams+15].
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Figure 5.27.: PULCINELLA measured current. Left: FPD run 40500 (5th June
2018), PULCINELLA background. Right: FPD run 40498 (5th June
2018), PULCINELLA signal.
Table 5.10.: PULCINELLA fit current and electron rate.
quantity fit value fit error
Itot (pA) -12.22 0.23
N˙tot (cps) 7.63× 107 0.14× 107
Ibg (pA) 0.80 0.01
N˙bg (cps) -0.50× 107 0.01× 107
Isig (pA) -13.02 0.23
N˙sig (cps) 8.13× 107 0.14× 107
5.4.2.5. Uncertainty estimation
An overview of the estimated uncertainties of the factors of eq. (5.27) is given in
tab. 5.11. Note that the systematic uncertainties are given in relative percentage
values. The uncertainty on the column density is estimated via ensemble testing.
Each item of tab. 5.11 is sampled from a Gaussian distribution centred at the esti-
mated value with σ being the estimated uncertainty. Some of the distributions have
lower and upper limits, for example the detection efficiency cannot be larger than 1.
The distribution of the detection efficiency is shown as an example in fig. 5.28.
Using 105 samples from the distributions of the factors of eq. (5.27), the distribution
of the estimated column density can be determined with a precision of 0.3 %. From
the statistical and systematic distribution of the column density, the statistical and
systematic uncertainties are determined as the ±34 % interval around the estimated
value. The resulting statistical and systematic distributions of the column density
are shown in fig. 5.29 and listed in tab. 5.11.
5.4.2.6. Column density
Combining the estimates of the factors as listed in tab. 5.11 and discussed in this sec-
tion results in an estimate of the column density from the measured PULCINELLA
121
122 5. Analysis of First Tritium data
Table 5.11.: PULCINELLA column density uncertainty. Note that the sys-
tematic uncertainties are given in relative values. Magnetic fields are
stable to the 10−5 level, therefore their statistical uncertainty is ne-
glected.




8.13× 107 cps 0.14× 107 cps 3 %
DT concentration cDT 1.07 % – 14 %
BWGTS 2.5 T – 1 %
BPCH 4.2 T – 1 %
eff. WGTS cross-section AWGTS 52.1 cm2 – 5 %
detection efficiency det 0.9795 – 5 %

















Figure 5.28.: PULCINELLA detection efficiency. Left: A straight line is fit
to the simulation by E. Fo¨rstner [FG18]. Right: Possible detection
efficiency distribution. Note the upper limit of 1. The dotted red line
denotes the 1σ lower systematic uncertainty. 105 samples were diced.





× 1021 m2. (5.35)
Compared to the expected value from gas dynamic simulations of 4.46× 1021 m−2,
this is a deviation of 9 % which is in agreement within the estimated uncertainty of
the PULCINELLA determination.
5.4.3. Discussion
Three different methods have been presented in this chapter to estimate the col-
umn density from the data. One is fitting the column density as an additional fit
parameter, another one is using the FBM detector, and the last one is using the
PULCINELLA disk in front of the FPD. The best agreement with the simulated
column density can be found for one single run fit (e.g. 40667) and for fitting multi-
ple runs together (appended runs). Good agreement is also given between simulation
122
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Figure 5.29.: PULCINELLA determined column density uncertainty. The
upper panel shows the statistical distribution, while the lower one
shows the systematic distribution. 105 samples were diced.
and measurement by the PULCINELLA disk, as well as the FBM estimate. Fur-
thermore, the previous chapter includes an estimation of the inlet pressure by the
measured pressure at the krypton capillary, see sec. 4.4.8. Calculating the column
density corresponding to the estimated inlet pressure of 0.3115µbar yields a column
density of 4.65× 1021 m−2 from the pressure at the krypton capillary, which is in
good agreement with the simulated column density.
An overview of the discussed column density estimates is given in fig. 5.30. It can
be seen that all estimates agree within their uncertainties. However, the simulated
column density seems to be underestimated as most other estimates result in larger
values. In order to match the measured and the simulated column density estima-
tion, the input parameters of the simulation might be varied inside their uncertainties
estimated in sec. 4.4.7. Using input parameters α = 1 (instead of α = 0.97), and an
outlet to inlet pressure ratio of 0.05 (instead of 0.02) results in perfect agreement
between the Boltzmann based simulation and the values determined by the different
measurements, with a column density value of 4.6× 1021 m−2 (see the dotted black
line in fig. 5.30). With the Knudsen based simulation and an outlet to inlet pressure
of 0.05, the same column density is estimated (4.6× 1021 m−2)6. These are strong
hints that the input parameters α = 1 and pout/pin = 0.05 describe the D2 domi-
nated gas dynamics better than α = 0.97 and pout/pin = 0.02. However, no decisive
conclusion can be drawn as the uncertainties of all measurements are larger than the
ones of the simulation. Column density estimates via fitting the spectrum currently
only include the 2 % uncertainty on the inelastic scattering cross-section [Ase+00].
As mentioned before, the re-analysed LARA data results in a factor three decreased
6Note that the Knudsen flow has no accommodation coefficient parameter α.
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uncertainty [KZ18] on the deuterium concentration, which will reduce the FBM
and PULCINELLA column density uncertainty by a similar factor. This holds es-
pecially for the PULCINELLA determination, as here the LARA related system-
atic uncertainty of the DT concentration is the largest contribution to the overall
PULCINELLA uncertainty. The final answer on the column density will be given
by the e-gun of the RS, which is currently in its commissioning phase and will set
the reference measurement of the column density at an accuracy of 0.1 % [Kuc+18].












(2 % on σinel as sys)
(2 % on σinel as sys)
(2 % on σinel as sys)
Figure 5.30.: Overview of column density estimates. The black line with grey
shaded area marks the estimation from initial gas dynamics simula-
tions, the dotted black one is for adapted input parameters. Note that
the treatment of N as free fit parameter considers only the 2 % uncer-
tainty on the inelastic scattering cross section [Ase+00] as systematic
uncertainty.
5.5. Conclusion
In this chapter, results from the first injection of tritium into the WGTS were pre-
sented. The stability of the source related components was shown to exceed the
respective requirements, with one exception: the stability of the tritium concen-
tration. The out-of-specification trace amounts of tritium were a factor 200 below
the concentration that will be used for neutrino mass measurements. It was shown
that the LARA-determined stability of the dominant gas species (D2) is within its
requirements which is promising for neutrino mass data taking when T2 will be the
dominant gas species.
First comparisons between the spectral model and the data showed excellent agree-
ment, enabling the testing of different analysis techniques to extract the parameters
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of interest E0,eff, Amp, and Bg. Estimates of the effective endpoint E0,eff were
presented including the systematics due to the column density uncertainty, amongst
these treating the column density as nuisance parameter via a pull term, as a free fit
parameter, or using ensemble testing of the column density. All estimates of E0,eff
are within the assumed spread of E0,eff due to the unknown work function difference.
In order to test the column density simulations from sec. 4.4, estimations of the
column density via the additional detectors FBM and PULCINELLA were given.
The free spectrum parameter estimate, the FBM estimate, the PULCINELLA es-
timate, the krypton capillary estimate, and the simulation estimate of the column
density were found to agree within their respective uncertainties. From comparisons
of the simulated column density estimate and the one obtained from various other
methods, it seems as if the best agreement is found for an accommodation coefficient
α = 1 and an outlet to inlet pressure ratio of pout/pin = 0.05, resulting in a column
density of N = 4.6× 1021 m−2 for Boltzmann and Knudsen based flow. With the
tritium purity increased by a factor of 200 for the neutrino mass data taking, the
LARA determined T will have an accuracy on the order of 1 %. With all other
uncertainties reduced, this will enable a PULCINELLA-based estimation of the col-
umn density with uncertainty also on the percent level. In order to further decrease
uncertainties on the column density determination, a cross-check between e-gun,
FBM, and PULCINELLA measurements with active source gas is recommended.
Dedicated measurements with the RS e-gun to determine the column density and
to test the gas dynamics model of the source are an integral part of the STS-IIIa
measurement programme (autumn 2018). As the Katrin experiment was shown
to be stable well within its requirements, the start of neutrino mass data taking
with increased tritium concentration is planned for spring 2019 after a maintenance




BLIND ANALYSIS AND METHODS
“It is also desirable to emphasize the importance of the human equation in accurate
measurements such as these. It is easier than is generally realized to unconsciously
work toward a certain value.”
– Frank Dunnington, 1933 –
The goal of the Katrin experiment is to determine the (effective) neutrino mass by
analysis of the tritium β-decay spectrum. In order to reduce the influence of human
observer’s bias, a blind analysis can be performed. In this chapter, several methods
for blind neutrino mass analysis of Katrin-data will be presented and their effect
will be tested on simulated data as well as 83mKr-data and T-data from the First
Tritium campaign of the Katrin experiment.
6.1. Motivation
The requirement to apply blind analysis techniques arises from the observer’s bias:
in general, data analysts have expectations of what the result should be, which
may cause them to unconsciously work toward that expected value. One way to
prevent this observer’s bias is by performing a blind analysis of the data. This
blinding requires obscuring of some part of the physics results until such a time
that they cannot influence subsequent analysis steps. In Katrin, our observable of
interest is the neutrino mass squared m2ν which we obtain by comparing a measured
integrated tritium β-spectrum to a model prediction. In order to worsen the neutrino
mass sensitivity and thereby hide the observable of interest, two blinding paths can
be followed: either we hide some physics details of our model, resulting in model
blinding, or we artificially modify the analysed data set, in a well-controlled and
strictly-reversible way, resulting in data blinding. This chapter will present and
discuss adequate methods for a blind analysis of Katrin data.
6.1.1. Observer’s bias
One of the most famous examples of an observer’s bias is the story of Clever
Hans [Pfu07]. In 1904, Wilhelm von Osten claimed that Hans could perform arith-
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metic and other intellectual tasks such as adding numbers. The issue was that Hans
was a horse. Wilhelm von Osten – a retired teacher confident in his methods – argued
that he taught Hans to answer his questions by tapping his hoof. No tricks could be
found at first and after this miracle of a horse received worldwide attention [Hey04,
The04], the founder and director of the Psychological Institute of Berlin, Prof. Dr.
Carl Stumpf, was officially asked to investigate the Clever Hans phenomenon. To-
gether with his student, Oskar Stumpf, they could prove that Clever Hans was not
able to perform arithmetic operations but was indeed very clever: Hans could only
answer those questions where the questioner knew the result and where Hans could
see the questioner’s face although it did not matter who asked the questions [Pfu07].
This lead to the conclusion that Hans could detect tiny changes in the facial ex-
pression of the questioner and stopped tapping as soon as the number of hoof taps
reached the correct number. This Clever Hans effect was not only a major break-
through in psychology but also shows a clear observer’s bias: Hans answered the
questions such that the result matched the expectation of the questioner.
But it is not only this kind of observer’s bias that threatens accurate results: as
shown by Klein and Roodman from speed of light measurements published over
an entire century [KR05], researchers are rather conservative about their estimated
results if they disagree with previous measurements of that quantity. Even though
they used different techniques, four experiments in a row stated a value that was
17 km s−1 off previous and following experiments. The reason for this may have been
that the experiments compared their estimated value to the most recent published.
If their value was off, they would search for a source causing such systematic shift
until their value matched the previous result. This is only one example for scientists
stopping to search for systematic uncertainties when their result matches a certain
outcome.
The systematic uncertainty caused by the observer’s bias cannot be estimated when
publishing the results, but only in a historic view, as shown by Klein and Rood-
man [KR05]. This is a fundamental difference between observer’s bias and any other
kind of bias in a measurement, requiring a kind of analysis that prohibits the ob-
server’s bias. In the following, this kind of analysis is called blind analysis, because
the analyst does not know the final answer or initial trend (the neutrino mass mν)
of his experiment before the analysis is complete.
6.1.2. Goal of blind analysis in KATRIN
As concluded in sec. 6.1.1, the general goal of blind analysis is to avoid biases in data
analysis. With this kind of analysis technique, the data is analysed in a way that
the final answer remains unknown before the analysis is complete, preventing the
analyst from tuning intermediate results and cuts to arrive at the expected answer.
On the other hand with the decision to perform a blind analysis, there is the com-
mitment beforehand to publish the result when unblinding, barring all consequences.
One of the first to apply blind analysis techniques in physics was F. Dunnington in
his measurement of e/m [Dun33]. His estimation of e/m was directly proportional
to the angle between electron source and detector. Therefore Dunnington had his
machinist select angles close to but not exactly at the optimal value and keeping
these angles secret. This hiding of the angles made Dunnington blind to the final
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answer and therefore unable to tune his analysis towards an expected value. Only
after Dunnington finished his analysis, he had his machinist reveal the angles used,
enabling Dunnington to calculate the final answer. The example of Dunnington
cannot be easily translated to Katrin, since the measuring concepts are fundamen-
tally different with the neutrino mass manifesting as a shape distortion close to the
endpoint of the β-decay spectrum.
In general, however, performing a blind analysis does not mean
 that you never look at the data,
 that you are not allowed to correct for a mistake once you find one,
 that your analysis is inevitably correct, or
 that a non-blind analysis is necessarily wrong.
In Katrin, the main physics goal is to extract the value or limit on the neutrino
mass. Though there will be other types of analyses such as searches for sterile
neutrinos, right handed currents, light bosons, or relic neutrinos, all of which require
different blinding techniques, focus will be on developing blind analysis techniques
for neutrino mass analysis in the following. This implies hiding the value or limit on
the neutrino mass from the analyst. The most stringent limit on the neutrino mass is
currently the limit obtained from the analysis of Mainz and Troitsk data [Tan+18]:
mν ≤ 2.0 eV. (6.1)
In order to be conservative and to circumvent problems like those in the speed of light
measurements mentioned in sec. 6.1.1, the requirement for each blinding technique
for Katrin neutrino mass analysis is defined to prevent intermediate neutrino mass
sensitivities any better than
mν ≤ 2.0 eV (90 % C.L.) before unblinding, (6.2)
(that is, any better than what is already established empirical knowledge). Unblind-
ing will then yield the full sensitivity.
6.2. Sensitivity definition and derivation
Katrin will measure an integrated tritium β-decay spectrum [KAT05]. In the stan-
dard Katrin neutrino mass analysis, the spectrum will be compared to a model
containing four variable fit parameters [KAT05, Kle14]:
1. (effective) neutrino mass squared m2ν,
2. endpoint E0,
3. signal amplitude Amp,
4. background rate Bg.
First a definition of the sensitivity for the neutrino mass needs to be derived to be
able to compare the different blinding methods. The sensitivity will be defined in
terms of discovery potential, expressed in terms of standard deviations, and the cor-
responding total uncertainty. Then the methodology on how to derive the necessary
level of blinding to prevent sensitivities better than eq. (6.2) will be defined.
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6.2.1. Sensitivity as discovery potential
In the Katrin Design Report [KAT05], the sensitivity for the neutrino mass is seen
as the neutrino mass which can be determined at a significance of 1.645σ. Assuming
normal distribution of the best fit estimate mˆ2ν, this translates into a 90 % C.L. upper
limit. In other words, the sensitivity is the discovery potential representing a 1.645σ
distance of the best fit estimate mˆ2ν to the null-hypothesis 0:

















6.2.2. Adaption of the total neutrino mass uncertainty

































The different blinding methods are expected to result in two different effects on









of the estimated neutrino mass squared mˆ2ν with





= mˆ2ν −m2νtrue. (6.6)
In order to be able to compare the different blinding methods, one common definition
of the total uncertainty is needed. For this work it was decided to adapt eq. (6.5) to
























This implementation treats the introduced neutrino mass shift as new, unknown
systematic uncertainty uncorrelated to all others.
6.2.3. Methodology to derive the necessary level of blinding
Using eq. (6.2), eq. (6.4), and eq. (6.7), the methodology to derive the necessary
level of blinding can be described:
1. for the blinding parameters of each blinding method (smearing values, mea-




from eq. (6.7) for various true neutrino masses,
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2. use this to find the intersection points between the 1.645σ discovery poten-
tial (6.4) and the lines for the various blinding parameters: the abscissa of
these intersection points is the sensitivity,
3. plot the sensitivity against the various blinding parameters to obtain the blind-
ing parameter required to not exceed a certain sensitivity limit,
e.g. 2 eV (90 % C.L.) for the first KATRIN neutrino mass analysis.
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retarding energy qU − E0 (eV)
Figure 6.1.: Integrated spectrum with MTD. The neutrino mass sensitive region
is shown by comparing a spectrum with neutrino mass mν = 1 eV (red)
to a spectrum without neutrino mass mν = 0 eV (blue). The peak of the
measuring time distribution (MTD) sits in the region where the neutrino
mass has the largest distortion relative to the zero mass spectrum.
In order to establish useful blinding and unblinding strategies, the effect and signa-
ture of a non-zero neutrino mass in the tritium spectrum needs to be understood.
Figure 6.1 shows the effect of two different neutrino masses: a non-zero neutrino
mass results in a shape distortion of the β-spectrum close to the endpoint, with po-
sition and relative strength of the distortion depending on the neutrino mass. Since
the neutrino mass in Katrin is determined via a four-parameter (see sec. 6.2) fit
to the measured data, blinding can be performed in two ways: either blind the fit
model (model blinding) or blind the measured data (data blinding). From fig. 6.1,
an obvious way to hide the neutrino mass signature is to decrease the significance
of a hypothetical signal by increasing the statistical uncertainty (reduced statistics).
This implies, for example, using only one run (scan) of the tritium β-spectrum at a
time, that is, at typically only a few hours. It has to be noted that all runs can be
analysed and inspected individually, just not combined. Another possibility would
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be to apply a blinding method mostly used in rare-decay searches, such as 0νββ-
decays (e.g. GERDA blind analysis [Ago+13]): the region where a potential signal
is expected to show up remains hidden from the analysts. Only after the complete
analysis chain is developed and fixed, the signal region is opened. Applying this
method to the Katrin neutrino mass analysis (window blinding) may require hid-
ing a broad energy window from the analysts: fig. 6.1 shows that a 2 eV neutrino
mass, for example, would require a window width of about 20 eV, in the range of
[E0 − 20 eV, E0] to successfully hide the signal of the neutrino mass, which will be
shown in sec. 6.4.1.2. Another method discussed in the following is an artificial
smearing of the neutrino mass signal by convolving the β-spectrum with a Gaussian.
This may be performed in different ways: either in terms of data blinding acting
directly on the measured spectrum (energy smearing) or in terms of model blind-
ing, either smearing the distribution of the modelled final states (FSD smearing)
or smearing the energy loss function of the electrons (energy loss smearing). All of
these blinding methods will be described in more detail and results from their test
on commissioning measurements will be presented.
6.3.1. Data blinding
The most powerful way to perform a blind analysis is blinding the data. This gives
maximum control over which data is released and which not: if the neutrino mass is
hidden by blinded data, the analysts can not get access to the original data for neu-
trino mass analysis development and thereby can not tune any cut towards expected
neutrino masses. However, data blinding introduces the risk that the original data
contains unexpected features as reported by Lobashev et al. [Lob+99a].
In the following, three different methods leading to blinded data sets will be pre-
sented. For each of the methods, ensemble tests were performed on simulated data
in order to inspect the effect of the blinding method on the parameter of interest,
the neutrino mass. The settings for these simulations can be found in tab. C.2. Most
important is to note that a larger magnetic field in the analysing plane together with
an increased background (225 mcps, a factor of 23 higher compared to the design
reference background level of 10 mcps [KAT05]). These settings were assumed, since
all measurements with the Katrin set-up so far showed an increased and volume
dependent background rate [Har15, Blo18, Tro18]. A total of 104 fits were performed
per setting for each blinding method.
6.3.1.1. Reduced statistics
In the starting phase of the initial neutrino-mass runs, the neutrino mass sensitivity
of Katrin will be driven by the statistical uncertainty. Due to the unprecedented
activity of the Katrin tritium source, the statistical uncertainty will decrease fast:
In this section it is investigated by ensemble testing how many hours of measuring
time can be allowed to be analysed in order to not exceed the 2 eV sensitivity. The
outcome will not only be useful to determine the maximum length of one spectral
scan at Katrin, but also for determining the time intervals in which unblinded
Katrin data will be released.
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Figure 6.2.: Measuring time dependence of fit parameters. Plots share the
x-axis. All fits were successful (upper plot). A clear dependence of the
standard deviation of the best fit values (middle plot) on the measuring
time can be seen. There is no clear dependence of the best fit mean
values (lower plot) on the measuring time.
First it is tested whether the reduced statistics method causes other effects besides
increasing the statistical uncertainty on the neutrino mass. Such effects may be a
systematic shift of one of the four standard fit parameters, a substantial increase of
the χ2 or a decrease in number of successful fits. A good indicator to investigate
these effects is the live time dependent distribution of the best fit estimates for a
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true value m2νtrue = 0, which is shown in fig. 6.2. The middle plot clearly shows an
increase of the standard deviation of all best fit estimates, while the lower plot has
no such clear structure. Therefore, it can be deduced that limiting the statistics
does not imply a systematic shift on the best fit estimates, and does not cause fewer
successful fits (upper plot) or an increase in χ2. It can be concluded that the reduced
statistics method is a promising candidate in terms of blinding by increased statis-
tical uncertainty. However, the allowed measuring time for this blinding method is
short compared to the overall three-year measuring time of Katrin.
6.3.1.2. Window blinding
The signal in direct neutrino mass searches with tritium β-decay experiments is most
pronounced in the region close to the endpoint, as shown in fig. 6.1. Compared to
0νββ-decay or dark matter experiments, neutrino mass analysis in Katrin goes be-
yond counting events in a specific signal region: the neutrino mass mainly manifests
in a shape distortion of the integrated spectrum, causing blinding to be challeng-
ing. Blinding by removing data from some energy region will not make the neutrino
mass analysis with blinded data impossible but it is expected to increase the statis-
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Figure 6.3.: Window example. The upper plot shows the unblinded measuring
time distribution, the lower illustrates a 15 eV blinded window, from
which the data is completely removed for neutrino mass purposes.
window for neutrino mass analysis is shown in fig. 6.3, for an example window size
of 15 eV. For convenience, the upper end of the blinding window is kept fixed at
the estimated endpoint of 18 575 eV equivalent. The lower end is extended into the
spectrum towards lower energies. Other versions of this blinding method have also
been investigated, but were discarded after detailed studies. The discarded methods
will be described here for completeness:
134
6.3. Blind analysis methods 135
 Removing the background region: this blinding method would be based
on the blinding of data at energies beyond the endpoint. The idea was that
this removal would increase the uncertainty on the background such that the
neutrino mass is hidden. However, tests with Design Report settings [KAT05]
showed that even removing all data beyond the endpoint only results in a
deterioration of the neutrino mass sensitivity from 0.2 eV (90 % C.L.) to 0.35 eV
(90 % C.L.). This would not be sufficient to hide a 2 eV neutrino mass.
 Removing endpoint and high statistics region: here the idea is that a
two-window removal approach successfully blinds the neutrino mass. Indeed,
studies with Design Report settings [KAT05] showed a (sufficiently) degraded
neutrino mass sensitivity. For a removal of [E0 − 30 eV, E0 − 23 eV] ∧ [E0 −
19 eV, E0], the sensitivity on the neutrino mass is decreased to 2.12 eV (90 %
C.L.). However, the data from the high statistics region is precious in terms of
monitoring the stability of the source or testing the fit routines. Since it also
does not yield a better blinding result than blinding only one window1, this
method is not considered for further studies.
 Removing only parts of the window: this version of the window blinding
has the same principle as shown in fig. 6.3, with one difference. Here, not all
of the data is removed but a small amount, e.g. 0.1 % or 1 %, is kept in the
blinded window region. However keeping only 0.1 % of the data in this region
is enough for the fitter to estimate the neutrino mass with a sensitivity better
than allowed: for Design Report settings [KAT05], keeping 0.1% of a window
of 21 eV width below the endpoint results in a sensitivity of 0.69 eV (90 % C.L.).
Keeping 1 % of the same window, the sensitivity is 0.40 eV, compared to 2.09 eV
if the data of that window is completely removed. Therefore, window blinding
while keeping some percentage of the data is regarded inferior to completely
removing the data.
Since none of the itemised versions of the window blinding is superior to the window
blinding described in the beginning of this section (complete removal, blinding the
endpoint region), they are not pursued as candidates for Katrin blind analysis
methods.
To test the effect of increasing the window width on the best fit estimates of the four
fit parameters, the same procedure as in sec. 6.3.1.1 is followed. The distribution of
the four fit parameters after performing 104 fits for m2νtrue = 0 per chosen window
width can be seen from fig. 6.4. As for the reduced statistics method, all fits were
successful and the expected effect on the parameter uncertainty can be seen: the
most prominent uncertainty increasing with extended window width is the neutrino
mass uncertainty. The standard deviation of the neutrino mass squared increases by
more than one order of magnitude, while the relative increase in the other parameters
uncertainty remains minor. In contrast to the reduced statistics method, the window
blinding causes a systematic shift of the best fit estimates for large windows. However
this shift is several orders of magnitude lower than the increase in uncertainty, so
it is neglected. This is also confirmed by the reduced χ2, which does not show a
clear increase or decrease for the larger windows. With these findings in mind, it
can be concluded that the window blinding2 is also a promising candidate in terms
1This window is of same size as the two windows combined.
2Note that only the complete removal is considered as an option.
135






















































































































































Figure 6.4.: Window width dependence of fit parameters. Plots share the x-
axis, results are shown for three years of data. All fits were successful
(upper plot). A clear dependence of the standard deviation of the best
fit values (middle plot) on the window width can be seen. There is a
minor dependence of the best fit mean values (lower plot) on the window
width.
of blinding by increased statistical uncertainty.
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6.3.1.3. Energy smearing
Another blinding method aims to hide the neutrino mass by smearing the energy
of the measured spectrum. Thereby the neutrino mass shape distortion of the inte-
grated spectrum should be hidden and the neutrino mass sensitivity deteriorated. In
contrast to the two data blinding methods mentioned so far (see sec. 6.3.1.1, 6.3.1.2),
the energy smearing of the measured spectrum is not expected to increase the sta-
tistical uncertainty on the neutrino mass but to give a shifted neutrino mass as the
best fit. This would have the advantage that fits to the blinded data could be used as
a stability criterion for data quality checks on blinded data with the same statistical
precision as the unblinded data.
A common way to introduce a smearing to data is by convolution with a Gaussian.
One example is including a finite energy resolution to model the detector response
function of a Si-pin diode3 or including the Doppler broadening in the spectrum
calculation [Kle+18] (also see sec. 2.2.1). The intuitive approach is to smear the
energy of each single electron and then move it from its original energy bin to a new
one. This strict implementation would require smearing the differential spectrum to
get a smeared integrated spectrum. Though this single-event smearing was dropped
in favour of a spectrum-wide smearing, the energy smearing is still a smearing of the
differential spectrum.
Methodology In the following, a run is defined as one scan over the whole mea-
surement range. Each run contains subruns with index i representing the electron
counts Ni from measuring at the respective entry (Ui, ti). Since the high-voltage
at the spectrometer represents a high-pass filter, the counts Ni are the number of
electrons with energies E ≥ qUi. The energy smearing will be applied run-wise,
meaning each scan is smeared independently from the other scans. Since the run
will contain a non-uniform distribution of measuring times ti (compare fig. 6.3), we





From the integrated rate spectrum N˙i, a differential rate spectrum dN˙i/dE is de-
rived by applying a spline interpolation. In order to enable universal usage of this
smearing method independent of the underlying measuring time distribution, splines
interpolation was chosen4: the interpolation enables differentiation and evaluation
at intermediate steps ∆Uj < ∆Ui, making the method independent of the high-
voltage steps ∆Ui of the spectrum scan. In the following, the evaluation step width
∆Uj is chosen to be ∆Uj = 5 mV, a value which is a good compromise between fast




3For example the FBM, see sec. 5.4.1.4 or the FPD, see sec. 2.2.5.
4The gsl splines package of the GNU scientific library [Gal+02] was used.
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Rate difference spectrum Since the integrated rate is monotonously decreasing
for larger energies, the direct differentiation of the integrated spectrum leads to
negative values. This is expected because the differentiation describes the slope of
the integrated spectrum. Numerical differentiation yields the rate difference in the
interval [Uj−1, Uj)
∆N˙j = N˙j − N˙j−1 = dN˙j
dE
·∆Ej, (6.10)
with ∆Ej = q∆Uj. This is the spectrum we want to smear. The smearing by a
convolution with a Gaussian Gj,k changes the rates ∆N˙j at voltage Uj according to
their neighbouring points k on both sides of j. Let the Gaussian function be










Let the convolution ∆N˙j ∗ Gj,k = ∆N˙ ′j define the smeared rate differences and let
C−1j =
∑
kGj,k be a normalisation factor. The smeared rate differences are then
defined as
∆N˙ ′j = ∆N˙j ∗Gj,k = Cj
∑
k






∆N˙ ′j now describes the smeared rate changes in the interval [Uj−1, Uj).
Smeared integrated rate spectrum Until this point, the steps to derive the
smeared rate difference spectrum to base j (representing the finer interpolation
steps) have been outlined. In order to get the smeared integrated rate spectrum
to base i (representing the measured high-voltage steps ∆Ui), the interpolated ∆N˙ ′j





In fig. 6.5, the effects of two extreme smearing values are shown: one small 0.1 eV
and one large 3 eV smearing. From smearing the rate difference spectrum, it is
expected that the small smearing follows the rate fluctuations while the large smear-
ing smoothes the rate difference spectrum. Indeed, the large smearing cancels the
Poisson fluctuations and smoothes the spectrum, while for a small smearing the
estimated smeared rate difference spectrum matches the original one.
Calculating the smeared integrated rates can now be done recursively,
N˙ ′i−1 = N˙ ′i −∆N˙ ′i , (6.14)
which reveals a requirement of this algorithm: the measuring points need to be
sorted in i in increasing energies qUi. Since random scanning strategies are also
under consideration, this will require an intermediate sorting step in the processing
chain. Further constraints are due to the recursive calculation: on both sides of
the measured spectrum, measuring points within a 5σblind range are to be removed
from the smeared spectrum since there are not enough smearing contributions from
points beyond the measurement range. However this is a minor concern, since there
will be enough points on both sides of the spectrum. This behaviour is also a reason
why a 20 eV wider scan range was utilised for the simulations used here.
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(a) Smearing of 0.1 eV.






















(b) Smearing of 3 eV.
Figure 6.5.: Rate difference spectra. Smearing of (a) 0.1 eV and (b) 3 eV. The
small smearing clearly represents the fluctuations of the randomised
original spectrum (∆N˙i below ∆N˙ ′i), while the larger smearing smoothes
any such fluctuations.
From the relative difference of the original integrated spectrum N˙i and the smeared
integrated spectrum N˙ ′i , the sign of the estimated neutrino mass squared shift can
be estimated. A decrease of the smeared spectrum in the signal region would pre-
fer a positive neutrino mass squared while an increase prefers a negative neutrino
mass squared as best fit estimates. Choosing the recursive calculation as defined
in eq. (6.14) prefers a negative neutrino mass squared as shown in fig. 6.6. The
effect of the smearing on the integrated spectrum is exactly opposite to the one of
a positive neutrino mass squared: the smearing increases the rate at the position of
the neutrino mass signal, whereas a positive m2ν would lead to a rate decrease (com-
pare fig. 6.1). Thereby, it is expected that the energy smearing causes unidirectional
shifts of the best fit neutrino mass squared in negative direction, which would mimic
an unaccounted systematic effect.
As shown by Robertson et al. [RK88], an unaccounted systematic effect caused by
an energy broadening is expected to result in a shift towards negative neutrino mass




≈ −2σ2. Indeed, this be-
haviour can be seen in fig. 6.7. χ2red has a minimum around σblind = 1 eV (lower plot)
while the uncertainties of the fit parameters – represented by the standard devia-
tions of the best fit values (middle plot) – do not show a significant increase. Most
prominent is the negative parabola describing the shift of the best fit neutrino mass
squared: the true neutrino mass was mtrue = 0 for all fits, but the estimated best
fit neutrino mass squared follows the estimated −2σ2blind relation. The fact that the
energy smearing of the measured spectrum in simulations only affects the neutrino
mass makes this blinding method a very promising candidate. It would allow testing
of the fitting algorithms on the (nearly) complete measured spectrum, enabling the
run-wise fit parameter estimation (e.g., endpoint or neutrino mass squared) as an
5This approximation is derived from Taylor expansion for zero-limit. Therefore, large smearing
values may cause neutrino mass squared shifts deviating from that approximation.
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Figure 6.6.: 3 eV energy smearing effect on the integrated spectrum. The
shape distortion mimics a negative neutrino mass squared: it increases
the rate in the endpoint region (also compare fig. 6.1).
experiment stability diagnostic: concerning the stability, the interest is not on the
absolute value but on the relative change, reflected by the statistical uncertainty on
the parameter estimates.
6.3.2. Model blinding
So far, data blinding methods have been discussed; this section will now cover two
model blinding methods. In both cases, an imperfect model is used to ensure that the
estimated neutrino mass is not the final answer. It has to be noted that every model
blinding method requires awareness of the analysts; it may easily happen that the
“correct” model is used before unblinding, revealing possibilities for experimenter’s
bias. However, the model blinding intrinsically does not require any changes to the
measured data, making it less pervasive for the analysis chain.
The two model blinding methods discussed in the following both are based on smear-
ing some essential parts of the model. One is based on smearing the distribution
of final states (FSD smearing) while the other is based on smearing the energy loss
function (energy loss smearing).
It has to be noted that the model blinding methods results presented in the following
and in sec. 6.4 were obtained not by ensemble testing but by comparing spectra
without any Poisson randomisation. Thereby, a systematic shift is also expected for
the smearing of the final states and for using an imperfect energy loss model; both
of which will degrade the sensitivity on the neutrino mass as will be discussed in
sec. 6.4.
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Figure 6.7.: Energy smearing dependence of fit parameters. Plots share the
x-axis, results are shown for three years of data. All fits were successful
(upper plot). There is a minor dependence of the standard deviation
of the best fit values (middle plot) on the smearing value. There is a
clear dependence of the mean of the best fit neutrino mass (lower plot)
on the smearing value: it follows the −2σ2 expectation. Minor shifts
of the other mean best fit values can also be observed, in hand with an
increasing χ2red for large smearings.
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6.3.2.1. Final states distribution smearing
The FSD smearing method is based on the idea that the sensitivity for the neutrino
mass is worsened by using a smeared final states distribution (FSD). If this blinding
method is used, all members of the analysis team have to use a smeared version of
the FSD until the collaboration decides that all analysis steps are approved and all
cuts are fixed. Only then, after unblinding, the original unsmeared FSD set may be
used to perform the final fit on the data.
The FSD defines the probability of the daughter molecule to decay into a given
final state fs with some excitation energy Efs after the β-decay (see sec. 2.2.2).
Since there are no precise measurements of the FSD of the hydrogen isotopologues,
Katrin analysis relies on precise theoretical calculations. Several groups have cal-
culated the FSD with slightly different results (for example, [SF97a, SF97b, SJF00],
and [Dos+06, DT08]). The final states have discrete energies, which may be subject
to rebinning in order to reduce computation time. This chapter will deal with the
final states for T2 as calculated in [SJF00]. Though the gas composition in the source
will also contain DT and HT as tritiated molecules, the focus here is on showing the
principal understanding of the effect of smeared final states. It should also be noted
that for a tritium purity T > 95% as required in the Design Report [KAT05], the
T2 fraction is more than 90% of all the gas in the source and therefore dominates
over other tritiated molecules.
Smeared distribution In the source and spectrum calculation (SSC) package of the
Katrin simulation and analysis framework KASPER, the final states distribution is
accounted for by a summation over all possible final states of the daughter molecule
for a certain electron energy, see sec. 2.2.2. The final states fs reduce the phase














E0 − E − Efs
)2 ≤ m2ν.
Smearing of the final states distribution is considered in a similar way to the energy
smearing of the spectrum: a suitable discretisation of the FSD needs to be found
which is convolved with a Gaussian of a certain σblind, representing the smearing of
the FSD. The binning ∆Efs,i of the smeared FSD is constrained such that it should
be smaller than the aimed σblind. Reasonable values for σblind are values larger than
0.1 eV which is the lower limit set by the Doppler broadening. Similar to eq. (6.12),
the smeared probabilities are then defined via
P ′fs,i = C ·
∑
Efs,j∈Efs,i±5σblind
Gj(Efs,j, Efs,i, σblind) · Pfs,j, (6.16)
with j denoting the unbinned final states distribution, G the Gaussian function being
defined according to eq. (6.11), and the normalisation factor C taking into account
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Figure 6.8.: FSD smearing effect. Smeared and unsmeared (T2) excitation prob-
abilities as a function of excitation energy Efs. The rebinned final states
in blue have the same binning (∆Efs,i = 0.1 eV) as the smeared final
states.
The result of a smearing value of σblind = 1, 2, 3 eV on the final states distribution
is shown in fig. 6.8. Note that the larger smearing values result in smearing an
increasing amount of the probabilities into negative final states energies. The effect
of the FSD smearing on the integrated spectrum is shown in fig. 6.9 for an example
smearing of 3 eV. Note the opposite effect compared to energy smearing: the FSD
smearing mimics a positive neutrino mass squared because it decreases the rate in
the endpoint region. Therefore it is expected that the FSD smearing results in a
unidirectional positive shift of the neutrino mass squared. Also note the difference
in notation of the relative change compared to energy smearing; this is due to energy
smearing acting on data while FSD smearing acts on the model side.
Probability conservation The smearing of the final states by construction con-
serves the probability due to the normalisation factor C. Negative final states ener-
gies are to be expected for large smearing values O(1 eV), since the smeared ground
state extends until negative energies. Negative final states energies can easily be
absorbed into the estimated endpoint, see eq. (6.15). The lower bound of the final
states energies was set to −∆Efs,i − 5σblind, thereby ensuring that the tails of the
smeared ground state J = 0 are included.
6.3.2.2. Imperfect energy loss
The principle of using an artificial imperfect energy loss function is similar to the
FSD smearing discussed in sec. 6.3.2.1: the model fit to the data is worsened on
purpose in order to reduce sensitivity for the neutrino mass.
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Figure 6.9.: 3 eV FSD smearing effect on the integrated spectrum. The
shape distortion mimics a positive neutrino mass squared: it decreases
the rate in the endpoint region. Note the difference in notation of the
relative change compared to energy smearing (fig. 6.6).
Besides the final states of the daughter molecule, another important ingredient of
the spectral analysis is the energy loss function [KAT05, Kle+18]. The energy loss
function f() describes the probability for an electron to lose an amount of energy
 due to inelastic scattering on residual gas molecules in the tritium source. It is
accounted for via an s-fold convolution for s-times scattering [Kle+18] (also compare
sec. 2.2.1) in the response function.
Base energy loss function In the following, the empirical energy loss function
measured by Aseev et al. [Ase+00] will be used as reference energy loss function.
Aseev et al. find the energy loss function to be a superposition of a Gaussian function
describing the excitation of bound states up to the ionisation energy of about 15 eV

















for  ≥ c
, (6.18)
with the critical energy c defining the smooth transition between the two parts of
the energy loss function. The values of the energy loss function parameters A1, A2,
1, 2, ω1, ω2 are chosen according to the findings of Aseev et al. [Ase+00] (compare
sec. 2.2.1).
In the source and transport section characterisation measurements, there are dedi-
cated time slots to determine the energy loss function in deuterium with an angular-
selective, mono-energetic electron gun installed at the rear section of the Katrin ex-
periment (see sec. 2.2.2). Though the energy loss function will be slightly different
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in tritium, its result is expected to be representative. This enables use of the deu-
terium energy loss function for a blind analysis of upcoming tritium data. However,
since the result will be so similar, it is not expected to have a sufficient blinding
effect. Therefore, this section will discuss modifications of the energy loss function
by means of using wrong excitation/ionisation ratios. The ratio is defined via the
two amplitudes A1 and A2. When this ratio is changed, also the critical energy has
to be adapted in order to ensure a smooth transition.
Definition of imperfect energy loss Let the artificially distorted amplitudes be
A′1(η) = A1 · (1− η), (6.19)
A′2(η) = A2 · (1 + η), (6.20)







= A2 · w
2
2
w22 + 4(− 2)2
. (6.21)
Analytical solutions can be obtained by a Taylor expansion. The interested reader












Figure 6.10.: Imperfect energy loss function. Results shown for several excita-
tion/ionisation share changes. The transition from excitation to ion-
isation remains smooth; + and − merge as η → ηmax. Credits V.
Sibille.
The effect of the changed excitation/ionisation ratio defined via η can be studied
in fig. 6.10. The transition between excitation and ionisation remains smooth even
for large ratio changes. As η → ηmax (the maximum ratio change6), the ionisation
threshold changes and the two roots + and − merge towards a single value. Also
note that the sign of η matters; this enables positive or negative shifts of the neutrino
mass [Hei+18].
6Defined by requiring the root of the solution of eq. (6.21) to be positive.
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6.4. Sensitivity estimates
After having introduced the blinding methods (sec. 6.3) and the derivation of the
respective sensitivity (sec. 6.2), this section will cover the sensitivity estimates for
each of the blinding methods. First results of the data blinding methods will be
presented, then results of the model blinding methods.
A difference worth mentioning is the way the sensitivity is calculated: for the data
blinding methods, full ensemble tests were performed with 104 fits per blinding set-
ting, while for the model blinding, only fits to spectra without Poisson randomisation
(so no ensemble testing) were applied. Nonetheless, the result is comparable since
the likelihood of the neutrino mass squared is extended towards negative values in a
way that it has a parabolic shape [Kle+18]. This extension is especially important
for maximising the likelihood function at neutrino masses around zero. Since both
model blinding methods are based on introducing a systematic shift of the neutrino
mass squared, the results will also hold for ensemble tests.
6.4.1. Data blinding
As described in sec. 6.3.1, the data blinding sensitivity estimates are based on en-
semble tests with settings according to tab. C.2. The steps followed in this section
are defined in sec. 6.2.3.
6.4.1.1. Reduced statistics
To derive the sensitivity in dependence of the measuring time according to the steps
outlined in sec. 6.2.3, ensemble tests were performed for true neutrino mass squared
m2ν,true ∈ [0.00, 0.04, 0.25, 0.64, 1.00, 2.25, 4.00] eV2. (6.22)
Discovery potential The estimation of the discovery potential contains steps 1




for each true neutrino mass and each measuring time is calculated. Initially, rough
estimates of the measuring time dependence of the sensitivity revealed that a 2 eV
(90% C.L.) sensitivity will be achieved after a measuring time of ≈ 400 min. There-
fore, measuring times of
[100, 200, 300, 350, 400, 500, 600] min (6.23)
were chosen. The resulting discovery potential is shown in fig. 6.11 for true neutrino
mass values up to 2 eV. From the figure, the expected behaviour can be drawn:
increased measuring time results in stronger discovery potential values.
Sensitivity To then estimate the sensitivity, the intersection of the discovery poten-
tial curves for the different measuring times and the horizontal line defining 1.645σ is
determined (step 3 from sec. 6.2.3): in fig. 6.11, the x-values of the intersection points
146
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Figure 6.11.: Discovery potential for reduced statistics blinding. Different
colours/line styles show the duration of the analysed run. Sensitivities
are defined by the intersection with the greyed 1.645σ region.
with the greyed 1.645σtot region define the sensitivity. Figure 6.12 shows the sensi-
tivity dependent on the measuring time. We can read off that after 400 min ≈ 6.5 h
the 2 eV current limit will be exceeded. Though this is plenty of time for one run
to be completed, this is a short time interval considering that Katrin is looking at
data taking periods of several years.
6.4.1.2. Window blinding
To derive the sensitivity in dependence of the window blinding width, again the steps
outlined in sec. 6.2.3 are carried out. As in sec. 6.4.1.1, the sensitivity estimates are
performed for true neutrino mass squared values of
m2ν,true ∈ [0.00, 0.04, 0.25, 0.64, 1.00, 2.25, 4.00] eV2. (6.24)
Section 6.4.1.1 showed that Katrin will have a measuring time dependent sensitivity
on the neutrino mass. Therefore, the different intervals in which Katrin might
publish results require different blinding configurations. For the window blinding
and the energy smearing method, neutrino mass data equivalent to 30 days, one
year, and three years of pure measuring time is investigated. In the hypothetical
scenario where Katrin may publish data according to these intervals, this also will
mean that the 2 eV sensitivity is only relevant for the first blinded data. The result
of these first 30 days of data can then be used as a new lower limit for the blinded
sensitivity of the next data taking period. Thereby, the window width may stay
constant if the increase in statistics due to increased measuring time matches the
limit obtained from analysis of the previous data set.
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Figure 6.12.: Sensitivity for reduced statistics blinding. The 2 eV current limit
will be exceeded after 400 min measuring time.
Discovery potential, 30 days of data A window width of about 16 eV below the
endpoint is required in order to constrain the sensitivity to neutrino mass values up
to 2 eV. For the first 30 days of Katrin data a sensitivity of about 0.7 − 0.8 eV
can be expected after unblinding, which can be used as new sensitivity limit for the
analysis of the one year blinded data, for instance.
Discovery potential, one year of data A window width larger than 20 V is re-
quired in order to constrain the sensitivity to neutrino mass values up to 2 eV for the
first year of Katrin data. This larger window width compared to 30 days of data
was expected, and, consequently, the three years of data will even require a broader
window in order not to break the 2 eV limit. However, the unblinded 30 days of data
will have a sensitivity of about 0.7 − 0.8 eV: taking this value as the new blinding
requirement for the one year of Katrin data reduces the required window width
down to about 7 V. After unblinding, the first one year of Katrin data will have a
sensitivity of about 0.3 − 0.4 eV, which can be used as new sensitivity limit for the
neutrino mass analysis of the three years blinded data.
Discovery potential, three years of data A window width larger than 25 V is
required in order to constrain the sensitivity to neutrino mass values up to 2 eV for
the intended duration of Katrin data. This larger window width compared to 30
days or one year of data was expected and is now confirmed. However, the unblinded
one year of data will have a sensitivity of about 0.3−0.4 eV: taking this value as the
new blinding requirement for the three years of Katrin data reduces the required
window width down to about 2− 3 V. After final unblinding of the entire data set,
Katrin will reach its full sensitivity.
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Sensitivity To estimate the sensitivities for the three data sets mentioned in this
section, the intersection points of the discovery potentials with the 1.645σ greyed
region are found. Plotting these as a function of the window width yields the blinded
sensitivity curves shown in fig. 6.13. It can be seen that the first Katrin neutrino
mass data would require a blinding window width of 16 V in order to constrain the
sensitivity to neutrino mass values up to 2 eV. 30 days of Katrin data is expected
to have a sensitivity of about 0.7− 0.8 eV, which taken as new blinding limit would
yield a window width of about 7 V for the first year of Katrin neutrino mass data.
Again, taking the upper limit derived from the first year (about 0.3− 0.4 eV) as the
new blinding limit yields a required window of at least 2− 3 V for the blind analysis
of the full three years of Katrin data. If this step-wise approach is not followed, it
has to be noted that the 2 eV limit requires much larger windows for the one year
and three years of Katrin data.






















Figure 6.13.: Sensitivity for window blinding. In this scenario, the 2 eV limit can
be met with different window widths for the different data sets. The
upper limit derived from the shorter data taking period will serve as
blinding limit for the next longer data taking period. Window widths
larger than 25 V lead to fitting problems for the 30 days of data.
6.4.1.3. Energy smearing
As for the window blinding method, different measuring times are also worth inves-
tigating for the energy smearing method. This is because less measuring time results
in larger statistical fluctuations, which might be diluted by large smearing values.
It is expected that at some point, the increased smearing outweighs the statistical
fluctuations and thereby worsens the sensitivity beyond the statistical uncertainty.
Furthermore, it is expected that the neutrino mass squared shift induced by the
149
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energy smearing follows a −2σ2smear relation [RK88], resulting in a parabola for the
total uncertainty eq. (6.7).
Discovery potential A smearing of about 1 eV is required for the first 30 days




≈ −2σ2smear and confirms that the
statistical uncertainty of the first 30 days will have to be compensated for by a large
artificial systematic effect to reach sufficient blinding. The same smearing is required
for one year and three years of data, which confirms that the sensitivity needs to be
decreased by the systematic effect caused by the smearing.
Sensitivity As for the window blinding, the sensitivity for each of the three data
sets (30 days, one year, three years) is evaluated separately and shown in one plot.
The intersection points of the discovery potentials with the 1.645σ greyed region
are found and the results shown as a function of the energy smearing. Fig. 6.14
confirms the expectation from the discovery potential plots, in that the sensitivity is
independent of the statistics above smearing values of σsmear ≈ 0.75 eV since this is
where the smearing starts to dominate over statistics. Similar to the window blind-
ing, different smearing values can be chosen for the different data sets, respecting
the fact that the upper limit from the last analysed data set can be taken as new
blinding limit.
If the step-wise data approach is not followed, the energy smearing - in contrast to
the window blinding methods - does not require larger smearing values for the longer
data periods, due to the method being based on a deliberate systematic influence
rather than worse statistics.
Knowledge of the analysts So far, no assumptions have been made concerning the
analysis of the energy smeared Katrin data. The estimation of the total uncertainty
via eq. (6.7) assumes that the analysts know the systematic uncertainty caused by




≈ −2σ2smear enables analysts
to estimate the level of smearing used and in theory correct for the smearing effect.
Therefore it is foreseen to hide the smearing value and only reveal to the analysts that
the smearing was chosen from some interval. For now, let us assume we chose from a
uniform distribution of the smearing values in the interval [a, b]. This would require
the analysts to make assumptions about the smearing. One natural assumption
would be using the mean of the uniform distribution to estimate the smearing related
neutrino mass shift and account for it in the analysis. However, this would require
inclusion of the distribution of all possible neutrino mass shifts as an uncertainty;










→ σ2blind = (β − α)
2
12 , (6.25)
with α ≈ −2a2 and β ≈ −2b2 representing the minimum and maximum neutrino
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Figure 6.14.: Sensitivity for energy smearing. The 2 eV limit can be upheld with
the same smearing for all three data sets. If the limit obtained from
the shorter data taking periods is used as upper limit for the longer
data taking periods, smaller smearings can be used for the longer data
taking period.
with β the maximum neutrino mass squared shift obtained if smearing b is used.






















This definition of the total uncertainty includes some minimum assumptions as an
analyst and will require larger smearings to get the same decreased sensitivity as
with eq. (6.7). We see the effect when comparing fig. 6.15 to fig. 6.14: a smearing
of 2 eV gives a sensitivity of 4 eV for the worst case scenario with no information
for the analysts. If the analysts know that the smearing was chosen from a certain
window starting at 0, the resulting blinded sensitivity is better because the analysts
can use that information.
6.4.2. Model blinding
In contrast to the data blinding methods, the model blinding results presented in
this section are based solely on fits without Poisson randomisation, since its purpose
is to show that blinding may be achieved through smearing of the final states or
an imperfect energy loss function. Further differences are a slightly altered experi-
ment configuration: the model blinding results were obtained from assuming Design
Report characteristics.
Since there were no ensemble tests performed, the discovery potential was estimated
for various smearing or ratio changes in 0.01 eV2 steps in true neutrino mass squared
151
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Figure 6.15.: Sensitivity for energy smearing with analysts assumptions.
The 2 eV limit can be met with the same smearing for all three data
sets. Smearing values represent the upper bound of the window that
the smearing was chosen from. Larger smearing is required to get the
same sensitivity as in fig. 6.14.
until the 1.645σ were reached. The resulting neutrino mass squared value was saved
as the sensitivity. Thereby, sensitivity curves may also be constructed.
6.4.2.1. Final states distribution smearing
For simplicity, only the T2 final states were smeared in the analysis presented in this
section. There are also DT and HT molecules present in the gas mixture. However,
the T2 fraction for a tritium purity of T = 95% is 90% (also compare to secs. 2.2.2
and 2.2.2).
The blinded sensitivity curve for 30 days of Katrin data is shown in fig. 6.16. Longer
data taking periods will have better sensitivity for small smearing values, similar to
the energy smearing shown in fig. 6.14. Since the final states distribution used in
these studies does not contain higher angular momentum values, the resulting ground
state is more skewed, i.e., less Gaussian (see fig. 6.8), and therefore the smearing
effect causes shifts stronger than the expected 2σ2. The sign of the shift is different
to that shown in sec. 6.3.1.3: the smearing of the final states causes a positive
neutrino mass squared shift. It has to be noted that the χ2red starts to deviate from
zero (expected without randomisation) for smearing values larger than 0.3 eV which
is comparable to the energy smearing features. The endpoint is shifted to slightly
more positive values starting at smearing values of 0.3 eV also, but not exceeding
∆E0,max ≈ 0.15 eV.
Though the fits with the smeared final states distribution do take a bit longer, no
152
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Figure 6.16.: Sensitivity for FSD smearing. The 2 eV limit can be met with
a similar smearing value as for the energy smearing (O(1 eV), com-
pare fig. 6.14). This result represents 30 days of simulated data. The
longer data sets will only have better blinded sensitivity for small FSD
smearing values, below 0.5 eV.
strong bias in any of the other estimated parameters could be observed. More im-
portantly, the method can blind the neutrino mass by inducing a (positive) neutrino
mass squared shift.
6.4.2.2. Imperfect energy loss function
As mentioned in sec. 6.3.2.2, the modification of the energy loss function offers the
possibility to control the sign of the induced neutrino mass shift. Indeed, fig. 6.17
reveals that the neutrino mass sensitivity is decreased in both directions of the ratio
change η. From eqs. (6.18), (6.19), and (6.20) it can be understood that a positive
η causes a reduction of the relative excitation share (and increase of the ionisation
share), and vice versa for negative values of η. Figure 6.17 covers both extremes, a
large artificial increase of the ionisation share (positive η) as well as a large increase
of the excitation share (negative η). Due to the construction via eqs. (6.19) and
(6.20), there is a maximum value of 0.597 for η [Sib18]. Since the positive η cannot
provide sufficient blinded sensitivities, the negative η need to be explored. However
it has to be noted that the required η ≈ −0.7 results in a very different energy loss
function than the original one (compare fig. 6.10). Furthermore, it does not only
hide the neutrino mass but also causes large biases to the other parameters [Sib18],
which is the reason why this method is considered inferior to the other blinding
methods discussed so far.
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Figure 6.17.: Sensitivity for imperfect energy loss. The 2 eV limit can only
be met with rather extreme changes of the excitation/ionisation ratio,
η < −0.7. The result represents 30 days of simulated data. Credits V.
Sibille.
6.4.3. Summary
We now have all the simulation results at hand and have introduced the different
blinded sensitivities, therefore we can conduct a direct comparison of the different
methods. Figure 6.18 gives an overview of the effects of all the five blinding methods
discussed in this work. It can be seen that all blinding methods can achieve the
decrease of the blinded neutrino mass sensitivity to the 2 eV target for the first 30
days of nominal neutrino mass data. On the left-hand side, the scales of the model
blinding methods are shown and on the right-hand side the data blinding methods.
It should be noted that both smearing methods – energy smearing and FSD smearing
– result in comparable blinding levels, which shows the good agreement between the
methods. Evaluation and discussion of the methods will be further presented in
sec. 6.6 after results of testing some of the methods on krypton commissioning data
are presented in sec. 6.5.
6.5. Application of the blinding methods to krypton
data
After exploring the various blinding strategies with simulations, results of their ap-
plication to krypton commissioning data will be presented in this section. Krypton
data refers to the commissioning measurements performed with gaseous krypton
83mKr carried out in July 2017 [Are+18b]. The Katrin settings for the krypton
154
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Figure 6.18.: Sensitivity summary. The 2 eV limit can be met with every blinding
method. These results represent 30 days of simulated data.
commissioning measurements are described in detail in [Are+18b] and will briefly
be recapitulated here. The gaseous 83mKr campaign served as a first test run of
pure 83mKr spectroscopy without any carrier gas. Gaseous 83mKr was injected at the
pump port PP2-F of the WGTS cryostat (compare sec. 3) via a dedicated krypton
generator [Are+18b, SVS17, Sen+18] and pumped out at the CPS which was the
only active pump running. A further difference in the krypton-mode set-up is the
beam tube temperature of the WGTS: in 83mKr mode, the temperature is increased
from 30 K (tritium mode) to 100 K to prevent 83mKr freeze-out.
In the course of this thesis, the 83mKr data is used to establish a first technical imple-
mentation of the necessary tools on a real data set and as a cross-check and validation
of the data blinding methods. Therefore, the main interest is on relative changes
of the parameters when fitting blinded instead of unblinded data. Despite marked
difference between the mono-energetic krypton conversion electron lines compared
to the continuous β-decay spectrum, this test implementation yields helpful insights
because the krypton line spectrum is well known. Therefore, the impact on blinding
techniques on the reconstruction of the spectrum can be studied. The krypton run
used for the fits is run 33165, with run summary version 2c (also compare tab. 6.1).
83mKr produces a conversion-electron spectrum containing several lines. In the fol-
lowing, focus will be on investigating the data blinding effect on the K-32 conversion
line from 83mKr. In the differential spectrum, the lines are defined as a Voigt pro-
file with a Gaussian broadening [Are+18b]. The integrated spectrum of a line has
the inverse transmission form, as can be seen from fig. 6.19 (for the cuts used see
tab. 6.1). Similar to tritium fitting, krypton fitting requires four parameters:
1. background rate Bg,
2. line position,
155
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3. line width (naturally about 2.7 eV for the K-32 line [Ve´n+18]),
4. line probability (translates into an amplitude).
The model for krypton analysis is simpler since it does not require final states (noble
atomic gas) and due to the low amounts of krypton used in this campaign, energy
loss processes are of no concern; this leaves only the data blinding methods which
can be tested with krypton data. Since the reduced statistics method is trivial, focus
is set on the window blinding and the energy smearing methods. The two methods
are expected to result in different blinding outcomes: the window blinding should
increase the uncertainty on all parameters while the energy smearing should broaden
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Figure 6.19.: Unblinded integrated 83mKr spectrum (K-32 line region). For
the selection criteria used to obtain this spectrum, see tab. 6.1.
6.5.1. Window blinding
The implementation of the window blinding method on krypton data is slightly
different than the one for the tritium data. Since the line extends to both sides
around a central value, the window blinding is done symmetrically with respect
to the expected line position. The effect on the spectrum is shown for a blinded
window of [17823 − 5, 17823 + 5] V in fig. 6.20. Though the complete line shape is
cut out by this large window, the fitter manages to fit a line and get reasonable
estimates of the line characteristics. Performing these fits for several windows for
this example run 33165 enables investigation of the effect of an increasing window on
the fit parameters. This effect is shown in fig. 6.21: the most prominent feature is the
7The two outermost rings with 12 pixels each see flux tube collisions with the beam
tube [Are+18b].
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Table 6.1.: Selection criteria for the krypton data blinding tests. Note that





hv cut use [17812, 18000] V
pixel cut use pixels [0, 124] (out of 149)7
detector model uniform (sum of all counts)
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Figure 6.20.: 5 eV window blinded 83mKr spectrum. For the selection criteria
(apart from the blinding) used to obtain this spectrum, see tab. 6.1.
Window blinded symmetrically with respect to 17 823 eV.
increase in the uncertainty of all fit parameters which was expected for this blinding
method. The best fit values are not influenced significantly by the window blinding,
which is also a confirmation of the findings from the simulations in sec. 6.3.1.2. Note
that the windows larger than 5 eV completely hide the line signature, which explains
the 1 eV shift in fig. 6.21 for those large windows.
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Figure 6.21.: Window width dependence of 83mKr fit parameters. Plots share
the x-axis, results are for run 33165. There is a clear increase of all
parameter uncertainties with increasing window width.
6.5.2. Energy smearing
To test the energy smearing method, the same algorithm was used as presented in
sec. 6.3.1.3. However, due to the limited energy range scanned in the krypton mea-
surements, it is expected that large smearings will result in very distorted spectra.
The reason is that on both edges of the scanned energy range the smearing will
cause artefacts due to non-conservation of counts. Nonetheless the most prominent
158
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feature should be the broadening of the line width, regardless of what happens to
the other parameters. Indeed, fig. 6.22 shows that, for an extreme smearing value of
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Figure 6.22.: 5 eV energy smeared 83mKr spectrum. For the selection criteria
used to obtain this spectrum, see tab. 6.1.
is rather extreme, the fitter manages to estimate reasonable values for the fit pa-
rameters except for the background: due to the large smearing and small number of
measurement points above the line position, which could catch the smeared counts
from lower voltages, the smeared counts at the upper energy edge are lost. That
leads to a negative estimate of the background rate in this extreme case, which is
attributed to the small scanned energy range. In nominal neutrino mass measure-
ments, voltage steps at least 10− 20 V above the endpoint are foreseen which would
catch smearing values up to 4 eV with 5σsmear. Investigating the effect of different
smearings for the example run 33615 yields the systematic change of the smearing
to the estimated parameters. Indeed, fig. 6.23 reveals that besides a large increase
in χ2red, the line width is increased by the smearing. The strong dependence of the
background rate can be explained by the end effects caused by the smearing; there
are simply not enough measuring points above the line position to catch the smeared
counts. Notably uninfluenced by the smearing is the line position, which changes –
as expected – only marginally with the smearing.
6.5.3. Summary
The test of the two data blinding methods, energy smearing and window blinding,
on krypton data may also be used to perform a blind analysis of future krypton
spectra with Katrin. Though the krypton spectrum (mono-energetic line) is not
directly comparable to the tritium spectrum (continuous spectrum), this represents
159






























































































































































Figure 6.23.: Energy smearing dependence of 83mKr fit parameters. Plots
share the x-axis, results are for run 33165. There is a clear increase
of the line width and also large changes in χ2red and the estimated
background rate observed.
an important cross-check. More importantly, this proof of principle is the first test
of the implementation of the data blinding technique into the complete data-analysis
chain of Katrin from the Intermediate Data LayEr (IDLE) to the run summary




Performing a blind analysis always comes at a price during the blind phase and
requires careful planning beforehand. At Katrin, the cost of an unbiased neutrino
mass analysis is either the complication of estimation of nuisance parameters and
systematics (data blinding) or the blinding is hard to control and enforce (model
blinding). However, there are ways to reduce these costs of the targeted blinding
strategy, which will be discussed in this section.
Data versus model blinding The most distinctive difference between data and
model blinding is the implied level of control. If applying data blinding, all the users
have to use the blinded data, for model blinding it is in the responsibility of the
analysts to use the blinded model. A possible way to supervise the implementation
of blinding is to use a hash in the model that checks whether, for instance, the
smeared final states are used in the neutrino mass fit. When only fitting endpoint,
amplitude and background the unsmeared final states could even be used. This
check is mainly meant to prevent fitting the neutrino mass with unblinded model by
accident rather than forcing users to use the blinded model.
First Tritium conclusions One major outcome of the First Tritium campaign is
the fact that the model describes the data rather well [Are+19], also see sec. 5.3,
and the fits work out of the box without applying a-posteriori modifications to the
model. This opens new perspectives also for the blind analysis: run-wise fits to
the unblinded data can be included in the automated run-processing right after the
generation of the run summaries, as shown in fig. 2.8. These fits either hide the
neutrino mass if fit or fix the neutrino mass, such that the fit results can be used
as a stability control and thereby as a measure of data quality. A crucial point of
these automated fits is that the cuts (ROI of the FPD, energy range of the tritium
spectrum, etc.) are fixed before the data taking period starts and are left unchanged.
Implicit blinding A different option, which has not been discussed so far, is im-
plicit blinding. This would give users full access to all data, with the possibility to
systematically check the effect of adapting cuts in the analysis. The collaboration
acceptance of any kind of analysis related to the neutrino mass would then imply
point-by-point cross-checks and validation of all analysis steps. In order to maintain
and safeguard unbiased neutrino mass data analysis, all cuts need to be justified
without considering their effect on the neutrino mass. However, there is still the risk
of unconsciously working towards an expected value without blinding.
6.6.1. Reduced statistics
The reduced statistics method provides access to the whole energy range analysed
with Katrin, without causing any changes to the shape of the spectrum. However,
the β-spectrum measurement will be statistics dominated in the beginning. There-
fore, the sensitivity will improve quickly and within 6 − 7 h of measuring time, the
2 eV limit will be exceeded. That drastically reduces the blinded time range for a
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statistically blind neutrino mass analysis and relies on automated fits in the run
processing to detect long-term drifts of fit parameters or systematic effects.
6.6.2. Window blinding
Hiding the events within a specific window around the signal region to perform an
unbiased analysis is a technique well-known, for instance, from 0νββ decay searches
(see e.g. [Ago+13]). As a data blinding method it provides strong control and
can also be used to perform blind analysis of data taken after the first unblinding.
Simulations in this work reveal that the removal of a window below the endpoint does
not lead to a systematic bias of the parameter estimates8, while the uncertainty on
the neutrino mass can be increased by increasing the window width. As a downside,
the window has to be quite large (about 16 V) for the first neutrino mass analysis
and also studies of systematic effects in the endpoint region are complicated. In
order to use all data available, these studies would need to be done by analysts not
involved in neutrino mass analysis. On the other hand, the closer Katrin gets to
the end of neutrino mass data taking, the smaller the window can be in order to be
“blind enough”. Together with the long-term experience gained at that point, this
makes the window blinding method a suitable candidate for the final neutrino mass
analysis of Katrin data.
6.6.3. Energy smearing
The idea of smearing out the neutrino mass signal in Katrin data intrinsically
involves a change of the spectral shape which might also smear out unexpected
features in the spectrum. The shift of the estimated blinded neutrino mass has a
fixed direction, for which an expectation of δm2ν ≈ −2σ2smear can be applied. However,
despite the strong control due to its data blinding nature, the energy smearing allows
full access to the whole spectrum, providing full statistics to detect relative drifts.
Also note that the smearing will happen in the automated run processing inside
the intermediate data layer (IDLE), resulting in blinded run summaries (compare
fig. 2.8). The raw data will always be available for full check of systematics. It is
considered unlikely that analysts are willing to rebuild the complete analysis chain
from raw data until preprocessed run summaries to get unblinded neutrino mass
data. Also note the effect of analysts knowing the range the smearing was chosen
from: this knowledge combined with the fixed direction of the shift requires larger
smearing values (see sec. 6.4.1.3).
6.6.4. Final states distribution smearing
Similar to the energy smearing, the smearing of the final states distribution relies
on hiding the neutrino mass signal in a change of the spectral shape. The main
difference is that the FSD smearing applies model blinding and therefore is built on
the responsibility of the users. The model blinding is targeted to prevent accidentally
8Since it does not cause a modification to the spectral shape.
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revealing the unblinded neutrino mass by misconfiguration of the fitting program,
for example. Therefore, it is foreseen to implement a check whether the smeared
final states are used to fit the neutrino mass. This can be implemented via a hash
and opens the possibility of having all data available unblinded. The most recent
version of the final states calculation is not yet made available collaboration-wide,
which would enable providing first the “blinded” final states. In an unblinding event,
the unsmeared, more accurate final states distribution might then be provided to all
analysts at the same time.
6.6.5. Imperfect energy loss function
As found in sec. 6.4.2.2, the change to the energy loss function to hide the neutrino
mass has to be relatively extreme, as shown in this work, though it would provide
full statistics of the complete measured spectrum. Despite being a model blinding
technique and therefore relying on the responsibility of the users, blinding by using
an imperfect energy loss function also faces other issues, as it causes stronger effects
on the nuisance parameters than for instance the final states or the energy smearing
technique. Furthermore, the final Katrin energy loss function has not been mea-
sured yet, which intrinsically has some blinding effect. Measuring the energy loss
function of 18.6 keV electrons in inactive deuterium gas is one of the critical points
of the STS-IIIa commissioning measurements (conducted in autumn 2018). Though
this is not the final T2 energy loss function, discussions during the analysis of the D2
energy loss function reveal enough information to construct an energy loss function
that is deemed “good enough” to break the 2 eV sensitivity limit targeted for the
first blind analysis. Furthermore, the effect of an artificially worse energy loss func-
tion has only been studied on the empirically derived energy loss function formula
from the Troitsk experiment [Ase+00]. This empirically adapted parametrisation
still shows discrepancies with theoretical calculations [Tro18]. The implications of
these findings on the applicability of the method on Katrin neutrino mass analysis
are therefore not clear at this point.
6.6.6. Implicit blinding
When discussing about blinding techniques, it should not be forgotten that one
option is to refrain from installing an explicit blinding scheme, but to rely on implicit
blinding instead. Despite posing the risk of experimenter’s bias, this would allow
full access by everyone to the complete spectrum measured by Katrin. Detection
of relative drifts would be possible with full statistics as would be systematic studies
in the endpoint region. The experimenter’s bias might as well be caught in the
well-established and accepted analysis review procedure which might reveal a poor
basis or justification for choosing a specific cut (except for its effect on the neutrino
mass). However, even if assuming 100% transparency of the analysis, the check of


















Table 6.2.: Overview of methods under study. A (subjective) evaluation of the advantages and disadvantages of each method is given.
Method Advantages Disadvantages
Reduced statistics  no modifications to the spectral shape
 full access to the whole energy range
 data blinding: strong control
 limited amount of data (measuring time) may
enter in analysis
 high uncertainty on systematics
Window blinding  no modifications to the spectral shape
 well-established blinding technique
 data blinding: strong control
 large blinded energy window needed in the be-
ginning
 complicates systematic studies in endpoint re-
gion
Energy smearing  full access to the whole energy range
 detection of relative drifts possible
 data blinding: strong control
 modifies the shape of the spectrum
 uni-directional shift
FSD smearing  full access to the whole energy range
 detection of relative drifts possible
 model blinding: less control
 uni-directional shift
Imperfect energy loss  full access to the whole energy range
 detection of relative drifts possible
 model blinding: less control
 strong influence on nuisance parameter esti-
mates
Implicit blinding  full access to the whole energy range  no control, rely on user’s responsibility
 risk of bias, community trust
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6.6.7. Unblinding
If theKatrin collaboration decides to perform a blind analysis, commitment is made
to publish the result swiftly after unblinding. There is also the option to publish a
blinded and an unblinded result, posing full transparency to the community and all
information about the analysis. What is still to be defined is the road to unblinding:
which criteria does the respective analysis need to fulfil, which checkpoints does
it have to pass? Answers to those questions are directly related to the blinding
technique used, therefore these criteria can only be fully defined after the decision
for a certain blinding strategy has been made.
As a collaboration it is certainly a great moment to unblind an analysis. Independent
of the method used, an “unblinding event” will bring together many members of the
Katrin collaboration in one place. The revealing of the blinding key is either
granting access to the unblinded data or allowing analysts to use the unblinded
model. Either way, the final analysis can be performed during this “unblinding
event” and the result published shortly afterwards.
6.7. Conclusion and outlook
None of the Katrin predecessor neutrino mass β-decay experiments (Los Alamos,
Troitsk, and Mainz) performed a blind analysis of the measured tritium spectrum.
This makes the presented blinded studies the first application of blinding techniques
in neutrino mass β-decay spectroscopy. Intrinsically, this involved testing various
methods with respect to their potential to blind the neutrino mass to a level com-
parable to the current experimental knowledge of bounds on the neutrino mass.
In the course of this chapter, two different roads for a blind neutrino mass analysis
of Katrin data have been presented: data and model blinding. The three data
blinding methods (reduced statistics, window blinding, and energy smearing) and
two model blinding methods (FSD smearing and imperfect energy loss function)
were investigated not only with simulations and ensemble tests, but also have been
successfully implemented for and tested on krypton data. An application of the
blinding tests to tritium data from the First Tritium campaign has been started
in the scope of this thesis, and is currently still under investigation – with very
promising preliminary results. All methods presented so far enable performing a
blind neutrino mass analysis of Katrin data with an artificially decreased sensitivity
below the current limit on the neutrino mass.
The discussion of the individual strengths and weaknesses of the five methods yielded
several points in favour or against each specific method (compare tab. 6.2). Con-
cerning the first neutrino mass analysis of Katrin data, the author favours to blind
the model. Though the commissioning measurements from the First Tritium cam-
paign [Are+19] showed great agreement between model and data, the nominal high
statistics data from a tritium purity larger by a factor of 200 might reveal features
that are hidden in the low statistics of the First Tritium data. Therefore, it is
proposed to use the first 30 d of nominal Katrin data as a test run with auto-
mated unblinded fits9 while applying FSD smearing model blinding on the analyst
9With fixed cuts in the run processing chain, either hiding or fixing the neutrino mass estimate.
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side. The smeared final states will be provided to the analysts beforehand, with
the smearing value hidden. As discussed in sec. 6.6.4, the analysts have to ensure
that any neutrino mass analysis they perform before unblinding is using the smeared
version of the final states via a hash-check in the fitter. Due to the importance of
the first neutrino mass data, it could be considered to blind the data additionally
to the model. For a combination of energy smearing and final states smearing with
both smearings unknown, it is impossible to guess the neutrino mass shift as the
two cause opposite effects. After the first “unblinding event”, Katrin could thus
envision a neutrino mass sensitivity in the sub-eV range.
This intermediate sensitivity would subsequently serve as the blinded limit for the
next data taking period. Since in this scenario the unblinded FSD would have
been distributed in the course of the unblinding, either a new method has to be
used for the next 1 yr of data taking, or a new version of the blinded FSD has to
be distributed. During the first 30 d of nominal Katrin operation, more cross-
checks and data quality measures will be established aside to fit parameter stability
to ensure adequate operation of the Katrin experiment. This will enable using
data blinding to ensure unbiased analysis of the next Katrin neutrino mass data.
Furthermore, the amount of data blinding necessary to meet the 0.7-0.8 eV sensitivity
with the 1 yr data is reduced a lot compared to the initial 2 eV: for window blinding,
the window can be as small as about 7 V while the energy smearing can be as small
as 0.5 eV (without revealing its interval) or 0.75 eV (if revealing its interval). Also
the experience gained during the Krypton and the First Tritium campaigns plus the
first 30 d of nominal Katrin data will help in determining whether Katrin runs
as expected. For the full 3 yrs of Katrin data, the window blinding is the method
favoured by the author: it requires only a window of about 2 − 3 V to hold the
0.3−0.4 eV sensitivity which could be targeted within about the first year of nominal
Katrin data. Compared to the measuring time interval that could be spread over
more than 50 V, this is a price that might seem affordable to get a well-trusted and
well-received final neutrino mass analysis. The energy smearing, by contrast, would
intrinsically impose a change of the spectral shape which might hide features over a
broader range than the 2− 3 V hidden by the window blinding.
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CHAPTER 7
PHYSICS BEYOND THE NEUTRINO MASS
“All of physics is either impossible or trivial. It is impossible until you understand
it, and then it becomes trivial.”
– Sir Ernest Rutherford –
The evidence of non-zero neutrino masses [Fuk+98, Ahm+01] has opened the door
towards an extension of the established Standard Model of particle physics (SM):
in the SM, neutrinos are treated as massless (see sec. 1.1.2) and a consistent the-
ory to explain the non-zero mass has not yet been established. In this sense, the
determination of the neutrino mass itself already will shed a light on “new physics”.
But besides determining the neutrino mass with sensitivity improved by one order
of magnitude, the precision tritium β-spectrum to be measured with Katrin also
promises a chance at testing interesting new physics. One such opportunity, exam-
ined in [Mer+15], are sterile neutrinos at the keV scale, which form well-motivated
candidates for warm dark matter, or at the eV scale [FB11, SH11, EO12, Kle14], mo-
tivated through various anomalies observed in short-baseline neutrino oscillations.
In the thesis at hand, three more cases are investigated:
1. exotic light bosons which could be emitted during the β-decay, resulting in a
4-body decay,
2. hypothetical right-handed currents which might occur symmetrically to the
standard left handed currents of the weak interaction,
3. the capture of relic neutrinos which trace back to the very beginning of our
universe.
This chapter describes how the corresponding physics models are implemented in
the Katrin analysis and simulation frameworks SSC and KaFit. Thereby, the
sensitivity of Katrin to constrain parameters of these new physics models can be
tested. At the end of this chapter, a conclusion summarises the findings and gives
an overview of the results.
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7.1. Light bosons
New physics often is expected to manifest at high energies. However, with recent
more stringent bounds on heavy particles from collider experiments, the interest of
particle-physics phenomenology is also drawn towards “light” new physics. With an
energy range in the β-decay of tritium of up to 18.6 keV, the Katrin experiment
is well positioned to probe new physics on the eV to keV-scale. The following sec-
tion will deal with the hypothetical emission of light bosons (pseudoscalar or vector
bosons) from the neutrino and electron of tritium β-decay. This scenario was recently
proposed by W. Rodejohann and coworkers and has been studied in [Arc+18]. In the
course of the thesis at hand, the proposed scenarios were implemented into the Ka-
trin analysis framework to derive the statistical sensitivity of Katrin in terms of
constraining the additional emission of eV-scale light bosons, which is also described
in ref. [Arc+18]. The keV-scale statistical sensitivity included in the same work was
derived by M. Sleza´k and is described in this chapter to complete the picture of the
two different mass regimes.
First, the experimental electron spectrum with this additional new interaction is
introduced. Afterwards, the potential of Katrin to constrain the additional emis-
sion of light bosons in β-decay is estimated for the current Katrin set-up1, that
is, in a limited energy range close to the spectral endpoint, and also for a potential
modification with a future TRISTAN-like detector [Mer+15, Mer+18] to access the
full energy range in a differential spectrum measurement.
7.1.1. Behaviour of the spectral shape by introducing a light
boson
The standard β-decay investigated by Katrin is a three-body decay resulting in the
transformation of tritium into helium and production of an electron anti-neutrino
together with an electron (see eq. 2.1). The decay energy of 18.6 keV may also
produce additional particles like a light boson with masses up to 18.6 keV, which
would result in a four-body decay
T→ 3He+ + e− + ν¯e + X , (7.1)
with X being the new light boson, either of pseudoscalar or vector boson type.
The emission of this new light boson would result in a modified maximum energy of




m2T2 − (mT3He+ +mν +mX)2 +m2e
2mT2
, (7.2)
see eq. (10) of ref. [Arc+18]. In the aforementioned work, several well-motivated
scenarios are derived for the emission of such a new boson.
Since the exact analytical representation is highly cumbersome, a suitable approxi-












n F (Z,Ee) . (7.3)
1The experimental settings assumed can be found in the appendix D.1.
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Therein, F (Z,Ee) is the Fermi function describing the interaction between the out-
going electron and the helium nucleus. K is a normalisation factor related to the
coupling gX. Both K and the index n are specific for the given type of boson. The
different types of bosons are introduced in the following.
A. Pseudoscalars emitted from neutrinos: In majoron models [CMP81, SV82],
pseudoscalars X may couple to neutrinos ν, represented by the Lagrangian
LA = i gνX ν¯ γ5 νX . (7.4)
FormX < 100 eV which is about the range testable in the standardKatrin set-
up, Arcadi et al. [Arc+18] find K ' 10−25g2νX and n ' 2.
B. Pseudoscalars emitted from electrons : In axion models or one-loop level ma-
joron models [CMP81, SV82], pseudoscalars X may also couple to electrons e,
represented by the Lagrangian
LB = i geX e¯ γ5 e X . (7.5)
Again, for mX < 100 eV, Arcadi et al. [Arc+18] find K ' 10−27g2eX and n ' 4.
C. Vector bosons emitted from neutrinos : A Z-like coupling to left-handed2 mass-
less neutrinos is represented by the Lagrangian
LC = gνL ν¯ γµ PL νXµ + h.c. , (7.6)
with the left-handed projection operator PL = 12(1 − γ5). For mX < 100 eV,
Arcadi et al. [Arc+18] find K ' 7× 10−22g2νL(keV/mX)2 and n ' 4. Note
the characteristic 1/m2X divergence due to the coupling to a non-conserved
current [DLP17b, DLP17a].
D. Vector bosons emitted from electrons: A Z-like coupling to electrons3 would
result in the following Lagrangian
LD = e¯ γµ (geL PL + geR PR) e Xµ + h.c. . (7.7)
As a simplification, the generally different couplings to the different chiralities
will be taken to be equal, geL = geR = geV . For mX < 100 eV, Arcadi et
al. [Arc+18] find K ' 7× 10−22g2eV (keV/mX)2 and n ' 4. Note again the
characteristic 1/m2X divergence due to the coupling to a non-conserved cur-
rent [DLP17b, DLP17a]. Since the X = Z′ coupling to electrons or neutrinos
only shows differences for boson masses above 1 keV [Arc+18], they are treated
as being equal on the eV scale.
E. Vector bosons emitted from neutrinos and electrons : In contrast to the cases
C and D, this type of vector boson couples to the conserved electron-number
current jLe through the Lagrangian
LE = gLe jαLe Xα = gLe (ν¯eγαPLνe + e¯γαe) Xα . (7.8)
This coupling has a qualitatively different behaviour than for C or D: the two
divergences from C and D cancel each other such that K is approximately
constant for mX < 100 eV. For mX < 100 eV, Arcadi et al. [Arc+18] find
K ' 4× 10−24g2Le and n ' 2.
2Massless neutrinos can only be left-handed.
3massive electrons can be either left- or right-handed
169
170 7. Physics beyond the neutrino mass
For better readability and overview, tab. 7.1 summarises the different origins of
the new light boson introduced in the aforementioned list, with gX representing the
different coupling of each boson type. For an overview of K and n over the whole
energy range of 18.6 keV, the reader is referred to fig. D.6 in the appendix. The
expected produced electron rates of the different types are shown in fig. 7.1.
Table 7.1.: Overview of production mechanisms for new light bosons. The
table summarises the various production mechanisms with values K and
n approximated for small mX < 100 eV (compare fig. D.6).
Mechanism K/g2X n
A: Pseudoscalars emitted from neutrinos 10−25 2
B: Pseudoscalars emitted from electrons 10−27 4
C: Vector bosons emitted from neutrinos 7× 10−16 · (eV/mX)2 4
D: Vector bosons emitted from electrons 7× 10−16 · (eV/mX)2 4
E: Vector bosons emitted from ν and e 5× 10−24 2
−30 −25 −20 −15 −10 −5 0 5
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Figure 7.1.: Decay rates for various scenarios as a function of E − E0. The
standard β-decay w/o neutrino mass (a large neutrino mass of mν =
10 eV is assumed for better visualisation), as well as the decay rates
expected for the additional emission of a light boson X with gX = 1,
mX = 10 eV are visualised. Figure from ref. [Arc+18].
In order to compare the theoretical prediction for the light bosons to data taken
by the Katrin experiment, several modifications to the theoretical form given
in eq. (7.3) are applied. The extensions mostly account for characteristics of the
gaseous, molecular tritium source of the experiment. In the end, the decay rate for
170
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with E being the kinetic energy of the electron, F (Z ′, E) the Fermi function, Pfs
and Efs the probability and energy of the corresponding final state, frad(E − Efs)
the radiative correction and
Emax = Emax
′
e −me − (mν +mX) = E0 − (mν +mX) (7.10)
the maximum kinetic energy of the electron (with endpoint energy E0). The exten-
sion terms in eq. (7.9) are discussed in the following.
7.1.1.1. Modifications to the theoretical spectrum
The largest impact when going from the theoretical spectrum to the experimen-
tally measured one is due to the excited final states the tritium decay daughter
molecule may be left in (see sec. 2.2.2). The daughter molecule may be left in a
rotational-vibrational or electronically excited state with energy Efs, reducing the
energy available for the electron accordingly:
Emax, fs = Emax − Efs = E0 − Efs − (mν +mX) . (7.11)
As about 57 % of the decays result in the electronic ground state of the daughter
molecule with only small ro-vibronic excitation energy, the final states reduce the
electron rate in the endpoint region by about a factor of two. With the minor energy
dependence of the molecular recoil energy in the endpoint region (see sec. 2.2.2), the
1.7 eV recoil energy is absorbed into the final states distribution [Kle+18]. Another
notable effect is the Doppler broadening due to the non-zero temperature of the
tritium gas inside the source (see sec. 2.2.1), which for 30 K results in a Gaussian
broadening of the spectrum of about 100 meV [Kle+18]. Minor effects occur due to
radiative corrections, which are implemented according to the recommendation by
Repko and Wu [RW83].
7.1.1.2. Combination with standard β-decay
Since the coupling of the light boson is not constrained ab initio and shall be de-
termined by experiment, the light boson electron spectrum is added without any













As introduced in sec. 2.3, Katrin measures an integrated spectrum with the high
voltage U at the main spectrometer acting as a high-pass filter [KAT05]. Using the














 dE +Bg, (7.13)
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with the constant C absorbing experimental characteristics like detection efficiency
and number of tritium nuclei present in the source (compare sec. 2.3), and the
background rateBg. The effect on the integrated spectrum thatKatrin investigates
is visualised in fig. 7.2 for gX = 5, mX = 10 eV. The effect of the light boson is mainly






mν = 1 eV
mν = 1 eV, mX = 10 eV
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Figure 7.2.: Effect of the additional light boson on the integrated rates
spectrum. The null-hypothesis is N˙0 with zero neutrino mass and
no light boson. Solid cyan is the effect of a non-zero neutrino mass,
while dash-dotted blue shows the imprint of a 10 eV light boson mass.
For simplicity, only the Efs = 0 component of the FSD is used in this
figure. Lower plot shows an excerpt of the underlying MTD, note that it
extends towards E0− 50 eV (outside of the plotting range of the figure).
7.1.2. Statistical sensitivity for eV-scale light bosons
The potential of Katrin to constrain the emission of a light boson additional to the
standard β-decay can be investigated in form of confidence intervals in sensitivity
curves. Estimation of confidence intervals in the presence of nuisance paramters pi
can easily lead to errors, for instance when neglecting correlations between the nui-
sance parameters and the parameters of interest Θ. Uncertainties on the parameters
of interest may easily be underestimated thereby.
One method to minimise this risk is the profile likelihood [RLC05]. This method
uses a likelihood ratio test statistic4 to extract confidence limits from the likelihood
4converges to a χ2 random variable
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function, similar to the χ2 method. The profile likelihood is defined as
Lp(Θ) = L(Θ, pˆi(Θ)) (7.14)
with pˆi(Θ) the function maximising the likelihood L with respect to its nuisance





Now the profile likelihood is scanned to obtain values for Θ where the evaluation of
eq. (7.14) increases by a specific factor. One example is finding the 1σ intervals of
a single parameter Θ. Likelihood values are searched for Θ where −2∆ logLp(Θ) =
−2 log λ = 1. To obtain exclusion or sensitivity curves, several values of Θ are used
to compare the likelihood against the null-hypothesis while at each point minimising
the likelihood with respect to the nuisance parameters.
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Figure 7.3.: Statistical sensitivity for eV-scale pseudoscalars. The lines rep-
resent the 90 % C.L. statistical sensitivity of Katrin for types A, B
(defined according to tab. 7.1). The parameter regions allowed from
constraints discussed in sec. 7.1.4 are marked as shaded areas.
For the potential of Katrin to constrain the additional emission of light bosons in
β-decay, there are two parameters of interest: gX and mX. Therefore, the likelihood
for non-vanishing (gX,mX) is compared to the null-hypothesis of no light boson (0, 0).
In details, this means minimisation of the likelihood over m2ν, E0, Amp and bg (m
2
ν is
a nuisance parameter in this case) for every point in the 2-dim grid (g,mX). Then it
is possible to find likelihood ratios corresponding to 90 % C.L. Next, the five different
scenarios introduced in sec. 7.1.1 will be inspected one by one.
A. Pseudoscalars emitted from neutrinos : the form of the spectrum suggests in-
creasing sensitivity with increasing coupling gX (see tab. 7.1). The sensitivity
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curves in fig. 7.3 confirm this expectation. Furthermore it can be seen that
the sensitivity decreases again for masses larger than 10 eV: the sensitivity on
the mass mX is affected by the range of retarding energies of the MTD. Since
the MTD used to obtain the sensitivity curves only extends towards 50 eV be-
low the endpoint (see sec. D.1 in the appendix), masses larger than 50 eV lie
outside the measuring interval.
B. Pseudoscalars emitted from electrons: the branching ratio for this coupling
is rather small compared to the other production mechanisms. Rather large
couplings gX are required in order for Katrin to be sensitive towards this
kind of light bosons. This expectation is confirmed from fig. 7.3: the coupling
strength reachable is four to five orders of magnitude larger than the coupling
which can be probed for bosons of type A (pseudoscalar coupled to neutrinos).
As for type A, masses larger than 50 eV are outside the MTD used for these
studies and are therefore not testable.
C. & D. Vector bosons emitted from neutrinos or electrons : Since the electron
spectra of production mechanisms C and D are the same for eV-scale bosons
(compare tab. 7.1), the sensitivity curve is the same for both. In contrast
to types A and B, the spectrum for coupling to C and D exhibits a 1/m2X
divergence in the normalisation factor K (compare eq. (7.3) and tab. 7.1).
Therefore, small boson masses mX are strongly favoured, which should lead
to higher sensitivity of Katrin for smaller boson masses. This expectation is
confirmed from fig. 7.4: in contrast to cases A and B, Katrin has increased
statistical sensitivity to bosons of type C and D towards lower boson masses.
Concerning larger boson masses, the limitations by the width of the MTD can
be seen.
E. Vector bosons emitted from neutrinos and electrons : From the spectral form,
a similar behaviour as for type A is expected (compare tab. 7.1). Figure 7.4
confirms this expectation, with best sensitivity for light bosons with mass of
order eV.
7.1.3. Statistical sensitivity for keV-scale light bosons
An extension of the study, included in ref. [Arc+18], tests the statistical sensitivity
of a differential measurement of the complete tritium β-spectrum towards probing of
higher boson masses. These results are summarised here for the sake of completing
the picture5. The study foresees to replace the FPD with a detector with an energy
resolution of 300 eV [Mer+18] (one order of magnitude better) and thereby have the
energy of the electrons determined by the detector, while the main spectrometer only
guides the electrons to the detector. The measurement time foreseen for this new
set-up is also three years, with a current estimate of the background of 2 mcps/keV
(based on measurements with the current FPD detector [Har15]).
With the above mentioned profile likelihood method plus a Gaussian pull term on
the neutrino mass of 2 eV6, the sensitivity of a TRISTAN-like set-up towards the
5The keV-scale study was conducted by M. Sleza´k.
6The value representing the current neutrino mass limit from β-decay [Tan+18].
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Figure 7.4.: Statistical sensitivity for eV-scale vector bosons. The lines rep-
resent the 90 % C.L. statistical sensitivity of Katrin for types C, D,
and E (defined according to tab. 7.1). The parameter regions allowed
from constraints discussed in sec. 7.1.4 are marked as shaded areas.
emission of light bosons can be explored. The sensitivity drops for light boson
masses approaching the maximum decay energy of 18.6 keV, as the corresponding
phase space vanishes. Qualitatively, the sensitivity curves are similar to the eV-scale
estimations with a relatively small branching ratio for type B, compared to the other
mechanisms (see fig. 7.5). Also, the 1/m2X behaviour of the decay rate of types C
& D is visible in the sensitivity curve of the vector bosons, fig. 7.6. For light boson
masses larger than 5 keV, the sensitivity for type E and C are identical, in contrast
to the case of eV-scale bosons. When comparing the estimated sensitivities for eV-
and keV-scale light bosons, the different underlying experimental set-up should be
taken into account (i.e., integral versus differential access to the β-spectrum).
7.1.4. Discussion and comparison to existing bounds
The scenario of tritium β-decay with additional emission of light bosons was pro-
posed by W. Rodejohann and colleagues in ref. [Arc+18]. In the thesis at hand,
the statistical sensitivity of Katrin to test the emission of light bosons of eV-mass
scale is elaborated. The settings of the Katrin experiment used to obtain fig. 7.3
and fig. 7.4 slightly deviate from the ones used in ref. [Arc+18]. It was decided
to use those hypothetical settings in order to test the effect of an elevated back-
ground rate compared to the design value, as found in several commissioning mea-
surements [Har15, Are+18b, Blo18, Tro18]. With the hypothetical 20 eV widened
scan range compared to ref. [Arc+18], the statistical sensitivity to the five eV-scale
light boson scenarios is of the same order of magnitude, with at most a factor of
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Figure 7.5.: Statistical sensitivity for keV-scale pseudoscalars. The lines rep-
resent the 90 % C.L. statistical sensitivity of a TRISTAN-like extension
of Katrin for light boson types A and B. The parameter regions al-
lowed from constraints discussed in sec. 7.1.4 are marked as shaded
areas. Figure taken from ref. [Arc+18], credits M. Sleza´k.
two difference. Therefore, the following discussion is qualitatively very similar to
ref. [Arc+18].
In the work at hand, only the statistical sensitivity of Katrin towards the addi-
tional emission of light bosons in β-decay is presented. For the final experimental
sensitivity, also systematic effects as for the neutrino mass analysis [KAT05] (for the
example of column density, see sec. 5.3.5) need to be included. Furthermore, it needs
to be stressed that the eV- and keV-scale statistical sensitivity presented here only
cover the case of one (physically most relevant) type of light boson. Some complica-
tions might arise when performing this study in light of additional sterile neutrinos.
For eV-scale bosons, it was checked that moderate constraints on the coupling of
the light boson (commensurate with present experimental bounds, e.g. gX < 1 for
boson type E) are enough to not impact the Katrin neutrino mass sensitivity. This
constraint is considered moderate, as existing bounds on the coupling of these light
bosons are orders of magnitude more stringent than gX < 1. A wide variety of these
additional bounds is discussed in ref. [Arc+18], while in the following only a small
excerpt is presented.
The most stringent bounds on the emission of light bosons discussed here come
from observations of the sun. Since the light bosons are required to not alter the
properties of the sun, constraints on the boson types coupled to electrons (B, D,
E) can be derived. In case of a boson with pseudoscalar coupling to electrons (B),
a limit of gX < 3× 10−11 has been obtained [GR09]. For vector bosons coupled to
electrons, an even more stringent upper bound of gX < 2× 10−13 is obtained [GR09].
Since those bounds do not have a mass dependency, they apply to eV- and keV-scale
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Figure 7.6.: Statistical sensitivity contours for keV-scale vector bosons. The
lines represent the 90 % C.L. statistical sensitivity of a TRISTAN-like
extension of Katrin for light boson types C, D, and E. The parameter
regions allowed from constraints discussed in sec. 7.1.4 are marked as
shaded areas. Figure taken from ref. [Arc+18], credits M. Sleza´k.
bosons alike.
In contrast to bounds on bosons coupled to electrons, the bounds on neutrino cou-
pled bosons are less stringent. For pseudoscalars coupled to neutrinos (A), with
mX < 1 eV, neutrino annihilation becomes relevant. The corresponding coupling is
constrained by Planck CMB data to gX < 1.2× 10−7 [AH14]. For vector bosons
coupled to neutrinos (C), the most stringent bound is estimated from meson decays
to gX < 2.2× 10−10mXeV [BF17].
The bounds discussed so far are all below the parameter range accessible with Ka-
trin or the TRISTAN-modified Katrin set-up7. However, it has to be noted that
the laboratory experiment bounds from figs. 7.3, 7.4, 7.5, 7.6 are extrapolated from
energies in the MeV range [Arc+18]. Furthermore, the IceCube [IM14] and Z-decay
width [LDB14] constraints may be probed with both Katrin set-ups for boson type
C, and with TRISTAN for type A additionally (for an overview of all bounds, see
tab. D.5). Therefore, an analysis of future Katrin and TRISTAN data with re-
spect to the emission of the light boson states discussed in this chapter represents a
complementary approach to new physics at low energies on the eV and keV scale.
7For discussion of the intermediate bounds, the reader is referred to ref. [Arc+18].
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7.2. Right-handed currents in presence of eV-scale
sterile neutrinos
Numerous previous works have covered the sensitivity of Katrin to sterile neutri-
nos on the eV [FB11, Kle14] as well as keV scale [Mer+15]. A model which could
naturally lead to observable sterile neutrino masses and the seesaw mechanism is
the Left-Right Symmetric Model (LRSM) [PS74, MP75, SM75]. As an extension
to the Standard Model, it would restore parity on high energy scales by adding
right-handed currents. W. Rodejohann and coworkers derived the general spectrum
for tritium β-decay electrons with right-handed currents in presence of sterile neu-
trinos [BHR14]. Subsequently, N. Steinbrink et al. derived a model-independent
parametrisation of this spectrum for eV-scale sterile neutrinos [Ste17, Ste+17]. The
work at hand contributed substantially to the derivation of the statistical sensitiv-
ity of Katrin to constrain the right-handed currents in presence of eV-scale sterile
neutrinos in ref. [Ste+17] via an independent implementation of the spectra into a
Katrin simulation and analysis framework. In addition to ref. [Ste+17], the sta-
tistical sensitivity of Katrin in the thesis at hand is evaluated for the scenario
of an elevated background rate, based on a slightly different underlying measuring
time distribution. The model-independent parametrisation of the LRSM used in
ref. [Ste+17] is also the foundation of the results presented in this thesis.
First, a short introduction into the parametrisation is given, then exemplary MCMC
results are shown before stating the statistical sensitivity of Katrin to constrain
right-handed currents in presence of eV-scale sterile neutrinos.
7.2.1. Spectral shape due to right-handed currents
In addition to the standard β-decay spectrum, we here deal with right-handed cur-
rents in presence of eV-scale sterile neutrinos. In ref. [Ste+17], a derivation of a
model-independent parametrisation is given. Similar to the three active neutrinos
being represented by one effective neutrino mass (see eq. (1.38)), the three addi-
tional sterile neutrinos from the LRSM are represented by one effective neutrino
mass since it is possible to have at least one light sterile neutrino [Bor16]. The ac-
tive neutrino mass in the following is defined as the light (electron-) neutrino mass
ml and the sterile neutrino mass as the heavy neutrino mass mh. In line with the
standard neutrino mixing, the active-sterile mixing is described by the mixing angle
θ as sin θ2 = |Ue4|2. Ignoring a potential CP-violating phase in the neutrino mixing
matrix enables describing the mixing by a 2 × 2 rotation matrix. With some fur-
ther re-parametrisation, it is possible to come up with a simpler form of the general
spectrum derived in [BHR14].
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7.2.1.1. Basic form of the spectrum
In refs. [Ste17, Ste+17], a model-independent parametrisation of the β-decay spec-














































is the β-spectrum with neutrino x as defined in eq. (1.37). The






· cos θ sin θ, (7.18)
with the approximation E ≈ E0 in the endpoint region. The mixing angle in
eq. (7.16) is an effective mixing angle, defined via
(aLL + aRR) sin2 θeff = aLL sin2 θ + aRR cos2 θ, (7.19)
(aLL + aRR) cos2 θeff = aLL cos2 θ + aRR sin2 θ. (7.20)
Since aLL ≈ 1 and aLR, aRR ≈ 0, the effective mixing angle θeff will essentially be
equal to the physical mixing angle θ, causing the factor (aLL + aRR) to be 1 and
therefore negligible in eq. (7.17). This model-independent parametrisation enables
also to cover other conceivable mechanisms that need not to be based on left-right
symmetry but cause the same effect on the β-spectrum.
The signature of β-decay electrons from right-handed currents in presence of light
sterile neutrinos looks very similar to the one of sterile neutrinos without right-
handed currents. At E0−mh, there is a kink in the spectrum, where the contribution
of the heavy (sterile) neutrino mass mh ends [Mer+15]. There is, however, one
essential difference: the right-handed current may cause constructive and destructive
interference. In the extreme case, this will manifest as a reduction of the rate, as can
be seen from fig. 7.7. For the case of destructive interference (negative cLR), the rate
is reduced for E < E0 −mh (the heavy sterile part) and goes back to the standard
case for E0 − mh < E < E0 (where only the light active neutrino contributes).
For the case of constructive interference, the effect is the opposite. The boost and
reduction are slightly more pronounced for the heavy (sterile) neutrino mass due to
the mν/Eν proportionality inside the interference term in eq. (7.16). Without the
right-handed coupling interference term, the standard superposition of two spectra
with different neutrino masses is observed, which manifests as a kink at E0 −mh as
described in [Mer+15].
In order to show the mass dependency, the interference term is fixed to cLR = 0.2
with sin2 θeff = 0.2 while the heavy (sterile) neutrino mass is varied. From fig. 7.8
it can be seen that the boost magnitude increases only slightly with mh, but the
region spans over a wider energy interval for larger mh. As expected, the position
of the kink is defined by mh. These effects are less pronounced, when respecting the
final states of the daughter molecule, as will be described in the next section.
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Figure 7.7.: Effect of the right-handed coupling. Shown is the ratio of a spec-
trum with left-right interference according to eq. (7.16) to a standard
β-decay spectrum for different interference cLR. Constant parameters
are sin2 θeff = 0.2, mh = 2 eV and ml = 0.2 eV.
7.2.1.2. Model extensions
As introduced before (compare eq. (1.37) and eq. (2.2)), the basic form of the spec-
trum needs to be modified for several experimental effects. Since these modifica-
tions only affect the electron spectrum, they are treated in the same way (also see
sec. 7.1.1). This section introduces the implementation of the final states into the
right-handed currents spectrum. Since the final states can effectively be seen as a re-
































E0 − Efs − E
).
(7.21)
The effect of the final states on the spectrum is exactly the same as for the light
bosons or the standard β-decay, the maximum kinetic energy of the electron is re-
duced and so is the electron rate close to the endpoint. Furthermore, the final states
smear out distinct features of the spectrum, which can be seen from fig. 7.9 and
fig. 7.10. Especially the position of the kink is not as clearly visible as before, which
holds for all heavy neutrino masses (see fig. 7.10). Besides extending the model
implementation by the final states, it needs to be respected that Katrin measures
an integrated spectrum
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mh = 4.0 eV
mh = 2.0 eV
mh = 1.0 eV
mh = 0.5 eV
Figure 7.8.: Effect of the heavy (sterile) neutrino mass. Shown is the ratio
of a spectrum with left-right interference according to eq. (7.16) to a
standard β-decay spectrum for different heavy (sterile) neutrino masses
mh. Constant parameters are sin2 θeff = 0.2, cLR = 0.2 and ml = 0.2 eV.
also compare sec. 2.3. In the following, the same Katrin parameters as for the light
boson estimates will be used (described in sec. D.1 and summarised in tab. D.4 in
the appendix). With these settings, we can investigate the effect of the right-handed
current coupling on the measured integrated spectrum.
In the integrated spectrum, the effect of the right-handed currents is weakened due
to the integration. However, large interference values still have an effect on the shape
of the integrated spectrum. The effect itself is similar to the effect on the differential
spectrum, as can be seen from fig. 7.11 and fig. 7.12.
Compared to the differential spectrum, the relative cLR signature is less pronounced
by one order of magnitude for the same parameter combinations. In the differential
spectrum, the parameters chosen cause a relative difference to the standard β-decay
spectrum of up to 40 %, while in the integrated spectrum of only about 3 %. Still,
the signal strength clearly increases with higher mh (see fig. 7.12). Figure 7.12 also
implies that heavy mh ≥ 1 eV stretch the signal beyond the Katrin measuring
interval assumed for the work in this thesis, while for smaller mh ≤ 1 eV the signal is
essentially fully contained within the 50 eV measuring interval. This points towards
limits for the sensitivity of Katrin towards“heavier”sterile neutrinos. It is expected
that there is a maximum sensitivity for the right-handed currents in presence of
sterile neutrino masses below 50 eV, similar to the light bosons in sec. 7.1.
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Figure 7.9.: Effect of the right-handed coupling with final states. Shown is
the ratio of a spectrum with left-right interference according to eq. (7.21)
to a standard β-decay spectrum for different interference cLR. Constant
parameters are sin2 θeff = 0.2, mh = 2 eV and ml = 0.2 eV. Compared
to fig. 7.7, the kink is smeared out.
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mh = 4.0 eV
mh = 2.0 eV
mh = 1.0 eV
mh = 0.5 eV
Figure 7.10.: Effect of the heavy (sterile) neutrino mass with final states.
Shown is the ratio of a spectrum with left-right interference according
to eq. (7.21) to a standard β-decay spectrum for different heavy (sterile)
neutrino masses mh. Constant parameters are sin2 θeff = 0.2, cLR = 0.2
and ml = 0.2 eV. Again, the kink is smeared out by the final states.
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Figure 7.11.: Effect of the right-handed coupling on the integrated spec-
trum. Shown is the ratio of a spectrum with left-right interference
according to eq. (7.22) to a standard β-decay spectrum for different in-
terference cLR (sin2 θeff = 0.2, mh = 2 eV, and ml = 0.2 eV). Compared
to fig. 7.9, the cLR signal is weaker.
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mh = 4.0 eV
mh = 2.0 eV
mh = 1.0 eV
mh = 0.5 eV
Figure 7.12.: Effect of the heavy (sterile) neutrino mass on the integrated
spectrum. Shown is the ratio of a spectrum with left-right interference
according to eq. (7.22) to a standard β-decay spectrum for different
heavy (sterile) neutrino masses mh (sin2 θeff = 0.2, cLR = 0.2, and
ml = 0.2 eV). Compared to fig. 7.10, the cLR signal is weaker.
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7.2.2. Parameter inference with right-handed currents
Fitting an additional three parameters for the right-handed currents in presence of
eV-scale sterile neutrinos is challenging. The free parameter cLR will easily lead to
plain wrong estimation of the other parameters due to its interference nature. There-
fore it was decided to use a Metropolis-Hastings MCMC [Met+53] to marginalise
the likelihood function for parameter inference. It has proven to be a very robust
and reliable algorithm which can be tuned to estimate solutions for tricky problems.
Concerning the settings of the MCMC, a burn-in phase of up to 2× 105 steps was
chosen and a total chain length of at least 106 steps with a proposal acceptance rate
of 0.234. In each step, the simulated measurement and the spectrum obtained with
the inferred parameters are compared and the parameters are adapted accordingly
via acceptance of the proposal. During the burn-in phase, the MCMC varies the
parameters in a wide range to find the parameter regions where the MCMC might
converge. These regions are then explored in detail in the remaining steps to result
in the shown posterior distributions of the fit parameters. In order to circumvent
low effective sample sizes due to the long burn-in phase, multiple chains were run
in parallel to ensure effective sample sizes of order 1000 for each setting. Flat priors
were used for all parameters, representing physical constraints in terms of lower and
upper limits as shown in tab. 7.2.
Table 7.2.: Priors on the parameters. The heavy neutrino mass is kept fixed.
param lower bound upper bound
m2l (eV
2) 0 100
E0 (eV) 18475 18675
Amp 0.5 1.5
Bg (cps) 0 1
sin2 θeff 0 1
cLR −1 1
The marginalised posterior distribution for an example MCMC run with fixed m2h =
16 eV2, and true m2l = 0 eV2, E0 = 18 575 eV, Amp = 1, Bg = 0.4 cps, sin2 θeff = 0.1,
cLR = 0 is visualised in fig. 7.13. A slight bias of the estimated endpoint E0 and
the right-handed coupling cLR is visible, with strong anti-correlation of the two
parameters. Furthermore, larger light neutrino masses are favoured by negative
right-handed couplings, as evident from eq. (7.21). Similar results were obtained
in ref. [Ste+17] with a Differential Evolution Markov Chain Monte Carlo [Bra06]
algorithm and the Katrin nominal operational settings.
In order to minimise the bias of cLR and E0, a constraint on E0 is considered. Penning
trap measurements have the potential to constrain the 3He-3H mass difference down
to 30 meV [Str+14], which could be translated into a corresponding constraint on
the Q-value of the tritium β-decay spectrum. In order to use this constraint on the
Q-value as a constraint on E0 for the analysis of Katrin data, also the absolute
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Figure 7.13.: Posterior parameter distributions. True values are m2l = 0 eV2,
E0 = 18 575 eV, Amp = 1, Bg = 0.4 cps, sin2 θeff = 0.1, cLR = 0 and
fixed m2h = 16 eV2. The yellow lines mark the 90 % credible region.
energy scale of Katrin needs to be determined. In particular, this comprises the
work function difference between the source and the main-spectrometer, as well as
potential plasma effects inside the source [Kuc16], and the final states of the tritium
daughter molecule [BPR15]. All these effects need to be known to the meV level as
well, which is why a conservative constraint on the endpoint of 50 meV is used to
minimise the bias. In the next section, sensitivity estimates for cLR are given for free
and constrained endpoint, for different heavy neutrino masses.
7.2.3. Statistical sensitivity to constrain the right-handed
coupling
Up to now, the heavy (sterile) neutrino mass was kept fixed during the MCMC
run. In ref. [Ste+17], we show that the posterior distributions for sin2 θeff, m2h and
185
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c2LR estimate the input parameters with free mh only for m
2
h ≥ 16 eV2. The reason
is the degeneracy of ml and mh in case the two are not distinguishable with the
Katrin energy resolution. Only for large enough heavy neutrino masses, sensible
credible intervals can be derived for the parameters of interest. In the following, it is
assumed that the heavy sterile neutrino mass is obtained from other measurements
and used as an input parameter for the estimation of the right-handed coupling cLR.
Current constraints on cLR are obtained from LHC bounds on the mass of the right-
















LHC WR allowed (95 % C.L.)
KATRIN (90 % C.L.), no prior on E0
KATRIN (90 % C.L.), 50 meV prior on E0
Figure 7.14.: Statistical sensitivity on right-handed currents. The red line
shows the upper end of the IceCube excluded mh range [Aar+16], the
cross-hatched region marks the LHC allowed range for cLR [Sir+18].
The results are compared to the Katrin sensitivity for sin2 θ ≈
sin2 θeff = 0.1, with and without endpoint constraint. The dotted black
horizontal lines mark the LRSM prior on cLR for sin2 θeff = 0.1.
handed current mediator, mWR & 3.4 TeV (95 % C.L.) [Sir+18]. This limit can be
translated into a lower limit on the LR mixing angle, |ξ| . m2WL/m2WR ≈ 10−3 [BR13,
Kha+14]. Maximum LR coupling is then given for ξ = −10−3, since [Ste+17]
cLR ≈ aLR = −2 · (m2WL/m2WR + C · tan ξ · cosα), (7.23)
with the CP-violating phase α (set to 0 in the course of this thesis). The corre-
sponding lower limit to ξ = −10−3 is cLR ≥ −7× 10−4 (95 % C.L.). A conservative
limit on cLR is obtained by having mWR →∞, resulting in cLR → 0.
For a mixing of sterile neutrinos with the 2nd mass eigenstate, sin2 θeff ≈ sin2 θ24,
IceCube excludes sterile neutrino masses in the range 0.2 eV < mh < 1.7 eV (90 %
C.L.) [Aar+16]. Though Katrin is sensitive to θ14, we can use the IceCube sterile
neutrino mass exclusion, assuming both mixing angles are essentially equal [BRZ11].
The statistical sensitivity of Katrin towards right-handed currents in the presence
of eV-scale sterile neutrinos is visualised in fig. 7.14. Without endpoint constraint,
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the statistical sensitivity of Katrin is not high enough to test whether the LR-
symmetry prior of |cLR| ≤ sin2 θeff holds. When applying the 50 meV constraint
on E0, Katrin can test the LR symmetry prior for large masses (mh & 3 eV)
of the sterile neutrino for the hypothetical settings used in this work. Compared
to the Katrin nominal operational settings derived in ref. [Ste+17], the elevated
background assumed in this work slightly decreases the statistical sensitivity towards
the right-handed currents, as the larger background decreases the signal-to-noise
ratio in the endpoint region. Approximately, the 90 % credible interval obtained in
this work matches the 95 % credible interval obtained in ref. [Ste+17].
However, while it has to be noted that Katrin may not improve existing limits on
cLR, Katrin provides a complementary way to access the left-right coupling through
the kinematics of β-decay. Furthermore, the LHC limits on the right-handed current
coupling obtained from WR mass are only valid for LRSM. If the interference term
in eq. (7.16) is caused by a different mechanism, Katrin may have a chance to test
this model.
7.3. Relic neutrinos
“About every neutrino physicist goes through a phase in his or her career and asks
‘There’s got to be a way to measure the relic neutrino background”’. This quote
attributed to Peter Fisher describes one of the biggest challenges remaining in ex-
perimental physics: the direct detection of the cosmic relic neutrino background
(CνB). Similar to the cosmic microwave background (CMB), the measurement of
the cosmic neutrino background would yield information about the early universe.
However, instead of a time scale of 3.7× 105 yr as for the CMB, its detection would
allow testing cosmological models one second after the Big Bang.
In ref. [Hei15], the statistical sensitivity of Katrin to constrain the CνB is estimated
for various scenarios, based on a calculation for the relic neutrino capture rate on
tritium by Fa¨ssler et al. [Fa¨s+13]. As an extension to ref. [Hei15], the work at
hand estimates the statistical sensitivity of Katrin to constrain the CνB for a
conceivable scenario accommodating an elevated background rate (see appendix,
D.1). In addition, the implementation of the final states distribution (see sec. 7.3.2.2)
is improved compared to ref. [Hei15].
This section starts with a quick recapitulation of the underlying theory of the cosmic
neutrino background in sec. 7.3.1, before introducing its potential signal identifica-
tion at a tritium β-decay experiment such as Katrin in sec. 7.3.2. One step towards
estimating the sensitivity of Katrin to constrain the relic neutrino background is
testing if Katrin may resolve the CνB capture signal, which is shown in sec. 7.3.3.
Before concluding this chapter, sec. 7.3.4 states the statistical sensitivity of Ka-
trin to constrain the relic neutrino background.
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7.3.1. Theory of the relic neutrino background and detection
techniques
The detection of the cosmic microwave background (CMB) by Penzias and Wilson
in the 1960s [PW65] provided solid experimental support for the hypothesis of the
thermal development of the universe, starting with the Big Bang. In the following,
the CMB is used as a point in favour of the existence of the CνB, justified by Big
Bang theory [Per09]. The description of the CMB and the CνB follows the textbook
by Perkins [Per09].
7.3.1.1. Cosmic microwave background
In the radiation-dominated era, thermal equilibrium between fermions and bosons
manifested in the formation and ionisation of hydrogen, which is the origin of CMB
radiation:
e− + p↔ 1H + γ. (7.24)
Iteratively solving the Saha equation shows that the CMB photons decouple from
this equilibrium shortly after the universe expanded and cooled down to the ionisa-
tion energy of hydrogen, kBT < 13.6 eV. Due to the tail of the Planck black body
distribution of the photons, the CMB decouples at kBT ≈ 0.3 eV, which translates
to a decoupling time of
tγ = 3.7× 105 yr. (7.25)
Today, the CMB is measured to be a black body radiation example par excellence
with a temperature of Tγ = 2.73 K [Tan+18]. Using the Bose-Einstein distribution








2.404 ≈ 411 cm−3. (7.26)
This shows that the CMB photons are the most abundant particles in the universe
by far. The only species not being totally outnumbered are the relic neutrinos, the
origin of which will now be discussed.
7.3.1.2. Cosmic neutrino background
Similar to the CMB, the production mechanism of the cosmic neutrino background
(CνB) can be described by an equilibrium reaction. The CνB originates from the
thermal equilibrium of photons, electrons and neutrinos, mediated through elec-
troweak interactions:
γγ ↔ e+e− ↔ ναν¯α (α = e,µ, τ). (7.27)
The decoupling of the CνB follows the exactly same rules as the decoupling of the
CMB. When the expansion rate of the universe - described by the Hubble parameter
H - exceeds the reaction rate, the neutrinos form their own fireball, developing
independently from the rest of the universe. Respecting the additional radiation
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contributions from fermions (compare eq. (7.27) to eq. (7.24)), the decoupling energy
can be estimated to kBT ≈ 3 MeV. This energy translates to a decoupling time of
tν = 1 s. (7.28)
Using the Fermi-Dirac distribution for the spectrum of the CνB allows estimating





Tγ = 1.95 K. (7.29)











4 · 2.404 · nγ = 336 cm
−3. (7.30)
This shows that the number densities of CMB (7.26) and of CνB (7.30) are indeed
comparable. The remarkable difference, however, is that neutrinos are proven to have
a non-zero rest mass [Fuk+98, Ahm+01] – a discovery so influential to fundamental
physics that it got rewarded with a Nobel prize in 2015 [The15]. From a cosmological
perspective, the finite mass of neutrinos leads to the hypothesis that the – today
non-relativistic – relic neutrinos of the CνB may cluster on accumulations of cold
dark matter (CDM) or baryonic matter.
7.3.1.3. Cosmic neutrino background clustering
In ref. [RW04], Ringwald and Wong describe potential forms of a localised cosmic
neutrino background overdensity with focus on clustering on CDM. Ringwald and
Wong estimate the neutrino clustering based on a NFW8 profile as lower bound
and the clustering based on the present Milky Way mass profile as upper bound.
Ringwald and Wong conclude that the true relic neutrino overdensity η = nν/n¯ν
might lie somewhere in between. At the position of our solar system (8 kpc distance
to center of Milky Way), Ringwald and Wong estimate overdensity factors between
1.4 and 20. The larger the neutrino mass is, the larger is the local relic neutrino
overdensity: larger mass reduces the velocity of thermal relics. Another possibility
for a locally increased density of the relic neutrinos is neutrino clustering similar to
the baryon overdensity in galaxy clusters as found by Lazauskas et al [LVV08]. This
would enable overdensities of 103 to 104 for a cluster size of 50 Mpc. Combining
now these two results, Fa¨ssler et al. [Fa¨s+13] scale down the cluster-scale findings
of Lazauskas to the scale of the Milky Way. This would enable overdensities of
η ≈ 106 inside the Milky Way. Even higher overdensities are estimated by Hwang
and Ma [HM05], who use high neutrino clustering factors (102 to 1014) as explanation
for the GZK cut-off9 [Gre66, ZK66]. This small excerpt of conceivable origins of a
local relic neutrino overdensity inside the Milky Way motivates efforts in finally
detecting the cosmic neutrino background.
8Navarro, Frenk and White [NFW96] derive a universal dark matter profile with two parameters:
density and radius.
9The GZK cut-off proposes an explanation for the cut-off of the ultra-high energetic cosmic rays,
as those protons may interact with the CMB [Gre66, ZK66].
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7.3.1.4. Cosmic neutrino background detection
An experimenter trying to detect the CνB has to face two fundamental challenges:
the solely weak interaction of neutrinos in general and the particularly low energy of
the CνB. Several possibilities for the CνB detection are proposed in the literature:
from resonant absorption of ultra-high-energy cosmic ray neutrinos on the low-energy
CνB leading to a boosted “Z burst” [FKR02] over “detecting the mechanical force on
macroscopic targets due to the ‘neutrino wind’” [Hag99] to induced β-decay [Fa¨s+11,
Bar+18]. The following investigation will focus on the possible signal identification
of the CνB at Katrin.
Already proposed by Weinberg in 1962 [Wei62], the induced β-decay is a neutrino
capture process transforming the β-decay into a two body problem:
A
ZN + νe → AZ+1N ′ + e− and AZN + ν¯e → AZ−1N ′ + e+. (7.31)
The induced β-decay has the advantage of lacking any energy threshold. Fa¨ssler
et al. derive the reaction rate for this process as the capture rate [Fa¨s+11] (one




|〈f |T | i〉|2 2piδ(Ee + Ef − Ei − Eν) dpe(2pi)3 , (7.32)
with i and f initial and final state, Ei and Ef initial and final energy and T the tran-
sition matrix element. Since the neutrinos are found to be massive particles [Fuk+98,
Ahm+01] (also compare sec. 1.1.3) with yet unknown mass, this process received new
interest: the signal of the relic neutrino capture is a sharp line, located one neutrino
mass above the endpoint of the β-decay electron spectrum (cf. fig. 7.15). Calcu-













= 4.2 · 10−25ηνe yr−1 =: Γ′ν(3H)η, (7.34)
with 1/V = ηνe 〈nνe〉 and 〈nνe〉 = 56 cm−3. The reaction rate derived in eq. (7.34)
will serve as fundamental input for the identification of the potential signal of the
CνB in Katrin, discussed in the next section.
7.3.2. Induced β-decay spectrum
In sec. 7.3.1.4, the electron production rate stemming from the capture of relic
neutrinos was derived. Taking one more step towards estimating the sensitivity of
Katrin for measuring the relic neutrino background, one needs to include some
characteristics of the Katrin experiment.
7.3.2.1. Basic form
From eq. (7.34), the CνB capture signal would be an infinitesimally sharp line,
located one neutrino mass above the endpoint at E0+mν. Since Katrin measures an
190
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Figure 7.15.: Basic spectrum - Upper panel: the relic neutrino capture signal (red)
is modelled as a Gaussian peak at E0 + mν (see eq. (7.35)). Lower
panel: the peak manifests as a shoulder in the spectrum as measured
by Katrin. Spectra for mν = 1 eV and η = 1012, no background rate
included.
integrated spectrum, the line needs to be integrated: this leads to the conclusion that
the sharp line can be approximated by a Gaussian with a width of 10 meV. Though
this might seem an arbitrary choice: it is not. As long as it is smaller than e.g. the
Doppler broadening, the width of the CνB-Gaussian only influences the differential
spectrum and its integrability. Due to the signal being a normalised Gaussian,
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the integration will yield the same result for the count rate even if σCνB differs.
Therefore, σCνB = 10 meV was chosen because it increases the numerical stability of
the integration. The capture (and therefore decay) rate for the CνB induced β-decay
thereby takes the following form:
dΓ
dE




In the modelled spectrum of fig. 7.15, the CνB signal is at 18 576 eV as expected
for an example neutrino mass of mν = 1 eV. The distance between the maximum
energy of the standard β-decay spectrum (shown in dotted blue) and the CνB signal
(solid red) is exactly 2mν = 2 eV.
7.3.2.2. Model extensions
As for the standard β-decay spectrum, light bosons and the potential right handed
currents: the basic spectrum expected for the relic neutrinos described in sec. 7.3.2.1
needs to be extended and refined to include effects of the Katrin set-up into the
fit model. Here only the final states as one of the dominating influences will be
discussed.
The effect of the final states manifests in a shift and a broadening of the CνB sig-
nal: at a probability Pfs, the daughter molecule may be left in an electronically or
rotational-vibrational excited final state fs with an excitation energy Efs. The final













As for the light bosons in sec. 7.1.1.1, also a 100 meV rebinned version of the final
states is used due to the Doppler effect being of the same size. The effect of the final
states on the CνB spectrum is visualised in fig. 7.16: the electronically excited states
show up deep in the standard β-decay spectrum (beneath E0− 20 eV). Anyway, the
large count rate of the standard β-decay spectrum will hide the visibility of the
CνB electrons in this region.
7.3.2.3. Combination with standard β-decay
The Superposition of the CνB decay rate and the standard β-decay rate gives the












With the concept of a response function R(E, qU) [Kle+18], the measured integrated













 dE . (7.38)
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Figure 7.16.: Spectrum - Upper panel: the relic neutrino capture signal (red) is
shifted to lower energies due to the final states. Lower panel: the
strength of the CνB signal shoulder is reduced compared to fig. 7.15.
Spectra for mν = 1 eV and η = 1012, no background rate included.
From eq. (7.38), we expect to see the shape of the response function in the CνB part
of the integrated spectrum. This is nicely confirmed by fig. 7.15 and 7.16: the
modulation of the CνB signal towards lower retardation voltage values is due to the
shape of the response function. With lower retardation voltage, also the inelastically
scattered electrons from CνB capture reach the detector, causing an increase of the
CνB signal. However, this increase is not visible in the combined spectrum due to
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the large signal rate from the standard β-decay farther away from the endpoint.
7.3.3. Parameter inference with relic neutrinos
First estimates of the potential of Katrin to constrain the relic neutrino background
can be gathered from fits. Even more, important insights into the correlations of
the additional fit parameter η with the standard four parameters can be gained.
To investigate this, 1000 fits were performed. In each fit, a simulated measurement
(including Poisson randomisation of the counts) was compared to a model and the
five fit parameters m2ν, E0, Amp, bg and η were minimised via Minuit2 of the ROOT
framework [BR97]. The Katrin settings used were the same as for the other sim-
ulations in this chapter and can be found in sec. D.1 and tab. D.4 in the appendix.
The first thing to be mentioned here is the effect of the sharp line of the CνB signal:
Table 7.3.: Exemplary best fit estimates of the parameters. 1000 fits with
η = 1012 and neutrino mass mν = 1 eV were performed.
param true µ σ
m2ν (eV
2) 1.0 1.000 0.003
E0 (eV) 18575 18575.000 0.002
Amp 1.0 1.000 0.0001
bg (cps) 0.4 0.400 0.0001
η 1× 1012 9.995× 1011 8.1× 109
it requires a lot of integration steps in the regions where the FSD-smeared signal
is expected. Otherwise, the numerical instability of the integration prevents correct
reproduction of the true values. Results from the 1000 simulated Katrin measure-
ments and following fits are shown in fig. 7.17. Since the CνB signal position directly
depends on the neutrino mass, see eq. 7.36, there is a correlation between mν and
η. In terms of potential signal identification, a positive point is that there seems not
to be a distinct bias of one of the estimated parameters.
All parameters reproduce their respective true value, which is also demonstrated
in the overview presented in tab. 7.3. Furthermore, the additional fit parameter η
shows correlations with all the four standard parameters, which reveals the challenge
of including the CνB signal into the fits. Also, a first hint as to the potential of
Katrin to constrain the relic neutrino background occurs: the 1σ uncertainty on η
is 8.1× 109, so Katrin is expected to be able to set constraints on η at the level of
approximately 1010.
7.3.4. Statistical sensitivity to constrain the relic neutrino
background
The potential of Katrin to constrain the relic neutrino background can be seen
in fig. 7.18. In the course of this thesis, the statistical sensitivity to the local relic
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neutrino overdensity η is estimated to be of order 1010. This value is one order of
magnitude larger than the one estimated by Kaboth et al. [KFM10], which can be
explained by the different experimental settings. Mostly it is the background that
limits the potential of Katrin, as outlined in ref. [Hei15]. Furthermore, as also
discussed in ref. [Hei15], Kaboth et al. use a simplified model for the Katrin exper-
iment (no detection efficiency, simpler scattering model, larger amount of effective
column density), which is why it is refrained from giving a quantitative comparison
here.
Current limits on η from β-decay experiments trace back to the Los Alamos [Rob+91]
and Troitsk [Lob+99b] experiment, which were motivated by the negative neutrino
mass squared estimates. Katrin will be capable of improving this limit by at
least one order of magnitude in the current set-up. In fig. 7.18, also the estimates
introduced in sec. 7.3.1.3 are shown. The baseline of the overdensity is given by
η = 1, which corresponds to no local clustering of the relic neutrinos. Estimates of
the relic neutrino overdensity based on the clustering of dark matter, baryons, as
well as combinations of both, range from 1 to 106 [RW04, LVV08, Fa¨s+13].
In the scope of this thesis, also CνB-adapted MTDs are tested for their effect on
the sensitivity on η. However, the increase in sensitivity is found to be only minor.
No order of magnitude increase can be achieved, even with a “CνB-focused” MTD.
The reason is the dominant effect of the background rate, which generally limits the
Katrin sensitivity for the CνB. For larger neutrino masses, the statistical sensitivity
is found to improve marginally by about a factor 1.4.
While Katrin most likely will not be able to detect the CνB, it can rule out spec-
ulative models about the origin of the GZK cut-off [HM05] and improve existing
β-decay limits on η by at least one order of magnitude.
Note that only the statistical sensitivity is investigated in this thesis. In order to
derive an upper limit from the neutrino mass data, also systematic effects need to
be studied very carefully.
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Figure 7.17.: Distribution of fitted parameters for the relic neutrino model.
Shown is the distribution of the fitted parameters after performing
1000 fits with minimization via Minuit. True values are mν = 1 eV,
E0 = 18 575 eV, Amp = 1, bg = 0.4 cps, η = 1× 1012. The yellow line
represents the 90 % C.L. contour.
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Figure 7.18.: Statistical sensitivity for relic neutrinos. Shown is the statisti-
cal sensitivity of Katrin for the detection of the CνB (solid blue).
The values obtained by Robertson et al. [Rob+91] and Lobashev et
al. [Lob+99b] present upper limits obtained from β-decay spectroscopy
(Los Alamos and Troitsk neutrino mass experiments). The other values
for the CνB overdensity are predictions from various models.
197
198 7. Physics beyond the neutrino mass
7.4. Conclusion
In this chapter, three different examples for expanding the physics reach of Ka-
trin beyond the neutrino mass search have been studied: light bosons, right-handed
currents and relic neutrinos. For each of these study cases, the possible signature in
the β-decay spectrum measured by Katrin was derived, from including the inter-
action into the differential spectrum of the physics model and finally the integrated
spectrum including all the experimental characteristics of the Katrin apparatus.
The ability of Katrin to resolve the specific new kind of interaction was tested
through performing either ensemble tests or MCMC runs. Finally, the statistical
sensitivity of Katrin for the respective scenario was estimated.
Light bosons were considered to couple to either the neutrino, the electron or
both in the β-decay, leading to the emission of either pseudoscalar or axial vector
bosons in a modified four-body decay. The resulting spectrum derived by Arcadi et
al. [Arc+18] has the observables mass mX and coupling gX of the boson with a shape
very similar to the standard β-decay spectrum. The coupling of the light boson gX
was found to be strongly correlated with its mass mX and the standard fit parameters
endpoint E0 and amplitude Amp. Due to the parametrisation of the spectrum
(divergence in mX by virtue of a non-conserved current), the best sensitivity for
the coupling can be derived for eV-scale vector bosons coupling to either neutrino
or electron. It can potentially allow to test the constraints by IceCube of order
10−2 [IM14]. For pseudoscalars coupling to electrons, Katrin will most likely not
be able to set a competitive limit: it would need couplings gX of O(104) in order
for Katrin to exclude the null-hypothesis at 1.645σ. Pseudoscalars coupling to
neutrinos have a stronger imprint on the spectrum: here the best sensitivity is of
order O(10−1). Finally, the sensitivity of Katrin for vector bosons coupling to
electron and neutrino and thereby conserving the weak current is estimated to be
of order O(10−1), as well. For keV-scale light bosons however, the large statistics
of a differential TRISTAN detector upgrade to Katrin enables testing existing
limits for all types except pseudoscalars coupling to electrons, though most likely no
lower limits than the existing ones can be placed from either standard Katrin or a
TRISTAN-like extension data.
Right-handed currents in presence of eV-scale sterile neutrinos were considered
to arise exemplarily by left-right symmetry of the weak interaction. The inter-
action was parametrised by Steinbrink et al. [Ste+17] in a model-independent, yet
model-motivated way that also covers interactions not necessarily based on left-right
symmetry but also encompassing any other mechanism causing the same signature
in the spectrum. In addition to the sterile mixing angle θeff and the mass of the
heavy sterile neutrino mh, this parametrisation introduces an interference term cLR.
The interference might be positive or negative, thus causing interesting effects on
the spectrum. In this work as well as in ref. [Ste+17], strong correlations of these
three additional fit parameters with the standard four parameters were found. In
hand with these strong correlations, a bias is observed in the posterior distribution
of the endpoint obtained by an MCMC run, in agreement with [Ste+17]. The sensi-
tivity regarding sin2 θeff and cLR is estimated for different fixed values of the sterile
neutrino mass. Without constrained endpoint, Katrin will most likely not be able
to test the LR-symmetry of the potential sterile neutrinos. However, future external
measurements of the endpoint by Penning trap experiments combined with the pre-
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cision determination of the absolute energy scale of the Katrin experiment might
reach an accuracy of about 50 meV. These constraints should enable Katrin to test
the LR-symmetry of potential sterile neutrinos and provide a complementary way
to access the right-handed coupling additional to LHC bounds [Sir+18].
Already in [KFM10, Hei15], the potential of Katrin to constrain the relic neu-
trino background was investigated. This work was substantially refined in the
scope of this thesis by a consistent implementation of the signal in the Katrin anal-
ysis framework and the use of realistic experimental settings. Since the position of
the potential signal depends only on the neutrino mass, the additional parameter
introduced was the local overdensity of the CνB, η, as it defines the amplitude of the
signal. The (local) CνB overdensity η also shows correlations with the standard four
fit parameters for the neutrino mass search. The potential of Katrin to constrain
the relic neutrino background was found to be of η ≈ O(1010) (90 % C.L.), with
negligible dependence on the neutrino mass. Though the sensitivity of Katrin to-
wards the relic neutrino background is orders of magnitude away from testing most
of the predictions, it will improve existing direct limits from β-decay experiments by
at least one order of magnitude.
Besides its main scientific goal, the determination of the neutrino mass, Katrin of-
fers the possibility to search for a wide variety of interesting new physics. As a
high-precision experiment, Katrin will be able to perform independent, kinematics-
based tests of physics beyond the neutrino mass. The three categories investigated






The project of the thesis at hand evolves around the commissioning, simulation, and
characterisation of the Windowless Gaseous Tritium Source, as well as analysing the
first tritium spectra for the Katrin experiment located at the Karlsruhe Institute
of Technology (KIT). This includes testing individual temperature sensors for short
circuits in the cryostat to spectral fitting and statistical analysis of tritium data.
Key findings of this journey will be summarised in the following, before concluding
this chapter with an outlook on the near future.
Source modelling An essential cornerstone for the work presented in this thesis
is the extension and uniform integration of the source model. The input from var-
ious sensor readings (temperature, gas flow) is implemented to allow near-online
calculation of the source density distribution and to initiate the spectrum model
computation. In the course of the First Tritium campaign, the sensor information
was used to provide a run-wise estimation of the column density in the WGTS to
the individual fitting teams of the Katrin analysis group, enabling the high-level
tritium spectrum fitting. Temperature readings and gas flow readings are now in-
tegrated into the gas dynamics part of the source and spectrum calculation (SSC)
framework. Thereby, two new methods were implemented to calculate the sensor
based (deuterium) column density using the estimated gas injection rate. The in-
creased flexibility of the two generalised gas models allows their usage for deuterium
(commissioning) and tritium mode of the source, particularly when the e-gun is not
available to provide column density calibration measurements. For most of the First
Tritium runs, the D2 column density is estimated to be 4.5× 1021 m−2, with a rela-
tive uncertainty of about 5 %. A cross-check via the pressure of the Krypton capillary
showed good agreement within about 3-4 %. Moreover, a dedicated WGTS magnetic
stray field measurement system was designed, developed and commissioned. After
proper position determination, its measurements can be used to validate and anchor
the magnetic field simulations of the WGTS.
Analysis of First Tritium data With the sensor based source model, it was pos-
sible to analyse the tritium spectra taken during the Very First Tritium and the
First Tritium commissioning campaigns. The agreement between spectral model
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and the data was found to be very good, therefore several analysis methods for the
tritium spectrum could be tested. Different methods to include systematic effects
were investigated using the column density simulated by the source model as an il-
lustrative example. The resulting estimates of the effective endpoint were compared
against each other, as well as to the expected value obtained from T-3He atomic
mass difference measurements [Mye+15]. All estimates were found to agree within
the assumed range of 1 eV (a sizeable uncertainty stemming from the current ac-
curacy of the absolute energy scale of the Katrin experiment [WVH]). From the
appended run estimation with the column density as free fit parameter, a column
density of (4.61 ± 0.12) × 1021 m−2 was found, which is within the uncertainty of
the simulation result. Additional estimations of the column density were possible
due to the active commissioning. The FBM and PULCINELLA estimates also agree
with the column density simulation. Adapting the model input parameters for the
slightly higher column density estimate of the aforementioned independent detectors
and fit results yields excellent agreement (N = 4.6× 1021 m−2) for Boltzmann and
Knudsen based flow for an accommodation coefficient α = 1 (instead of 0.97) and
an outlet to inlet pressure ratio of pout/pin = 0.05 (instead of 0.02).
Blind analysis and methods Looking ahead, the neutrino mass data taking of Ka-
trin is about to begin in early 2019. As a key outcome of this thesis, several possible
schemes for performing a blind analysis were developed. Three data blinding tech-
niques (reduced statistics, window blinding, and energy smearing) and two model
blinding techniques (imperfect energy loss function and FSD smearing) were investi-
gated and their effect on the neutrino mass estimation quantified. After evaluation of
the latter, four blinding techniques are considered viable for Katrin neutrino mass
analysis. For the first neutrino mass data, two blinding techniques are favoured,
namely FSD and energy smearing. Application of either one will introduce a unidi-
rectional artificial shift of the reconstructed neutrino mass. As the two techniques
yield opposite signs for this shift, a combination of both methods is considered as
the strongest blinding scheme plausible for the first neutrino mass data. Note that
the model blinding techniques rely on the analyst’s responsibility and are meant to
prevent accidental bias by analysing unblinded data. Since the raw data will always
be available unblinded to check for systematic effects, the only data blinded will be
neutrino mass data. That is, the data blinding will be applied in the intermediate
data layer such that the high-level neutrino mass analysis will work on blinded run
summaries. The generation of blinded run summaries was tested successfully, along
with the FSD smearing model blinding technique. All methods tested on krypton
(and tritium) data worked as expected. Based on the findings of this thesis, a pro-
posal of viable techniques and a recommended strategy will be put forward for the
Katrin collaboration to deliberate and decide on.
Physics beyond the neutrino mass Besides serving its main scientific goal, the
model-independent determination of the effective electron neutrino mass, the Ka-
trin data can be used to probe various interesting models of physics beyond the
Standard Model. In the course of this thesis, three such opportunities were subject
to a detailed investigation: the statistical sensitivity of Katrin to constrain the
additional emission of light bosons in β-decay, the existence of right-handed cur-
rents in presence of eV-scale sterile neutrinos, and the relic neutrino background
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was investigated. Though the sensitivity of Katrin towards the additional emis-
sion of light vector bosons or pseudoscalars is found not to surpass existing limits
for the present Katrin set-up, Katrin may provide a complementary limit. In a
TRISTAN-like future extension for a differential measurement of the tritium spec-
trum, the large statistics available from the full tritium spectrum enables testing
existing limits e.g. from IceCube [IM14]. The statistical sensitivity of Katrin to-
wards right handed currents in β-decay was found to be not competitive to existing
constraints from LHC data; however, Katrin can provide a model-independent
cross-check. The latter is especially important as the LHC bounds are based on LR-
symmetry, while Katrin can probe different effects that may result in this model
independent parametrisation. The findings of the right handed currents match the
ones obtained in ref. [Ste+17], though this thesis assumes slightly different Ka-
trin settings. The latter mainly accommodate for a scenario with an elevated back-
ground rate, a decreased energy resolution due to higher analysing plane magnetic
field, and an extended energy range of the measurement interval. These alternative
settings were also used to re-evaluate Katrin’s statistical sensitivity to constrain
the relic neutrino background. Katrin will be able to improve the existing direct
limit on the local relic neutrino overdensity by at least one order of magnitude and
thereby also exclude some of the more progressive astrophysical models. However,
most predictions of the relic neutrino overdensity are clearly below the sensitivity of
the Katrin experiment.
Conclusions The focus of this thesis was on the opportunities offered by the unique
tritium source of the Katrin experiment. The automated estimation of the column
density based on a gas model using sensor data enabled first comparisons between
the modelled and the measured tritium spectra. It was shown that the Katrin ex-
periment is performing as expected and ready for the start of neutrino mass data
taking, including a possible blind analysis. Furthermore, the unique tritium source
paired with the high-resolution electrostatic spectrometer enables testing aspects of
hypothetical new physics beyond the Standard Model, thus allowing to broaden the
scientific reach of the experiment beyond the hunt for the neutrino mass.
Outlook In the course of the past two years, the Katrin collaboration has suc-
cessfully accomplished several important milestones en route to the start of neutrino
mass data taking: from completing the beam line in 2016, to recording first high-
resolution spectra of 83mKr-conversion electron lines in 2017, up to the measuring of
first tritium β-spectra in 2018. During the time of writing this thesis, another im-
portant milestone is reached, which is the extensive commissioning phase with the
e-gun at the rear section. Together with the measurements of the column density
developed in the course of this thesis, the e-gun will enable accurate and precise
determination of the column density in the nominal tritium set-up. In early 2019,
Katrin will start its eagerly awaited nominal tritium running, which will allow the






Fig. A.1 shows a CAD model of the connection of the central WGTS beam tube
to the pump port PP1-R. It can be seen that the beam tube cooling does not start
right at the pump port and that the temperature sensors only are placed in region
with active beam tube cooling.
A.2. First Tritium set-up
Table A.1.: Times used for the injection rate calibration. Only times with
ensured stable circulation were chosen, year is 2018.
start end
06-11, 0:00 h 06-12, 5:00 h
06-12, 7:00 h 06-12, 15:00 h
06-12, 17:00 h 06-13, 7:00 h
06-13, 15:00 h 06-14, 8:00 h
06-14, 19:00 h 06-15, 6:00 h
06-15, 8:00 h 06-15, 21:00 h
A.3. Magnetic field measurements
As described in sec. 4.5.2, the longitudinal position of the hall probe needs to be
determined with a sub-mm uncertainty. WayCon states a 0.02 % linearity deviation
of the rope sensor, however the calibration certificate in fig. A.2 provided by WayCon
lists a maximum linearity deviation of 0.002 %.
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Figure A.1.: Connection between beam tube and pump port. The position
of the Pt500 temperature sensors as well as the 2-phase neon cooling
and the pump port cooling are shown in copper.
B. Analysis of First Tritium data
B.1. Estimation of the column density
During the readout of the FBM spectrum, it was discovered that the cut is better
to be done on the ADC spectrum, not on the calibrated one: when cutting at 5 keV
on the calibrated spectrum, the result is shown in fig. B.4. Therefore, the rate was
estimated by cutting on the ADC equivalent of 5 keV, which is also shown on fig. B.4.
C. Blind analysis & methods
C.1. Sensitivity estimates
It has to be noted that not all methods have been tested with the exact same
settings of the background rate Bg and energy resolution. However, the high level
of blinding required for the first Katrin neutrino mass data requires effects in
systematic or statistic uncertainty one order of magnitude larger than the effect of
an elevated background rate: if the MTD is adapted for an elevated background
206
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.2.: Rope sensor calibration table. This table for one of the used SX135
rope sensor underlines that the accuracy of the distance measurement
is within the sub-mm requirement.
rate of 0.225 cps1 instead of designed 0.01 cps [KAT05], the estimated neutrino mass
1F. Harms found an increased spectrometer background rate of 691 ± 1 mcps in commissioning











Figure B.3.: Correlation matrix of the fit parameters. The values were ob-
tained from the example run 40667.
Energy (keV)
































Figure B.4.: FBM spectra. Left: energy-calibrated spectrum, right: ADC raw
spectrum. FBM runs analysed: 145-147 (June 6, 2018).
sensitivity decreases to 0.24 eV instead of 0.20 eV. In contrast, a sensitivity as high
as 2 eV is to be reached with blind analysis of the first neutrino mass data.
Table C.2.: Settings for data blinding. Some of them differ from the Design
Report [KAT05] and were adapted to account for higher background.
setting Design Report data blinding
Bg (cps) 0.01 0.225
BS (T) 3.6 3.6
BAna (G) 3 9
BPCH (T) 6.0 6.0
N (m2) 5× 1021 5× 1021
T 0.95 0.95
C.2. Window blinding
In tab. C.3, exemplary neutrino mass sensitivity estimates are shown to underline
the principal understanding of the effect of this method described in sec. 6.3.1.2.
Only after removing all data up to the estimated endpoint (row 5 in tab. C.3), a
significant worsening of the neutrino mass can be observed. Also note that though
208
C. Blind analysis & methods 209
nearly 70% of the measuring time needs to be blinded, this translates to hiding about
20% of all events measured in that time.
Table C.3.: Sensitivities for different partial blinding schemes for the neu-
trino mass region. Also compare fig. 6.3. Standard settings from
Design Report used [KAT05]. This will look different for more realis-
tic values of background and MTD and is shown here to underline the
principal understanding of this blinding method.




90 % CL sens
window (eV) of MTD of events (eV2) on mν (eV)
– 0.0 0.0 0.017 0.198
[E0 − 4.5, E0 − 4] 34.6 0.4 0.029 0.235
[E0 − 9, E0 − 4] 43.5 0.9 0.040 0.268
[E0 − 14, E0 − 4] 49.0 3.9 0.041 0.269
[E0 − 14, E0] 61.6 4.0 0.612 1.004
[E0 − 19, E0] 67.1 14.0 1.570 1.607
[E0 − 21, E0] 69.3 21.4 2.652 2.089
C.3. Imperfect energy loss function
In fig. C.5, the different c are shown for several changes of the excitation/ionisation
ratio η. Note that due to the form of eq. (6.21), the root yields a positive and a
negative solution. Since the negative solution refers to the left side of the Gaussian
function, the critical energy that is needed for this analysis is defined by the positive
solution of the root. Exemplary, no change of the ratios (η = 0) yields c = 14.09 eV.
209
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Figure C.5.: Energy loss critical energy. X axis is the change of the excita-
tion/ionisation ratio, y axis shows the resulting solutions of eq. (6.21).
Figure taken from ref. [Sib18], credits V. Sibille.
210
D. Physics beyond the neutrino mass 211
D. Physics beyond the neutrino mass
D.1. Experiment configuration for the new physics studies
Recent commissioning measurements [Har15, Are+18b, Blo18, Tro18] (also see sec. 5.1)
with the current Katrin set-up yield an elevated background rate compared to the
design settings [KAT05]. Due to its volume effect, the background rate can be de-
creased by applying a larger magnetic field in the analysing plane. A magnetic field
in the analysing plane of Bana = 6 G combined with all other magnetic fields of the
beam line scaled to 70 % of their design value results in a background rate of about
0.4 cps. This increased background rate will cause modifications to the measur-
ing time distribution (MTD), as the neutrino mass signature manifests farther away
from the spectral endpoint. The effect is shown in fig. 6.1, exemplarily for a neutrino
mass of 1 eV. Further changes to the MTD used in the following simulations, as a
conceivable scenario, occur from scanning a wider energy range [E0−50 eV, E0+5 eV]
compared to the [E0 − 30 eV, E0 + 5 eV] of the design report. Apart from that, the
total amount of measuring time is the 3 yr net worth of data taking, which trans-
lates into approximately 5 yr Katrin operation time. Commissioning measurements
with the final Katrin setup [Are+18b, Are+18c] revealed the optimum setting of
the magnetic fields to be at 70% of the fields proposed in the design report, so for in-
stance the WGTS has a field of 2.52 T in the following [Hac17]. For the simulations,
the nominal tritium purity of T = 0.95 and the nominal amount of gas column
density in the WGTS of N = 5× 1021 cm−2 is used.
Table D.4.: Operational parameters used for the simulations. Most notable
differences are the wider measuring window and the different magnetic
fields compared to the Design Report (DR) settings [KAT05].
param value value in DR
E0 (eV) 18575 18575
Bg (cps) 0.4 0.01
Bana (G) 6 3
BS (T) 2.52 3.6
B beam line 70 % 100 %
MTD range (eV) [E0 − 50, E0 + 5] [E0 − 30, E0 + 5]
total time (yr) 3 3
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Figure D.6.: Parameters for the spectrum approximation of the light
bosons. Note the increasing K for small mX for mechanisms C and D.
Figure adapted from ref. [Arc+18].
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Table D.5.: Summary table including all the laboratory, astroparticle, and cosmo-
logical constraints which apply to the models discussed in ref. [Arc+18]
and this thesis. LNV stands for lepton number violating coupling. Table
taken from ref. [Arc+18].
Model A ν¯γ5νX
Double β decay (only LNV) gνJ . 10−(4÷5) [BNS18, BP18]
Meson decays gνJ . 4.4× 10−5 [PP16]





(mJ  1 eV)
gνJ . 1.2× 10−7 (mJ  1 eV) [AH14]
Supernova 1987A gνJ . 10−3 (mJ ≤ O(1 eV)) [KT87]
IceCube gνJ . 0.03 [IM14]






gνJ . 5× 10−5 (mJ ' O(eV)) [HOZ18, Agh+18]
Model B e¯γ5eX
Solar lifetime geJ . 3× 10−11 [GR09]
(g − 2)e geJ . 1.8× 10−5 [Par+18, LWW18]
Model C ν¯γµPLνX
µ
Z decay gνL . 3× 10−2 [LDB14]















gνL . 4.6× 10−6 (mZ′ ' O(eV)) [HOZ18]






(mZ′  1 eV) [AH14]






(mZ′ ≥ 60 eV)
gνL . 5.6× 10−4 (mZ′ < 60 eV) [KT87]
IceCube gνL . 0.03 [IM14]
Model D e¯γµeX
µ







Solar lifetime geV . 2× 10−13 [GR09]
BBN geV . 4.6× 10−6
(g − 2)e geV . 4.0× 10−6 [Par+18, LWW18]
Model E jµLeXµ
Z decay gLe . 3× 10−2 [LDB14]
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