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Introduction
A goal of many inverse problems is to find parameters λ in some parameter space Λ determining a solution u λ so that the distance between this solution and some target solution u is minimal. That is, finding parameters that minimize the approximation error u − u λ in some appropriate norm. Since this is, in general, a difficult task, a collage-based approach instead bounds the approximation error above by a more readily minimizable quantity. In minimizing this new quantity, one can control the approximation error. This is similar to Tikhonov regularization in spirit, where an ill-posed problem is replaced by a well-posed problem. In order to expect any success in this effort, we must first require the existence of a unique solution to the forward problem. In the setting of ODEs a collage-based method was established in [9] for which Banach's fixed point theorem was the driving force. A number of ODE models have been treated using this method including [2, 5, 8, 12] . In the setting of elliptic PDEs, collage-based methods have been established for both linear and nonlinear second-order problems in [6, 10] .
In these cases the driving force for existence and uniqueness (as well as corresponding generalized collage theorems) is the (nonlinear) Lax-Milgram representation theorem. A similar method for linear parabolic and hyperbolic problems is suggested in [7] .
In this paper, we extend these methods to include inverse problems for a general class of second-order nonlinear hyperbolic PDEs. We extend the idea of linear Galerkin approximation theory to the nonlinear setting in order to establish existence and uniqueness of a weak solution to the forward problem. Following the lead of the nonlinear generalized collage method for elliptic problems, we use the hypotheses of the nonlinear Lax-Milgram representation theorem even though it does not directly apply in the time dependent setting.
The structure of this paper is as follows. In Section 2, we discuss some background theory, notation and preliminaries. In Section 3, we present the weak formulation for a A C C E P T E D M A N U S C R I P T general second-order nonlinear hyperbolic problem that will be the focus of consideration for the remainder of this paper. In Section 4, we use nonlinear Galerkin approximation theory to prove existence and uniqueness of a weak solution to the forward problem.
In Section 5, we state and prove the nonlinear hyperbolic generalized collage theorem (NHGCT) and state sufficient conditions for its use. Finally, in Section 6, we present some examples of this theory in practice and provide results of numerical implementation.
Background
In what follows we define Ω to be an open, bounded subset of R n , with Ω T = Ω×(0, T ]
where T is the maximum value of time. We define X to be an arbitrary function space, W k,p (Ω) to be a Sobolev space with up to k weak spatial derivatives each in the space L p (Ω), and H k (Ω) to be a Hilbert space with up to k weak spatial derivatives. It is understood that all derivatives are intended in the weak sense. We use a prime notation, to denote a weak time derivative. Of particular importance in this work will be the space W k,p 0 (Ω) which denotes the set of functions in the space W k,p (Ω) that approach zero on ∂Ω.
As a result of the presence of time-dependence, it will be necessary within some of our constructions to make use of the following definition.
Definition 1.
We define functions of x and t as mappings (from the time domain [0, T ] to the space domain X) of functions of x. That is, u(t) = [ũ(x)](t) := u(x, t), for x ∈ Ω, t ∈ [0, T ].
We apply Definition 1 to all functions of x and t. The following theorems will be of use when proving and justifying our results.
Definition 2. Given two metric spaces (X, d X ) and (Y, d Y ), a function f : X → Y is said to be Lipschitz continuous if there exists a real constant K ≥ 0 such that, for all
The constant K is called the Lipschitz constant.
Theorem 1.
(Riesz representation theorem [15] ) Let H be a Hilbert space and ϕ : H → R be a bounded linear functional. Then there is a unique u ∈ H such that 
Finally, let ψ : H → R be a bounded linear functional on H. Then there exists a unique
Weak formulation
A common method for solving PDEs, particularly those with complicated nonlinearities and time-dependence, is to build the related weak formulation and seek weak solutions. We consider the following types of nonlinear hyperbolic PDEs
where g : H → H is a nonlinear function of u, f : R n × [0, T ) → R is a source or sink term at each x ∈ R n and t ∈ [0, T ], and L is the second-order partial differential operator with dependence on t given in divergence form by
We assume that the n × n matrix A = (a ij ) is symmetric so that a ij = a ji for each i, j = 1, ..., n. We also assume that A is positive definite for each (x, t) ∈ Ω T . The following definition gives a characterization of the operator L.
Definition 3. We say that the partial differential operator ∂ 2 ∂t 2 + L is (uniformly) hyperbolic if there exists a constant θ > 0 such that
for (x, t) ∈ Ω T and all ξ ∈ R n . 5
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In our construction, we will assume that our operator L is uniformly hyperbolic which implies that for fixed 0 ≤ t ≤ T and for each x ∈ Ω the matrix A is positive definite with smallest eigenvalue λ greater or equal to θ.
Without loss of generality we apply the homogeneous Dirichlet boundary condition (2) recognizing that other types of boundary conditions can be accommodated with small adjustments to the construction that follows.
To construct the weak formulation associated with (1)- (4) we assume that
(Ω T ); and
We fixṽ ∈ C ∞ c (Ω), take the inner product of (1) withṽ, and integrate over Ω (applying Green's formula where applicable) to get
The following result enables us to state the above construction in a Sobolev space
Theorem 3. (Global approximation by smooth functions [3] ) Let Ω be a bounded domain, ∂Ω be C 1 , and supposeũ ∈ W k,p 0 (Ω) for some 1 ≤ p < ∞ and a.e. 0 ≤ t ≤ T and all k > 1. Then for a.e. 0 ≤ t ≤ T there exists a sequence of functions
, whereΩ denotes the closure of the space Ω.
Using Theorem 3 we have that (6) holds for allũ,ṽ ∈ H 1 0 (Ω) and a.e. 0 ≤ t ≤ T . Now sinceṽ ∈ H 1 0 (Ω) for a.e. 0 ≤ t ≤ T we have
Taking the resulting left-and right-hand sides of (6) we arrive at the time-dependent functional B given by
A C C E P T E D M A N U S C R I P T and the time-dependent linear functional ψ given by
forũ,ṽ ∈ H 1 0 (Ω) and a.e, 0 ≤ t ≤ T . We remind the reader that the operator L used to construct the functional B is assumed to be uniformly hyperbolic in all cases.
With this development we reach the important definition of the weak solution to the time-dependent problem (1)-(4).
is called the weak (or variational) formulation associated with the problem (1)- (4) . A functionũ satisfying (9) is called a weak solution of (1)
-(4).
We are concerned with the existence of a unique weak solution of problem (1)-(4).
The next section discusses the particulars of existence and uniqueness of weak solutions to second-order nonlinear hyperbolic problems.
Galerkin approximation theory
Before attempting to solve an inverse problem it is important to determine if the forward problem has a solution and if it is unique. The following is an extension of Galerkin approximation theory from weak solutions of linear hyperbolic PDEs (presented in [3] ) to nonlinear hyperbolic PDEs. We make use of the background material in Section 2 and adopt the assumptions presented in Section 3. We begin by letting w r = w r (x) for r = 1, 2, ... be smooth functions such that
and
We build a sequence of functionsũ
A C C E P T E D M A N U S C R I P T where the functions d r,m (t) (for r = 1, ..., m and a.e. 0 ≤ t ≤ T ) are to be chosen (if possible) to satisfy
We refer to equations (11)- (13) as the projection of the problem (1)- (4) (10) satisfying (11)- (13).
Proof. Beginning with (10), differentiate with respect to t twice, multiply by w s and integrate over Ω to get
Furthermore, note that
Substituting (14)- (15) into (11) and rearranging gives
for fixed m = 1, 2, ..., and r = 1, ..., m. We see that (16) is a second-order system of ODEs. Evaluating (10) at t = 0 and using orthogonality, we arrive at the initial conditions
for each r = 1, ..., m. Similarly, differentiating (10) with respect to t, evaluating at t = 0 and using orthogonality, we arrive at the initial conditions For fixed m we have established the existence and uniqueness of a solution to the projected problem (11)- (13). It is our hope that by letting m → ∞ that this sequence of
approaches a weak solution to our original problem (1)- (4). Before we can establish this we first need a couple of results. The first of these results establishes two useful bounds on the functional B. 
(Ω) ; and
then there exist constants ζ, µ > 0 and γ ≥ 0 such that
The next result is essential for the proof of existence and uniqueness of a weak solution
; t] is continuous and linear on H 1 0 (Ω). Then there exists a constant C, depending only on Ω, T and the coefficients in the operator L, such that
The proofs of Theorems 5 and 6 are standard in Galerkin approximation theory literature and thus are omitted here. For a detailed treatment of these proofs, please see [11] . We are now ready to state and prove a result for the existence and uniqueness of a weak solution to (1)- (4). Proof. For existence: From Theorem 6 we have that
Since we have weak compactness, there must exist convergent subsequences
where {d r,R } R r=1 are arbitrary smooth functions. We choose m ≥ R, multiply (11) by d r,R (t), and sum over r = 1, ..., R to get
.
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Applying (19) and the Riesz representation theorem we have that, for
Now integrate from t = 0 to t = T and set m = m s to get
Taking the limit as s → ∞ and using (18) we have
forṽ ∈ L 2 (0, T ; H 1 0 (Ω)) (since functions of the form (19) are dense in this space). Hence,
(Ω) and a.e. 0 ≤ t ≤ T . Before continuing we need the following Lemma.
(after possibly being redefined on a set of measure zero).
For a proof of Lemma 1 see Theorem 2 in section 5.9.2 of [3] . Continuing, since
To show that the initial conditions,ũ(0) = h 1 and
Integrating the first term in (21) by parts twice we have that
Looking back at (20) and integrating the first term by parts twice gives
Letting s → ∞ and sinceũ 
Fix 0 ≤ t ≤ T and setṽ
(Ω) for each 0 ≤ t ≤ T , and so
Sinceũ (0) =ṽ(s) = 0, we obtain after integrating by parts in the first term above
and we derive that
and using the definition of the operator L[·; ·] from our PDE gives
Using the product rule we have that
wheren j is the j th component ofn, the unit outward normal to ∂Ω. Sinceṽ ∈ H 1 0 (Ω) for a.e. 0 ≤ t ≤ T , the boundary integral equals zero. Rearranging gives
Using this information in (29) we have
Now sinceṽ = −ũ we have
Substituting this information in (28) and rearranging gives
Recall that Theorem 5 tells us that
for constants µ, γ and a.e. 0 ≤ t ≤ T under the hypotheses. This fact allows us to bound the second term on the left-hand side below:
where C := 1 2 min{µ, 1}. Bounding the operator P above using Poincaré's inequality gives
. Similarly, bounding the operator Q above, we have
Finally, since g is Lipschitz with Lipschitz constant K, we have that
Applying (31)-(32) in (30), we have
But w(t) −w(s)
Choose T 1 so small that
Consequently the integral form of Gronwall's inequality implies thatũ = 0 on [0,
Applying the same argument on the intervals [
, etc., eventually we deduce thatũ = 0 on 0 ≤ t ≤ T and thus we have a unique weak solution to (1)-(4).
With an understanding of the existence and uniqueness theory for nonlinear hyperbolic problems, we turn our attention to solving inverse problems.
The nonlinear hyperbolic generalized collage theorem
In what follows we define Λ to be our parameter space and work with a family of functionals B λ with desirable properties. We state the nonlinear hyperbolic generalized collage theorem (NHGCT).
A C C E P T E D M
A N U S C R I P T 
) denotes the sum of the norms of u and the weak time derivative of u, each on
, and
Proof. We begin by using property (i) of B λ
so that ṽ L 2 (Ω) = 1 and integrating from t = 0 to t = T gives 16
Using the Cauchy-Schwarz inequality, rearranging and using the fact that
= 0 we have
Using Poincaré's inequality to bound below on the left, and bounding above on the right gives
Simplifying and rearranging gives
We call F (λ) the nonlinear hyperbolic generalized collage distance. Theorem 8 allows us to control the approximation error by minimizing the nonlinear hyperbolic generalized collage distance provided thatm λ = min m λ β 2 , 1 is bounded away from 0. One way to approach this minimization problem is a penalization method, i.e.
where m λ is the coercivity constant of B λ and σ ≥ 0 is a penalty constant. This approach is reminiscent of classical regularization techniques.
In what follows, we will work on a subset of the space H 1 0 (Ω) defined as
where ρ ∈ R defines some fixed value for whichũ remains bounded in both
A related inverse problem to the system (1)-(4) is: given u(x, t) (possibly in the form of observational data),
f (x, t), g(u), b i (x, t), and c(x, t), find a ij (x, t).
In order to apply the NHGCT we require that the following result holds.
Theorem 9. (Sufficient conditions for using the NHGCT) Consider the problem (1)- (4) whose weak formulation consists of the functionals B λ and ψ given in (7) and (8) respectively. Further, let β > 0 be Poincaré's constant, θ be the uniform hyperbolicity constant for ∂ 2 ∂t 2 + L, and definẽ
with Lipschitz constant K > 0 and satisfies g L2 (Ω) ≤ C g ũ L2 (Ω) for some constant C g > 0 and a.e. 0 ≤ t ≤ T , (Ω), we have
To show that for eachṽ ∈H 
for a.e. 0 ≤ t ≤ T . For 2(a):
Now using the Cauchy-Schwarz inequality and the fact that g is Lipschitz gives
. Applying Poincaré's inequality where appropriate yields
Rearranging gives
Using hypothesis (iii) gives the result. For 2(b):
Using the Cauchy-Schwarz inequality forL 2 (Ω) and the fact that g is Lipschitz, we have that
. 20
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Applying Poincaré's inequality gives
Letting M λ =ã +bβ +cβ 2 + C g β 2 > 0 gives the result. For 3: First to show that ψ is linear inṽ letṽ 1 ,ṽ 2 ∈H 1 0 (Ω) and τ 1 , τ 2 ∈ R. Then
Thus ψ is linear inṽ. Next we show that ψ is bounded inL 2 (Ω).
Sincef is bounded inL 2 (Ω) and functions inL 2 (Ω) are bounded the result follows.
Remarks:
1. This theorem can be applied to linear hyperbolic PDEs by letting g = 0.
2. Since a ij is not known a priori, conditions (iii) and (iv) must be verified after the collage method process has been completed.
With sufficient conditions for using the NHGCT, we now apply this theory to a few application problems.
Applications
Example 1. Consider the following nonlinear hyperbolic PDE problem
for
where Ω = (0, 1) and T = 10. We discretize the problem with respect to time, thus performing collage coding on multiple time steps, each one at a different fixed value of t. We simulate observational data by sampling
at N uniformly distributed nodes on Ω = (0, 1) (at each fixed time step). To account for experimental error, we add noise that is normally distributed with mean 0 and standard deviation to these data points. Suppose further that we are given that
A C C E P T E D M A N U S C R I P T and f : R n × [0, T ) → R is chosen so that the true value of κ(x, t) is given by κ true (x, t) = (3 sin(x) + 5)(5 + t).
We recognize that in practice such information about the true value of κ(x, t) is unknown and thus we use the knowledge of κ true (x, t) only for comparison purposes at the end of the generalized collage coding process to check our accuracy. Assuming a fifth-degree polynomial representation of κ collage (x, t),
we must choose the coefficients K iτ for i = 0, ..., 5, and τ = 0, ..., T so that the nonlinear hyperbolic generalized collage distance is minimal. Following the development in Section 3, we build the weak formulation associated with (36)-(39) working in the infinitedimensional spaceH 1 0 (Ω) as suggested by the homogeneous Dirichlet boundary condition (37). The functionals B λ and ψ are given in (7) and (8), respectively. Before continuing, we check that each of the sufficient conditions for using the NHGCT are satisfied.
Defining K = 3ρ 2 + 6ρ + 4 gives the result. Next, we show that there exists
gives the result.
For (ii):f is bounded inL 2 (Ω) for a.e. 0 ≤ t ≤ T Recall that f was chosen so that the remaining functional values of the problem were as stated above. By plugging these values into the left-hand side of the PDE, we arrive at an expression for f . We then compute the norm on
Finally for (iii), θ − βb − β 2 c − β 2 K > 0, we compute each quantity separately: First, we recall that θ is the uniform hyperbolicity constant which in one-dimension, is equivalent to taking θ = inf So we calculate
Thus we must restrict the spacesH
Having verified the sufficient conditions for using the NHGCT we proceed with implementation of the example.
To compute the nonlinear hyperbolic generalized collage distance (at each time step τ ), we approximateH 
for i = 0, ..., N + 1. At each of these partition points, we define the hat basis for the subspace V N by
We require a value of zero on the boundary of Ω and thus we define ξ 0 (x) = 0 = ξ N +1 (x). Using the hat basis functions as our test functions v(x) and representing the target function, u(x) in terms of the hat basis we must minimize the nonlinear hyperbolic generalized collage distance at each time step. We use a centred difference approximation to the second time derivative of u where possible, defining
and forward or backward difference approximations where necessary, given by
respectively, where ∆t denotes the distance between consecutive time steps. The results for various numbers of sample points N , T = 10 with ∆t = 1, and various amplitudes of noise are presented in Table 1 . We report the average (over all time steps) of the 23
, the average generalized collage distance and the average approximation error in the solution u. As we expect, increasing the number of grid points (thus increasing the amount of given information) produces smaller errors. Looking at the results for different amplitudes of error , we see that the method responds well to error. We see that our errors indeed increase as increases. In an attempt to improve our results, we increase the degree of κ collage in order to better approximate its true sinusoidal value. With this idea in mind, Table 2 presents the average approximation errors in κ and u for various degrees of κ collage , N = 10 and T = 10 with ∆t = 1. We see that as we increase the degree of κ collage we indeed see a decrease in error. There is a limit to the success of this tactic for reducing error, as we require more grid points in order to avoid underdetermination of the problem. Finally, we recognize that error has been introduced by the approximation of the second time derivative in our collage distance. Table 3 presents results achieved by changing ∆t. We see that our errors do decrease as we decrease the distance between successive time steps. However, in order to attain more significant decreases in error, a more substantial decrease in ∆t is required. Computationally, this is an expensive choice for reducing error. Table 2 : Results for various degrees of κ collage for ∆t = 1 with T = 10 and N = 10 (and no noise added). 
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A C C E P T E D M A N U S C R I P T Example 2. Consider the following nonlinear hyperbolic PDE problem u tt (x, y, t) − ∇ · (κ(x, y, t)∇u(x, y, t)) + b(x, y, t) · ∇u(x, y, t)
+c(x, y, t)u(x, y, t) − g(u) = f (x, y, t) in Ω T , (40)
where (43) is the two-dimensional equivalent to the problem studied in Example 1. We follow a similar technique to that of Example 1, this time defining
and that f : R n × [0, T ) → R is chosen so that the true value of κ(x, y, t) is given by κ true (x, y, t) = (10 + 3x + 2y + xy)(1 + t) 0 0 (14 + x + y + 2x 2 )(1 + t) .
The choice of a diagonal κ is consistent with many examples in the literature, particularly those in biological modelling. Further, this greatly reduces computing time since fewer parameters need to be recovered in the diagonal case. A more rigorous discussion is required to extend this work to the non-diagonal case.
To generate data values, we sample u(x, y, t) = 1 5 sin(πx) sin(πy) (1 + t) at N × N uniformly distributed nodes on Ω = (0, 1) × (0, 1) (at each fixed time step). To account for experimental error, we add normally distributed noise with mean 0 and standard deviation to these data points. We assume a componentwise polynomial representation of κ(x, y, t),
we must choose the coefficients K (7) and (8), respectively. Before continuing, we check that each of the sufficient conditions for using the NHGCT are satisfied.
Defining K = 2ρ + 1 gives the result. Next, we show that there exists
Defining C g = ρ + |Ω| 1 2 gives the result.
For (ii):f is bounded inL 2 (Ω) for a.e. 0 ≤ t ≤ T Once again, recall that f was chosen so that the remaining functional values of the problem were as stated above. By plugging these values into the left-hand side of the PDE, we arrive at an expression for f . We then compute the norm on L 2 (0, T ;L 2 (Ω)) of the expression for f . Using mathematical software we compute f L 2 (0,T ;L 2 (Ω)) ≈ 1105.6.
Finally for (iii), θ − βb − β 2 c − β 2 K > 0, we compute each quantity separately. First, we recall that θ is the uniform hyperbolicity constant of the operator L which in twodimensions, is less or equal to the smallest eigenvalue of the matrix κ(x, y, t). Since the matrix κ(x, y, t) is diagonal, we will take θ = min inf (x,t)∈Ω T κ 11 (x, y, t), inf So we calculate
Thus we must restrict the spacesH 1 0 (Ω) andL 2 (Ω) so that ρ < A common choice for a basis for two spatial dimensions is hexagonal-based pyramids. For each partition point in Ω, the corresponding basis function ξ ij (x, y) has height 1 at (x i , y j ) and 0 at neighbouring partition points that form a hexagon. Neighbouring points are then joined with (x i , y j ) by planes. We require a value of zero on the boundary of Ω and thus we define all basis functions on ∂Ω to be zero. We use these basis functions as our test functions v(x, y) and to represent the target function, u(x, y, t) in terms of this basis. To deal with the time derivatives present in the nonlinear hyperbolic generalized collage distance we again use a centred difference approximation where possible and forward or backward difference approximations where necessary. Table 4 presents the results of generalized collage coding for various numbers of grid points and amounts of Gaussian noise for T = 5 with ∆t = 1. Table 4 : Results of the generalized collage coding process on (40)-(43) for T = 5 with ∆t = 1, various numbers of data points N , and levels of Gaussian noise added .
As in Example 1, we see that increasing the number of grid points improves our results. One explanation for this improvement lies in functional forms. In Example 1 error was introduced because the functional forms of κ true and κ collage differed. Conversely, in this example, both functional forms are the same (polynomial) and the method performs exceptionally well. We also see that increasing the amount of Gaussian noise in our data increases error (as expected). While the method tolerates low amplitudes of Gaussian noise well, it seems to struggle with higher levels of noise. One way to combat this issue and achieve better results by decreasing the step size between successive time steps as was noted in the discussion of Example 1.
