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Abstract
We prove that a planar delay differential equation subjected to a feedback condition and a self-supporting
impulsive condition has periodic solutions. It also can have backset solutions, that encircle the origin op-
posing the orientation induced by the feedback condition.
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1. Introduction
Consider the equation
x˙(t) = F (x(t − r)), r > 0, (1.1)
with the function F :R2 →R2 continuous and at least C2 near the origin. If x ∈R2 and F is any
function with range in R2, we always denote x = (x1, x2) and F = (F1,F2). Given a, b, c ∈ R,
a, c > 0, −∞ < b < c, define
a,c =
{
x ∈R2 | x1 = a, x2  c
}
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self-supporting condition:
x(t−) ∈ a,c ⇒ x(t) = x(t+) =
(
a, γ
(
x2(t−)
))
. (1.2)
The main feature of the self-supporting condition (1.2) is that the moments of impulse are not
given; the problem differential equation plus self-supporting condition is autonomous. The term
self-supporting was introduced by Myshkis, see [7,8], motivated by the fact that in nonconser-
vative systems this kind of impulse can be imposed in order to regulate the level of energy of a
motion.
We are concerned with problem (1.1), (1.2), where F satisfies the following feedback condi-
tion: {
x2F1(x) > 0, if x2 = 0,
x1F2(x) < 0, if x1 = 0, x ∈R2. (H1)
Given a point x = (x1, x2) in any quadrant, hypothesis (H1) says that the vector (F1(x),F2(x))
points to the next quadrant in the clockwise orientation. This hypothesis was assumed for the first
time in [11]. It plays a role analogous to the one played by the well-known negative feedback
condition for scalar equations. Assuming (H1), if x is a solution of (1.1) such that x(t) remains
longer than the delay r in some quadrant, then x(t) may spire clockwise around the origin taking
longer than r in each quadrant. That is, if the self-supporting condition (1.2) is not imposed, x(t)
takes longer than 4r in each lap around the origin. So, as negative feedback condition gives rise
to scalar slowly oscillating solutions, condition (H1) may cause the existence of slowly spiralling
solutions in the plane. This makes plausible the existence of periodic solutions. We investigate
spiralling solutions in Section 2, where we prove the existence of periodic solutions of (1.1)
subjected to the self-supporting condition (1.2). Due to the possibility of impulses, we only may
guarantee the lower bound 3r for the period.
In Section 3 we state the existence of solutions that encircle the origin counterclockwise.
These are the backset solutions, because they oppose the orientation induced by (H1). We give an
example of a linear equation satisfying the feedback condition (H1) and having periodic backset
solutions, even without any self-supporting condition. The existence of backset solutions is a
negative answer to the following conjecture: If the feedback condition (H1) is satisfied, all the
nontrivial orbits of system (1.1) ultimately encircle clockwise the origin. We use radial self-
supporting conditions to construct backset solutions for a nonlinear equation of the form (1.1).
Finally, we combine this construction with Schauder’s fixed point theorem to prove the existence
of periodic backset solutions.
Our approach combines concepts and ideas by Myshkis [7,8] with methods applied in [1,11].
A version of problem (1.1), (1.2) is investigated in [10], where the self-supporting condition is
a special case of (1.2). Ladeira, Nicola and Táboas [6] investigate a similar problem where the
delays are distributed. The authors prove in [3] the existence of oscillatory solutions for problems
similar to that we investigate here. Other related references are found in [6,10].
2. Periodicity
Due to discontinuities of the solutions of problem (1.1), (1.2), a natural phase space for it
is G = G([−r,0],R2), the space of ruled functions φ : [−r,0] → R2 with the sup norm, see
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of continuous functions.
Definition 2.1. D ⊂ G is the set of all φ ∈ G such that:
(i) φ is right continuous in [−r,0);
(ii) φ has at most one discontinuity t0 ∈ [−r,0] and φ(t0−) ∈ a,c , φ(t0) = (a, γ (φ2(t0−))).
Let φ ∈ D be given and consider the initial condition:
x0 = φ. (2.1)
Definition 2.2. A solution of problem (1.1), (1.2) and (2.1) is a function x : [−r,ω) →R2, ω > 0,
satisfying the following conditions:
(i) x|[−r,0] = φ.
(ii) x(t) = φ(0)+ ∫ t0 F(x(s − r)) ds, if x(s−) /∈ a,c , 0 < s  t < ω.
(iii) x(t) = (a, γ (x2(t¯−))) +
∫ t
t¯
F (x(s − r)) ds, if x(t¯−) ∈ a,c , x(s−) /∈ a,c, 0 < t¯ <
s  t < ω.
If σ ∈ R, the meaning of a solution of (1.1), (1.2) in [σ − r,ω) with xσ = φ, σ < ω ∞, is
provided by Definition 2.2 with obvious adaptations. The well-known step-by-step argument for
delay equations can be adapted to show that (1.1), (1.2) and (2.1) has a unique solution x(· ;φ)
in [−r,∞), for all φ ∈ D. Despite (1.1), (1.2) defines a dynamical system in G([−r,0],R2), we
use to call {x(t;φ) ∈R2 | t −r} a semi-orbit.
Occasionally we shall need some of the following hypotheses:
(H2) There exists a number M > 0 such that |F(x)|M , for all x ∈R2.
(H3) Given a number L> 0, there exist N , η > 0 such that
|x2| L, |x1|N ⇒
∣∣F2(x)∣∣ η,
|x1| L, |x2|N ⇒
∣∣F1(x)∣∣ η.
(H4) The numbers ∂F1
∂x2
(0) = δ1 and ∂F2∂x1 (0) = δ2 satisfy −δ1δ2 > 0.(H5) a  x1 <Mr , −Mr < x2  0 ⇒ F1(x)−a/r .
Remark 2.1. (H1) implies δ2  0 δ1. Hypothesis (H5) depends on the self-supporting condi-
tion (1.2), in particular, it is satisfied if a Mr . According to (H1) together with (H4), the linear
part of (1.1) near the origin is
x˙(t) = Bx(t − r), B =
(
0 δ1
δ2 0
)
.
Let R be the π2 -clockwise rotation of the plane given by the matrix(
0 1
−1 0
)
(2.2)
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Q1 =
{
x ∈R2 | x1, x2  0
}
, Qi+1 =RiQ1, i = 1,2, . . . , (2.3)
so that Qi = Qi+4, i = 1,2, . . . .
For any real function ψ , the notations ψ ∈↓ or ψ ∈↑ mean that ψ is non-increasing or non-
decreasing, respectively. For M > 0 as in (H2), we define the following closed convex subset of
C = C([−r,0],R2):
K = {φ ∈ C | φ1(−r) = 0, φ2(−r) 0; φj is M-Lipschitzian, φj ∈↓, j = 1,2}. (2.4)
Given a number ξ > 0, we define the compact set Kξ = {φ ∈ K | |φ| ξ}. The main result of
this section is the following:
Theorem 2.1. Suppose that (H1)–(H5) are satisfied. Then there exists a number ξ > 0 such
that problem (1.1), (1.2) has a nontrivial periodic solution x(· ;φ), φ ∈ Kξ , with period greater
than 3r .
We need some lemmas to prove Theorem 2.1 by showing that a return mapping A :Kξ → Kξ
has nontrivial fixed points. If R is the rotation (2.2) we denote RiK = {Riφ | φ ∈ K}, for any
integer i.
Lemma 2.1. Suppose hypotheses (H1)–(H3) are satisfied. If ψ ∈ C, ψ = 0, ψ([−r,0]) ⊂ Qj ,
j = 2,3,4, then there exists the least tj = tj (ψ) 0 such that x(tj ;ψ) ∈ Qj ∩Qj+1. Moreover,
tj depends continuously on ψ and if j = 4, xtj+r (· ;ψ) ∈Rj+2K .
Proof. We shall fix Qj = Q2, since the cases j = 3,4 are analogous. Let ψ ∈ C, ψ = 0,
ψ([−r,0]) ⊂ Q2 and suppose by contradiction that x(t,ψ) ∈ Q2 for all t > 0. The path x(t;ψ),
t > 0, must have a vertical asymptote because, according to (H1), x1(· ;ψ),x2(· ;ψ) ∈↓ and
x(t;ψ) cannot tend to any P0 ∈ Q2, as t → ∞, since the origin is the unique equilibrium of (1.1).
Taking L = sup−rt0 ψ1(t) and η = η(L) as in (H3), we have
x˙1(t) = F1
(
x(t − r))−η < 0
for sufficiently large t . This is a contradiction, therefore, the semi-orbit x(t;ψ), t > 0, must
reach the semi-axis {(0, x2), x2 < 0} at a first moment t = t2 = t2(ψ). Moreover, xt2+r (· ;ψ) ∈
K = R4K . The continuity of t2 follows by standard arguments of continuity with respect to
initial data. 
Lemma 2.2. If (H1)–(H3) and (H5) are fulfilled, there is a continuous map φ ∈ K \ {0} →
τ(φ) ∈ (3r,∞) such that τ(φ) is the least number in (0,∞) with xτ(φ)(· ;φ) ∈ K .
Proof. Let φ ∈ K \ {0}. By Lemma 2.1 the semi-orbit {x(t;φ) | t  0} reaches the semi-axes
{(x1,0) | x1 < 0} and {(0, x2) | x2 > 0} for the first time at τ3 = t3(φ) and τ4 = t4(xτ3+r (· ;φ))+
τ3 + r , respectively, which depend continuously on φ. Thus, τ4 > τ3 + r .
We claim that there is a first moment τ1 > τ4 such that x([τ1, τ1 + r];φ) is contained in the
quadrant Q2.
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proof of Lemma 2.1 leads to a number τ1 > τ4 + r such that x(τ1;φ) ∈ Q1 ∩ Q2. This number
satisfies our claim.
If x(· ;φ) = (x1(· ;φ), x2(· ;φ)) undergoes an impulse at some t0 > τ4 such that x(t;φ) ∈ Q1,
τ4  t < t0, let us consider the following two cases which cover all the possibilities:
(A) x2(t0;φ) 0. If xt0+r ([−r,0];φ) is not contained in the quadrant Q1, let θ ∈ [−r,0) such
that xt0+r (θ;φ) ∈ Q1 ∩Q2. We take τ1 = t0 + r + θ > t0.
If xt0+r ([−r,0];φ) ⊂ Q1, a reasoning analogous to the proof of Lemma 2.1 leads to a t1 > 0
such that x(t1;xt0+r (· ;φ)) = x(t1 + t0 + r;φ) ∈ Q1 ∩Q2. We take τ1 = t1 + t0 + r .
(B) x2(t0;φ) < 0. If xt0+r ([−r,0];φ) ⊂ Q2 we define τ1 = t0.
If xt0+r ([−r,0];φ) is not contained in Q2, then x2(τ4 + r;φ) > 0 and (H1) implies
x2(· ;φ) ∈↑ in [t0, τ4 + r], x2(· ;φ) ∈↓ in [τ4 + r, t0 + r]. Let t ′ be the zero of x2(· ;φ)
in [t0, τ4 + r], so that x2(t;φ) < 0, if t ∈ [t0, t ′), and x2(t;φ) > 0, if t ∈ (t ′, τ4 + r]. By
(H1), x1(· ;φ) ∈↓ in [t0 + r, t ′ + r]. We assure that x(t;φ) does not reach the axis x2 for
t ∈ [t0 + r, t ′ + r], that is, x(t;φ) remains in Q1 ∪Q2 for t ∈ [t0 + r, t ′ + r]. In fact, (H1) implies
x1(t0 + r;φ) > a and, according to (H5), we have 0 > x1(t ′ + r) − x1(t0 + r)−ra/r = −a.
So that x1(t ′ + r;φ) > 0.
If x2(t ′ +r;φ) 0, there exists t1 ∈ (τ4 +r, t ′ +r] such that x2(t1;φ) = 0. If x2(t ′ +r;φ) > 0,
then xt ′+r ([−r,0];φ) ⊂ Q1 and a reasoning analogous to the proof of Lemma 2.1 leads to a
t1 > t ′ + r such that x2(t1;φ) = 0. Notice that t1 is unique because x2(· ;φ) ∈↓ for t  τ4 + r ,
according to (H1). In any case we take τ1 = t1. This completes the construction of τ1.
Lemma 2.1 gives the least t2 = t2(xτ1+r (· ;φ))  0 with x(t2;xτ1+r (· ;φ)) = x(t2 + τ1 +
r;φ) ∈ Q2 ∩Q3. Taking τ2 = t2 + τ1 + r , we have xτ2+r (· ;φ) ∈R4K = K . Since γ is a contin-
uous function, it follows by standard arguments of continuity with respect to initial data that τ2
depends continuously on φ. We take τ = τ(φ) = τ2 + r . 
Remark 2.2. The function φ ∈ K \ {0} → τ1(φ) constructed in the proof of Lemma 2.2 is not
necessarily continuous. In fact, in the case (B), with xt0+r ([−r,0];φ) ⊂ Q2, where τ1 = t0, the
path x(t;φ), t0  t  t0 + r , may be tangent to the axis x1 at x(τ4 + r;φ), since the component
x2(t;φ) reaches a maximum at t = τ4 + r . In this case, for ψ ∈ K arbitrarily close to φ, we may
have τ1(ψ) arbitrarily close to τ4 + r > t0 = τ1(φ). Despite of this, τ2 depends continuously
on φ. In fact, let us fix φ ∈ K as above, if we take ψ sufficiently close to φ, we can ensure that
x(t;ψ) remains uniformly close to x(t;φ), for t ∈ [−r, τ2(φ) + r], therefore, τ2(ψ) must be
close to τ2(φ).
According to Lemma 2.2, if (H1)–(H3) and (H5) are satisfied we can define the return map
A :K → K by
Aφ =
{
xτ(φ)(· ;φ), if φ ∈ K \ {0},
0, if φ = 0. (2.5)
Lemma 2.3. Suppose that (H1)–(H3) and (H5) are satisfied. There exists ξ > 0 such that
AK ⊂ Kξ .
Proof. Let φ ∈ K \ {0} be given arbitrarily.
If τ1 = τ1(φ) ∈ [τ4(φ),∞) is the number such that x([τ1, τ1 + r];φ) ⊂ Q2 obtained in the
proof of Lemma 2.2, we claim that there is a uniform bound for the coordinate x1(τ1(φ);φ),
φ ∈ K \ {0}.
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and x(t;φ) belongs to Q1 for some t ∈ (t0, τ1(φ)] (otherwise x1(τ1(φ);φ)  a). Then either
x2(t0−;φ)  c or x(· ;φ) undergoes an impulse at t0; in any case we have x2(t0;φ)  c. If
τ4 + r > t0, then by (H1), x2(· ;φ) ∈↑ in [t0, τ4 + r] and x2(· ;φ) ∈↓ in [τ4 + r, τ1]. Since t0 > τ4
(H2) implies x2(τ4 + r;φ) < c + Mr . Therefore, x(t;φ) belongs to the strip {(x1, x2) | x1  a,
0 x2  c +Mr}, while it remains in Q1, with x1(t;φ) a.
Taking L = c + Mr in (H3) and the corresponding numbers N > a, η > 0, let us suppose
there exists tˆ , t0 + r  tˆ < τ1(φ), such that x1(tˆ − r;φ) = N (otherwise x1(τ1(φ);φ)  N ).
According to Eq. (1.1) and (H3) we have x˙2(t;φ)−η, for tˆ  t  τ1(φ). Therefore, recalling
that 0 < x2(tˆ;φ) < L and x2(τ1(φ);φ) = 0, we must have
L> x2(tˆ;φ)− x2
(
τ1(φ);φ
)
 η
(
τ1(φ)− tˆ
)
. (2.6)
Therefore, x1(τ1(φ);φ) − N = x1(τ1(φ);φ) − x1(tˆ;φ)M(τ1(φ) − tˆ ) ML/η, for any φ ∈
K \ {0}, and this completes the proof of our claim.
If  = min{−Mr,b − Mr} < 0, notice that xτ1(φ)+r ([τ1(φ) + r, τ1(φ)];φ) is contained in the
rectangle {(x1, x2) | 0 x1 M/η + Mr ;  x2  0}. Since the functions xτ1(φ)+r (· ;φ) are
M-Lipschitzian, it follows that the set S = {xτ1(φ)+r (· ;φ) | φ ∈ K \ {0}} is relatively compact.
Therefore, the continuous function ψ ∈ S → t2(ψ) ∈ [0,∞) given in Lemma 2.1 is bounded,
where S denotes the closure of S . Recalling that the component x2(· ;φ) is M-Lipschitzian, we
can ensure the existence of a number k > 0 such that
x2
(
τ2(φ);φ
)= x2(t2(xτ1(φ)+r (· ;φ))+ τ1(φ);φ)−k, φ ∈ K \ {0}.
It follows that there exists ξ > 0 such that |xτ2(φ)+r (· ;φ)| ξ , φ ∈ K \ {0}. 
From now on ξ denotes the number given in Lemma 2.3.
Lemma 2.4. If hypotheses (H1)–(H3) and (H5) are satisfied, the map φ ∈ Kξ \ {0} → τ(φ) ∈
(3r,∞) is completely continuous.
Proof. We point out that the map φ ∈ Kξ \ {0} → τ(φ) is continuous and the range of τ(φ)
lies in R so that complete continuity means that it takes bounded sets to bounded sets. Thus,
it suffices to prove that φ → τ(φ) restricted to Kσ \ {0} is bounded, for some σ , 0 < σ < ξ ,
because Kξ \Kσ , the closure of Kξ \Kσ , is compact and, therefore, is taken to a bounded set.
First of all, we prove that there exists 3, 0 < 3 < ξ , such that the function φ ∈ K \ {0} →
t3 = t3(φ) restricted to K3 \ {0} is bounded, where t3(φ) is given in Lemma 2.1. Noticing
that t3(φ) is the first zero of the component x2(· ;φ), we must show that for such an 3 the
sequence x2(r;φ), x2(2r;φ), . . . , x2(ir;φ), . . . have changed its signal after a fixed number of
initial terms, independent of φ ∈ K3 \ {0}.
For any , 0 <  < ξ , let (x1(t), x2(t)) = x(t;φ), φ ∈ K \{0} and suppose x([0,3r];φ) ⊂ Q3
(otherwise t3(φ) < 3r). In the sequel we take into account that x2(t) ∈↑, for t  r while x(t) ∈
Q3 ∪ Q4. For any integer i  3, if x([ir, (i + 1)r];φ) ∩ Q3 = ∅, considering the linear part
of (1.1), we have
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(
(i + 1)r)− x2(ir) = (i+1)r∫
ir
δ2x1(θ − r) dθ +O
(∣∣xir (· ;φ)∣∣2)
 δ2x1(2r)r +O
(∣∣xir (· ;φ)∣∣2), (2.7)
as  → 0. Using again the linear part of (1.1),
x1(2r) = x1(r)+
2r∫
r
[
δ1x2(θ − r)+O
(∣∣xr(· ;φ)∣∣2)]dθ
<
2r∫
r
[
δ1x2(θ − r)+O
(∣∣xr(· ;φ)∣∣2)]dθ < δ1x2(r)r +O(|φ|2)< 0, (2.8)
as  → 0. Recalling that δ2 is a negative number, we take (2.8) into account in (2.7) to have
x2
(
(i + 1)r)− x2(ir) > δ1δ2x2(r)r2 +O(|φ|2)+O(∣∣xir (· ;φ)∣∣2)
> δ1δ2x2(3r)r2 +O
(|φ|2), as  → 0, (2.9)
because |xir (· ;φ)| = O(|φ|), as  → 0. Therefore, there exists a sufficiently small 3 > 0 such
that, if  = 3 and φ ∈ K3 in (2.9), the length of each step x2((i + 1)r) − x2(ir), i = 3,4, . . . ,
exceeds  = δ1δ2x2(3r)r2. The time spent in each step is r long so that the time spent for x2(t) to
go from x2(3r) to 0 is lower than (|x2(3r)|/)r = (−(δ1δ2r2)−1)r . Since the starting point was
x2(3r), we indeed took three steps before to start and, therefore, t3(φ) < (−(δ1δ2r2)−1 + 3)r .
By the arguments above mutatis mutandis we may show that there exists 4, 0 < 4 < ξ , such
that if t4(ψ), given in Lemma 2.1, is the first zero of the component x1(· ;ψ), for any ψ ∈RK4 ,
then t4(ψ) < (−(δ2δ1r2)−1 + 3)r .
If ψ ∈ R2Kc , where c > 0 is the constant in (1.2), then x(· ;ψ) does not undergo impulse
while x(t;ψ), t  0, remains in Q1, because x2(· ;ψ) ∈↓. With this fact into account we can
repeat the arguments again to show that there exists 1, 0 < 1 < c, ξ , such that if t1(ψ) is the
first zero of the component x2(· ;ψ), for any ψ ∈R2K1 , then t1(ψ) < (−(δ2δ1r2)−1 + 3)r .
Now we prove analogously that there exists 2, 0 < 2 < ξ , such that if ψ ∈R3K2 and t2(ψ)
is the first zero of x1(· ;ψ), then t2(ψ) < (−(δ2δ1r2)−1 + 3)r .
If ¯ = min{3, 4, 1, 2} > 0, by continuity relative to initial data there is a σ > 0 such that
φ ∈ Kσ implies |x(t;φ)| < ¯, −r  t  −3(δ2δ1r2)−1r + 6r . Therefore, defining t3 = t3(φ),
t4 = t4(xt3+r (· ;φ)), t1 = t1(xt4+r (· ;φ)) and t2 = t2(xt1+r (· ;φ)), we have xt3+r (· ;φ) ∈RK4 ,
xt4+r (· ;φ) ∈ R2K1 and xt1+r (· ;φ) ∈ R3K2 . Thus, we are in a position to use the bounds
obtained above for t1, t2, t3 and t4, to state, finally,
τ(φ) = t3 + t4 + t1 + t2 + 4r <
[−4(δ2δ1r2)−1 + 7]r,
for all φ ∈ Kσ . 
By consequence of Lemma 2.4 and standard arguments of continuity with respect to initial
data, the map A :K → Kξ is continuous at 0, therefore, it is obviously completely continuous.
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fixed point of A, we need to accomplish a nonzero fixed point. Following the same procedure of
[1,11], we use Theorem 2.2 below, due to Nussbaum, see [9] or [4, 11.2, Theorem 2.1].
Definition 2.3. Consider a Banach space X, U ⊂ X, x0 ∈ U and a map E :U \ {x0} → X. We
say that x0 is an ejective point of E if there exists an open set Ω ⊂ X, x0 ∈ Ω such that, for any
y ∈ U , y = x0, there exists an integer m = m(y) such that Em(y) /∈ Ω ∩U .
Theorem 2.2. Let X be a Banach space, K ⊂ X a bounded, closed and convex set and x0 ∈ K .
If E :K \ {x0} → K is a completely continuous operator, x0 is an ejective point of E and K is
infinite-dimensional, then E has a fixed point in K\{x0}.
Remark 2.3. To prove that zero is an ejective point of A we can restrict to a small neighborhood
of 0 and neglect the self-supporting condition, because ejectivity is a local property and the
impulses occur far from the origin.
We need some facts from the general theory of linear autonomous retarded equations accord-
ing to Hale and Lunel [4, Chapter 7]. According to Remark 2.1, the linear part of (1.1) near the
origin is
x˙(t) = Bx(t − r). (2.10)
Equation (2.10) can be written as x˙(t) = Lxt , where the continuous linear map L :C → R2 is
given by
L(φ) = Bφ(−r) =
0∫
−r
d
[
η(θ)
]
φ(θ), φ ∈ C,
where η(θ), θ ∈ [−r,0], is the 2 × 2 matrix function given by η(−r) = −B , η(θ) = 0, if −r <
θ  0.
It defines a C0-semigroup T (t), t  0, by T (t)φ = xt (· ;φ), t  0, which has an infinitesimal
generator E. According to [4, 7.2, Lemma 2.1], a simple eigenvalue λ of E is a simple root of
the equation
detΔ(λ) = 0, Δ(λ) = λI −
0∫
−r
eλθ dη θ.
that is,
λ2e2λr = −δ2, δ =√−δ1δ2. (2.11)
Its generalized eigenspace Pλ is the finite-dimensional null space N (λI − E) of λI − E. If Qλ
is the range R(λI − E) of λI − E, we have the direct sum decomposition C = Pλ ⊕ Qλ, that
gives the projection Πλ :C → Pλ.
Take solutions u,v = 0 of Δ(λ)u = 0 and vΔ(λ) = 0, respectively. If ρ(t) = eλtu, t ∈ [−r,0],
ρ spans Pλ and if σ(s) = ve−λs , s ∈ [0, r], σ spansN (λI −E∗), where E∗ is the adjoint operator
of E.
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〈ψ,φ〉 = ψ(0) · φ(0)−
0∫
−r
θ∫
−r
ψ(θ − ε)[dη(ε)]φ(θ) dθ, (2.12)
where ψ ∈ C∗ = C([0, r],R2∗) and φ ∈ C.
The following lemma is found in Hale and Lunel [4, 11.2, Theorem 2.3], see also Chow and
Hale [2].
Lemma 2.5. Suppose that the following conditions are fulfilled:
(i) There is a characteristic root λ of Eq. (2.10) satisfying (λ) > 0.
(ii) There is a closed convex set K ⊂ C, 0 ∈ K , and d > 0 such that
v = v(d) = inf{|Πλφ| | φ ∈ K, |φ| = d}> 0.
(iii) There is a completely continuous function τ :K \ {0} → [ρ,∞), ρ  0, such that the map
defined by
Aφ = xτ(φ)(· ;φ), φ ∈ K \ {0},
takes K \ {0} into K and is completely continuous.
Then, 0 is an ejective point of A.
A complete analysis of Eq. (2.11), found in [11, Lemmas 2.1–2.4], yields the following
lemma:
Lemma 2.6. There is exactly one root λ = a + bi of (2.11) with 0 < b < π2r , a > 0, and it is
simple.
Lemma 2.7. Suppose that hypotheses (H1)–(H4) are satisfied. Given d , , with 0 < d < , we
have
inf
{|Πλφ| | φ ∈ K; |φ| = d}> 0.
Proof. Suppose, for a moment, that inf{|Πλφ| | φ ∈ K; |φ| = d} = 0. Since the set {φ ∈ K |
|φ| = d} is compact, there is a sequence φn, |φn| = d , n = 1,2, . . . , φn → φ, and Πλφn → 0, as
n → ∞. That is, φ ∈ K, |φ| = d and Πλφ = 0.
Let v = (1,−iμ), μ = √−δ1/δ2 > 0, then v satisfies vΔ(λ) = 0. Defining σ ∈ C∗ by σ(s) =
(1,−iμ)e−λs , s ∈ [0, r], we must have for the function φ above:
〈σ,φ〉 = φ1(0)− iμφ2(0)+
0∫
e−λ(θ+r)
[
δ1φ2(θ)− iμδ2φ1(θ)
]
dθ = 0.−r
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φ1(0)+
0∫
−r
e−a(θ+r)
[
δ1φ2(θ) cosb(θ + r)−μδ2φ1(θ) sinb(θ + r)
]
dθ
+ i
{
−μφ2(0)+
0∫
−r
e−a(θ+r)
[
δ1φ2(θ) sinb(θ + r)−μδ2φ1(θ) cosb(θ + r)
]
dθ
}
= 0.
Since |(φ1(0),φ2(0))| = d , we have either φ1(0) < 0 or φ2(0) < 0, with φ1(θ) = 0,
θ ∈ [−r,0]. Thus, if φ1(0) < 0, we must have (〈σ,φ〉) φ1(0) < 0 and if φ2(0) < 0, we must
have (〈σ,φ〉)−μφ2(0) > 0. Both of these alternatives are contradictory. 
Proof of Theorem 2.1. Let us take ξ > 0 as in Lemma 2.3. Condition (iii) of Lemma 2.5 with
respect to A :Kξ → Kξ is implied by Lemma 2.4. Lemmas 2.6 and 2.7 imply that conditions (i)
and (ii) of Lemma 2.5 hold, respectively. Thus, 0 is an ejective point of A. Since the remaining
hypotheses of Theorem 2.2 are fulfilled, A has a fixed point φ ∈ Kξ \ {0} that corresponds to a
periodic solution x(· ;φ) of problem (1.1), (1.2), with period ω 3r . 
The results of [11, Lemmas 2.1–2.6] say more than we state in Lemma 2.6. The roots of
(2.11) are simple and there exists a sequence δ(1) < δ(2) < · · · → ∞ such that for δ near δ(k),
k = 1,2, . . . , there is a characteristic root λ(δ), λ(δk) = bki, with bk → ∞ as k → ∞. Moreover
d
dδ
[(λ(δ))]δ=δk > 0.
Thus, by the Hopf bifurcation theorem, according to Hale and Lunel [4, Chapter 11], we can
state that there are small periodic solutions of (1.1). Precisely, we may formulate the following
assertion:
If (H1) holds there exists a sequence δ(1) < δ(2) < · · · → ∞ such that Eq. (1.1) has a local
Hopf bifurcation in δ(k), k = 1,2, . . . .
2.1. An example
It is natural to ask if periodic solutions of (1.1), (1.2) given by Theorem 2.1 do not undergo
impulses. A positive answer to this question would be a nice theorem, but the following example
shows that this is not always the case.
Let F :R2 →R2 defined by
F(x) =
{
(x2,−x1), if |x|M,
M
(x2,−x1)|x| , if |x|M,
(2.13)
thus, F satisfies (H1)–(H4). Let us take a corresponding problem (1.1), (1.2), with 0 b < c and
a Mr . So, (H5) also holds.
Consider the convex compact set
K˜ = {φ ∈ C | φ1(−r) = a, φ2(−r) ∈ [b, c], φ1 ∈↑, φ2 ∈↓, φj is M-Lipschitzian, j = 1,2}.
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If φ ∈ K˜ , the solution x(t) = x(t;φ) encircles clockwise the origin. We claim that if x(·) does
not undergo impulses in some interval [0,ω), then |x(·)| ∈↑ in [0,ω). In fact, if t ∈ [0,ω) we
have x(t − r) orthogonal to F(x(t − r)), with x(t) and F(x(t − r)) lying in the same semi-plane
determined by the line through 0 and x(t − r) (see Fig. 1), then
d
dt
(∣∣x(t)∣∣2)= 2x(t;φ) · x˙(t;φ) = 2x(t;φ) · F (x(t − r;φ))> 0.
If x(t) reaches the line x1 = a completing one lap at t = t˜ , then x(t˜−) must be in the first
quadrant Q1. In fact, if x(t˜−) /∈ Q1, x(t) would cross the axis x1 at a point x(tˆ ) = (x1(tˆ ),0),
with 0 x1(tˆ ) < a, for some tˆ , 0 < tˆ  t˜ . But this contradicts the fact |x(·)| ∈↑ in [−r, t˜ ), since
|x(tˆ )| = x1(tˆ ) < a  |x(0)|. So, if τ = t˜ + r , we have xτ ∈ K˜ . Moreover, the continuity of γ
implies that φ ∈ K˜ → xτ (· ;φ) ∈ K˜ is a continuous map. Therefore, by Schauder’s theorem it
has a fixed point corresponding to a periodic solution.
If φ ∈ K˜ gives rise to a periodic solution |x(· ;φ)|, it must undergo impulses, because in the
other case |x(· ;φ)| would be increasing, in contradiction with the periodicity.
3. Backset solutions
Hypothesis (H1) plays the role of the well-known negative feedback condition for scalar ver-
sions of (1.1). Negative feedback condition forces solutions to oscillate; hypothesis (H1) induces
them to encircle the origin clockwise.
In this section we show that solutions of (1.1) may have an unexpected behavior under condi-
tion (H1): even in a simple linear example, orbits can encircle the origin counterclockwise, that
is, opposing the orientation of the vector field. These are the backset solutions. We show that
radial impulses can be used as a control to get backset solutions for nonlinear equations.
Let us consider the system
x˙(t) = πy(t − 1), y˙(t) = −πx(t − 1). (3.1)
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(sinπt,− cosπt) is a 2-periodic solution of (3.1) that encircles the origin counterclockwise, that
is, a backset solution.
The linearity of (3.1) implies that it has a one-parameter family of 2-periodic backset solutions
covering the plane:
α(sinπt,− cosπt), α  0.
We remark that if φ ∈ C([−1,0];R2), φ([−1,0]) ⊂ Q1, the solution x(· ;φ) of (3.1) is not
necessarily periodic, but encircles the origin clockwise. Again by linearity of (3.1), one sees that
x(· ;φ) generates a one-parameter family of solutions that encircle the origin clockwise, covering
the plane:
αx(· ;φ), α  0.
That is, we have two families of solutions of (3.1), both covering the plane, but encircling the
origin with opposite orientation.
Concerning the existence of backset solutions, the fact that (H2) is not satisfied can be over-
came by taking a bounded vector field that coincides with (πy,−πx) in a suitable neighborhood
of (0,0).
The previous example motivates the following question: if (H1) holds for F = (F1,F2), what
conditions should be imposed to the nonlinear system
x˙1(t) = F1
(
x(t − 1)), x˙2(t) = F2(x(t − 1)) (3.2)
to get the existence of periodic backset solutions or just backset solutions?
We show that a radial self-supporting condition can be imposed to system (3.2) in order to get
backset solutions. We say that an impulse of x(·) occurring in a moment t is radial if x(t+) =
μx(t−), μ> 0. Therefore, these impulses do not affect the orientation induced by (H1).
Consider (3.2) with F = (F1,F2) continuous and satisfying (H1), (H2) and define the self-
supporting condition:
x1(t) = 0 ⇒ x2(t+) = −
t−1/2∫
t−1
F2
(
x(s)
)
ds,
x2(t) = 0 ⇒ x1(t+) = −
t−1/2∫
t−1
F1
(
x(s)
)
ds. (3.3)
Let us define the set K ⊂ G = G([−1,0],R2) such that φ ∈ K if and only if:
(i) φ1(0) = φ1(−1) = 0, φ1 ∈↑ in [−1,−1/2], φ1 ∈↓ in [−1/2,0], φ1 is continuous in
[−1,0] \ {− 12 }.(ii) φ2(−1/2) = 0, φ2 ∈↑ in (−1,0), φ2 is continuous in (−1,0).
(iii) |φj (t)| M/2 if φj is discontinuous in t ∈ [−1,0], j = 1,2. φj is M-Lipschitzian in the
intervals where it is continuous, j = 1,2.
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φ¯(θ) = φ(θ), −1 θ < 0, and φ¯(0) =
(
0,−
−1/2∫
−1
F2
(
φ(s)
)
ds
)
.
Given φ ∈ K , let us consider the initial condition
x0 = φ¯. (3.4)
The solution x = x(· ; φ¯) of (3.2)–(3.4) exists in [−1,∞) and encircles the origin counterclock-
wise. That is, it is a backset solution.
In fact, for t ∈ [0,1/2) the solution does not undergo impulses and it is given by
x1(t) =
t∫
0
F1
(
x(s − 1))ds = t−1∫
−1
F1
(
φ¯(s)
)
ds,
x2(t) = φ¯2(0)+
t∫
0
F2
(
x(s − 1))ds = − −1/2∫
−1
F2
(
φ¯(s)
)
ds +
t−1∫
−1
F2
(
φ¯(s)
)
ds.
Therefore, for t ∈ [0,1/2) we have x1(t) < 0, x1(t) ∈↓ and x2(t) > 0, x2(t) ∈↓. Note that for
t = 1/2, the solution x(t) undergoes an impulse given by (3.3). Proceeding analogously in the
intervals [1/2,1), [1,3/2), . . . we prove that the solution x(t) encircles the origin counterclock-
wise.
Now we give an example where (3.2) has a 2-periodic backset solution. For a small  > 0 let
us define the function c = (c1, c2) by
c1(t) =
{2(t + 1), if t ∈ [−1,−1/2],
−2t, if t ∈ [−1/2,1/2],
2(t − 1), if t ∈ [1/2,1];
c2(t) =
{
2t + , if t ∈ [−1,0],
−2(t − 1/2), if t ∈ [0,1],
and extend c to R making it 2-periodic. Notice that c|[−1,0] ∈ K .
Definition 3.2. Let K ⊂ K given by
K =
{
φ ∈ K | φ1(θ) c1(θ),
∣∣φ2(θ)∣∣ ∣∣c2(θ)∣∣, θ ∈ [−1,0]}.
The components of a typical φ ∈ K are shown in Fig. 2. By adaptations of classical criteria
of compactness in C(I,Rn) one sees that the convex set K is compact.
Let fj :R→R be continuous, fj ∈↑, j = 1,2, such that
(A) sfj (s) > 0, if s = 0 and j = 1,2.
(B) |fj (s)|M , for all s ∈R, j = 1,2, for some number M > 0.
(C) There exists  > 0 such that |fj (s)| 4|s|, for |s| < , j = 1,2.
M.C. Gadotti, P.Z. Táboas / J. Differential Equations 229 (2006) 138–153 151Fig. 2. φ ∈ K .
Thus, F(x1, x2) = (f1(x2),−f2(x1)) satisfies (H1). Consider the system
x˙1(t) = f1
(
x2(t − 1)
)
, x˙2(t) = −f2
(
x1(t − 1)
) (3.5)
and the self-supporting condition (3.3) which in this setting is
x1(t) = 0 ⇒ x2(t+) =
t− 12∫
t−1
f2
(
x1(s)
)
ds,
x2(t) = 0 ⇒ x1(t+) = −
t− 12∫
t−1
f1
(
x2(s)
)
ds. (3.6)
Given  > 0, we know that (3.5), (3.6) with initial function φ ∈ K , has a backset solution.
Now we shall see that an appropriate choice of φ ∈ K gives rise to a periodic backset solution.
That is, we have the following claim.
Claim. If (A), (B), (C) are fulfilled with fj ∈↑, j = 1,2, then there exists a backset 2-periodic
solution of (3.5), (3.6).
Proof. Define A :K → G by A(φ) = x2(·, φ¯), where “x2(· ; φ¯)” means “xt (· ; φ¯) ∈ G”, with
t = 2. Let us show that A is continuous and A(K) ⊂ K .
Let φ ∈ K and x(·) = (x1(·), x2(·)) = x(· ;φ). By the hypotheses on f2,
x2(0) =
−1/2∫
−1
f2
(
φ1(s)
)
ds 
−1/2∫
−1
f2
(
c1(s)
)
ds  4
−1/2∫
−1
c1(s) ds = . (3.7)
For any t ∈ [0,1/2] we have
x2(t) = x2(0)−
t∫
f2
(
φ¯1(s − 1)
)
ds =
−1/2∫
f2
(
φ1(s)
)
ds −
t−1∫
f2
(
φ1(s)
)
ds. (3.8)0 −1 −1
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implies that x2 is decreasing in [0,1/2], x2(t) > 0 for t ∈ [0,1/2) and x2(1/2) = 0.
Since f2 ∈↑ and φ1 ∈↑ in [−1,−1/2), Eq. (3.5) implies x˙2 ∈↓ in [0,1/2], therefore, x2 is
concave in [0,1/2]. This fact and (3.7) give∣∣x2(t)∣∣ ∣∣c2(t)∣∣, t ∈ [0,1/2].
Still keeping t ∈ [0,1/2], we have
x1(t) =
t∫
0
f1
(
φ¯2(s − 1)
)
ds =
t−1∫
−1
f1
(
φ2(s)
)
ds. (3.9)
Taking into account that f1(φ2(s))  0, s ∈ [−1,−1/2), and f1(φ2(·)) ∈↑ in [−1,−1/2],
Eq. (3.9) implies x1(·) is decreasing and negative in [0,1/2].
x1(1/2) =
−1/2∫
−1
f1
(
φ2(s)
)
ds 
−1/2∫
−1
f1
(
c2(s)
)
ds  4
−1/2∫
−1
c2(s) ds = −. (3.10)
Since f1 ∈↑ and φ2 ∈↑ in [−1,−1/2), (3.5) implies x˙1 ∈↑ in [0,1/2], therefore x1(t) is
convex in [0,1/2]. This fact together with (3.10) gives∣∣x1(t)∣∣ ∣∣c1(t)∣∣, t ∈ [0,1/2].
x2(1/2) = 0 implies that x1(·) has an impulse in t = 1/2, and
x1(1/2+) = −
0∫
−1/2
f1
(
x2(s)
)
ds = −
0∫
−1/2
f1
(
φ2(s)
)
ds
−
0∫
−1/2
f1
(
c2(s)
)
ds −4
0∫
−1/2
c2(s) ds = −.
Proceeding analogously in the intervals [1/2,1], [1,3/2] and [3/2,2], one proves that
x2(· ; φ¯) ∈ K . Therefore AK ⊂ K .
Let
φ(n) = (φ(n)1 , φ(n)2 ) ∈ K, n = 1,2, . . . , φ(n) → φ as n → ∞.
Thus, x1/2(· ;φ(n)) → x1/2(· ; φ¯) in G as n → ∞. The components x(n)1 = x1(· ;φ(n)), x1 =
x1(· ; φ¯) undergo impulses in t = 1/2 and
x
(n)
1 (1/2+) = −
0∫
f1
(
φ
(n)
2 (s)
)
ds, x1(1/2+) = −
0∫
f1
(
φ2(s)
)
ds,−1/2 −1/2
M.C. Gadotti, P.Z. Táboas / J. Differential Equations 229 (2006) 138–153 153so that x1(1/2+, φ(n)) → x1(1/2+, φ¯), as n → ∞. Now we can use the same argument to show
x1(· ;φ(n)) → x1(· ; φ¯) as n → ∞. Here “x1(· ; φ¯)” indicates “xt (· ; φ¯) ∈ G”, with t = 1. Pro-
ceeding likewise in the intervals [1,3/2] and [3/2,2] we get x2(· ;φ(n)) → x2(· ; φ¯) as n → ∞.
Therefore A is continuous.
By Schauder’s theorem, there exists a fixed point of A. This fixed point corresponds to a
backset 2-periodic solution of (3.5), (3.6). 
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