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0.1 Notations
Symbol Definition
N The natural numbers {1, 2, 3, . . .}
Z The ring of integers
Zn The ring of integers modulo n
Z[i] The ring of Gaussian integers, i2 + 1 = 0
Z[ρ] The ring of Eisenstein integers, ρ2 + ρ+ 1 = 0
φ A group/ring homomorphism
kerφ The kernel of the homomorphism φ
Φ Euler’s phi function
ω The conjugate of the number ω
N(ω) The norm of the element ω, N(ω) = ω · ω
N The number of ring homomorphisms
N (φ : R→ S) The number of ring homomorphisms from S into R
Rem(m)n The remainder upon dividing m by n
Npk(m1,m2, . . . ,mr) The number of elements of the set {m1,m2, . . . ,mr}
that are divisible by pk
ω(n) The number of distinct prime factors of n in a ring
A ∼= B The group/ring A is isomorphic to the group/ring B
θ An algebraic integer
( · ) Parentheses: References within the text of the thesis
[ · ] Brackets: Referred to Main References list [3.2], page 121
{ · } Braces: References for footnotes
v
Abstract
The problem of finding the number of ring homomorphisms between rings of certain prop-
erties has been studied only few times. This thesis discusses the number of ring homomor-
phisms over algebraic integers; starting with the rings of Gaussian integers (Zm[i] modulo
m),where i2 = 1. Over the ring of Eisenstein integers (Zm[ρ] modulom), where ρ2+ρ+1 = 0,
and over rings of some algebraic integers θ, Zm[θ] for an algebraic integer θ with minimal
polynomial p(x) = x2 +ux+ v whose absolute radicand, (|u2− 4v| = m), is a prime integer
and Z[θ] is a UFD. Among the results that have been found by previous researchers, in this
thesis we give some generalizations to the problem. The new ”original” results, corollaries
and theorems, have been marked with an asterisk ( * ).
 بسم الله الرحمن الرحيم 
 
َّ:سالةالر ََّّص َُّملخ َّ
 
َعَدْد، والصلاةُ والس لاُم على َسيِِّدنا ُمَحم  ْد،  الحمُد للهِ الواحِد الأحْد،  الْفرِد الَصَمْد، َعَدَدا ً يفوُق ُكل               
 . قَد َْخْيِر َخْلقِِه أَبَْد، ما تلى الَعدُد َعَدْد، وُكلَما نوُر الشمِس ات  
 
 الباحثين َ إلّا على يِد بعض ِ للدراسة ِ بين َحلقاِت الأعداِد لْم يخضع ْ شاُكلاتإن  البحَث حوَل عدِد التَ              
  هذه ِ حيُث أن  عدد َ.  ةالأعداِد الجبريا  حلقات ِ بين َ شاُكلاتالتَ  عدد ِ لبحث ِ هذِه الدراسةُ  فتهدف ُ.  ُمؤخرا ً
 . ةي  ر ِالأعداِد الجب ْ ة ِونظري   د ِر  يِّ الجبِر الُمج َدورا  ًهاما ا  ًفي مجالَ  يلعب ُ شاُكلاتالتَ 
 
: التالية حلقات ِال بين َ شاُكلاتالتَ   عدد ِ حول َ التي تبحث ُ النظريات ِ بعض ِ بعرض ِ الدراسة ِ تقوُم هذه ِ             
   ) Z Ј n،  nZ( nقياس  الأعداد الصحيحة وحلقات ِ ) Z (الصحيحة  الأعداد ِ
 )   ] i[ Z   sregetnI naissuaG fo sgniR( "غاوس" أعداد ِ حلقات ِبين 
  ) Z Ј m، ] i[ mZ m eludom sregetnI naissuaG fo sgniR ( m قياس هاوحلقاتِ 
 )  Z ] ρ [   sregetnI nietsnesiE fo sgniR" (آيزنشتاين" أعداد ِ حلقات ِبين 
   :يُحقق   ρ  حيث ُ )Z Ј m،  ρ [mZ ]  eludom sregetnI nietsnesiE fo sgniR ) mقياس  هاوحلقاتِ 
  0=  1+  ρ+  2ρ
 ) Z ] c [   sregetnI ciarbeglA fo sgniR( c الجبريا  على العدد ِ ة ِري  بالج الأعداد ِ حلقات ِوبين 
  m eludom sregetnI ciarbeglA fo sgniR ) mقياس     c   على العدد الجبريا  هاوحلقاتِ 
س) = س(r:   الُصْغرى الُحدود ِ ةُ كثير لهُ    c   الجبريِّ  العدد ِ حيث ُ )Z Ј m،  c [mZ ] 
 جـ + ب س +  2
                 ).            DFU(  التحليل وحيد ُ طاق ُهو نِ   ) Z ] c [(   عددا ً أولي ا ،ً و=  m=  |جـ  4 – 2ب |: أن   بشرط
،  ) الأساسي ة المفاهيم ُ(  ولىالأ في الوحدة ِ الأعداد ِ ة ِونظري   د ِالُمجر   الجبر ِ الأساسي ات من َ م ْدِّ قَ نُ                
 .  الأساسي ة الُمستخدمة فيما بعد والنظريات ِ التعاريف َ حيُث نعرض ُ
 
شاُكلات حول الت بعدد ِ المتعلقة ِ)  وبراهينها الكاملة(  ات ِالنظريا  فنعرض ُ)  رئيِسي ةال النتائج ُ(  ة ِنيالثا في الوحدة ِو
 هالخاصة المتعلقة بهذ )الحديثة(ة يلالأص النتائج ِ بعض َ م ُدِّ قَ كما ونُ .  بالترتيب كما ُذِكرت أعلاهحلقات الأعداد 
 ).  * –مة ج  نَ م ُ(أشرنا لهذه النتائج بإشارة  ل،  حيث ُوقالح ُ
 
الرسالة والنتائج،  كما ونوصي بعرض  ص ِبعرض ُملَخ  )  والعمل الُمستقبليا  الخاتمة(  ةثالثال الوحدةُ  تتَمث ل ُ
     .التي تستحق البحث والتي سنقوم بدراستها لّحقا ً بعض المسائل المتعلقة بموضوع الدراسة
 
 
 
          
Introduction
The main purpose of this thesis is to study the number of ring homomorphisms over certain
rings, starting with the rings of simpler structure and to gradually carry the problem to
rings of a more cumbersome structure.
Firstly; we consider the number of ring homomorphisms between rings of integers Z. We
compute the number of ring homomorphisms between a product of rings of integers into
the ring of integers and into a product of rings of integers for few cases up to reaching a
generalization as a simple formula for each case. After that we consider the problem among
rings of integers mod n, Zn. We give few examples as illustrations.
Secondly; we consider the rings of Gaussian integers, Z[i], and those mod n. We find the
number of ring homomorphisms between these rings and between products of these rings
giving certain generalizations supported by few examples.
After that we consider the rings of Eisenstein integers, Z[ρ] and Zn[ρ]. We reach some
generalizations concerning the number of ring homomorphisms between these rings.
Finally; we consider rings of algebraic integers, Z[θ], Zm[θ] where θ has the minimal polyno-
mial p(x) = x2+ux+v with |u2−4v| a prime and Zmi [θ]’s are unique factorization domains.
We demonstrate the proofs of each case reaching few original generalizations, namely:
N (φ : Z[θ]× Z[θ]× Z[θ]→ Zk[θ]), N ( n−times︷ ︸︸ ︷Z[θ]× · · · × Z[θ]→ Zk[θ])
N (φ : Zn[θ]× Zl[θ]× Zi[θ]→ Zk[θ]), N (φ : Zn1 [θ]× Zn2 [θ]× · · · × Znr [θ]→ Zk[θ])
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Outline of the chapters:
Chapter One: Basic Concepts: illustrates introductory material, including basic defi-
nitions, facts and theorems in Abstract Algebra and Algebraic Number Theory that form
the building blocks of thesis.
Chapter Two: Main Results: illustrates the main results (theorems) concerning the
problem of finding the number of ring homomorphisms among the rings mentioned above.
The original results are marked with an asterisk (*).
Chapter Three: Conclusions and Future Work : we give a summary of the thesis
and the main results that were achieved. We raise some important problems that could be
sought in the future.
2
Chapter 1
Basic Concepts
This chapter covers the main basic concepts, definitions and theorems from
abstract algebra, number theory and algebraic number theory that are used in the theorems
and their proofs in the main results. The proofs of theorems, lemmas and corollaries in this
chapter can be found in the references as specified.
1.1 Groups
Definition 1.1. External Direct Product/Sum
Let G1, G2, . . . , Gn be a finite collection of groups. Then, the external direct product of the
groups G1, G2, . . . , Gn is:
G1 ⊕G2 ⊕ · · · ⊕Gn = {(g2, g2, . . . , gn) : gi ∈ Gi} with
(g1, g2, . . . , gn)(g
′
1, g
′
2, . . . , g
′
n) = (g1g
′
1, g2g
′
2, . . . , gng
′
n)
where the product in each gig
′
i is according to the operation of the the group Gi
Definition 1.2. Group Homomorphism
A homomorphism φ from a group G to a group G
′
is a mapping from G into G
′
that
preserves the group operation. i.e. φ(ab) = φ(a)φ(b)
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Definition 1.3. Kernel of a Homomorphism
Let φ: G → G′ be a group homomorphism over the groups G and G′ with identity elements
e and e
′
respectively. then the kernel of φ = kerφ = {a ∈ G : φ(a) = e′}
Definition 1.4. Group Isomorphism
Let φ be a one-to-one mapping (function) from a group G onto a group G
′
. Then φ is called
a group isomorphism from G onto G
′
if φ preserves the group operation. That is:
∀ a, b ∈ G, φ(a) ∗ φ(b) = φ(a ∗ b). If there is an isomorphism from G onto G′, then G
and G
′
are said to be isomorphic and we write: G ≈ G′.
1.2 Rings
Definition 1.5. A commutative ring: A commutative ring R is a ring whose multi-
plication operation is commutative.
Definition 1.6. A ring with unity: A ring that has a multiplicative identity is called
a ring with unity.
Note: All rings considered in this thesis are commutative rings with unity.
Definition 1.7. The Ring of Direct Sum: Let R1, R2, . . . , Rn be rings. Then the ring:
R =
⊕∑n
i=1Ri = {(a1, a2, . . . , an)|ai ∈ Ri} where the addition and multiplication are
performed component wise.
Definition 1.8. Ideal
A subring I of a ring R is called an Ideal if it is closed under multiplication by the elements
of R, i.e. ∀ a ∈ I and ∀ r ∈ R, ar ∈ I and ra ∈ I.
1.2.1 Ring Homomorphisms
Definition 1.9. Ring Homomorphism A ring homomorphism φ from a ring R to a ring
R
′
is a mapping from R into R
′
that preserves the two ring operations: i.e. ∀ a, b ∈ R:
φ(a+ b) = φ(a) + φ(b) and φ(ab) = φ(a)φ(b)
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A one-to-one and onto ring homomorphism is an Isomorphism.
1.2.2 Some Definitions
Definition 1.10. Zero Divisor
A nonzero element a in a commutative ring R is called a zero divisor if there is a nonzero
element b ∈ R such that ab = 0.
Definition 1.11. Integral Domain
An Integral Domain is a commutative ring with unity that has no zero-divisors.
Definition 1.12. Units
An element a in a ring R with unity is called a unit if it has a multiplicative inverse, i.e.
if ∃a−1 ∈ R such that a · a−1 = 1.
Definition 1.13. Irreducibles:
Let R be a ring. An element a ∈ R that is not a unit is called an irreducible element in R
if a = bc then either b or c is a unit.
Definition 1.14. Primes:
Let R be a ring. An element a ∈ R that is not a unit is called a prime in R if a | bc implies
that either a | b or a | c.
Remark 1.1. Let R be an Integral Domain. Then every prime element p ∈ R is irreducible.
Note that the converse is not true in general.
Definition 1.15. Quotient Rings:
Let R be a ring, and I CR, then the quotient ring, R/I = (r + I) = {r + i : r ∈ R, i ∈ I}.
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Remark 1.2.
The operations of the ring R/I are defined as:
(r1 + I) + (r2 + I) = (r1 + r2) + I and (r1 + I)(r2 + I) = (r1r2) + I.
If R is a commutative ring with unity 1, then so is the ring R/I whose identity is (1 + I).
Definition 1.16. The Ring of Integers Mod n, Zn:
The ring of integers modulo n, n ∈ Z is the set Zn = {0, 1, 2, . . . , n−1} under the operations
of addition and multiplication (modulo n).
Remark 1.3. If p is a prime integer, then Zp is an integral domain.
This is clear since p is a prime integer, then by Fermat’s little theorem, every nonzero
element a ∈ Zp has a multiplicative inverse. (And by the finiteness of Zp, it’s also a field).
Definition 1.17. The Quotient Ring Z/nZ
The quotient ring Z/nZ = {k + nZ : k = 0, 1, 2, . . . , n − 1} with the operations of addition
and multiplication defined by:
(x+ nZ) + (y + nZ) = (x+ y) + nZ
(x+ nZ) · (y + nZ) = (x · y) + nZ
Theorem 1.1. Z/nZ ∼= Zn
Definition 1.18. Unique Factorization Domain - UFD -:
An Integral Domain R is called a unique factorization domain (UFD) if nonzero element a ∈
R that is not a unit, can be written uniquely (up to associates and order of multiplication)
of irreducible elements of R; i.e. a = pi
∏i=n
i=1 pi where pi is a unit.
Remark 1.4. Let R be a UFD, then every irreducible element in R is prime in R.
Proof. Let the ring R be a UFD and let a ∈ R be an irreducible element in R. Suppose
that a | xy for some x, y ∈ R. Then xy = ap for some p ∈ R. Since R is a UFD, then we
can factor each of x and y as a product of irreducible elements in R. But, by the unique
factorization property, a is an associate of an irreducible factor of either x or y, suppose
a = cd for some d | x. Then x = d · p1p2 · · · pk = ca · p1p2 · pk ⇒ a | x
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Definition 1.19. Idempotent Elements:
Let R be a ring. An element a ∈ R is called an idempotent element of R if a2 = a.
Remark 1.5. The only idempotent elements in an Integral Domain are 0 and 1
1.3 Fields
Definition 1.20. Field A field is a commutative ring with unity in which every element
is a unit.
Theorem 1.2. A finite integral domain is a field.
Theorem 1.3. Any finite field F has pn elements, where p is a prime, n ∈ Z+.
Definition 1.21. Let F be a subfield of a field K, then K is called a field extension of
F denoted by K/F . Furthermore; the degree of the field extension K/F is [K/F ] is the
dimension of K as a vector space over F .
1.4 Some Number Theory
1.4.1 Some preliminaries
Definition 1.22. Euler’s Phi Function Let n ∈ Z+, then Euler’s Phi Function, denoted
by Φ(n) is defined as the number of positive integers less than n and that are relatively prime
to n. If n = pk11 p
k2
2 · · · pkrr ∈ Z+, then:
Φ(n) = n ·
i=r∏
i=1
(
1− 1
pi
)
Lemma 1.1. ∑
d|n
Φ(d) =
∑
d|n
Φ
(n
d
)
= n (1.1)
where Φ(n) is Euler’s phi function
Proof. The first equality comes from the fact that an arbitrary divisor of n may also be
written in the form
(
n
d
)
.
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For the second equality:
Let: 1 6 m 6 n, and gcd(m,n) = d, then gcd
(
m
d ,
n
d
)
= 1 and 1 6 md 6
n
d then this sets
up a bijection between those m, 1 6 m 6 n− 1 for which gcd(m,n) = d and the invertible
classes modulo
(
n
d
)
, i.e. their number is Φ
(
n
d
)
.
Furthermore; the only m of 1 6 m 6 n with gcd(m,n) = n is m = n and hence
Φ
(
m
n
)
= Φ(1) by definition and hence, summing over all possible values of d we get the
desired result.
Definition 1.23. Be´zout’s Identity For all m, n ∈ Z\{0}, with gcd(m,n) = d; there
exist x, and y ∈ Z such that: xm+ yn = d.
Remark 1.6. As a result of Be´zout’s Identity, we get that; for any two relatively prime
integers m and n: there exist x and y ∈ Z such that: mx+ ny = 1.
Lemma 1.2. Let m, n, u ∈ Z and suppose that u | mn with gcd(m,u) = 1, then u | n.
1.4.2 Congruences
Definition 1.24. Linear Congruence: Let z1, z2 ∈ Z and 0 6= n ∈ Z, then n | (z1 − z2)
is written in terms of the linear congruence: z1 ≡ z2 mod n.
Lemma 1.3. Let m,n, a, b ∈ Z with gcd(m,n) = 1 such that; an ≡ bn mod m then:
a ≡ b mod m
Theorem 1.4 ([14], pages 192-193). Law of quadratic reciprocity Let p and q be two
distinct primes, then: (
p
q
)(
q
p
)
= (−1)
(
(p−1)
2
)(
(q−1)
2
)
We’ll consider the number of solutions to certain types of quadratic congruence:
Lemma 1.4 ([15], exercise 2.2.8, page 63). Let p be an odd prime integer, then the congru-
ence: x2 ≡ 1 mod pα has only two solutions: x ≡ 1 mod pα and x ≡ −1 mod pα.
Proof. Let x2 ≡ 1 mod pα, then pα | (x2− 1) ⇒ pα | (x− 1)(x+ 1). So, we have two cases:
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Case 1. If the gcd
(
pα, (x− 1)
)
> 1 then p | (x− 1) since the only divisors of pα are powers
of p. And since p is an odd prime, p > 2, then p - (x+ 1) ⇒ gcd
(
pα, (x+ 1)
)
= 1.
Then by lemma (1.2), page 8, we see that:
pα | (x− 1)(x+ 1) ⇒ pα | (x− 1). i.e. x ≡ 1 mod pα.
Case 2. If the gcd
(
pα, (x− 1)
)
= 1, then, by lemma (1.2), we see that:
pα | (x− 1)(x+ 1) ⇒ pα | (x+ 1) ⇒ x ≡ −1 mod pα
Lemma 1.5 ([15], exercise 2.2.9, page 63). Concerning the quadratic congruence:
x2 ≡ 1 mod 2k
Its number of solutions

for k = 1 is one solution
for k = 2 is two solutions
for k ≥ 3 is precisely the four solutions:
1, 2k−1 − 1, 2k−1 + 1, −1
Proof.
1. For k = 1; x2 ≡ 1 mod 2, but we have that ∀ x ∈ Z,
then either x ≡ 0 mod 2, or x ≡ 1 mod 2,
then squaring both of these congruences gives us:
x ≡ 0 mod 2⇒ x2 ≡ 0 mod 2
x ≡ 1 mod 2⇒ x2 ≡ 1 mod 2
 ⇒ x2 ≡ 1 mod 2 if and only if x ≡ 1 mod 2
2. For k = 2; x2 ≡ 1 mod 22 ⇐⇒ x2 ≡ 1 mod 4:
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But, we know that ∀ x ∈ Z; x ≡ 0, 1, 2 or 3 mod 4,
Then, squaring each of these congruences, we get:
x ≡ 0 mod 4 ⇒ x2 ≡ 0 mod 4
x ≡ 1 mod 4 ⇒ x2 ≡ 1 mod 4
x ≡ 2 mod 4 ⇒ x2 ≡ 0 mod 4
x ≡ 3 mod 4 ⇒ x2 ≡ 1 mod 4
Which implies that: x2 ≡ 1 mod 4 ⇒ x ≡ 1 mod 4 or x ≡ 3 mod 4.
3. For k ≥ 3, x2 ≡ 1 mod 2k ⇒ 2k | (x2 − 1) ⇐⇒ 2k | (x− 1)(x+ 1).
Here we have three cases to consider:
Case 1. When the gcd
(
2k, (x+ 1)
)
= 1, then by lemma (1.2), we have:
2k \ (x− 1) ⇒ x ≡ 1 mod 2k
Case 2. When the gcd
(
2k, (x− 1)
)
= 1, then by the same lemma (1.2) we have:
2k | (x+ 1) ⇒ x ≡ −1 mod 2k
Case 3. When the gcd
(
2k, (x− 1)
)
> 1 and the gcd
(
2k, (x+ 1)
)
> 1; note that the
only divisors of 2k are powers of 2 ⇒ 2 | (x+ 1) and 2 | (x− 1). And
2k
∣∣∣∣ (x+ 1)(x− 1) ⇒ 2k−2
∣∣∣∣∣
(
(x+ 1)
2
)(
(x− 1)
2
)
(1.2)
Note that equation 2.2 is well defined since k > 2.
Now, since (x+1)2 =
(x−1)
2 + 1, then:
either gcd
(
2k−2, (x+1)2
)
= 1 or gcd
(
2k−2, (x−1)2
)
= 1 depending on
10
whether (x−1)2 is even or odd. Then, by lemma (1.2) we have:
2k−2
∣∣∣∣ ( (x+1)2 ) or 2k−2 ∣∣∣∣ ( (x−1)2 ) ⇒ 2k−1 ∣∣∣∣ (x+ 1) or 2k−1 ∣∣∣∣ (x− 1)
And this leaves us with four possible congruences of x modulo 2k; two of which
have already been considered (x ≡ 1 mod 2k and x ≡ −1 mod 2k). And
the other two possibilities are:
x ≡ 2k−1 − 1 mod 2k and x ≡ 2k−1 + 1 mod 2k.
Hence; x2 ≡ 1 mod 2k has 4 solutions for k ≥ 3; namely:
1, 2k−1 − 1, 2k−1 + 1, and − 1 (1.3)
As a direct consequence of the last lemma, we consider the following two results:
Corollary 1.1. The solutions to the quadratic congruence x2 ≡ a mod 2k, for k ≥ 3 are:
a, 2k−1 − a, 2k−1 + a, and − a
Proof. Suppose x ≡ x0 mod 2k ⇒ x2 ≡ x20 mod 2k which implies:
2k
∣∣∣∣ (x2 − x20) ⇐⇒ 2k ∣∣∣∣ (x+ x0)(x+ x0)
where we have three cases:
Case 1. If gcd
(
2k, (x+ x0)
)
= 1, ⇒ 2k
∣∣∣∣ (x− x0) ⇒ x ≡ x0 mod 2k.
Case 2. If gcd
(
2k, (x− x0)
)
= 1, ⇒ 2k
∣∣∣∣ (x+ x0) ⇒ x ≡ −x0 mod 2k.
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Case 3. If gcd
(
2k, (x − x0)
)
> 1 and gcd
(
2k, (x + x0)
)
> 1; since the only divisors
of 2k are powers of 2, then this
(
along with the fact that 2k
∣∣∣∣ (x + x0)(x − x0))
implies:
2k−2
∣∣∣∣ ((x+ x0)2
)(
(x− x0)
2
)
(1.4)
Note that equation 2.4 is well defined since k > 2. Also, (x+x0)2 =
(x−x0+2x0)
2 =
(x−x0)
2 + x0
then either gcd
(
2k−2, (x+x0)2
)
= 1 or gcd
(
2k−2, (x−x0)2
)
= 1 depending on whether(
(x−x0)
2
)
is even or odd. Then, by lemma (1.2) we have:
2k−2
∣∣∣∣ ( (x+x0)2 ) or 2k−2 ∣∣∣∣ ( (x−x0)2 ) ⇒ 2k−1 ∣∣∣∣ (x+ x0) or 2k−1 ∣∣∣∣ (x− x0)
And this leaves us with four possible congruences of x modulo 2k; two of which are:
(
x ≡ x0 mod 2k and x ≡ −x0 mod 2k
)
And the other two possibilities are:
x ≡ 2k−1 − x0 mod 2k and x ≡ 2k−1 + x0 mod 2k.
Hence; x2 ≡ a mod 2k has 4 solutions for k ≥ 3; namely:
a, 2k−1 − a, 2k−1 + a, and − a
Lemma 1.6. Let k, a ∈ Z with gcd(k, a) = 1 and a is an odd integer.
Concerning the solutions to x2 ≡ a mod 2k.
Solution 1.1. The solutions to x2 ≡ a mod 2k are:
Case 1. For k = 1, (x2 ≡ a mod 2) has one solution, namely: x ≡ 1 mod 2
Case 2. For k = 2, (x2 ≡ a mod 4) has a solution if and only if a ≡ 1 mod 4, and these
solutions are: x ≡ 1 mod 4 and x ≡ 3 mod 4 Note that; for any odd integer
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m = 2n + 1, m2 = 4n2 + 4n + 1, i.e. m2 ≡ 1 mod 4 (For an odd integer m, its
square value is congruent to 1 modulo 4.
So, for x2 ≡ a mod 4 to have a solution, then a = 4l + 1. Therefore, for that
a = 4l + 1, x2 ≡ 1, or ≡ 9( mod 4), i.e. x ≡ 1 mod 4 or x ≡ 3 mod 4.
Case 3. For k ≥ 3, (x2 ≡ a mod 2k) has four unique solutions if a ≡ 1 mod 8 and no
solutions otherwise.
Theorem 1.5. The Chinese Remainder Theorem ([12], Chapter 5)
Let m ∈ Z such that m = n1n2 · · ·nr where the ni’s ∈ Z are pairwise relatively prime; then:
Zm ∼= Zn1 ⊕ Zn2 ⊕ · · · ⊕ Znr
1.5 Special Rings
1.5.1 The Ring Of Gaussian Integers Z[i]
The set of Gaussian integers: Z[i] = {a+ bi : a, b ∈ Z, i2 = −1}
Z[i] is a ring under the operations: addition and multiplication defined by:
(a+ bi) + (c+ di) = (a+ c) + (b+ d)i and (a+ bi) · (c+ di) = (ac− bd) + (ad+ bc)i.
Remark 1.7. Z[i] is an integral domain
Definition 1.25. The Conjugate of z
Let z1 = x+ yi ∈ Z[i], then the conjugate of z1, z1, is z1 = x− yi.
Definition 1.26. The Norm Function
The norm of an element z = (x+ yi) ∈ Z[i] is defined as N(z):
N(z) = z · z = (x+ yi) · (x− yi) = x2 + y2
Note that ∀z ∈ Z[i], N(z) ≥ 0.
Lemma 1.7. ([13], Ch.12, page 235) Over Z[i], the norm function, N, is multiplicative:
i.e. For u, v ∈ Z[i], N(uv) = N(u)Nv
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Proof.
Let z1 = (x+ yi), z2 = (u+ vi) ∈ Z[i], then:
N(z1) ·N(z2) = (x2 + y2)(u2 + v2) = x2u2 + x2v2 + y2u2 + y2v2 =
= x2u2 + y2v2 − 2(xu)(yv) + x2v2 + y2u2 + 2(xv)(yu) =
= (xu− yv)2 + (xv + yu)2 = N(z1 · z2)
Corollary 1.2 ([18], proposition 3.4.1, page 50). The only units in Z[i] are: ±1, ±i
Proof. Firsly, every element in {1,−1, i,−i} is a unit since; 1 and −1 are their own inverses,
and i and −i are the inverses of each other.
On the other hand, suppose z1 ∈ Z[i] is a unit, and let z−11 = z2; i.e. z1z2 = 1.
Then, taking the norm of both sides of the last equation, and using the multiplicative
property, we get: N(z1z2) = N(z1)N(z2) = N(1) = 1 Recall that N is a nonnegative integer,
then the only possible solution is that N = ±1, but N ≥ 0 → N = 1, i.e. x2 + y2 = 1
whose only integral solutions are (a = ±1, and b = 0) or (a = 0, and b = ±1) which yields:
z1 = ±1, and z1 = ±i.
Theorem 1.6 ([13], Ch.12, page 235). Let z1, z2 ∈ Z[i]. If z1 | z2 then N(z1) | N(z2)
Proof. Let z1, z2 ∈ Z[i] such that z1 | z2, then z2 = z1 · w for some w ∈ Z[i], then:
N(z2) = N(z1w) = N(z1)N(w) ⇒ N(z1) | N(z2)
Corollary 1.3. ∀z ∈ Z[i] N(z) is even if and only if z is a multiple of (1 + i).
Proof. Let z = w · (1 + i) for any w ∈ Z[i]. since N(1 + i) = 12 + 12 = 2,
then N(z) = N(w) ·N(1 + i) = 2 ·N(w), hence, it’s even.
Conversely; Let z = x + yi has an even norm. Then N(z) = x2 + y2 ≡ 0 mod 2. By
considering cases; first, note that if only one of x or y is an odd integer and the other is
even, then x2+y2 is an odd integer too. W.L.O.G. suppose x is even, say (2m), and y is odd,
say (2n+1). Then: x2+y2 = (2m)2+(2n+1)2 = 4m2+4n2+4n+1 = 2(2m2+2n2+2n)+1
which is odd.
Now, assume x and y are both even, say x = 2m and y = 2n. Then:
x2 + y2 = 4m2 + 4n2 = 2(2m2 + 2n2)
14
On the other hand, if x and y are both odd, say x = 2m+ 1 and y = 2n+ 1: Then:
x2+y2 = (2m+1)2+(2n+1)2 = 4m2+4m+1+4n2+4n+1 = 2(2m2+2n2+2m+2n+1)
Deducing: x ≡ y mod 2; ⇒ x− y ≡ 0 mod 2 and x+ y = (x− y) + 2y ≡ 2y ≡ 0 mod 2.
x+ yi =
(
(x+ y) + (x− y)
2
)
+
(
(x+ y)− (x− y)
2
)
i = (1 + i)
(
(x+ y)
2
+
(y − x)
2
i
)
Theorem 1.7 ([18], lemma 3.4.2, page 50). Let z ∈ Z[i], then if N(z) is prime in Z then z
is prime in Z[i], but the converse is not true in general.
Proof. Let z = uv ∈ Z[i] be of a prime norm p ∈ Z+. Then, p = N(z) = N(u)N(v)⇒ either
N(u) = 1 or N(v) = 1, i.e. either u or v is a unit. So z is a prime element in Z[i].
The converse is not true in general, for example, 3 is a prime in Z but N(3) = 9.
Lemma 1.8.
Let 0 6= z ∈ Z[i], then the divisors ui of z with N(ui) = 1 or N(ui) = N(z) are units or units
multiple of z
Proof. Suppose u | z with N(u) = 1, then u = ±1 or u = ±i.
On the other hand, if N(u) = N(z) Then, since z = uv ⇒ N(z) = N(u)N(v) = N(z)N(v)
⇒ N(v) = 1 and so: v = ±1 or v = ±i. Thus, v = ±z or v = ±iz. Hence, u = ±z or
u = ±iz.
Theorem 1.8. Unique Factorization([13], Ch.12, Theorem 215, page 238) Every
z ∈ Z[i] with a norm N(z) > 1 can be written uniquely as a product of primes in Z[i].
Proof. we shall prove this theorem by Strong induction on N(z):
Let z ∈ Z[i] such that N(z) > 1.
Suppose that N(z) = 2 which means that z = 1 ± i or z = −1 ± i. Then, by Theorem
(1.7), z is a prime in Z[i].
Now, suppose that ∀ z ∈ Z[i] with 1 < N(z) < k z is a product of primes in Z[i]. Then:
If there isn’t any Gaussian integer with N(z) = n, then there is nothing to prove.
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So, suppose there is a z ∈ Z[i] such that N(z) = n. If n is a prime, then we’re done. If not,
that is, if n is a composite integer, then write z as a non-trivial factorization: z = uv with
N(u), N(v) < N(z) = n, and by our inductive hypothesis, u and v are each a product of
primes in Z[i]. Hence, z = uv is a product of primes.
Now, to prove uniqueness: If z is a prime, then it’s clearly unique. And if N(z) = 2, then,
as we have seen above that such a z is prime. Proceeding by induction on z:
Now, for the cases N(z) ≥ 3: assume that every z ∈ Z[i] with 1 < N(z) < n, z has a unique
factorization of primes in Z[i].
So, let z has a norm N(z) = n and assume that z has two factorizations:
z = u1u2 · · ·uk = v1v2 · · · vl (1.5)
Now, since u1 is a prime and u1 | z ⇒ u1 | v1v2 · · · vl. And since the vi’s are all primes,
then u1 | vj for some j. Reordering, we may write u1 | vj1 , but u1 and vj1 are primes, then
u1 = εvj1 for some unit ε ∈ {±1,±i}. Then the factorization equation (1.5) will become:
z = εvj1u2 · · ·uk = vj1v2 · · · vl (1.6)
Cancelling vj1 from both sides leads:
z1 = εu2u3 · · ·uk = v2v3 · · · vl (1.7)
Note, N(z1) =
(
N(z)
N(vj1)
)
< N(z)
Now, note that since ε is a unit, then εu2 is a prime, and equation (2.8) gives us two prime
factorizations for z1, and by our inductive hypothesis, z1 has a unique prime factorization
with k − 1 primes on the left and l− 1 ones on the right. Therefore, k − 1 = l− 1 ⇒ k = l
along with some reordering, we get ui = εvji . And therefore the factorization of z is unique.
Note that, Remark (1.7) on page 13 implies that Z[i] is a UFD.
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As a direct consequence of this theorem, we get the following corollary:
Corollary 1.4. Let w ∈ Z[i] be a prime. Then uv ≡ 0 mod w if and only if u ≡ 0 mod w
or v ≡ 0 mod w.
Theorem 1.9 ([18], Theorem 3.4.3, page 51). Every prime p ∈ Z+ is a composite integer
in Z[i] if and only if it is a sum of two squares.
Proof. Let p ∈ Z+ be a prime that is composite in Z[i], say p = uv for some non-units u,
v ∈ Z[i]. Then, N(p) = p2 = N(u)N(v) ⇒ N(u) = p, letting u = x + yi, then p = N(u) =
x2 + y2. Conversely; Let p be a prime in Z+ that is a sum of two squares, say, p = x2 + y2,
then p = (x+ yi)(x− yi) is a composition of p in Z[i].
Theorem 1.10 ([18], ch.3). Let p ∈ Z+ be a prime integer such that p ≡ 3 mod 4, then p
is not a sum of two squares and it would also be prime in Z[i].
Proof. First of all, let x ∈ Z, then x is either even or odd. If x is even, then x = 2k for
some k ∈ Z+ ⇒ x2 = 4k2 ≡ 0 mod 4.
If x is odd, then x = 2k+1 for some k ∈ Z+ then x2 = (2k+1)2 = 4k2+4k+1 ≡ 1 mod 4.
So, the square of an integer is either 0 or 1 mod 4. Now, adding any two squares ( mod 4):
(0 + 0 = 0), (1 + 0 = 1), (1 + 1 = 2) ( mod 4). In each case we never get 3 mod 4, so any
prime p ∈ Z+ that is not congruent to 3 modulo 4 cannot be a sum of two squares.
Moreover, in view of theorem (1.9), if a regular prime p is not a sum of two squares, then
it cannot be composite in Z[i] and hence it is prime in Z[i].
Note, 2 is a special case, since 2 = (1+i)(1−i) but (1+i) = i(1−i) and (1−i) = −i(1+i).
That is, the factors of 2 are each a unit multiple of each other. and so 2 = −i(1 + i)2.
Theorem 1.11 ([18], ch.3). Let p ∈ Z+ be a prime integer; then the following are equivalent:
(1) p = 2 or p ≡ 1 mod 4.
(2) The congruence equation: x2 ≡ −1 mod 4 has a solution.
(3) p = x2 + y2 for some x, y ∈ Z.
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Proof. To show (1)⇒ (2): If p = 2, then every odd integer satisfies the congruence x2 ≡ −1
mod 2.
Now Let p be an odd prime in Z+ such that p ≡ 1 mod 4: Consider the polynomial
factorization:
W p−1 − 1 =
(
W
(
(p−1)
2
)
− 1
)(
W
(
(p−1)
2
)
+ 1
)
(1.8)
where the coefficients are taken modulo p. Counting the number of roots of these polyno-
mials, keeping in mind that the number of roots of any polynomial of degree k is less or
equal to k.
The left hand side of (2.9) has the nonzero integers mod p as roots, which are (p − 1) in
number by Fermat’s little theorem.
While on the right hand side, the first polynomial,
(
W
(
(p−1)
2
)
− 1
)
is of degree (p − 1)/2
and so the number of its roots is at most (p − 1)/2 ( mod p). And this implies that the
second polynomial,
(
W
(
(p−1)
2
)
+ 1
)
must have some roots ( mod p), say r. That is: r
satisfying the congruence equation: r
(
(p−1)
2
)
≡ −1 mod p.
Now, p ≡ 1 mod 4 by hypothesis assumption, so p = 4m + 1 for some m ∈ Z. So,(
(p−1)
2
)
= 2m (an even integer) and so, r
(
(p−1)
2
)
≡ −1 mod p ⇔ (rm)2 ≡ −1 mod p prov-
ing (2).
Now, to show (2) ⇒ (3): Suppose for some x ∈ Z satisfies x2 ≡ −1 mod p, this implies
that p | (x2 + 1) (in Z), and so (in Z[i]):
p | (x+ i)(x− i) (1.9)
Claim: p is a composite integer in Z[i]. For, if not: letting p be a Gaussian prime. Then,
by equation (2.10), p | (x+ i) or p | (x− i). Which implies (x± i) = p(a+ bi) ⇒ pb = ±1
which is impossible. Hence p is composite in Z[i] and therefore p is a sum of two squares
by theorem (1.9).
We have already proven that (3)⇒ (1) above.
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Theorem 1.12. ([18], Theorem 3.4.11, page 54) Let u be a prime in Z[i], then u is a unit
multiple of one of the following:
(i) (1 + i)
(ii) v or v with N(v) = p, where p is a prime in Z and p ≡ 1 mod 4
(iii) p where p is a prime in Z+ and p ≡ 3 mod 4
Note that the norm of the primes in part (i) and (ii) are also primes in Z+. But the
norms of the primes in part (iii) are of the form p2 where p is a prime in Z+ and p ≡ 3
mod 4. Also note that if u ∈ Z[i] is a prime, then N(u) = p or = p2 where p is a prime in Z+
and u | p. Moreover, note that if u ∈ Z[i] is a prime such that u 6= (1 + i) or u 6= α · (1 + i)
where α is a unit, then N(u) is an odd integer. So, if u ∈ Z[i] such that N(u) is even, then
u is divisible by (1 + i).
Lemma 1.9 ([9], Theorem 1, page 604). If a ∈ Z+ such that a > 1, then Z[i]/〈a〉 ∼= Za[i]
Proof. Define φ : Z[i] → Za[i] by φ(x + yi) = [x]a + [y]ai, where [ · ]a represents the
equivalence class modulo a.
Note that φ is a surjective ring homomorphism; since φ(a) = [a]a = [0]a so a ∈ ker(φ) and
hence 〈a〉 ⊆ ker(φ). On the other hand:
if φ(x+ yi) = 0, then both x and y are congruent to 0 mod a, so x = ax
′
and y = ay
′
for
some x
′
, y
′ ∈ Z.
⇒ x+ yi = ax′ + ay′i = a(x′ + y′i) ∈ 〈a〉.
⇒ ker(φ) = 〈a〉 and by the First Isomorphism Theorem for rings, we have:
Z[i]/〈a〉 ∼= Za[i].
Corollary 1.5. Z[i]/〈(1 + i)n〉 ∼= Z2n/2 [i]
Proof. Note that since (1 + i)2 = 2i, then the ideal 〈(1 + i)n〉 can be written as:
〈(1 + i)n〉 = 〈(2i)n/2〉 = 〈2n/2〉,
Therefore, by Lemma (1.9) above: Z[i]/〈(1 + i)n〉 = Z[i]/〈2n/2〉 ∼= Z2n/2 [i].
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1.5.2 The Ring of Eisenstein Integers Z[ρ]
Definition 1.27. The ring of Eisenstein integers; Z[ρ] = {x+yρ : x, y ∈ Z, ρ2+ρ+1 = 0}
Note that ρ = e
2
3
pii = 12
(−1 + i√3), so ρ satisfies ρ2 + ρ+ 1 = 0.
The three cubic roots of unity are: 1, ρ and ρ2, and the ring Z[ρ] is the ring of algebraic
integers in the quadratic extension Q(
√−3) of Q.
The elements of Z[ρ] are complex numbers of the form u = a+ bρ with a, b ∈ Z.
Let u = a+ bρ ∈ Z[ρ] and the complex conjugate of u is u = a+ bρ2.
Definition 1.28. For each u = a+ bρ ∈ Z[ρ], the Norm is defined by:
N(u) = u · u = (a+ bρ) · (a+ bρ2) = a2 + b2 − ab =
(
a− 1
2
b
)
+
3
4
b2 ≥ 0 (1.10)
Lemma 1.10. Over Z[ρ], the norm function is multiplicative:
i.e. For u, v ∈ Z[ρ], N(uv) = N(u)N(v).
Proof. Let u = a+ bρ, v = c+ dρ ∈ Z[ρ], then:
N(u) = a2 + b2 − ab and N(v) = c2 + d2 − cd.
Now, uv = (a+ bρ)(c+ dρ) = ac+ adρ+ bcρ+ bdρ2, but ρ2 = −1− ρ, so:
N(u)N(v) = (a2 + b2 − ab)(c2 + d2 − cd)
= a2c2 + a2d2 − a2cd
+ b2c2 + b2d2 − b2cd
− abc2 − abd2 + abcd
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On the other hand, uv = (ac− bd) + (ad+ bc− bd)ρ and so:
N(uv) = (ac− bd)2 + (ad+ bc− bd)2 − (ac− bd)(ad+ bc− bd)
= a2c2 + b2d2 − 2abcd+ a2d2 + b2c2
+ 2abcd+ b2d2 − 2abd2 − 2b2cd− a2cd
− abc2 + abcd+ abd2 + b2cd− b2d2
= a2c2 + a2d2 − a2cd
+ b2c2 + b2d2 − b2cd
− abc2 − abd2 + abcd
= (a2 + b2 − ab)(c2 + d2 − cd)
= N(u)N(v)
Lemma 1.11. Z[ρ] is an Integral Domain.
Proof. Let a, b ∈ Z[ρ] and suppose that 0 6∈ {a, b} and ab = 0.
Let a = x1 + x2ρ, b = y1 + y2ρ, where x1, x2, y1, y2 are nonzero integers (by assumption of
the non-zero-ness of a and b). Then we have:
0 = ab = (x1 + x2ρ)(y1 + y2ρ) = x1y1 + x1y2ρ + x2y1ρ + x2y2ρ
2 6= 0 since non of the four
terms on the right hand side is equivalent to zero. Therefore, Z is an Integral Domain.
Proposition 1.1. Z[ρ] is an Euclidean Domain.
Proof.
Let N denote the norm on Q. Let u and v be two elements of Z[ρ] with u 6= 0. Then uv = uvvv .
But vv = N(v) is a positive integer. Also, uv lies in Z[ρ] since both u and v are elements of
Z[ρ] and Z[ρ] is a ring. So, uv =
uv
vv = r + sw for some r, s ∈ Q.
Now, choose m, n ∈ Z such that |r −m| ≤ 12 and |s − n| ≤ 12 and set z = m + nw then
z ∈ Z[ρ] and
N
(u
v
− z
)
= (r −m)2 − (r −m)(s− n) + (r − n)2
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≤
(
1
2
)2
+
1
2
· 1
2
+
(
1
2
)2
=
3
4
< 1
Now, set τ = u− zv then τ ∈ Z[ρ] and either τ = 0 or:
N(τ) = N
(
v
(u
v
− z
))
= N(v) ·N
(u
v
− z
)
≤ 3
4
×N(v) < N(v)
So, the norm N makes Z[ρ] into an Euclidean Domain.
Remark 1.8. Since the ring Z[ρ] with the norm described above is an Euclidean Domain,
ED then it is a PID and hence a UFD.
Lemma 1.12. ([13], Ch.12, sec. 12.9, page 241-242) Let ε ∈ Z[ρ], then ε is a unit if and
only if N(ε) = 1. Moreover, the only units in Z[ρ] are {±1,±ρ,±ρ2}.
Definition 1.29.
Let u, v ∈ Z[ρ]. Then u and v are associates if there exists a unit ε such that u = εv
Note that if u ∈ Z[ρ] then the associates of u are:
u, −u , ρu , −ρu , ρ2u , −ρ2u
Definition 1.30.
Let u ∈ Z[ρ], then u is called a prime in Z[ρ] if u is not a unit and whenever u|vw implies
that u|v or u|w.
Theorem 1.13. Classification of Eisenstein primes ([7], Theorem 8, page 65)
The primes of Z[ρ] are (up to multiplication by a unit):
1. Rational primes p ∈ Z such that p = 2 or p ≡ 5 mod 6.
2. The Eisensteinen integers, u = x + yρ with (x2 + y2 − xy) = p where p is a rational
prime in Z and p ≡ 1 mod 6.
3. The number λ = 1− ρ.
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Proposition 1.2. Let u ∈ Z[ρ] with N(u) = p for some prime p ∈ Z,
then u is a prime in Z[ρ].
Proof. Let u ∈ Z[ρ] with N(u) = p for some prime p ∈ Z. And suppose u is not a prime in
Z[ρ], then, since Z[ρ] is an Euclidean Domain, then u is reducible in Z[ρ]. Hence u = wv
for some w, v ∈ Z[ρ] with N(w) > 1 and N(v) > 1. But note that p = N(u) = N(w)N(v)
which cannot be true since p is a rational prime. Hence, u is a prime in Z[ρ].
Lemma 1.13. An analogue to Lemma (1.9), page 19, For any n ∈ Z, Z[ρ]/〈n〉 ∼= Zn[ρ]
Proof. Let r ∈ Z, and let [r]n denote the equivalence class ( mod n) in Z. Consider the
mapping:
ψ : Z[ρ]→ Zn[ρ] defined by :
ψ (r + sρ) = [r]r + [s]nρ.
ψ is a surjective ring homomorphism, and the Kernel kerψ = 〈n〉, and by The First Iso-
morphism Theorem for rings, we have Z[ρ]/〈n〉 ∼= Zn[ρ]
Definition 1.31. Let u be a prime in Z[ρ], then u is called primary if u ≡ 2 mod 3.
Which means that if u = x+ yρ is a complex prime, then x ≡ 2 mod 3 and y ≡ 0 mod 3
Lemma 1.14. Every prime u in Z[ρ] divides a rational prime.
Proof. First of all, note that every Eisensteinen integer w divides its norm in Z[ρ], for
N(w) = w · w.
Now, let u be a prime in Z[ρ], then u divides a rational integer, namely its own norm. Let
the prime factorization of the norm of u, N(u), in Z be:
N(u) = u · u = p1p2 · · · pk ⇒ u | p1p2 · · · pk, but u is a prime in Z[ρ]; hence, by Euclid’s
Lemma in Z, u divides one of the (prime) factors on the right hand side.
Proposition 1.3. For any prime element u ∈ Z[ρ], Z[ρ]/〈uZ[ρ]〉 is a finite field with N(u)
elements.
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Proof. Firstly, we’ll show that Z[ρ]/〈uZ[ρ]〉 is a field:
Claim: Z[ρ]/〈uZ[ρ]〉 is an Integral Domain.
Proof: Let α, β ∈ Z[ρ]/〈uZ[ρ]〉 be nonzero elements, and assume that αβ = 0.
Write α = A1 + uA2, β = B1 + uB2 for some A1, A2, B1, B2 ∈ Z[ρ], with (according to our
assumption) A1 6= 0, B1 6= 0. Then:
αβ = (A1 + uA2)(B1 + uB2) = A1B1 + uC where C = A1B2 +A2B1 + uA2B2.
Obviously, αβ 6= 0 in Z[ρ]/〈uZ[ρ]〉 since A1B1 6= 0 (for A1, B1 ∈ Z[ρ] which is an Integral
Domain by Lemma (1.11). 
Now, let v ∈ Z[ρ] be any element such that v 6≡ 0 mod u. Since Z[ρ] is an Euclidean
Domain, then there exist α, β ∈ Z[ρ] such that: αv + βu = 1, which implies that αv ≡ 1
mod u, therefore, every nonzero element of Z[ρ]/〈uZ[ρ]〉 is a unit, and thus Z[ρ]/〈uZ[ρ]〉 is
a field. Now, in order to show that Z[ρ]/〈uZ[ρ]〉 is a finite field of N(u) elements; we have
three cases to consider:
(i) u = p, where p is a prime such that p ≡ 2 mod 3.
Claim: The set S = {x + yρ|x, y ∈ Z, 0 ≤ x, y < p} forms a complete set of represen-
tatives ( mod p).
Proof: Let α = a + bρ ∈ Z[ρ], then a = mp + x, b = np + y for some m,x, n, y ∈ Z
with 0 ≤ x, y < p and α ≡ (x + yρ) mod p. So, suppose x + yρ ≡ x′ + y′ρ mod p
with 0 ≤ x, y, x′ , y′ < p. Thus:
((
(x−x′ )
p
)
+
(
(y−y′ )
p
)
ρ
)
∈ Z[ρ]; which implies that(
(x−x′ )
p
)
∈ Z and
(
(y−y′ )
p
)
∈ Z which can be true only if (x−x′) = 0 and (y−y′) = 0
⇒ x = x′ , y = y′ . And this in turn implies that the set S above forms a complete set
of representatives mod p 
Hence the number of elements of
(
Z[ρ]/〈uZ[ρ]〉
)
is p2 = N(p).
(ii) u is a prime in Z[ρ] with N(u) = uu = q, where q is a prime in Z such that q ≡ 1
mod 3.
Claim: The set T = {0, 1, 2, . . . , q−1} forms a complete set of representatives mod u.
Proof: Let u = x+ yρ, then q = N(u) = x2 + y2−xy. Note that q | y since if not, then
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q | u and q | u implying that q is a unit in Z[ρ] which is absurd.
Now, let α = a+ bρ, then there exist some z ∈ Z such that zy ≡ b mod q, and hence
α− zu ≡ a− zx mod q, ⇒ α ≡ −zx mod u. This means that every element of Z[ρ]
is congruent to a rational integer modulo u. And for each k ∈ Z, k = qc+ d for some
c, d ∈ Z with 0 ≤ d < q. Therefore, k ≡ d mod q, hence k ≡ d mod u. Thus, every
element of Z[ρ] is congruent to an element of T mod u.
Now, assume d ≡ d′ mod u with d, d′ ∈ Z and 0 ≤ d, d′ < q which gives us d−d′ = uv
for some v ∈ Z[ρ], and (d − d′)2 = qN(v) implying that q | (d − d′) ⇔ d ≡ d′ mod q
yielding: d = d
′
. Thus T , as given above, forms a complete set of representatives
mod u. 
Therefore; the number of elements of
(
Z[ρ]/〈uZ[ρ]〉
)
is q = N(u).
(iii) u = 1− ρ, then N(u) = N(1− ρ) = 12 + (−1)2 − 1(−1) = 3.
Claim: The set U = {0, 1, 2} forms a complete set of representatives mod u.
Proof: Let α = a + bρ, then α + bu = (a + bρ) + b(1 − ρ) = a + bρ + b − bρ = a + b.
Thus, α + bu = a+ b, hence α ≡ (a+ b) mod u and therefore, every element of Z[ρ]
is congruent to a rational integer mod u. Thus, for each k ∈ Z, k = 3c+ d for some
c, d ∈ Z with 0 ≤ d < 3. Hence k ≡ d mod 3 and so k ≡ d mod u implying that
every element of Z[ρ] is congruent to an element of U = {0, 1, 2}.
Now, suppose that d ≡ d′ mod u with d, d′ ∈ Z and 0 ≤ d, d′ < 3, then d − d′ = uv
for some v ∈ Z[ρ], and (d − d′)2 = 3N(v) implying that 3 | (d − d′) ⇔ d ≡ d′ mod 3
and hence d = d
′
. Hence, U , as given above, forms a complete set of representatives
mod u. 
Therefore, the number of elements of
(
Z[ρ]/〈uZ[ρ]〉
)
is 3 = N(u).
Conclusion 1.1. Consequently; we conclude that: Z[ρ]/〈(1− ρ)〉 ∼= Z3[ρ]
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1.5.3 Rings Of Algebraic Numbers
Definition 1.32. Algebraic Number
Let P (x) = anx
n + an−1xn−1 + an−2xn−2 + · · ·+ a1x+ a0 be a polynomial (not necessarily
monic) with coefficients ai ∈ Q (The rational numbers), then ξ ∈ C is called an algebraic
number if it is a root of P (x), i.e. If P (ξ) = 0.
Definition 1.33. Algebraic Integers
Let ξ ∈ C, then ξ is called an algebraic integer if it is a root of a monic polynomial:
P (x) = xn + an−1xn−1 + an−2xn−2 + · · ·+ a1x+ a0
where ai ∈ Z for all i and n ∈ Z+.
Theorem 1.14. ([10], Theorem 21.2, page 371) Let ξ be an algebraic number. Then there
exists a unique, monic, irreducible polynomial m(x) ∈ Q[x] such that ξ is a root of, and if
further ξ is a root of another polynomial p(x) then m(x)|p(x).
Proof. Let S[x] = {mi(x) ∈ Q[x] : mi(ξ) = 0, i ∈ Z}, i.e. S[x] is the set of all polynomials
for which ξ is a root of. Then, choose m(x) ∈ S[x] to be of minimal degree, then:
Claim: m(x) is irreducible
Proof: Suppose m(x), as chosen above, is not irreducible. Then it can be factored as a
product of non-unit polynomials, say: m(x) = f(x)g(x), with:
0 < deg (f(x)) , deg (g(x)) < deg (m(x)) and since ξ is a root of m(x), then:
0 = m(ξ) = f(ξ)g(ξ). But C is an integral domain, then either f(ξ) = 0 or g(ξ) = 0 con-
tradicting the minimality of deg (m(x)) for which ξ is a root of. Thus, m(x) is irreducible. 
For uniqueness, suppose there are two polynomials of smallest degree, call themm1(x),m2(x)
such that ξ is a root of. By division algorithm, there exist polynomials q(x), r(x) ∈ Q[x]
such that m1(x) = q(x)m2(x) + r(x), with deg (r(x)) = 0 or deg (r(x)) < deg (m2(x)).
Now, m1(ξ) = q(ξ)m2(ξ) + r(ξ) with m1(ξ) = 0,m2(ξ) = 0 ⇒ r(ξ) = 0 contradicting
the minimality of the degree of m1(x) and m2(x) implying that r(x) = 0. Therefore,
m1(x) = q(x)m2(x) but m1(x) and m2(x) are of same degree, makes deg (q(x)) = 0. i.e.
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q(x) is a unit. Hence, m(x) is unique up to associates, and so we may assume it’s monic.
Now, let p(x) ∈ Q[x] such that p(ξ) = 0. Then, by the minimality of the degree of m(x),
we have deg (p(x)) > deg (m(x)) and so, if m(x) - p(x) then by the irreducibility of m(x),
m(x) and p(x) are relatively prime, so gcd (m(x), p(x)) = 1. Then, ∃ a(x), b(x) ∈ Q[x] such
that a(x)m(x) + b(x)p(x) = 1. And so, a(ξ)m(ξ)︸ ︷︷ ︸
=0
+ b(ξ)p(ξ)︸ ︷︷ ︸
=0
= 1 an obvious contradiction,
hence m(x)|p(x).
Definition 1.34. Minimal Polynomial
Let ξ be an algebraic number, then the monic polynomial m(x) ∈ Q[x] of smallest degree
such that m(ξ) = 0 is called the minimal polynomial of ξ.
Definition 1.35. The Degree of ξ
The degree of an algebraic number, ξ over a field F with minimal polynomial m(x) is the
degree of m(x).
Definition 1.36. Quadratic Fields
Let K be a field extension of Q of degree 2 (i.e. [K : Q] = 2), then this field extension is
called a quadratic number field.
Definition 1.37. Number Field
An extension of Q, K, with finite degree is called a Number Field.
Definition 1.38. The Ring of Integers of a Field
Let K be a number field, then the set of elements η ∈ K such that η is a root of a monic
polynomial with coefficients in Z, denoted by OK is called the ring of integers of K; i.e:
OK = {η ∈ K : f(η) = 0, for some monic f(x) ∈ Z[x]}
And it’s also called an ”Order” of a number field.
Remark 1.9.
Let θ be an algebraic integer which is a root of a quadratic minimal polynomial, p(x), where
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p(x) = x2 + ux+ v over Z, then the generation (aggrigation) of all algebraic integers of the
form:
ξ = β0 + β1θ
where β0, β1 ∈ Z forms a quadratic number field, denoted by Z[θ]. Then we may write:
θ = ξ+(−β0)β1
= −u+
√
u2−4v
2
= −u+
√
m
2 where
√
m = 2θ + u
and m is a square free integer.
Therefore, any number ξ ∈ Z[θ] can be represented by:
ξ =
u+
√
m
2
Hence, the fields Z[θ] and Z[
√
m] are identical. Moreover, m is called the radicand of the
quadratic field K = Z[√m]
Definition 1.39. Conjugate of ξ
The conjugate of any algebraic integer ξ = u+
√
m
2 is ξ given by:
ξ =
u−√m
2
Definition 1.40. Trace and Norm of an algebraic integer
The trace and norm of any algebraic integer ξ ∈ K, denoted by Tr(ξ) and N(ξ) respectively,
are given by:
Tr(ξ) = ξ + ξ = u+
√
m
2 +
u−√m
2 = u
and
N(ξ) = ξ ξ =
(
u+
√
m
2
)
·
(
u−√m
2
)
=
(
u2−m
4
) (1.11)
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Chapter 2
Main Results
This chapter presents the theorems and results concerning the number of ring
homomorphisms over the rings of integers, the rings of Gaussian integers, the rings of
Eisentein integers and rings of certain algebraic integers. Proofs of the results are presented
in full details. The original results and theorems are marked with an asterisk (*). Several
examples are given as an illustration to show how the formulas given in the theorems are
excellent tools for finding the number of ring homomorphisms without having to go through
all the intricate calculations.
2.1 Rings of integers
Lemma 2.1. The number of ring homomorphisms φ : Z→ Z is 2
Proof. Let φ : Z → Z be a ring homomorphism, and let φ(1) = x, then:
For any m ∈ Z, φ(m) = φ(m · 1) = m · φ(1) = mx. Therefore, any ring homomorphism
from Z into Z is completely determined by φ(1), i.e. by the value of x. Now, since 1 is an
idempotent, then so is φ(1) as well. So we need to find all idempotent elements in Z:
x2 = x ⇒ x2 − x = 0 ⇔ x(x − 1) = 0 ⇒ x = 0 or x = 1 Therefore, φ(1) = 0 or
φ(1) = 1. Which yields two homomorphisms:
φ(m) = 0 and φ(m) = m
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Lemma 2.2. The number of ring homomorphisms: φ : Z → Z× Z is 4
Proof. Let φ : Z → Z × Z be a ring homomorphism. Then, 1 is an idempotent element
in Z then so is φ(1) an idempotent in Z× Z. And the idempotent elements of Z× Z are:
(0, 0) (1, 0) (0, 1) (1, 1) Also, by the property of preserving the multiplication;
we have φ(n) = nφ(1) and hence we have the following four homomorphisms:
where φ(1) =

(0, 0)
(1, 0)
(0, 1)
(1, 1)
hence φ(n) =

(0, 0)
(n, 0)
(0, n)
(n, n)
Corollary * 2.1. {1} The number of ring homomorphisms:
φ : Z →
k−times︷ ︸︸ ︷
Z× Z× · · · × Z is 2k
Proof. Based on the same argument of the previous lemma;
we have for φ : Z→
k︷ ︸︸ ︷
Z× · · · × Z
φ(n) = nφ(1) and by the idempotent-ness property; we have φ(1) = ei where ei is a k-tuple
with 1 in its ith coordinate and zeros elsewhere.
Hence, the total number of ring homomorphisms equals the number of the ei’s which equals
to the total number of all possibilities of arranging (with order) the 0’s and 1’s in a k-tuple:
which is simply 2k.
{1} Henceforth: every result, corollary or theorem that is marked with an asterisk , *, is an original result
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Example 2.1. Consider the ring homomorphisms: φ : Z→ Z× Z× Z× Z:
Since 1 is an idempotent in Z then so is φ(1) in Z× Z× Z× Z.
And so φ(1) = one of the 16 idempotents in Z× Z× Z× Z and φ(n) = nφ(1), and thus we
have 16 ring homomorphisms:
φ(1) =

(0, 0, 0, 0), (1, 0, 0, 0)
(0, 1, 0, 0), (0, 0, 1, 0)
(0, 0, 0, 1), (1, 1, 0, 0)
(1, 0, 1, 0), (1, 0, 0, 1)
(0, 1, 0, 1), (0, 1, 1, 0)
(0, 0, 1, 1), (1, 1, 1, 0)
(1, 1, 0, 1), (1, 0, 1, 1)
(0, 1, 1, 1), (1, 1, 1, 1)
hence φ(n) =

(0, 0, 0, 0), (n, 0, 0, 0)
(0, n, 0, 0), (0, 0, n, 0)
(0, 0, 0, n), (n, n, 0, 0)
(n, 0, n, 0), (n, 0, 0, n)
(0, n, 0, n), (0, n, n, 0)
(0, 0, n, n), (n, n, n, 0)
(n, n, 0, n), (n, 0, n, n)
(0, n, n, n), (n, n, n, n)
Solution by using the formula in the theorem.
By using the simple formula in the theorem, we have:
N (φ : Z→ Z× Z× Z× Z) = 24 = 16 homomorphisms
Lemma 2.3. The number of ring homomorphisms:
φ : Z× Z → Z is 3
Proof. Note that φ is completely determined by its action on the idempotent elements in
Z× Z; i.e. by the values of φ
(
(1, 0)
)
and φ
(
(0, 1)
)
.
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Let φ
(
(1, 0)
)
= x1 and φ
(
(0, 1)
)
= x2. Then, by preserving the multiplication we have:
x1 = φ
(
(1, 0) · (1, 0)
)
= φ
(
(1, 0)
)
· φ
(
(1, 0)
)
= x21
0 = φ
(
(1, 0) · (0, 1)
)
= φ
(
(1, 0)
)
· φ
(
(0, 1)
)
= x1x2
0 = φ
(
(0, 1) · (1, 0)
)
= φ
(
(0, 1)
)
· φ
(
(1, 0)
)
= x2x1
x2 = φ
(
(0, 1) · (0, 1)
)
= φ
(
(0, 1)
)
· φ
(
(0, 1)
)
= x22
Therefore; from the first two equations; we have: x21 = x1 ⇒ x1 = 0 or x1 = 1 and x1x2 = 0
⇒ x1 = 0 or x2 = 0. And so, if x1 = 1 then x2 = 0.
Similarly, from the last two equations; we have x22 = x2 ⇒ x2 = 0 or x2 = 1 and x2x1 = 0
⇒ x2 = 0 or x1 = 0. And so, if x2 = 1 then x1 = 0.
Hence; we have three homomorphisms: One that maps everything to zero and the other
two homomorphisms are determined by mapping one of the elements: (1, 0), (0, 1) to 1 and
the other one to 0.
By a similar argument we can conclude the following generalization:
Corollary * 2.2. The number of ring homomorphisms:
φ :
k−times︷ ︸︸ ︷
Z× Z× · · · × Z → Z is (k + 1)
Proof.
For φ to be an isomorphism, it must map idempotent elements in
k−times︷ ︸︸ ︷
Z× Z× · · · × Z into
idempotent elements of Z. Thus, φ is completely determined on its action on the idempo-
tents of
k−times︷ ︸︸ ︷
Z× Z× · · · × Z which are ei’s where ei is the k − tuple whose ith component is
1 and 0’s elsewhere.
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Now, let xi = φ(ei), then for preserving the multiplication of homomorphisms, we have:
x1 = φ
(
e1 · e1
)
= φ(e1) · φ(e1) = x21
0 = φ
(
e1 · e2
)
= φ(e1) · φ(e2) = x1x2
...
0 = φ
(
e1 · ek
)
= φ(e1) · φ(ek) = x1xk
0 = φ
(
e2 · e1
)
= φ(e2) · φ(e1) = x2x1
x2 = φ
(
e2 · e2
)
= φ(e2) · φ(e2) = x22
...
0 = φ
(
e2 · ek
)
= φ(e2) · φ(ek) = x2xk
...
0 = φ
(
ei · e1
)
= φ(ei) · φ(e1) = xix1
0 = φ
(
ei · e2
)
= φ(ei) · φ(e2) = xix2
...
xi = φ
(
ei · ei
)
= φ(ei) · φ(ei) = x2i
0 = φ
(
ei · ei+1
)
= φ(ei) · φ(ei+1) = xixi+1
...
0 = φ
(
ei · ek
)
= φ(ei) · φ(ek) = xixk
So, from the set of equations for each i, we get that:
x2i = xi ⇒ xi = 0 or xi = 1 and xixj = 0 for i 6= j ⇒ xi = 0 or xj = 0
And if xi = 1 then xj = 0 for all j 6= i.
Therefore, we have (k+1) homomorphisms; One that maps everything to 0, and the other k
homomorphisms map one of the idempotent elements, ei’s, to 1 and maps the other (k− 1)
ej ’s to 0.
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Lemma 2.4. The number of ring homomorphisms:
φ : Z× Z → Z× Z is 9
Proof. Note, since any element of Z × Z is written in the form (x, y) = x(1, 0) + y(0, 1),
then any
ring homomorphism is completely determined by the values φ
(
(1, 0)
)
and φ
(
(0, 1)
)
.
Moreover; since (1, 0)2 = (1, 0) and (0, 1)2 = (0, 1) (idempotents), then φ
(
(1, 0)
)
, φ
(
(0, 1)
)
must also be idempotents in Z× Z.
Noticing that the idempotents of Z × Z are: (0, 0), (1, 0), (0, 1) and (1, 1). So,
φ
(
(1, 0)
)
and φ
(
(0, 1)
)
would take (temporarily speaking) any of these idempotent values.
Considering the following table:
φ
(
(1, 0)
)
φ
(
(0, 1)
)
φ
(
(x, y)
)
(0, 0) (0, 0) (0, 0)
(0, 0) (1, 0) (y, 0)
(0, 0) (0, 1) (0, y)
(0, 0) (1, 1) (y, y)
(1, 0) (0, 0) (x, 0)
(1, 0) (1, 0) (x+ y , 0)
(1, 0) (0, 1) (x, y)
(1, 0) (1, 1) (x+ y , y)
φ
(
(1, 0)
)
φ
(
(0, 1)
)
φ
(
(x, y)
)
(0, 1) (0, 0) (0, x)
(0, 1) (1, 0) (y, x)
(0, 1) (0, 1) (0,x+ y )
(0, 1) (1, 1) (y,x+ y )
(1, 1) (0, 0) (x, x)
(1, 1) (1, 0) (x+ y , x)
(1, 1) (0, 1) (x,x+ y )
(1, 1) (1, 1) (x+ y ,x+ y )
Where we have scratched out every (x+ y) to preserve the idempotent-ness property; so:
For φ
(
(1, 0)
)
= (0, 0) it combines with all 4 choices for φ
(
(0, 1)
)
.
For φ
(
(1, 0)
)
= (1, 0) it combines with only 2 choices for φ
(
(0, 1)
)
, and similarly;
For φ
(
(1, 0)
)
= (0, 1) it combines with only 2 choices for φ
(
(0, 1)
)
.
While for φ
(
(1, 0)
)
= (1, 1) it combines with only 1 choice for φ
(
(0, 1)
)
.
Hence, giving us a total of 1× 4 + 2× 2 + 1× 1 = 9 choices.
Therefore; the number of ring homomorphisms is 9 homomorphisms.
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Note that we could have proven this result in the following manner:
Let φ : Z× Z → Z× Z be a ring homomorphism.
Then note that any element (x, y) ∈ Z× Z can be written as:
(x, y) = x(1, 0) + y(0, 1). Therefore, any ring homomorphisms, φ, is completely determined
by the values of φ
(
(1, 0)
)
and φ
(
(0, 1)
)
.
Moreover, since (1, 0)2 = (1, 0), and (0, 1)2 = (0, 1) then (1, 0) and (0, 1) are idempotents,
and so must also φ
(
(1, 0)
)
and φ
(
(0, 1)
)
be idempotents.
Note that the idempotents elements of Z × Z satisfy (a2, b2) = (a, b) which gives us that
a, b = 0 or 1. And so the idempotent elements of Z× Z are:
(0, 0) (1, 0) (0, 1) (1, 1)
Now, taking all possible values of (1, 0) and (0, 1) from the list of idempotents, and keeping
in mind that (1, 1) is an idempotent gives us that we have to choose for x, y in φ
(
(x, y)
)
from {0, x, y}, giving us that the number of all these possibilities is:
(2 + 1)2 = 32 = 9
Corollary * 2.3. The number of ring homomorphisms:
φ : Z× Z → Z× Z× Z is 27
Proof. Similar to the argument in the proof of Result 1, any ring homomorphism is com-
pletely determined by the values φ
(
(1, 0)
)
and φ
(
(0, 1)
)
.
Now (1, 0) and (0, 1) are idempotents implying that φ
(
(1, 0)
)
and φ
(
(0, 1)
)
must also be
idempotents in Z× Z× Z. Noticing that the idempotents of Z× Z× Z are:
(0, 0, 0) (1, 0, 0) (0, 1, 0) (0, 0, 1)
(1, 1, 0) (1, 0, 1) (0, 1, 1) (1, 1, 1)
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Hence, φ
(
(1, 0)
)
and φ
(
(0, 1)
)
would take any of these idempotent values. But, to preserve
the idempotent-ness property, we see that:
• For φ
(
(1, 0)
)
= (0, 0, 0) it can combine with all 8 choices of the idempotents for
φ
(
(0, 1)
)
.
• For φ
(
(1, 0)
)
∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1)} (i.e. One 1 in its coordinates), then:
φ
(
(1, 0)
)
may combine with only 4 choices for φ
(
(0, 1)
)
, and we have three cases
of a single 1 in φ
(
(1, 0)
)
’s coordinates, thus we have 3× 4 choices.
• For φ
(
(1, 0)
)
∈ {(1, 1, 0), (1, 0, 1), (0, 1, 1)} (i.e. Two 1’s in its coordinates), then:
φ
(
(1, 0)
)
may combine with only 2 choices for φ
(
(0, 1)
)
, and we have three cases of
a double 1 in φ
(
(1, 0)
)
’s coordinates, thus we have 3× 2 choices.
• Finally, for φ
(
(1, 0)
)
= (1, 1, 1) (Three 1’s in its coordinates), φ
(
(1, 0)
)
may combine
with only one idempotent value for φ
(
(0, 1)
)
, namely (0, 0, 0), and we only have one
such case, so 1× 1 choices.
Note that we can summarize the previous cases by using some Combinatorics:
For the first case, we have one case of choosing 0’s out of 3 giving us
(
3
0
)
,
For the second case, we have two cases of selecting 1’s out of 3 ⇒ (31),
For the third case, we have four cases of selecting two 1’s out of 3 ⇒ (32),
For the fourth case, we have eight cases of selecting three 1’s out of 3, ⇒ (33).
Therefore, the total number of ring homomorphisms is:
(
3
0
)
23 +
(
3
1
)
22 +
(
3
2
)
2 +
(
3
3
)
20 = (2 + 1)3 = 33 = 27
Where we have used the combinatory’s identity :
n∑
i=0
(
n
i
)
· 23−i = 3n (2.1)
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Corollary * 2.4. The number of ring homomorphisms:
φ : Z× Z →
k−times︷ ︸︸ ︷
Z× Z× · · · × Z
is 3k
Proof. Similar to the argument above; any ring homomorphism is completely determined
by the values φ
(
(1, 0)
)
and φ
(
(0, 1)
)
.
Now (1, 0) and (0, 1) are idempotents implying that φ
(
(1, 0)
)
and φ
(
(0, 1)
)
must also be
idempotents in
k−times︷ ︸︸ ︷
Z× Z× · · · × Z.
Now, the idempotents of
k−times︷ ︸︸ ︷
Z× Z× · · · × Z are the ” 2k ” k-tuples fj whose coordinates
are 0’s and 1’s only. So, we have the following cases:
• For φ
(
(1, 0)
)
= (
k−times︷ ︸︸ ︷
0, 0, · · · , 0), then it may combine with the 2k choices for φ
(
(0, 1)
)
,
giving us 1 · (k0) choices.
• For φ
(
(1, 0)
)
equals to an k-tuple with only one single 1 in its coordinates and zeros
elsewhere. Then it would combine with
(
k
1
)
of the values of φ
(
(0, 1)
)
and we have 2 such cases.
• For φ
(
(1, 0)
)
equals to an k-tuple with only two 1’s in its coordinates and zeros
elsewhere. Then it would combine with
(
k
2
)
of the values of φ
(
(0, 1)
)
and we have 22 = 4 such cases.
...
• For φ
(
(1, 0)
)
equals to an k-tuple with only (k − 1) 1’s in its coordinates and zeros
elsewhere. Then it would combine with
(
k
k−1
)
of the values of φ
(
(0, 1)
)
and we have 2k−1 such cases.
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• For φ
(
(1, 0)
)
equals to an k-tuple with all 1’s in every coordinates. Then it would
combine with
(
k
k
)
of the values of φ
(
(0, 1)
)
and we have 2k such cases.
Therefore, the total number of ring homomorphisms is:
(
k
0
)
2k +
(
k
1
)
2k−1 +
(
k
2
)
2k−2 + · · ·+
(
k
k − 2
)
22 +
(
k
k − 1
)
21 +
(
k
k
)
20 = 3k
where we have used the identity (2.1)
Corollary * 2.5. The number of ring homomorphisms:
φ : Z× Z× Z → Z× Z× Z is 64
Proof. Similar to the argument of the proof of Lemma (2.4), any (x, y, z) ∈ Z × Z × Z is
written in the form of:
(x, y, z) = x(1, 0, 0) + y(0, 1, 0) + z(0, 0, 1)
And the idempotent elements of Z× Z× Z are:
(0, 0, 0) (1, 0, 0) (0, 1, 0) (0, 0, 1) (1, 1, 0) (1, 0, 1) (0, 1, 1) (1, 1, 1)
Now, taking all possible values of (1, 0, 0), (0, 1, 0) and (0, 0, 1) from the list of idempotents
gives us that we have to choose for x, y, z in φ
(
(x, y, z)
)
from {0, x, y, z}. Therefore; the
number of all these possibilities is:
(3 + 1)3 = 43 = 64
As a direct consequence of last two results, proceeding inductively; we have the following
Corollary :
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Corollary * 2.6. The number of ring homomorphisms over:
φ :
k−times︷ ︸︸ ︷
Z× Z× · · · × Z →
k−times︷ ︸︸ ︷
Z× Z× · · · × Z
is given by: (k + 1)k
Corollary * 2.7. The number of ring homomorphisms: φ : Z× Z× Z → Z is 4
Proof. Let φ : Z× Z× Z → Z be a ring homomorphism.
Note, any element of Z× Z× Z is written in the form:
(x, y, z) = x(1, 0, 0) + y(0, 1, 0) + z(0, 0, 1)
So, any ring homomorphism is completely determined by the values of:
φ
(
1, 0, 0
)
φ
(
0, 1, 0
)
φ
(
0, 0, 1
)
And since these are idempotent elements in Z × Z × Z then so are their images, and the
only idempotent elements of Z are 0 and 1.
Consider the following table:
φ
(
(1, 0, 0)
)
φ
(
(0, 1, 0)
)
φ
(
(0, 0, 1)
)
φ
(
(x, y)
)
0 0 0 0
0 0 1 z
0 1 0 y
0 1 1 (y + z )
1 0 0 x
1 0 1 (x+ z )
1 1 0 (x+ y )
1 1 1 (((((
(x+ y + z )
Where we have scratched out four choices in order to preserve the idempotent-ness property;
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so we only have four homomorphisms; namely:
φ
(
(x, y, z)
)
= 0, φ
(
(x, y, z)
)
= x, φ
(
(x, y, z)
)
= y, φ
(
(x, y, z)
)
= z
Corollary * 2.8. The number of ring homomorphisms:
φ : Z× Z× Z → Z× Z is 42 = 16
Proof.
Similar to the previous arguments; any element of Z× Z× Z is written in the form:
(x, y, z) = x(1, 0, 0) + y(0, 1, 0) + z(0, 0, 1)
And so, any ring homomorphism is completely determined by the values of:
φ
(
(1, 0, 0)
)
, φ
(
(0, 1, 0)
)
, φ
(
(0, 0, 1)
)
Considering the idempotent-ness property of (1, 0, 0), (0, 1, 0) and (0, 0, 1) gives us that
φ
(
(1, 0, 0)
)
, φ
(
(0, 1, 0)
)
and φ
(
(0, 0, 1)
)
would take the values of the idempotent elements
in Z× Z which are: (0, 0) (1, 0) (0, 1) (1, 1)
So, we’ll consider the following cases:
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φ
(
(1, 0, 0)
)
φ
(
(0, 1, 0)
)
φ
(
(0, 0, 1)
)
Number of choices for
φ
(
(x, y)
)
(0, 0) (0, 0) (0, 0), (1, 0), (0, 1), (1, 1) 4 choices
(0, 0) (1, 0) (0, 0), (0, 1) 2 choices
(0, 0) (0, 1) (0, 0), (1, 0) 2 choices
(0, 0) (1, 1) (0, 0) 1 choice
(1, 0) (0, 0) (0, 0), (0, 1) 2 choices
(1, 0) 
(1, 0) No Choices 0 choices
(1, 0) (0, 1) (0, 0) 1 choice
(1, 0) 
(1, 1) No Choices 0 choices
(0, 1) (0, 0) (0, 0), (1, 0) 2 choices
(0, 1) (1, 0) (0, 0) 1 choice
(0, 1) 
(0, 1) No Choices 0 choices
(0, 1) 
(1, 1) No Choices 0 choices
(1, 1) (0, 0) (0, 0) 1 choice
(1, 1) 
(1, 0) No Choices 0 choices
(1, 1) 
(0, 1) No Choices 0 choices
(1, 1) 
(1, 1) No Choices 0 choices
So, we have a total of: 4 + 2 + 2 + 1 + 2 + 1 + 2 + 1 + 1 = 16 ring homomorphisms.
Note that we can summarize the above cases by using some combinatorics {2}:
The total number of ring homomorphisms is:
(
2
0
)
32 +
(
2
1
)
3 +
(
2
2
)
1 = (3 + 1)2 = 42 = 16
{2}(See [14], pages 8 - 10)
41
Corollary * 2.9. The number of ring homomorphisms:
φ : Z× Z× Z → Z× Z× Z is 43 = 64
Proof. By using similar argument, it’s easy to see that using combinatorics simplifies the
computing procedure, and we get for the total number of ring homomorphisms to be:
(
3
0
)
33 +
(
3
1
)
32 +
(
3
2
)
3 +
(
3
3
)
1 = (3 + 1)3 = 43 = 64
Corollary * 2.10. The number of ring homomorphisms:
φ : Z× Z× Z →
k−times︷ ︸︸ ︷
Z× Z× · · · × Z is 4k
Proof. We may use the same lengthy procedure inductively; we’ve already seen that the
statement is true for k = 1, 2, 3. Assuming that the statement is true for k = n for some
n ∈ Z+; Then:
φ : Z× Z× Z →
(n+1)−times︷ ︸︸ ︷
Z× Z× · · · · · · × Z
⇔ φ : Z× Z× Z → (
n−times︷ ︸︸ ︷
Z× Z× · · · × Z)× Z.
So, we have the the same number of homomorphisms for the k = n case (which is 4k homo-
morphisms) multiplied by the
(
three (nontrivial) homomorphisms plus the zero homomorphisms
)
from (Z× Z× Z) to the extra Z. Hence; we have 4n × 4 = 4n+1 homomorphisms.
Note that we could have also used the same Combinatorics procedure which I have pointed
out. Noticing that the total number of homomorphisms is just:
(
k
0
)
3k +
(
k
1
)
3k−1 + · · ·+
(
k
k − 1
)
3 +
(
k
k
)
30 = (3 + 1)k = 4k
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Corollary * 2.11. The number of ring homomorphisms:
φ : Z× Z× Z× Z →
k−times︷ ︸︸ ︷
Z× Z× · · · × Z is 5k
Proof. Again; by using Combinatorics, we have; the total number of ring homomorphisms
to be: (
k
0
)
4k +
(
k
1
)
4k−1 + · · ·+
(
k
k − 1
)
4 +
(
k
k
)
40 = (4 + 1)k = 5k
Corollary * 2.12. The number of ring homomorphisms:
P : φ :
k−times︷ ︸︸ ︷
Z× Z× · · · × Z →
m−times︷ ︸︸ ︷
Z× Z× · · · × Z is
(
k + 1
)m
Proof. We’ll prove the statement P by double induction:
We’ve already proven that P(1,m) ⇒ 2m and P(k, 1) ⇒ (k+ 1) by Corollary* (2.1) (page
30) and Corollary* (2.2) (page 32) respectively.
So, assume that: P(k,m+ 1) and P(k + 1,m) are true for some k, m ∈ Z+.
We need to deduce that P(k + 1,m+ 1) is also true!. That is; we assume that:
P(k,m+ 1)

The number of ring homomorphisms:
φ :
k−times︷ ︸︸ ︷
Z× · · · × Z →
(m+1)−times︷ ︸︸ ︷
Z× · · · × Z
is (k + 1)(m+1)
(2.2)
P(k + 1,m)

The number of ring homomorphisms:
φ :
(k+1)−times︷ ︸︸ ︷
Z× · · · × Z →
m−times︷ ︸︸ ︷
Z× · · · × Z
is (k + 2)m
(2.3)
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We will use equation (2.3): {3}
So, considering the statement: P(k + 1,m+ 1) which deals with:
N
φ : (k+1)−times︷ ︸︸ ︷Z× Z× · · · × Z → (m+1)−times︷ ︸︸ ︷Z× Z× · · · × Z

⇐⇒ N
φ : (k+1)−times︷ ︸︸ ︷Z× Z× · · · × Z → m−times︷ ︸︸ ︷Z× Z× · · · × Z ×Z

So N
φ : (k+1)−times︷ ︸︸ ︷Z× Z× · · · × Z → (m+1)−times︷ ︸︸ ︷Z× Z× · · · × Z
 =
N
φ : (k+1)−times︷ ︸︸ ︷Z× Z× · · · × Z → m−times︷ ︸︸ ︷Z× Z× · · · × Z
 × (k + 2)
Where the multiplication by (k + 2) comes from:
the
(
(k + 1)(nontrivial) homomorphisms plus the zero homomorphism
)
from (
(k+1)−times︷ ︸︸ ︷
Z× · · · × Z) into the extra Z ring.
Therefore; the total number of ring homomorphisms is:
N
φ : (k+1)−times︷ ︸︸ ︷Z× Z× · · · × Z → (m+1)−times︷ ︸︸ ︷Z× Z× · · · × Z
 =
= (k + 2)m × (k + 2)
= (k + 2)(m+1)
{3}Note that we could have used equation (2.2) as well, but it’s much easier to use equation (2.3)
44
Lemma 2.5. The number of ring homomorphisms:
φ : Z → Zn is Id(n)
where Id(n) is the number of idempotent elements in Zn.
Proof.
Since, for x ∈ Z we have, as noted before, that φ(x) = φ(x · 1) = xφ(1).
So, φ is completely determined by its action on 1; i.e. by the value/values of φ(1). Note that:
φ(x+ y) = (x+ y)φ(1) = xφ(1) + yφ(1) = φ(x) + φ(y)
and φ(xy) = xyφ(1) = φ(x)φ(y) = xy
(
φ(1)
)2
Therefore; φ is a ring homomorphism if and only if
(
φ(1)
)2
= φ(1) in Zn
which implies that φ(1) takes all the possible values of the idempotent elements of Zn.
Hence, the number of ring homomorphisms from Z into Zn is Id(n) where Id(n) is the
number of idempotent elements of Zn.
Remark 2.1.
Let φ : Zk → Zk be a ring homomorphism. Then:
The only homomorphisms possible are those of the form: φ(x) = mx where x ∈ Zk and
φ(1) = m in Zk.
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Theorem 2.1. [1, Theorem 2]
The number of ring homomorphisms:
φ : Zm → Zn is 2ω(n)−ω
(
n
gcd(m,n)
)
where ω(n) = the number of distinct prime divisors of n.
Proof. Let φ : Zm → Zn be a ring homomorphism.
Then, a ring homomorphism is completely determined by its action on 1.
Moreover, since 1 is an idempotent element in Zm, then so is φ(1) in Zn.
Let n = qt11 q
t2
2 · · · qtss be the prime decomposition of n. Then, by the Chinese Remainder
Theorem, Zn is naturally ring homomorphic to the direct sum: Zqt11 ⊕ Zqt22 ⊕ · · · ⊕ Zqtss .
Also, we see that any ring homomorphism from Zm into Zn induces a ring homomorphism
from Zm into Zqtii for i = 1, 2, . . . s.
So, let φ(1) = a ∈ Zn, then in the direct sum a = (a1, a2, · · · , as) where ai ∈ Zqtii .
Then, each ai is also an idempotent of Zqtii , hence ai = 0, or 1. Which implies that there
are at most 2s ring homomorphisms from Zm into Zn.
But note that a ring homomorphism is also a group homomorphism, which implies that the
additive order of ai also divides m.
And conversely, if (a1, a2, · · · as) is any member of the direct sum with ai = 0 or 1 with the
additive order of ai | m,
then there is a ring homomorphism from Zm into Zqt11 ⊕ Zqt22 ⊕ · · · ⊕ Zqtss which carries 1
to (a1, a2, · · · , as). so the number of ring homomorphisms from Zm into Zn is simply the
number of s-tuples which meet these two conditions.
Now, since the additive order of 0 is 1 and the additive order of 1 in Z
q
ti
i
is qtii , then we
may take ai = 0 or 1 when q
ti
i | m, but we must take ai = 0 when qtii - m.
Claim: : qtii - m if and only if qi
∣∣∣∣ ( ngcd(m,n))
Proof: : (⇒): Let n = qt11 qt22 · · · qtss ,
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and W.L.O.G. let m = qT11 q
T2
2 · · · qTss · · · qTll with (Ti)′s ≥ 0,
Denote by Mi = min(ti, Ti). So gcd(m,n) = q
M1
1 q
M2
2 · · · qMss .
Therefore; if qtii - m, then the exponent ti of qi is ti > Ti, ⇒Mi = Ti, hence:
(
n
gcd(m,n)
)
= qt1−M11 q
t2−M2
2 · · · qti−Tii · · · qts−Mss .
Noting that ti − Ti > 0 since ti > Ti implying that ti − Ti ≥ 1, (at least 1):
⇒ qi
∣∣∣∣ ( ngcd(m,n)
)
Conversely (⇐): Suppose that qi
∣∣∣∣ ( ngcd(m,n)). Then:
since :
(
n
gcd(m,n)
)
= qt1−M11 q
t2−M2
2 · · · qti−Mii · · · qts−Msl
and qi
∣∣∣∣ ( ngcd(m,n)) ⇒ ti −Mi is at least one;
i.e. ti > Mi, and Mi = min(ti, Ti) ⇒ Mi = Ti ⇒ ti > Ti
and so, qtii - q
Ti
i ⇒ qtii - m

Therefore, denoting by ω(k) the number of distinct prime divisors of the integer k, and
therefore the number of ring homomorphisms from Zm into Zn is 2
ω(n)−ω
(
n
gcd(m,n)
)
.
An illustrating example is given on the next page:
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Example 2.2. Suppose we need to compute the number of ring homomorphisms:
φ : Z20 → Z30
First, we will solve the problem by finding these homomorphisms:
Let φ : Z20 → Z30 be a ring homomorphism: then for an x ∈ Z30. So, let φ(1) = a, then
φ(x) = φ(1 · x) = x · φ(1) = ax, where a ∈ Z30 and the order of a must divide 30 and 20.
That is: |a| | 30 and |a| | 20. Thus, |a| is a common divisor of 20 and 30, so a ∈ {1, 2, 5, 10}.
Now, the elements of Z30 that are of these orders are:
Order The elements
1 0
2 15
5 6, 12, 18, 24
10 3, 9, 21, 27
Moreover, since 1 is an idempotent, so is φ(1) too, that is: a2 = a. Computing the squares
of our elements ( mod 30), we find:
02 = 0, 152 = 15, 62 = 6, 122 = 24, 182 = 24, 32 = 9, 92 = 21, 212 = 21 and 272 = 9.
Therefore, the underlined elements are the idempotents, so a = 0, 6, 15, 21 and we have four
ring homomorphisms:
φ(x) = 0, φ(x) = 6x, φ(x) = 15x, φ(x) = 21x
Solution by using the formula in the theorem. Considering our formula above (in
the theorem), we only have the following simple calculations to do:
m = 20, n = 30,
(
n
gcd(m,n)
)
=
(
30
gcd(20,30)
)
=
(
30
10
)
= 3, ω(30) = 3, ω(3) = 1, hence:
N (φ : Z20 → Z30) = 2ω(30)−ω(3) = 23−1 = 22 = 4
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Theorem 2.2. [3, Theorem 1]
The number of ring homomorphisms:
φ : Zm1 × · · · × Zmr → Zpk
is
(
1 +Npk(m1,m2, · · · ,mr)
)
Where Npk(m1,m2, . . . ,mr) is the number of elements in the set {m1,m2, . . . ,mr} that are
divisible by pk.
Proof. Let φ : Zm1 × · · · × Zmr → Zpk be a ring homomorphism.
Let ei be the r-tuple with 1 in the i
th component and 0’s elsewhere. Then φ is completely
determined by φ(e1), φ(e2), . . . , φ(er).
Note that since ei’s is an idempotent element in Zmi for each i, then so are the φ(ei) in Zpk
∀ i, thus, φ(ei) = 0 or 1 ∀i.
Also, if φ(ei) = φ(ej) = 1 for some i 6= j. Then we have:
0 = φ(0) = φ(eiej) = φ(ei)φ(ej) = 1, a contradiction.
Therefore, if φ is not the zero homomorphism, then φ(ei) = 1 for exactly one value i:
Claim: For that i, pk must divide mi
Proof: Let φ : Zmi → Zpk be a natural ring homomorphism; then φ is surjective by def-
inition. Zmi has the identity element [1]mi and since φ is surjective, then φ([1]mi) is the
identity of Zpk , so φ([1]mi) = [1]pk , but:
[0]pk = φ([0]mi) = φ(mi[1]mi) = miφ([1]mi) = mi[1]pk = [mi]pk .
which implies pk | mi. 
Hence, for each i, pk must divide mi, so the number of ring homomorphisms:
Zm1 × · · · × Zmr into Zpk is 1 +Npk(m1,m2, · · · ,mr).
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Example 2.3.
Suppose we want to compute the number of ring homomorphisms: φ : Z12 × Z6 → Z22.
Note that φ is completely determined by its action on (1, 0) and (0, 1):
Let φ
(
(0, 1)
)
= a, then since 6(0, 1) = (0, 0) in Z12 × Z6 then 6a = 0 in Z4, and therefore
a = 0 or a = 2.
The first value; a = 0 gives us the first nontrivial homomorphism φ
(
(x, y)
)
= x( mod 4).
The second value; a = 2 gives us φ
(
(x, y)
)
= x+ 2y, but this wouldn’t be a ring homomor-
phism, and so, only the first possibility would be allowed.
Therefore, we have two ring homomorphisms, namely:
φ
(
(x, y)
)
= 0, φ
(
(x, y)
)
= x
Solution by using the formula in the theorem.
Let’s compute the number of ring homomorphisms by using the formula in the theorem:
The number of elements in the set {12, 6} that are divisible by 22 = 4 is 1 (namely, 12),
i.e. N22(12, 6) = 1.
Hence the number of ring homomorphisms is 1 + N22(12, 6) = 1 + 1 = 2. We see that this
is a much easier way to compute the number of ring homomorphisms than actually finding
those homomorphisms.
As a direct consequence of the last theorem, we get:
Theorem 2.3. [3, Theorem 2]
The number of ring homomorphisms:
φ : Zm1 × · · · × Zmr → Zpk11 × · · · × Zpkss
is
s∏
i=1
(
1 +Npki (m1,m2, · · · ,mr)
)
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2.2 Rings of Gaussian integers
Lemma 2.6. For i2 + 1 = 0, The number of ring homomorphisms:
φ : Z[i] → Z is 1
Proof. Let φ : Z[i]→ Z be a ring homomorphism.
Any element in Z[i] is of the form (x+ yi) and for any x ∈ Z, φ(x) = φ(x · 1) = xφ(1), and
φ(x + iy) = xφ(1) + yφ(i). So, any ring homomorphism is completely determined by the
values of φ(1) and φ(i). Now, since 1 is an idempotent in Z (12 = 1), then so is φ(1). And
the only idempotent elements in Z are 0 and 1. Then; φ(1) = 1, or φ(1) = 0: Note that
φ(1) cannot be 1. Since, if it were, φ(1) = 1; then we have:
0 = φ
(
x+ (−x)
)
= φ(x) + φ(−x) ⇒ φ(−x) = −φ(x), and considering φ(i):
We have −1 = −φ(1) = φ(−1) = φ(i2) =
(
φ(i)
)2 ⇒ (φ(i))2 = −1, which would imply
that φ(i) takes imaginary values in Z, an absurd. Therefore, the only ring homomorphisms
from Z[i] into Z is the zero (trivial) homomorphism: φ(x+ iy) = 0.
Lemma 2.7. The number of ring homomorphisms:
φ : Z[i] → Z[i] is 3
Proof. Let φ : Z[i] → Z[i] be a ring homomorphism.
Similar to the argument above: we have φ(1) = 1 or 0.
If φ(1) = 0 then we have the trivial homomorphism.
If φ(1) = 1, then φ(x) = xφ(1) and 0 = φ
(
x+(−x)
)
= φ(x)+φ(−x) and so φ(−x) = −φ(x)
Thus; −1 = −φ(1) = φ(−1) = φ(i2) =
(
φ(i)
)2 ⇒ φ(i) = ±i.
and so φ(x+ iy) = xφ(1) + yφ(i) = x± yi. Therefore; the only ring homomorphisms are:
φ(x+ yi) = x+ yi φ(x+ yi) = x− yi φ(x+ yi) = 0
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Theorem 2.4. [2, Theorem 1]
For i2 + 1 = 0, The number of ring homomorphisms:
φ : Z[i] → Z[i]/〈n〉
is cn · 3ω(n)
Where ω(n) is the number of distinct prime factors of n in Z[i] and where:
cn =

1 if 4 - n;
5
3 if 4 | n but 8 - n;
3 if 8 | n
Proof. Let φ : Z[i] → Z[i]/〈n〉 be a ring homomorphism.
Then, φ is completely determined by its action on 1 and i.
Let φ(1) = a, and φ(i) = b. Now, since 12 = 1, 1 · i = i, and i2 = −1; then in Z[i]/〈n〉:
12 = 1 ⇒ a2 = a
1 · i = i ⇒ a · b = b
i2 = −1 ⇒ b2 = −a
Let the prime decomposition of n be: n = pk11 p
k2
2 · · · pkrr , then by the Chinese Remainder
Theorem, we have:
Z[i]/〈n〉 ∼= Z[i]/〈pk11 〉 ⊕ Z[i]/〈pk22 〉 ⊕ · · · Z[i]/〈pkrr 〉
But a homomorphism from Z[i]→ Z[i]/〈n〉 induces a homomorphism
from Z[i] into Z[i]/〈pkjj 〉 for all j.
In the direct sum; let a = (a1, a2, . . . , ar), and b = (b1, b2, . . . , br), then:
a2j ≡ aj mod pkjj ⇔ pkjj | (a2j − aj) ⇔ pkjj | aj(aj − 1)
52
But Z[i] is a UFD (by theorem (1.8), page 15) with aj and (aj − 1) are relatively
prime, which implies that either p
kj
j | aj or pkjj | (aj − 1).
Thus, either aj = 0, or aj = 1.
If aj = 0 then bj = aj · bj = 0 ⇒ bj = 0
If aj = 1 then b
2
j = −aj = −1 ⇒ b2j + 1 = 0
Therefore; (bj + i)(bj − i) = 0 in Z[i]/〈pkjj 〉, which implies pkjj | (bj + i)(bj − i)
Now, if pj 6= 1 + i, then since the only prime divisors of 2i is (1 + i) (up to associates),
then pj cannot divide both factors: (bj + i) and (bj − i); and therefore:
p
kj
j | (bj + i) or pkjj | (bj − i) ⇒ bj = ±i
Now, consider the case when pj = 1 + i:
Note that since (1 + i)2 = 2i, then (1 + i) can divide both factors; but since n is an integer,
and since |1 + i| = √2, then the exponent, kj , of pj (= 1 + i) must be an even integer, say
kj = 2t.
Then we have to consider three cases:
Case 1. kj = 2, Then by Corollary (1.5) ,page 19, we have:
Z[i]/〈p2j 〉 = Z[i]/〈2i〉 ∼= Z[i]/〈22/2〉 = Z[i]/〈2〉
And hence we have two possibilities for bj .
Case 2. For kj = 4, by the same Corollary (1.5), we have:
Z[i]
/〈
p4j
∣∣∣
pj=1+i
〉 ∼= Z[i]/〈24/2〉 = Z[i]/〈22〉 = Z[i]/〈4〉.
And the number of possibilities for bj is 4.
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Case 3. For kj ≥ 6, note that p2j = 2i, so if p2j divides (bj + i);
i.e. if 2i | bj + i; ⇒ bj + i = 2mi for some m ∈ Z, hence:
bj = 2mi− i ⇒ bj − i = 2mi− 2i = 2i(m− 1) ⇒ (p2j = 2i) | (bj − i)
So, if p2j | (bj + i) ⇒ p2j | (bj − i)
Similarly; if p2j | (bj − i), then ∃ l ∈ Z such that bj − i = 2li, and so:
bj = 2li+ i ⇒ bj + i = 2li+ 2i = 2i(l + 1) ⇒ p2j | bj + i
Therefore p2j = (1 + i)
2 divides one factor if and only if it divides the other.
But (1 + i)3 = 2i(1 + i) = (2i− 2) which cannot divide both factors for:
if
(
(1 + i)3 = (2i− 2)
)∣∣∣(bj + i), then:
bj + i = (2i− 2)m
⇒ bj = (2i− 2)m− i
⇒ bj = 2mi− 2m− i = i(2m− 1)− 2m
⇒ bj − i = 2i(m− 1)− 2m
And (1+ i)3 -
(
2i(m−1)−2m) {4} , i.e. (1+ i)3 - (bj− i), So (1+ i)3 cannot divide
both factors, bj + i, bj − i, hence (1 + i)kj−2 must divide one of the factors.
Now, (1 + i)kj−2 = (1 + i)2t−2 = (1 + i)2(t−1) =
(
(1 + i)2
)t−1
= (2i)t−1 = 2t−1 (up
to associates). Note that the set 2t−1(r + si) has 4 elements in Z[i]/〈22t/2〉 and:
Z[i]/〈22t/2〉 = Z[i]/〈2t〉 ∼= Z[i]/〈pkjj 〉 (2.4)
which gives 2 × 4 = 8 possibilities for the values of bj . So we determined the
necessary and sufficient conditions for the existence of a ring homomorphisms from
Z[i] into Z[i]/〈n〉.
{4}In view of Theorem (1.6), page 14, N
(
(1 + i)3
)
= 8 - 4
(
2m2 − 2m+ 1︸ ︷︷ ︸
an odd number
)
= N
(
2i(m− 1)− 2m)
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Conversely; If (a1, a2, . . . , ar) and (b1, b2, . . . , br) are any elements of the direct sum which
satisfy the above conditions, then the number of ring homomorphisms from Z[i] into Z[i]/〈n〉
is as claimed.
Example 2.4. The ring homomorphisms from: Z[i]→ Z[i]/〈3〉:
First, we solve the problem by actually finding the ring homomorphisms:
Let φ : Z[i]→ Z[i]/〈3〉 be a ring homomorphism, then:
Since (x+ iy) = x(1) + y(i), then φ(x+ iy) = xφ(1) + yφ(i), and so φ is completely deter-
mined by its action on 1 and i.
Let φ(1) = a and φ(i) = b, so φ(x+ iy) = ax+ by
12 = 1 ⇒ a2 = a ⇒ a = 0 or a = 1.
i2 = −1 ⇒ b2 = −a ⇒ b = 0 or b = ±i, i.e. in Z3[i], b = i, 2i
If a = 0 then b = 0 and we have the zero homomorphism: φ(x+ iy) = 0.
If a = 1 and b = i, then φ(x+ iy) = x+ iy
If a = 1 and b = 2i, then φ(x+ iy) = x+ 2iy, which is a ring homomorphism since:
Let α = x+ iy, β = u+ iv, then: φ(α) = x+ 2iy and φ(β) = u+ 2iv and:
α · β = (xu− yv) + i(xv + yu),
φ(α · β) = (xu−yv) + 2i(xv + yu) = (xu+2yv) + 2i(xv + yu)
φ(α) · φ(β) = (x+ 2iy)(u+ 2iv) = (xu−4yv) + 2i(xv + yu)
= (xu+2yv) + 2i(xv + yu) = φ(α · β)
Therefore, we have N
(
φ : Z[i]→ Z[i]/〈3〉
)
= 3, namely:
φ(x+ iy) = 0, φ(x+ iy) = x+ iy, φ(x+ iy) = x+ 2iy
Solution by using the formula in the theorem.
Let’s consider the same problem using the formula in the theorem:
Note, 4 - 3 (4 - n) and we have the first case of cn: thus, cn = 1.
ω(3) = 1 (3 is a prime in Z[i]) Therefore:
N
(
φ : Z[i]→ Z[i]/〈3〉
)
= 1× 3ω(3) = 1× 31 = 3
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Theorem 2.5. [2, Theorem 2]
The number of ring homomorphisms:
φ : Z[i]/〈m〉 → Z[i]/〈n〉
is cn · 3ω(n)−ω
(
n
gcd(m,n)
)
where ω(k) is the number of distinct prime factors of k in Z[i] and cn is:
cn =

1 if 4 - n, or 2 |
(
n
gcd(m,n)
)
;
5
3 if 2 -
(
n
gcd(m,n)
)
and 4 | n but 8 - n;
3 if 8 | n and 2 -
(
n
gcd(m,n)
)
Proof.
Note that we still have the same conditions as in the previous theorem’s proof, but moreover:
Let φ : Z[i]/〈m〉 → Z[i]/〈n〉
be a ring homomorphism, and let the prime decomposition of n ∈ Z[i]/〈n〉 be:
n = pk11 p
k2
2 · · · pkrr
Let φ(1) = a = (a1, a2, . . . , ar) ∈ Z[i]/〈n〉. Then:
When aj = 1 ∈ Z[i]/〈pkjj 〉, then maj = m = 0 in Z[i]/〈pkjj 〉 because m · 1 = 0 in Z[i]/〈m〉
So, whenever p
kj
j doesn’t divide m, then only the trivial homomorphism for that component
of the direct product is possible, hence, reducing the exponent of 3 or 5.
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Example 2.5.
Consider the number of ring homomorphisms: φ : Z[i]/〈3〉 → Z[i]/〈6〉:
Solving the problem by finding the ring homomorphisms:
For an α ∈ Z[i]/〈3〉, α = a(1) + b(i), so φ is determined by the values of φ(1) and φ(i). So,
let e = φ(1) and f = φ(i), we have the following conditions to satisfy:
e2 = e, ef = f , f2 = −e with 3e = 0,and as an idempotent, e ∈ {0, 1, 3, 4}.
For e = 0 ⇒ f = 0 giving us the zero homomorphism: (e, f) = (0, 0).
For e = 1 and e = 3 are not acceptable since 3e 6= 0 in either case.
For e = 4 ⇒ f2 = −4, and so f = ±i giving us (e, f) = (4, 2i) and (4,−2i).
Therefore, we have the following 3 ring homomorphisms:
φ(x+ iy) = 0 φ(x+ iy) = 4x+ 2iy φ(x+ iy) = 4x− 2iy
Solution by using the formula in the theorem.
Solving the problem using the formula in the theorem.
We have m = 3 and n = 6, and 4 - 6 giving us the first case of cn which is cn = 1.
Note, even thought 2 is not a Gaussian prime and it factors as 2 = (1 + i)(1 − i), but
actually, the number of distinct prime factors of 2 is one since (1 + i) and (1 − i) are the
same Gaussian prime (for 1 + i = i(1 − i)). Hence, we have,the number of prime divisors
of 6 is 2 in Z[i], and that of 2 is 1, thus:
ω(6) = 2, and ω
(
6
gcd(3,6)
)
= ω
(
6
3
)
= ω(2) = 1.
Hence, N (φ : Z[i]/〈3〉 → Z[i]/〈6〉) = cn · 3ω(6)−ω( 6gcd(3,6)) = 1 · 3ω(6)−ω(2) = 32−1 = 3.
57
Theorem 2.6. [4, Theorem 1]
The number of ring homomorphisms:
φ : Zm[i]× Zn[i] → Zk[i]
is cn · 5ω(k)−ω
(
k
gcd(m,n,k)
)
· 32ω
(
k
gcd(m,n,k)
)
−ω
(
k
gcd(m,k)
)
−ω
(
k
gcd(n,k)
)
where ω(s) is the number of distinct prime factors of s in Z[i] and:
cn =

1 if either 4 - k or
(
4 | k,
(
2
∣∣∣ ( kgcd(m,k))) and (2∣∣∣ ( kgcd(n,k)))
)
5
3 if 4 | k, 8 - k and
(
4 | n or 4 | m but not both)
9
5 if 4 | k, 8 - k and 2 6
∣∣∣ ( kgcd(m,n,k))
3 if 8 | k and (8 | n or 8 | m but not both)
17
5 if 8 | k and 2 6
∣∣∣ ( kgcd(m,n,k))
Proof.
Let φ : Zm[i] × Zn[i] → Zk[i]
be a ring homomorphism; then any ring homomorphism is completely determined by its
action on (1, 0), (0, 1), (i, 0) and (0, i).
Let the the prime decomposition of k be: k = pr11 p
r2
2 · · · prtt .
Then, by the Chinese Remainder Theorem:
Zk[i] ∼= Zpr11 [i] × Zpr22 [i] × · · · × Zprtt [i]
For φ ((1, 0)) and φ ((0, 1)):
Let φ ((1, 0)) = u mod k and φ ((0, 1)) = v mod k, then:
Let φ ((s, t)) = (us+ vt) mod k
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but 0 = φ
(
(0, 0)
)
= φ
(
(m, 0)
)
= mφ
(
(1, 0)
)
= mu, so u = 0 or u = m
and u = φ
(
(1, 0)
)
= φ
(
(1, 0)2
)
=
(
φ
(
(1, 0)
))2
= u2, so u = 0 or u = 1
Similarly 0 = φ
(
(0, 0)
)
= φ
(
(0, n)
)
= nφ
(
(0, 1)
)
= nv, so v = 0 or v = n
And v = φ
(
(0, 1)
)
= φ
(
(0, 1)2
)
=
(
φ
(
(0, 1)
))2
= v2, so v = 0 or v = 1
Therefore; φ ((1, 0)) and φ ((0, 1)) in Z
p
rj
j
[i] each is equal to 0 or 1 ∀j.
And since φ sends idempotent elements into idempotent elements, then any ring homomor-
phism is completely determined by its action on (i, 0) and (0, i):
So let a = φ ((i, 0)) and b = φ ((0, i)). Thus, the ring homomorphism is completely deter-
mined by its action on the values of a, b.
Moreover, the order of a must divide gcd(m, k) and the order of b must divide gcd(n, k).
Suppose pj 6= 1 + i then we have three cases to consider:
Case 1. If p
rj
j | gcd(m,n) then:
(i, 0)2 = (−1, 0) = −1(1, 0) ⇒ a2j = −u
(i, 0) · (0, i) = (mu, nv) ⇒ aj · bj = 0
(0, i)2 = (0,−1) = −1(0, 1) ⇒ b2j = −v
But u = 0, 1, and v = 0, 1. Thus, for u, v 6= 0, a2j = −1 and b2j = −1.
Therefore, p
rj
j | (aj + i)(aj − i) and prjj | (bj + i)(bj − i).
⇒ aj = 0, i or −i and bj = 0, i or −i.
Now, k = pr11 p
r2
2 · · · prtt and by the Chinese Remainder Theorem:
Zk[i] ∼= Zpr11 [i]× Zpr22 [i]× · · · × Zprtt [i]; so a homomorphism from Zm[i]× Zn[i] into
Zk[i] induces a homomorphism from Zm[i]× Zn[i] into Zprjj [i] ∀j.
Now, since (i, 0)2 = −i(i, 0), then a2j ≡ −iaj mod prjj ⇒ prjj | aj(aj + i), and
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since Zm[i] × Zn[i] is a UFD, then aj and (aj + i) are relatively prime; therefore,
either p
rj
j | aj or prjj | (aj + i); ⇒
(
aj = 0 or aj = −i
)
∈ Z
p
rj
j
[i]
Therefore, in Z
p
rj
j
[i]
(
aj = 0 or aj = −i
)
along with
(
bj = 0, i, −i
)
giving us:
(0, 0) (0, i)
::::::
(0,−i)
(−i, 0) (−i, i) . . . . . . . . .(−i,−i)
Similarly, (0, i)2 = −i(0, i) ⇒ b2j = −ibj mod prjj ⇒ prjj | bj(bj + i)
⇒
(
bj = 0, or bj = −i
)
∈ Z
p
rj
j
[i]
Therefore, in Z
p
rj
j
[i]
(
bj = 0 or bj = −i
)
along with
(
aj = 0, i, −i
)
giving us:
(0, 0) (i, 0) (−i, 0)
::::::
(0,−i) (i,−i) . . . . . . . . .(−i,−i)
but ajbj = 0 mod p
rj
j ⇒ we have 5 choices as described in the following table:
(0, 0)
::::::
(0,−i) (−i, 0) . . . . . . . .(−i,−i)
(0, i) (i, 0) (−i, i) (i,−i)
Also, note that the number of primes pj such that p
rj
j | gcd(m,n, k) is:
ω(k)− ω
(
k
gcd(m,n,k)
)
Case 2. If p
rj
j | m but prjj - n, then we have:
aj = 0, i, or −i and bj = 0 ⇒ we have 3 choices
And noting that the number of primes pj such that p
rj
j | m but prjj - n is:
ω
(
k
gcd(m,n,k)
)
− ω
(
k
gcd(m,k)
)
Case 3. If p
rj
j | n but prjj - m, then we have:
aj = 0, and bj = 0, i, or −i ⇒ we have 3 choices
Also, the number of primes pj such that p
rj
j | n but prjj - m is:
ω
(
k
gcd(m,n,k)
)
− ω
(
k
gcd(n,k)
)
When pj = 1 + i, complication arise: since (1 + i)
2 = 2i ⇒ (1 + i) can divide both factors
of
(
(aj + i), (aj − i)
)
, and
(
(bj − i), (bj + i)
)
. And |1 + i| = √2 ⇒ rj , the exponent of pj ,
must be an even integer, and so, we have to consider three cases:
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Case 1. rj = 2, ⇒ prjj = 2i, and by equation (2.4),page 54, we have: Zprjj [i]
∼= Z2[i].
so if 2 | gcd(m,n) then: Let φ((i, 0)) = ui mod 2 and φ((0, i)) = vi mod 2.
So φ
(
(s, t)
)
= (us+ vt) mod 2, then:
0 = φ
(
(0, 0)
)
= φ
(
(2i, 0)
)
= 2φ
(
(i, 0)
)
= 2iu ⇒ u = 0 or 1
0 = φ
(
(0, 0)
)
= φ
(
(0, 2i)
)
= 2φ
(
(0, i)
)
= 2iv ⇒ v = 0 or 1
and thus we have three choices.
Case 2. rj = 4, then we have:
Z
p
rj
j
[i] ∼= Z4[i]
If 4 | gcd(m,n), then φ((s, t)) = us+ vt mod 4, and noting that:
0 = φ
(
(0, 0)
)
= φ
(
(4i, 0)
)
= 4φ
(
(i, 0)
)
= 4iu ⇒ u = 0, 1, 2 or 3
0 = φ
(
(0, 0)
)
= φ
(
(0, 4i)
)
= 4φ
(
(0, i)
)
= 4iv ⇒ v = 0, 1, 2 or 3
Therefore, we have 9 choices.
If 4 | m or 4 | n; but not both, then we have either u = 0, 1, 2, 3, and v = 0, or vise
versa: v = 0, 1, 2, 3, and u = 0 giving us 5 choices.
If 4 - m and 4 - n ⇒ u = v = 0 ⇒ one choice.
Case 3. If rj ≥ 6:
If 8 | gcd(m,n), then similar to the explanation in Case 2, aj and bj would have 8
choices each, giving us 2× 8 + 1 = 17 choices.
If 8 | m or 8 | n but not both, ⇒ 9 choices.
And if 8 - m and 8 - n, then we have only one choice, and hence, completing the
proof.
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Example 2.6.
Concerning the number of ring homomorphisms φ : Z3[i]× Z4[i]→ Z6[i]
φ is determined by its action on the generators
(
(1, 0), (0, 1), (i, 0), (0, i)
)
of Z3[i]×Z4[i] (as
being a group homomorphism) along with the additional ring-homomorphism conditions on
the images of those generators.
So, let x = φ
(
(1, 0)
)
, y = φ
(
(0, 1)
)
, u = φ
(
(i, 0)
)
, v = φ
(
0, i)
)
, then:
x = u = 0, 2, 4, 2i, 4i, 2 + 2i, 2 + 4i, 4 + 2i, 4 + 4i and y = v = 0, 3, 3i, 3 + 3i.
But φ being a ring homomorphism requires that x and y to be idempotents and x · y = 0,
u · v = 0, u2 = −x, v2 = −y. Combining these conditions we get that:
x = 0, 4; y = 0, 3; u = 0, 4, 4i; v = 0, 3, 3i;
For α = a+ bi and β = c+ di, we have the following 9 ring homomorphism:
φ ((1, 0)) φ ((0, 1)) φ ((i, 0)) φ ((0, i))
0 0 0 0
0 3 0 3
0 3 0 3i
4 0 4i 0
4 3 4i 3
4 3 4i 3i
4 0 4 0
4 3 4 3
4 3 4 3i
So φ
(
α, β
)
=

0
(3c+ 3d)
(3c) + (3d)i
(4a) + (4b)i
(4a+ 3c+ 3d) + (4b)i
(4a+ 3c) + (4b+ 3d)i
(4a+ 4b)
(4a+ 4b+ 3c+ 3d)
(4a+ 4b+ 3c) + (3d)i
Solution by using the formula in the theorem. We have:
m = 3, n = 4, k = 6, first of all, note that 4 - 6, thus cn = 1. Then, the ω’s:
(
k
gcd(m,n,k)
)
=
(
6
gcd(3,4,6)
)
=
(
6
1
)
= 6,
(
k
gcd(m,k)
)
=
(
6
gcd(3,6)
)
=
(
6
3
)
= 2
(
k
gcd(n,k)
)
=
(
6
gcd(4,6)
)
=
(
6
2
)
= 3, Thus ω(6) = 2, ω(3) = 1, ω(2) = 1
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and the number of ring homomorphisms φ : Z3[i]× Z4[i]→ Z6[i] is:
N = cn · 5ω(k)−ω
(
k
gcd(m,n,k)
)
· 32ω
(
k
gcd(m,n,k)
)
−ω
(
k
gcd(m,k)
)
−ω
(
k
gcd(n,k)
)
= 1 · 5ω(6)−ω(6) · 32ω(6)−ω(2)−ω(3) = 1 · 50 · 32·2−1−1 = 32 = 9
Theorem 2.7. [6, Theorem 1]
The number of ring homomorphisms:
φ : Zm1 [i]× · · · × Zmr [i] → Zpk [i]
is Ck
where Ck =

1 + 2Npk if p
k = 2 or p ≡ 3 mod 4
1 + 4Npk if p
k = 4
1 + 6Npk if p
k = 2k, k ≥ 3
1 + 8Npk if p ≡ 1 mod 4
Where Npk is the number of elements in the set: {m1,m2, . . . ,mr} that are divisible by pk.
Proof.
Let φ : Zm1 [i]× · · · × Zmr [i]→ Zpk [i] be a ring homomorphism.
Let e1, e2, . . . , er be the r − tuples such that each ej has 1 in the jth component and 0
elsewhere.
Let f1, f2, . . . , fr be the r − tuples such that each fj has i in the jth component and 0
eslewhere.
Then φ is completely determined by the values of φ(ej) and φ(fj) for j = 1, 2, . . . , r.
Note that since each ej is an idempotent element in Zmj [i], then so is φ(ej) in Zpk [i].
And if φ(ei) 6= 0, φ(ej) 6= 0 for i 6= j
then 0 = φ(0) = φ(eiej) = φ(ei)φ(ej) 6= 0 which is a contradiction
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And hence for a nonzero homomorphism φ, we have φ(ei) 6= 0 for exactly one value i, and
for that i, pk must divide mi. Moreover:
fi · fi = −ei ⇒ φ(fi) · φ(fi) = −φ(ei)
ei · fi = fi ⇒ φ(ei) · φ(fi) = φ(fi)
φ(ei) is an idempotent ⇒
(
φ(ei)
)2
= φ(ei) mod p
k
Therefore φ(ei)
(
φ(ei)− 1
)
= 0 mod pk
Then, we will consider the following cases:
Case 1. pk = 2 or p ≡ 3 mod 4, So we have:
x2 ≡ x mod 2
x2 ≡ x mod p ≡ 3 mod 4
(2.5)
Then, equation (3.2) has a solution if and only if x = 0 or 1;
But φ(ei) 6= 0 ⇒ φ(ei) = 1
So φ(ei) = 1 ⇒
(
φ(fi)
)2
= −φ(ei) = −1
Moreover, as for the generator of Zpk [i], (1− i), we have |1− i| =
√
2 and so:
(
φ(fi)
)2
= −1 ⇒ φ(fi) = ±i if pk - 4
which gives us two choices for this case (pk = 2 or p ≡ 3 mod 4).
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Case 2. pk = 4: We have
(
φ(ei)
)2
= φ(ei) mod 4.
Then, by Lemma 1.6, Case (2) (pages 12-13), we get:(
(φ(ei))
2 ≡ φ(ei) mod 4
)
has a solution if and only if:
φ(ei) ≡ 1 mod 4 or φ(ei) ≡ 3 mod 4
So, modulo 4,
(
φ(fi)
)2
= −φ(ei) =

−1 ⇒ φ(fi) = ±i
−3 ⇒ φ(fi) = ±
√
3i
Therefore φ(fi) has 4 possibilities (for p
k = 2).
Case 3. pk = 2k: and for k ≥ 3, we have:
(
φ(fi)
)2
= −φ(ei) ≡ −1 mod 2k ⇒ (φ(fi))2 ≡ −1 mod 2k
Then we have either one of the following two cases:
(
φ(fi)
)2
= −1 ⇒ φ(fi) = ±i
And by equation (1.3), page 11, we have:
φ(fi) = 2
n−1 + bi, where b = 1, −1, 2n−1 + 1, 2n−1 − 1.
Hence, φ(fi) has 6 possibilities.
Case 4. For p ≡ 1 mod 4:
Now
(
φ(fi)
)2
= −φ(ei), φ(fi) · φ(ei) = φ(fi) :
For φ(ei) = 1 ⇒
(
φ(fi)
)2 ≡ −1 mod p ⇒ φ(fi) = ±i
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Since
(
x2 ≡ −1 mod p
)
has a solution if and only if
(
p ≡ 1 mod 4
)
;
And the number of solutions to the quadratic congruence is:
1 +
(
−1
p
)
= 2 for p ≡ 1 mod 4
Therefore,
((
φ(fi)
)2 ≡ −1 mod p) has two solutions for p ≡ 1 mod 4;
So, taking into considerations the associates of each solution ξj , for j = 1, 2:
ξj , −ξj , iξj , −iξj , j = 1, 2
Hence, φ(fi) has a total of 8 possibilities.
Theorem 2.8. [6, Theorem 2]
The number of ring homomorphisms:
φ : Zm1 [i]× Zm2 [i]× · · · × Zmr [i]→ Zpk11 [i]× Zpk22 [i]× · · · × Zpkss [i]
is
i=s∏
i=1
Ck
Where Ck is as in theorem (2.7) (page 63).
Proof. Using the same argument as in the last theorem’s proof, and taking the product of
all those numbers for each case.
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2.3 Rings of Eisenstein integers
Theorem 2.9. [2, Theorem 3]
Let ρ be a solution of: ρ2 + ρ+ 1 = 0, Then, the number of ring homomorphisms:
φ : Z[ρ] → Zn[ρ]
is cn · 3ω(n)
where ω(n) is the number of distinct prime factors of n in Z[ρ] and:
cn =

1 if 3 - n;
4
3 if 3 | n but 9 - n;
7
3 if 9 | n
Proof. Let φ : Z[ρ] → Zn[ρ] be a ring homomorphism.
And let φ(1) = a, and φ(ρ) = b, then:
12 = 1 ⇒ a2 = a
1 · ρ = ρ ⇒ a · b = b
ρ2 + ρ+ 1 = 0 ⇒ b2 + b+ a = 0
Let the prime-power decomposition of n ∈ Z[ρ] be: n = pk11 pk22 · · · pkrr , then:
a2j = aj ⇒ aj = 0 or aj = 1 :
If aj = 0, then bj = aj · bj = 0
If aj = 1, then b
2
j + bj + 1 = 0
⇒ (bj − ρ)(bj − ρ2) = 0 in Z
p
kj
j
[ρ] ⇒ pkjj
∣∣∣(bj − ρ)(bj − ρ2)
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Suppose pj 6= (1− ρ), then:
(bj − ρ2)− (bj − ρ) = ρ(1− ρ)
Therefore; (1 − ρ) is the only prime divisor of the difference of these two factors (up to
associates), i.e. pj cannot divide both factors, and thus, bj = ρ or bj = ρ
2.
When pj = (1− ρ), then, since (1− ρ) can divide both factors, and since |1− ρ| =
√
3, and
since n is an integer, then kj , the exponent of pj(= 1− ρ), must be an even integer.
Moreover; by the Conclusion of Proposition 6 (1.5.2), page 25: Z
p
kj
j
[ρ] ∼= Z3[ρ].
So; a2 = a, a · b = b and b2 + b+ a = 0 with pkjj | (bj − ρ)(bj − ρ2)
And for kj = 2 and pj = (1− ρ):
p2j = (1− ρ)2 = 1− 2ρ+ ρ2 = (1 + ρ2)− 2ρ = −ρ− 2ρ = −3ρ ⇒ p2j = −3ρ
which shows that : Z[ρ]/〈p2j 〉 = Z[ρ]/〈(1− ρ)2〉 = Z[ρ]/〈−3ρ〉 ∼= Z[ρ]/〈3〉
So, p2j = −3ρ | (bj − ρ); i.e. bj ∼= ρ mod (−3ρ), and
p2j = −3ρ | (bj − ρ2), i.e. bj ∼= ρ2 mod (−3ρ)
Now, if kj ≥ 4 (i.e.kj = 4, 6, 8, · · · ), then :
p4j = (1− ρ)4 = (−3ρ)2 = 9ρ2,
p6j = (−3ρ) · 9ρ2 = −27ρ3,
p8j = (−3ρ) · −27ρ3 = 81ρ4,
...
p2tj = (1− ρ)2t = (−1)t · 32tρt
Hence: (1− ρ)kj−1 = (1− ρ)odd divides one factor. And since Z[ρ]/〈(1− ρ)〉 has 3 elements,
then (1 − ρ)kj−1 divides 3 elements in Z[ρ]/〈pkjj 〉. Therefore, we have (1 − ρ) divides 3
elements and (1 − ρ)kj−1 divides 3 elements, and so we have in total (including the zero
possibility) 7 possibilities.
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So, we have determined the necessary conditions for the existence of a homomorphism from
Z[ρ] into Zn[ρ].
Conversely, if (a1, a2, . . . , ar) and (b1, b2, . . . , br) are the elements of the direct sum which
satisfy the above conditions, then there is a homomorphism from Z[ρ] into Z[ρ]/〈n〉 and the
number of homomorphism is as claimed.
Example 2.7.
Considering the ring homomorphisms: φ : Z[ρ]→ Z2[ρ]:
Using the usual method of finding the ring homomorphisms: φ is determined completely by
its action on 1 and ρ.
Let φ(1) = a and φ(ρ) = b, then b2 + b+ a = 0, and:
12 = 1 ⇒ a2 = a ⇒ a = 0, 1.
Now, if a = 0, then b2 + b = 0 ⇒ b = 0 or b = −1 = ρ2 + ρ,
but the second choice wouldn’t preserve the ring-multiplication property, and so b = 0.
If a = 1, then b2 + b+ 1 = 0 ⇒ b = ρ, ρ2
and thus we have three ring homomorphisms:
φ(x+ ρy) = 0, φ(x+ ρy) = x+ ρy, φ(x+ ρy) = x+ ρ2y
Solution by using the formula in the theorem. We have:
n = 2, 3 - 2, so this is the first case of cn on page 67 (cn = 1).
ω(2) = 1 since 2 is an Eisenstein prime, and:
Thus, N (φ : Z[ρ]→ Z2[ρ]) = cn · 3ω(n) = 1 · 3ω(2) = 31 = 3.
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Theorem 2.10. [2, Theorem 4]
The number of ring homomorphisms:
φ : Zm[ρ] → Zn[ρ]
is cn · 3ω(n)−ω
(
n
gcd(m,n)
)
where ω(k) is the number of distinct prime factors of k in Z[ρ] and:
cn =

1 if either 3 - n, or 3
∣∣∣ ( ngcd(m,n))
4
3 if 3 -
(
n
gcd(m,n)
)
and 3 | n but 9 - n;
7
3 if 3 6
∣∣∣ ( ngcd(m,n)) and 9 | n
Proof.
Let φ : Zm[ρ] → Zn[ρ] be a ring homomorphism.
And let the prime decomposition of n be: n = pk11 p
k2
2 · · · pkrr .
Note that we still have the same conditions as in the previous theorem’s proof, but moreover:
Letting φ(1) = a = (a1, a2, . . . , ar).
Then, whenever aj = 1 ∈ Z[ρ]/〈pkjj 〉, we have:
maj = m = 0 ∈ Z[ρ]/〈pkjj 〉 since m · 1 = m = 0 ∈ Z[ρ]/〈m〉
So, whenever p
kj
j doesn’t divide m, then, only the trivial homomorphism for that component
of the direct product is possible, hence, reducing the exponent of 3.
70
Example 2.8.
Consider the ring homomorphisms: φ : Z3[ρ]→ Z6[ρ]:
As in the previous example, φ is completely determined by its action on 1 and ρ;
Let e = φ(1) and f = φ(ρ), then we have to find φ that satisfies the following conditions:
e2 = e, ef = e, f2 + f + e = 0 and as e is the image of an idempotent, we must have
e ∈ {0, 1, 3, 4}, the idempotents of Z6[ρ]. Moreover, as 3 · 1 = 0 in Z3[ρ], then 3e = 0.
For e = 0, then f2 + f + e = f2 + f = 0 ⇒ f = 0 and so we have the zero homomorphism:
(e, f) = (0, 0).
For e = 1 or e = 3, they are not acceptable, since 3e 6= 0 in either case.
For e = 4, f2 + f + e = f2 + f + 4 = 0 whose solution is f = 4, 4ρ, rρ2 giving us the
homomorphisms:
(e, f) = (4, 4), (4, 4ρ) and (4, 4ρ2).
Therefore, we have four ring homomorphisms.
Solution by using the formula in the theorem. We have:
m = 3, n = 6.
(
n
gcd(m,n)
)
=
(
6
gcd(3,6)
)
=
(
6
3
)
= 2,
and 3 - 2, 3 | 6 but 9 - 6 which is the first case of cn and therefore, cn = 43
And for the ω’s, ω(n) = ω(6) = 2, ω
(
n
gcd(m,n)
)
= ω(2) = 1 Hence:
N
(
φ : Z3[ρ] → Z6[ρ]
)
=
4
3
· 32−1 = 4
3
· 3 = 4.
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Theorem 2.11. [6, Theorem 3]
The number of ring of ring homomorphisms:
φ : Zm1 [ρ]× Zm2 [ρ]× · · · × Zmr [ρ] → Zpk [ρ]
is Ck
where Ck =

1 + 2Npk(m1,m2, . . . ,mr) if p 6= 3, and p ≡ 3 mod 4
1 + 3Npk(m1,m2, . . . ,mr) if p
k = 3
1 + 6Npk(m1,m2, . . . ,mr) if p
k = 3k, k ≥ 2
1 + 8Npk(m1,m2, . . . ,mr) if p ≡ 1 mod 4
Where Npk(m1,m2, . . . ,mr) is the number of of elements in the set {m1,m2, . . . ,mr} that
are divisible by pk.
Proof.
Let φ : Zm1 [ρ]× Zm2 [ρ]× · · · × Zmr [ρ] → Zpk [ρ] be a ring homomorphism.
Let e1, e2, . . . , er be the r − tuples such that each ej has 1 in the jth component and 0
elsewhere.
Let f1, f2, . . . , fr be the r − tuples such that each fj has ρ in the jth component and 0
eslewhere.
Then φ is completely determined by the values of φ(ej) and φ(fj) for j = 1, 2, . . . , r.
Since ∀ j, each ej is an idempotent in Zmj [ρ], then so is each φ(ej) in Zpk [ρ].
Also, for φ(ei) 6= 0, φ(ej) 6= 0 for i 6= j
⇒ 0 = φ(0) = φ(ei ej) = φ(ei) φ(ej) 6= 0; A contradiction.
Hence; φ(ei) 6= 0 for exactly one value of i, and for that i, pk must divide mi. Moreover:
f2i + fi + ei = 0 ⇒
(
φ(fi)
)2
+ φ(fi) + φ(ei) = 0
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So, we consider the following cases:
Case 1. If pk 6= 3 and p ≡ 3 mod 4:
Note that, by the idempotent-ness of each φ(ei), we have:
(
φ(ei)
)2
= φ(ei) ⇒ φ(ei) = 1 ⇒
(
φ(fi)
)2
+ φ(fi) + 1 = 0
which implies that: φ(fi) = ρ or φ(fi) = ρ
2.
But, |1− ρ| = √3, thus, if pk 6= 3, and p ≡ 3 mod 4
then φ(fi) has only two choices (ρ, ρ
2).
Case 2. If pk = 3; then: (
φ(fi)
)2
+ φ(fi) + 1 = 0
(
mod pk
)
for pk = 3⇐=====⇒ (φ(fi))2 + φ(fi) + 1 = 0 ( mod 3) (2.6)
And the solution to equation 3.3 is:
φ(fi) = 1, ρ, and − 2ρ
Therefore; φ(fi) has 3 possibilities.
Case 3. If pk = 3k, k ≥ 2, then, as in the proof of theorem 2.7, (3), page 65:
Thus; φ(fi) has 6 possibilities.
Case 4. Finally, for p ≡ 1 mod 4; then, as in the proof of theorem 2.7, (4), pages 65 - 66:
Therefore; φ(fi) has 8 possibilities.
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Theorem 2.12. [6, Theorem 4]
Let pi, 1 ≤ i ≤ s, be primes not necessarily distinct. Then, the number of ring homomor-
phisms:
φ : Zm1 [ρ]× Zm2 [ρ]× · · · × Zmr [ρ] → Zpk11 [ρ]× Zpk22 [ρ]× · · · × Zpkss [ρ]
is
i=s∏
i=1
Ck
Where Ck is as defined in the previous theorem (Theorem, (2.11), page 72).
Proof. Using the same argument as in last theorem’s proof, and taking the product of each
result.
Theorem 2.13. [4, Theorem 2]:
The number of ring homomorphisms:
φ : Zm[ρ]× Zn[ρ] → Zk[ρ]
is cn · 5ω(k)−ω
(
k
gcd(m,n,k)
)
· 32ω
(
k
gcd(m,n,k)
)
−ω
(
k
gcd(m,k)
)
−ω
(
k
gcd(n,k)
)
where ω(s) is the number of distinct prime factors of s in Z[ρ] and:
cn =

1 if either 3 - k or
(
3 | k,
(
3
∣∣∣ ( kgcd(n,k))), and(3∣∣∣ ( kgcd(m,k)))
)
4
3 if 3 | k, 9 - k and 3 6
∣∣∣ ( kgcd(m,n,k))
7
3 if 9 | k and
(
3 | n or 3 | m but not both)
13
5 if 9 | k and 3 6
∣∣∣ ( kgcd(m,n,k))
Proof.
Any ring homomorphism from Zm[ρ] × Zn[ρ] into Zk[ρ] is completely determined by its
action on: (1, 0), (ρ, 0), (0, 1), (0, ρ).
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Let the prime-power decomposition of k in Z[ρ] be:
k = pr11 p
r2
2 · · · prtt
Then by the Chinese Remainder Theorem:
Zk[ρ] ∼= Zpr11 [ρ]× Zpr22 [ρ]× · · ·Zprtt [ρ]
Let φ : Zm[ρ]× Zn[ρ] → Zk[ρ] be a ring homomorphism.
Then, as before, we have: φ ((0, 1)) = 0 or 1, and φ ((1, 0)) = 0 or 1.
Let φ
(
(ρ, 0)
)
= a = (a1, a2, . . . , at)
and φ
(
(0, ρ)
)
= b = (b1, b2, . . . , bt)
And therefore, any ring homomorphism is completely determined by a and b: but the order
of a must divide the gcd(m, k), and similarly, the order of b must divide the gcd(n, k).
Firstly: suppose that pj 6= 1− ρ, then we have 4 cases to consider:
Case 1. If p
rj
j | gcd(m,n), then note that since φ ((0, 1)) = 0 or 1, then:
(ρ, 0) · (ρ, 0) = ρ2 ⇒ a2j = aj
(0, ρ) · (0, ρ) = ρ2 ⇒ b2j = bj
and (ρ, 0) · (0, ρ) = (0, 0) = 0 ⇒ ajbj = 0
Now, ajbj = 0, a
2
j + aj + 1 = 0 and b
2
j + bj + 1 = 0, so:
note that 0 = φ
(
(0, 0)
)
= φ
(
(mρ, 0)
)
= mφ
(
(ρ, 0)
)
= maj ,
and since p
rj
j | gcd(m,n) ⇒ prjj | m ⇒ aj = 0.
But a2j + aj + 1 = 0 is factored out as (aj − ρ)(aj − ρ2) = 0 ⇒ aj = ρ, or aj = ρ2
hence: aj = 0, ρ, or ρ
2.
Similarly; 0 = φ
(
(0, 0)
)
= φ
(
(0, nρ)
)
= nφ
(
(0, ρ)
)
= nbj ;
and p
rj
j | gcd(m,n)⇒ prjj | n⇒ bj = 0, and b2j + bj + 1 = 0⇒ (bj −ρ)(bj −ρ2) = 0,
Hence, bj = 0, ρ or ρ
2, but ajbj = 0, hence we reduce one choice, giving us 5
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choices. Therefore, The number of primes, pj , such that p
rj
j | gcd(m,n, k) is:
ω(k)− ω
(
k
gcd(m,n, k)
)
Case 2. If p
rj
j | m but prjj - n then aj = 0, ρ or ρ2 and bj = 0. which implies that we have 3
choices, and the number of primes pj such that p
rj
j | gcd(m, k) but prjj - n is:
ω
(
k
gcd(m,n, k)
)
− ω
(
k
gcd(m, k)
)
Case 3. If p
rj
j | n but prjj - m then aj = 0, bj = 0, ρ or ρ2. ⇒ we have 3 choices too, and
hence the number of primes pj such that p
rj
j | gcd(n, k) but prjj - m is:
ω
(
k
gcd(m,n, k)
)
− ω
(
k
gcd(n, k)
)
Case 4. If p
rj
j - m and p
rj
j - n, then aj = bj = 0 ⇒ we only have the trivial case.
When pj = 1− ρ, complication arise, because (1− ρ) can divided both factors.
And since |1− ρ| = √3, and kj is an integer, then rj , the exponent of pj , must be an even
integer:
For rj = 2, then p
rj
j = p
2
j = (1 − ρ)2 = −3ρ, ⇒ Zp2j [ρ] ∼= Z3[ρ], and so we have the
following cases:
Case 1. If 3 | gcd(m,n); 3 | m, ⇒ p2j | m and p2j | (aj − ρ)(aj − ρ2):
which implies that p2j can divide both factors, and hence:
aj ≡ ρ mod p2j has exactly one solution.
aj ≡ ρ2 mod p2j has exactly two solutions; giving a total of 3 solutions,
and similarly for bj gives us 3 choices too.
But ajbj = 0 ⇒ aj = bj = 0 giving us a total of 1 + 2 + 3 + 1 = 7 choices.
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Case 2. If 3 | m or 3 | n but not both;
aj ≡ ρ mod p2j ⇒ one solution.
aj ≡ ρ2 mod p2j ⇒ 2 solutions.
and bj = 0 ⇒ a total of 1 + 2 + 1 = 4 choices.
Case 3. If 3 - m, and 3 - n ⇒ aj = bj = 0 ⇒ one choice.
Secondly; For an even rj ≥ 4 (i.e. rj = 4, 6, . . .), then we have the following cases:
Case 1. If 9 | gcd(m,n) then we have:
aj ≡ ρ mod p2j has exactly one solution.
aj ≡ ρ2 mod p2j has exactly two solutions.
aj ≡ ρl mod p2j for l = 2s, where s ≥ 2 has exactly three solutions.
Giving us 1 + 2 + 3 = 6 choices.
and similarly for bj :
bj ≡ ρ mod p2j has exactly one solution.
bj ≡ ρ2 mod p2j has exactly two solutions.
bj ≡ ρl mod p2j for l = 2s, where s ≥ 2 has exactly three solutions.
Giving us another 6 (= 1 + 2 + 3) choices.
But ajbj = 0 giving us a total of 6 + 6 + 1 = 13 choices.
Case 2. If 9 | m or 9 | n but not both, then:
cj ≡ ρ mod p2j has exactly one solution.
cj ≡ ρ2 mod p2j has exactly two solutions.
cj ≡ ρl mod p2j for l = 2s, where s ≥ 2 has exactly three solutions.
where c represents either a or b for 9 | m, or 9 | n respectively;
along with ajbj = 0 giving us a total of 1 + 2 + 3 + 1 = 7 choices.
Case 3. Finally; if 9 - m, and 9 - n, then we only have the trivial case, and this finishes our
proof.
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Example 2.9.
Consider the ring homomorphisms: φ : Z3[ρ]× Z4[ρ]→ Z6[ρ]
Let α = x+ yρ ∈ Z3[ρ] and β = u+ vρ ∈ Z4[ρ].
Then for any (α, β) ∈ (Z3[ρ]× Z4[ρ]), α = x(1, 0) + y(ρ, 0) and β = u(0, 1) + v(0, ρ)
So, any ring homomorphism, φ, is completely determined by its action on (1, 0), (ρ, 0),
(0, 1) and (0, ρ).
Let e1 = φ(1, 0), e2 = φ(0, 1), f1 = φ(ρ, 0), and f2 = φ(0, ρ); then we must have:
For i = 1, 2; e2i = ei, eifi = fi, e1e2 = f1f2 = 0, ei ∈ {0, 1, 3, 4}
along with 3e1 = 0 and 4e2 = 0.
For e1 = 0, e2 = 0 ⇒ f1 = f2 = 0 giving us: (e1, e2, f1, f2) = (0, 0, 0, 0).
For e1 = 0, e2 = 1 or e2 = 4 are not acceptable, since 4 · e2 6= 0 in either case.
For e1 = 0, e2 = 3 is acceptable since 4 · e2 = 4 · 3 = 0 in Z6[ρ]. And:
f22 + f2 + e2 = f
2 + f2 + 3 = 0 ⇒ f2 = 3ρ, 3ρ2 giving us the following homomorphisms:
(e1, e2, f1, f2) = (0, 3, 0, 3ρ) or = (0, 3, 0, 3ρ
2).
For e1 = 1 or e1 = 3 are not acceptable, since 3e1 6= 0 in either case.
For e1 = 4, e2 = 0 ⇒ f1 = 4, 4ρ, 4ρ2 and f2 = 0 giving us:
(e1, e2, f1, f2) = (4, 0, 4, 0), (4, 0, 4ρ, 0) or (4, 0, 4ρ
2, 0).
For e1 = 4, e2 = 3 give us the following homomorphisms:
(e1, e2, f1, f2) = (4, 3, 4, 3ρ), (4, 3, 4, 3ρ
2), (4, 3, 4ρ, 3ρ), (4, 3, 4ρ, 3ρ2), (4, 3, 4ρ2, 3ρ), (4, 3, 4ρ2, 3ρ2).
Therefore, we have the following twelve ring homomorphisms:
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(letting α = a+ bρ and β = c+ dρ):
φ ((1, 0)) φ ((ρ, 0)) φ ((0, 1)) φ ((0, ρ)) φ(α, β)
0 0 0 0 0
0 0 3 3ρ 3c+ 3dρ
0 0 3 3ρ2 3c+ 3dρ2
4 4 0 0 4a+ 4b
4 4ρ 0 0 4a+ 4bρ
4 4ρ2 0 0 4a+ 4bρ2
4 4 3 3ρ (4a+ 4b+ 3c) + 3dρ
4 4 3 3ρ2 (4a+ 4b+ 3c) + 3dρ2
4 4ρ 3 3ρ (4a+ 3c) + (4b+ 3d)ρ
4 4ρ 3 3ρ2 (4a+ 3c) + 4bρ+ 3dρ2
4 4ρ2 3 3ρ (4a+ 3c) + 3dρ+ 4bρ2
4 4ρ2 3 3ρ2 (4a+ 3c) + (4b+ 3d)ρ2
Solution by using the formula in the theorem.
For: the ring homomorphisms φ : Z3[ρ]× Z4[ρ]→ Z6[ρ]
Here, m = 3, n = 4, and k = 6: so,
3 | k but 9 - k which gives us the first case of cn, and hence cn = 43 .
(
k
gcd(m,n,k)
)
=
(
6
gcd(3,4,6)
)
=
(
6
1
)
= 6
(
k
gcd(m,k)
)
=
(
6
gcd(3,6)
)
=
(
6
3
)
= 2
(
k
gcd(n,k)
)
=
(
6
gcd(4,6)
)
=
(
6
2
)
= 3
ω(k) = ω(6) = 2, ω(2) = 1 and ω(3) = 1.
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Therefore:
N (φ : Z3[ρ]× Z4[ρ]→ Z6[ρ]) =
=
(
4
3
) · 5ω(6)−ω(6) · 32ω(6)−ω(2)−ω(3)
=
(
4
3
) · 50 · 32(2)−1−1 = 43 · 32 = 12 homomorphisms
Notice the simplicity of the calculations done for the formula in the theorem compared
to the complications of those calculations done by going through the regular methods of
finding the ring homomorphisms.
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2.4 Certain rings of algebraic numbers
Lemma 2.8.
Let m ∈ Z be any square free integer, then the number of ring homomorphisms:
φ : Z[
√
m] → Z[√m] is 3
Proof.
Let φ : Z[
√
m] → Z[√m]
Note: Z[
√
m] = {x + y√m : x, y ∈ Z}. Thus, any element of Z[√m] is of the form:
x+ y
√
m, and for any x ∈ Z, a nonzero homomorphism φ(x) = x. So, any homomorphism
φ is completely determined by the value of φ(
√
m).
Now, suppose that φ(
√
m) = α+ β
√
m for some α, β ∈ Z.
Thus, φ(k + l
√
m) = k + l(α+ β
√
m).
So, let a, b ∈ Z[√m], so; a = x+ y√m, b = z + u√m, Then:
φ(a) · φ(b) = φ(a · b) (2.7)
The right hand side of equation (2.7) is:
φ(a · b) = φ
(
(x+ y
√
m) · (z + u√m)
)
= φ
(
(xz + yum) + (xu+ yz)
√
m
)
= (xz + yum) + (xu+ yz)(α+ β
√
m)
(2.8)
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And the left hand side of equation (2.7) is:
φ(a) · φ(b) = φ
(
(x+ y
√
m)
)
· φ
(
(z + u
√
m)
)
=
(
(x+ y(α+ β
√
m)
)
·
(
z + u(α+ β
√
m)
)
=
(
xz + xu(α+ β
√
m
)
+ yz(α+ β
√
m) + yu(α+ β
√
m)
=
(
xz + yuα2 + yuβ2m+ 2yuαβ
√
m
)
+ (xu+ zy)(α+ β
√
m)
(2.9)
Equating the results of both equations, 4.2, 4.3 yields:
(xz+yum)+(xu+ yz)(α+ β
√
m) =
(
xz+yuα2+yuβ2m+2yuαβ
√
m
)
+(xu+ zy)(α+ β
√
m)
Cancelling the underlined (equal) terms leads:
(xz + yum) =
(
xz + yuα2 + yuβ2m+ 2yuαβ
√
m
)
⇒ yu(m) = yu(α2 + β2m+ 2αβ√m)
Which implies that:
m = α2 + β2m + 2αβ
√
m (2.10)
And since m is a square free integer, then
√
m 6∈ Z. So, the last equation would be possible
only if αβ = 0 ⇒ α = 0 or β = 0.
If β = 0 then: m = α2 which is impossible since α ∈ Z and m is a square free.
If α = 0 then: m = mβ2 ⇒ 1 = β2 ⇔ β = ±1 which gives us two nonzero homomorphisms:
φ(
√
m)+ = α+ β
√
m and φ(
√
m)− = α− β
√
m
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Theorem 2.14. [5, Theorem 8] Let θ be an algebraic number over Z with minimal polyno-
mial p(x) = x2 + ux + v whose absolute radicand,(m = |u2 − 4v|), is a prime integer and
Z[θ] is a UFD {5} then:
The number of ring homomorphisms:
φ : Z[θ] → Zk[θ]is ck · 3ω(k)
Where ω(k) is the number of prime factors of k in Z[θ], and:
ck =

1 if m - k
m+1
3 if m | k but m2 - k
2m+1
3 if m
2 | k
Proof. Let k = pt11 p
t2
2 · · · ptss be the prime-power decomposition of k in Z[θ], then by the
Chinese Remainder Theorem:
Zk[θ] ∼= Zpt11 [θ]× · · · × Zptss [θ]
Let φ be a ring homomorphism from Z[θ] into Zk[θ]. Then φ is completely determined by
its action on 1 and θ.
Let φ(1) = a = (a1, a2, . . . , as) and φ(θ) = b = (b1, b2, . . . , bs).
Since 12 = 1 (an idempotent element in Z[θ]), then aj must also be an idempotent element
in Z
p
tj
j
[θ] ∀ j. i.e. a2j = aj in Zptjj [θ], ⇒ aj = 0, or aj = 1.
Note, b = φ(θ) = φ(1 · θ) = φ(1) · φ(θ) = ab, so bj = ajbj = 0 whenever aj = 0.
If aj = 1, then bj = ajbj 6= 0, (Recall: P (x) = x2 + ux+ v, and |u2 − 4v| = m, a prime).
Now, b2j + ubj + v = 0 and θ
2 + uθ + v = 0
⇒ b2j − Tr(θ)bj +N(θ) = 0
where Tr = the trace = (θ + θ) and N(θ) = the norm = θθ.
{5} Henceforth, when referring to θ, θ will always have the same definition as in Theorem 2.14
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That implies:
b2j − (θ + θ)bj + θθ = 0
Hence; b2j − (θ + θ)bj + θθ ≡ 0 in Zk[θ]
Therefore; p
tj
j |(bj − θ)(bj − θ)
Now, If pj 6=
√
m, then p
tj
j cannot divide both factors, then pj = θ or θ which gives us the
following 3 choices:
aj = 0 bj = 0
aj = 1 bj = θ
aj = 1 bj = θ
If pj =
√
m, then p
tj
j may divide both factors, and since |pj | =
√
m, then tj , the exponent
of pj , must be an even integer, giving us the following two cases:
Case 1. tj = 2, then, m | k but m2 - k, then working in Zm[θ]:
bj = x+ yθ, x, y ∈ Zm and b2j + ubj + v = 0
Note, θ2 + uθ + v = 0 ⇒ θ = −u
2
+
1
2
√
m =
1
2
(√
m− u)
so θ =
1
2
(√
m− u)
So, to write bj in the form:
bj = x+ yθ for some y ∈ Zm
bj =
−u
2 +
y
2
√
m
⇒ bj = −u2 + u2y + y2
√
m− u2y
⇒ bj = uy−u2 + y ·
(
1
2 (
√
m− u))
so, bj =
u(y−u)
2 + yθ, for some y ∈ Zm
Thus, bj has m choices, and hence ck =
m+1
3
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Case 2. If tj ≥ 4, then m2 | k which implies that:
p
tj
j = p
4
j , p
6
j , p
8
j , . . .
pj =
√
m
======⇒ ptjj = m2, m3, m4, · · ·
so, p
tj−1
j divides one factor, and since Zm[θ]/〈pj〉 has m elements and thus bj has
2m choices; ⇒ ck = 2m+13 .
Example 2.10. Consider the ring homomorphisms φ : Z[θ]→ Z3[θ]
where θ is the algebraic number with the minimal polynomial p(x) = x2 + x+ 2:
Here k = 3 and m = |u2 − 4v| = |12 − 4 · 2| = |1− 8| = | − 7| = 7, a prime.
Note, any element α ∈ Z[θ], α = x+ yθ = x(1) + y(θ), x, y ∈ Z, and θ =
(
−1+√−7
2
)
.
So, any ring homomorphism is completely determined by its action on 1 and θ.
Let φ(1) = a and φ(θ) = b, thus b2 + b+ 2a = 0, and in Z3[θ].
Then a2 = a and so, a = 0, a = 1 or a = 2.
Note that if a = 2 then b2 + b+2a = 0 ⇒ b2 + b+4 = b2 + b+1 = 0 ⇒ b = ρ, the Eisenstein
integer, which wouldn’t give us a ring homomorphism in Z[θ].
If a = 0 then b+ b = 0 ⇒ b = 0 or b = −1 = 2 (in Z3[θ]).
But b = 2 wouldn’t preserve the multiplication, and hence no ring homomorphism. Thus;
a = 0 ⇒ b = 0.
and if a = 1, then b2 + b+ 2 = 0 whose only solutions are: b = θ and b = θ.
Therefore, we have the following three ring homomorphisms:
φ(x+ yθ) = 0, φ(x+ yθ) = x+ yθ, φ(x+ yθ) = x+ yθ
Solution by using the formula in the theorem.
Here, m = 7, k = 3, so m - k which is the first case of ck on page 83. Thus, ck = 1,
ω(3) = 1, and therefore:
N (φ : Z[θ]→ Z3[θ]) = 1 · 3ω(3) = 1 · 31 = 3 homomorphisms.
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Theorem 2.15. [5, Theorem 10]
The number of ring homomorphisms:
φ : Z[θ]× Z[θ]→ Zk[θ] {6} is ck · 5ω(k)
where ω(k) is the number of prime factors of k in Z[θ], and:
ck =

1 if m - k
2m+1
5 if m | k, but m2 - k
4m+1
5 if m
2 | k
Proof.
Let φ : Z[θ]× Z[θ] → Zk[θ] be a ring homomorphism,
and let k = pt11 p
t2
2 · · · ptss be the prime-power decomposition of k in Z[θ].
Then φ is completely determined by its action on (1, 0), (0, 1), (θ, 0) and (0, θ).
By Chinese Remainder Theorem: Zk[θ] ∼= Zpt11 [θ]× · · · × Zptss [θ].
Note, φ
(
(1, 0)
)
= 0 or 1, and φ
(
(0, 1)
)
= 0 or 1.
Let φ
(
(θ, 0)
)
= a = (a1, a2, . . . , as) in Zk[θ], and
let φ
(
(0, θ)
)
= b = (b1, b2, . . . , bs) in Zk[θ].
So, φ is completely determined by the values of a and b. So, as in the previous theorem’s
proof, we have:
aj = 0, θ, or θ bj = 0, θ, or θ
{6} θ as in theorem 2.14, page 83
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But (θ, 0) · (0, θ) = 0 ⇒ ajbj = 0. So the number of combinations is 22 + 1 = 5 choices.
Now, If pj =
√
m, then we have two cases to consider:
Case 1. If tj = 2 ⇒ ptjj = p2j = m:
Thus, if m | k but m2 - k, then (as in the proof of theorem (2.14) ): aj and bj each
has an (m + 1) choices, along with ajbj = 0 ⇒ (m + 1) + (m + 1) − 1 = 2m + 1
choices, making the value of ck =
2m+1
5 .
Case 2. If tj ≥ 4, ⇒ m2 | k : then again, as in the proof of theorem (2.14), aj has (2m+ 1)
choices, and bj has (2m + 1) choices with ajbj = 0 (reducing one) gives us the
number of choices is:
(2m+ 1) + (2m+ 1)− 1 = 4m+ 1 making ck = 4m+15 .
Example 2.11.
Consider the ring homomorphisms φ : Z[θ]× Z[θ]→ Z6[θ]
where θ is the algebraic number with the minimal polynomial p(x) = x2 + x+ 2:
Here, k = 3, u = 1, v = 2, so m = |u2 − 4v| = |12 − 4(2)| = |1− 8| = | − 7| = 7, a prime.
Let α = x+ yθ, β = u+ vθ, we have:
For any (α, β) ∈ Z[θ]× Z[θ], (α, β) = (x(1, 0) + y(θ, 0), u(0, 1) + v(0, θ))
So, any ring homomorphism, φ, is completely determined by its action on (1, 0), (θ, 0), (0, 1), (0, θ).
Let a = φ(1, 0), b = φ(θ, 0), c = (0, θ), and d = φ(0, θ):
Note that, to have a homomorphism, φ must map idempotent elements into idempotent el-
ements; thus: a2 = a, c2 = c, along with: ab = b, cd = d and ac = bd = 0.
Idempotents in Z6[θ] are: 0, 1, 3, 4, so a, c = 0, 1, 3, 4. Now to assure ac = 0, we consider
all the cases possible:
For a = 0, ac = 0 for c = 0, 1, 3, 4. Taking each case alone:
a = 0, c = 0 and b2 + b + 2a = 0 ⇒ b2 + b = 0 ⇒ b = 0, 2, 3, 5 but to keep ab = b would
imply that only b = 0 is allowed. And d2 + d+ 2c = d2 + d = 0 ⇒ d = 0.
So, we have the zero homomorphism: (a, b, c, d) = (0, 0, 0, 0).
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For a = 0, c = 1, b = 0, d2 + d + 2c = d2 + d + 2 = 0 ⇒ d = θ, θ, 4θ, 4θ. And note
that the condition cd = d is satisfied for the four values of d, and thus we have the four
homomorphisms: (a, b, c, d) = (0, 0, 1, θ), (0, 0, 1, θ), (0, 0, 1, 4θ), (0, 0, 1, 4θ).
For a = 0, c = 3, b = 0, d2 + d+ 2c = d2 + d+ 6 = 0 ⇒ d = 0, 2, 3, 5, but in order to have
cd = d, we must have d = 0, 3 only. Giving us the following two homomorphisms:
(a, b, c, d) = (0, 0, 3, 0), (0, 0, 3, 3).
For a = 0, c = 4, b = 0, d2 + d+ 2c = d2 + d+ 2 = 0 ⇒ d = θ, θ, 4θ, 4θ, along with cd = d
⇒ d = 4θ, 4θ. Thus, we have: (a, b, c, d) = (0, 0, 4, 4θ), (0, 0, 4, 4θ).
For a = 1, with ac = 0 ⇒ c = 0. d2 + d+ 2c = d2 + d = 0 ⇒ d = 0 only.
And b2 + b + 2a = b2 + b + 2 = 0 ⇒ b = θ, θ, 4θ, 4θ and all the values of b satisfy ab = b,
thus, we have the following four homomorphisms:
(a, b, c, d) = (1, θ, 0, 0), (1, θ, 0, 0), (1, 4θ, 0, 0), (1, 4θ, 0, 0).
For a = 3 with ac = 0 ⇒ c = 0, 4:
a = 3, c = 0: d2 + d+ 2c = d2 + d = 0 ⇒ d = 0.
b2 + b + 2a = b2 + b + 6 = b2 + b = 0 ⇒ b = 0, 2, 3, 5. But ab = b holds only for b = 0, 3.
Thus, we have the following two homomorphisms: (a, b, c, d) = (3, 0, 0, 0), (3, 3, 0, 0).
For a = 3, c = 4, b = 0, 3, and d2 + d+ 2c = d2 + d+ 2 = 0 ⇒ d = θ, θ, 4θ, 4θ. But cd = d
⇒ d = 4θ, 4θ. Giving us: (a, b, c, d) = (3, 0, 4, 4θ), (3, 0, 4, 4θ), (3, 3, 4, 4θ), (3, 3, 4, 4θ).
For a = 4 with ac = 0 ⇒ c = 0, 3:
For a = 4, c = 0, b2 + b+ 2a = b2 + b+ 2 = 0 ⇒ b = θ, θ, 4θ, 4θ along with ab = b leaves us
with b = 4θ, 4θ.
d2 + d + 2c = d2 + d = 0 ⇒ d = 0, 2, 3, 5, and cd = d holds only for d = 0. Thus, we have
the two homomorphisms: (a, b, c, d) = (4, 4θ, 0, 0), (4, 4θ, 0, 0).
For a = 4, c = 3, b = 4θ, 4θ, d2 + d + 2c = d2 + d + 6 = d2 + d = 0 ⇒ d = 0, 2, 3, 5.
And, cd = d holds only for d = 0, 3 and therefore, we have the four homomorphisms:
(a, b, c, d) = (4, 4θ, 3, 0), (4, 4θ, 3, 3), (4, 4θ, 3, 0), (4, 4θ, 3, 3).
Therefore, we have the following 25 ring homomorphisms as illustrated on the next page:
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Let α = a+ bθ, β = c+ dθ such that
(
α, β
)
∈ Z[θ]× Z[θ]
φ(1, 0) φ(θ, 0) φ(0, 1) φ(0, θ) φ
(
α, β
)
0 0 0 0 0
0 0 1 θ c+ dθ
0 0 1 4θ c+ 4dθ
0 0 1 θ c+ dθ
0 0 1 4θ c+ 4dθ
0 0 3 0 3c
0 0 3 3 3c+ 3d
0 0 4 4θ 4c+ 4dθ
0 0 4 4θ 4c+ 4dθ
1 θ 0 0 a+ bθ
1 θ 0 0 a+ bθ
1 4θ 0 0 a+ 4bθ
1 4θ 0 0 a+ 4bθ
3 0 0 0 3a
3 3 0 0 3a+ 3b
3 0 4 4θ (3a+ 4c)4dθ
3 0 4 4θ (3a+ 4c) + 4dθ
3 3 4 4θ (3a+ 3b+ 4c)4dθ
3 3 4 4θ (3a+ 3b+ 4c) + 4dθ
4 4θ 0 0 4a+ 4bθ
4 4θ 0 0 4a+ 4bθ
4 4θ 3 0 (4a+ 3c) + 4bθ
4 4θ 3 3 (4a+ 3c+ 3d) + 4bθ
4 4θ 3 0 (4a+ 3c) + 4bθ
4 4θ 3 3 (4a+ 3c+ 3d) + 4bθ
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Solution by using the formula in the theorem.
Considering the formula in the theorem:
We have k = 6, m = 7 so, m - k and thus we have the first case of ck,
so ck = 1. And ω(k) = ω(6) = 2, thus the number of these ring homomorphisms is:
N = ck · 5ω(k) = 1 · 52 = 25 homomorphisms
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Theorem * 2.1. The number of ring homomorphisms:
φ :
n−times︷ ︸︸ ︷
Z[θ]× Z[θ]× · · · × Z[θ] → Zk[θ] {7} is
1 + P (n, 1)
(
2 +N1 +N2 +N3 + · · ·+Nr
)
+ P (n, 2)
∑r
i=2
(
N1NiΛ(I1,Ii/k)
)
+ P (n, 2)
r∑
i=3
(
N2NiΛ(I2,Ii/k)
)
+ · · · + P (n, 2)Nr−1NrΛ(Ir−1,Ir/k)
+ P (n, 3)
(
N1N2N3
∏
i,j=1,2,3
i 6=j
Λ(Ii,Ij/k)
)
+ · · · + P (n, 3)
(
N1N2Nr
∏
i,j=1,2,r
i 6=j
Λ(Ii,Ij/k)
)
+ P (n, 3)
(
N2N3N4
∏
i,j=2,3,4
i 6=j
Λ(Ii,Ij/k)
)
+ · · · + P (n, 3)
(
N2N3Nr
∏
i,j=2,3,r
i 6=j
Λ(Ii,Ij/k)
)
· · · · · · · · ·
...
...
...
+ P (n, 4)
(
N1N2N3N4
4∏
i,j=1
i 6=j
Λ(Ii,Ij/k)
)
+ · · · + P (n, 4)
(
N1N2N3Nr
∏
i,j=1
i,j 6=4
i 6=j
Λ(Ii,Ij/k)
)
...
...
...
+ P (n, r − 1)
(
N1N2 · · ·Nr−1
∏
i,j=1
i 6=j
Λ(Ii,Ij/k)
)
+ · · · + P (n, r)
(
N1N2 · · ·Nr
∏
i,j=1
i 6=j
Λ(Ii,Ij/k)
)
.
(2.11)
Where Ii’s are the ”r” idempotents of Zk,
Ni is the number of solutions, si, of (x
2 + ux + v · Ii = 0) such that Iisi = si, where
P (x) = x2 + ux+ v is the minimal polynomial of θ,
And Λ is a characteristic function, defined by:
Λ(a,b/k) =

1 if ab = 0 mod k
0 if ab 6= 0 mod k
and P (n, s) =
n!
(n− s)! (2.12)
{7} θ as in theorem 2.14, page 83
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Proof.
Let φ :
n−times︷ ︸︸ ︷
Z[θ]× Z[θ]× · · · × Z[θ] → Zk[θ]
be a ring homomorphism;
Note that, for all k ∈ N, Zk has 2ω(k) idempotents, where ω(k) is the number of distinct
prime divisors of k. So, the number of idempotents is always an even number, and 0, 1 are
always idempotents of Zk.
Let ai be the n-tuple with 1 in the i
th coordinate and zeros elsewhere, and bi be the n-tuple
with θ in the ith coordinate and zeros elsewhere. Let ei = φ(ai) and fi = φ(b), then φ is
completely determined by the values of ei, and fi.
Let SI be the set of idempotents of Zk, then SI has 2ω(k) elements, an even number.
0 is an idempotent, which would give us the zero homomorphism, the ”1” in equation (2.11).
1 is also an idempotent, so one of the ei’s is 1 and the rest are zeros. But in any case; for
ei = 1, we have f
2
i + ufi + vei = 0 has two solutions; namely, θ and θ giving us P (n, 1)
homomorphisms.
Now, let I1 be another idempotent (different from 0 and 1). Then, let ei = I1 and the rest
of the ei’s are zeros. Let N1 be the number of solutions of x
2 + ux+ vI1 = 0 in Zk[θ] which
would give us N1 homomorphisms. But we also have the same number of homomorphisms
for the P (n, 1) cases. Therefore, we have P (n, 1) ·N1 homomorphisms.
Similarly for any other idempotent Ii, we have P (n, 1) ·Ni homomorphisms.
Now, we take the product of any two idempotents such that their product is zero, so that
ei · ej = 0, and here comes the role of the characteristic function Λ, and the number of
arrangements of any two idempotents among the n possible values of the ei’s is P (n, 2) =(
n!
(n−2)!
)
.
Similarly, we take the combination of any three idempotents, and then any four, etc.
Proceeding inductively, yields to the formula above (2.11).
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As a special case of Theorem* (2.1). We have the following theorem:
Theorem * 2.2. For any prime p ∈ N, and any k ∈ N The number of ring homomor-
phisms:
φ :
n−times︷ ︸︸ ︷
Z[θ]× Z[θ]× · · · × Z[θ]→ Zpk [θ] is
(
1 + 2n
)
Proof. The proof follows directly from the fact that for any prime p ∈ N, the only idempo-
tents of Zpk are 0 and 1.
0 gives us the zero homomorphism. I1 = 1 and P (n, 1) =
(
n!
(n−1)!
)
= n, N1 = 2, since for
any ei = 1, we have two solutions for f
2
i + ufi + vei = 0, namely, θ and θ, and therefore,
the number of homomorphisms is 1 + P (n, 1) ·N1 = 1 + 2n.
Example 2.12.
Consider φ : Z[θ]× Z[θ]× Z[θ]→ Z3[θ],
where θ has the minimal polynomial: P (x) = x2 + x+ 2.
Let e1 = φ(1, 0, 0), e2 = φ(0, 1, 0), e3 = φ(0, 0, 1), and
f1 = φ(θ, 0, 0), f2 = φ(0, θ, 0), f3 = φ(0, 0, θ), Then, we have:
eiej = 0 and fifj = 0 for i 6= j. e2i = ei, eifi = fi, and f2i + fi + 2ei = 0 for i = 1, 2, 3.
In order to meet these conditions; we have: ei ∈ {0, 1} as idempotent elements in Z3[θ].
ei = 0 ⇒ fi = 0 and ei = 1 ⇒ fi ∈ {θ, θ}.
Working exactly as in example (2.11);
we get the following 7 homomorphisms denoted by:
(x1, x2, x3, x4, x5, x6) = (e1, e2, e3, f1, f2, f3) =
(0, 0, 0, 0, 0, 0) , (1, 0, 0, θ, 0, 0)
(1, 0, 0, θ, 0, 0) , (0, 1, 0, 0, θ, 0)
(0, 1, 0, 0, θ, 0) , (0, 0, 1, 0, 0, θ)
(0, 0, 0, 0, 0, θ)
Solution by using the formula in the theorem.
n = 3, therefore; N =
(
1 + 2(3)
)
= 7 homomorphisms.
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Example 2.13. Consider φ : Z[θ]× Z[θ]× Z[θ]→ Z6[θ],
where θ has the minimal polynomial (x2 + x+ 1).
Let e1 = φ(1, 0, 0), e2 = φ(0, 1, 0), e3 = φ(0, 0, 1),
The idempotents of Z6[θ] are {0, 1, 3, 4}. f1 = φ(θ, 0, 0), f2 = φ(0, θ, 0), f3 = φ(0, 0, θ).
For e1 = e2 = e3 = 0 ⇒ fi = 0 for i = 1, 2, 3 giving us the zero homomorphism:
(e1, e2, e3, f1, f2, f3) = (0, 0, 0, 0, 0, 0).
For e1 = e2 = 0, e3 = 1, then f1 = f2 = 0 and f
2
3 + f3 + 1 = 0 has two solutions: θ, θ.
Giving us: (e1, e2, e3, f1, f2, f3) = (0, 0, 1, 0, 0, θ), (0, 0, 1, 0, 0, θ).
Similarly, for e1 = e3 = 0, e2 = 1, ⇒ fi = 0 for i = 1, 3 and f2 = θ, θ, giving us:
(e1, e2, e3, f1, f2, f3) = (0, 1, 0, 0, θ, 0), (0, 1, 0, 0, θ, 0).
And, for e2 = e3 = 0, e1 = 1, ⇒ fi = 0 for i = 2, 3 and f1 = θ, θ, giving us:
(e1, e2, e3, f1, f2, f3) = (1, 0, 0, θ, 0, 0), (1, 0, 0, θ, 0, 0).
Now, for e1 = e2 = 0, e3 = 3 ⇒ fi = 0 for i = 1, 2,
and f23 + f3 + 3 = 0 has two solutions, 3θ, 3θ. giving us:
(e1, e2, e3, f1, f2, f3) = (0, 0, 3, 0, 0, 3θ), (0, 0, 3, 0, 0, 3θ).
For e1 = e3 = 0, e2 = 3, ⇒ fi = 0 for i = 1, 3 and f2 = 3θ, 3θ, giving us:
(e1, e2, e3, f1, f2, f3) = (0, 3, 0, 0, 3θ, 0), (0, 3, 0, 0, 3θ, 0).
For e2 = e3 = 0, e1 = 3, ⇒ fi = 0 for i = 2, 3 and f1 = 3θ, 3θ, giving us:
(e1, e2, e3, f1, f2, f3) = (3, 0, 0, 3θ, 0, 0), (3, 0, 0, 3θ, 0, 0).
For e1 = e2 = 0, e3 = 4 ⇒ fi = 0 for i = 1, 2,
and f23 + f3 + 4 = 0 has three solutions; 4, 4θ, 4θ, giving us:
(e1, e2, e3, f1, f2, f3) = (0, 0, 4, 0, 0, 4), (0, 0, 4, 0, 0, 4θ), (0, 0, 4, 0, 0, 4θ).
e1 = e3 = 0, e2 = 4, ⇒ fi = 0 for i = 1, 3 and f2 = 4, 4θ, 4θ, giving us:
(e1, e2, e3, f1, f2, f3) = (0, 4, 0, 0, 4, 0), (0, 4, 0, 0, 4θ, 0), (0, 4, 0, 0, 4θ, 0).
For e2 = e3 = 0, e1 = 4, ⇒ fi = 0 for i = 2, 3 and f1 = 4, 4θ, 4θ, giving us:
(e1, e2, e3, f1, f2, f3) = (4, 0, 0, 4, 0, 0), (4, 0, 0, 4θ, 0, 0), (4, 0, 0, 4θ, 0, 0).
Now, for e1 = 0, e2 = 3, e3 = 4 ⇒ f1 = 0, f2 = θ, θ, f3 = 4, 4θ, θ. giving us
(e1, e2, e3, f1, f2, f3) = (0, 3, 4, 0, 3θ, 4), (0, 3, 4, 0, 3θ, 4θ), (0, 3, 4, 0, 3θ, 4θ),
(0, 3, 4, 0, 3θ, 4), (0, 3, 4, 0, 3θ, 4θ), (0, 3, 4, 0, 3θ, 4θ),
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Similarly, for e1 = 0, e2 = 4, e3 = 3, gives us:
(e1, e2, e3, f1, f2, f3) = (0, 4, 3, 0, 4, 3θ), (0, 4, 3, 0, 4θ, 3θ), (0, 4, 3, 0, 4θ, 3θ),
(0, 4, 3, 0, 4, 3θ), (0, 4, 3, 0, 4θ, 3θ), (0, 4, 3, 0, 4θ, 3θ),
And for e1 = 3, e2 = 0, e3 = 4, and for e1 = 4, e2 = 0, e3 = 3 gives us, respectively,:
(e1, e2, e3, f1, f2, f3) = (3, 0, 4, 3θ, 0, 4), (3, 0, 4, 3θ, 0, 4θ), (3, 0, 4, 3θ, 0, 4θ),
(3, 0, 4, 3θ, 0, 4), (3, 0, 4, 3θ, 0, 4θ), (3, 0, 4, 3θ, 0, 4θ),
(e1, e2, e3, f1, f2, f3) = (4, 0, 3, 4, 0, 3θ), (4, 0, 3, 4θ, 0, 3θ), (4, 0, 3, 4θ, 0, 3θ),
(4, 0, 3, 4, 0, 3θ), (3, 0, 4, 4θ, 0, 3θ), (4, 0, 3, 4θ, 3θ),
for e1 = 3, e2 = 4, e3 = 0, and for e1 = 4, e2 = 3, e3 = 0 gives us, respectively,:
(e1, e2, e3, f1, f2, f3) = (3, 4, 0, 3θ, 4, 0), (3, 4, 0, 3θ, 4θ, 0), (3, 4, 0, 3θ, 4θ, 0),
(3, 4, 0, 3θ, 4, 0), (3, 4, 0, 3θ, 4θ, 0), (3, 4, 0, 3θ, 4θ, 0),
(e1, e2, e3, f1, f2, f3) = (4, 3, 0, 4, 3θ, 0), (4, 3, 0, 4θ, 3θ, 0), (4, 3, 0, 4θ, 3θ, 0),
(4, 3, 0, 4, 3θ, 0), (4, 3, 0, 4θ, 3θ, 0), (4, 3, 0, 4θ, 3θ, 0),
Which are 58 homomorphisms in total.
Solution by using the formula in the theorem. We have, I1 = 3, I2 = 4:
x2 + x+ I1 = 0 has two solutions and x
2 + x+ I2 = 0 has three solutions.
Therefore, N1 = 2 and N2 = 3 and Λ(I1,I2/k) = Λ(3,4/6) = 1 since 3 · 4 = 0 in Z6.
Therefore, the total number of ring homomorphisms is:
N = 1 + P (n, 1)
(
2 +N1 +N2
)
+ P (n, 2)
(
N1 ·N2 · Λ(I1,I2/k)
)
= 1 +
(
3!
(3−1)!
)(
2 + 2 + 3
)
+
(
3!
(3−2)!
)(
2 · 3 · 1
)
= 1 + 3
(
7
)
+
(
6
1
) (
6
)
= 1 + 21 + 36 = 58 homomorphisms
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Example 2.14.
Consider φ : Z[θ]×Z[θ]×Z[θ]×Z[θ]→ Z30[θ], with minimal polynomial P (x) = x2+x+1.
Let e1 = φ(1, 0, 0, 0), e2 = φ(0, 1, 0, 0), e3 = φ(0, 0, 1, 0), e4 = φ(0, 0, 0, 1), and
f1 = φ(θ, 0, 0, 0), f2 = φ(0, θ, 0, 0), f3 = φ(0, 0, θ, 0), f4 = φ(0, 0, 0, θ).
The idempotents of Z30 are {0, 1, 6, 10, 15, 16, 21, 25}, hence, ei ∈ {0, 1, 6, 10, 15, 16, 21, 25}.
For e1 = 0 gives us the zero homomorphism:
(e1, e2, e3, e4, f1, f2, f3, f4) = (0, 0, 0, 0, 0, 0).
If one of the ei’s is 1, then fi = θ or θ,
and so we have 8 {8} homomorphisms:
(0, 0, 0, 1, 0, 0, 0, θ) (0, 0, 0, 1, 0, 0, 0, θ) (0, 0, 1, 0, 0, 0, θ, 0)
(0, 0, 1, 0, 0, 0, θ, 0) (0, 1, 0, 0, 0, θ, 0, 0) (0, 1, 0, 0, 0, θ, 0, 0)
(1, 0, 0, 0, θ, 0, 0, 0) (1, 0, 0, 0, θ, 0, 0, 0)
If one of the ei’s is 6, then fi = 6θ or 6θ, which gives 8 homomorphisms:
(0, 0, 0, 6, 0, 0, 0, 6θ) (0, 0, 0, 6, 0, 0, 0, 6θ) (0, 0, 6, 0, 0, 0, 6θ, 0)
(0, 0, 6, 0, 0, 0, 6θ, 0) (0, 6, 0, 0, 0, 6θ, 0, 0) (0, 6, 0, 0, 0, 6θ, 0, 0)
(6, 0, 0, 0, 6θ, 0, 0, 0) (6, 0, 0, 0, 6θ, 0, 0, 0)
If one of the ei’s is 10, then fi = 10, 10θ or 10θ, giving us 12 homomorphisms:
(0, 0, 0, 10, 0, 0, 0, 10) (0, 0, 0, 10, 0, 0, 0, 10θ) (0, 0, 0, 10, 0, 0, 0, 10θ)
(0, 0, 10, 0, 0, 0, 10, 0) (0, 0, 10, 0, 0, 0, 10θ, 0) (0, 0, 10, 0, 0, 0, 10θ, 0)
(0, 10, 0, 0, 0, 10, 0, 0) (0, 10, 0, 0, 0, 10θ, 0, 0) (0, 10, 0, 0, 0, 10θ, 0, 0)
(10, 0, 0, 0, 10, 0, 0, 0) (10, 0, 0, 0, 0, 10θ, 0, 0) (10, 0, 0, 0, 10θ, 0, 0, 0)
{8}Henceforth in this example, (x, x, x, x, x, x, x, x) = (e1, e2, e3, e4, f1, f2, f3, f4)
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If one of the ei’s is 15, then fi = 15θ, or 15θ, giving us 8 homomorphisms:
(0, 0, 0, 15, 0, 0, 0, 15θ) (0, 0, 0, 15, 0, 0, 0, 15θ) (0, 0, 15, 0, 0, 0, 15θ, 0)
(0, 0, 15, 0, 0, 0, 15θ, 0) (0, 15, 0, 0, 0, 15θ, 0, 0) (0, 15, 0, 0, 0, 15θ, 0, 0)
(15, 0, 0, 0, 15θ, 0, 0, 0) (15, 0, 0, 0, 15θ, 0, 0, 0)
If one of the ei’s is 16, then fi = 16, 16θ, 16θ, giving us 12 homomorphisms:
(0, 0, 0, 16, 0, 0, 0, 16) (0, 0, 0, 16, 0, 0, 0, 16θ) (0, 0, 0, 16, 0, 0, 0, 16θ)
(0, 0, 16, 0, 0, 0, 16, 0) (0, 0, 16, 0, 0, 0, 16θ, 0) (0, 0, 16, 0, 0, 0, 16θ, 0)
(0, 16, 0, 0, 0, 16, 0, 0) (0, 16, 0, 0, 0, 16θ, 0, 0) (0, 16, 0, 0, 0, 16θ, 0, 0)
(16, 0, 0, 0, 16, 0, 0, 0) (16, 0, 0, 0, 0, 16θ, 0, 0) (16, 0, 0, 0, 16θ, 0, 0, 0)
If one of the ei’s is 21, then fi = 21θ, or 21θ, giving us 8 homomorphisms:
(0, 0, 0, 21, 0, 0, 0, 21θ) (0, 0, 0, 21, 0, 0, 0, 21θ) (0, 0, 21, 0, 0, 0, 21θ, 0)
(0, 0, 21, 0, 0, 0, 21θ, 0) (0, 21, 0, 0, 0, 21θ, 0, 0) (0, 21, 0, 0, 0, 21θ, 0, 0)
(21, 0, 0, 0, 21θ, 0, 0, 0) (21, 0, 0, 0, 21θ, 0, 0, 0)
If one of the ei’s is 25, then fi = 25θ or 25θ, giving us 8 homomorphisms:
(0, 0, 0, 25, 0, 0, 0, 25θ) (0, 0, 0, 25, 0, 0, 0, 25θ) (0, 0, 25, 0, 0, 0, 25θ, 0)
(0, 0, 25, 0, 0, 0, 25θ, 0) (0, 25, 0, 0, 0, 25θ, 0, 0) (0, 25, 0, 0, 0, 25θ, 0, 0)
(25, 0, 0, 0, 25θ, 0, 0, 0) (25, 0, 0, 0, 25θ, 0, 0, 0)
For to the ei’s to equal two of the idempotents, they have to satisfy that eiej = 0 in Z30[θ],
and this is satisfied only for: {(6, 10), (6, 15), (6, 25), (10, 15), (10, 21), (15, 16)}.
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For any two of the ei’s to equal the pair (6, 10), we have the following 72 homomorphisms:
(0, 0, 6, 10, 0, 0, 6θ, 10) (0, 0, 6, 10, 0, 0, 6θ, 10θ) (0, 0, 6, 10, 0, 0, 6θ, 10θ)
(0, 0, 6, 10, 0, 0, 6θ, 10) (0, 0, 6, 10, 0, 0, 6θ, 10θ) (0, 0, 6, 10, 0, 0, 6θ, 10θ)
(0, 0, 10, 6, 0, 0, 10, 6θ) (0, 0, 10, 6, 0, 0, 10θ, 6θ) (0, 0, 10, 6, 0, 0, 10θ, 6θ)
(0, 0, 10, 6, 0, 0, 10, 6θ) (0, 0, 10, 6, 0, 0, 10θ, 6θ) (0, 0, 10, 6, 0, 0, 10θ, 6θ)
(0, 6, 0, 10, 0, 6θ, 0, 10) (0, 6, 0, 10, 0, 6θ, 0, 10θ) (0, 6, 0, 10, 0, 6θ, 0, 10θ)
(0, 6, 0, 10, 0, 6θ, 0, 10) (0, 6, 0, 10, 0, 6θ, 0, 10θ) (0, 6, 0, 10, 0, 0, 6θ, 10θ)
(0, 10, 0, 6, 0, 10, 0, 6θ) (0, 10, 0, 6, 0, 10θ, 0, 6θ) (0, 10, 0, 6, 0, 10θ, 0, 6θ)
(0, 10, 0, 6, 0, 10, 0, 6θ) (0, 10, 0, 6, 0, 10θ, 0, 6θ) (0, 10, 0, 6, 0, 10θ, 0, 6θ)
(0, 6, 10, 0, 0, 6θ, 10, 0) (0, 6, 10, 0, 0, 6θ, 10θ, 0) (0, 6, 10, 0, 0, 6θ, 10θ, 0)
(0, 6, 10, 0, 0, 6θ, 10, 0) (0, 6, 10, 0, 0, 6θ, 10θ, 0) (0, 6, 10, 0, 0, 6θ, 10θ, 0)
(0, 10, 6, 0, 0, 10, 6θ, 0) (0, 10, 6, 0, 0, 10θ, 6θ, 0) (0, 10, 6, 0, 0, 10θ, 6θ, 0)
(0, 10, 6, 0, 0, 10, 6θ, 0) (0, 10, 6, 0, 0, 10θ, 6θ, 0) (0, 10, 6, 0, 0, 10θ, 6θ, 0)
(6, 0, 0, 10, 6θ, 0, 0, 10) (6, 0, 0, 10, 6θ, 0, 0, 10θ) (6, 0, 0, 10, 6θ, 0, 0, 10θ)
(6, 0, 0, 10, 6θ, 0, 0, 10) (6, 0, 0, 10, 6θ, 0, 0, 10θ) (6, 0, 0, 10, 6θ, 0, 0, 10θ)
(10, 0, 0, 6, 10, 0, 0, 6θ) (10, 0, 0, 6, 10θ, 0, 0, 6θ) (10, 0, 0, 6, 10θ, 0, 0, 6θ)
(10, 0, 0, 6, 10, 0, 0, 6θ) (10, 0, 0, 6, 10θ, 0, 0, 6θ) (10, 0, 0, 6, 10θ, 0, 0, 6θ)
(6, 0, 10, 0, 6θ, 0, 10, 0) (6, 0, 10, 0, 6θ, 0, 10θ, 0) (6, 0, 10, 0, 6θ, 0, 10θ, 0)
(6, 0, 10, 0, 6θ, 0, 10, 0) (6, 0, 10, 0, 6θ, 0, 10θ, 0) (6, 0, 10, 0, 6θ, 0, 10θ, 0)
(10, 0, 6, 0, 10, 0, 6θ, 0) (10, 0, 6, 0, 10θ, 0, 6θ, 0) (10, 0, 6, 0, 10θ, 0, 6θ, 0)
(10, 0, 6, 0, 10, 0, 6θ, 0) (10, 0, 6, 0, 10θ, 0, 6θ, 0) (10, 0, 6, 0, 10θ, 0, 6θ, 0)
(6, 10, 0, 0, 6θ, 10, 0, 0) (6, 10, 0, 0, 6θ, 10θ, 0, 0) (6, 10, 0, 0, 6θ, 10θ, 0, 0)
(6, 10, 0, 0, 6θ, 10, 0, 0) (6, 10, 0, 0, 6θ, 10θ, 0, 0) (6, 10, 0, 0, 6θ, 10θ, 0, 0)
(10, 6, 0, 0, 10, 6θ, 0, 0) (10, 6, 0, 0, 10θ, 6θ, 0, 0) (10, 6, 0, 0, 10θ, 6θ, 0, 0)
(10, 6, 0, 0, 10, 6θ, 0, 0) (10, 6, 0, 0, 10θ, 6θ, 0, 0) (10, 6, 0, 0, 10θ, 6θ, 0, 0)
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For any two of the ei’s to equal the pair (6, 15),
we have the following 48 homomorphisms:
(0, 0, 6, 15, 0, 0, 6θ, 15θ) (0, 0, 6, 15, 0, 0, 6θ, 15θ) (0, 0, 6, 15, 0, 0, 6θ, 15θ)
(0, 0, 6, 15, 0, 0, 6θ, 15θ) (0, 6, 0, 15, 0, 6θ, 0, 15θ) (0, 6, 0, 15, 0, 6θ, 0, 15θ)
(0, 6, 0, 15, 0, 6θ, 0, 15θ) (0, 6, 0, 15, 0, 6θ, 0, 15θ) (0, 6, 15, 0, 0, 6θ, 15θ, 0)
(0, 6, 15, 0, 0, 6θ, 15θ, 0) (0, 6, 15, 0, 0, 6θ, 15θ, 0) (0, 6, 15, 0, 0, 6θ, 15θ, 0)
(6, 0, 0, 15, 6θ, 0, 0, 15θ) (6, 0, 0, 15, 6θ, 0, 0, 15θ) (6, 0, 0, 15, 6θ, 0, 0, 15θ)
(6, 0, 0, 15, 6θ, 0, 0, 15θ) (6, 0, 15, 0, 6θ, 0, 15θ, 0) (6, 0, 15, 0, 6θ, 0, 15θ, 0)
(6, 0, 15, 0, 6θ, 0, 15θ, 0) (6, 0, 15, 0, 6θ, 0, 15θ, 0) (6, 15, 0, 0, 6θ, 15θ, 0, 0)
(6, 15, 0, 0, 6θ, 15θ, 0, 0) (6, 15, 0, 0, 6θ, 15θ, 0, 0) (6, 15, 0, 0, 6θ, 15θ, 0, 0)
(0, 0, 15, 6, 0, 0, 15θ, 6θ) (0, 0, 15, 6, 0, 0, 15θ, 6θ) (0, 0, 15, 6, 0, 0, 15θ, 6θ)
(0, 0, 15, 6, 0, 0, 15θ, 6θ) (0, 15, 0, 6, 0, 15θ, 0, 6θ) (0, 15, 0, 6, 0, 15θ, 0, 6θ)
(0, 15, 0, 6, 0, 15θ, 0, 6θ) (0, 15, 0, 6, 0, 15θ, 0, 6θ) (0, 15, 6, 0, 0, 15θ, 6θ, 0)
(0, 15, 6, 0, 0, 15θ, 6θ, 0) (0, 15, 6, 0, 0, 15θ, 6θ, 0) (0, 15, 6, 0, 0, 15θ, 6θ, 0)
(15, 0, 0, 6, 15θ, 0, 0, 6θ) (15, 0, 0, 6, 15θ, 0, 0, 6θ) (15, 0, 0, 6, 15θ, 0, 0, 6θ)
(15, 0, 0, 6, 15θ, 0, 0, 6θ) (15, 0, 6, 0, 15θ, 0, 6θ, 0) (15, 0, 6, 0, 15θ, 0, 6θ, 0)
(15, 0, 6, 0, 15θ, 0, 6θ, 0) (15, 0, 6, 0, 15θ, 0, 6θ, 0) (15, 6, 0, 0, 15θ, 6θ, 0, 0)
(15, 6, 0, 0, 15θ, 6θ, 0, 0) (15, 6, 0, 0, 15θ, 6θ, 0, 0) (15, 6, 0, 0, 15θ, 6θ, 0, 0)
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For any two of the ei’s to equal the pair (6, 25),
we have the following 48 homomorphisms:
(0, 0, 6, 25, 0, 0, 6θ, 25θ) (0, 0, 6, 25, 0, 0, 6θ, 25θ) (0, 0, 6, 25, 0, 0, 6θ, 25θ)
(0, 0, 6, 25, 0, 0, 6θ, 25θ) (0, 6, 0, 25, 0, 6θ, 0, 25θ) (0, 6, 0, 25, 0, 6θ, 0, 25θ)
(0, 6, 0, 25, 0, 6θ, 0, 25θ) (0, 6, 0, 25, 0, 6θ, 0, 25θ) (0, 6, 25, 0, 0, 6θ, 25θ, 0)
(0, 6, 25, 0, 0, 6θ, 25θ, 0) (0, 6, 25, 0, 0, 6θ, 25θ, 0) (0, 6, 25, 0, 0, 6θ, 25θ, 0)
(6, 0, 0, 25, 6θ, 0, 0, 25θ) (6, 0, 0, 25, 6θ, 0, 0, 25θ) (6, 0, 0, 25, 6θ, 0, 0, 25θ)
(6, 0, 0, 25, 6θ, 0, 0, 25θ) (6, 0, 25, 0, 6θ, 0, 25θ, 0) (6, 0, 25, 0, 6θ, 0, 25θ, 0)
(6, 0, 25, 0, 6θ, 0, 25θ, 0) (6, 0, 25, 0, 6θ, 0, 25θ, 0) (6, 25, 0, 0, 6θ, 25θ, 0, 0)
(6, 25, 0, 0, 6θ, 25θ, 0, 0) (6, 25, 0, 0, 6θ, 25θ, 0, 0) (6, 25, 0, 0, 6θ, 25θ, 0, 0)
(0, 0, 25, 6, 0, 0, 25θ, 6θ) (0, 0, 25, 6, 0, 0, 25θ, 6θ) (0, 0, 25, 6, 0, 0, 25θ, 6θ)
(0, 0, 25, 6, 0, 0, 25θ, 6θ) (0, 25, 0, 6, 0, 25θ, 0, 6θ) (0, 25, 0, 6, 0, 25θ, 0, 6θ)
(0, 25, 0, 6, 0, 25θ, 0, 6θ) (0, 25, 0, 6, 0, 25θ, 0, 6θ) (0, 25, 6, 0, 0, 25θ, 6θ, 0)
(0, 25, 6, 0, 0, 25θ, 6θ, 0) (0, 25, 6, 0, 0, 25θ, 6θ, 0) (0, 25, 6, 0, 0, 25θ, 6θ, 0)
(25, 0, 0, 6, 25θ, 0, 0, 6θ) (25, 0, 0, 6, 25θ, 0, 0, 6θ) (25, 0, 0, 6, 25θ, 0, 0, 6θ)
(25, 0, 0, 6, 25θ, 0, 0, 6θ) (25, 0, 6, 0, 25θ, 0, 6θ, 0) (25, 0, 6, 0, 25θ, 0, 6θ, 0)
(25, 0, 6, 0, 25θ, 0, 6θ, 0) (25, 0, 6, 0, 25θ, 0, 6θ, 0) (25, 6, 0, 0, 25θ, 6θ, 0, 0)
(25, 6, 0, 0, 25θ, 6θ, 0, 0) (25, 6, 0, 0, 25θ, 6θ, 0, 0) (25, 6, 0, 0, 25θ, 6θ, 0, 0)
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For any two of the ei’s to equal the pair (10, 15), we have the following 72 homomorphisms:
(0, 0, 15, 10, 0, 0, 15θ, 10) (0, 0, 15, 10, 0, 0, 15θ, 10θ) (0, 0, 15, 10, 0, 0, 15θ, 10θ)
(0, 0, 15, 10, 0, 0, 15θ, 10) (0, 0, 15, 10, 0, 0, 15θ, 10θ) (0, 0, 15, 10, 0, 0, 15θ, 10θ)
(0, 0, 10, 15, 0, 0, 10, 15θ) (0, 0, 10, 15, 0, 0, 10θ, 15θ) (0, 0, 10, 15, 0, 0, 10θ, 15θ)
(0, 0, 10, 15, 0, 0, 10, 15θ) (0, 0, 10, 15, 0, 0, 10θ, 15θ) (0, 0, 10, 15, 0, 0, 10θ, 15θ)
(0, 15, 0, 10, 0, 15θ, 0, 10) (0, 15, 0, 10, 0, 15θ, 0, 10θ) (0, 15, 0, 10, 0, 15θ, 0, 10θ)
(0, 15, 0, 10, 0, 15θ, 0, 10) (0, 15, 0, 10, 0, 15θ, 0, 10θ) (0, 15, 0, 10, 0, 0, 15θ, 10θ)
(0, 10, 0, 15, 0, 10, 0, 15θ) (0, 10, 0, 15, 0, 10θ, 0, 15θ) (0, 10, 0, 15, 0, 10θ, 0, 15θ)
(0, 10, 0, 15, 0, 10, 0, 15θ) (0, 10, 0, 15, 0, 10θ, 0, 15θ) (0, 10, 0, 15, 0, 10θ, 0, 15θ)
(0, 15, 10, 0, 0, 15θ, 10, 0) (0, 15, 10, 0, 0, 15θ, 10θ, 0) (0, 15, 10, 0, 0, 15θ, 10θ, 0)
(0, 15, 10, 0, 0, 15θ, 10, 0) (0, 15, 10, 0, 0, 15θ, 10θ, 0) (0, 15, 10, 0, 0, 15θ, 10θ, 0)
(0, 10, 15, 0, 0, 10, 15θ, 0) (0, 10, 15, 0, 0, 10θ, 15θ, 0) (0, 10, 15, 0, 0, 10θ, 15θ, 0)
(0, 10, 15, 0, 0, 10, 15θ, 0) (0, 10, 15, 0, 0, 10θ, 15θ, 0) (0, 10, 15, 0, 0, 10θ, 15θ, 0)
(15, 0, 0, 10, 15θ, 0, 0, 10) (15, 0, 0, 10, 15θ, 0, 0, 10θ) (15, 0, 0, 10, 15θ, 0, 0, 10θ)
(15, 0, 0, 10, 15θ, 0, 0, 10) (15, 0, 0, 10, 15θ, 0, 0, 10θ) (15, 0, 0, 10, 15θ, 0, 0, 10θ)
(10, 0, 0, 15, 10, 0, 0, 15θ) (10, 0, 0, 15, 10θ, 0, 0, 15θ) (10, 0, 0, 15, 10θ, 0, 0, 15θ)
(10, 0, 0, 15, 10, 0, 0, 15θ) (10, 0, 0, 15, 10θ, 0, 0, 15θ) (10, 0, 0, 15, 10θ, 0, 0, 15θ)
(15, 0, 10, 0, 15θ, 0, 10, 0) (15, 0, 10, 0, 15θ, 0, 10θ, 0) (15, 0, 10, 0, 15θ, 0, 10θ, 0)
(15, 0, 10, 0, 15θ, 0, 10, 0) (15, 0, 10, 0, 15θ, 0, 10θ, 0) (15, 0, 10, 0, 15θ, 0, 10θ, 0)
(10, 0, 15, 0, 10, 0, 15θ, 0) (10, 0, 15, 0, 10θ, 0, 15θ, 0) (10, 0, 15, 0, 10θ, 0, 15θ, 0)
(10, 0, 15, 0, 10, 0, 15θ, 0) (10, 0, 15, 0, 10θ, 0, 15θ, 0) (10, 0, 15, 0, 10θ, 0, 15θ, 0)
(15, 10, 0, 0, 15θ, 10, 0, 0) (15, 10, 0, 0, 15θ, 10θ, 0, 0) (15, 10, 0, 0, 15θ, 10θ, 0, 0)
(15, 10, 0, 0, 15θ, 10, 0, 0) (15, 10, 0, 0, 15θ, 10θ, 0, 0) (15, 10, 0, 0, 15θ, 10θ, 0, 0)
(10, 15, 0, 0, 10, 15θ, 0, 0) (10, 15, 0, 0, 10θ, 15θ, 0, 0) (10, 15, 0, 0, 10θ, 15θ, 0, 0)
(10, 15, 0, 0, 10, 15θ, 0, 0) (10, 15, 0, 0, 10θ, 15θ, 0, 0) (10, 15, 0, 0, 10θ, 15θ, 0, 0)
For (10, 21), we’ll get 72 homomorphisms, For (15, 16), we’ll get 72 homomorphisms too.
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In order to have three different values of the ei’s, they must be pair-wise zero ( mod 30)
under multiplication, and this is only possible for the triple: {6, 10, 15}; which gives us 288
homomorphisms:
The first 48 are the following:
(0, 6, 10, 15, 0, 6θ, 10, 15θ) (0, 6, 10, 15, 0, 6θ, 10, 15θ) (0, 6, 10, 15, 0, 6θ, 10θ, 15θ)
(0, 6, 10, 15, 0, 6θ, 10θ, 15θ) (0, 6, 10, 15, 0, 6θ, 10θ, 15θ) (0, 6, 10, 15, 0, 6θ, 10θ, 15θ)
(0, 6, 10, 15, 0, 6θ, 10, 15θ) (0, 6, 10, 15, 0, 6θ, 10, 15θ) (0, 6, 10, 15, 0, 6θ, 10θ, 15θ)
(0, 6, 10, 15, 0, 6θ, 10θ, 15θ) (0, 6, 10, 15, 0, 6θ, 10θ, 15θ) (0, 6, 10, 15, 0, 6θ, 10θ, 15θ)
(0, 6, 15, 10, 0, 6θ, 15θ, 10) (0, 6, 15, 10, 6θ, 15θ, 10) (0, 6, 15, 10, 0, 6θ, 15θ, 10θ)
(0, 6, 15, 10, 0, 6θ, 15θ, 10θ) (0, 6, 15, 10, 6θ, 15θ, 10θ) (0, 6, 15, 10, 0, 6θ, 15θ, 10θ)
(0, 6, 15, 10, 0, 6θ, 15θ, 10) (0, 6, 15, 10, 0, 6θ, 15θ, 10) (0, 6, 15, 10, 0, 6θ, 15θ, 10θ)
(0, 6, 15, 10, 0, 6θ, 15θ, 10θ) (0, 6, 15, 10, 0, 6θ, 15θ, 10θ) (0, 6, 15, 10, 0, 6θ, 15θ, 10θ)
(6, 0, 10, 15, 6θ, 0, 10, 15θ) (6, 0, 10, 15, 6θ, 0, 10, 15θ) (6, 0, 10, 15, 6θ, 0, 10θ, 15θ)
(6, 0, 10, 15, 6θ, 0, 10θ, 15θ) (6, 0, 10, 15, 6θ, 0, 10θ, 15θ) (6, 0, 10, 15, 6θ, 0, 10θ, 15θ)
(6, 0, 10, 15, 6θ, 0, 10, 15θ) (6, 0, 10, 15, 0, 6θ, 10, 15θ) (6, 0, 10, 15, 6θ, 0, 10θ, 15θ)
(6, 0, 10, 15, 6θ, 0, 10θ, 15θ) (6, 0, 10, 15, 6θ, 0, 10θ, 15θ) (6, 0, 10, 15, 6θ, 0, 10θ, 15θ)
(6, 0, 15, 10, 6θ, 0, 15θ, 10) (6, 0, 15, 10, 6θ, 0, 15θ, 10) (6, 0, 15, 10, 6θ, 0, 15θ, 10θ)
(6, 0, 15, 10, 6θ, 0, 15θ, 10θ) (6, 0, 15, 10, 6θ, 0, 15θ, 10θ) (6, 0, 15, 10, 6θ, 0, 15θ, 10θ)
(6, 0, 15, 10, 6θ, 0, 15θ, 10) (6, 0, 15, 10, 6θ, 0, 15θ, 10) (6, 0, 15, 10, 6θ, 0, 15θ, 10θ)
(6, 0, 15, 10, 6θ, 0, 15θ, 10θ) (6, 0, 15, 10, 6θ, 0, 15θ, 10θ) (6, 0, 15, 10, 6θ, 0, 15θ, 10θ)
Permuting the three values (6, 10, 15) produces the rest of the 240,
Therefore, we have a total of:(
1 + 8 + 8 + 12 + 8 + 12 + 8 + 8 + 72 + 48 + 48 + 72 + 72 + 72 + 288 = 737
)
homomorphisms.
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Solution by using the formula in the theorem. φ : Z[θ]× Z[θ]× Z[θ]× Z[θ]→ Z30[θ]
For k = 30, the idempotents {I1 = 6, I2 = 10, I3 = 15, I4 = 16, I5 = 21, I6 = 25}
Λ(I1,I2/k) = Λ(6,10/30) = 1, Λ(I1,I3/k) = Λ(6,15/30) = 1, Λ(I1,I4/k) = Λ(6,16/30) = 0,
Λ(I1,I5/k) = Λ(6,21/30) = 0, Λ(I1,I6/k) = Λ(6,25/30) = 1, Λ(I2,I3/k) = Λ(10,15/30) = 1,
Λ(I2,I4/k) = Λ(10,16/30) = 0, Λ(I2,I5/k) = Λ(10,21/30) = 1, Λ(I2,I6/k) = Λ(10,25/30) = 0,
Λ(I3,I4/k) = Λ(15,16/30) = 1, Λ(I3,I5/k) = Λ(15,21/30) = 0, Λ(I3,I6/k) = Λ(15,25/30) = 0,
Λ(I4,I5/k) = Λ(16,21/30) = 0, Λ(I4,I6/k) = Λ(16,25/30) = 0, Λ(I5,I6/k) = Λ(21,25/30) = 0
The number of solutions of (x2 + x+ Ii), ”Ni” are as follows:
I1 = 6: x
2 + x+ 6 = 0 has two solutions, so N1 = 2.
I2 = 10: x
2 + x+ 10 = 0 has three solutions, so N2 = 3.
I3 = 15: x
2 + x+ 15 = 0 has two solutions, so N3 = 2.
I4 = 16: x
2 + x+ 16 = 0 has three solutions, so N4 = 3.
I5 = 21: x
2 + x+ 21 = 0 has two solutions, so N5 = 2.
I6 = 25: x
2 + x+ 25 = 0 has two solutions, so N6 = 2.
P (s, 2) = P (4, 2) =
(
4!
(4−2)!
)
=
(
4!
2!
)
= 242 = 12.
P (s, 3) = P (4, 3) =
(
4!
(4−3)!
)
=
(
4!
1!
)
= 241 = 24.
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Therefore the number of ring homomorphisms is:
N = 1 + n
(
2 +N1 +N2 +N3 +N4 +N5 +N6
)
+ P (4, 2)
(
N1N2Λ(I1,I2/k) +N1N3Λ(I1,I3/k) +N1N4Λ(I1,I4/k)
+N1N5Λ(I1,I5/k) +N1N6Λ(I1,I6/k)
)
+ P (4, 2)
(
N2N3Λ(I2,I3/k) +N2N4Λ(I2,I4/k) +N2N5Λ(I2,I5/k) +N2N6Λ(I2,I6/k)
)
+ P (4, 2)
(
N3N4Λ(I3,I4/k) +N3N5Λ(I3,I5/k) +N3N6Λ(I3,I6/k)
)
+ P (4, 3)
(
N1N2N3Λ(I1,I2/k) · Λ(I1,I3/k) · Λ(I2,I3/k)
)
+ P (4, 3)
(
N1N2N4Λ(I1,I2/k) · Λ(I1,I4/k) · Λ(I2,I4/k)
)
+ P (4, 3)
(
N1N2N5Λ(I1,I2/k) · Λ(I1,I5/k) · Λ(I2,I5/k)
)
+ P (4, 3)
(
N1N2N6Λ(I1,I2/k) · Λ(I1,I6/k) · Λ(I2,I6/k)
)
+ P (4, 3)
(
N2N3N4Λ(I2,I3/k) · Λ(I2,I4/k) · Λ(I3,I4/k)
)
+ P (4, 3)
(
N2N3N5Λ(I2,I3/k) · Λ(I2,I5/k) · Λ(I3,I5/k)
)
+ P (4, 3)
(
N2N3N6Λ(I2,I3/k) · Λ(I2,I6/k) · Λ(I3,I6/k)
)
+ P (4, 3)
(
N3N4N5Λ(I3,I4/k) · Λ(I3,I5/k) · Λ(I4,I5/k)
)
+ P (4, 3)
(
N3N4N6Λ(I3,I4/k) · Λ(I3,I6/k) · Λ(I4,I6/k)
)
+ P (4, 3)
(
N4N5N6Λ(I4,I5/k) · Λ(I4,I6/k) · Λ(I5,I6/k)
)
= 1 + 4
(
2 + 2 + 3 + 2 + 3 + 2 + 2
)
+ 12
(
2 · 3(1) + 2 · 2(1) + 2 · 3(0) + 2 · 2(0) + 2 · 2(1)
)
+ 12
(
3 · 2(1) + 3 · 3(0) + 3 · 2(1) + 3 · 2(0)
)
+ 12
(
2 · 3(1) + 2 · 2(0) + 2 · 2(0)
)
+ 12
(
3 · 2(0) + 3 · 2(0)
)
+ 2 · 2(0)
+ 24
(
2 · 3 · 2(1)(1)(1) + 2 · 3 · 3(1)(0)(0) + 2 · 3 · 2(1)(0)(1) + 2 · 3 · 2(1)(1)(0)
)
+ 24
(
3 · 2 · 3)(1)(0)(1) + 3 · 2 · 2(1)(1)(0) + 3 · 2 · 2(1)(0)(0)
+ 2 · 3 · 2(1)(0)(0)2 · 3 · 2(1)(0)(0)3 · 2 · 2(0)(0)(0)
)
= 1 + 4(16) + 12(6 + 4 + 0 + 0 + 4) + 12(6 + 0 + 6 + 0 + 6 + 0 + 0 + 0 + 0 + 0)
+ 24(12 + 0 + 0 + +0 + 0 + 0 + 0 + 0 + 0 + . . .)
= 1 + 64 + 168 + 144 + 72 + 288 = 737 homomorphisms
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Theorem 2.16. [5, Theorem 9]
The number of ring homomorphisms:
φ : Zn[θ] → Zk[θ] {9}
is
ck · 3ω(k)−ω
(
k
gcd(n,k)
)
where ck =

1 if m - k or m
∣∣∣ ( kgcd(n,k))
m+1
3 if m | k, m2 - k and m 6
∣∣∣ ( kgcd(n,k))
2m+1
3 if m
2 | k and m 6
∣∣∣ ( kgcd(n,k))
Where ω(k) is the number of prime factors of k in Z[θ].
Proof.
To determine the number of ring homomorphisms from Zn[θ] into Zk[θ], we see that we
have the same conditions as in the last theorem’s proof.
However, for a non zero homomorphism, when aj 6= 0,then ptjj must divide n.
So when p
tj
j - n, then for that component we must reduce the number of ring homomorphisms
accordingly by 1: ⇒ instead of ω(k) we have ω(k)− ω
(
k
gcd(n,k)
)
completing the proof.
{9} θ as in theorem 2.14, page 83
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Example 2.15.
Consider the ring homomorphisms: φ : Z3[θ]→ Z6[θ],
Where θ is the algebraic number with minimal polynomial P (x) = x2 + x+ 1.
That is; θ =
(
−1+√−3
2
)
= ρ, the Eisenstein number.
Note that this is just example(2.8) which has been solved on page 71.
We’ve found that we have the four ring homomorphisms:
(e, f) = (0, 0), (4, 4), (4, 4ρ) and (4, 4ρ2)
Solution by using the formula in the theorem.
Here, m = 3, n = 3, k = 6 and m | k (3 | 6) but m2 - k (32 - 6).
So, we have the second case of ck =
(
m+1
3
)
=
(
4
3
)
.
(
k
gcd(n,k)
)
=
(
6
gcd(3,6)
)
= 63 = 2, ω(6) = 2, ω(2) = 1,
and therefore N (φ : Z3[θ]→ Z6[θ]) = 4
3
· 32−1 = 4
3
· 3 = 4
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Theorem 2.17. [5, Theorem 11]
The number of ring homomorphisms:
φ : Zn[θ]× Zl[θ]→ Zk[θ] {10}
is
ck · 5ω(k)−ω
(
k
gcd(n,l,k)
)
· 32ω
(
k
gcd(n,l,k)
)
−ω
(
k
gcd(n,k)
)
−ω
(
k
gcd(l,k)
)
Where ck =

1 if either m - k or m | k, but m 6
∣∣∣ ( kgcd(l,k)), m 6 ∣∣∣ ( kgcd(n,k))
m+1
3 if m | k, m2 - k and m | l, or m | n but m - gcd(n, l)
4m+1
5 if m
2 | k and m 6
∣∣∣ ( kgcd(n,l,k))
and ω(m) is the number of prime factors of m in Z[θ].
Proof.
Let k = pt11 p
t2
2 · ptss in Z[θ], then by the Chinese Remainder Theorem:
Zk[θ] ∼= Zpt11 [θ]× Zpt22 [θ]× · · · × Zptss [θ]
Then φ is completely determined by its action on (1, 0), (0, 1), (θ, 0), (0, θ).
Note that, as in the previous proofs, φ ((1, 0)) and φ ((0, 1)) is each = 0 or 1.
Let φ ((θ, 0)) = a = (a1, a2, . . . , as) and φ ((0, θ)) = b = (b1, b2, . . . , bs) in Zk[θ].
Then φ is completely determined by the values of a and b.
Now, if pj 6=
√
m, then p
tj
j cannot divide both factors; then pj = θ or θ which gives us:
aj = 0, θ, θ ; bj = 0, θ, θ
Which gives us 22 + 1 = 5 possibilities.
{10} θ as in theorem 2.14, page 83
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If pj =
√
m, p
tj
j may divide both factors, ⇒ tj is even:
Case 1. For tj = 2, p
tj
j = p
2
j = m. For m | k but m2 - k:
If m | l; or if m | n but m - gcd(n, l) in Zm[θ] then:
Either aj = 0, bj = 0, θ, θ.
⇒ bj = xb + ybθ, xb, yb ∈ Zm and b2j + ubj + v = 0.
And similar to the proof of theorem (2.14), we have:
bj has m choices, giving us that ck =
m+1
3 .
Or aj = 0, θ, θ, bj = 0.
⇒ aj = xa + yaθ, xa, ya ∈ Zm and a2j + uaj + v = 0.
Similarly; aj has m choices, giving us that ck =
m+1
3 .
Case 2. For tj ≥ 4, so m2 | k and m - kgcd(n,l,k) , then aj has (2m + 1) choices and bj has
(2m+1) choices, along with ajbj = 0, thus, we have (4m+1) choices and ck =
4m+1
5
Example 2.16.
Consider the ring homomorphisms: φ : Z3[θ]× Z4[θ]→ Z6[θ],
where θ has the minimal polynomial: P (x) = x2 + x+ 1, thus θ =
(
−1+√−3
2
)
= ρ.
Note that this is just example(2.9), where we’ve found twelve ring homomorphisms on page
79.
Solution by using the formula in the theorem. Here, n = 3, l = 4, k = 6, m = 3,
m | k (3 | 6) and m2 - k (32 - 6) thus we have the second case of our ck = m+13 = 43 and the
solution follows identically as that on page 81.
A more illustrating example is given on the next page:
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Example 2.17. The ring homomorphism: φ : Z4[θ]× Z6[θ]→ Z12[θ],
where θ has the minimal polynomial P (x) = x2 + x+ 1.
Let e1 = φ(1, 0), e2 = φ(0, 1), f1 = φ(θ, 0), f2 = φ(0, θ).
Note that ei ∈ {0, 1, 4, 9}, the idempotents of Z12[θ].
For i = 1, 2: eifi = fi, f
2
i + fi + ei = 0, 3e1 = 6e2 = 0.
For e1 = e2 = 0 ⇒ f1 = f2 = 0, giving us (e1, e2, f1, f2) = (0, 0, 0, 0)
For e1 = 1, or e2 = 1 are both not acceptable, since 4e1 = 4 6= 0 and 6e2 = 6 6= 0.
For e1 = 0, e2 = 4, (note here, 6e2 = 6 · 4 = 24 = 0) ⇒ f2 = 4, 4θ, 4θ.
For e2 = 9 is not acceptable, for 6e2 = 6 · 9 = 54 = 6 6= 0.
For e1 = 1 or 4 are not acceptable, 4e1 6= 0 in either case.
For e1 = 9, (note, 4e1 = 4 · 9 = 36 = 0), e2 = 0 ⇒ f1 = 9θ, 9θ, f2 = 0 giving us:
(e1, e2, f1, f2) = (9, 0, 9θ, 0), (9, 0, 9θ, 0).
For e1 = 9, e2 = 4, (4e1 = 0, 6e2 = 0); giving us:
(e1, e2, f1, f2) = (9, 4, 9θ, 4), (9, 4, 9θ, 4θ), (9, 4, 9θ, 4θ), (9, 4, 9θ, 4), (9, 4, 9θ, 4θ), (9, 4, 9θ, 4θ).
Therefore, we have the following 12 homomorphisms:
(e1, e2, f1, f2) =
(0, 0, 0, 0) (0, 4, 0, 4) (0, 4, 0, 4θ)
(0, 4, 0, 4θ) (9, 0, 9θ, 0) (9, 0, 9θ, 0)
(9, 4, 9θ, 4) (9, 4, 9θ, 4θ) (9, 4, 9θ, 4θ)
(9, 4, 9θ, 4) (9, 4, 9θ, 4θ) (9, 4, 9θ, 4θ)
Solution by using the formula in the theorem.
Here, n = 4, l = 6, m = 3, k = 12, m | k and m2 - k with m | l; So, ck = m+13 = 43 ,(
k
gcd(k,n,l)
)
=
(
6
gcd(4,6,12)
)
= 122 = 6,
(
k
gcd(k,n)
)
=
(
12
gcd(12,4)
)
= 124 = 3,(
k
gcd(k,l)
)
=
(
12
gcd(12,6)
)
= 126 = 2.
Therefore, the number of ring homomorphisms is:
N = ck · 5ω(12)−ω(6) · 32ω(12)−ω(3)−ω(2) = 43 · 50 · 32(2)−1−1 = 43 · 32 = 12 homomorphisms.
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Theorem * 2.3.
The number of ring homomorphisms:
φ : Zn1 [θ]× Zn2 [θ]× · · · × Zns [θ] → Zk[θ] {11} is
1 +
(
M1 +M2 +M3 + · · ·+Mr
)
+
r∑
i=2
(
M1MiΛ(I1,Ii/k)
)
+
r∑
i=3
(
M2MiΛ(I2,Ii/k)
)
+ · · · +
(
Mr−1MrΛ(Ir−1,Ir/k)
)
+
(
M1M2M3
∏
i,j=1,2,3
i 6=j
Λ(Ii,Ij/k)
)
+ · · · +
(
M1M2Mr
∏
i,j=1,2,r
i 6=j
Λ(Ii,Ij/k)
)
+
(
M2M3M4
∏
i,j=2,3,4
i 6=j
Λ(Ii,Ij/k)
)
+ · · · +
(
M2M3Mr
∏
i,j=2,3,r
i 6=j
Λ(Ii,Ij/k)
)
· · · · · · · · ·
...
...
...
+
(
N1N2N3N4
4∏
i,j=1
i 6=j
Λ(Ii,Ij/k)
)
+ · · · +
(
M1M2M3Mr
∏
i,j=1
i,j 6=4
i 6=j
Λ(Ii,Ij/k)
)
...
...
...
+
(
M1M2 · · ·Mr−1
∏
i,j=1
i 6=j
Λ(Ii,Ij/k)
)
+ · · · +
(
M1M2 · · ·Mr
∏
i,j=1
i 6=j
Λ(Ii,Ij/k)
)
.
Where r and Ii as defined in Theorem* (2.1) on page 91, and Mi is defined by:
Mi = Ni
s∑
j=1
Λ(Ii,nj/k)
Where Λ is as defined in equation (2.12) on page 91.
{11} θ as in theorem 2.14, page 83
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Proof.
Note that this theorem is just a generalization of Theorem* (2.1), and the proof is identical
to that of Theorem* (2.1) with the additional condition that we must have niIj = 0 in
order to take it into account for producing a homomorphism, for i = 1, 2, . . . , s and for
every idempotent Ij of the r idempotents of Zk. And here comes the role of defining the
new parameter Mi, which is as defined, characterizes those idempotents that would be taken
into account. Moreover, note that we have omitted the P (n, i) coefficients from the formula
since it is accounted for in the definition of Mi’s.
Example 2.18. Consider the ring homomorphisms φ : Z2[θ]× Z4[θ]× Z2[θ]→ Z6[θ]
where θ is the algebraic number with the minimal polynomial p(x) = x2 + x+ 2
That is; θ =
(
−1+√−7
2
)
Let e1 = φ(1, 0, 0), e2 = φ(0, 1, 0), e3 = φ(0, 0, 1),
f1 = φ(θ, 0, 0), f2 = φ(0, θ, 0), f3 = φ(0, 0, θ)
We have to take into considerations the following conditions in searching for the ring
homomorphisms:
e2i = ei and eifi = fi with f
2
i + fi + 2ei = 0 for i = 1, 2, 3, with eiej = fifj = 0 for i 6= j.
Moreover, since 2(1) = 0 in Z2 and 4(1) = 0 in Z4 then,
we must also have 2e1 = 2e3 = 0 and 4e2 = 0. So, the only allowed idempotents of Z6[θ]
are 0 and 3. Therefore; e1, e2, e3 ∈ {0, 3}.
Now, for e1 = 0 ⇒ e2, e3 ∈ {0, 3}.
e1 = 0 ⇒ f1 = 0, and if e2 = 0, then f2 = 0.
Now, if also, e3 = 0 then f3 = 0 giving us (e1, e2, e3, f1, f2, f3) = (0, 0, 0, 0, 0, 0)
And if e3 = 3, then f
2
3 + f3 + 2e3 = f
2
3 + f3 = 0 ⇒ f3 = 0, 3 giving us that:
(e1, e2, e3, f1, f2, f3) = (0, 0, 3, 0, 0, 0) and (0, 0, 3, 0, 0, 3)
If e1 = 0 and e2 = 3, then e3 = 0 and f1 = f3 = 0 and f2 = 0, 3, giving us:
(e1, e2, e3, f1, f2, f3) = (0, 3, 0, 0, 0, 0) and (0, 3, 0, 0, 3, 0)
If e1 = 3 then e2 = e3 = 0 and f1 = 0, 3, f2 = f3 = 0 giving us:
(e1, e2, e3, f1, f2, f3) = (3, 0, 0, 0, 0, 0), (3, 0, 0, 3, 0, 0)
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Therefore, we have the following seven ring homomorphisms:
Let α = a+ bθ, β = c+ dθ, γ = e+ fθ, then:
φ(1, 0, 0) φ(θ, 0, 0) φ(0, 1, 0) φ(0, θ, 0) φ(0, 0, 1) φ(0, 0, θ) φ(α, β, γ)
0 0 0 0 0 0 0
0 0 3 0 0 0 3c
0 0 3 0 0 3 3c+ 3f
0 3 0 0 0 0 3b
0 3 0 0 3 0 3b+ 3e
3 0 0 0 0 0 3a
3 0 0 3 0 0 3a+ 3d
Solution by using the formula in the theorem.
Here, we have the non-one idempotents of Z6 are {0, I1 = 3, I2 = 4}.
n1 = 2, n2 = 4, n3 = 2 and k = 6.
The number of solutions of (x2 + x+ 2I1 = x
2 + x+ 6 = x2 + x = 0) is two, so N1 = 2.
The number of solutions of (x2 + x+ 2I2 = x
2 + x+ 8 = x2 + x+ 2 = 0) is two, so N2 = 2.
Λ(I1,n1/k) = Λ(3,2/6) = 1 since 3 · 2 = 0 in Z6, Λ(I1,n2/k) = Λ(3,4/6) = 1 since 3 · 4 = 0 in Z6,
Λ(I1,n3/k) = Λ(3,2/6) = 1, Λ(I2,n1/k) = Λ(4,2/6) = 0 since 4 · 2 6= 0 in Z6.
Λ(I2,n2/k) = Λ(4,4/6) = 0 since 4 · 4 6= 0 in Z6, Λ(I2,n3/k) = Λ(4,2/6) = 0.
And ΛI1,I2/k) = Λ(3,4/6) = 1 since 3 · 4 = 0 in Z6. Therefore:
M1 = N1
(
Λ(I1,n1/k) + Λ(I1,n2) + Λ(I1,n3/k)
)
= 2
(
1 + 1 + 1
)
= 2 · 3 = 6
∥∥∥∥∥ M2 =
(
Λ(I2,n1/k) + Λ(I2,n2) + Λ(I2,n3/k)
)
=
(
0 + 0 + 0
)
= 0
Therefore, the total number of ring homomorphisms is:
N = 1 +
(
M1 +M2
)
+
(
M1M2Λ(I1,I2/k)
)
= 1 +
(
6 + 0
)
+
(
6 · 0 · 0
)
= 1 + 6 = 7 homomorphisms
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Example 2.19. Consider example (2.17) on page 109; φ : Z4[θ]× Z6[θ]→ Z12[θ],
whose solution was based on Theorem (2.17) which is a special case of theorem* (2.3):
Now, n1 = 4, n2 = 6, k = 12, the idempotents of Z12 are: 0, 1, 4, 9
I1 = 1, N1 = 2, I2 = 4, N2 = 3, I3 = 9, N3 = 2l;
Λ(I1,I2/k) = Λ(1,4/12) = 0, Λ(I1,I3/k) = Λ(1,9/12) = 0, Λ(I2,I3/k) = Λ(3,4/12) = 1.
Λ(I1,n1/k) = Λ(1,4/12) = 0, Λ(I1,n2/k) = Λ(1,6/12) = 0,
Λ(I2,n1/k) = Λ(4,4/12) = 0, Λ(I2,n2/k) = Λ(4,9/12) = 1,
Λ(I3,n1/k) = Λ(9,4/12) = 1, Λ(I3,n2/k) = Λ(9,9/12) = 0,
M1 = N1
(
Λ(I1,n1/k) + Λ(I1,n2/k)
)
= 2
(
0 + 0
)
= 0
M2 = N2
(
Λ(I2,n1/k) + Λ(I2,n2/k)
)
= 3
(
0 + 1
)
= 3
M3 = N3
(
Λ(I3,n1/k) + Λ(I3,n2/k)
)
= 2
(
1 + 0
)
= 2
Therefore, the number of ring homomorphisms is:
N = 1 +
3∑
i=1
(
Mi
)
+M1M2Λ(I1,I2/k) +M1M3Λ(I1,I3/k) +M2M2Λ(I2,I2/k)
+M1M2M3Λ(I1,I2/k)Λ(I1,I3/k)Λ(I2,I3/k)
= 1 +
(
0 + 3 + 2
)
+
(
0 · 3(0))+ (0 · 2(0))+ (3 · 2(1))+ (0 · 3 · 2) · (0 · 0 · 1)
= 1 + 5 + 0 + 0 + 6 + 0 = 12 homomorphisms,
which is consistent with the solution (2.4) of page 109.
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Example 2.20. Consider φ : Z6[θ]× Z6[θ]× Z6[θ]→ Z6[θ],
with θ has the minimal polynomial P (x) = x2 + x+ 1.
Let e1, e2, e3, f1, f2, f3 be defined as in example (2.18).
The idempotents of Z6 are {0, 1, 3, 4}. So, ei ∈ {0, 1, 3, 4}.
Note that we must satisfy the same conditions in the previous example, in addition to that
ei · ni = 0, for i = 1, 2, 3, ni = 6. So, we must have 6ei = 0:
For ei = 0 → fi = 0 giving us the zero homomorphism:
(e1, e2, e3, e4, f1, f2, f3, f4) = (0, 0, 0, 0, 0, 0)
{12}
For ei = 1, note that ni · ei = 6 · 1 = 0, so 1 is acceptable,
Now, ei = 1 → fi = θ, θ giving us 8 homomorphisms:
(0, 0, 0, 1, 0, 0, 0, θ) (0, 0, 0, 1, 0, 0, 0, θ) (0, 0, 1, 0, 0, 0, θ, 0)
(0, 0, 1, 0, 0, 0, θ, 0) (0, 1, 0, 0, 0, θ, 0, 0) (0, 1, 0, 0, 0, θ, 0, 0)
(1, 0, 0, 0, θ, 0, 0, 0) (1, 0, 0, 0, θ, 0, 0, 0)
For ei = 3, ni · ei = 0, 3 is acceptable, and fi = 3θ, 3θ, giving us 8 homomorphisms:
(0, 0, 0, 3, 0, 0, 0, 3θ) (0, 0, 0, 3, 0, 0, 0, 3θ) (0, 0, 3, 0, 0, 0, 3θ, 0)
(0, 0, 3, 0, 0, 0, 3θ, 0) (0, 3, 0, 0, 0, 3θ, 0, 0) (0, 3, 0, 0, 0, 3θ, 0, 0)
(3, 0, 0, 0, 3θ, 0, 0, 0) (3, 0, 0, 0, 3θ, 0, 0, 0)
For ei = 4, ni · ei = 0, 4 is acceptable, and fi = 4, 4θ, 4θ, giving us 12 homomorphisms:
(0, 0, 0, 4, 0, 0, 0, 4) (0, 0, 0, 4, 0, 0, 0, 4θ) (0, 0, 0, 4, 0, 0, 0, 4θ)
(0, 0, 4, 0, 0, 0, 4, 0) (0, 0, 4, 0, 0, 0, 4θ, 0) (0, 0, 4, 0, 0, 0, 4θ, 0)
(0, 4, 0, 0, 0, 4, 0, 0) (0, 4, 0, 0, 0, 4θ, 0, 0) (0, 4, 0, 0, 0, 4θ, 0, 0)
(4, 0, 0, 0, 4, 0, 0, 0) (4, 0, 0, 0, 4θ, 0, 0, 0) (4, 0, 0, 0, 4θ, 0, 0, 0)
{12}Henceforth in this example, (x, x, x, x, x, x, x, x) = (e1, e2, e3, e4, f1, f2, f3, f4)
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For two of the ei’s to equal two of the idempotents, their product must be zero, so 3 and
4 meet this condition.
And this combination would give us 72 homomorphisms:
(0, 0, 3, 4, 0, 0, 3θ, 4) (0, 0, 3, 4, 0, 0, 3θ, 4θ) (0, 0, 3, 4, 0, 0, 3θ, 4θ)
(0, 0, 3, 4, 0, 0, 3θ, 4) (0, 0, 3, 4, 0, 0, 3θ, 4θ) (0, 0, 3, 4, 0, 0, 3θ, 4θ)
(0, 0, 4, 3, 0, 0, 4, 3θ) (0, 0, 4, 3, 0, 0, 4θ, 3θ) (0, 0, 4, 3, 0, 0, 4θ, 3θ)
(0, 0, 4, 3, 0, 0, 4, 3θ) (0, 0, 4, 3, 0, 0, 4θ, 3θ) (0, 0, 4, 3, 0, 0, 4θ, 3θ)
(0, 3, 0, 4, 0, 3θ, 0, 4) (0, 3, 0, 4, 0, 3θ, 0, 4θ) (0, 3, 0, 4, 0, 3θ, 0, 4θ)
(0, 3, 0, 4, 0, 3θ, 0, 4) (0, 3, 0, 4, 0, 3θ, 0, 4θ) (0, 3, 0, 4, 0, 0, 3θ, 4θ)
(0, 4, 0, 3, 0, 4, 0, 3θ) (0, 4, 0, 3, 0, 4θ, 0, 3θ) (0, 4, 0, 3, 0, 4θ, 0, 3θ)
(0, 4, 0, 3, 0, 4, 0, 3θ) (0, 4, 0, 3, 0, 4θ, 0, 3θ) (0, 4, 0, 3, 0, 4θ, 0, 3θ)
(0, 3, 4, 0, 0, 3θ, 4, 0) (0, 3, 4, 0, 0, 3θ, 4θ, 0) (0, 3, 4, 0, 0, 3θ, 4θ, 0)
(0, 3, 4, 0, 0, 3θ, 4, 0) (0, 3, 4, 0, 0, 3θ, 4θ, 0) (0, 3, 4, 0, 0, 3θ, 4θ, 0)
(0, 4, 3, 0, 0, 4, 3θ, 0) (0, 4, 3, 0, 0, 4θ, 3θ, 0) (0, 4, 3, 0, 0, 4θ, 3θ, 0)
(0, 4, 3, 0, 0, 4, 3θ, 0) (0, 4, 3, 0, 0, 4θ, 3θ, 0) (0, 4, 3, 0, 0, 4θ, 3θ, 0)
(3, 0, 0, 4, 3θ, 0, 0, 4) (3, 0, 0, 4, 3θ, 0, 0, 4θ) (3, 0, 0, 4, 3θ, 0, 0, 4θ)
(3, 0, 0, 4, 3θ, 0, 0, 4) (3, 0, 0, 4, 3θ, 0, 0, 4θ) (3, 0, 0, 4, 3θ, 0, 0, 4θ)
(4, 0, 0, 3, 4, 0, 0, 3θ) (4, 0, 0, 3, 4θ, 0, 0, 3θ) (4, 0, 0, 3, 4θ, 0, 0, 3θ)
(4, 0, 0, 3, 4, 0, 0, 3θ) (4, 0, 0, 3, 4θ, 0, 0, 3θ) (4, 0, 0, 3, 4θ, 0, 0, 3θ)
(3, 0, 4, 0, 3θ, 0, 4, 0) (3, 0, 4, 0, 3θ, 0, 4θ, 0) (3, 0, 4, 0, 3θ, 0, 4θ, 0)
(3, 0, 4, 0, 3θ, 0, 4, 0) (3, 0, 4, 0, 3θ, 0, 4θ, 0) (3, 0, 4, 0, 3θ, 0, 4θ, 0)
(4, 0, 3, 0, 4, 0, 3θ, 0) (4, 0, 3, 0, 4θ, 0, 3θ, 0) (4, 0, 3, 0, 4θ, 0, 3θ, 0)
(4, 0, 3, 0, 4, 0, 3θ, 0) (4, 0, 3, 0, 4θ, 0, 3θ, 0) (4, 0, 3, 0, 4θ, 0, 3θ, 0)
(3, 4, 0, 0, 3θ, 4, 0, 0) (3, 4, 0, 0, 3θ, 4θ, 0, 0) (3, 4, 0, 0, 3θ, 4θ, 0, 0)
(3, 4, 0, 0, 3θ, 4, 0, 0) (3, 4, 0, 0, 3θ, 4θ, 0, 0) (3, 4, 0, 0, 3θ, 4θ, 0, 0)
(4, 3, 0, 0, 4, 3θ, 0, 0) (4, 3, 0, 0, 4θ, 3θ, 0, 0) (4, 3, 0, 0, 4θ, 3θ, 0, 0)
(4, 3, 0, 0, 4, 3θ, 0, 0) (4, 3, 0, 0, 4θ, 3θ, 0, 0) (4, 3, 0, 0, 4θ, 3θ, 0, 0)
Therefore, we have (1 + 8 + 8 + 12 + 72) = 101 homomorphisms.
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Solution by using the formula in the theorem.
Here, ni = k = 6, I1 = 1, I2 = 3, I3 = 4, N1 = 2, N2 = 2 and N3 = 3.
Λ(I1,I2/k) = Λ(1,3/6) = 0 since 1 · 3 6= 0,
Λ(I1,I3/k) = Λ(1,4/6) = 0 since 1 · 4 6= 0,
Λ(I2,I3/k) = Λ(3,4/6) = 1 since 3 · 4 = 0,
Λ(I1,ni/k) = Λ(1,6/6) = 1 since 1 · 6 = 0,
Λ(I2,ni/k) = Λ(3,6/6) = 1 since 3 · 6 = 0,
Λ(I3,ni/k) = Λ(4,6/6) = 1 since 4 · 6 = 0,
M1 = N1
(
Λ(I1,n1/k) + Λ(I1,n2/k) + Λ(I1,n3/k) + Λ(I1,n4/k)
)
= 2
(
1 + 1 + 1 + 1
)
= 2(4) = 8
M2 = N2
(
Λ(I2,n1/k) + Λ(I2,n2/k) + Λ(I2,n3/k) + Λ(I2,n4/k)
)
= 3
(
1 + 1 + 1 + 1
)
= 3(4) = 12
M3 = N3
(
Λ(I3,n1/k) + Λ(I3,n2/k) + Λ(I3,n3/k) + Λ(I3,n4/k)
)
= 2
(
1 + 1 + 1 + 1
)
= 2(4) = 8
Therefore, the number of ring homomorphisms is:
N = 1 +
3∑
i=1
(
Mi
)
+M1M2Λ(I1,I2/k) +M1M3Λ(I1,I3/k) +M2M3Λ(I2,I3/k)
= 1 +
(
8 + 12 + 8
)
+
(
8 · 12 · (0)
)
+
(
8 · 8 · (0)
)
+
(
8 · 8 · (1)
)
= 1 + 28 + 72 = 101 homomorphisms
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Theorem 2.18. [4, Theorem 2]
The number of ring homomorphisms:
φ : Zm1 [θ]× Zm2 [θ]× · · · × Zmr [θ] → Zpk [θ] {13}
is Ck
where Ck =

1 +Npk(m1,m2, . . . ,mr) if either p
k ≡ 2 or p ≡ 3 mod 4
(m+ 1)Npk(m1,m2, . . . ,mr) if p
k = 4
(1 + 2m)Npk(m1,m2, . . . ,mr) if p
k = 2k, k ≥ 3
1 + 8Npk(m1,m2, . . . ,mr) if p ≡ 1 mod 4
Proof.
Let φ : Zm1 [θ]× Zm2 [θ]× · · · × Zmr [θ]→ Zpk [θ] be a ring homomorphism.
Then φ is completely determined by its action on φ(ei) and φ(fi) for i = 1, 2, . . . , r,
where:
ej is the r-tuple with 1 in the j
th component and 0 elsewhere, and
fj is the r-tuple with θ in the j
th component and 0 elsewhere.
Note, since for each j = 1, ej is an idempotent in Zmj [θ]; then so is each φ(ej) in Zpk [θ].
And for φ(ej) 6= 0, φ(ej) 6= 0 for i 6= j
⇒ 0 = φ(0) = φ(eiej) = φ(ei)φ(ej) 6= 0, a contradiction.
So, if φ is not the zero homomorphism, then φ(ei) 6= 0 for exactly one value of i. And for
that i, pk must divide mi; So we just need to compute the number of idempotent elements in
Zpk [θ]. And since the idempotent elements are φ(ei)’s, satisfying the quadratic congruence
(φ(ei))
2 ≡ φ(ei) mod pk, then the number of idempotent elements in Zpk [θ] depends on
the number of solutions to that quadratic congruence under different cases:
{13} θ as in theorem 2.14, page 83
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Using the results in the proof of theorem (2.7) (page 63); we consider the solutions of the
quadratic congruence: x2 ≡ x mod pk, and following those cases in the proof of theorem
(2.14), we get:
(i) pk = 2, or p ≡ 3 mod 4, we have only one solution, so if Npk(m1,m2, . . . ,mr) is the
number of elements in the set {m1,m2, . . . ,mr} that are divisible by pk.
Then we have the number of idempotent elements is:
(
1 +Npk(m1,m2, . . . ,mr)
)
(ii) pk = 4, The number of solutions is (m+ 1), hence the number of idempotent elements
is: (
(m+ 1)Npk(m1,m2, . . . ,mr)
)
(iii) pk = 2k, k ≥ 3, the number of solutions is (2m+ 1), hence the number of idempotent
elements is: (
(2m+ 1)Npk(m1,m2, . . . ,mr)
)
(iv) p ≡ 1 mod 4, then we have 8 solutions for each mi, and hence the number of idem-
potent elements is: (
1 + 8Npk(m1,m2, . . . ,mr)
)
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Chapter 3
Conclusions and Future Work
3.1 Conclusions
We have considered the number of ring homomorphisms over special rings, namely:
• The ring, and rings related to the ring of Integers, Z.
• The ring, and rings related to the ring of Gaussian integers, Z[i].
• The ring, and rings related to the ring of Eisenstein integers, Z[ρ].
• The ring, and rings related to the ring of a certain algebraic number, Z[θ] where θ is
an algebraic number and Z[θ] is a unique factorization domain (UFD) under certain
conditions.
Secondly, we were able to reach new generalizations concerning the number of ring homo-
morphisms over the ring of integers, Z and rings related to it as well as those of certain
rings of an algebraic number subject to specific condtions, namely: Z[θ] and its quotient
rings where θ is an algebraic integer with minimal polynomial: p(x) = x2 + ux + v where
m = |u2 − 4v| is a prime. These original results were marked with an asterisk (*).
We have given some examples in order to illustrate how to use the formulas given in the
theorems. It’s clear from the examples that these formulas are much easier to use than the
regular methods of finding the ring homomorphisms.
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3.2 Future Work
I think that it would be interesting to consider the number of ring homomorphisms over:
• The ring of algebraic integers Z[θ] where θ is an algebraic integer whose minimal poly-
nomial is: P (x) = x2 + ux+ v, where the radicand, (u2− 4v) = m, and m is a square
free integer (not necessarily a prime).
• The quadratic number fields Q[θ] where θ is an algebraic number with certain minimal
quadratic polynomial (whose coefficients ∈ Q) under certain conditions.
• The ring of cubic algebraic integers Z[θ] where θ is an algebraic integer with simple
minimal cubic polynomial with coefficients ∈ Z.
I do believe that these problems are worth working on; for they open the way to reach wider
generalizations, and hence, to have a clearer conception about algebraic number fields and
their relations.
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