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Abstract
The combination of high-resolution satellite imagery and machine learning have
proven useful in many sustainability-related tasks, including poverty prediction,
infrastructure measurement, and forest monitoring. However, the accuracy afforded
by high-resolution imagery comes at a cost, as such imagery is extremely expensive
to purchase at scale. This creates a substantial hurdle to the efficient scaling and
widespread adoption of high-resolution-based approaches. To reduce acquisition
costs while maintaining accuracy, we propose a reinforcement learning approach in
which free low-resolution imagery is used to dynamically identify where to acquire
costly high-resolution images, prior to performing a deep learning task on the
high-resolution images. We apply this approach to the task of poverty prediction
in Uganda, building on an earlier approach that used object detection to count
objects and use these counts to predict poverty. Our approach exceeds previous
performance benchmarks on this task while using 80% fewer high-resolution
images. Our approach could have application in many sustainability domains that
require high-resolution imagery.
1 Introduction
When combined with machine learning, satellite imagery has proven broadly useful for a range of
computer vision tasks including object detection [9], object tracking [23, 24], cloud removal [18] and
sustainability-related tasks, from poverty prediction [8, 1, 19, 2, 29] to infrastructure measurement
[3] to forest and water quality monitoring [5] to the mapping of informal settlements [12]. Compared
to coarser (10-30m) publicly-available imagery [4], high-resolution (< 1m) imagery has proven
particularly useful for these tasks because is often able to resolve specific objects or features that are
critical for downstream tasks but that are undetectable in coarser imagery.
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For example, recent work demonstrated an approach for predicting local-level consumption expen-
diture using object detection on high-resolution daytime satellite imagery [1], showing how this
approach can yield interpretable predictions and also outperform previous benchmarks that rely on
lower-resolution, publicly-available satellite imagery [4]. This additional information, however, typi-
cally comes at a cost, as high-resolution satellite imagery must be purchased from private providers.
Additionally, processing high-resolution images is computationally more expensive than the coarser
resolution ones [25, 30, 13, 10, 27, 14, 6]. Given these costs, deploying these models at scale using
high-resolution imagery quickly becomes cost-prohibitive for most organizations and research teams,
inhibiting the broader development and deployment of machine-learning based tools and insights
based on these data.
To address this problem, we propose a reinforcement learning approach that uses coarse, freely-
available public imagery to dynamically identify where to acquire costly high-resolution images,
prior to conducting an object detection task. This concept leverages publicly available Sentinel-2 [4]
images (10-30m) to sample smaller amount of high-resolution images (<1m). Our framework is
inspired from the recent studies in computer vision literature that perform conditional inference to
reduce computational complexity of convolutional networks in test time [22, 28].
We apply our approach to the domain of poverty prediction, and show how our approach can
substantially reduce the cost of previous methods that used deep learning on high-resolution images
to predict poverty [1] while maintaining or even improving their accuracy. In our study country
of Uganda, we show how our approach can reduce the number of high-resolution images needed
by 80%, in turn reducing the cost of making a country-wide poverty map using this approach by
an estimate $2.9 million. We leave the exploration of our cost-aware adaptive framework for other
computer vision tasks using high-resolution satellite images as a future work.
2 Poverty Mapping from Remote Sensing Imagery
Poverty is typically measured using consumption expenditure, the value of all the goods and services
consumed by a household in a given period. A household or individual is said to be poverty stricken
if their measured consumption expenditure falls below a defined threshold (currently $1.90 per capita
per day). We focus on this consumption expenditure as our outcome of interest, using “poverty" as
shorthand for “consumption expenditure" throughout the paper. While typical household surveys
measure consumption expenditure at the household level, publicly available data typically only
release geo-coordinate information at the “cluster" level – which is a village in rural areas and a
neighborhood in urban areas. Efforts to predict poverty have thus focused on predicting at the cluster
level (or more aggregated levels) [1].
Earlier work [1] demonstrated state-of-the-art results for predicting village-level poverty using high-
resolution satellite imagery, and showed how such predictions could be made with an interpretable
model. In particular, this work trained an object detector to obtain classwise object counts (buildings,
trucks, passenger vehicles, railway vehicles, etc.) in high-resolution images, and then used these
counts in a regression model to predict poverty. Not only were these categorical features predictive
of poverty, but their counts had clear and intuitive relationships with the outcome of interest. The
cost of this accuracy and interpretability was the high-resolution imagery, which typically must be
purchased for $10-20 per km2 from private providers.
We build on these earlier approaches here. Let {(Hi,Li, yi, ci)}Ni=1 be a set of N villages surveyed,
where ci = (clati , c
long
i ) is the latitude and longitude coordinates for cluster i, and yi ∈ R is the
corresponding average poverty index for a particular year. For each cluster i, we can acquire both high-
resolution and low-resolution satellite imagery corresponding to the survey year,Hi ∈ RW×H×B , a
W ×H image with B channels, and Li ∈ RW/D×H/D×B , a W/D ×H/D image with B channels.
Here D represents a scalar to show the resolution difference between low-resolution and high-
resolution images. Following [1], our goal is to learn a regressor fr to predict the poverty index yi
using Li and only limited informative regions ofHi.
3 Dataset
Socio-economic Data. Our ground truth dataset consists of data on consumption expenditure
(poverty) from Living Standards Measurement Study (LSMS) survey conducted in Uganda by the
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Figure 1: Schematic overview of the proposed approach. The Policy Network uses cheaply available
Sentinel-2 low-resolution image representing a cluster to output a set of actions representing unique
1000×1000 px high-resolution tiles in the 34×34 grid. Then object detection is performed on the
sampled HR tiles (black regions represent dropped tiles) to obtain the corresponding class-wise object
counts (L-dimensional vectors). Finally, the classwise object counts vectors corresponding to the
acquired HR tiles are added element-wise to get the final feature vector representing the cluster. Our
reinforcement learning approach dynamically identifies where to acquire high-resolution images,
conditioned on cheap, low-resolution data, before performing object detection, whereas the previous
work [1] exhaustively uses all the HR tiles representing a cluster for poverty mapping, making their
method expensive and less practical.
Uganda Bureau of Statistics between 2011 and 2012 [21]. The survey consists of data from 2,716
households in Uganda, which are grouped into unique locations called clusters. The latitude and
longitude location, ci = (clati , c
long
i ), of a cluster i = {1, 2, . . . , N} is given, with noise of up to 5
km added in each direction by the surveyers to protect respondent privacy. Individual household
locations in each cluster i are also withheld to preserve anonymity. We have N=320 clusters in the
survey which we use to test the performance of our method in terms of predicting the average poverty
index, yi, for a group i. For each ci, the survey measures the poverty level by the per capital daily
consumption in dollars which we refer to as the “LSMS poverty score" for simplicity like [1]. Fig.
1 (bottom left corner) visualizes the surveyed locations on the map along with their corresponding
LSMS poverty scores, revealing that a high percentage of surveyed locations have relatively low
consumption expenditure values.
Satellite Imagery. We acquire both high-resolution and low-resolution satellite imagery for Uganda.
The high-resolution satellite imagery, Hi, corresponding to cluster ci (roughly, a village or neigh-
borhood) is represented by T=34×34=1156 images of 1000×1000 pixels each with 3 channels,
arranged in a 34×34 square grid. This corresponds to a 10km×10km spatial neighborhood centered
at ci. A large neighborhood is considered to deal with up-to 5km of random noise in the cluster
coordinates that has been added by the survey organization to protect respondent privacy. These
high-resolution images come from DigitalGlobe satellites with 3 bands (RGB) and 30cm pixel
resolution. Formally, we represent all the high-resolution images corresponding to ci as a sequence
of T tiles asHi = {Hji }Tj=1.
We also acquire low-resolution satellite imagery, Li, corresponding to cluster ci is represented by a
single image of 1014×1014 pixels with 3 channels. These mages come from Sentinel-2 with 3 bands
(RGB) and 10m pixel resolution and are freely available to the public. Each image corresponds to the
same 10km×10km spatial neighborhood centered at ci, however the resolution is much lower – each
Sentinel-2 pixel corresponds to roughly 1000 pixels from the high-resolution imagery. Because of
this low-resolution, it is not possible to perform fine-grained object detection just using these images.
Fig. 1 illustrates an example cluster from Uganda.
4 Fine-grained Object Detection on High-Resolution Satellite Imagery
Similar to [1], we use an intermediate object detection phase to obtain categorical features (classwise
object counts) from high-resolution tiles of a cluster. Due to lack of object annotations for satellite
images from Uganda, we use the same transfer learning strategy as in [1] by training an object
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detector (YOLOv3 [15]) on xView [9], one of the largest and most diverse publicly available
overhead imagery datasets for object detection with 10 parent-level and 60 child-level classes. Earlier
work [1] studied both parent-level and child-level detectors and empirically find that not only the
parent-level object detection features are better for poverty regression but at the same time are more
suited for interpretability due to household level descriptions. Thus, we train YOLOv3 detector using
parent-level classes (see x-axis labels of Fig. 2).
As described in Section 3, each Hi representing a cluster is a set of T high-resolution images,
{Hji }Tj=1. To obtain a baseline model that uses all the high-resolution imagery available, we follow
the protocol in [1] and run the trained YOLOv3 object detector on each 1000×1000px tile (i.e. Hji ) to
get the correspoding set of object detections and each detection is denoted by a tuple (xc, yc, w, h, l, s),
where xc and yc represent the center coordinates of the bounding box, w and h represent the width
and height of the bounding box, l and s represent the object class label and class confidence score.
For each tile Hji ofHi, we get nji object detections. Similar to [1], we use these nji object detections
to generate a L-dimensional vector, vji ∈ RL (where L=10 is the number of object labels/classes),
by counting the number of detected objects in each class. This process results in T L-dimensional
vectors, vi = {vji }Tj=1 which can be aggregated into a single L-dimensional categorical feature
vector mi by summing over the tiles: mi =
∑T
j=1 v
j
i . This classwise object counts can be used in a
regression model for poverty estimation [1]. [1] exhaustively uses all T=1156 HR tiles of a cluster
for poverty estimation. In contrast, we propose to use a method that adaptively selects informative
regions for high-resolution acquisition conditioned on the publicly available, low-resolution data. We
describe our solution in the next section.
5 Adaptive Tile Selection
Due to the large acquisition cost of HR images, it is non-trivial and expensive to deploy models based
on HR imagery at scale. For this reason, we propose an efficient tile selection framework to capture
relevant fine level information such as classwise object counts for downstream tasks. We represent
the HR image covering a spatial cluster i centered at ci = (clati , c
lon
i ) asHi ∈ RW×H×B where W ,
H and B represent height width and number of bands. Additionally, we represent the LR image of
the same spatial cluster i as Li ∈ RW/D,H/D,B where D represents a scalar for the number of pixels
in width and height. For example, in the case of Sentinel-2 (10 m GSD), we have D = 30 times
smaller number of pixels than the high-resolution DigitalGlobe images (0.3m GSD). With an adaptive
approach, our task is to acquire only small subset of Hi conditionally on Li while not hurting the
performance in our downstream tasks that uses object counts from the cluster i. This adaptive method
is formulated as a two-step episodic Markov Decision Process (MDP), similar to [26]. In the first step,
we adaptively sample HR tiles and in the second step, we run them through a pre-trained detector.
Adaptive Selection. The first module of our framework finds tiles to sample/acquire, conditioned
on the low spatial resolution image covering a cluster. In this direction, a cluster-level HR image
Hi = (H1i , H2i , . . . ,HTi ) is divided into equal-size non-overlapping tiles, where T is the number of
tiles. In this set up, we modelHi as a latent variable as it is not directly observed and it is inferred
from the random variable Li. We associate each tile, Hji , of Hi with an L-dimensional classwise
object counts feature represented as vi = {v1i , . . . ,vTi }. We then model the policy network to only
choose tiles where there is desirable number of object counts as: Acquire Hji if ||vji ||1 > P where
P is determined by the policy network that uses a reward function characterized by the user. Similar
toHi, we decompose the random variable Li as Li = (l1i , l2i , . . . , lTi ) where lji represents the lower
spatial resolution version (from Sentinel-2) of Hji .
Modeling the Policy Network’s Input and Output. In a simple scenario, we can take a single
binary action for each Hji whether to acquire it or not conditioned on l
j
i . However, we believe
that choosing multiple actions representing different disjoint subtiles of tile Hji can help us avoid
sampling areas of tile Hji where there are no objects of interest. In another setup, we can use a large
T to have smaller tiles and take a single action to sample tile Hji or not. However, this introduces
run-time complexity since we need to run the policy network more number of times to cover a cluster.
For these reasons, we divide tile Hji into S number of disjoint subtiles as H
j
i = (h
j,1
i , h
j,2
i , ..., h
j,S
i ).
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In the first step of the MDP, the agent observes lji and outputs a binary action array, a
j
i ∈ {0, 1}S ,
where aj,ki = 1 represents acquisition of the HR version of the k-th subtile of H
j
i i.e. h
j,k
i . The
subtile sampling policy, parameterized by θp, is formulated as
pi(aji |lji ; θp) = p(aji |lji ; θp) (1)
where pi(lji ; θp) is a function mapping the observed LR image to a probability distribution over subtile
sampling actions aji . The joint probability distribution over the random variables l
j
i , v
j
i , H
j
i , and
action aji , can be written as
p(Hji , l
j
i ,v
j
i ,a
j
i ) = p(H
j
i ) p(v
j
i |Hji ) p(lji |Hji ) p(aji |lji ; θp) (2)
Object Detection. In the second step of the MDP, the agent runs the object detection on the
selected HR subtiles. Conditioned on aji , it observes HR subtiles if necessary and produces vˆ
j
i , a
L-dimensional classwise object counts vector. We find the object counts with our adaptive framework
using a pre-trained object detector fd (parameterized by θd) as:
vˆj,ki =
{
fd(h
j,k
i ) if a
j,k
i = 1
0 else
(3)
Then, we compute the tile level object counts as vˆji =
∑S
k=1 vˆ
j,k
i . Finally, we define our overall cost
function J as:
max
θp
J(θp, θd) = Ep[R(aji , vˆ
j
i ,v
j
i )], (4)
where the reward depends on aji , vˆ
j
i , v
j
i . Our goal is to learn the parameters θp given a pre-trained
object detector θd to maximize the objective being a function of the reward function. We detail the
reward function in Section 6.
6 Modeling and Optimization of the Policy Network
Modeling the Policy Network. In the previous section, in high level we formulated the task of
efficient HR subtile selection as a two step episodic MDP. In this section, we model how to learn
the policy distribution for subtile sampling. In this study, we have T = 1156 number of tiles as we
have a 34×34 grid of images. In this case, each tile consists of 1000×1000 pixels. As mentioned
in the previous section, we divide each tile into S=4 subtiles of 250×250 pixels each. In this study,
similar to [26] we model the action likelihood function of the policy network, fp, using the product
of bernoulli distributions as:
pic(a
j
i |lji ; θp) =
S∏
k=1
(sj,ki )
aj,ki (1− sj,ki )(1−a
j,k
i ) (5)
sji = fp(l
j
i ; θp) (6)
We use a sigmoid function to transform logits to probabilistic values, sj,ki ∈ [0, 1].
Optimization of the Policy Network. Next we detail optimization procedure for the policy network.
Previously defined objective function as shown in Eq. 4 is not differentiable w.r.t the policy network
parameters, θp. This is because we discretize continuous action probabilities from the policy network
to perform binary action of acquiring or not acquiring a subtile. To overcome this, we use one of
the model-free reinforcement learning algorithms called Policy Gradient [20]. Our final objective
function as shown below includes the reward function as well as action likelihood distribution which
can be differentiated w.r.t θp.
∇θpJ = E
[
R(aji , vˆ
j
i ,v
j
i )∇θp log piθp(aji |lji )
]
, (7)
Our objective function relies on mini-batch Monte-Carlo sampling to approximate the expectation.
Especially, in scenarios where we can not afford large mini-batches, we can have highly oscillating
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expectations which results in large variance. As this can de-stabilize the optimization, we use the
self-critical baseline [16], A, to reduce the variance.
∇θpJ = E
[
A
S∑
k=1
∇θp log(sj,ki aj,ki + (1− sj,ki )(1− aj,ki ))
]
(8)
A(aji ,a
j
i ) = R(a
j
i , vˆ
j
i ,v
j
i )−R(aji ,vji ,vji ) (9)
where aji represents the baseline action vector. To get it, we use the most likely action vector proposed
by the policy network: i.e., aj,ki = 1 if s
j,k
i > 0.5 and a
j,k
i = 0 otherwise. Finally, in this study we
use temperature scaling [20] to adjust exploration/exploitation trade-off during optimization time as
sj,ki = αs
j,k
i + (1− α)(1− sj,ki ). (10)
Setting α to a large value results in sampling from the learned policy whereas the small values lead to
sampling from random policy.
Modeling the Reward Function. The proposed framework uses the policy gradient reinforcement
learning algorithm to learn the parameters of the policy network fp, adjusting weights θp to increase
the expected reward value. Thus, it is crucial to design a reward function reflecting the desired
characteristics of an efficient subtile selection method from a cluster representing a large area. The
desired outcome from our adaptive strategy is to reduce the image acquisition cost drastically by
sampling smaller subset of tiles. Taking this into account, we design a dual reward function that
encourages dropping as many subtiles as possible while successfully approximating the classwise
object counts. We define R as follows:
R = Racc(vˆ
j
i ,v
j
i ) +Rcost(a
j
i ) (11)
Racc = −||vji − vˆji ||1 (12)
Rcost = λ(1− |aji |1/S) (13)
where Racc is object counts approximation accuracy and Rcost represents the image acquisition cost
with λ as its coefficient. The Racc term encourages acquiring a subtile when the counts difference
between the object counts from fixed HR subtile sampling policy and the adaptive policy is positive.
We increase the reward linearly with the smaller number of acquired subtiles for the cost component.
See appendix for the pseudocode and other implementation details.
7 Experiments
Poverty Estimation. Previous work [1] exhaustively performed object detection on all the HR
tiles representing a cluster i to obtain T L-dimensional vectors, vi = {vji }Tj=1, which are then
aggregated into a single L-dimensional categorical feature vector, mi, by summing over the tiles i.e.
mi =
∑T
j=1 v
j
i . This was subsequently used in a regression model to predict poverty score for cluster
i. Using our adaptive method, we obtain mˆi =
∑T
j=1 vˆ
j
i , which is an approximate classwise counts
vector for cluster i. Following [1], we consider Gradient Boosting Decision Trees as the regression
model to estimate the poverty index, yi, given the cluster level categorical feature vector (classwise
object counts), mi/mˆi. We use Pearson’s r2 to quantify the model performance. Invariance under
seperate changes in scale between two variables allows Pearson’s r2 to provide insights into the
ability of the model at distinguishing poverty levels.
Training and Evaluation. We have N=320 clusters in the survey. We divide the dataset into a 80-20
train-test split. We train a GBDT model using object counts features (mi) based on all HR tiles of
the clusters in the trainset. We use the clusters in the trainset to train the policy network for adaptive
tile selection. The trained policy network is then used to acquire informative HR tiles for each test
cluster i.e for a test cluster i, the policy network selects HR tiles (subsequently used to obtain mˆi)
conditioned on low-resolution input representing the cluster. The obtained mˆi is then passed through
the trained GBDT model to get the poverty score yi. See appendix for more implementation details.
Baselines and State-of-the-Art Models. We compare our method with the following: (a) No Patch
Dropping, where we simply use all the HR tiles in Hi to get the classwise object counts features
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No Dropping [1] Fixed-18 Random-25 Stochastic-25 Nightlights Ours (Dry sea.) Ours (Wet sea.)
r2 0.53 0.43 0.34 0.26 0.45 0.51 0.62
HR Acquisition 1.0 0.18 0.25 0.25 0.12 0.19 0.19
Table 1: LSMS poverty score prediction results in Pearson’s r2 for various methods. HR Acquisition
represents the fraction of HR tiles acquired.
(same as [1]), (b) Fixed Policy-X samples X% HR tiles from the center of a cluster, (c) Random
Policy-X samples X% HR tiles randomly from a cluster, (d) Stochastic Policy-X, samples X% HR
tiles where the survival likelihood of a tile decays w.r.t the euclidean distance from the cluster center,
and (e) Nightlights, where we use Nightlight Images (48× 48 px) representing the clusters in Uganda
and sample only those HR tiles which have non-zero nighttime light intensities.
Additionally, since Sentinel-2 imagery is freely available, we perform a comparative analysis of the
effect of season on the ability of the policy network at approximating classwise object counts. We
thus acquired two sets of low-resolution imagery, one from dry-season (Dec - Feb) in Uganda and
other from wet season (March-May, Sept-Nov) corresponding to the survey year. Seasonality is likely
highly relevant in our agrarian setting, where crops are grown during the wet season and much related
market activity is highly seasonal. We hypothesize that greenery in low-resolution imagery during
wet season will better indicate which patches might contain useful economic information.
Quantitative Analysis. Fig. 2 compares the ability of various methods at approximating the
classwise object counts. It shows the number of objects missed on an average across clusters for
each parent class, where we can see that our method (using wet season imagery) is better able to
approximate the “true object counts” (we use object detector predictions on all the HR tiles as a proxy
for true values) compared to baseline methods and our method (using dry season imagery). Table
1 presents the corresponding HR acquisition fractions revealing that out method is able to identify
informative tiles leading to a lower HR requirement compared to various baselines. Table 1 also
shows the results of poverty prediction in Uganda for our proposed method against these baselines
and previous benchmarks. Our model (wet season) achieves 0.62 r2 and substantially outperforms
the published state-of-the-art results [1] (0.53 r2) while using around 80% fewer satellite images. We
similarly outperform other baselines as well. A scatter plot of GBDT LSMS poverty score predictions
v.s. ground truth is shown in Fig. 3. It can be seen that the GBDT model can maintain explainability
of a large fraction of the variance based on object counts identified from the sampled HR tiles using
our method, compared to [1] that exhaustively uses all HR tiles.
The superior performance of our approach relative to other baselines and to previous work that uses
all tiles suggests that our model is learning to sample the correct regions in a large image. The
previous work [1] show that Trucks had a higher impact on LSMS poverty score prediction and
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Figure 2: Number of objects missed on an average across clusters for each parent-level class. The
colored bars in each subplot from left-right are: Ours (wet season), Ours (dry season), Nightlight,
Fixed-18, Random-25, Stochastic-25.
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Figure 3: LSMS poverty score regression results of GBDT.
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(a) (b) (c) (d) (e)
Figure 4: (a) High-Resolution Satellite Imagery representing a cluster. (b) Sentinel-2 Imagery of the
cluster from dry season. (c) Corresponding HR acquisitions when dry-season imagery is input to
the Policy Network. (d) Sentinel-2 Imagery of the cluster from wet season. (e) Corresponding HR
acquisitions when wet-season imagery is input to the Policy Network.
explained that regions with good transport connectivity tend to have higher #Trucks. Fig. 4 (d) and
(e) present an example highlighting the ability of the policy network (conditioned on wet season
imagery) to identify such regions leading to a more accurate approximation of #Trucks (see Fig. 2)
thus leading to an improved performance.
Analysis based on Season. We observe that presence of greenery during wet season allows the policy
network to better identify the informative regions containing objects, compared to when trained with
dry season Sentinel-2 imagery as input to the network. Figure 4 presents an example cluster, where
it can be seen that training the policy network using wet season imagery better assists the network
at sampling informative tiles whereas the one trained using dry season imagery misses out on some
important tiles thus hindering performance in a downstream task. See Appendix for more visuals.
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Figure 5: Trade-off between Pearson’s
r2 and coefficent of image acquisition
cost (λ). Text accompanying the points
represents HR acquisition fraction.
Performance/Sampling Trade-off. Next, we analyze
the trade-off between accuracy (GBDT regression perfor-
mance) and HR sampling rate controlled by hyperparam-
eter λ in Eq. 13. We intentionally increase/decrease λ
to quantify the effect on the policy network. As seen in
Fig. 5, the policy network samples less HR tiles (0.09)
when we increase λ to 2.0 and the r2 goes down to 0.48.
On the other hand, when we set λ to 1.0, we get optimal
results in r2 at 0.18 HR acquisition fraction.
Impact on Interpretability. An important contribution
of [1] was to introduce model interpretability allowing
successful application of such methods in many policy
domains. They use Tree SHAP (Tree SHapley Additive exPlanations) [11], a game theoretic approach
to explain the output of tree-based models, to explain the effect of individual features on poverty
predictions and show that the presence of trucks appeared to be particularly useful for measuring
local scale poverty. Here, we show that in addition to closely approximating the classwise object
counts, our method retains the same findings in terms of interpretability as that of [1]. Fig. 6 shows
the plots of SHAP values of every feature for every cluster for three different methods. The features
are sorted by the sum of SHAP value magnitudes over all samples. It can be seen that our method
still maintains that #Trucks tends to have a higher impact on the model’s output. We also observe that
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Figure 6: Summary of the effects of all features using SHAP, showing the distribution of the impacts
each feature has on the model output. Color represents the feature value (red high, blue low).
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ordering of features in terms of SHAP values is fairly similar between the No Dropping approach [1]
and our method (using wet season imagery) giving strong evidence that wet season imagery is better
for such adaptive solutions.
Cost saving. Current pricing for high-resolution (30cm) three-band (RGB) imagery is $10-20 per
km2. Given that Uganda is 240k km2 in land area, creating a poverty map using our method would
save roughly $2.9 million if imagery costs $15 per km2, given that we would only need 20% of the
country to be tiled. This represents a potentially large cost saving if our approach is to be scaled at
country or continent scale.
8 Conclusion
In this study, we increase the efficiency of recent methods of predicting consumption expenditure
using object counts from high-resolution satellite images. To achieve this, we proposed a novel
reinforcement learning setup to conditionally acquire high-resolution tiles. We designed a cost-aware
reward function to reflect real-world constraints – i.e. budget and GPU availability – and then trained
a policy network to approximate object counts in a given location as closely as possible given these
constraints. We show that our approach reduces the number of high-resolution images needed by 80%
while improving downstream poverty estimation performance relative to multiple other approaches,
including a method that exhaustively uses all high-resolution images from a location. Future work
includes application of our adaptive method to other sustainability-related computer vision tasks
using high-resolution images at large scale.
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A Pseudocode
Input: (Li,Hi) i = {1, 2, ..., N}
for j ← 1 to T do
sji ← fp(lji ; θp)
sji ← α+ (1− sji )(1− α)
aji ∼ pi(aji |sji )
for k ← 1 to S do
vˆj,ki = fd(h
j,k
i )
⊙
aj,ki
end
vˆji =
∑S
k=1 vˆ
j,k
i
Evaluate Reward R(aji , vˆ
j
i ,v
j
i )
θp ← θp +∇θp
end
Algorithm 1: Pseudo-code for the Proposed Adaptive Algorithm. T and S represent the number of
tiles and subtiles.
B Implementation Details
Policy Networks. To parameterize the policy network, we use ResNet [7] with 32 layers pretrained
on the ImageNet Large Scale Visual Recognition Challenge 2012 (ILSVRC2012) dataset [17]. We
train the policy network using 2 NVIDIA 1080ti GPUs.
Object Detectors. Our object detector use the YOLOv3 architecture [15], chosen for its reasonable
trade off between accuracy on small objects and run-time performance. The backbone network,
DarkNet-53, is pre-trained on ImageNet. Following [1], we perform transfer learning by training the
detector on xView dataset and running it on the Uganda HR patches.
C Visualizations
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(a) High-Resolution Satellite Imagery (downsampled by
34 for visualization).
(b) Sentinel-2 Imagery for a cluster from dry sea-
son.
(c) Corresponding HR acquisitions when dry-
season imagery is input the Policy Network.
(d) Sentinel-2 Imagery for a cluster from wet sea-
son.
(e) Corresponding HR acquisitions when wet-
season imagery is input the Policy Network.
Figure 7: Example 1
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(a) High-Resolution Satellite Imagery (downsampled for
visualization).
(b) Sentinel-2 Imagery for a cluster from dry sea-
son.
(c) Corresponding HR acquisitions when dry-
season imagery is input the Policy Network.
(d) Sentinel-2 Imagery for a cluster from wet sea-
son.
(e) Corresponding HR acquisitions when wet-
season imagery is input the Policy Network.
Figure 8: Example 2
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