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Abstract
In the last years, there is a rise of interest in investigation and fabrication of nanometer
sized magnetic structures due to their various applications (e.g. for data storage or micro
sensors). Over the last several decades ion beam implantation became an important
tool for the modification of materials and in particular for the manipulation of magnetic
properties. Nanopatterning and implantation can be done simultaneously using focused-
ion beam (FIB) techniques. FIB implantation and standard ion implantation differ in their
beam current densities by 7 orders of magnitude. This difference can strongly influence
the structural and magnetic properties, e.g. due to a rise of the local temperature in the
sample during ion implantation.
In previous investigations both types of implantation techniques were studied sepa-
rately. The aim of the current research was to compare both implantation techniques in
terms of structural changes and changes in magnetic properties using the same material
system. Moreover, to separate any possible annealing effects from implantation ones,
the influence of temperature on the structural and magnetic properties were additionally
investigated.
For the current study a model material system which is widely used for industrial
applications was chosen: a 50 nm thick non-ordered nano-crystalline permalloy (Ni81Fe19)
film grown on a SiO2 buffer layer based onto a (100)-oriented Si substrate. The permalloy
films were implanted with a 30 keV Ga+ ion beam; and also a series of as-deposited
permalloy films were annealed in an ultra-high vacuum (UHV) chamber.
Several investigation techniques were applied to study the film structure and composi-
tion, and were mostly based on non-destructive X-ray investigation techniques, which are
the primary focus of this work. Besides X-ray diffraction (XRD), providing the long-range
order crystal structural information, extended X-ray absorption fine structure (EXAFS)
measurements to probe the local structure were performed. Moreover, the film thick-
ness, surface roughness, and interface roughness were obtained from the X-ray reflectiv-
ity (XRR) measurements. Additionally cross-sectional transmission electron microscope
(XTEM) imaging was used for local structural characterizations. The Ga depth distribu-
tion of the samples implanted with a standard ion implanter was measured by the use of
Auger electron spectroscopy (AES) and Rutherford backscattering (RBS), and was com-
pared with theoretical TRIDYN calculation. The magnetic properties were characterized
via polar magneto-optic Kerr effect (MOKE) measurements at room temperature.
It was shown that both implantation techniques lead to a further material crystalliza-
tion of the partially amorphous permalloy material (i.e. to an increase of the amount of
the crystalline material), to a crystallite growth and to a material texturing towards the
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(111) direction. For low ion fluences a strong increase of the amount of the crystalline
material was observed, while for high ion fluences this rise is much weaker. At low ion
fluences XTEM images show small isolated crystallites, while for high ones the crystallites
start to grow through the entire film. The EXAFS analysis shows that both Ni and Ga
atom surroundings have a perfect near-order coordination corresponding to an fcc sym-
metry. The lattice parameter for both implantation techniques increases with increasing
ion fluence according to the same linear law. The lattice parameters obtained from the
EXAFS measurements for both implantation types are in a good agreement with the
results obtained from the XRD measurements. Grazing incidence XRD (GIXRD) mea-
surements of the samples implanted with a standard ion implanter show an increasing
value of microstrain with increasing ion fluence (i.e. the lattice parameter variation is
increasing with fluence). Both types of implantation result in an increase of the surface
and the interface roughness and demonstrate a decrease of the saturation polarization
with increasing ion fluence.
From the obtained results it follows that FIB and standard ion implantation influence
structure and magnetic properties in a similar way: both lead to a material crystallization,
crystallite growth, texturing and decrease of the saturation polarization with increasing
ion fluence. A further crystallization of the highly defective nano-crystalline material can
be simply understood as a result of exchange processes induced by the energy transferred
to the system during the ion implantation. The decrease of the saturation polarization
of the implanted samples is mainly attributed to the simple presence of the Ga atoms on
the lattice sites of the permalloy film itself.
For the annealed samples more complex results were found. The corresponding results
can be separated into two temperature regimes: into low (≤400◦C) and high (>400◦C)
temperatures. Similar to the implanted samples, annealing results in a material crystal-
lization with large crystallites growing through the entire film and in a material texturing
towards the (111) direction. The EXAFS analysis shows a perfect near-order coordina-
tion corresponding to an fcc symmetry. The lattice parameter of the annealed samples
slightly decreases at low annealing temperatures, reaches its minimum at about ∼400◦C
and slightly rises at higher ones. From the GIXRD measurements it can be observed that
the permalloy material at temperatures above >400◦C reaches it’s strain-free state. On
the other hand, the film roughness increases with increasing annealing temperature and a
de-wetting of the film is observed at high annealing temperatures. Regardless of the mate-
rial crystallization and texturing, the samples annealed at low temperatures demonstrate
no change in saturation polarization, while at high temperatures a rise by approximately
∼15% at 800◦C was observed. The rise of the saturation polarization at high annealing
temperatures is attributed to the de-wetting effect.
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Chapter1
Introduction
In the last decades magnetic materials became controllable on a nanometer scale demon-
strating a wide range of unique properties [1, 2, 3]. Magnetic nanostructures are of intense
research due to their many present and potential applications [4]. They are widely used
for magnetic recording media [5, 6, 7, 8], magnetoresistive sensors [6, 9, 10], magnetic
random access memory [11, 12, 13] and other applications. Even magnetic logic devices
can be realized on a nanometer scale [14, 15].
Magnetic nanostructures can be produced in a variety of geometries, as for example,
as nanoparticles, nanowires, nanotubes, nanodots, patterned thin films, etc. [2, 4]. Such
a broad variety of magnetic nanostructures is a result of a wide range of fabrication
methods [4]. The choice of the fabrication method depends on the experimental task, i.e.
on the length scale and on the geometry of the nanostructures needed to be produced [4].
There exists a large variety of fabrication methods, such as mechanical alloying, step
growth methods, shadow masks, molecular-beam epitaxy, electron beam lithography, X-
ray lithography, nanoimprint lithography, etc. [1, 2, 3, 4]. Another possibility for nanoscale
patterning can be done by using focused ion beam (FIB) techniques [16, 17, 18, 19,
20]. In comparison to other patterning methods, FIB technique has the advantage of
a non-mask technology, therefore, reducing the number of technological steps necessary
to produce nanostructures [21, 22]. Moreover, the ion beam implantation itself is often
used to manipulate the magnetic properties of the materials by introducing structural
modifications [16, 23].
FIB systems differ from standard ion implanters in their very small beam sizes and
in the subsequent very high beam current densities. The difference in the beam current
densities can strongly alter both structural and/or magnetic properties for example due
to a rise of the local temperature in the sample induced by ion implantation. Moreover,
the FIB technique itself is often used to prepare nanostructured samples for TEM in-
vestigations. However, the TEM specimen preparation using a FIB system might also
further alter the material: it can lead to an additional ion doping, surface amorphization,
etc. [24, 25, 26, 27, 28]. As a result detailed non-destructive structural investigations are
of great importance to understand the processes that take place during ion implantation.
Recently, many investigations on the influence of ion implantation on the magnetic
properties of thin films were carried out. In many previous works permalloy material
which represents a ferromagnetic nickel-iron (NiFe) alloy is studied. Permalloy has a
high permeability, small coercivity, near zero magnetostriction and significant anisotropic
magnetoresistance [29, 30]. Due to its properties, permalloy is widely used in industrial
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applications [29, 31]. It can be produced using different techniques, for example, using
electrodeposition [32, 33, 34, 35], evaporation [36, 37, 38], molecular beam epitaxy [30, 39,
40] or sputtering [41, 42]. In previous investigations it was shown that properties of the
obtained permalloy films depend not only on the deposition technique itself but also on the
deposition conditions [33, 34]. It was demonstrated that the permalloy coercivity depends
on the substrate, on the deposition method and also on the film thickness [33, 34, 32, 39].
It was also reported that the crystallite size depends on the deposition rate and on the
type of substrate [34, 39, 42]. In the current work thin permalloy films with composition
81% of Ni and 19% of Fe prepared by magnetron sputtering at room temperature were
used.1
Commercial FIB columns are usually equipped with Ga+ ion sources, since Ga is
liquid at room temperature. In previous studies it was demonstrated that FIB implanta-
tion of permalloy films induces a significant grain growth; even an increase of the lattice
constant was reported [43, 44, 45]. Also a reduction of the film thickness was observed.
Furthermore, FIB implantation causes a degradation of magnetic properties with increas-
ing Ga+ ion fluence in form of reduced moment and/or increased coercivity, which were
measured by Kerr imaging [43, 45]. Kaminsky and co-authors attributed this effect to
Ga incorporation in the magnetic film itself [46]. However, in their work reduction of
the moment due to an intermixing of the Ni80Fe20/Ni80Cr20 interface induced by the ion
beam itself cannot be completely excluded. In contrast to FIB implantation, standard
ion implantation using other types of sources (e.g. Ar+, Ni+, Kr+, etc.) has been actively
investigated [47, 48].
During ion implantation a rise of the local temperature of the samples can take
place [49, 50]. Especially, this can be crucial during FIB implantation due to high
beam current densities used [21]. There exist many investigations of the influence of
annealing on the structural and magnetic properties of permalloy thin films. In sev-
eral previous works it was demonstrated that annealing induces a grain growth with an
almost constant lattice parameter, which corresponds to the permalloy fcc unit cell sym-
metry [29, 34, 51, 52, 53, 54, 55, 56]. Also a material texturing towards the (111) direction
with increasing the annealing temperature [55] and a material redistribution (or the so-
called ”de-wetting effect”) at hight annealing temperatures [57] were observed. It was
also reported that the permalloy coercivity increases with increasing temperature [51].
Previous works concentrate mainly on investigations of magnetic properties and the
film structure is often characterized by using only transmission electron microscope (TEM)
imaging. Moreover, both types of implantation methods were studied separately. The
aim of the current work is to compare both implantation techniques in terms of struc-
tural changes and changes in magnetic properties using the same material system. The
main intention of this work are non-destructive structural X-ray investigation techniques
which were carried out at the laboratory setups using Cu Kα radiation. Besides X-ray
diffraction (XRD), which provides the long-range order structural information, extended
X-ray absorption fine structure (EXAFS) measurements to probe the local structure were
performed. The EXAFS measurements were carried out at the Rossendorf beamline at
the ESRF. Film thickness and surface and interface roughnesses were determined from
the X-ray reflectivity (XRR) measurements. Additionally the surface morphology was
characterized using atomic force microscope (AFM) in a constant force mode. Also cross-
1Magnetron sputtering was chosen as a deposition method since it is a common industry-relevant
technique.
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sectional transmission electron microscope (XTEM) imaging was used for local structural
characterizations. Ga profiles were measured using Auger electron spectroscopy (AES).
Ga atom concentrations were determined from the Rutherford backscattering (RBS) mea-
surements. The magnetic properties were characterized via polar magneto-optic Kerr
effect (MOKE) measurements at room temperature.
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Chapter2
Ion implantation
Surface properties of solid materials can be easily controlled and modified by using ion
beam techniques. Ion beams are an universal tool for modification of physical, chemical
and electric properties of near-surface regions of materials without influencing their bulk
properties. The main processes that underlies the broad application of ion beams are the
ion-solid interactions. This chapter aims to briefly introduce the fundamentals of ion-solid
interactions [49].
2.1 Interatomic potentials
Interatomic forces play an important role in almost all physical phenomena. The de-
pendence of the potential energy of a two-particle system on the distance between the
particles determines the main properties of an assembly of the atoms as well as the way
the energetic particles interact with a lattice of stationary atoms [49]. Several properties
of matter (e.g. liquid, viscosity, etc.) are tightly related to the interaction forces between
atoms.
Since atoms consist of a nucleus and orbital electrons, during ion-atom or atom-atom
collisions, interactions between the electron clouds, the electron cloud and the nucleus, and
between the nuclei must be considered. These interactions are described by interatomic
potentials. One has to take into account that all interactions cannot be described by a
single function, since the nature of the interaction strongly depends on the atom energies,
and hence on their distance of the closest approach of their nuclei [58]. The forces that
make up the interaction between two atoms can be divided into short-range and long-
range forces. The long-range forces depend on the system itself (i.e. whether the system
consists of neutral atoms, charged ions or combination of both). The strongest force at
large distances between two charged ions, when they are considered as point charges, is
the Coulomb electrostatic interaction [49, 58]. The Coulomb potential is defined as
V (r) =
Z1Z2e
2
r
(2.1)
where Z1e and Z2e are the charges of the ions and r is the distance between the charges.
At distances a0 < r ≤ r0 (a0 is the Bohr radius of hydrogen atom and equals 0.053 nm,
and r0 is the spacing between neighboring atoms) the interatomic potential is influenced
by the presence of the electrons and, therefore, the above formula should be correspond-
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ingly modified. As a result instead of a simple Coulomb potential, the so-called screened
Coulomb potential is employed [49, 58, 50, 59]
V (r) =
Z1Z2e
2
r
ϕ
(r
a
)
(2.2)
where ϕ
(
r
a
)
is the screening function and a is the screening distance. There are several
forms of the screening function ϕ
(
r
a
)
. The most commonly used form was suggested by
Ziegler, Biersack and Littmark and is called the universal screening function [50, 59]
ϕU(x) = 0.182e
−3.2x + 0.51e−0.942x + 0.28e−0.403x + 0.0282e−0.202x (2.3)
where x = r/aU with the universal screening distance
aU =
0.8853a0
Z0.231 + Z
0.23
2
. (2.4)
The interatomic potential (Equation (2.2)) taking into account the universal screening
function (Equation (2.3)) is called ZBL (by the first letters of the names of its developers:
Ziegler, Biersack and Littmark) and is used in many calculations of the simulation program
SRIM [59, 60].
Further the collisions between energetic ions and target atoms will be discussed. In
case when an ion transverses the solid, it undergoes collisions with the stationary target
atoms, which lead to a trajectory change from it’s initial direction as demonstrated in
Figure 2.1. Moreover, ions lose their energy via collisions with electrons while penetrating
the solid. It is assumed that the excitation of the electrons in this case has no influence
on the collision dynamics itself [49]. The collisions are assumed to be elastic and the
velocities to be small enough so that the relativistic effects may be neglected. Since the
collisions are elastic, the principles of conservation of energy and momentum for their
description can be applied.
After a collision of an atom of mass m1, velocity v and energy E with a target atom
of mass m2 which is at rest, the energy transferred to the target atom (T ) in the center-
of-mass (CM) system can be written as
T = γE sin2
θ
2
(2.5)
where γ is the energy transfer factor and equals 4m1m2/(m1+m2)
2, and θ is the scattering
angle. From Equation (2.5) follows that the maximum energy transfer Tmax occurs when
θ = 180◦ (a case of a head-on collision) [49]. Additionally, from the definition of the
energy transfer factor, it can be concluded that the energy transfer is highest when the
masses of the projectile and target atoms are equal (m1 = m2) [59].
2.2 Cross-section
During ion implantation the energetic particles undergo interactions with many target
atoms. As a result due to the large number of interactions it is useful to describe the
amount of energy transfer and the scattering angle using statistics and probability. For
this purpose a parameter called the differential cross-section should be introduced. The
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differential cross-section is either the probability of transferring the energy in the range
(T, T + dT ) to the target atom, or is the probability of the projectile to be scattered in
the angle range (θ, θ + dθ) [49]. The differential cross-section has units of area and when
integrated over all angles it is called the total cross-section or simply the cross-section.
dσ
dω
Target atom
αr
θ
Projectile
p
dp
dθrmin
Figure 2.1: Scattering trajectory of a particle that approaches a target atom with an impact
parameter p.
As demonstrated in Figure 2.1 the incident particle with the impact parameter between
p and p+ dp is scattered in an angular range between θ and θ + dθ [49]. The differential
cross-section is defined as a ratio between the differential area at p (dσ) and the differential
solid angle around the scattering angle (dω) [50]
dσ
dω
=
∣∣∣∣ 2pipdp2pi sin θdθ
∣∣∣∣ = psin θ
∣∣∣∣dpdθ
∣∣∣∣. (2.6)
The scattering angle and the energy are related by the so-called classical trajectory integral
θ = pi − 2p
∫ 1/rmin
0
d(1
r
)√
1− V (r)
Ec
− p2
r2
(2.7)
where V (r) is the potential function used for the calculation, Ec is the energy in the CM
system which is available for the collision and is given by equation Ec =
m2
m1+m2
E, r is the
distance between particles and rmin is the minimum distance of approach (see Figure 2.1),
which is given by equation √
1− V (R)
Ec
− p
2
r2min
= 0. (2.8)
The scattering cross-section and the preferential scattering angles of the projectiles can
be calculated from Equations (2.6) and (2.7) taking into account the potential function
given by Equation (2.2) [59].
2.3 Ion stopping
As it was mentioned in previous sections, an energetic ion undergoes a series of interactions
with electrons and screened nuclei of the target while transversing the solid. As a result
the penetrating ion loses energy via collisions and the energy loss depends on the nature
of the solid as well as on the mass and the energy of the incident ion [49]. The energy
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loss per unit length is denoted as the stopping power [50]:
B = −dE
dx
[ eV
cm
]
(2.9)
and, when normalized to the atomic density n of the solid, is called the stopping cross-
section
S = − 1
n
dE
dx
[
eV cm2
]
(2.10)
with n · x being the number of atoms per unit area for a transversed path length x.
Although the energy-loss rate dE/dx of an energetic ion moving trough a solid is de-
termined by screened Coulomb interactions with the substrate atoms and electrons, it
is customary to divide the energy loss mechanism due to elastic and inelastic interac-
tions [49]. The elastic interactions take place via nuclear collisions, when the energy is
transmitted as translatory motion to a target atom as a whole. The inelastic interactions
take place via electronic collisions, in which the moving particle excites or ejects atomic
electrons [49]. The total stopping can then be written as a sum of nuclear and electronic
stopping:
Stotal = Sn + Se. (2.11)
2.3.1 Nuclear stopping
The nuclear stopping cross-section is defined over the energy transfer T and the differential
cross-section dσ as
S =
∫ Tmax
Tmin
Tdσ(T ) (2.12)
where Tmin is the minimal energy needed for an atom displacement from its lattice po-
sition [59]. Lindhard et al. suggested to solve Equation (2.12) by introducing ”reduced”
dimensionless quantities for the energy and the path length [49]:
ε =
a
rmin(E)
=
a
Z1Z2e2
m2
(m1 +m2)
E and ρ = pia2n
4m1m2
(m1 +m2)2
x (2.13)
with x being the transversed path length in the laboratory system.
Ziegler et al. proposed the following fitting function for the description of the nuclear
stopping cross-section [49]:
Sn(ε) =
(
dε
dρ
)
n
=
0.5 ln(1 + 1.1383ε)
(ε+ 0.01321ε0.21226 + 0.19593ε0.5)
(2.14)
for ε ≤ 30 and
Sn(ε) =
ln(ε)
2ε
(2.15)
for ε > 30. The obtained nuclear stopping cross-section was derived considering the
universal screening function (Equation (2.3)).
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2.3.2 Electronic stopping
The second type of the energy loss mechanism is the electronic stopping, in which the
energy is transferred to the target electrons. The electronic stopping depends on the ion
velocity and, therefore, also on the ion energy [49, 59]. Usually, two types of electronic
excitation are separated: high and low velocity regimes.
At high ion velocities v > v0Z
2/3
1 (v0
1 is the Bohr velocity of atomic electrons and Z1
is the atomic charge of the projectile), which correspond to high-energetic collisions (at
E > 25 keVA1Z
2/3
1 , where A1 is the atomic mass of the projectile), the projectile is moving
with a much greater velocity than the mean orbital velocity of the atomic electrons [59].
In this case, the ions can be regarded as a bare nucleus and it’s interaction with the
electrons of the target can be described by a pure Coulomb interaction potential [49].
The electronic stopping cross-section can be then calculated according to the formula
Se(E) = − 1
n
(
dE
dx
)
e
=
4pie4Z21Z2
mev2
log
(
2mev
2
I
)
(2.16)
with I being the mean ionization potential, which is approximated according to Bloch as
I = 10Z2 [49, 58, 50].
At low ion velocities v < v0Z
2/3
1 , electrons of the inner shells contribute less to the
stopping power. Moreover, the neutralization probability becomes so large that collisions
between the ions and the surrounding electrons can be described as almost elastic [58].
The energy loss in this case becomes proportional to the projectile velocity. Lindhard,
Scharff, Schiott and Firsov gave theoretical descriptions for this energy region. The model
suggested by Lindhard, Scharff and Schiott is based on the elastic scattering of free target
electrons in the static field of a screened point charge [58]. This leads to the following
formula for the electronic stopping cross-section [49, 58]
Se(E) = 3.83
Z
7/6
1 Z2
(Z
2/3
1 + Z
2/3
2 )
3/2
(
E
m1
)1/2 [
eV cm2
]
. (2.17)
The above formula for the electronic stopping cross-section (Equation (2.17)) is often
expressed in reduced notations as following [49, 59]
Se(ε) =
(
dε
dρ
)
e
=
Z
2/3
1 Z
1/2
2 (1 +
m2
m1
)3/2ε1/2
12.6(Z
2/3
1 + Z
2/3
2 )
3/4m
1/2
2
. (2.18)
Firsov’s expression is based on a simple geometric model of momentum exchange be-
tween the projectile and target atom during interpenetration of their electron clouds [58].
This results in the following formula for the electronic stopping cross-section [49]
Se(E) = 5.15 · 10−15(Z1 + Z2) v
v0
[
eV cm2
]
. (2.19)
For the intermediate regime, where v = v0Z
2/3
1 , the electronic stopping cross-section can
1v0 = h¯/mea0 = 2.188× 108 cm/s.
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be approximated by inverse interpolation
1
Se
=
1
Se(high v)
+
1
Se(low v)
(2.20)
taking into account the low-velocity extrapolation (towards infinity with v → 0).
The above description concerns a one compound target material, however, it can be
generalized for a two-component material AnBm by a simple approximation, by the so-
called Bragg’s Rule:
SAnBm = nSA +mSB (2.21)
where SA and SB are the stopping cross-sections of the target elements.
2.4 Sputtering
During an energetic ion impact a sufficient energy, exceeding the surface binding energy,
can be transferred to the surface atom, resulting in its further ejection from the target
(Figure 2.2). This kind of event is called the surface erosion or the sputtering [49, 59].
Figure 2.2: Scheme of ion-solid inter-
actions and the sputtering process [49].
Vacuum
Incident
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The sputtering is characterized by the sputtering yield, which is defined as a number
of emitted target atoms per incident ion [49, 50]:
Y =
jsp
ji
(2.22)
where jsp is the flux of sputtered ions and ji is the flux of incident ions. It depends on
several parameters, such as structure and composition of the target material, parameters
of the incident ion beam and geometry of the experiment [49]. The formula for the
sputtering yield Y can be derived using the transport cascade theory, which is based on
a solution of the so-called forward transport equation [50, 59]. The sputtering yield can
reach large values, however, for ions of medium mass and kilo-electron-volt energies the
sputtering yield lies in the range between 1 and 10 [49]. The sputtering process is a
result of complex series of collisions (the collision cascade) involving number of angular
deflections and energy transfers between atoms in the solid. Sputtering depends on the
total amount of the energy deposited at the surface. The sputtering yield is proportional
to the number of recoils generated in the near surface region and, therefore, is proportional
to the nuclear stopping cross section [49, 59]. In the linear cascade regime the sputtering
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yield using Sigmund’s theory [61] is described by formula
Y = ΛFD (2.23)
where Λ2 is the so-called material factor which contains all the material properties and FD
3
is the energy deposited by nuclear stopping [49, 58, 59, 62]. The above formula is derived
from the transport theory which is valid for the cascade evolution in an infinite medium
with an internally starting ion. Additionally, an artificial surface plane to calculate the
sputtering yield was introduced. In such a description the sputtering yield is estimated
to be a significant fraction of the cascade which is formed in the target material below
the surface [50]. However, a development of the cascade strongly depends on the mass of
the incident ion as well as on the mass of the target material atom: for ions with large
masses the cascade will mainly propagate in the forward direction, whereas for light ions
the probability of momentum reversals increases. Moreover, the energy deposited at the
surface depends on the direction of the incident ion. The sputtering yield taking into
account these effects can be then re-written as
Y = 0.42α
(
m2
m1
)
Sn(E)/U0. (2.24)
where U0 is the surface binding energy and α is the correction coefficient, which is a func-
tion of m2/m1, and which also takes into account the angle of incidence of the beam to
the surface [49, 63]. Usually for the description of the sputtering yield a semi-empirical
formula which was developed from the Lindhard’s theory of nuclear and electronic stop-
ping combined together with numerical values of the sputtering data is used [64, 65]. A
semi-empirical formula for the sputtering yield accounting for both heavy- and light-ion
sputtering and is given by [49]
Y thr =
0.42α
(
m2
m1
)
Sn(E)
U0(1 + 0.35U0Se(ε))
{
1−
(
Ethr
E
)1/2}2.8
(2.25)
where α is the empirical parameter determined from the experimental sputtering data,
Se(ε) is the reduced electronic stopping cross-section calculated from Equation (2.18),
Sn(E) is the nuclear stopping cross-section and Ethr is the threshold energy which depends
on the mass ratio m1/m2 according to [50, 59]
Ethr =
{ (
4
3
)6U0
γ
for m1 ≥ m2,(
2m1+2ms
m1+2m2
)6U0
γ
else
(2.26)
where γ is the energy transfer factor. The nuclear stopping cross-section (Sn(E)) is related
to the reduced nuclear stopping cross-section (Equation (2.14)) over
Sn(E) =
8.478 · 10−15Z1Z2(
Z
2/3
1 + Z
2/3
2
)1/2 m1(m1 +m2)Sn(ε) eV cm2 (2.27)
2In Sigmund’s description, Λ ∼= 4.2/nU0 nm/eV [61].
3FD ∼ nSn(E) [49].
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in which the screening distance suggested by Lindhard4 is considered [49, 63].
2.5 Thermal spikes
The volume density of the deposited energy defines not only the spatial distribution of the
cascade development, but also the internal dynamic. As a result three different regimes
can be distinguished: the single collision, the linear cascade and the thermal spike. In
case of a single collision regime the cascade doesn’t develop and the atomic motion is
stopped after few collision events [50]. This regime is valid for light ions at low energies.
The linear cascade regime takes place when mainly collisions between fast particles and
atoms in rest occur. Both types of collision regimes can be described by a sequence of
two-body collisions [50]. For a thermal spike regime, collisions between fast particles start
to play an important role, due to the high cascade density. In an approximation, such a
cascade can be regarded as an ensemble of atoms at high temperature. Within a short
time scale the temperature of a cascade can exceed the melting temperature or even the
evaporation temperature of the solid [50]. In the current work the thermal spike regime
might play an important role due to the high beam current density of the FIB system
used for the implantation of the investigated permalloy films.
Figure 2.3 illustrates the simplified scheme of the thermal spike evolution for ions with
large masses and high energy. As it is demonstrated in figure the thermal spike is described
Figure 2.3: Simplified scheme of a
thermal spike propagation direction.
r
E
x
as a cylindrical cascade which propagates radially around a linear ion track. Neglecting
the energy loss, the system is assumed to be translationally invariant in the depth direction
(the x-direction). The material temperature is taken to be 0◦C as the initial condition.
Additionally it is assumed that at t = 0 (at the time of the ion incidence), the energy is
deposited within a negligible time interval along the ion track [50]. The energy deposition
function depends on the initial temperature in the track according to equation∣∣∣∣dEdx
∣∣∣∣δ(r¯) = ρcT (r, t = 0) (2.28)
where ρ is the mass density, c is the specific heat of the material and δ is a planar function,
which satisfies condition ∫
2pirδ(r¯)dr = 1. (2.29)
The thermal wave propagates in radial direction from the ion track according to the
law of thermal diffusion
∂T
∂t
=
λ
ρc
∆T =
λ
ρc
1
r
∂
∂r
(
r
∂T
∂r
)
(2.30)
4a = 0.8853a0/
(
Z
2/3
1 + Z
2/3
2
)1/2
.
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where λ is the thermal conductivity of the material. The solution of this equation leads
to the temperature at the radial distance r as a function of time t [50]:
T (r, t) =
∣∣∣∣dEdx
∣∣∣∣ 14piλtexp
(
− ρcr
2
4λt
)
(2.31)
which fulfills Equation (2.28) as
1
piτ
e−
r2
τ −−→
τ→0
δ(~r) (2.32)
where τ = ρc/4λt.
Equation (2.31) is used in the current work for the calculation of the temperature rise
in the film induced by ion implantation and is discussed in Appendix B.
2.6 TRIDYN computer simulation
Previous sections gave a short introduction into analytical approaches to ion-solid inter-
actions [49]. For the calculation of the implantation profiles and/or the reduction of the
film thickness due to the sputtering induced by ion implantation TRIDYN simulation
program was used [66]. TRIDYN is based on the TRIM (Transport of Ions in Matter)
code and has several advantages in comparison to TRIM. TRIM is a part of a free soft-
ware SRIM (Stopping and Range of Ions in Solids) [60]. For the simulation TRIM code
uses a binary collision approximation. In the TRIM code the ion trajectory is described
as a consequence of elastic collisions between the ion and target atoms using randomly
generated impact parameter [67]. In both TRIM and TRIDYN code the target material
is described as amorphous. The main advantage of the TRIDYN code calculation is that
it takes into account modifications of the target material due to ion implantation as a
result providing much more accurate and realistic results [66, 67]. TRIDYN allows to
simulate the dynamic change of the layer thickness and/or the composition of multicom-
ponent targets during implantation at high ion fluences [67]. In the TRIDYN code each
simulated ion corresponds to an increase in the fluence. From the TRIDYN simulation
one can obtain information on depth profiles of all elements of the target material, on
the sputtering rate, on the densities, etc. [66, 67]. The TRIDYN simulation requires two
input files: an input file, in which the ion and the substrate parameters are given, and a
layer input file, in which the layer structure is defined taking into account proportion of
the elements of the layer.
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Chapter3
Experimental setup
This chapter introduces different techniques that were used for the sample preparation.
Within this work the samples were exposed to focused-ion beam (FIB) implantation, stan-
dard ion implantation or annealing, using facilities of the Institute of Ion Beam Physics
and Material Research of the Helmholtz-Zentrum Dresden-Rossendorf (HZDR).
3.1 FIB implantation
FIB implantation was done using a ZEISS NVision 40 CrossBeam Workstation (Fig-
ure 3.1(a)). NVision 40 combines both a field emission scanning electron microscope and
a focused ion beam column [70]. The FIB and SEM columns are mounted at an angle of
54◦ with respect to each other as demonstrated in Figure 3.1(b) [69]. A detailed descrip-
tion of the workstation specifications and environment can be found in literature [68, 70].
Nvision 40 is equipped with a Ga liquid metal ion source [21, 71], which is usually used
(a)
(b)
Figure 3.1: ZEISS NVision 40 CrossBeam Workstation (a) [68]. NVision system concept
(b) [69].
27
3.1. FIB implantation
in commercial FIB systems. The choice of Ga for the ion source can be easily explained
by its melting point at 29.8◦C. The ions emitted from the ion source enter the ion column
(the FIB column). In the FIB column two lenses are implemented: an electrostatic con-
denser lens and an electrostatic objective lens [70]. Both lenses focus the ion beam onto
the sample surface. Beam currents of 0.1 pA up to 45 nA are possible for a 30 keV Ga+
ion beam. The beam current is varied according to the experimental task. Electron and
ion beams have a coincidence point, where both beams are incident at the same point of
the sample surface [45]. This enables ion beam lithography and observation of the same
sample area simultaneously [72].
The implantation itself was controlled using a Raith ELPHY Plus external lithography
system [73], which is demonstrated in Figure 3.2(a). ELPHY Plus is a special lithography
attachment for production of micro- and nanostructures by means of electron or ion beam
writing in connection with SEM, FIB or SEM/FIB systems [74]. The system consists of
a high-speed pattern generation hardware and of an operating software. The hardware is
built into a 19 inch rack which consists of a digital control unit and a separate thermocon-
trolled analog electronics [74]. The electronics unit is controlled using an integrated SCSI
interface by the PC system [75]. The ELPHY Plus operating software has an integrated
GDSII based editor, which is used for the creation of the pattern design [75, 76].
(a)
Pixel spacing
Pixel
spacing
Ion beam
scanning
direction
Beam diameter
(b)
Figure 3.2: Raith ELPHY Plus kit(a). Schematic diagram of the ion beam scanning
direction(b).
The pattern itself consists of a certain number of pixels, which is defined either by
the number of pixels of the FIB patterning screen or in the user-specific input file [45].
The implantation was carried out in the so-called raster-scan mode as illustrated in Fig-
ure 3.2(b). The pixel spacing was 6.3 nm and the beam diameter was 13 nm. Due to
the point that the beam size is larger than the pixel spacing, the pixels were overlapping
as demonstrated in Figure 3.2(b) and since the ion beam has a nearly Gaussian profile
(usually the beam shape is described by a ”bi-Gaussian” distribution [77]) an almost
homogeneous ion implantation of the film is achieved.
In the current work FIB implantation was done at the energy of 30 keV at a fixed
Ga+ ion beam current of 10 pA at room temperature. The beam current was calibrated
prior to each implantation. Areas of approximately 0.4×0.4 mm2 size were produced
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varying Ga+ ion fluences. It is important to mention that the implantation fluence itself
is not defined directly in the input file. The parameter used instead is called the dwell
time, which describes the time that the beam stays on each pixel [45]. The ion fluence
is then calculated from the dwell time. For the implantation two different designs were
used. At the beginning of the work due to the unstable interplay between ELPHY and
NVision systems the total implantation time was limited by 55 minutes. Therefore, the
areas of 0.4×0.4 mm2 were divided into a set of rectangles with a length of 0.4 mm
and width such, that the total implantation time was not exceeding 55 minutes. As a
result this caused an overlapping of the rectangles and thin regions of double ion fluence
were present on final implanted areas (see Figures 5.3(b), 5.3(c) and 5.3(d)). The other
design represents a series of single pixel lines of 0.4 mm length. This design showed
a much better stability with no overlapping of the lines. During the ion implantation
the sample stage is tilted by 54◦, so that the ion beam is perpendicular to the sample
surface. Here it should be noticed, that FIB implantation at a constant beam current
is a time consuming process (e.g. implantation of an area of 0.4×0.4 mm2 size with an
6.24×1015 ions/cm2 ion fluence at a beam current of 10 pA lasts approximately 45 hours),
as a result sizes of samples implanted at ion fluences above 9.83×1015 ions/cm2 were
reduced down to ∼0.4×0.05 mm2. Therefore, XRD and MOKE measurements for samples
implanted with a FIB system at ion fluences above >9.83×1015 ions/cm2 are missing,
since both these techniques require reasonable sample sizes. Moreover, several other
investigation techniques, as for example XRR or RBS, require large sample sizes and,
therefore, cannot be performed for samples implanted with a FIB system.
3.2 Standard ion implantation
Ion implantation using a standard ion implantation technique was done in a DANFYSIK
1050 Low Energy Ion Implanter at HZDR. The as-deposited permalloy films were bom-
barded at room temperature with a 30 keV Ga+ ion beam varying ion fluences. The
beam current was ∼2.5-3 µA and the beam diameter was ∼3-5 mm. The ion beam was
aligned perpendicular to the sample surface. The implantation was done in a high vac-
uum chamber at a base pressure of 1×10−6 mbar. The corresponding chamber is shown in
Figure 3.3(a) (in the chosen geometry the ion beam comes from the left-hand side). The
chamber is equipped with a wafer holder stage. In case of small samples, they are glued
with a copper tape to a Si wafer. Then the wafer is mounted on the wafer holder stage
between four Faraday cups as demonstrated in Figure 3.3(b). The implantation is done in
the following way: to be able to achieve a homogeneous implantation the beam is swept
over the entire sample with about ∼1 kHz in x- and in y-direction using an electrostatic
sweeping system [78]. At the end, the beam scans the whole area between the Faraday
cups.
A short comparison of the standard ion implantation technique with implantation
using a FIB system is demonstrated in the table below (see Table 3.1).
Despite both implantation techniques allow to use the same type of ions (Ga+) and the
same ion energy, they significantly differ in the beam diameter and in the beam current.
Both described parameters define the beam current density. As it can be seen in the table,
the beam current density of the standard ion implanter taking into account the scanned
area is approximately ∼0.42 µA/cm2 which is several orders below the beam current
density of the FIB system (see Table 3.1). As it was already mentioned in Chapter 1, the
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Figure 3.3: View on the samples holder stage of the DANFYSIK 1050 Low Energy Ion
Implanter (a). Sample fixation on the wafer holder stage(b).
Technical parameters
Implantation technique
FIB implantation Standard ion implanter
Energy 30 keV 30 keV
Beam diameter 13 nm 3-5 mm
Beam current 10 pA 2.5-3 µA
Beam current density 7.53 A/cm2 0.42 µA/cm2
Table 3.1: Comparison of the technical parameters of the FIB system and the standard ion
implanter.
beam current density itself can strongly influence the processes that take place while ion
implantation, as for example lead to an increase of the local sample temperature. This in
turn can further alter the structure and thereby can influence the magnetic properties of
the permalloy films used in the current research.
3.3 Ex-situ annealing UHV chamber at HZDR
Since a rise of the temperature during ion implantation cannot be completely excluded
(see for more details discussion in Appendix B), influence of temperature on the structure
and magnetic properties were also studied in the current work. For this purpose a series of
samples were annealed in a UHV chamber at HZDR (Figure 3.4(a)). The annealing cham-
ber is equipped with a sample holder modified into a heater stage. The heater consists
of a tungsten resistance wire which is inserted into small ceramic tubes (Figure 3.4(b)).
The wire is placed on a ceramic plate based on a molybdenum plate. A metallic plate
which is used as a heating surface is placed on the top of the wire. A type S thermo-
couple consisting of PtRh and Pt wires to control the heater temperature is mounted.
The main advantage of the chosen heater is its heating rate. A temperature of 1000◦C
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(a)
(b)
Figure 3.4: UHV annealing chamber at HZDR (a). View on the heater (b).
is reached and stabilized within less than 60 seconds. The turbomolecular pump allows
base pressure better than 1×10−6 mbar. The annealing was done at temperatures ≤800◦C
for 30 minutes at a pressure kept in range of 1×10−5-1×10−6 mbar. After annealing the
samples were kept in the UHV chamber until the temperature of the sample stage was
below 50◦C. Depending on the annealing temperature the cooling did last for 1 hour up
to 1.5 hours.
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Chapter4
Methods of investigation
This chapter aims to introduce to the methods used for the investigations of the implanted
and annealed samples. Every investigation technique is supported with a short theoret-
ical introduction and a short description of the equipment used for the corresponding
measurements.
4.1 X-ray scattering
Since the X-rays were discovered in 1895 by W.C. Roentgen X-ray investigation techniques
became part and parcel of structural analysis.
X-rays are electromagnetic waves with a wavelength in a range of an A˚ngstro¨m [79].
The X-ray can be described as a transverse plane wave, where the electric E and magnetic
H fields are perpendicular to each other and to the direction of propagation z. The
classical model of a linearly polarized electromagnetic plane wave in a three dimensional
case can be written as [79, 80]
E(r, t) = εˆE0e
i(k·r−ωt) (4.1)
where εˆ is the polarization unit vector and k is the wavevector along the direction of
propagation. Due to the point that electromagnetic waves are transverse, the vectors in
Equation (4.1) are related to each other over εˆ·k=0 and k·E=k·H=0 [79]. The quantum
mechanics describes an X-ray beam as a beam of photons having an energy h¯ω and a
momentum h¯k. The beam intensity then equals to the amount of photons over a certain
area per unit time. From the other hand the intensity is proportional to the square of
the electric field. Both statements lead to the point that the magnitude of the field is
quantized. The corresponding numerical relation between the wavelength λ (in A˚) and
the photon energy E (in keV) is [79, 80]
λ[A˚] =
hc
E =
12.398
E [keV] . (4.2)
Prior to a description of the interaction of X-ray photons with matter a short intro-
duction into the fundamentals of the crystallography should be done. Matter is usually
classified by its state: gaseous, liquid and solid. Gases are represented by almost isolated
particles which tend to occupy the entire volume in which they are confined. Like gases
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liquids are able to flow and take shape of a container. However, liquids are nearly incom-
pressible due to the point that the attraction between the nearest-neighbor particles is
high enough to keep the particles almost in contact. In a solid the particles (molecules,
atoms or ions) are tightly bond together so that the particles cannot freely move. Solids
then can be characterized by structural rigidity and resistance to changes of shape and
volume when an external influence (e.g. force) is not applied [81]. In a solid the particles
can be either packed in a regularly ordered pattern, the so called crystalline solid, or into
a pattern with an irregular disposition, the so called amorphous solid. The crystalline
state is of a particular interest for this work, since the films used for the investigations
are nano-crystalline. The main feature of a crystalline material is that it is periodic in
space as demonstrated in Figure 4.1. Atoms (or molecules) in a crystal are organized on
a lattice and can be described with a position vector Rn. For a three dimensional case
the position of the atom is defined as [79]
Rn = n1a1 + n2a2 + n3a3 (4.3)
where (n1, n2, n3) are integers and (a1, a2, a3) are basis vectors of the lattice. The
parallelepiped build of the three basis vectors (Figure 4.1(b)) is the minimum volume
which repeated will make up the crystal and is called the primitive unit cell [82, 80].
d
a1
Rn
a2
(a)
a1
a2a3 α
βγ
(b)
Figure 4.1: Crystal consisting of atoms that are organized on a lattice with position vector
Rn and lattice spacing d (a). Primitive unit cell build of the three basis vectors a1, a2 and a3
(b).
Interaction of X-rays with the crystalline material is based on the interaction with
atoms (viz. with electrons of atoms) that lie within families of planes in the crystal.
Therefore, the Miller indices (h, k, l) were introduced to specify a family of planes. The
Miller indices are defined in such a way that the plane closest to the origin (but not
including the origin) has intercepts (a1/h, a2/k, a3/l) on the axes (a1, a2, a3). Two main
features of planes described by Miller indices can be observed: the density of lattice points
within one family of planes is the same and the planes are equally distant. Both points
allow to derive a lattice spacing dhkl. For the case of a cubic unit cell with a lattice
parameter a the lattice spacing can be written as [80]
dhkl =
a√
h2 + k2 + l2
. (4.4)
An X-ray photon can be absorbed or scattered by an atom. Both processes will be
discussed in text below. When X-rays interact with a dense medium consisting of a
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large number of atoms (or molecules) it is easier to describe the material as a continuum
separated by an interface from the surrounding vacuum (or air). The X-ray beam is
then refracted or reflected at the interface (the scattering and refraction descriptions are
equivalent) [79].
As a first point a scattering of an X-ray by a single electron will be discussed. In
the classical model the scattering is an elastic process, in which the wavelength of the
scattered and incident waves are equivalent. This contradicts to the quantum mechanical
description, where the incident X-ray photon has an energy h¯ω and a momentum h¯k.
According to the quantum mechanical approach the energy can be transferred to the
electron and as a result the scattering photon has a lower frequency in comparison to the
incident one. The described scattering process is inelastic and is known as the Compton
effect. However, the scattering of X-rays in structural investigations of materials is usually
treated as elastic (Thomson scattering). In an elastic scattering event a momentum may
be transfered [79, 80]. The so called wavevector transfer or scattering vector Q is defined
as
h¯Q = h¯k− h¯k′ (4.5)
where h¯k is the initial and h¯k′ is the final momentum of the photon and |k| = |k′| = 2pi/λ.
The scattering vector Q has units of reciprocal length scale (usually A˚−1).
The result obtained for the scattering by an electron can be generalized for an atom
that has Z electrons. Determining ρ(r) as an atom electron density, the scattering radi-
ation field represents a superposition of contributions from different volume elements of
this charge distribution [79]. The scattering from an atom is demonstrated in Figure 4.2.
r
k·r k´·r
k k΄
Figure 4.2: An elastic scattering from an atom.
From the figure one can see that the phase difference between the wave scattered at the
origin and the wave scattered at a position r can be written as ∆φ(r) = (k−k′)·r = Q·r.
As a result the contribution of a volume element dr at distance r to the scattering field
is −r0ρ(r)dr with a phase factor eiQ·r. The total scattering radiation field from an atom
can be then written as
−r0
∫
ρ(r)eiQ·rdr = −r0f 0(Q) (4.6)
where r0 is the classical electron radius or the Thomson scattering length and f
0(Q) is
called the atomic form factor. The integral in Equation (4.6) represents a Fourier trans-
form of the atom electron density. When Q→0 every volume element of the atom scatters
in phase and f 0(Q = 0) = Z. When Q→∞ volume elements scatter out of phase that
leads to f 0(Q→∞) = 0.
The atomic model can be than generalized for a crystal. The below description of
the scattering from a crystal is done within the kinematical approach in which multiple
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scattering processes are neglected [83]. Keeping in mind Equation (4.3) and taking into
account the periodicity of the crystalline material in space (Figure 4.1) the scattering
amplitude of a crystal can be defined as
F crystal(Q) =
∑
rj
fj(Q)e
iQ·rj ∑
Rn
eiQ·Rn (4.7)
where the first term is the unit cell structure factor (further in text denoted as F (Q))
and the second one is the sum over all unit cells (also called the lattice sum and is usually
denoted as SN(Q)) [79]. The lattice sum in Equation (4.7) differs from zero only when
the following condition for the scattering vector is fulfilled [80]:
Q·Rn = 2pi×integer. (4.8)
Equation (4.8) can be easily solved by introducing the concept of a reciprocal lattice,
which can be described by a set of vectors
G = d∗hkl = ha
∗
1 + ka
∗
2 + la
∗
3 (4.9)
where h, k and l are integers, |d∗hkl| = 1/dhkl and
a∗1 = 2pi
a2×a3
a1·(a2×a3) , a
∗
2 = 2pi
a3×a1
a1·(a2×a3) , a
∗
3 = 2pi
a1×a2
a1·(a2×a3) . (4.10)
Vectors a∗1, a
∗
2 and a
∗
3 are called the reciprocal lattice basis vectors. The reciprocal lattice
vectors G satisfy Equation (4.8) since their scalar product is
G·Rn = 2pi(hn1 + kn2 + ln3) (4.11)
where the sum in the brackets is an integer. This is valid only when Q = G. It means that
only when the scattering vector Q coincides with the reciprocal lattice vector the scattered
amplitude F (Q) is not vanishing. This condition is called the Laue condition and when it
is obeyed scattering from a crystal can be observed [79, 80]. The corresponding scattering
pattern represents distinct points in reciprocal space that have an intensity
Isc ∝ |F (Q)|2NV ∗c δ(Q−G) (4.12)
where N is the total number of unit cells, V ∗c = (a
∗
1×a∗2)·a∗3 is the volume of the unit cell
in reciprocal space and δ is the Dirac delta function. The above formula for the intensity
is valid for crystals with finite size.
The X-ray scattering from a crystal can be also described by the Bragg’s law
λ = 2dhkl sin θB (4.13)
where θB is the incidence angle (also called the Bragg angle) and dhkl is the distance
between lattice planes. This is the condition for a constructive interference of waves with
a set of lattice planes in real space. The equivalence between the Laue and the Bragg
formulations is discussed in Appendix A. From the equivalence of these two formulation
follows that for each point of the reciprocal lattice given by Equation (4.9) there exists a
set of planes in the direct space that fulfill the conditions [79, 80]:
1. Ghkl is perpendicular to planes with Miller indices (h, k, l).
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2. |Ghkl| = 2pi/dhkl.
The unit cell structure factor depends on the choice of the unit cell, since its symmetry
defines the basis of atoms within the unit cell [79]. Here, a structure factor for a face
centered cubic (fcc) unit cell with a lattice spacing a will be discussed.1 The basis of such
a unit cell consists of four atoms at positions
r1 = 0, r2 =
1
2
(a1 + a2), r3 =
1
2
(a2 + a3), r4 =
1
2
(a3 + a1) (4.14)
with a1, a2 and a3 being parallel to the cube edges [79]. In case when all the atoms in
the unit cell are identical, the atomic form factor can be taken outside the summation.
The unit cell structure factor can be then written as [79]
F fcchkl (Q) = f(Q)
∑
rj
eiQ·rj = f(Q)(1 + eipi(h+k) + eipi(k+l) + eipi(l+h)) =
= f(Q)×
{
4 if h, k, l are all even or all odd,
0 otherwise.
(4.15)
In case when the unit cell structure factor equals zero, the reflection is said to be forbidden.
The first allowed reflection (reflection with the shortest reciprocal lattice vector) for an
fcc structure is the (1,1,1)-reflection [79].
As it was already mentioned above an X-ray photon can be also absorbed by an
atom. During this process the excess energy is transferred to an electron, and if the
transferred energy exceeds the binding energy of the shell occupied by the electron, the
electron is ejected leaving the atom ionized. The described process is called photoelectric
absorption2 [79].
The quantitative description of the absorption can be done by introducing the linear
absorption coefficient µ. The intensity at a depth z is then defined by I(z) = I0e
−µz.
The absorption coefficient µ can be easily defined experimentally as a ratio between the
beam intensities with and without the sample [79]. The number of absorption events W
is defined by
W = I(z)ρadzσa = I(z)µdz (4.16)
where ρa is the atomic number density and σa is the absorption cross-section. Therefore,
the absorption coefficient is related to the absorption cross-section σa by
µ = ρaσa =
NAρm
A
σa (4.17)
where NA is the Avogadro’s number, ρm is the mass density and A is the atomic number.
The absorption cross-section σa depends on the photon energy and is proportional to
1/E3.
In general the atomic form factor in Equation 4.7 should be corrected considering ab-
sorption effects. Moreover, according to the quantum mechanical description the electrons
of the atom have discrete energy levels and the electrons with different binding energy
will respond differently on the external driving field. As a result two additional terms in
the atomic form factor are introduced: f ′, that displays the resonant behavior at energies
corresponding to atomic absorption edges (see Section 4.5), and if ′′, that describes the
1Such choice of the unit cell symmetry is due to the point that the permalloy material used for
investigations in the current work has an fcc symmetry.
2A detailed description of the X-ray absorption and corresponding experiments are done in Section 4.5.
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dissipation in the system, which is related to the absorption. The corrected atomic form
factor can be then written as
f(Q, h¯ω) = f 0(Q) + f ′(h¯ω) + if ′′(h¯ω) (4.18)
where f ′ and f ′′ depend only on the energy of the incident photon h¯ω and are called the
dispersion corrections to the atomic form factor f 0. f ′ and f ′′ reach their maximum at
the absorption edge of the atom.
4.2 X-ray diffraction (XRD)
It is reasonable to divide the reciprocal space into small and large values of the scattering
vector |Q| since the X-ray analysis demonstrate a different sensitivity for a change in
the electron density. For large |Q| values one senses the crystal structure itself and the
reciprocal lattice points are well resolved. The X-ray analysis at small |Q| values are
sensitive to a strong change of the electron density and are not sensitive to the crystalline
structure. As a result X-ray techniques performed at small |Q| values are possible for
both crystalline and amorphous materials.
In this section the X-ray scattering techniques at large |Q| values will be discussed.
They are often denoted as XRD. The XRD for the chosen non-perfect nano-crystalline
thin permalloy films can be described within the kinematical approximation, in which
multiple scattering processes are neglected. The measurements at large |Q| values give
a detailed information about the crystallographic structure of the investigated material.
During the measurement one collects with a detector the integral intensity of a Bragg
reflection. To be able to calculate the integral intensity more precisely one uses instead
the differential cross-section (dσ/dΩ). The differential cross-section for a fully illuminated
sample is defined as(
dσ
dΩ
)
=
Number of X-rays scattered per second into dΩ
(Incident flux)(dΩ)
(4.19)
where dΩ is the solid angle. Taking into account Equation (4.7) and Equation (4.12) the
formula for differential cross-section can be written as [79](
dσ
dΩ
)
∝ r20P |F (Q)|2NV ∗c (4.20)
where P is the polarization factor and N is the number of unit cells. From the definition
of the lattice sum it follows that the width of the Bragg peak is inversely proportional to
the number of unit cells N and since N is not an infinite number, the Bragg peak has a
finite width [79]. This leads to the point that a measurable intensity can be detected also
when the Laue condition is not exactly fulfilled. In general the main interest is in the
sum of all scattering processes in the vicinity of the the smeared Bragg reflection [79]. To
perform such a series of measurements the crystal should be a little tilted (or rocked) with
respect to the incident beam. As a result the full information about the Bragg peak can
be obtained by integrating Equation (4.20) over k′ and over θ (often the incidence angle
is decribed by ω instead of θ). This leads to an additional term appearing in the final
definition of the integral intensity. This term is called the Lorenz factor and depends on
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the details of the experiment. The integral intensity taking into account all these points
can be then written as
Isc = Φ0r
2
0P |F (Q)|2N
λ3
Vc
1
sin 2θ
(4.21)
where Φ0 is the incident flux. The derived formula describes perfect crystals with all
scattering planes being of one group. In reality crystals are imperfect and can be described
as a composition of small perfect blocks that have inclinations from the average orientation
value (Figure 4.3). The crystal in such a case is called mosaic. The scattering intensity
from such a crystal can be reduced due to the large sizes of the mosaic blocks (the primary
extinction effects) or due to the shadowing of one or several mosaic blocks by blocks which
have an identical orientation (the secondary extinction effects) [79]. In the current work
the investigated permalloy films are considered as ideally imperfect, and both extinction
effects are negligible. On the right hand side of Figure 4.3 the scheme of the scattering
from an ideally imperfect crystal is demonstrated. As it can be seen in the corresponding
figure, the scattering from such a crystal will result in an intensity distribution along the
ω-scan (θ-scan) around the Laue condition Q = G [79]. Therefore, the peak width along
the ω-scan (FWHMω) can be used for the characterization of the crystalline quality of
the material.
2θ
k´
k
Q=G
Figure 4.3: Single crystal consisting of mosaic blocks (left). Intensity distribution of the (h, k, l)
reflection of the mosaic crystal (right) [79].
The influence of the crystallite size on the diffraction peak width along 2θ direction
(FWHM2θ) was first reported by P. Scherrer [82]. From Equation (4.21) taking into
account Equation (4.7) follows that for small crystals where N is small a broadening of
the diffraction peak appears. For the derivation of the formula for the thickness, the
crystals are assumed to be free from strains and faulting, so that the peak broadening is
related only to the size of the crystallite. This relation is called the Scherrer equation and
can be written as:
t =
Kλ
Bsize cos θB
(4.22)
where Bsize = FWHM2θ and K is a dimensional constant and equals 0.94 for a cubic
crystal. This equation is derived assuming the system cubic, however, one can apply it for
other non-cubic materials. In this case, for each (h, k, l)-reflection, value t is interpreted
as an average crystal size perpendicular to the reflecting planes [82].
When discussing the peak broadening one has to take into account the instrumental
broadening, such as slit width, sample size, penetration depth, imperfect focusing, etc.
For correction of the instrumental broadening a reference sample with grains large enough
to eliminate the particle-size broadening should be analyzed. The measurement conditions
for the reference sample should be kept the same as for the investigated one. The peak
width of the investigated sample is a convolution of the particle-size broadening and
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instrumental broadening. By assuming shapes (Gauss or Cauchy) of these three profiles
one can easily extract the instrumental broadening from the measurement. In the current
work the Scherrer equation was used for the crystallite size calculation. However, due to
the point that broadening due to internal strains was not considered, the obtained values
of the crystallite sizes are in this case underestimated.
In general the peak broadening B is a result of a superposition of broadenings due to
the particle size and due to the strain (B = Bsize + Bstrain) [84]. The internal strain η
influences the peak broadening according to [85, 86]
Bstrain = η tan θB. (4.23)
In reciprocal space the internal strain results in a broadening of the reciprocal lattice
points. Since B∗ = B cos θB/λ and d∗ = 2 sin θB/λ, follows that the broadening of
reciprocal lattice points B∗strain varies linearly with the distance from the origin according
to [86]
B∗strain = ηd
∗. (4.24)
Both particle-size and strain broadening can be separated from each other [86]. The
corresponding method was proposed by Hall [87] and is based on plotting the breadth
of the reciprocal lattice points B∗ over their distance from the origin d∗. From the Laue
condition follows that the distance from the origin d∗ equals to the value of the scattering
vector Q [86]. Equivalence of the breadth of the reciprocal lattice points B∗ and the
change of the scattering vector ∆Q can be easily derived from a simple differentiation of
the Bragg equation (Equation (4.13)). Therefore, for convenience further in text B∗ and d∗
are replaced by ∆Q and Q correspondingly. The described plot is called the Williamson-
Hall plot. The reciprocal lattice breadth caused by the particle size B∗size is a constant
independent on d∗ and equals to 1/t. In case of an isotropic strain, the strain in such a
plot will give a line through the origin slope [86]. Therefore, the inclination of the line
corresponds to the internal strain value. The corresponding Williamson-Hall plot is used
for strain determination from 2θ scans performed at small incidence angles.
The XRD measurements were performed both at several laboratory setups (see Sec-
tion 4.6) at HZDR and at ESRF ID01 beamline.
4.3 X-ray reflectivity (XRR)
In the above section X-ray scattering techniques at large |Q| values were described. The
current section is dedicated to the X-ray analysis at small |Q| values. Of particular
interest for the current research is the X-ray reflectometry which is widely used for thin
film characterizations. XRR senses the electron density change, surface and interface
roughnesses and is suitable for layer thickness determination in range from few A˚ngstro¨m
up to several hundreds of nm depending on the resolution of the experimental setup.
XRR can be described both by a kinematical and dynamical theory. Since in the
kinematical approach several important effects are neglected (e.g. refraction, absorption,
multiple scattering processes and energy transfer between transmitted and reflected waves)
it gives a large error in the calculation. Therefore, the further discussion will be proceeded
only within the dynamical approach.
Since X-rays are electromagnetic waves, the interaction of the X-rays with matter can
be described by Maxwell’s equations. When an electromagnetic wave E(r) = E0e
iki·r
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ikt·r
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αt
Figure 4.4: Reflection and transmission of the electromagnetic wave in a medium [79].
impinges the material interface under an angle αi two secondary waves are created (Fig-
ure 4.4). The first wave Er(r) = Ere
ikr·r is the wave reflected from the matter under an
angle αf ; and the second one Et(r) = Ete
ikt·r is the wave refracted into the matter under
an angle αt [88]. Following the Maxwell’s equations, both reflected and transmitted waves
propagate according to the Helmholtz equation [89]
∆E(r) + k2n2E(r) = 0 (4.25)
where k = 2pi/λ = |ki|, λ is the X-ray wavelength and n is the index of refraction given
by
n = 1− δ + iβ (4.26)
where δ is the dispersion term:
δ =
λ2NAr0
2pi
N∑
j=1
ρj
Aj
{f 0j + f
′
j} (4.27)
and β is the absorption term:
β = −λ
2NAr0
2pi
N∑
j=1
ρj
Aj
f
′′
j =
λ
4pi
µ (4.28)
where NA is the Avogadro number, ρj is the mass density and Aj is the atomic weight.
The sum in Equations (4.27) and (4.28) is performed over the number of atoms N .
The X-rays are refracted at the interface of two media with different refraction indexes
according to the Snell’s law:
n0 cos(αi) = ncos(αt). (4.29)
For the vacuum/medium interface the above equation can be simplified to cos(αi) =
ncos(αt) since the index of refraction for the air equals 1 (Figure 4.4). There exists a
critical angle αi = αc such, that for incident angles below that angle (αi < αc) the
phenomenon of total external reflection occurs. In this case X-rays do not penetrate far
into the medium and all incoming radiation is reflected from the interface [90]. Neglecting
the absorption term for the index of refraction of the medium and expressing the cosαi
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as power series, the critical angle can be easily derived from Equation (4.29):
αc =
√
2δ. (4.30)
Since αi and αt are small and the index of refraction is n = 1− δ+ iβ, Equation (4.29)
can be re-written as
α2i = α
2
t + 2δ − 2iβ = α2t + α2c − 2iβ. (4.31)
From this equation one can derive the value for the angle of refraction αt. The de-
rived αt value is a complex number and can be decomposed into real and imaginary
parts αt≡<(αt) + i=(αt). The transmitted wave can be then expressed as Etei(kαt)z =
Ete
ik<(αt)ze−k=(αt)z. One can see that the intensity of the transmitted wave falls off ac-
cording the exponential law with increasing depth into the material. The penetration
depth Λ where the intensity drops off 1/e is given by [79, 80]
Λ =
1
2k=(αt) . (4.32)
The penetration depth at incident angles below the critical angle (αi < αc) is week, while
at incident angles above the critical angle (αi > αc) it is strongly rising according to the
absorption law.
From the Maxwell’s equations it is deducted that the tangential components of the
electric and magnetic fields have to be continuous at the surface z = 0. Correspondingly,
the boundary condition can be written as (Figure 4.4)
Ei + Er = Et (4.33)
and
Eiki + Erkr = Etkt (4.34)
with the wavenumber denoted as k = |ki| = |kr| for the air and as nk = |kt| for the
material.
From Equations (4.33) and (4.34) the Fresnel formulas can be obtained
r =
Er
Ei
=
ki,z − kt,z
ki,z + kt,z
, (4.35a)
t =
Et
Ei
=
2ki,z
ki,z + kt,z
(4.35b)
where ki,z = k sinαi and kt,z = nk sinαt. r is called the amplitude reflectivity and t is the
amplitude transmittivity [80]. The intensity reflectivity R and the intensity transmittivity
T are absolute squares of the introduced amplitudes.
Now the reflectivity from a homogenous film of finite thickness will be discussed. The
scheme of this process is shown in Figure 4.5. On the left hand side only the transmitted
wavevectors are demonstrated. The right panel of the figure depicts the z components
of both reflected and transmitted wavevectors taking into account an infinite number of
possible reflections. On the right panel three possible reflections are depicted. Defining
r01 as the amplitude reflectivity of the interface between air and film (0-1 interface) and
r12 as the amplitude reflectivity of the interface between film and substrate (1-2 interface);
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Figure 4.5: Reflection and transmission of the electromagnetic wave for a film of finite thickness
∆ [79].
the total amplitude reflectivity can be written as
r =
r01 + r12p
2
1 + r01r12p2
(4.36)
where p2 = eikt sinαt∆ and represents the phase factor of the waves reflected from the top
and bottom faces of the film. The intensity reflectivity can be calculated as R = |r2|. The
interference between waves reflected from top and bottom interfaces of the film results in
oscillations in the reflected intensity. These oscillations are called the Kiessig fringes [79].
When the waves are scattered in phase one observes peaks, when they are scattered out
of phase one observes minima. One observes the intensity maxima when the phase factor
p2 = 1. The solution of this equation can be written as [88]
2∆
√
α2i − α2c = mλ (4.37)
where m is an integer. From this equation one can easily extract the layer thickness ∆:
∆ =
mλ
2
√
α2i − α2c
. (4.38)
Equation (4.38) represents the Bragg’s law (Equation (4.13)) taking into account refraction
and is valid for small angles.
The reflectivity theory described above is valid only for perfectly smooth surfaces. In
a proper description one should account the surface roughness. The surface roughness
is defined as perpendicular deviations from the mean surface. The roughness can be
distinguished by it’s length scale as microscopic surface roughness and as weak surface
waviness. For a case of a microscopic roughness the deviations are of atomic length scales
up to few nanometers with large inclinations of the surface orientation in comparison to
the mean film surface. The weak waviness extends on large longitudinal distances (up to
few hundred nanometers) and have small inclinations of the surface orientation [88].
One way to describe a rough interface at z0 is to replace it’s roughness by a set of
smooth interfaces which are distributed around z0 following the Gaussian distribution
P (z) =
1√
2piσ2
exp(−(z − z0)
2
2σ2
) (4.39)
where σ is the surface roughness and is called the root-mean-square (rms) roughness. In
1980 Ne´vot and Croce suggested to modify the reflection and transmission coefficients as
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following
r˜ = r·exp(−2kzk′zσ2), (4.40a)
t˜ = t·exp((kz − k′z)2σ2/2). (4.40b)
The exponential term of the modified amplitude reflectivity r˜ is a Debye-Waller-like factor.
From the obtained formulas follows that from the reflectivity experiments the true nature
of the interface cannot be revealed (or with other words: it is not possible to distinguish a
real roughness from an electron density gradient). The described above Ne´vot and Croce
approximation is used in this work for the simulation of the reflectivity measurements.
The above discussion concerns only the specular scan measurement. Since surfaces
are rough the radiation is scattered also in non-specular directions, the so-called diffuse
scattering. The main interest in study of the diffuse scattering appeared when it was first
reported on the structures in the diffuse scattering by Y. Yoneda. These structures are
called Yoneda wings and are widely used for the determination of the critical angle αc.
Years after the discovery the diffuse scattering was explained by a surface roughness and
it was shown how the information on the lateral extent of the surface can be obtain from
it.
For a description of a diffuse scattering one has to take into account the height fluctua-
tions at any lateral (x,y)-position of the surface. Every surface can be characterized by the
rms-roughness σ = 〈z(x, y)2〉 and z(x, y) = h(x, y)−〈h(x, y)〉 with h(x, y) representing the
height function and 〈...〉 being the spatial average over the reference surface [88]. There-
fore, a function that describes the surface roughness representing the ensemble average of
hight differences can be introduced [79]
g(x, y) = 〈[z(0, 0)− z(x, y)]2〉 = 2〈z(x, y)2〉 − 2〈z(x, y)z(0, 0)〉 = 2σ2[1− e−(r/ξ)2h ] (4.41)
where r =
√
x2 + y2; ξ is the scale on which the height of the surface points are correlated
to each other and is called the correlation length. h is the exponent that describes the
surface morphology (0 < h < 1): at h 1 the surfaces are very jagged, while at h ∼ 1 the
surfaces represent smooth hills and valleys. The term C(r) = 〈z(x, y)z(0, 0)〉 = σ2e−(r/ξ)2h
in Equation (4.41) is called the height-height correlation function. When r  ξ then
g ∝ r2h, when r →∞ then g → σ2 as required.
The theoretical description of the diffuse X-ray scattering can be done within the Born
Approximation (BA) or within the Distorted wave Born Approximation (DWBA) and is
skipped in the current work.
4.4 X-ray measurement geometries
An easy geometric interpretation of the scattered beam directions can be done by an Ewald
sphere construction, or for a two dimensional case by an Ewald circle demonstrated in
Figure 4.6. The incident X-ray beam is specified by k=AO and can be scattered to any
wavevector k′=AB terminating on the sphere of radius k=1/λ. The scattering vector is
then defined as vector Q=BO. When one of the reciprocal lattice points lies on the Ewald
circle, then the Laue condition or the Bragg’s law are satisfied and the diffraction peak
is observed in the direction of k′ [79]. If the vectors k, k′ and the normal to the surface
(vector n) lie in the common scattering plane [83] such a geometry is called coplanar and
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Figure 4.6: Ewald circle construction [91].
is mainly used in the current work for investigations of the permalloy films. For a proper
description of the scattering, the scattering vector Q is usually represented in cartesian
coordinate system with Qz-axis parallel to the normal of the sample surface, Qx-axis
parallel to the in-plane component of the wavevector k and Qy-axis perpendicular to the
Qz- and Qx-axis. The projections of the scattering vector Q denoted as Qx, Qy and Qz
can be calculated as
Qz = k(sinαi + sinαf ), (4.42a)
Qx = k(cosαf cos θf − cosαi), (4.42b)
Qy = k cosαf sin θf (4.42c)
where αi is the incidence and αf is the scattering angles with respect to the sample surface
lattice plane, and θf is the angle between the scattering direction and the QzQx plane
(often called the in-plane scattering angle). The above formula are valid only for a case
when there is no in-plane orientation (i.e. when the in-plane incident angle θi equals 0).
Since in the current work mainly the coplanar geometry is discussed (when θf=0), the Qy
component of the scattering vector Q equals 0.
In a general description of scans, the out-of-plane rotation of the sample ω and the
detector rotation 2θ is used. These angles are related to αi and αf over
ω = αi and 2θ = αi + αf . (4.43)
All measurements in the current work are performed in Bragg geometry. The X-ray
scattering geometries can be represented as demonstrated in Figures 4.7 [89]. The blue
areas in Figures 4.7(a) and 4.7(b) indicate non-accessible zones in which the incident or
the scattered beam is below the specimen surface. The white areas in Figures 4.7(a)
and 4.7(b) indicate non-accessible zones since the Qz projection of the scattering vector
Q does not exceed value of 2/λ.3
The following scans can be performed for large |Q| values [80]:
1. The symmetrical ω-2θ-scan (Figure 4.7(a)). During this scan the direction of the
scattering vector Q is fixed. This scan is sensitive to crystallographic planes that
3Such construction of X-ray scattering geometries is valid for thin films on a semi-infinite substrate
(i.e. reflection case).
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are parallel to the layer surface. This scan allows one to determine very precise
information on the lattice constants and, therefore, the strain along a certain direc-
tion.
2. The detector scan or the 2θ-scan is performed at a fixed incidence angle ω. During
this scan the direction of the scattering vector Q is changing (Figure 4.7(b)). In the
current work this scan is used for the lattice parameter determination.
A special case of a detector scan is called the grazing incidence X-ray diffraction
(GIXRD or GID). In this case a 2θ-scan is done at a very small fixed incidence angle
ω. The information from the substrate in such a scan is strongly suppressed. This
scan is widely used for phase transition detection, since it has a high sensitivity to
the atomic arrangement of the surface [80]. The small incidence angles used in the
GIXRD geometry strongly increase the path length of the incident and diffracted
beam into the layer, therefore, strongly enhancing the measurement sensitivity [92].
Moreover, by varying the incidence angle one changes the penetration depth and as
a result one can make depth-resolved structural measurements [93]. In the GIXRD
geometry, at a fixed incidence angle, one probes lattice parameters of different crys-
tallographic planes at different specimen orientations. However, due to the point
that different crystallographic planes have different elastic constants, the GIXRD
measurements introduce errors in the obtained results [84]. GIXRD measurements
are suitable for study of only polycrystalline (powder-like) materials.
In the current work the investigated permalloy films were assumed to be powder-like
and therefore, the GIXRD measurements were used to estimate the internal strain
using Williamson-Hall plots.
3. The rocking curve or the ω-scan (Figure 4.7(b)) is performed at fixed 2θ. These
scans are used as a gauge of the material crystalline quality.
k k΄
Q
2θ
Incident beam 
below the surface
Scattered beam 
below the surface
too long λ
ω
Qx
Qz
1/λ
2/λ
(a)
too long λ
ω-scan
2θ-scan
k
k΄
2θω
Qx
Qz
Q
(b)
Figure 4.7: X-ray scattering geometry represented in the reciprocal space for large Q values:
the symmetrical scan (a) and the asymmetrical ones (b).
Analogous scans can be performed for small |Q| values [80]:
1. The X-ray reflectivity scan (XRR), the specular scan or the symmetrical scan (Fig-
ure 4.8(a)). In this case the scattering vector Q points perpendicular to the sample
surface (parallel to the surface normal) and the scan is performed when ω=2θ/2.
This scan is sensitive to a valuable electron density change; it allows to determine
the film thickness and estimate the surface and interface roughness [80].
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2. The reflectivity offset scans (Figure 4.8(b)). In this case the scattering vector is
inclined to the Qz-axis and the scan is performed when ∆ω/∆2θ=1/2 and ω differs
from 2θ/2 . This scan is sensitive to the correlation of the interfaces of thin films.
3. The rocking curve or the ω-scan (Figure 4.8(b)). In this case the ω-scan is performed
at a fixed 2θ angle. This scan is used for obtaining the information about the lateral
structure of a thin film interface [80].
Qz
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Figure 4.8: X-ray scattering geometries represented in the reciprocal space for small Q values:
the symmetrical scan (a) and the asymmetrical ones (b).
4.5 Extended X-ray absorption fine structure (EX-
AFS)
In the previous Section 4.1 a short introduction into the X-ray absorption was done. In
this part a short theoretical description and main application of the X-ray absorption will
be discussed.
The X-ray absorption fine structure (XAFS) spectroscopy is used for the determination
of the local atomic structure of a material from the oscillating part of the X-ray absorption
cross-section [94]. The process which lies in the heart of the XAFS experiment is the
excitation and the further ejection of a deep core electron of some atom of the investigated
material by an incident photon [94, 95]. The outgoing electrons (photoelectrons) that
are ejected from an atom interfere with the backscattered waves from the neighboring
atoms (Figure 4.9) resulting in oscillations in the XAFS spectra. Since different elements
have different sets of binding energies, the absorption cross-section of each element of
the investigated material can be measured by tuning the X-ray source to an absorption
energy of one of the elements [94]. From the obtained cross-sections information on the
environment of each element of the investigated material can be obtained.
In the XAFS spectra usually separate two regions: a region of approximately 30
eV above the Fermi energy, which is called the X-ray absorption near edge spectrum
(XANES) [94], and a region of several hundreds of eV above XANES, which is called the
extended XAFS (EXAFS) [79, 96, 97]. In the text below the expression which describes
the oscillations in the EXAFS signal will be derived. The derivation of the EXAFS
equation is based on the plane wave approach, in which curved waves and other effects
are neglected [94].
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Figure 4.9: Scheme of the EXAFS process. a) An X-ray photon interacts with an atom located
on the lattice. The energy of the photon is large enough so that the electron is ejected and the
photon is absorbed at the same time. b-c) The outgoing wavefunction of the photoelectron
propagates from the absorber as a spherical wave until it reaches the neighboring atoms. d-e)
The photoelectron wavefunction is then scattered from the neighboring atoms giving a rise to a
backscattered wave. The backscattering wavefunction interfere with the outgoing one resulting
in EXAFS oscillations in the absorption cross-section [79].
The ejected photoelectron can be described by a spherical wave of form eikR/R with
k being the wavelength of the photoelectron [79, 95]. When the photoelectron meets
the surrounding atoms it gets scattered, and the scattered wave interfere with the prop-
agating photoelectron, resulting in oscillations in the measurement of the X-ray cross-
section [94, 98]. The expression of the fine structure χ will be derived within the small
atom approximation for a K shell and considering single scattering events. The backscat-
tered wave from an atom at distance Ri can be expressed by a spherical wave of form
eik|R−Rj |
R−Rj (4.44)
which propagates from the center of atom j. The photoelectron wavenumber k is related
to the Fermi energy by [94, 99]
k =
√
2m(E − E0)
h¯2
(4.45)
where E0 is the Fermi energy.
The amplitude of the backscattered wave depends both on a dimensionless scattering
amplitude of j’th atom and on the value of the outgoing photoelectron at position Rj.
Taking into account these points and placing the absorption atom at R0 = 0 leads to [79,
94]
χj ≈ =
(
Fj(k)
e2ikRj
(kRj)2
)
. (4.46)
The free electron wavefunction eikR/R does not take into account the electrostatic poten-
tial between the negatively charged electrons and ions of the lattice [79]. Such a potential
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can be taken into account by adding a phase shift φ(k) in the exponential function. The
phase shift φ(k) describes both the phase shift produced by the absorbing atom and the
one coming from the backscattering atoms. As a result Equation (4.46) can be re-written
as [79, 94]
χj ≈ =
(
Fj(k)
e2ikRj+φj(k)
(kRj)2
)
≈ Fj(k)
(kRj)2
sin (2ikRj + φj(k)). (4.47)
The obtained equation consider neighboring atoms as stationary, however, in reality
they vibrate about their equilibrium positions. If the root mean square value of the atom
displacement parallel to k is σ, then the backscattered wave amplitude is reduced by the
Debye-Waller factor e−2k
2σ2 [79]. Additionally it is necessary to take into account that
the life time of the photoelectron and the hole of the K shell of the atom is finite [79].
Both these effects are described by a mean free path length λ(k). Therefore, the EXAFS
equation within the small atom approximation can be written as [94, 100]
χj(k) =
Fj(k)
(kRj)2
sin (2ikRj + φj(k))e
−2k2σ2j e−2Rj/λ(k). (4.48)
Finally, taking into account all the single scatterings from the surrounding atoms, a sum
over all different types of atoms yield to the following EXAFS equation [94, 98, 99, 100,
101]
χ(k) =
∑
j
χj(k) =
1
k2
S20
∑
j
Nj
R2j
Fj(k) sin(2ikRj + φj(k))e
−2k2σ2j e−2Rj/λ(k) (4.49)
where Nj is the number of atoms of the j’th shell at a distance Rj from the absorber, S
2
0
is the passive electron amplitude reduction factor, which describes the relaxation of the
remaining electrons in the absorbing atom after the creation of the core hole.
The derived equation accounts only single scattering events, however, for atoms beyond
the first shell, multiple scattering events (i.e. scattering of the photoelectron from two
or more surrounding atoms) should be also considered. The multiple scattering problem
is solved in a multiple scattering code called FEFF, in which scattering geometries are
considered rather than distances between the core and neighboring atoms [94, 102]. In
FEFF each scattering geometry l is described by a half path length rl, which equals to
the half sum of the lengths of the legs of the scattering path [94]. In case of a single
scattering path, the half pass length equals to the distance between the core and the
neighboring atoms (rssl = r
ss
j ). The scattering amplitude is replaced in FEFF code by
an effective scattering amplitude F effl (k) which accounts both scattering amplitudes of
each atom in a path and the scattering angles. The phase shifts of each atom in the path,
including their angular dependences, are described by an effective phase shift φeffl (k) [94].
In FEFF code the final EXAFS equation taking into account all the above considerations
is expressed in a form of Equation (4.49) as [94]
χ(k) =
1
k2
S20
∑
all paths l
Nl
R2l
F effl (k) sin(2ikRl + φ
eff
l (k))e
−2σ2l e−2Rl/λ(k) (4.50)
where the sum is performed over all scattering paths l. The name ”FEFF” of the code
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comes from the term F effl (k). The effective scattering amplitude F
eff
l (k) depends on
the path length and also considers curved waves and self-energy effects for all orders of
scattering [94].
The EXAFS analysis is a powerful method to probe the local structure of the mate-
rial which does not require a long-range order. As a result this method is suitable for
investigations of different types of materials (e.g. amorphous, biomolecules, liquids, that
cannot be studied by XRD) [96]. Moreover, EXAFS is used to determine the amount
and the nature of the neighboring atoms as well as a local compound disorder. In the
current work the advantage of the EXAFS analysis was used to obtain the short-range
order structural information.
4.6 Experimental setups
The X-ray scattering measurements were carried out at three different setups: at two
different Siemens/Bruker AXS diffractometers (D5005 and D5000) and at a diffractometer
build on the basis of Seifert FPM HZG-4 diffractometer [103]. All the three devices work
at Cu Kα radiation. The main difference between these setups is their application field.
D5000 diffractometer is used for the thin film characterization, D5005 diffractometer is
mainly used for the XRR measurements and HZG-4 diffractometer allows measurements
using small beams (of 150 µm in diameter with relatively hight beam intensity).
Both Siemens diffractometers have line X-ray sources and are equipped with Go¨bel
mirrors, which form an intensive rather parallel monochromatic beam with low beam
divergence [80]. The beam divergence was 1 mrad and 1.5 mrad for D5005 and D5000
diffractometer, respectively. After the beam is diffracted from the sample it is collected
by a point detector. Both diffractometers are equipped with scintillation detectors which
have such an energy calibration, that the iron fluorescence is strongly suppressed, resulting
in a low background signal. The D5005 diffractometer is a θ-2θ four-circle diffractometer
with an angular resolution of FWHM2θ=0.12
◦ in the XRR mode for a used slit width of
0.6 mm. The diffractometer is controlled using SPEC software [104]. In contrast D5000
diffractometer is a θ-θ diffractometer. It means that in it’s geometry both X-ray source
and detector move. This diffractometer was used for grazing incidence XRD (GIXRD)
measurements. The angular resolution for the corresponding GIXRD measurements was
∆2θ=0.35◦.
The HZG-4 diffractometer is equipped with a point source and a side-by-side optics.
The angular resolution is ∆2θ≈0.18◦. The scattered beam is collected with a Vantec
position sensitive detector (PSD), which has a selection of the lower threshold such, that
the iron fluorescence is suppressed. HZG-4 diffractometer was used for rocking curve
measurements. To be able to measure the samples implanted with a FIB system the
beam size was reduced using a pinhole with 150 µm diameter. However, the samples
implanted with a FIB system at high ion fluences (fluences above >9.83×1015 ions/cm2)
were not possible to measure due to their much smaller sizes (below ≤100µm).
The EXAFS measurements were carried out at the Rossendorf beamline (ROBL) at
the ESRF at the bending magnet BM20 [105, 80]. The schematic layout of the op-
tics used at ROBL is shown in Figure 4.10. The optics consists of a double-crystal Si
(111) monochromator mounted between two mirrors with Pt and Si coatings [80]. The
double-crystal monochromator allows energies up to 35 keV with an energy resolution of
∼2.5×10−4. The integrated flux is 6×1011 photons/s at 20 keV/200 mA [106, 80]. The
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Figure 4.10: Schematic layout of the optics used at ROBL [105].
mirrors implemented in the beamline optics suppress the higher-order harmonics in the
monochromatic beam and provide a parallel or a vertically focused beam [80]. The final
vertical beam divergence is below 0.5 mrad.
The experimental setup itself represents a six-circle diffractometer which is shown in
Figure 4.11. All the rotation axes of the diffractometer have an angular resolution of
0.001◦ [80]. Almost all the components are controlled using SPEC software [104]. In
the demonstrated geometry the X-ray beam comes from the left-hand side. The sam-
ple is mounted on the sample holder which is positioned on a x-y-z sample stage. For
the EXAFS spectra measurements a KETEK energy dispersive detector (Peltier cooled
Si drift diode) was mounted above the sample. The chosen geometry for the EXAFS
measurements is called the fluorescence mode. For testing a DECTRIS Pilatus 100K
hybrid-pixel detector [107] was mounted to be able to collect the diffraction anomalous
fine structure (DAFS) spectra. Since samples implanted with a FIB system require small
beam sizes, the beam size was reduced using compound refractive lenses (CRL) [108, 109].
The beam size using CRL was FWHMhorizontal=0.15 mm and FWHMvertical=0.17 mm.
After the ROBL upgrade the compete optics was changed. The second flat mirror was
Energy disperive
detector
Sample holder
PILATUS
detector
Sample stage
Figure 4.11: Six-circle diffractometer used at ROBL (in the chosen geometry the beam comes
from the left-hand side).
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replaced by a toroidal mirror, which allows a beam focusing of 300 µm, further the beam
size was reduced using slits. The beam size using slits was FWHMhorizontal=0.04 mm
and FWHMvertical=0.02 mm. The slits were used for the samples implanted at high ion
fluences (at fluences above ≥1.25×1016 ions/cm2). To reduce the scattering effects from
CRL and slits in the beam, additionally ”anti-scattering” slits were used.
4.7 Additional methods of analysis
4.7.1 Magneto-optical Kerr effect (MOKE)
The magnetic properties of the samples were characterized using magneto-optic Kerr effect
(MOKE) magnetometry. MOKE studies are based on the analysis of the linear polarized
light reflected from a magnetic medium [110, 111]. The reflection of the light from a
magnetic material can result in a rotation of the polarization direction of the light, in an
introduction of ellipticity and in a change of the intensity of the reflected beam [112].
MOKE measurements can be performed in different geometries. The type of geometry
is defined by the direction of the magnetic field with respect to the plane of incidence of
the light and the sample surface [112]. One usually distinguishes between polar, longitudi-
nal and transverse geometries (Figure 4.12 (a), (b) and (c), respectively). In polar MOKE
M
(a)
M
(b)
M
(c)
Figure 4.12: Polar (a), longitudinal (b) and transverse (c) MOKE geometries [111, 112, 113].
geometry, the magnetization vector is parallel to the plane of incidence and normal to
the reflecting surface (Figure 4.12(a)) [112]. In longitudinal MOKE geometry, the mag-
netization is parallel to the sample surface and to the plane of incidence (Figure 4.12(b)).
In transverse MOKE geometry, the magnetic field is parallel to the sample surface and
normal to the plane of incidence (Figure 4.12(c)) [112]. In contrast to the X-ray scattering
techniques, the incidence and the scattering angles in optics are measured with respect to
the surface normal. In the current work MOKE measurements were carried out in polar
geometry. A detailed description of magneto-optics can be found in literature [114, 115].
Here only a brief description of MOKE based on the Jones vectors formalism will be
presented [111, 113].
An electromagnetic wave which propagates along the z-axis can be written in a vector
form as [115]
E(z, t) = <
{(
E0x
E0y
)
ei(ωt−kzz)
}
(4.51)
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with a polarization expressed by a complex Jones vector [111]
J =
(
E0x
E0y
)
. (4.52)
For convenience the polarization state is described by a set of Jones basis vectors [115]:
Js =
(
1
0
)
, Jp =
(
0
1
)
. (4.53)
The reflection of the light with polarization state vector J from a medium can be described
by introducing a reflection matrix SR. The polarization state of the reflected light can
be then written as JR = SRJ . The general form of the reflection matrix in the basis for
linearly polarized light can be written as [113, 116]
SR =
(
rss rsp
rps rpp
)
(4.54)
where rss and rpp are the Fresnell coefficients for s- and p-polarization, and rsp and rps are
the conversion transition coefficients, which describe the transition from s- to p-polarized
light and vice versa [115, 111]. The above matrix formalism can be also applied for the
description of the XRR, however, in the XRR theory polarization is not considered due
to the fact that the incident and scattering angles are small (both angles are measured
with respect to the sample surface). After reflection from a magnetic medium a linearly
polarized light converts into an elliptically polarized one (Figure 4.13) so that [113]
E0y
E0x
=
tan θ + i tan ε
1− i tan θ tan ε. (4.55)
At small θ and ε (small angle approximation) this equation can be simplified:
E0y
E0x
≈ θ + iε. (4.56)
If the incident light is s-polarized (J = Js), than the polarization state of the reflected
θ
ε
E0y
E0x x
y
E(z,t)
Figure 4.13: Polarization ellipse of a wave propagating in z-direction [111, 113].
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light can be written as [113]:
JR =
(
rss rsp
rps rpp
)(
1
0
)
=
(
rss
rps
)
(4.57)
and as a result from Equation (4.56) follows [111]
E0y
E0x
=
rps
rss
≈ θ + iε. (4.58)
The parameters θ and ε are called the Kerr rotation and ellipticity, respectively [115].
From the quantum mechanical treatment of MOKE (for details see literature [115, 117])
follows that Kerr rotation θ and Kerr ellipticity ε are proportional to the magnetization
of the sample [116].
As mentioned above in text in the current work the samples were studied in polar
MOKE geometry using an s-polarized light. A Cyan 488 nm laser from Spectra-Physics
was used as a light source. The magnetic field applied to the sample was measured using a
Hall Probe. The scheme of the experimental setup is shown in Figure 4.14(b). As it can be
S
CCD
Detector
Laser
(a)
L
S
CCD
D
Laser
M1
M2
A
BS5 BS1
BS2
BS3
M3
(b)
Figure 4.14: Principle of polar MOKE (a). Polar MOKE setup (b).
seen on the scheme, the laser beam passes trough a system of beam splitters (denoted in
figure with BS), mirrors (denoted in figure with M) and lenses (denoted in figure with L)
and falls perpendicular to the sample surface (denoted in figure with S); further the beam
is backscattered in the same direction to the detector (Figure 4.14(b)) [118]. Additionally
a CCD detector implemented in the setup allows to look at the position of the beam
on the sample surface, which is of great importance for samples implanted with a FIB
system due to their small sizes. The size of the beam spot on the sample surface is of
∼100 µm in diameter and allows to measure samples implanted with a FIB system at ion
fluences ≤ 9.83x1015 ions/cm2. Also the principle of the polar MOKE setup can be seen
in Figure 4.14(a).
The detector represents a system consisting of a Wollaston prism and two photodiodes.
The Wollaston prism converts the polarized light into two orthogonal linearly polarized
outgoing beams with intensities I1 and I2, which are detected by photodiodes. The Kerr
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rotation is then defined from Equation (4.58) and relationship I ∼ |E|2 by [111]
θ =
I1 − I2
I1 + I2
. (4.59)
In the experimental setup Kerr rotation is measured over the strength of the applied field
H. The obtained magnetization curves were then analyzed using software AnalyseHyst
(details on the used software can be found in literature [111]).
4.7.2 Auger electron spectroscopy (AES)
The Auger Electron Spectroscopy (AES) is a method that is widely used for obtaining the
chemical composition of surfaces and for the elemental depth profiling [119]. The AES
technique has several advantages, as for example, the ability to detect elements above
helium and a high sensitivity for the chemical analysis in the near surface region of 5 A˚
up to 20 A˚. Moreover, the AES technique has a capability of high-spatial resolution in
the nanometer range, which is achieved by the excitation of the specimen by a focused
electron beam [119].
The AES is based on the Auger effect which was discovered in 1920s by Pierre Auger.
The scheme of the Auger process is demonstrated in Figure 4.15. When an atom undergoes
ejected
electronenergetic particle
proton
neutron
electron
L1
L2
K
vacancy
vacancy
core
(a)
vacancy
L2
L1
K
core
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K
Auger-
electron
L1
L2
core
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Figure 4.15: Schematic representation of the Auger process.
bombardment by an energetic electron beam, an electron can be ejected from the inner
shell of an atom (Figure 4.15(a)). The created vacancy can be then occupied by an electron
from the outer shell. When an electron moves to a lower energy level an energy equal
to the difference of the orbital energies (E = EK − EL1) is released (Figure 4.15(b)).
Furthermore, the transition energy E can be transferred to a second outer shell electron
which will be ejected from the atom if the transition energy exceeds the orbital binding
energy (Figure 4.15(c)). The ejected electron (e.g. from an L2 orbital) is called an Auger
electron and has an energy given by [119]
E = EK − EL1 − EL2 . (4.60)
The discussed above example of an Auger transition is denoted as KL1L2. As it follows
from the example, at least two energy states and three electrons participate in an Auger
process, therefore, making it not possible for H and He atoms [119]. The above equation
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is valid for a KL1L2 transition, however, it can be generalized for an Auger transition of
type ABC. As a result the kinetic energy of Auger electrons from an ABC transition can
be written as [119]
EABC = EA − 1
2
[EB(Z) + EB(Z + 1)]− 1
2
[EC(Z) + EC(Z + 1)]− ΦA (4.61)
where Z is the atomic number of the atom involved in the transition and ΦA is the
spectrometer work function [119], which in a first approximation is defined as the difference
between the energy of Fermi level and the energy of vacuum level (this quantity is obtained
from the spectrometer calibration) [120]. The Auger electron energies are specific for each
element of the target material and are independent on the incident beam energy. Both
features make AES being a versatile tool [119]. AES in combination with Ar+ ion beam
erosion enables depth profiling, which was used in the current work to obtain profiles of
the implanted Ga+ atoms.
The AES measurements were done at HZDR using scanning Auger electron spectrom-
eter Microlab 310F from Fisons Instruments at primary beam energy of 10 keV [67]. The
electron beam spot on the sample was ∼1 µm in diameter. Since depth profiles were
the main interest of the AES measurements, the sample surface was etched using 3 keV
Ar+ ions with a beam current density of ∼1-2 µA/mm2. To avoid any texture effects
the samples were rotated while ion etching [67]. The etch rate was determined by crater
depth measurements which were performed using Dektak 8000 Profilometer.
4.7.3 Rutherford backscattering spectroscopy (RBS)
Rutherford backscattering spectroscopy (RBS) is a technique widely used for the sur-
face layer analysis of solids and is especially considered for being a non-destructive and
quantitative method [121]. RBS measurements are often used for the determination of
the elemental composition of thin films and for the depth profiling of individual ele-
ments [121, 122, 123].
The scattering geometry used in an RBS experiment is shown in Figure 4.16. During
the measurement the target is bombarded with light ions at an energy of several MeV [49,
50, 121]. Part of the ions get elastically scattered from the surface, the rest ions penetrate
the target, lose part of their energy via collisions with target atoms and only a small
fraction of them get backscattered from different depths of the target (Figure 4.16) [123].
The backscattered particles are detected with an energy sensitive detector [121]. In the
so-called IBM geometry both incident ion beam, exit beam and surface normal of the
Figure 4.16: Scheme of the ion
beam interaction with the solid in the
RBS meaurement.
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sample are in the same plane. This condition can be written as:
α + β + θ = 180◦ (4.62)
where θ is the scattering angle, and α and β are the incident and exit angles of the
ions, correspondingly. In the laboratory system the energy of a backscattered ion after a
scattering event can be written as [121]
E1 = KE0 (4.63)
where E0 is the incident energy of the ion and K is the kinematic factor wich is given
by [121]
K =
m21
(m1 +m2)2
{
cos θ +
[(m2
m1
)2
− sin2 θ
]1/2}2
(4.64)
where m1 and m2 are the projectile and the target atom masses, correspondingly [121].
If the target consists of two different elements with a mass difference ∆m2, the energy
separation ∆E of particles backscattered from the two atomic species can be written
as [121]
∆E = E0
dK
dm2
∆m2. (4.65)
From this equation it follows that the best energy separation and mass resolution are
obtained for light target elements [121], while for heavy elements the mass resolution gets
small [121]. However, the cross-section for light elements is considerably smaller than for
the heavy ones, thus RBS is ideal for heavy elements in a light element matrix.
The energy of backscattered ions collected by a detector represent a sum of different
energy losses [80, 124]
Ei = E0 −∆Ein −∆Ecol −∆Eout (4.66)
where ∆Ein and ∆Eout describe the energy losses via electronic collisions by the pro-
jectile traveling ∆z inside the layer before and after collision, respectively, and ∆Ecol
describes the energy loss due to an elastic collision with a target atom [80]. Therefore,
the backscattered ion energy can be re-written as
Ei = KE0 −
[
K
(dE/dx)in
cosα
+
(dE/dx)out
cos β
]
·∆z (4.67)
where (dE/dx)in,out denote the stopping powers of projectile before and after collision,
correspondingly [125].
While talking about the elastic scattering of projectiles from target atoms it is im-
portant to know the probability of such a scattering event [49, 50, 123]. This probability
is described by the differential scattering cross-section (see Sections 2.2), which in the
laboratory system can be written as [50, 121]:
dσ
dω
=
(
Z1Z2e
2
8piε0E
)2{(m22 −m21 sin2 θ)1/2 +m2 cos θ}2
m2 sin
4 θ
(
m22 −m21 sin2 θ
)1/2 (4.68)
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where Z1 and Z2 are the atomic numbers of the projectile and the target atom, respec-
tively, and ε0 is the vacuum permittivity.
In the current work RBS measurements were used for the determination of the com-
position of the implanted permalloy films. For this purpose the films were bombarded
with 1.7 MeV He+ ions, produced by a Van der Graaff accelerator [80]. The backscattered
ions were collected by an energy sensitive Si detector, positioned at the scattering angle
θ of 170◦. All the spectra were measured in a ”random mode” in order to avoid chan-
neling effects [80]. The obtained RBS spectra were analyzed using a commercial software
SIMNRA [126, 127].
4.7.4 Atomic Force Microscope (AFM)
The surface morphology was studied by atomic force microscope (AFM). For our surface
analysis we have used a DME scanner DualScope DS 45-40. The chosen scanner has
an AFM measuring volume of 40×40×2.7 µm3 with the 2.7 µm in z-direction. The
resolution in x, y and z directions is <1 nm. The DS 45-40 scanner consists of a scanner
itself, of an optics, of a bright field objective, of a coarse approach mechanism and of a
probe detector system working in an AC-mode. In an AC-mode a very low force is used
during scanning and small interaction between the surface and the cantilever occurs. This
mode corresponds to a case when scanning is performed with a permanently vibrating
cantilever. The oscillation leads to a periodic bending of the cantilever which is measured
by a reflected laser beam [128].
In this work AFM was used as an additional method for the evaluation of the material
loss. This evaluation is valid only for the samples implanted with a FIB system, while in
this case the small implanted areas are surrounded by the as-deposited material. From
an AFM image that is done on the transition between the implanted and non-implanted
areas one can extract a step profile. The obtained height of the step profile corresponds
to the amount of the material sputtered away during ion implantation.
4.7.5 Transmission Electron Microscope (TEM)
The samples were also studied using cross-sectional transmission electron microscope
(XTEM) imaging. The samples were investigated using a FEI Titan 80-300 microscope
with a CEOS image corrector [129]. The microscope is equipped with a field emission
gun and the beam alignment is available for acceleration voltages of 80 kV, 200 kV and
300 kV, respectively [129]. A 3-condenser lens setup is installed for extending the range
of parallel illumination [129]. The point resolution of the microscope is below 1 A˚.
Samples for XTEM investigations were prepared using two different techniques. Large
samples (i.e. samples implanted with a standard ion implanter and annealed samples) were
prepared by a ”sandwich method”. In this method two pieces of 5×5 mm2 size are cut
from the sample and then are glued together, further the obtained ”sandwich” specimen
is mechanically cut and thinned by Ar+ ions (for more details see literature [24, 27, 130]).
Samples implanted with a FIB system due to their small size require another TEM lamella
preparation technique. Therefore, corresponding TEM lamella were prepared using a
FIB system, that was itself used for the implantation [27, 28, 131, 132]. However, this
procedure can influence further the structure of the sample: it can lead to an additional
Ga doping, to a surface amorphization, etc. [28].
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In the current work XTEM imaging was used to characterize the local crystalline
structure of the permalloy films. The structure was studied using both bright and dark
field XTEM imaging. Also high-resolution XTEM images were recorded. The main ad-
vantage of the high-resolution XTEM imaging is that it enables high-resolution depth
profiling, from which such an important information as for example roughness of the in-
terface between the permalloy and the SiO2 buffer layer can be obtained. Moreover, TEM
imaging in comparison to other structural investigation techniques (e.g. XRD) provides
a local structural information. However, the main disadvantage of TEM investigations in
comparison to X-ray scattering techniques is the destructive TEM specimen preparation,
in particular for the FIB implanted samples.
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Chapter5
Experimental part
In this chapter the experimental results for the series of samples implanted with different
implantation techniques and for the series of annealed samples will be demonstrated. Both
structural and magnetic properties will be discussed.
5.1 Sample description
In this work the permalloy material was chosen as a model material system. A 50 nm thick
nano-crystalline non-ordered permalloy film was sputter deposited at room temperature
onto a 1 µm SiO2 buffer layer based onto a (100)-oriented Si wafer. The obtained wafer
was further cut into several pieces of 20×16 mm2 size. The permalloy film represents an
alloy of 81% of Ni and of 19% of Fe. The permalloy film was prepared at the Institute of
Photonic Technology Jena (IPHT Jena). Further the samples were implanted or annealed
using facilities of HZDR.
Prior to the discussion of the experimental results, properties of the as-deposited
film should be shortly described. As it is well known, sputtering can result in a non-
homogeneous film thickness. Therefore, the film thickness of several sample pieces which
were taken from different parts of the wafer was determined from the XRR measurements.
A brief introduction into the XRR theory can be found in Section 4.3. The XRR measure-
ments were carried out at the Siemens/Bruker AXS D5005 diffractometer (see a detailed
description of the setup in Section 4.6) at Cu Kα radiation. In Figure 5.1 the XRR mea-
surement of the as-deposited film is demonstrated. In the corresponding figure one can
see well resolved Kiessing fringes, from which the film thickness can be easily calculated
using Equation (4.13). From the measurements it was defined that the film thickness
varies from 46.5 up to 48.9 nm and the surface roughness is approximately ∼1 nm.
The produced permalloy material has an fcc unit cell symmetry. The lattice param-
eter of the as-deposited sample was defined from the GIXRD pattern (see for details
Section 4.4) which was measured at a fixed θ value (θ = 1◦). Such a scan allows one to
calculate the lattice parameter from several reflections as well as to estimate the micros-
train using the Williamson-Hall plot (see for details Section 4.2). In Figure 5.2 the GIXRD
pattern of the as-deposited film is shown (the measurement is represented in reciprocal
space). The red lines in Figure 5.2 indicate the theoretically calculated intensities of the
non-ordered permalloy reflections. It can be seen that the intensity distribution of the
investigated permalloy film slightly differs from the theory. The average lattice parame-
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Figure 5.1: XRR measurement of the as-deposited film.
ter calculated from the GIXRD pattern using Equation (4.13) taking into account all the
permalloy reflections was found to be a0=3.545±0.002 A˚ and the microstrain was found
to be δa0 = ∆a0/a0 ≈0.00835±0.00339. The defined lattice parameter is smaller than the
tabulated one (atab=3.55 A˚)
1 [35, 40]; the obtained value of the microstrain is very small.
Microstrain can be understood as a variation of the lattice parameter in the film.
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Figure 5.2: GIXRD measurement of the as-deposited film represented in reciprocal space.
In the following all experimental results are referred to the as-deposited film.
5.2 Samples implanted with a FIB system
During ion implantation2 sample surface undergoes strong modifications (e.g. increase
of the surface roughness). Therefore, AFM imaging to study the surface morphology
was done. In Figure 5.3 non-calibrated AFM images of the samples implanted with
9.83×1015 ions/cm2 (a), 1.25×1016 ions/cm2 (b), 2.5×1016 ions/cm2 (c) and 3.75×1016
ions/cm2 (d) ion fluences are demonstrated. The bottom right parts of the images cor-
respond to the non-implanted areas (as-deposited permalloy material), while the top left
parts to the implanted ones. The AFM images show a drastic roughening of the surface
1The tabulated lattice parameter atab is used in the current work as a reference lattice parameter (i.e.
all lattice parameters obtained from the measurements are compared to atab).
2The description of the equipment and the implantation conditions can be found in Section 3.1.
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Figure 5.3: Non-calibrated AFM images of the samples implanted with different Ga+
ion fluences: 9.83×1015 ions/cm2 (a), 1.25×1016 ions/cm2 (b), 2.5×1016 ions/cm2 (c) and
3.75×1016 ions/cm2 (d).
with increasing ion fluence. The increase of the surface roughness can be explained by
ion induced preferential surface erosion (sputtering) [49].
Additionally, AFM imaging can be used as a tool for the evaluation of the material
sputtering caused by FIB implantation. Therefore, profiles on the border between the
non-implanted and implanted areas were extracted. To be able to define the material
loss correctly a precise hight AFM calibration is needed. For this purpose a reference
standard, which represents a 400 nm grid with 480 nm period and 80 nm height, was
measured. Further, the correction coefficient was calculated as a ratio between the height
obtained from the AFM image and the nominal height of the grid (80 nm). The cor-
rection coefficient was determined to be 1.3. As a next step the extracted step profiles
were divided by the correction coefficient. The obtained material loss values are plotted
in Figure 5.4(a) (black) together with the material loss values calculated using TRIDYN
simulation (red). Here it should be noticed, that TRIDYN doesn’t distinguish implanta-
tion techniques (i.e. there is no difference between implantation with a FIB system and
with a standard ion implanter). It can be seen that the values obtained from the AFM
measurements are in a good agreement with the TRIDYN simulation. For example, the
material loss of the sample implanted with the highest ion fluence used in the current
work (3.75×1016 ions/cm2) corresponds to 16±2 nm, which is approximately ∼32% of
the primary film thickness. Large errors of ±2 nm for the obtained values of the material
loss are a result of the difficulty in precise AFM calibration. The obtained values of the
material loss are in a good agreement with the ones reported previously. Kaminsky et al.
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have reported on a complete sputtering of a 9 nm thick Ni80Cr20 cap after implantation
with 2.3×1016 ions/cm2 Ga+ ion fluence [46].
In Figure 5.4(b) Ga profiles calculated using TRIDYN simulation for permalloy films
implanted with different ion fluences are demonstrated. The shift of the Ga profiles with
increasing ion fluence is due to the material loss induced by ion implantation (marked with
black arrows). The TRIDYN calculation shows that the peak Ga concentration for the
ion fluence of 3.76×1016 ions/cm2 is approximately ∼19.7%. From the phase diagrams
it follows that Ni-Ga and Fe-Ga phases are formed at high temperatures for Ga atom
concentrations above 24.3 at.% and 20.6 at.%, correspondingly [133, 134]. According to
the calculation of the rise of the local temperature induced by ion implantation shown
in Appendix B a rise of the temperature by 130 K is expected.3 Therefore, in this work
formation of any Ni-Ga and Fe-Ga phases is not expected.
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Figure 5.4: Material loss (a) obtained from the AFM profiles (black) and from the TRIDYN
simulation (red). Ga depth profiles obtained from the TRIDYN simulation (b).
On the AFM image 5.3(c) the FIB system scanning direction is marked with a white
arrow. As it was already mentioned in Section 3.1, at the beginning of the current work the
design of the area for ion implantation was divided into rectangles of 0.4 mm length and
width, such, that the implantation of each rectangle continued for less than 55 minutes.
As a result such rectangles were overlapping due to the slight sample movements and thin
areas of double ion fluence were created (see such an area marked with a white oval in
Figure 5.3(c)).
As it is demonstrated above, AFM imaging is an applicable method for direct measure
of the material loss, when there is a transition between implanted and non-implanted
areas. There is a variety of other methods that can be used for the definition of the
film thickness and the corresponding material loss caused by the ion implantation, as for
example, XRR or AES. The XRR technique requires reasonable sample sizes, and due to
small sizes of the FIB implanted samples (∼0.4×0.4 mm2), this method is irrelevant. In
contrast, the AES technique can be used for the determination of the film thickness and
also for the film profiling (both require proper etch depth calibration). However, AES is
a destructive method, and sinc e FIB implantation is a time consuming process, it was
not used for the current series of samples. In general, the layer thickness can be also
determined from the XTEM imaging. As a result in the current work XTEM imaging
3The ion implantation is done at room temperature.
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was used both for the visualization of the local structural changes and also for the film
thickness determination.
For the TEM imaging a TEM lamella using again a FIB system was prepared [24,
130, 27]. The TEM lamella was cut in such a way that it was covering both implanted
(2.5×1016 ions/cm2) and non-implanted areas. The top bright parts of the Figures 5.5(a)
and 5.5(d) illustrate the bright field XTEM images of the non-implanted and implanted
areas, correspondingly. On the corresponding bright field XTEM images three differ-
ent layers can be distinguished: the top bright layer is the glue layer, the second thin
layer is the 50 nm thick permalloy film and the bottom bright one is the SiO2 buffer
layer. Figures 5.5(b) and 5.5(e) demonstrate diffraction patterns of the non-implanted
and implanted areas, respectively. On the diffraction pattern of the non-implanted area
pronounced diffraction rings which correspond to the lattice parameter of the investigated
permalloy material can be observed. From the diffraction pattern it follows that the as-
deposited permalloy film is a nano-crystalline powder-like material. The bottom dark
part of the Figure 5.5(a) demonstrates the dark field XTEM image of the non-implanted
area, and it shows the distribution of small crystallites in the film which satisfy a cer-
tain diffraction condition. In the corresponding figure many small crystallites that are
(a) (b) (c)
(d) (e) (f)
Figure 5.5: Bright field XTEM images of the non-implanted area and area implanted with
2.5×1016 ions/cm2 (bright top parts of the figures (a) and (d), correspondingly). Dark field
XTEM images of the non-implanted and implanted areas in a diffraction condition (dark bottom
parts of the figures (a) and (d), correspondingly). Diffraction patterns of the XTEM images of
the non-implanted (b) and implanted (e) areas. High-resolution XTEM images of the non-
implanted (c) and implanted (f) areas.
65
5.2. Samples implanted with a FIB system
homogeneously disposed in the film can be seen. On the high-resolution XTEM image of
the non-implanted area (Figure 5.5(c)) small crystallites of approximately ∼8-13 nm size
which are randomly distributed in the permalloy film can be distinguished. In comparison
to the non-implanted material significant changes after ion implantation can be observed.
On the corresponding diffraction pattern (Figure 5.5(e)) only few separate bright points
can be seen. Such a behavior can be explained by a material crystallization induced by
ion implantation. The bottom dark part of the Figure 5.5(d) demonstrates the dark field
XTEM image of the implanted area and it shows few large crystallites which satisfy a
certain diffraction condition. On the high-resolution XTEM image (Figure 5.5(f)) of the
implanted area large crystallites which grow through the entire permalloy film and also
in lateral direction can be distinguished. The obtained results are consistent with the
results observed in several previous works [45, 43, 44]. The observed grain growth cannot
be explained by a simple material diffusion since the rise of the temperature induced by
ion implantation is very low (is approximately ∼130 K). Kaoumi et al. and Liu et al.
explained the grain growth by nearly direct collisional impacts at the grain boundaries
(i.e. the grain growth takes place at the grain boundaries that are influenced by the cas-
cade) [135, 136]. Here it should be also noticed that no Ga clustering in XTEM imaging
was observed.
As it was mentioned above in text, XTEM imaging can be also used for the estimation
of the layer thickness before and after ion implantation, as well as for the evaluation of the
surface roughness. However, the obtained values are not very accurate. The as-deposited
film is approximately ∼39.5±2 nm thick with a rather smooth surface (Figure 5.5(a)). The
obtained value is much below the film thickness obtained from the XRR measurements
due to the point that the TEM lamella was slightly bended and tilted. Considering the
film thickness of 49 nm the tilt angle was calculated to be approximately ∼36.3◦. All
the further values obtained from the XTEM images are discussed taking into account the
tilt angle. For the implanted area the thickness varies from ∼34±2 nm (the minimum
value of the film thickness) up to ∼39±2 nm (the maximum value of the film thickness),
resulting in a surface roughening of approximately ∼5±2 nm. Therefore, the maximum
value of the material loss calculated for the sample implanted with 2.5×1016 ions/cm2
Ga+ ion fluence from the XTEM imaging is ∼15±2 nm. This result is similar to the one
obtained from the AFM imaging.
The TEM imaging is an excellent tool for local structural characterization, however, a
statistical qualitative method for the sample investigation is needed. These requirements
are fulfilled by performing XRD measurements, which are discussed in the following. For
studying the sample structure before and after ion implantation 2D X-ray diffraction maps
around the most intensive permalloy reflection (the (111) reflection) were measured. The
XRD maps were obtained by performing simple ω-scans or the so-called rocking curve
scans at a fixed 2θ value (2θ = 44.15◦ for the Cu K α radiation) using the advantage of a
PSD detector, which covers a certain range of 2θ values (∆2θ ≈ 5◦). To simplify further
the description, such 2D XRD maps in the text below are denoted as rocking curve maps.
As it was mentioned in Section 4.4, a simple ω-scan, which is schematically represented in
reciprocal space as shown in Figure 4.7(b), is a direct measure of the material crystalline
quality (i.e. texture). Moreover, the advantage of a PSD detector makes possible to obtain
the information on the crystallite size as well as to qualify the amount of scattering units
which participate in diffraction.
Figure 5.6 illustrates rocking curve maps of the as-deposited sample (a) and of the sam-
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ples implanted with 1.25×1015 ions/cm2 (b), 2.5×1015 ions/cm2 (c), 4.58×1015 ions/cm2
(d), 6.24×1015 ions/cm2 (e) and 8.2×1015 ions/cm2 (f) Ga+ ion fluences represented in
reciprocal space. The corresponding rocking curve maps demonstrate a slight rise of the
(111)-peak intensity with increasing ion fluence. Moreover, such rocking curve maps in
reciprocal space are a good visualization tool for powder-like materials allowing one to
quantify the material texture.4 However, it is more convenient to quantify the degree of
material texture in terms of real space. Therefore, all the information extracted from the
rocking curve maps is described in real space and is plotted in Figures 5.7(a) and 5.7(b).
3.0
3.1
3.2 -1.0 -0.5 0.0 0.5 1.0
3.0
3.1
3.2
-1.0 -0.5 0.0 0.5 1.0
3.0
3.1
3.2
a
c
e
1.0 20.0
Q
z (
Å
-1
)
Qx (Å
-1)
-1.0 -0.5 0.0 0.5 1.0
3.0
3.1
3.2
3.0
3.1
3.2
-1.0 -0.5 0.0 0.5 1.0
3.0
3.1
3.2
b
d
f
Q
z (
Å
-1
)
Qx (Å
-1)
Figure 5.6: Rocking curve maps of the permalloy (111) reflection of the as-deposited sam-
ple (a) and of the samples implanted with 1.25×1015 ions/cm2 (b), 2.5×1015 ions/cm2 (c),
4.58×1015 ions/cm2 (d), 6.24×1015 ions/cm2 (e) and 8.2×1015 ions/cm2 (f) Ga+ ion fluences
represented in reciprocal space (scale is logarithmic).
Figure 5.7(a) demonstrates ∆θ5 (the full width at half maximum (FWHM) of the ω-
scans) (black) and the integral intensity6 (red) dependences. As it can be seen in the
corresponding figure ∆θ decreases7 and the integral intensity rises with increasing ion
fluence. Both results can be attributed to a further material texturing towards the (111)-
direction with an increasing number of scatterers. The number of scatterers drastically
increases at low ion fluences (≤ 1.25×1015 ions/cm2) while at higher ones it increases
according a less steep linear law. Here it is important to account the material loss caused
by ion implantation. The integral intensity normalized to the material loss (Figure 5.7(a),
blue) demonstrates similar behavior, except a steeper rise of the amount of scatterers at
high ion fluences.
As mentioned above in text, rocking curve maps can be also used for the lattice pa-
rameter determination and for the estimation of the crystallite size. For this purpose
4In this work terms texture and preferred orientation are equivalent.
5Large error bars of the obtained ∆θ values are due to the low intensity of the primary X-ray beam
which influences the measurement noise.
6The integral intensity is proportional to the amount of scatterers which participate in diffraction (for
details see Section 4.2).
7The as-deposited film has a week (111) texture, which is typical for fcc metals on amorphous sub-
strates [137].
67
5.2. Samples implanted with a FIB system
Δ
θ 
(d
eg
)
Fluence (×1016 ions/cm2)
In
te
gr
al
 in
te
ns
ity
 (a
rb
. u
ni
ts
)
0.0 0.2 0.4 0.6 0.8 1.0
8
10
12
14
16
200
400
600
800
1000
(a)
C
ry
st
al
lit
e 
si
ze
 (n
m
)
0.0 0.2 0.4 0.6 0.8 1.0
14
16
18
20
22
-0.005
0.000
0.005
0.010
Δ
a 
(Å
)
Fluence (×1016 ions/cm2)
(b)
Figure 5.7: ∆θ (black), integral intensity (red) and integral intensity normalized to the
material loss (blue) dependences on the ion fluence (a). Crystallite size (black) and change of
the lattice parameter (red) dependences on the ion fluence.
detector scans (2θ-scans) at the Bragg condition were extracted from the rocking curve
maps. The crystallite size was then calculated using the Debye-Scherrer Equation (4.22).
Additionally it was assumed that the internal strain is small and does not strongly in-
fluence on the FWHM2θ values of the diffraction peaks at small 2θ values. Such an
assumption allows to neglect the influence of the internal strain on the crystallite size.
The corresponding calculated crystallite size values are plotted in Figure 5.7(b) (black).
The crystallite size increases from ∼14 nm up to ∼21 nm after FIB implantation at ion
fluence 6.24×1015 ions/cm2 and stays constant at higher fluences. The ”saturation” of the
crystallite size at high ion fluences is a result of reduced probability of the cascade to take
place at the grain boundary, therefore, significantly reducing the grain growth rate [136].
Both TEM imaging and XRD measurements show the tendency of the crystallite growth
after ion implantation.
The lattice parameter was calculated from the peak position. In the current work for
the convenience the change of the lattice parameter ∆a will be discussed. ∆a is calculated
as a difference between the experimentally defined (aexp) and tabulated (atab=3.55 A˚ [35,
40]) lattice parameter for the permalloy. The change of the lattice parameter is demon-
strated in Figure 5.7(b) (red) and shows a linear increase with increasing ion fluence.
The material texture can be also qualified by performing in-plane rotation detector
measurements. The described measurement geometry is non-coplanar and corresponds to
a Debye-Scherrer ring measurement. These measurements were carried out for the (111)
permalloy reflection at the ESRF ID01 facility [138]. The corresponding measurement of
the as-deposited sample (Figure 5.8(a)) demonstrates a part of a powder ring with an al-
most constant intensity along the ring. Such a behavior is usually observed for powder-like
materials. In contrast, the measurement of the sample implanted with 6.24×1015 ions/cm2
ion fluence (Figure 5.8(b)) demonstrates a distinctive change in the intensity distribution:
an overall rise of intensity with a pronounced maximum at the (111) reflection condition.
Both rocking curve maps and in-plane rotation detector measurements demonstrate a rise
of the peak intensity of the permalloy (111) reflection confirming material texturing and
material crystallization taking place after Ga+ ion implantation.
The next step of the structural investigations was the EXAFS analysis. A brief intro-
duction into the EXAFS theory can be found in Chapter 4. Here the main focus will be
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Figure 5.8: In-plane rotation measurements of the permalloy (111) reflection of the as-
deposited sample (a) and sample implanted with 6.24×1015 ions/cm2 ion fluence (scale is loga-
rithmic).
put on the simulation of the experimental EXAFS spectra.
The EXAFS measurements were performed at the ESRF ROBL beamline (BM20) [105].
The XAS spectra were collected at the Fe K (7112 eV), Ni K (8333 eV) and Ga K
(10367 eV) edges. The energy step ∆E was 2.5 eV for Fe K and Ni K edges and was ap-
proximately ∼1.7 eV for Ga K edges. In Figure 5.9 normalized integral raw XAS spectra
of the Fe K (a), Ni K (b) and Ga K (c) absorption edges of the permalloy film before
(black) and after (color, see the denotation in figure) implantation are presented. The
pre-edge peaks in Fe K edges correspond to the Si substrate peak. Even so the counting
time was strongly increased for a better statistics the low amount of Fe (19%) in the
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Figure 5.9: Normalized integral raw XAS
spectra of the Fe K (a), Ni K (b) and Ga K
(c) absorption edges of the permalloy film
before (black) and after ion implantation
(color). The energy step ∆E was 2.5 eV
for Fe K and Ni K edges and was approxi-
mately ∼1.7 eV for Ga K edges.
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permalloy film leads to very noisy measurements (Figure 5.9(a)) that are irrelevant for
further proceedings. The strong noise in the signal for the Fe K edges was caused most
likely by the Fe which is present in the Be windows and compound refractive lenses, that
itself creates an EXAFS signal. Due to the fact that the amount of Ga atoms implanted
in the permalloy films calculated using TRIDYN simulation is low (the integral Ga atom
concentration is 6.85 at.% for 3.76×1016 ions/cm2 ion fluence), one can expect similar
behavior for the Ga K edges, however, the signal is less noisy (Figure 5.9(c)). Subsequent
analysis of the EXAFS spectra was performed only for Ni K and Ga K edges.
Prior to the data analysis, a smoothing of the raw spectra was performed. Further
the spectra were normalized to the unit edge step and the background was subtracted by
a cubic spline function using the ATHENA software [139]. After the EXAFS signal was
extracted by a background removing, E space was converted into k. The refinement of
the EXAFS data was further performed using the ARTEMIS software [139] based on the
FEFF6 code [102, 139, 140, 141].
The starting model chosen for the quantitative analysis was a face-centered cubic (fcc)
unit cell with a core atom surrounded by Ni neighboring atoms. Such an approximation is
possible since the Ni atom concentration is 4 times larger than for the Fe and the amount
of implanted Ga atoms does not exceed the Fe concentration. The TRIDYN simulation
shows that for the ion fluence of 3.76×1016 ions/cm2 the peak Ga atom concentration
is ∼19.7% (Figure 5.4(b)), which is in the range of the Fe concentration. Moreover, it
was taken into account that Fe, Ni and Ga atoms are located close to each other in the
periodic table of elements and have similar properties, resulting in an undistinguishable
contribution in the EXAFS spectra. To be able to use these points for simulation of the
experimental EXAFS spectra several theoretical calculations were performed.
Figure 5.10(a) illustrates the theoretically calculated normalized Ni K edge EXAFS
spectra weighted to the wave number k2 for a case when the core Ni atom is surrounded by
Ni (black), Fe (red) and Ga (blue) atoms only. Figure 5.10(b) illustrates their respective
normalized Fourier Transform (FT) magnitudes. From the calculation presented in Fig-
ures 5.10(a) and 5.10(b) it can be seen that it is almost not possible to define the type of
the scattering atoms. Only in the vicinity of the second shell coordination slight changes
can be observed (Figure 5.10(b)). However, due to the accuracy of the method itself such
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Figure 5.10: Theoretically calculated normalized Ni K edge EXAFS spectra weighted to the
wave number k2 for a case when the core Ni atom is surrounded by Ni (black), Fe (red) and Ga
(blue) atoms only (a). Normalized Fourier Transform magnitudes of the EXAFS spectra (b).
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small deviations only within a second shell coordination can be easily neglected.
Ion implantation can also cause a slight distortion of the unit cell. Slight deviations
from the origin fcc symmetry can be already detected using XRD measurements. How-
ever, no significant changes after ion implantation were observed. A careful look on the
experimental EXAFS spectra (Figure 5.9) shows that they nearly do not change with in-
creasing the ion fluence. Both these points already allow to exclude distortion of the unit
cell taking place after ion implantation. Nevertheless, several theoretical calculations to
check the EXAFS sensitivity to small symmetry changes were done.
Figure 5.11(a) illustrates the theoretically calculated normalized Ni K edge EXAFS
spectra for a case of a perfect fcc structure (black), orthorhombic distortion (red), such
that a = 3.5505 A˚, b = c = 3.55 A˚ and α = β = γ = 90◦, and monoclinic relax-
ation (blue), such that a = b = c = 3.55 A˚, α = 89.99◦ and β = γ = 90◦. In all the
three models Ni neighboring atoms are assumed. Figure 5.11(b) demonstrates normal-
ized FT magnitudes of the respective EXAFS spectra. From the simulation shown in
Figures 5.11(a) and 5.11(b) it can be concluded that even a slight deviation from the fcc
symmetry will strongly influence the EXAFS spectra. The first shell for all the three
cases remains unchanged, whereas the higher shells are strongly influenced by the change
of the symmetry. As a result, since no changes are observed in the experimental EXAFS
spectra (Figure 5.9), it is reasonable to describe the system as an isotropically strained
fcc structure.
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Figure 5.11: Theoretically calculated normalized Ni K edge EXAFS spectra weighted to the
wave number k2 for a case of a perfect fcc structure (black), orthorhombic distortion (red)
and monoclinic relaxation (blue). Normalized Fourier Transform magnitudes of the EXAFS
spectra (b).
Besides a distortion of the unit cell, ion implantation can also cause a chemical or-
dering [142, 143]. Chemical ordering is a result of diffusion enhanced by ion implanta-
tion [49]. Due to the high Ni atom concentration in the investigated permalloy films of
81%, the most possible ordering corresponds to the Ni3Fe phase (or to the L12 phase).
Figure 5.12(a) shows the theoretically calculated normalized Ni K edge EXAFS spectra of
a perfect fcc structure with Ni neighboring atoms (black), of an ordered Ni3Fe structure
(red) and of an ordered NiFe3 structure (blue). Figure 5.12(b) demonstrates normalized
FT magnitudes of the respective EXAFS spectra. From the simulation shown in Fig-
ures 5.12(a) and 5.12(b) it can be concluded that ordering of the permalloy material will
have almost no influence on the EXAFS spectra. The first shells for all the three cases
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Figure 5.12: Theoretically calculated normalized Ni K edge EXAFS spectra weighted to the
wave number k2 for a case of a perfect fcc structure with Ni atom surrounding (black), ordered
Ni3Fe fcc structure (red) and ordered NiFe3 fcc structure (blue). Normalized Fourier Transform
magnitudes of the EXAFS spectra (b).
remain unchanged, only at higher shells minor changes can be seen. From the simulation
follows that for the chosen material system it is not possible to distinguish an ordered
phase from a non-ordered one using the EXAFS analysis.
To be able to proceed further with the simulation of the experimental EXAFS spectra,
the influence of the edge position on the simulation results should be discussed. The shift
of the edge position can be a result of the accuracy of the monochromator calibration
and of the beamline alignment itself. The edge position is described in simulation by a
parameter called the energy shift ∆E0. The energy shift ∆E0 corresponds to the difference
between the theoretical edge position and the experimental one. Figure 5.13(a) shows the
theoretically calculated normalized Ni K edge EXAFS spectra of a perfect fcc structure
consisting of Ni atoms only at ∆E0 = 0 eV (black), ∆E0 = −2 eV (red) and ∆E0 = 2 eV
(blue). Figure 5.13(b) demonstrates normalized FT magnitudes of the respective EXAFS
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Figure 5.13: Theoretically calculated normalized Ni K edge EXAFS spectra weighted to the
wave number k2 for a case of a perfect fcc structure with Ni atom surrounding at ∆E0 = 0 eV
(black), ∆E0 = −2 eV (red) and ∆E0 = 2 eV (blue). Normalized Fourier Transform magnitudes
of the corresponding EXAFS spectra (b).
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spectra. Despite the calculated EXAFS spectra look similar, change of ∆E0 influences the
distances between the core and neighboring atoms. As it is demonstrated in the inset of
Figure 5.13(b) an increase of ∆E0 causes an increase of the distances between atoms. Here
it should be noted that for the simulation ∆E0 was chosen in such a way, that the lattice
parameter of the as-deposited sample obtained from the EXAFS simulation was similar to
the one obtained from the XRD measurement. However, this method is available only for
the Ni K edges. For the Ga K edges ∆E0 was defined from the simulation of the EXAFS
spectra itself. Since the EXAFS measurements were carried out at different beamtimes,
∆E0 differs for each series of measurements.
The fcc unit cell was created using the program ATOMS of the ARTEMIS software
package [144]. The fitting range in the k space was k=1-10 A˚−1 and k=2-8 A˚−1 for the
Ni K and Ga K edges, respectively. The small k range for the Ga K edges is attributed
to the low amount of Ga atoms incorporated in the permalloy film resulting in a noisy
EXAFS signal. The simulation was executed considering the first four shells only. The
model for the Ni K and Ga K edges contains five free fitting parameters: change in the
half-path length ∆R2 of the second shell (∆R2 corresponds to the change of the lattice
parameter ∆a) and four mean squared displacements σ21, σ
2
2, σ
2
3 and σ
2
4 [97]. The energy
shift ∆E0 and the amplitude reduction factor S20 were fixed during the simulation. The
amplitude reduction factor S20 was kept 0.7 and the energy shift ∆E0 was chosen to be 4 eV
and 4.4 eV for the simulation of the Ni K and Ga K edges, respectively. The model takes
into account an isotropically strained unit cell. As a result all path-lengths are calculated
via the second shell half-path length (or over the lattice parameter a) taking into account
the fcc unit cell symmetry. The chosen number of parameters for the simulation of both
Ni K and Ga K edges is the minimum amount needed for a high data-to-parameter ratio
with low values for the fit quality parameter R (the quality parameter R should be lowest
possible for the fitting performed with a reasonable number of fitting parameters) [97].
The R factor for the Ni K and Ga K edge fits lies between ∼(6.2-16.4)% and ∼(11-20)%,
correspondingly. Large values of the R factor for the Ni K edges can be explained by a
reduction of the beam intensity due to the focusing resulting in an increase of the noise
in the EXAFS signal. For the Ga K edges large values of the R factor can be explained
by low amount of Ga atoms incorporated in the film during ion implantation.
Figure 5.14 demonstrates the extracted experimental EXAFS spectra for the Ni K (a)
and Ga K (b) edges of the samples implanted with 4.58×1015 ions/cm2 and 6.24×1015
ions/cm2 ion fluences. The black circles correspond to the experiment and the red line
to the simulation. In Figure 5.15 results obtained from the simulation of the EXAFS
spectra are plotted. Figure 5.15(a) shows the change of the lattice parameter obtained
from the XRD measurements (black) and from the simulation of the Ni K (red) and Ga
K (blue) edges. Both the XRD measurements and the simulation of the EXAFS spectra
demonstrate a linear increase of the lattice parameter. Since the XRD measurements
are possible only for reasonable sample sizes, data for high ion fluences is missing. The
simulation of the EXAFS spectra for both investigated edges show similar result. However,
in comparison to the XRD results the lattice parameter increases according to a less steep
linear law. From the Ga K edge simulation follows that the Ga atoms are incorporated
in an unit cell with an increasing lattice parameter and their surrounding demonstrates
an fcc symmetry. Figures 5.15(b) and 5.15(c) show the values of the mean squared atom
displacements (σ2i ), i.e. the average structural disorder of the film, as a function of the ion
fluence for the first four shells of the Ni K and Ga K edges, respectively. As it can be seen,
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Figure 5.14: Extracted experimental EXAFS function χ(k) of the samples implanted with
4.58×1015 ions/cm2 and 6.24×1015 ions/cm2 ion fluences weighted by k2 of the Ni K (a) and
Ga K (b) edge.
σ2i of the Ni K edges almost do not change with increasing ion fluence (Figure 5.15(b)),
while σ2i of the Ga K edges are slightly increasing (Figure 5.15(c)). Moreover, σ
2
i of the Ga
K edges are significantly larger than then once found for the Ni K edges (Figure 5.15(c)).
These results can be understood as a slightly increasing disorder around the Ga atoms.
As a next step of the experimental procedure the magnetic properties were character-
ized via polar MOKE magnetometry at room temperature. From magnetization reversals
perpendicular to the film surface the saturation magnetization of the material can be
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Figure 5.15: Lattice parameter change
∆a (a) extracted from the XRD measure-
ments (black) and from the simulation of
Ni K (red) and Ga K (blue) edges. Mean
squared displacements σ2i of the first four
shells depending on the ion fluence for the
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Figure 5.16: Saturation polarization dependence on the Ga+ ion fluence for the samples
implanted with a FIB system.
directly derived using the shape anisotropy of thin films [145, 146]. In this case the per-
pendicular anisotropy field µ0HK equals to the saturation polarization JS. Figure 5.16
shows the perpendicular anisotropy field dependence on implantation fluence. The mea-
surement demonstrates a decrease of saturation polarization with increasing ion fluence.8
Here it should be noticed that in addition to saturation polarization, changes in other
parameters can also contribute to the change in the anisotropy field. Here it is estimated
that it is possible to rule out major contributions due to intrinsic (magneto-crystalline and
magneto-elastic) perpendicular magnetic anisotropies [147]: lattice constant [148] or non
ideal shape anisotropies [145]. Moreover, it is considered that the film thickness reduction
due to ion induced sputtering has no influence on the MOKE signal, since the MOKE
analyzing depth for the permalloy material is approximately ∼20 nm [149]. Therefore,
the main degradation of the saturation polarization is attributed to the simple presence
of the Ga itself [150]. However, the influence of the coherently increasing disorder around
the Ga atoms cannot be completely excluded.
5.3 Samples implanted with a standard ion implanter
In the above section samples implanted with a FIB system were discussed. The current
section is dedicated to the samples implanted using a standard ion implanter. The main
difference between these two implantation techniques is the beam current density (see
Section 3.2). The description of the implantation conditions can be found in Section 3.3.
Analogous to the previous section, as a first step the surface morphology was studied
using AFM imaging. In Figure 5.17 AFM images of the samples implanted with 1.25×1016
ions/cm2 (a), 1.8×1016 ions/cm2 (b), 2.5×1016 ions/cm2 (c) and 3.75×1016 ions/cm2 (d)
ion fluences are shown. From the AFM images it can be seen that the surface roughness
starts to increase at ion fluences above ≥2.5×1016 ions/cm2, while at lower once the
surface of the film remains unchanged.
For the TEM imaging TEM specimens were prepared by a ”sandwich” method (for
details see literature [24, 130, 27]). The top bright parts in Figures 5.18(a), 5.18(d)
and 5.18(g) illustrate the bright field XTEM images of the samples implanted with 6.3×1015
8For samples implanted with high ion fluences (for ion fluences above >1×1016 ions/cm2) MOKE
measurements were not possible due to small sample sizes.
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Figure 5.17: AFM images of the samples implanted with different ion fluences:
1.25×1016 ions/cm2 (a), 1.8×1016 ions/cm2 (b), 2.5×1016 ions/cm2 (c) and 3.75×1016 ions/cm2
(d).
ions/cm2, 2.5×1016 ions/cm2 and 3.75×1016 ions/cm2 ion fluences, respectively. On the
corresponding bright field XTEM images three different layers can be discriminated: the
top bright layer is the glue layer, the second thin layer is the permalloy film and the
bottom bright one is the SiO2 buffer layer. On the bright field XTEM images of the sam-
ples implanted with high ion fluences (Figures 5.18(d) and 5.18(g)) big crystallites growing
through the entire permalloy film can be already clearly seen.
As a next step diffraction patterns were obtained from the bright field XTEM images.
Figures 5.18(b), 5.18(e) and 5.18(h) show diffraction patterns of the samples implanted
with 6.3×1015 ions/cm2, 2.5×1016 ions/cm2 and 3.75×1016 ions/cm2 ion fluences, corre-
spondingly. On the diffraction pattern of the sample implanted with 6.3×1015 ions/cm2
ion fluence (Figure 5.18(b)), pronounced diffraction rings, which correspond to the permal-
loy lattice parameter, can be observed. Since diffraction rings usually appear for nano-
crystalline powder-like materials, it follows that the permalloy film implanted with 6.3×1015
ions/cm2 ion fluence represents a film consisting of small crystallites with no preferred
orientation and is very close to the as-deposited film. In contrast, samples implanted
with higher ion fluences show a significant difference (Figures 5.18(e) and 5.18(h)): on the
corresponding diffraction patterns instead of diffraction rings separate point reflections
which correspond to the fcc permalloy lattice parameter can be seen. Such a behavior of
the material implanted at high ion fluences can be explained by a material crystallization
induced by ion implantation.
Further the crystallite size was characterized using the high-resolution XTEM imag-
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Figure 5.18: Bright field XTEM images of the samples implanted with 6.3×1015 ions/cm2,
2.5×1016 ions/cm2 and 3.75×1016 ions/cm2 ion fluences (bright top parts of the figures a, d
and g, respectively). Dark field XTEM images of a certain diffraction condition (dark bottom
parts of the figures a, d and g). Diffraction patterns of the XTEM images of the samples
implanted with 6.3×1015 ions/cm2 (b), 2.5×1016 ions/cm2 (e) and 3.75×1016 ions/cm2 (h) ion
fluences. High-resolution XTEM images of the samples implanted with 6.3×1015 ions/cm2 (c),
2.5×1016 ions/cm2 (f) and 3.75×1016 ions/cm2 (i) ion fluences.
ing. Figures 5.18(c), 5.18(f) and 5.18(i) show the high-resolution XTEM images of the
samples implanted with 6.3×1015 ions/cm2, 2.5×1016 ions/cm2 and 3.75×1016 ions/cm2
ion fluences, respectively. On all the three images crystallites growing through the entire
permalloy film can be seen. An additional way to visualize the crystallites is to choose a
single reflection of the diffraction pattern and to make the corresponding dark field XTEM
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image. The bottom dark parts in Figures 5.18(a), 5.18(d) and 5.18(g) illustrate the dark
field XTEM images of the described implanted samples. For the sample implanted with
6.3×1015 ions/cm2 ion fluence (Figure 5.18(a)) few small crystallites in diffraction condi-
tion can be observed. For the samples implanted at higher ion fluences (Figures 5.18(d)
and 5.18(g)) big crystallites growing through the entire film can be observed. Further-
more, for high ion fluences it can be clearly seen that once the crystallite occupied the
entire film height it starts to grow further in lateral direction. From the XTEM imaging it
can be concluded that after ion implantation the nano-crystalline powder-like permalloy
film turns into a film with large crystallites, that are growing in the vertical direction till
they reach the SiO2 buffer layer and also in the lateral one.
XTEM imaging can be also used for the determination of the layer thickness after ion
implantation and for the estimation of the degree of the surface and interface roughness.
The corresponding results are presented in Table 5.1. As it can be seen in the table two
values for the layer thickness are written: the maximum film thickness and the minimum
film thickness. These values are a result of different sputtering rates for big and small
crystallites: big crystallites are less sputtered than the small ones (see Figure 5.18(g)).
Moreover, the overall film thickness decreases and both surface and interface roughnesses
increase with increasing ion fluences (see Table 5.1). From the TRIDYN simulation it
follows that the Ni81Fe19/SiO2 interface is not influenced by ion implantation itself (Fig-
ure 5.4(b)). Therefore, it can be concluded that the interface is altered by the crystallite
growth.
Ion fluence Maximum film Minimum film Surface Interface
(×1016 ions/cm2) thickness (nm) thickness (nm) roughness (nm) roughness (nm)
0 49±2 48±2 1±2 1±2
0.63 48±2 44±2 4±2 1±2
1.25 43±2 40±2 3±2 1.5±2
2.5 42±2 36±2 6±2 4±2
3.75 42±2 28±2 14±2 7±2
Table 5.1: Film thickness, surface and interface roughness values extracted from the XTEM
images of the samples implanted with different Ga+ ion fluences.
Figure 5.19 shows experimental XRR measurements of the samples implanted with
different ion fluences (black circles) and their simulation (solid color lines).9 From the
experimental curves it can be seen that the Kiessing fringes are getting broader and
strongly damp with increasing ion fluence. Such a behavior is a result of the film thinning
with increasing surface roughness. Although it is already possible to calculate the film
thickness from the Kiessing fringes using Equation (4.13), a complex simulation which
takes into account both surface and interface roughnesses is needed.
The XRR measurements were analyzed using a commercial program RC REF SIM Win
version 1.09 [151], which is based on the dynamical theory of X-ray reflection [83]. From
the XRR simulation information on the layer thickness, electron density and roughness is
obtained. Two different models were applied for the simulation of the experimental mea-
surements. In the first model, which is valid for ion fluences below ≤ 9.8×1015 ions/cm2,
the permalloy film based onto a SiO2 buffer layer consists of two layers: of a thick bulk
9The XRR measurements are shifted to each other for a better observations of changes.
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Figure 5.19: XRR measurements of the as-deposited sample (black) and samples implanted
with different Ga+ ion fluences (color).
permalloy film and of a thin layer on top of the film with a lower electron density. The
second model, which is valid for higher ion fluences, takes into account strong surface
roughening. As a result in this model the permalloy film is described by a pre-surface
region (further in text denoted also as a transition surface layer) and by a thick bulk
permalloy film. The transition surface layer is represents two thin films with electron
densities lower than the electron density of the bulk permalloy film.
In Figure 5.20(a) profiles of the samples implanted with different ion fluences obtained
from the XRR simulation are demonstrated. The x-axis is the film depth with the zero
position at the sample surface and the y-axis is the electron density normalized to the
electron density of the bulk permalloy material. From the profiles in Figure 5.20(a) it can
be seen that the film thickness is reducing with increasing ion fluence. Moreover, it can be
seen that the film thickness of the as-deposited material (Figure 5.20(a), black) is smaller
than for the sample implanted with 2.5×1015 ions/cm2 ion fluence (Figure 5.20(a), pink).
Such a difference is a result of a non-homogenous film thickness produced by magnetron
sputtering. For the implanted samples in general it is more convenient to plot the profiles
is such a way that the middle of the interface is kept for all the samples at the same
position as shown in Figure 5.20(b). This allows to visualize how the film thickness and
the Ni81Fe19/SiO2 interface depend on the ion fluence. Figure 5.20(b) shows that the
interface is getting broader with increasing ion fluence.10 In Figure 5.20(c) surface regions
of the samples implanted with different ion fluences are demonstrated (see the denotation
in figure). It can be clearly seen that there is a strong material loss (marked with a red
arrow) and also an increasing thickness of the transition surface layer (marked with color
arrows on the bottom of the figure), which is attributed to an increasing surface roughness
due to ion implantation. Both results obtained from the XRR simulation are in a good
agreement with the ones obtained from the TEM imaging.
An additional way to estimate the material loss and the most important to obtain the
information on the profiles of implanted Ga atoms is by performing AES measurements.
A description of the AES method and the equipment used for the measurements can
10The interface of the as-deposited material is very sharp, i.e. step-like, and, therefore, is not demon-
strated in figure.
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Figure 5.20: Profiles obtained from
the XRR simulation of the samples im-
planted with different ion fluences (a).
Ni81Fe19/SiO2 interfaces (b) and surface re-
gions (c) of the samples implanted with dif-
ferent ion fluences.
be found in Chapter 4 Section 4.7.2. Figures 5.21(a), 5.21(b) and 5.21(c) show peak areas
of Ni (blue), Fe (red), O (green), Si (black) and Ga (light green) atoms for the as-
deposited sample, and samples implanted with 1.8×1016 ions/cm2 and 3.75×1016 ions/cm2
ion fluences, correspondingly.
The film thickness from the peak areas are calculated taking into account the etch rate.
The obtained values of the material loss are plotted in Figure 5.22(a) (black) together with
the ones obtained from the XRR simulation (blue), TEM imaging (green) and TRIDYN
calculation (red). It can be seen that the values for the material loss obtained from
different methods are in a good agreement.
The Ga atom concentrations cannot be extracted from the AES profiles since the sen-
sitivity coefficients of Ga incorporated in the permalloy material are missing.11 However,
on the AES profiles shown in Figure 5.21 Ga peaks can be already clearly seen. The Ga
atom concentrations can be also derived from the RBS measurements. A detailed de-
scription of the RBS method and equipment used for the measurements are discussed in
Chapter 4 Section 4.7.3. In Figure 5.23(a) RBS spectra of the as-deposited sample (black)
and samples implanted with different ion fluences (color, see the denotation in figure) are
demonstrated. In the spectra it is possible to distinguish O, Si and Ga peaks, while due
11Here the terminology ”Ga atom concentration” is used for description of Ga atom concentration
integrated over the volume.
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Figure 5.21: Peak areas of the as-
deposited sample (a) and samples im-
planted with 1.8×1016 ions/cm2 (b) and
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Figure 5.22: Material loss dependence on ion fluence (a) obtained from the XRR measure-
ments (blue), TEM imaging (green), AES measurements (black) and TRIDYN simulation (red).
Integrated areal density of the Ga component as a function of the incident fluence (b) obtained
from the RBS (black) and TRIDYN simulation (red). Scale on the right hand side of figure (b)
corresponds to integrated Ga atom concentration in atomic percent.
to the similarities of energies for Fe and Ni, these peaks overlap resulting in one broad
peak (Figure 5.23(a)). Figure 5.23(b) shows an enlarged part of the RBS spectra, which
demonstrates a rise of the Ga peak with increasing the ion fluence. The RBS spectra were
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Figure 5.23: RBS spectra of the as-deposited sample (black) and samples implanted with
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analyzed using program SIMNRA [126, 127]. In Figure 5.22(b) integrated areal densities
of Ga component of the samples implanted with different ion fluences (black) are shown
together with the ones calculated from the TRIDYN simulation (red). Scale on the right
hand side corresponds to the integrated Ga atom concentration.12 As it can be seen in
the corresponding figure the values of the integrated areal densities obtained from both
RBS measurements and TRIDYN simulation are in a good agreement.
The above investigations are mainly focused on the determination of the material
loss, surface and interface roughness and concentration of implanted Ga atoms. All these
parameters are important especially when ion implantation is discussed. In the rest part
of this section both structural and magnetic properties will be discussed.
As a first step the XRD measurements will be discussed. Analogous to the samples im-
planted with the FIB system, rocking curve maps to study the sample structure were car-
ried out at the laboratory setup. Figure 5.24 illustrates rocking curve maps of the permal-
loy (111) reflection for the as-deposited sample (a) and for the samples implanted with
1.1×1015 ions/cm2 (b), 6.3×1015 ions/cm2 (c), 9.4×1015 ions/cm2 (d), 1.25×1016 ions/cm2
(e), 1.8×1016 ions/cm2 (f), 2.5×1016 ions/cm2 (g) and 3.75×1016 ions/cm2 (h) ion fluences
represented in reciprocal space. On the corresponding rocking curve maps an appearance
of the (111) permalloy peak and also a rise of the peak intensity with increasing ion
fluence can be observed. Moreover, an increasing background at small omega values (at
Qx ≈ −0.9 A˚ and Qz ≈ 2.9 A˚) with increasing ion fluence can be seen.13 Such a behavior
is attributed to an increasing number of crystalline material which has orientation dif-
ferent from the (111) orientation (see for more details Appendix C). The data obtained
from the rocking curve maps are plotted in Figure 5.25(a) and Figure 5.25(b).
Figure 5.25(a) shows the ∆θ (black) and the integral intensity (red) dependences on
the ion fluence. Similar to the case of samples implanted with a FIB system ∆θ decreases
and the integral intensity rises with increasing ion fluence. As a result it can be concluded
that standard ion implantation induces a material texturing with an increasing number
of scatterers. Additionally the integral intensity was normalized to the material loss
12The scale on the right hand side is not linear.
13Here the influence of the Yoneda wing can be excluded due to large incidence angle (θ=1◦).
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Figure 5.24: Rocking curve maps of the permalloy (111) reflection of the as-deposited sam-
ple (a) and for the samples implanted with 1.1×1015 ions/cm2 (b), 6.3×1015 ions/cm2 (c),
9.4×1015 ions/cm2 (d), 1.25×1016 ions/cm2 (e), 1.8×1016 ions/cm2 (f), 2.5×1016 ions/cm2 (g)
and 3.75×1016 ions/cm2 (h) ion fluences represented in reciprocal space.
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Figure 5.25: ∆θ (black) and the integral intensity (red) dependences on the ion fluence (a).
The integral intensity normalized to the material loss (blue, a). Crystallite size (black) and
change of the lattice parameter (red) dependences on the ion fluence (b).
(Figure 5.25(a), blue) and it demonstrates a linear rise.
Further the crystallite size was calculated from the detector scans, extracted from the
corresponding rocking curve maps. The obtained crystallite size values are plotted in
Figure 5.7(b) (black). The calculated values show that the crystallite size increases from
∼13 nm up to ∼21.5 nm after ion implantation at a fluence of 9.4×1015 ions/cm2, and
slightly decreases at higher once. The tendency of the crystallite growth obtained from
the rocking curve maps is in a good agreement with the results obtained from the TEM
83
5.3. Samples implanted with a standard ion implanter
imaging discussed above in text. The only difference is that in TEM imaging for high
ion fluences single crystallites occupy the entire thickness of the permalloy film and also
grow in the lateral direction (Figure 5.18(d) and Figure 5.18(g)). Such a difference in the
results for these two investigation techniques, as mentioned already in previous section,
is due to the point that in TEM imaging one looks on a local position of the film, while
XRD provides one with the information from a large area illuminated with the X-ray
beam. Therefore, from the XRD results it can be concluded that the permalloy film after
ion implantation consists of big crystallites surrounded by smaller ones.
From the peak position the change of the lattice parameter induced by ion implantation
was calculated. Figure 5.25(b) demonstrates the deviation of the experimentally defined
lattice parameter from the tabulated lattice parameter for the permalloy (atab=3.55 A˚)
depending on the ion fluence (red). As it can be seen in the corresponding figure, the lat-
tice parameter increases with increasing ion fluence according a linear law. An analogous
result was derived for the samples implanted with a FIB system.
As a next step of the experimental procedure GIXRD measurements at θ = 1◦ were
carried out. Such scans are possible due to large implanted areas. This type of scans,
as mentioned in Chapter 4 Section 4.4, are widely used for the phase transition detection,
since they are sensitive to the atomic arrangement of the surface. However, the trans-
formation of the non-ordered permalloy alloy into an ordered system at the chosen Cu
K α radiation cannot be detected. Therefore, in the current research the GIXRD pat-
terns are mainly used for the determination of the lattice parameter and microstrain (or
strain broadening). In general, GIXRD measurements are suitable only for polycrystalline
(powder-like) materials and, since, the films investigated in the current work are textured,
prior to the discussion of the lattice parameter and microstrian, the influence of texture
on the GIXRD spectra should be studied.
In Figure 5.26 theoretically calculated reciprocal space map of a permalloy film on
a semi-infinite substrate with a weak (111) texture14 (a) is displayed. This calculation
assumes a fiber texture and a gaussian distribution of the intensity around reflections, also
no peak broadening due to the particle size is considered. In case of a further material
texturing, the broadening of the peaks will be reduced. The black line depicts the GIXRD
scanning direction at an incident angle θ = 1◦. As it can be seen in figure the closest
reflection to the performed GIXRD scan is the (220) reflection, while the (200) is the
most distant one. For convenience the (220) reflection is used as a reference point in
the following description. In Figure 5.26(b) integral intensities of the (111), the (200),
the (311) and the (222) reflections related to the integral intensity of the (220) reflection
calculated for a perfect permalloy powder (black), for the permalloy material with a weak
(111) texture (red; considering ∆θ = 12.7◦) and for the permalloy material with a strong
(111) texture (blue; considering ∆θ = 6.14◦) are presented. In the corresponding figure it
can be seen that the integral intensities of all the reflections drop down while the material
is getting more textured.
In Figure 5.27 GIXRD patterns of the as-deposited sample (black) and samples im-
planted with different ion fluences (color) are shown (the measurements are recalculated
in Q-space). As it can be seen in Figure 5.27 the GIXRD patterns look similar for all the
samples: no additional peaks appear (i.e. the fcc unit cell symmetry is kept and, as ex-
pected, no Fe-Ga or Ni-Ga phases are formed), only a slight narrowing of the peaks, slight
14The degree of the (111) texture is defined from the rocking curve maps. Here the weak (111) texture
corresponds to the as-deposited film since ∆θ ≈ 12.7◦
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Figure 5.26: Theoretically calculated reciprocal space map of a permalloy film on a semi-
infinite substrate with a weak (111) texture (a). Black line depicts the 2θ-scan at a fixed θ
(θ=1◦). Grey areas are non-accessible measurement zones. Orange dots represent ideal fiber
texture. Theoretically calculated integral intensities of the (111), the (200), the (311) and the
(222) reflections normalized to the integral intensity of the (220) reflection calculated for a perfect
permalloy powder (black), for the permalloy material with a weak (111) texture (red; considering
∆θ = 12.7◦), for the permalloy material with a strong (111) texture (blue; considering ∆θ =
6.14◦) and for the permalloy material with a strong (111) texture and an increasing background
(green; considering ∆θ = 6.14◦).
rise of all peak intensities and a shift of the peak positions with increasing ion fluence in
comparison to the as-deposited sample can be observed. Moreover, on the corresponding
GIXRD patterns the (200) peak can be clearly seen: it vanishes with increasing ion flu-
ence. This peak indicates the powder-like part of the film, i.e. small crystallites with no
preferred orientation.
In Figure 5.28 experimental integral intensities of the (111), the (200), the (311)
and the (222) reflections normalized to the integral intensity of the (220) reflection of
the as-deposited film (black) and films implanted with different ion fluences (color) are
shown. It can be seen that the all the integral intensities of the film implanted with
2 3 4 5 6
10-1
101
103
105
Si
(311)
In
te
ns
ity
 (a
rb
. u
ni
ts
)
Q (Å-1)
(111)
(200) (220)
(222)
1.25×1016 ions/cm2
1.8×1016 ions/cm2
2.5×1016 ions/cm2
3.75×1016 ions/cm2
2.5×1015 ions/cm2
6.3×1015 ions/cm2
8.1×1015 ions/cm2
9.4×1015 ions/cm2
as-deposited
1×1015 ions/cm2
Figure 5.27: Powder XRD patterns measured at θ = 1◦ of the as-deposited sample (black)
and samples implanted with different ion fluences (color) represented in reciprocal space.
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films implanted with different ion fluences (color).
6.3×1015 ions/cm2 decrease in comparison to the integral intensities of the as-deposited
film. This result is in a good agreement with the theoretical calculation discussed above.
For the samples implanted at high ion fluences a rise of the integral intensities of the
(111) reflection can be seen. As it was already mentioned in the above text, when dis-
cussing the rocking curve maps, a rise of the background due to the increasing amount
of crystalline material which has orientation different from the (111) orientation at small
incident angles was observed. This additional intensity coming from a part which is not
textured in the (111) direction can strongly influence the integral intensities of the peaks.
From the simulation demonstrated in Figure 5.26(b) (green) it can be seen that a rise of
the background at small angles will enhance the integral intensities of all peaks. The de-
crease of the integral intensities of the (200) reflection can be explained by the point that
this reflection is the most distant reflection from the performed GIXRD scans. Also since
the material is getting more textured with increasing ion fluence, this reflection is simply
shadowed, therefore, resulting in a reduction of the intensity of this peak (Figure 5.27).
From all the angular positions of the permalloy reflections an average lattice parameter
was calculated. The corresponding deviations of the average lattice parameter from the
tabulated one are shown in Figure 5.29(b) (red) and show an increase with increasing
ion fluence. The results obtained from the rocking curve maps (Figure 5.24) and from
the XRD patterns (Figure 5.27) are in a good agreement, however they are shifted in
comparison to each other by a constant value of ∼0.006 A˚. This difference in the results
can be explained by the point that both measurements were carried out at different
setups with a slightly different wavelengths (difference in wavelengths ∆λ was found to
be approximately ∼0.0025 A˚).15 The XRD patterns can be also used for the calculation
of the microstrain using a Williamson-Hall plot. For this purpose the FWHM of the
permalloy peaks are plotted over the peak position (see few examples in Figure 5.29(a)).
Further these dependences were approximated by a simple line fit. Due to the point that
the (200) permalloy reflection is additionally affected by the (311) Si substrate reflection
it was not taken into account for the linear fits. The values of the line inclinations
correspond to the microstrain values. The corresponding microstrain values are plotted
in Figure 5.29(b) (black). It can be seen that it increases with increasing ion fluence.
Further the permalloy film structure was investigated using EXAFS analysis. In Fig-
15Also the influence of different illuminated areas on the lattice parameter cannot be excluded.
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Figure 5.29: Williamson-Hall plots (a) of the as-deposited sample (black) and samples im-
planted with different ion fluences (color). Microstrain obtained from the Williamson-Hall plots
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ure 5.30 normalized integral raw XAS spectra of the Fe K (a), Ni K (b) and Ga K (c)
absorption edges of the permalloy film after ion implantation (color) are presented. The
energy step ∆E was approximately ∼2.5 eV, ∼4.2 eV and ∼2.8 eV for Fe K, Ni K and
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Figure 5.30: Normalized integral raw
XAS spectra of the Fe K (a), Ni K (b) and
Ga K (c) absorption edges of the permalloy
after implantation (color). The energy step
∆E was approximately ∼2.5 eV, ∼4.2 eV
and ∼2.8 eV for Fe K, Ni K and Ga K
edges, correspondingly.
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Ga K edges, correspondingly.16 As for the samples implanted with a FIB system the Fe
K edge XAS spectra are very noisy and, therefore, are disregarded in further discussions.
Subsequent analysis of the EXAFS spectra was done only for Ni K and Ga K edges.
The fitting range in the k space was k=2-10 A˚−1 and k=2-8 A˚−1 for the Ni K edge and
Ga K edge, correspondingly. The model choice for the simulation is discussed in the
previous section and stays valid also for the samples implanted with a standard ion im-
planter. Therefore, the system is described by an isotropically strained unit cell, and all
path-lengths are calculated via second shell path-length taking into account the fcc cell
symmetry. For the simulation only the first four shells were considered. The model for
the Ni K and Ga K edges contains five free fitting parameters: change in half-path length
∆R2 of the second shell and four mean squared displacements σ
2
1, σ
2
2, σ
2
3 and σ
2
4 [97]. The
energy shift ∆E0 and the amplitude reduction factor S20 were fixed during the simulation.
The amplitude reduction factor S20 was kept 0.7 and the energy shift ∆E0 was chosen to be
0.2 eV and 4 eV for the simulation of the Ni K and Ga K edges, respectively. The R factor
for the Ni edge fits lies between ∼(5.4-7.3)%. The R factor for the Ga edge fits lies in the
range ∼(10-15.7)% for high ion fluences, while at lowest one (for 6.3×1015 ions/cm2) it
reaches ∼33%, due to the low amount of implanted Ga atoms resulting in a weak EXAFS
signal.
Figure 5.31 demonstrates the extracted experimental EXAFS function χ(k) weighted
to the wave number k2 for Ni K (a) and Ga K (b) edges of the samples implanted with
6.3×1015 ions/cm2 and 2.5×1016 ions/cm2 ion fluences. The black line corresponds to
the experiment and the red one to the simulation. Figure 5.32 demonstrates the result
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Figure 5.31: Extracted experimental EXAFS function χ(k) of the samples implanted with
6.3×1015 ions/cm2 and 2.5×1015 ions/cm2 ion fluences weighted by k2 of the Ni K (a) and Ga
K (b) edge.
obtained from the simulation of the experimental EXAFS spectra. Figure 5.32(a) shows
the change of the lattice parameter (∆a) extracted from the XRD measurements (black)
and from the simulation of the Ni K (red) and Ga K (blue) edges. It can be seen that
the results obtained from the XRD measurements and simulation of both Ni K and Ga
K edges are in a good agreement and it can be seen that the lattice parameter increases
with increasing ion fluence according the same linear law. From the results obtained from
the Ga K edges simulation follows that the Ga atoms are incorporated in a unit cell
16Here the larger noise in near edge regions of the Ni K and Ga K absorption edges is a result of
finer measurement steps in comparison to high-energy parts of the XAS spectra (∆E in these regions was
0.5 eV).
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Figure 5.32: Lattice parameter change
∆a extracted from the XRD measurements
(black) and from the simulation of Ni K
(red) and Ga K (blue) edges (a). Mean
squared displacements σ2i of the first four
shells (color) depending on the ion fluence
for the Ni K edge (b) and Ga K edges (c).
with an fcc surrounding and a lattice parameter increasing with increasing ion fluence.
Figures 5.32(b) and 5.32(c) demonstrate the atom displacements of the first four shells
(σ2i ) depending on the ion fluence obtained from the simulation of the Ni K and Ga K
edges, correspondingly. As it can be seen in Figure 5.32(b), σ2i for the Ni K edges of all
the four discussed shells almost do not change with increasing ion fluence. In contrast,
σ2i for the Ga K edges are larger than the ones for the Ni K edges. Such a behavior can
be explained by a slightly larger disorder around the Ga atoms.
The magnetic properties were characterized via polar magneto-optical Kerr effect mag-
netometry at room temperature. Figure 5.33 shows the dependence of the perpendicular
anisotropy field on the implantation fluence. The measurement demonstrates a decrease
of saturation polarization with increasing the ion fluences. According to the small dis-
cussion in the previous section the decrease of magnetic polarization with increasing ion
fluence for the samples implanted with a standard ion implanter can be also attributed to
a simple presence of Ga atoms itself. However, as for the samples implanted with a FIB
system, the influence of a slight disorder around the Ga atoms on the saturation polar-
ization cannot be excluded. Here also the influence of the increasing amount of material
which is not textured in the (111) direction with increasing ion fluence on the magnetic
polarization cannot be completely excluded.
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Figure 5.33: Saturation polarization dependence on the Ga+ ion fluence for the samples
implanted with a standard ion implanter.
5.4 Annealed samples
Since part of the ion energy via collisions converts into heat (see for more details Appen-
six B), it is important to understand how temperature influences the structural and mag-
netic properties of the permalloy film. For this reason a series of samples were annealed
in an UHV chamber. The description of the UHV chamber can be found in Section 3.3.
Each sample was annealed for 30 minutes in vacuum. The vacuum was kept in range of
1×10−5 - 1×10−6 mbar.
As a first step the surface morphology after annealing was studied using AFM imaging.
Figure 5.34 shows AFM images of the samples annealed in a UHV chamber at temper-
ature 400◦C (a), 600◦C (b), 700◦C (c) and 800◦C (d). The surface roughness of the
samples annealed at temperatures ≤400◦C (as an example Figure 5.34(a)) remains un-
changed in comparison to the as-deposited one (Figure 5.3(a) right bottom part).17 In
contrast, samples annealed at higher temperatures demonstrate a strong change of the
surface morphology: the surface roughness drastically increases in comparison to the low
annealing temperature (figures b, c and d). Moreover, for the samples annealed at 700◦C
(c) and 800◦C (d) holes in the permalloy film can be clearly seen. The permalloy material
of these samples demonstrates an interesting feature: it undergoes the so-called de-wetting
effect. In this case the combination of annealing effects at constant temperature and dif-
ferences in surface tension lead to a splitting of the thin metallic film into an array of
islands [57, 152, 153]. This effect is stronger for the highest annealing temperature used in
this experiment (for 800◦C). On the corresponding AFM image (Figure 5.34(d)) a cluster-
ing of the permalloy film can be already seen. The described effect will be also discussed
in XTEM and XRR investigations further in text.
For the XTEM imaging a TEM lamella was prepared by a ”sandwich” method [24, 130,
27]. The top bright parts of the Figures 5.35(a), 5.35(d) and 5.35(g) illustrate the bright
field XTEM images of the samples annealed at 400◦C, 700◦C and 800◦C, respectively.
On these images three different layers can be identified: the top bright layer is the glue
layer, the second thin layer is the permalloy film and the bottom bright one corresponds
to the SiO2 buffer layer. On the bright field XTEM images of all the samples crystallites
growing through the entire permalloy film can be observed. Additionally in Figure 5.35(i)
one extra bright field XTEM image of the sample annealed at 800◦C is demonstrated. The
17Here AFM images of the samples annealed at low temperatures are not shown.
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Figure 5.34: Non-calibrated AFM images of the samples annealed at different temperatures
in a UHV chamber: 400◦C (a), 600◦C (b), 700◦C (c) and 800◦C (d).
corresponding image was taken in such a way that both sides of the lamella ”sandwich”
can be observed. The dark top part of the image corresponds to the Si substrate followed
by 1 µm thick SiO2 buffer layer, followed by two permalloy films, separated by a ∼500 nm
glue layer. The second SiO2 buffer layer and the Si substrate did exfoliate from the second
permalloy film after TEM lamella preparation. Also a clustering of the permalloy film can
be clearly seen. This proves the de-wetting effect which was already qualified by AFM
imaging.
Further diffraction patterns were obtained from the bright field XTEM images. Fig-
ures 5.35(b), 5.35(e) and 5.35(h) show diffraction patterns of the samples annealed at
400◦C (b), 700◦C (c) and 800◦C, correspondingly. On the diffraction pattern of the sam-
ple annealed at 400◦C (b), separate point reflections can be already identified, however, it
can be seen how they form parts of diffraction rings, which correspond to the permalloy
lattice parameter. Since diffraction rings are a typical feature of nano-crystalline powder-
like materials, it can be concluded that the permalloy film annealed at 400◦C represents
a film consisting of small crystallites with no preferred orientation. Nevertheless, the
crystallites of the permalloy film annealed at 400◦C are larger than the crystallites in the
as-deposited film (compare Figures 5.5(a) and 5.35(a)). In contrast, diffraction patterns
of the samples annealed at high temperatures show significant difference (Figure 5.35(e)
and Figure 5.35(h)): on the corresponding diffraction patterns only few separate point
reflections can be seen. Such a behavior of the material annealed at high temperatures
can be explained by a material crystallization induced by annealing.
The crystallite size was characterized using high-resolution XTEM imaging. Fig-
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Figure 5.35: The bright field XTEM images of the samples annealed at 400◦C, 700◦C and
800◦C (bright top parts of the figures a, d and g, respectively). The corresponding dark field
XTEM images of a certain diffraction condition (dark bottom parts of the figures a, d and g).
Diffraction patterns of the XTEM images of the samples annealed at 400◦C (b), 700◦C (e) and
800◦C (h). High-resolution XTEM images of the samples annealed at 400◦C (c) and 700◦C (f).
The bright field XTEM image of the sample annealed at 800◦C demonstrating both sides of the
lamella ”sandwich” (i).
ures 5.35(c) and 5.35(f) show high-resolution XTEM images of the samples annealed at
400◦C and 700◦C, respectively. On both images crystallites growing through the entire
permalloy film can be observed. Furthermore, for the sample annealed at 700◦C (Fig-
ure 5.35(f)) it can be seen that the crystallite growth through the entire film thickness
and also in the lateral direction. Due to the difficulties in TEM lamella preparation,
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TEM lamella of the sample annealed at 800◦C was too thick for high-resolution XTEM
imaging. An additional way to visualize crystallites is to choose a single reflection of the
diffraction pattern and to make the corresponding dark field XTEM image. The bottom
dark parts in Figures 5.35(a), 5.35(d) and 5.35(g) illustrate the dark field XTEM images
of the described annealed samples. For the sample annealed at 400◦C (Figure 5.35(a)) few
crystallites that occupy the entire film thickness can be observed. For higher annealing
temperatures big crystallites growing trough the film and also in lateral direction can be
seen. As a result from the TEM imaging it can be concluded that after annealing the
nano-crystalline powder-like permalloy film turns into a film with large crystallites, that
are growing both in vertical and lateral directions.
Also XTEM imaging is used for the estimation of the degree of surface and interface
roughness after annealing. As it can be seen from high-resolution XTEM and bright field
XTEM images surface roughness is increasing and the interface roughness is decreasing
with increasing annealing temperature. Both these observations are a result of a film
de-wetting induced at high annealing temperatures.
In Figure 5.36 experimental XRR measurements of the samples annealed at different
temperatures in a UHV chamber (dotted lines) and their simulation (solid color lines)
are displayed. From the experimental curves it can be seen that the Kiessing fringes are
strongly damping for temperatures above 500◦C. Such a behavior can be explained by an
increasing surface roughness of the permalloy film. From the Kiessing fringes it is already
possible to calculate the film thickness, however, a complex simulation which takes into
account both surface and interface roughness is needed due to much accurate calculation.
For the simulation of the annealed samples two different models were applied. In the
first model, which is valid for the as-deposited sample and sample annealed at 200◦C,
the permalloy film based on the SiO2 buffer layer consists of two layers - of a thick
bulk permalloy film and of a thin layer on top of the film with a lower electron density.
The second model, which is valid for higher annealing temperatures, takes into account
increasing surface roughness. As a result in this model the permalloy film is described
by a transition surface layer and by a thick bulk permalloy film. The transition surface
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Figure 5.36: Reflectivity measurements of the as-deposited sample (black) and samples an-
nealed at different temperatures in a UHV chamber (color).
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layer represents two thin films with electron densities lower than the electron density
of the bulk permalloy film. Since permalloy films at high annealing temperatures (at
700◦C and 800◦C) are no longer homogeneous, a proper model which describes large
values of roughness18 is needed. For example a model in which the film has an electron
density gradient can be used. However, the values obtained from the simulation using this
model are not really reliable, and, therefore, the simulation of the corresponding XRR
measurements are not here discussed.
In Figure 5.37(a) profiles of the annealed samples (see the denotation in figure) ob-
tained from the simulation of the XRR measurements are shown. The enlarged surface
regions are illustrated in Figure 5.37(b). The simulation shows that the transition sur-
face layer is strongly influenced at high annealing temperatures (at temperatures above
>500◦C), while at low ones it remains unchanged. The increase of the thickness of the
transition surface layer of the sample annealed at 600◦C is marked with green arrows in
Figure 5.37(b) and shows an increase. The interface between the permalloy film and the
SiO2 buffer layer is displayed in Figure 5.37(c). As it can be seen in the corresponding
figure, the interface at low annealing temperatures is slightly broader then for the as-
deposited film. This can be explained by an intermixing of Ni81Fe19 and SiO2 induced at
low annealing temperatures. However, it is getting narrower with increasing further the
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Figure 5.37: Profiles obtained from the
XRR simulation of the samples annealed at
different temperatures (a). Surface regions
(b) and the Fe19Ni81/SiO2 interfaces (c) of
the samples annealed at different tempera-
tures.
18Here the values of the roughness scale with the film thickness itself.
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annealing temperature (see the two areas denoted with arrows (the red one corresponds to
the sample annealed at 200◦C and the green one to the one annealed at 600◦C). The nar-
rowing of the interface derived from the simulation of the XRR measurements proves the
de-wetting effect appearing at high temperatures. Both described results obtained from
the XRR simulation are in a good agreement with the ones obtained from the XTEM
imaging.
Further the sample structure was studied using different X-ray investigation tech-
niques. Analogous to the implanted samples, rocking curve maps to study the sample
structure were carried out at the laboratory setup. Figure 5.38 displays rocking curve
maps of the permalloy (111) reflection of the annealed samples (see the denotation on
the images). The rocking curve maps are represented in reciprocal space. On the corre-
sponding rocking curve maps an appearance of the (111) permalloy peak can be observed,
moreover, the peak intensity is rising with increasing the temperature. Also, at low an-
nealing temperatures (for temperatures below ≤500◦C) a weak intensity (at Qx ≈ −0.9 A˚
and Qz ≈ 2.9 A˚) due to the crystalline material which has orientation different from
the (111) orientation can be seen. However, at high annealing temperature (at tempera-
tures above >500◦C) this intensity is vanishing (see for more details Appendix C). Such
a behavior can be understood as a reduction of the amount of material which orienta-
tion differs from the (111) orientation (i.e. the powder-like part of material is almost
vanishing).
The data obtained from the rocking curve maps are plotted in Figure 5.39(a) and
Figure 5.39(b). Figure 5.39(a) shows the ∆θ (black) and the integral intensity (red) de-
pendences on the annealing temperature. Similar to the case of samples implanted with
both implantation techniques the ∆θ decreases and the integral intensity rises with in-
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Figure 5.38: Rocking curve maps of the (111)-permalloy reflection of the as-deposited sample
(a) and for the samples annealed at different temperatures (see the denotation in figure) in a
UHV chamber represented in reciprocal space (scale is logarithmic).
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Figure 5.39: ∆θ (black) and the integral intensity (red) dependences on the annealing tem-
perature (a). Crystallite size (black) and change of the lattice parameter (red) dependences on
the annealing temperature (b). Blue and green points in both figures correspond to the results
obtained for the samples annealed in a UHV chamber for two hours.
creasing annealing temperature. As a result it can be concluded that a simple annealing
induces a material texturing and a further crystallization of the film. Additionally few
samples were annealed in the UHV chamber for two hours (the blue and green dots in
Figure 5.39(a)) and it can be seen that such a long annealing time does not influence
further the permalloy film than in case of a 30 minute annealing.
The crystallite size was calculated from the detector scans, extracted from the cor-
responding rocking curve maps. The obtained crystallite size values are demonstrated
in Figure 5.39(b) (black). The calculated values show that the crystallite size increases
from ∼13 nm up to ∼35 nm after annealing at temperature of 800◦C. The tendency of
the crystallite growth obtained from the rocking curve maps is in a good agreement with
the results observed in XTEM imaging. The only difference is that in XTEM imaging
for high annealing temperatures crystallites occupy the entire thickness of the permalloy
film and also grow in the lateral direction (Figure 5.35(d)). As it was mentioned already
in previous sections, such a difference occur due to the point that in XTEM imaging one
looks on a local position of the film, while XRD provides one with the information from
a large area illuminated with the X-ray beam. Therefore, from the XRD results follows
that the permalloy film after annealing consists of big crystallites with the average size
being close to the permalloy film thickness.
Additionally from the peak position the change of the lattice parameter can be calcu-
lated. The red curve in Figure 5.39(b) shows the deviation of the experimentally defined
lattice parameter from the tabulated lattice parameter for the permalloy depending on
the annealing temperature. On the corresponding figure it can be seen that the lattice
parameter decreases at annealing temperatures ≤500◦C and rises at higher temperatures.
As a next step of the experimental procedure GIXRD patterns (full 2θ-scans) at a
fixed θ value (θ = 1◦) were measured. In Figure 5.40 GIXRD patterns of the as-deposited
sample (black) and samples annealed at different temperatures (color) are shown (the
measurements are represented in Q-space). It can be seen that spectra look similar for
all the samples and no additional peaks appear (i.e. the fcc unit cell symmetry is kept).
However, several changes can be clearly distinguished: first, the peaks get narrower and,
second, a redistribution of the permalloy peak intensities in comparison to the as-deposited
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Figure 5.40: Powder XRD patterns of the as-deposited sample (black) and samples annealed
at different temperatures (color).
sample can be observed. In Figure 5.41 integral intensities of the (111), the (200), the
(311) and the (311) reflections normalized to the integral intensity of the (220) reflection
of the as-deposited film (black) and films annealed at different temperatures (color) are
demonstrated. It can be seen that the integral intensities of all the reflections are reduced
with increasing annealing temperature. This point is consistent with the simulation shown
in previous section (see Section 5.3). Furthermore, from the rocking curve maps of the
annealed samples follows that the amount of material which orientation differs from the
(111) orientation is reducing with increasing annealing temperature causing a reduction
of the background. The narrowing of the peaks is attributed to the crystallite growth
with increasing annealing temperature. Also from the XRD patterns it can be concluded
that no change of the unit cell symmetry takes place during annealing, since no additional
peaks appear. As a next step from all the permalloy reflections average lattice parameter
was calculated. The corresponding deviation of the lattice parameter from the tabulated
lattice parameter of the permalloy are shown in Figure 5.42(b) (red). It can be seen that
the deviation of the lattice parameter decreases at temperatures ≤ 500◦C and slightly
increases at higher temperatures.
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The XRD patterns were also used for the calculation of the microstrain using Williamson-
Hall plot. For this purpose the FWHM of the permalloy peaks are plotted over the peak
position (see few examples in Figure 5.42(a)). Further these dependences are approxi-
mated by a simple linear fit. The (200) permalloy reflection was not taken into account
for the linear fit. The obtained microstrain values are plotted in Figure 5.42(b) (black).
It can be seen that it decreases with increasing annealing temperature and reaches the
”0” value at temperature 350◦C. At temperatures above ≥350◦C the permalloy film stays
in an unstrained state. From both XRD patterns and rocking curve maps follows that
the permalloy film at temperature above ≥350◦C reaches it’s equilibrium state with an
increasing lattice parameter.
∆
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Figure 5.42: Williamson-Hall plots (a) of the as-deposited sample (black) and samples annealed
at different temperatures (color). Microstrain obtained from the Williamson-hall plots (b, black).
Change of the average lattice parameter calculated from all permalloy reflections of the XRD
patterns (b, red).
The structure was also studied using the EXAFS analysis. The XAS spectra were
collected at the Fe K and Ni K edges. In Figure 5.43 normalized integral raw XAS
spectra of the Fe K (a) and Ni K (b) absorption edges of the permalloy film annealed at
different temperatures (color) are shown. The energy step ∆E was 2 eV for both Fe K and
Ni K edges. As in the previous cases the Fe K edge XAS spectra are very noisy due to
the low amount of Fe in the permalloy film. As a result the Fe K edges are not considered
in further discussions. Subsequent analysis of the EXAFS spectra was performed only for
the Ni K edge.
For the simulation a model which is described by an isotropically strained fcc structure
was applied (for details see the discussion of the model choice in Section 5.2). The fitting
range in the k space was k=2-10 A˚−1. For the simulation only the first four shells were
considered. The model contains five free fitting parameters: change in half-path length
∆R2 of the second shell (∆R2 corresponds to the change of the lattice parameter ∆a)
and four mean squared displacements σ21, σ
2
2, σ
2
3 and σ
2
4 [97]. The amplitude reduction
factor S20 was kept 0.7 and the energy shift ∆E0 was chosen to be -1 eV for the simulation.
Since the model is described by an isotropically strained unit cell, all path-lengths are
calculated via second shell path-length taking into account the fcc cell symmetry. The R
factor for the Ni K edge fits lies between ∼(5.9-9.4)%.
Figure 5.44 displays the extracted experimental EXAFS function χ(k) weighted to the
wave number k2 for Ni K edges of the samples annealed at different temperatures. The
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Figure 5.43: Normalized integral raw XAS spectra of the Fe K (a) and Ni K (b) absorption
edges of the permalloy film annealed at different temperatures in a UHV chamber (color). The
energy step ∆E was 2 eV for both Fe K and Ni K edges.
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Figure 5.44: Extracted experimental EXAFS function χ(k) of the samples annealed at different
temperatures in a UHV chamber weighted by k2 of the Ni K edge.
black line corresponds to the experiment and the red one to the simulation. Figure 5.45(a)
shows the change of the lattice parameter ∆a extracted from the rocking curve maps
(black) and from the simulation of the Ni K edges (red). It can be seen that the results
obtained from the XRD measurements and simulation of the Ni K edges differ from
each other. Such a difference can be a result of the sensitivity of the EXAFS method
itself, since the change of the lattice parameter is very small and is in the range of error
bars. Figure 5.45(b) demonstrates the atom displacements depending on the annealing
temperature. As it can be seen in the corresponding figure, the atom displacements of
all the four discussed shells slightly decrease with increasing annealing temperature. This
result is consistent with the point that the permalloy film at high annealing temperature
reaches its strain-free state.
As a last step of the experimental procedure the magnetic properties were charac-
terized via polar magneto-optical Kerr effect magnetometry at room temperature. Fig-
ure 5.46 shows the dependence of the perpendicular anisotropy field on the annealing
temperature. From the corresponding dependence it can be concluded that annealing up
to 500◦ does not influence the magnetic properties, however, at higher annealing tempera-
tures the saturation polarization increases. The rise of the saturation polarization cannot
be explained by a change of only one parameter since several effects take place at high
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Figure 5.45: AFM images of the samples annealed at different temperatures in a UHV chamber:
400◦C (a), 600◦C (b), 700◦C (c) and 800◦C (d).
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Figure 5.46: Saturation polarization dependence on the annealing temperature.
annealing temperatures. In the next section (Section 5.5) effects which can contribute to
the rise of saturation polarization will be discussed.
5.5 Discussion
In previous sections results obtained for different series of samples were demonstrated.
This section aims to summarize and compare the results obtained for all the three se-
ries of investigated samples. According to the results demonstrated in previous sections,
despite the point that all the series of samples are prepared using different techniques,
several similarities in structural changes were observed. For example after both types of
implantation and also after annealing an increasing surface roughness, further material
crystallization, crystallite growth and texturing were observed. Also an increase of the
surface roughness was detected (see AFM images in previous sections). Moreover, using
XTEM imaging it was demonstrated that the crystallites grow through the entire permal-
loy film after high fluence ion implantation using both implantation techniques as well as
after high temperature annealing. The main differences between implanted and annealed
samples concern lattice parameter, film thickness, internal strain, Debye-Waller factors
and saturation polarization. All these parameters will be discussed in text below.
One of the most interesting result of the current research was obtained for samples im-
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planted with different implantation techniques. Despite both techniques (FIB system and
standard ion implanter) differ in their technical parameters, the structural changes and
changes in magnetic properties show similar results. In Figure 5.47 results obtained from
the rocking curve maps of the (111) reflection for the samples implanted with a FIB sys-
tem (black) and with a standard ion implanter (red) are demonstrated. In Figure 5.47(a)
∆θ (the full width at half maximum (FWHM) of the ω-scans) dependences (a) on the
ion fluence for the samples implanted with a FIB system (black) and with a standard
ion implanter (red) are shown. It can be seen that within the error bars ∆θ decreases
with increasing ion fluence (i.e. texturing towards the (111) direction with increasing
ion fluence) according to the same law for both implantation techniques. The integral
intensities (Figure 5.47(b)) of the samples implanted with a FIB system (black) and with
a standard ion implanter (red) show similar results within the error bars. Furthermore,
for samples implanted with a standard ion implanter an increasing amount of the material
which has an in-plane (111) orientation with increasing ion fluence was observed (see for
details Appendix C). Similar result can be expected for the samples implanted with a
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Figure 5.47: ∆θ dependence (a) on the ion fluence for the samples implanted with a FIB
system (black) and with a standard ion implanter (red). Integral intensity dependence (b) on
the ion fluence for the samples implanted with a FIB system (black) and with a standard ion
implanter (red). Crystallite size dependence (c) on the ion fluence of the samples implanted with
a FIB system (black) and with a standard ion implanter (red). Change of the lattice parameter
dependence (d) on the ion fluence for the samples implanted with a FIB system (black) and
with a standard ion implanter (red).
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FIB system. In Figure 5.47(c) crystallite size dependences of the samples implanted with
a FIB system (black) and with a standard ion implanter (red) are demonstrated. It can
be seen that within the calculation error (of approximately ∼2 nm) both dependences
look the same way. Moreover, XTEM images of the samples implanted at high ion flu-
ences for both implantation techniques (Figures 5.5(d) and 5.18(d)) show large crystallites
growing through the entire permalloy film. Furthermore, the change of the lattice param-
eter after ion implantation for both implantation techniques show similar dependences
(Figure 5.47(d)).19
From the EXAFS measurements and subsequent analysis follows that the surrounding
of the implanted Ga atoms corresponds to a cell with an fcc symmetry and a slightly
increasing lattice parameter with increasing ion fluence (this result is obtained for both
implantation techniques). The values of the lattice parameter obtained from the EXAFS
analysis for both Ni K and Ga K edges are in a good agreement with the ones obtained
from the XRD measurements (Figures 5.15(a) and 5.32(a)). From these points follows that
the Ga atoms are incorporated in the permalloy lattice. It should be also noticed that
the disorder around the Ga atoms is slightly increasing with ion fluence (Figures 5.15(c)
and 5.32(c)), while the disorder around the Ni atoms remains almost unchanged (Fig-
ures 5.15(b) and 5.32(b)).
In Figure 5.48 saturation polarization of the samples implanted with a FIB system
(black) and with a standard ion implanter (red) are shown. As it can be seen, for both
implantation techniques the saturation polarization decreases according to the same lin-
ear law. Due to the discussions in Sections 5.2 and 5.3 the decrease of the saturation
polarization is attributed mainly to the simple presence of Ga atoms.
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Figure 5.48: Saturation polarization dependence on the ion fluence for the samples implanted
with a FIB system (black) and with a standard ion implanter (red).
From the obtained result follows that even so the FIB system differs from the standard
ion implanter in high beam current density by 7 orders of magnitude, additional effects, as
for example local temperature rise, do not lead to significantly other results between these
two techniques, i.e. there is no difference in the way both techniques influence structural
and magnetic properties.20
19Here a slight shift in values is a result of the mirror adjustment which was done to enhance the
primary X-ray beam intensity.
20However, this requires a very careful definition of the ion fluence for FIB implantation.
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In comparison to ion implantation, annealing influences structural and magnetic prop-
erties in a more complex way. Two different regimes can be separated: the low tempera-
ture regime (temperatures between 200◦C<T<500◦C) at which almost no change of the
surface morphology was observed and the high temperature regime (temperatures above
≥500◦C) at which the permalloy film undergoes a de-wetting effect (i.e. elimination of
the permalloy film from the underlying buffer layer) and a material redistribution.21 Both
effects result in a strong surface roughness. In contrast, ion implantation at high fluences
results in an increase of the surface roughness due to the difference in sputtering rates of
small and big crystallites and in an increase of the interface roughness due to crystallites
growing through the film (see XTEM images in Figure 5.18).
In Figure 5.49 results obtained from the rocking curve maps of the annealed samples
compared to the ones obtained for the samples implanted with a standard ion implanter
are presented.22 It can be clearly seen that annealing effects the structure of the permalloy
films in a different way in comparison to the implantation. However, several similarities
can be observed: both annealing and ion implantation induce a (111) texture (decrease
of the ∆θ with increasing temperature or ion fluence (Figure 5.49(a)), a further material
crystallization (increase of the integral intensity with increasing temperature or ion flu-
ence (Figure 5.49(b)) and a further crystallite growth (increase of the crystallite size with
increasing temperature or ion fluence (Figure 5.49(c)). The (111) texturing is stronger for
the implanted samples. However, for the implanted samples the amount of the material
which is not textured in the (111) direction is increasing with increasing ion fluence, while
for the annealed samples it is decreasing with increasing annealing temperature. The de-
crease of the material which is not textured in the (111) direction with temperature can
be explained by the point that the heat during the annealing process is transferred to
the whole film homogeneously inducing this reorganization processes. Moreover, due to
the point that the primary as-deposited material has a weak (111) preferred orientation
the whole film gets (111) textured. In contrast, during ion implantation the energy is
transferred to a certain volume of the film, viz. the energy is dissipating within the colli-
sion cascade. Therefore, crystallites with other orientations can also grow. Both material
crystallization and crystallite growth can be explained by a reorganization of a highly
defective material due to the energy transferred to the system during both ion implanta-
tion and annealing. These results support the grain growth model already discussed in
previous works [135, 136]. For the temperatures ≥500◦C the amount of the crystalline
material and the crystallite size is rising stronger then for the highly implanted samples.
The appearance of the large crystallites at high temperatures can be explained by a strong
material re-distribution due to de-wetting.
In Figure 5.49(d) change of the lattice parameter (d) of the samples implanted with a
standard ion implanter (red) and of the annealed samples (blue) is demonstrated. It can
be seen that the lattice parameter is increasing with fluence for the implanted samples,
and is slightly decreasing at temperatures below ≤500◦C and slightly rising at higher ones
for the annealed samples. The absolute change of the lattice parameter for the annealed
samples is smaller than for the implanted samples. Both results are consistent with the
ones obtained from the EXAFS measurements. However, the Debye-Waller factors (i.e.
21At temperatures below ≤200◦C no changes of structural and magnetic properties were observed.
22The ratio between the Temperature axis and the Fluence axis is following: ion fluence of
3.75×1016 ions/cm2 corresponds to temperature of 500◦ (where the integral intensities are equivalent)
and zero ion fluence corresponds to RT.
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Figure 5.49: ∆θ dependence (a) of the samples implanted with a standard ion implanter (red)
and of the samples annealed in a UHV chamber (blue). Integral intensity dependence (b) of the
samples implanted with a standard ion implanter (red) and of the samples annealed in a UHV
chamber (blue). Crystallite size dependence (c) of the samples implanted with a standard ion
implanter (red) and of the samples annealed in a UHV chamber (blue). Change of the lattice
parameter dependence (d) of the samples implanted with a standard ion implanter (red) and of
the samples annealed in a UHV chamber (blue).
disorder) decrease with increasing temperatures, while for the implanted samples for the
Ni atom surrounding they remain unchanged and for the Ga atom surrounding they
slightly increase. The decreasing disorder at high annealing temperatures (≥350◦C) is
consistent with the point that the permalloy material reaches its strain-free state (i.e.
no variation of the lattice parameter in the film). Also for both series of samples no
change of the symmetry was observed (i.e. the fcc unit cell symmetry was kept after ion
implantation and after annealing).
In Figure 5.50 saturation polarization dependences of the samples implanted with a
standard ion implanter (red) and of the samples annealed in a UHV chamber (blue) are
shown. It can be seen that annealing at temperatures below ≤500◦C does not influence
the saturation polarization, while for higher ones (500◦C) it starts to rise. A rise of almost
15% in saturation polarization value was detected for the sample annealed at 800◦C. From
the obtained results it can be already concluded that saturation polarization is strongly
dependent on the film morphology, viz. as long as no morphology change is observed no
rise of the saturation polarization is detected, and opposite, as long as morphology of the
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ion implanter (red) and of the samples annealed in a UHV chamber (blue).
film starts to drastically change a rise of the saturation polarization is found. This result
is consistent with previous investigations in which the rise of the saturation polarization
at high annealing temperatures was explained by the de-wetting effect [152, 157].
Here the influence of a possible ordering of the permalloy during the cooling down of the
samples annealed at high temperatures should be also discussed. Grabbe has found that an
ordering of the Ni81Fe19 alloy leads to a rise of the saturation polarization by 3% [155]. In
Figure 5.51 a phase diagram of the NiFe alloy is demonstrated [154]. On the corresponding
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Figure 5.51: Ni-Fe phase diagram [154].
phase diagram for the permalloy composition Ni81Fe19 it can be seen that at temperature
of approximately ∼420◦C the system transforms into a (γFe, Ni) solid solution, which by
a slow cooling down can transform into an ordered Ni3Fe system (i.e. the L12 phase).
An ordered phase should show a different scattering diagram in comparison to a non-
ordered one. However, due to the point that Fe and Ni atoms have similar properties
this difference will be observed only close to the Fe and Ni absorption edges. Scattering
intensities for different permalloy reflections were calculated using Equation (4.12) taking
into account the dispersion corrections to the atomic form factor (Equation (4.18)).23 It
was found that a non-ordered, ordered or mixed24 systems cannot be distinguished at the
23The values for f0, f
′
and f
′′
were taken from [156].
24The mixed system represents a mixture of non-ordered and ordered phases with a ratio of 50%:50%.
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(111) permalloy reflection (see Figure 5.52) since this reflection is not sensitive to different
phases. However, for the (110) permalloy reflection a peak appears directly at the Fe K
and Ni K edges in case of an ordered or a mixed system (Figure 5.52). Here it should
be noticed that the calculated peak intensity is very weak and it might be not resolved
during the measurement. Therefore, to study a possible ordering an anomalous diffraction
experiment was carried out.
N
or
m
. i
nt
en
si
ty
 (a
rb
. u
ni
ts
)
Energy (eV)
6000 6500 7000 7500 8000 8500 9000
0.00
0.05
0.10
20
25
30
(111) reflection:
non-ordered system
ordered system
mixed system (50%:50%)
(110) reflection:
non-ordered system
ordered system
mixed system (50%:50%)
Figure 5.52: Theoretically calculated anomalous scattering spectra of the non-ordered, ordered
and mixed permalloy systems measured at the (111) and (110) reflections (see the denotation
in figure).
The anomalous scattering spectra were measured at ROBL beamline at the ESRF and
are shown in Figure 5.53. As predicted both Fe K (a) and Ni K (b) edge spectra measured
at the (111) reflection show no difference between the as-deposited film (black) and film
annealed at 800◦ (red). Moreover, at the Fe K (a) and Ni K (b) edge spectra measured
at the (110) reflection of the film annealed at 800◦ no peak is observed. As a result it can
be concluded that no ordered Ni3Fe phase was formed after annealing and, therefore, the
rise of the saturation polarization is due to other effects induced by annealing.
From the results obtained for the annealed samples it can be concluded that both
material crystallization, crystallite growth which is strongly induced by the material re-
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Figure 5.53: Anomalous scattering spectra of the (111) reflection measured at the Fe K (a)
and Ni K (b) edges of the as-deposited film (black) and film annealed at 800◦ (red) . Anomalous
scattering spectra of the (110) reflection measured at the Fe K (a) and Ni K (b) edges of the
film annealed at 800◦ (blue).
106
5.5. Discussion
distribution and a material texturing towards the (111) direction combined with a reducing
amount of the material which is not textured in the (111) direction can contribute to the
rise of the saturation polarization. Here the decrease of the internal strain should be also
considered.
107
5.5. Discussion
108
Chapter6
Conclusion
Due to a rising popularity of the FIB technology for nanoscale patterning of magnetic
materials it is important to understand how FIB implantation influences the structure and
magnetic properties. Moreover, possible difference in altering the material after FIB and
standard ion implantation should be identified and characterized. In the current work,
structure and magnetic properties of magnetic permalloy films after ion implantation were
studied. For the investigations 50 nm thick permalloy films were used. The permalloy
films were modified by Ga+ ion implantation varying fluences using both FIB and standard
ion implantation. Additionally a series of samples annealed in a UHV chamber were
discussed. The main focus of the current work was non-destructive structural X-ray
investigations (namely XRD and EXAFS). Also the film structure was studied using
XTEM imaging. The magnetic properties were characterized using MOKE magnetometry.
Changes in crystallite size, lattice parameter, texture and saturation polarization were
reported. Despite differences in beam current densities both implantation techniques show
similar results. Results obtained for the annealed samples differ from the results obtained
for the implanted samples: even so a significant crystallite growth was detected with
increasing temperature, the lattice parameter, the texture and the saturation polarization
demonstrate other dependencies.
6.1 Summary and main conclusions
In Chapter 5 structural and magnetic properties of the investigated samples were dis-
cussed. From the XRD measurements and the XTEM imaging it was concluded that
the as-deposited permalloy film is a nano-crystallite powder-like material with an average
crystallite size of ∼13 nm. As a next step the samples were implanted with ion fluences up
to 3.75×1016 ions/cm2 or annealed at temperatures up to 800◦C. Further the structural
and magnetic properties of the permalloy films were studied.
It was found that for both implantation techniques saturation polarization decreases
with increasing ion fluence according to the same linear law. Moreover ion implantation
induces a (111) texture, a crystallite growth with an expanding lattice parameter and
an increase of scattering volume. An increasing amount of the material that is not tex-
tured in the (111) direction was detected. Furthermore, from the XTEM images it was
concluded that the crystallites grow through the entire permalloy film and also in lateral
directions at high implantation fluences. Due to the ion bombardment such effects as an
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increase of surface roughness due to preferential sputtering and an increase of the interface
roughness due to ion driven intermixing were observed. Also a strong material loss was
detected. Both types of implantation result in a decrease of the saturation polarization
with increasing ion fluence.
Investigations of the annealed samples showed similar results, however, several signifi-
cant differences were observed. As for the ion implantation, annealing induces a crystallite
growth with an increasing scattering volume. However, this effect is much stronger for the
annealed samples. Also annealing induces a (111) texture, and the amount of the material
which is not textured in the (111) direction is decreasing with increasing temperature.
It was demonstrated that the crystallites grow both in vertical and lateral directions.
The surface roughness significantly increases at temperatures ≥500◦C. Both effects are
attributed to a material redistribution caused by a de-wetting effect which takes place at
high annealing temperatures. The lattice parameter shows a non-monotone behavior (it
decreases at low annealing temperature (≤500◦C) and rises at higher ones) and is much
smaller than for the implanted samples. At temperature ≥350◦C the permalloy films
reach their strain-free state (i.e. no variation of the lattice parameter was detected any-
more). At low temperatures (≤500◦C) the saturation polarization remains unchanged,
while at higher temperature it starts to increase. An increase by 15% of the saturation
polarization for the sample annealed at 800◦C was observed.
From the EXAFS measurements precise near-order structural information was ob-
tained. Due to the difficulties of identifying the neighboring atoms, since both Ni, Fe
and Ga atoms have similar scattering properties and atom sizes, the EXAFS analysis was
used for the local lattice parameter determination. The main advantage of the EXAFS
analysis in comparison to an XRD method is that the lattice parameter defined from the
EXAFS measurement corresponds to the unit cell where the atom of interest is embedded.
From the obtained results was concluded that Ga atoms are embedded in the unit cell
with an fcc symmetry and with a slightly increased lattice parameter in comparison to the
as-deposited film. Moreover, a slightly increasing disorder of the Ga atom environment
with increasing ion fluence was found. For the cells with Ni atom environment an increase
of the lattice parameter analogous to the one obtained from the XRD measurements was
obtained. For the annealed samples no change of the lattice parameter from the EXAFS
spectra was derived. However, a reducing disorder around Ni atoms with increasing tem-
perature was observed. This result is consistent with the point that the film reaches its
strain-free state at high annealing temperatures.
From the obtained structural changes and changes of magnetic properties of the im-
planted samples several main conclusions can be done: first, there is no difference in the
way both implantation techniques influence structural and magnetic properties, and, sec-
ond, the reduction of the saturation polarization after ion implantation can be attributed
mainly to a simple presence of non-magnetic Ga atoms.
For the annealed samples the rise of the saturation polarization at high annealing
temperature cannot be explained by a change of only one parameter. Here it is important
to mention that the permalloy system during the temperature cycle can be transformed
into an ordered L12 phase (in this case permalloy is described by an ordered FeNi3 com-
pound). To detect this phase an anomalous scattering experiment was carried out. It was
found that no ordered phase is formed at high annealing temperatures. Therefore, the
rise of the saturation polarization at high annealing temperatures can be attributed to a
material redistribution that strongly enhances the material crystallization and crystallite
110
6.1. Summary and main conclusions
growth and to a transformation of the powder-like material to an almost (111) textured
thin film.
In the current research the permalloy films were modified by Ga+ ion implantation. Such
a choice of ions for implantation was predefined by the commercial FIB used in the work.
It was demonstrated that mainly the simple incorporation of non-magnetic Ga atoms in
the film during ion implantation leads to the degradation of the magnetic properties. In
general during nanostructuring it is preferred to avoid modifications of magnetic prop-
erties. For this purpose other types of ions which do not strongly alter the magnetic
properties by their nature itself can be used. For example Fassbender et al. have used
Co+ ions instead of Ga+ ions to avoid chemical effects due to ion implantation [158].
It the introduction it was mentioned that the FIB technique is often used for the
preparation of the TEM specimens of nanostructured samples. As it was shown in the
current work FIB Ga+ ion implantation strongly influences the structural properties.
Therefore, the obtained TEM specimens should be carefully analyzed taking into account
additional modifications due to Ga+ ions.
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AppendixA
Equivalence of the Laue’s and Bragg
formulation
It can be easily demonstrated that the Bragg’s law is exactly equivalent to the Laue
condition [79]. On the left hand side of Figure A.1 construction which is used for derivation
of the Bragg’s law is shown (construction is made for a two-dimensional square lattice).
k’k
d θ θ
k’
k
θ
θ
(0,0)
(0,1) (1,1)
(1,0)
2π/d
Bragg
λ=2dsinθ
Laue
Q=G
Real Reciprocal
Figure A.1: Equivalence of the Bragg’s Law and Laue condition for a 2D case.
The Bragg’s law in the real space can be written as:
λ = 2d sin θ (A.1)
and in the reciprocal space the Laue condition requires that Q = G [80]. The reciprocal
lattice in the chosen case is also square with a lattice spacing of 2pi/d (Figure A.1, right
hand side). From the geometry follows that, since |k|=|k′|, |Q| = 2k sin θ. Thus 2pi/d =
2k sin θ, which can be easily rearranged into Equation (A.1) [79].
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Calculation of the temperature rise in the
permalloy film induced by ion implantation
It is well known that under temperature permalloy material changes its both structural
and magnetic properties. Therefore, it is important to know the rise of the local temper-
ature in the sample during ion implantation.
The temperature at the radial distance r calculated using Equation (2.31) is demon-
strated in Figure B.1. The energy deposited in the film (dE/dx) was calculated using
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Figure B.1: Increase of the temperature (in K) at the radial distance r as a function of time
for one impact.
SRIM package [60] and is 266 eV/A˚. The specific heat capacity (c) and the thermal
conductivity (λ) were taken 430 J/kg·K and 46.4 W/K·m, correspondingly [159].1 The
calculation shows that the heat in the sample is dissipating within ∼1 ns. The maximum
increase of the temperature calculated for the system used in the current work was 129 K.
The main disadvantage of this formula is that it doesn’t take into account the beam
current density and, therefore, for different implantation techniques the same result is
obtained. The other formula used for the calculation of the temperature rise in the
permalloy film during ion implantation is derived from a simple assumption of equivalence
of the thermal energy flow and total input power [21]. The corresponding calculation is
demonstrated in Figure B.2. For the calculation the beam current densities were taken
7.53 A/cm2 and 0.42 µA/cm2 for FIB and standard ion implanter, correspondingly. In
1Both these parameters are temperature dependent, but here for the estimation values at room tem-
perature are used.
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the figure it can be seen that the temperature rises by ∼0.15 K at a radius ρ=6.5 nm
(the beam radius of FIB) and by ∼0.004 K at a radius ρ=5 mm (the beam radius of
standard ion implanter) for the samples implanted with FIB and standard ion implanter,
correspondingly. Both calculations show small temperature values which are much below
the temperature needed for inducing structural changes in the permalloy film. However,
both used formulas do not fully describe both implantation techniques. For example,
a simple thermodynamical approximation in which the whole ion energy is transformed
into the heat2 of a cylinder of 13 nm diameter (the beam diameter of FIB) and 10 nm
height shows a rise of temperature by 433 K.3 In case when the whole ion energy is
transformed into the heat of a cylinder of 5 mm diameter (the beam diameter of standard
ion implanter) and 10 nm height shows no rise of temperature.
All the three discussed models do not fully describe both implantation techniques used
in the current work. However, a tendency to an increase of the local temperature in the
film during FIB implantation was calculated.
2Q = E = cv∆T , where cv = 25.8857 J/mol·K.
3This calculation is valid for an ideal gas only and is used here only for a rough estimation. The values
obtained from this calculation are not considered in the current work.
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Pole figures
In Figure C.1 XRD pole figures measured around the (111) permalloy reflection of the
as-deposited film (a), film implanted with 3.75×1016 ions/cm2 (b) and film annealed at
700◦C (c) are demonstrated. On the pole figures of the as-deposited film (Figure C.1(a))
and film annealed at 700◦C (Figure C.1(c)) additional weak rings at chi values around 65◦
can be distinguished. These rings correspond to the reflection accompanying the (111)
reflection (i.e. to the reflection which corresponds to the unit cells with out-of-plane
(111) orientation). Moreover, it can be clearly seen that the annealed sample has a much
stronger (111) peak in comparison to the as-deposited film.
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Figure C.1: XRD pole figures measured around the (111) permalloy reflection of the as-
deposited film (a), film implanted with 3.75×1016 ions/cm2 (b) and film annealed at 700◦ (c).
More complex results are obtained for the implanted film. In addition to a weak ring
at chi values around 60◦ two additional rings at chi values around 17◦ and 35◦ can be
distinguished (Figure C.1(b)).1 Both these rings correspond to crystallites with in-plane
(111) orientation.
From the measured pole figures it follows that all the samples have a (111) texture.
However, for the implanted sample crystallites with in-plane (111) orientation were found.
1The two intensive peaks at chi=45◦ correspond to the Si substrate.
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