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50. INTRODUCTION 
LET M be a compact differentiable manifold without boundary. A Riemannian structure 
on M is called Jut if all sectional curvatures vanish at each point; then M is called aput 
manifold. A diffeomorphism f: M + M is called an Anosov diffeomorphism if for some 
(and hence any) Riemannian metric on M there exist constants c > 0, A < 1 such that at 
any point m of M the tangent space TM, decomposes as the direct sum of a contracting 
part and an expanding part; more precisely TM,,, = E” 0 E”, where IITf’vll I cArllull for all 
v E E” and all integers r > 0 and j[Tf -‘wII I cRII wII for all w E E” and all integers r > 0 (the 
letters s and u stand, as usual, for stable and unstable; they are also used for the dimensions 
of the spaces involved). 
Example. If we write T2 = R2/Z2 for the flat torus, then the automorphism of R2 given 
by the matrix 
1 1 
( 1 
1 2 induces an Anosov diffeomorphism on T2. On the Klein bottle, 
however, it is impossible to construct an Anosov diffeomorphism. 
This raises the obvious question: On which manifolds can we construct Anosov 
diffeomorphisms? cf. Smale 17, p. 7601. Smale gives examples of Anosov diffeomorphisms 
on nilmanifolds (p. 761). Shub [6] gives examples on a four-dimensional flat manifold which 
is not a torus, and on a six-dimensional infranil manifold. 
We give below a complete algebraic characterization of those flat manifolds which 
support Anosov diffeomorphisms (see Theorem 6.1). Each flat manifold comes prepacked 
with its own finite group F (the linear holonomy group) and a representation T of this 
group into GL(n, Z), where n is the dimension of the manifold. 
In Sections l-3 we find necessary and also sufficient conditions for M to support an 
Anosov diffeomorphism, and show that these depend only on the representation T. 
In Sections 4-6 we examine these conditions, as a problem in abstract representation 
theory and arrive at the surprising conclusion that the conditions are equivalent. They 
depend on the manner in which T decomposes as we enlarge the coefficient domain first 
from Z to Q, and then to R. 
What we do is this: first we decompose T over Q. If any pieces occur more than once 
in the decomposition we ignore them. We now take those pieces which occur precisely 
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once and attempt to decompose them over R. If we are successful every time, the manifold 
will support an Anosov diffeomorphism, but if any of them is irreducible over R, then the 
manifold will not support an Anosov diffeomorphism. 
In Sections 7-9 we apply our results to specific problems and generate lots of examples. 
I should like to take this opportunity to extend my thanks to the many people who 
gave me help and encouragement, especially to my supervisors David Epstein and Mike 
Shub, who have shown more patience with me than I deserve. I should also like to thank 
the management of I.H.E.S. for their wonderful hospitality during Easter 1970, when a 
significant portion of this work was accomplished. 
01. FIRST REDUCTION 
Since this section follows Epstein-Shub [4] closely, we shall use their notation without 
further explanation. 
Let M” be the flat n-dimensional manifold associated with the exact sequence 0 --+ A -+ 
I + F+ 0. Since A E R”, and A is normal in I, the left-action of F on A induced by con- 
jugation by IY on A gives us a representation of F, T : F + GL(n, Z). Write @ = im T. 
Let /I be an affine automorphism of R”, and write b = B + b where B is a linear map, 
b an n-vector, and the equation means /Ix = Bx + b for all x E R”. /3 projects to an auto- 
morphism of M if the map y c-t firP_‘, y E I maps I onto itself. Since A is normal in I, 
PAP-’ = A, which is true if and only if B E GL(n, Z). Then we must have that BCB-’ E @ 
for each CEO, or B@B-’ =cD. 
From now on we shall suppose that /3 does project to an automorphism of M, which 
we shall also call fi. This automorphism will be an Anosov diffeomorphism of A4 if the 
eigenvalues of B are all different from one in absolute value. An Anosov diffeomorphism 
obtained in this way will be called an Anosov automorphism of M. If fi satisfies the weaker 
condition that none of the eigenvalues of B are roots of unity, we shall call /I an ergodic 
automorphism of M. (cf. Arnold and Avez [l].) 
THEOREM 1 .I. A flat compact connected Riemannian mantfold M” of dimension n 
associated with the exact sequence 0 -+ A --f r + F -+ 0 and the representation T : F -+ GL(n, Z) 
supports an Anosov automorphism p if and only tf there exists H E GL(n, Z) with no eigen- 
values of absolute value one which commutes with all elements of @ = im T. 
Note. We are not saying that H = B. 
THEOREM 1.2. If M is as in the previous theorem then M supports an ergodic auto- 
morphism p’ tf and only tf there exists H’ E GL(n, Z) with no eigenvalues which are roots of 
unity which commutes with all elements of @ = im T. 
We shall give a proof of Theorem 1.1; the proof of Theorem 1.2 is similar. 
Proof Let us first assume that such a matrix exists, and construct an Anosov auto- 
morphism. 
First a technical lemma. 
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Notation. By g&r, R) we shall mean the IE x n matrices with coefficients in a commu- 
tative ring R . 
By GL(n, R) we shall mean that subset of gl(n, R) of matrices whose inverses are also 
in g&z, R). 
LEMMA 1.3. Zf 
Hk - I E gZ(n, 1Z). 
Proof. There is 
HEGL(n,Z) and IEZ then ElkEZ+*=(kEZ:k>O} such that 
a natural map q : GL(n, Z) -+ GL(n, Z,) which latter is a finite group. 
So 3kEZ+* such that (qH)k = id. 
COROLLARY 1.4. Zf H is a matrix of the above type, then Hk is also of the above type 
for each integer k 2 1, and 3 integer k such that all entries of Hk - Z are divisible by 1 F( . 
From now on k will be an integer with the above property. 
We now copy the proof in Epstein-Shub [4] with L = HkjA, and use the fact that 
(Hk - Z)/lFI is th e matrix of a I-module endomorph&m of A, since Hk and I are, and it 
has integer entries by definition of k. So Hk - I is 1 Fj times something. 
To prove the converse, we consider the matrix B associated with the given Anosov 
automorphism /?. This will satisfy all the requirements for H except possibly that it may 
not commute with all the elements of CD. We have, however, BCDB-’ = @ and so the action 
of B merely permutes the elements of a. But @ is finite, and so there is an integer r > 0 
such that B’ induces the identity permutation on @. Then we can take H = B’. 
92. APPLICATIONS 
It is possible already at this stage to state some tangible consequences of our results. 
An easy consequence of Theorem 1.1 is the following. 
PROPOSITION 2.1. If M is the flat manifold associated with the exact sequence 0 -+ A -+ 
r -+ F-t 0 and M’ is the manifold which covers M and is associated with the exact sequence 
0 + A + r’ + F’ --+ 0, where F’ is a subgroup of F, and ifM supports an Anosov automorphism, 
then so does M’. 
THEOREM 2.2. If M is aflat manifold of dimension n with linear holonomy group F, then 
there is a flat manifold M’ of dimension 2n with linear holonomy group F which supports an 
Anosov automorphism. 
ProoJ Let A(F x F) be the diagonal subgroup of F x F and let M’ = T” x T’/A(F x F) 
with the obvious action. Then M’ supports an Anosov automorphism. For T: 
A(F x F) -+ GL(2n, Z) maps g x g + 
(T?) 4)) 
so T’ is just T @ T. This commutes 
which is of the correct form to apply Theorem 1 .l. 
COROLLARY 2.3. AnyJinite group F is the linear holonomy group of a fiat manifold which 
supports an Anosov automorphism. 
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Proof. This follows directly from Theorem 2.2 and a theorem of Auslander and 
Kuranishi [2] that any finite group F is the linear holonomy group of a flat manifold. 
COROLLARY 2.4. For each prime p there is a flat manifold of dimension 2p and linear 
holonomy group 2, which supports an Anosov automorphism. 
Proof. From Theorem 2.2 and a theorem of Charlap [3]. 
$3. SECOND REDUCTION 
THEOREM 3.1. If M is a flat manifold, then a necessary condition for M to support an 
Anosov diffeomorphism is that it supports an ergodic automorphism, a sufficient condition 
is that it support an Anosov automorphism. 
Proof. Let 4 : M --t M be an Anosov diffeomorphism of M. Then & : z,M + x,M is 
an isomorphism. But n,M = r, and A is maximal abelian normal in F with finite index. So 
&A = A (see Wolf [8, 3.2.91). Hence we can lift 4 to I$ : T” --) T” and consider the induced 
map on homology 4, : H,(T”) -+ H,(T”). But H,(T”) g Z”; so $* may be represented by 
an element S of GL(n,Z). Now S defines an ergodic automorphism of T”, cf. Franks [5]. 
Since 4 arises from a diffeomorphism of M, $F$-’ = F and so, since F is finite, some 
power of S commutes with each element in im T. Then by Theorem 1.2, M supports an 
ergodic automorphism. 
The second part of the theorem is trivial. 
$4. THIRD REDUCTION 
The third reduction involves finding a criterion for the existence of the matrix H given 
by Theorem 1 .l in terms of the Q-irreducible components of the representation T : F -+ 
GL(n, Z). We find that the only components that matter are those which occur with multi- 
plicity one. 
THEOREM 4.1. M supports an Anosov automorphism if and only if each Q-irreducible 
component of T of multiplicity one has commuting with it an element K E GL(m, Z) (m = di- 
mension of component) with no eigenvalues of absolute value one. 
THEOREM 4.2. M supports an ergodic automorphism if and only if each Q-irreducible 
component of T of multiplicity one has commuting with it an element K’ E GL(m, Z) with no 
eigenvalue a root of unity. 
LEMMA 4.3. The existence of such a K[K’] is equivalent to the existence of K1 [K,‘] 
E GL(m, Q) whose characteristic polynomial has integer coefficients, unit constant term and no 
zeros of absolute value one [a root of unity]. 
Proof. We shall prove the Anosov case-the ergodic case is almost identical. 
If K exists, it will do for K1. 
If K1 exists, its rational canonical form R E GL(m, Z). R = P-‘K,P for some P E 
GL(m, Q). Let h be the product of the denominators of the elements in P and P-l. Then by 
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Lemma 1.3 there is an integer k 2 1 such that h divides all the entries of Rk - Z. Then 
Klk E GL(m, Z) will do for K. 
Proof of Theorem 4.1. (The proof of Theorem 4.2 is similar.) 
Let us first suppose that M supports an Anosov automorphism, so that Theorem 1.1 
guarantees the existence of the matrix H. We now change the basis of Q” so that T splits 
up as Tl @ - . * @ Tk with Ti Q-irreducible for each i and with equivalent Ti identical and 
adjacent. Then if some Ti occurs with multiplicity one, then the new matrix H’ = P-‘HP, 
where P is the matrix of the new basis, will have a single block corresponding to this Ti and 
commuting with it. The characteristic polynomial of this block will divide the characteristic 
polynomial of H, so this block will do for Kl in Lemma 4.3. 
Now let us suppose that we have the various matrices K. We construct he matrix H’. 
If some Ti has multiplicity one, put the corresponding K in its appropriate place on the 
diagonal. If some Ti has multiplicity two, put 
Z I 
( 1 
Z 2z in the appropriate place. If some T 
z z I 
has multiplicity three, put 
( 1 
Z 2Z 21 in the appropriate place. If some Ti has even higher 
z 21 31 
multiplicity, we can use a suitable combination of these. Then H’ E GL(n, Z), commutes 
with T referred to the basis P and has no eigenvalues of absolute value one. To show this 
last fact, we need only check that the polynomials x2 - 3x + 1 and x3 - 6x2 + 5x - 1 have 
no zeros of absolute value one. The roots of the first are (3 + J5)/2 and the sum of the 
coefficients of the second is odd which is sufficient on account of the entertaining: 
LEMMA 4.4. A cubic polynomial, manic, with integer coeficients and unit constant term 
has no zeros of absolute value one unless 1 or - 1 is itself a zero. 
Then if we write H” = PH’P-1 then, as in the proof of Lemma 4.3, some power of H” 
will do for H and will guarantee the existence of an Anosov automorphism on M. 
$5. FOURTH REDUCTION 
THEOREM 5.1. Zf T : F -+ GL(n, Q) is irreducible over Q, then the following are equivalent :
(i) there is in CL (n, Z) a matrix which commutes with im T and has no eigenvalues of 
absolute value one; 
(ii) there is in GL(n, Z) a matrix which commutes with im T and hasno eigenvalues which 
are roots of unity; 
(iii) T is reducible over R. 
ProoJ (i) * (ii) is trivial. 
(ii) => (iii) Suppose that T is irreducible over R. We distinguish 3 cases. 
Case 1. T is absolutely irreducible. Then, by Schur’s lemma, the only matrices com- 
muting with it are scalar matrices. But det (AZ,) = k which is _+ 1 only ifl is a root of unity, 
and since A is an eigenvalue of AZ,, we cannot allow this. 
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Case 2. T decomposes over C with Schur index one. If K is a minimal splitting field 
for T, then K is a complex quadratic extension of Q. Choosing a suitable basis for K”, the 
T1 0 matrix of Twill be o 
r ) 
T and, as the Schur index is one, Tl + Tl. By Schur’s lemma, 
1 AZ 0 
the only commuting matrices which come from GL(n, Q) are of the form o 
( 1 
Xr , with 
~EK. But 1J.1 = 1x1, and if the characteristic polynomial is in Z[x] with unit constant 
term then 1 2x1 = 1; so A is on the unit circle. But A E K, a complex quadratic extension 
of Q, and so, by Dirichlet’s unit theorem, ;I is a root of unity, but since it is an eigenvalue 
of the matrix, this is not permitted. 
Case 3. T decomposes over C with Schur index two. Then if K is a minimal splitting 
field for T, then once again K is a complex quadratic extension of Q. Choosing a suitable 
G 0 basis for K”, the matrix of Twill be o 
i 1 
T , with Tl absolutely irreducible and Tl N Tl. 
Choose J E GL(n/2, K) such that JT, = Tl;. Then since JJ commutes with T,, JJ = KI 
with K E Q = Kn R. If K > 0 then 
0 J 
( ) 
J o , whose square is KZ has real eigenvalues and 
commutes with T which is irreducible over R. As it is not a multiple of the identity, this 
contradicts Schur’s lemma, and so K < 0. Now, by Schur’s lemma again, every matrix 
which commutes with T and comes from GL(n, Q) must be of the form 
az VJ 
( 1 
vJ x1 . Note 
that the determinant of this matrix is (1.X - rcvl;) “I’. If its characteristic equation is in Z[x] 
with unit constant erm then AX - KY? = 1 (it cannot be - 1 as it is positive). Then (Al 5 1, 
so 11 + 2 I I 2. The characteristic polynomial is (x’ - (A + J)x + l)““, and, since the zeros 
ofx2-2x+1,~2-x+l,~2+l,~2+~+l,andx2+2x+lareallrootsofunity,a 
suitable matrix is not available. 
(iii) a(i). If T is reducible over R, let K be a minimal splitting field whose intersection 
with R is non-trivial. We may assume that K is a subfield of Q(5), where [ is a primitive ) FJ th 
root of unity, and so T(K/Q) is abelian. K is not a complex quadratic extension of Q, and 
so, by Dirichlet’s unit theorem, there are in K algebraic units none of whose conjugates 
(in the Galois sense) are on the unit circle. 
Let J. be such a unit and let {ci}i be the Galois group r(K/Q). Then {n”‘>i are the con- 
jugates of 1. Write li for I”‘. If now we choose a basis for K” so that T decomposes as the 
direct sum of Ti , where Ti = T1”’ then the block matrix with li I in the diagonal blocks and 
zero elsewhere will commute with the image of T, it will come from GL(n, Q), its charac- 
teristic polynomial will be in Z[x] and will have a unit for its constant erm, and none of 
its eigenvalues will be on the unit circle. It will thus satisfy the conditions of Lemma 4.3. 
6. FINAL THEOREM 
THEOREM 6.1. Let M be a flat manifold associated with the exact sequence 0 --) A --+ r --+ 
F + 0 and the representation T: F -+ GL(n, Z). Then the following conditions on M are 
equivalent : 
(i) M supports an Anosov difSeomorphism. 
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(ii) M supports an ergodic automorphism. 
(iii) Each Q-irreducible component of T which occurs with multiplicity one is reducible 
over R. 
(iv) A4 supports an Anosov automorphism. 
Proof. (i) 3 (ii) see Theorem 3.1. 
(ii) => (iii) a direct consequence of Theorems 4.2 and 5.1. 
(iii) =z- (iv) a direct consequence of Theorems 4.1 and 5.1. 
(iv) = (i) trivial (see also Theorem 3.1). 
Note. Although we have proved here that every flat manifold which supports an 
Anosov diffeomorphism also supports an Anosov automorphism, there is not, as far as I 
know, any way of obtaining one directly from the other. It has been conjectured that iff 
is an Anosov diffeomorphism on a torus, then the induced map on homology is hyperbolic, 
but I have not heard of a proof. In order to construct a counterexample, it would be neces- 
sary to go into at least four dimensions, and attempt to construct an Anosov diffeomorphism 
-1 
whose induced map on homology was given by the matrix 
1.: 3 
i* 1 
1 . _3 whose char- 
. . 1 3 
acteristic polynomial, x4 - 3x3 + 3x2 - 3x + 1, has two roots, not roots of unity, on the 
unit circle. 
37. CYCLIC LINEAR HOLONOMY GROUP 
Let us examine in greater detail the case where the linear holonomy group F is cyclic. 
The representation T: F+ GL(n, Z) is completely determined once we specify the image 
of a generator of F; let us call this matrix N. The matrix N is similar to an orthogonal 
matrix, and is therefore diagonalizable over C; the decomposition of T depends only on 
the eigenvalues of N, corresponding, in fact, to the decomposition of N over the appro- 
priate field. Thus the decomposition over Q will be indicated by grouping each eigenvalue 0 
of N with its conjugates under the action of I(Q(@/Q). Since F is finite, each 0 must be a 
primitive mth root of unity, for some m E Z+, and its conjugates will be the other primitive 
mth roots of unity. A Q-irreducible subrepresentation having multiplicity one corresponds 
to the appropriate root of unity being a simple eigenvalue of N, and irreducibility of this 
representation over R corresponds to the root of unity being in Q or a complex quadratic 
extension of Q. So the condition given in Theorem 6.1 gives us the following: 
THEOREM 7.1. If A4 is a j7at mantfold whose linear holonomyj group F is cyclic and 
T : F--t GL(n, Z) is the natural representation, and if N = T(g) where g is a generator of F, 
then M supports an Anosov dtxeomorphism tf and only if N has none of the following numbers 
as simple eigenvalues: 1, - 1, i, -i, o, co2, -CO, -CO’ (where w3 = 1). 
$8. DIMENSION LESS THAN 6 
Theorem 7.1 gives us an easy check on the known results about the existence of Anosov 
diffeomorphisms on flat manifolds of low dimension. If n = 1 the condition of the theorem 
is trivially not satisfied, and S’ therefore does not support an Anosov diffeomorphism. 
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If H = 2 the matrix N must have 1 occurring as an eigenvalue at least once, since the 
action of F on TZ is fixed-point free, and so twice, and N is the identity matrix. Thus no 
nontrivial cyclic groups are possible, and so no others either by Proposition 2.1. So the 
torus T2 is the only 2-dimensional f at manifold which supports an Anosov diffeomorphism. 
In particular, the Klein bottle does not. 
If II = 3 the identity is still the only permissible matrix, and of the 10 three-dimensional 
flat compact 3-manifolds listed in Wolf [8, p. 1221 only the torus will support an Anosov 
diffeomorphism. 
If IZ = 4 we must still have l’s as eigenvalues of N, but it is now possible to have two 
- l’s also. F = Z, is thus a possibility. No other cyclic group is possible. Any other F would 
have to have all its elements of period 2 and would therefore be abelian. The matrices of 
the representation could then be simultaneously diagonalized and would each then have 
two l’s and two - l’s (or four l’s) on the diagonal, and since (1, 1, - 1, - 1) with 
(1, - 1, 1, - 1) would give four distinct subrepresentations and (1, I, - 1, - 1) with 
(- 1, - 1, 1, 1) would necessitate having (- 1, - 1, - 1, - l), as well, no groups larger 
1. . . 
than Z, are possible. Although the group N must be similar to ’ 
1 
i :j 
-i 
there is 
. . 
. . -i 
in fact more than one possibility. The respective quotients of T4 by the actions of the 
atTine transformations 
(; ; -i _;)+ (;)and (; j -i _;I+(;) 
are not homeomorphic as the first has first homology group H,(M; Z) = Z x Z x Z, x Z, 
whereas the second has H,(M’; Z) = Z x Z x Z2 (cf. Wolf [8, p. 1221). The first of these 
was the example given by Shub [6]. 
If n = 5, similar reasoning gives us three possibilities. In addition to T’, we may have 
T5/Z,, where the generator of Zz is represented by a matrix N which has either three l’s 
and two - l’s or two l’s and three - 1’s. Again there is more than one possibility for M in 
each case. It should be noted that any manifold arising in the latter case will be non- 
orientable. 
$9. DIMENSION 6 
When the dimension reaches six, there arises suddenly a great wealth of examples. To 
classify them all would be a very long task-1 shall give a representative sample. Notice 
first that Theorem 2.2 taken in conjunction with $3.5 of Wolf [8] gives already ten examples, 
all orientable. Of special interest is the one obtained from Wolf’s 9, as it is the first known 
example of a flat manifold with first Betti number zero which supports an Anosov diffeo- 
morphism. 
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A non-orientable example is formed by taking N with three I’s and three -1’s for 
eigenvalues. 
If F is cyclic its order must be 2, 3, 4, 5, 6, 8, 10 or 12. The appropriate generators for 
5, 8, 10 and 12 are 
il . . . . . 
respectively. 
The only non-abelian example in dimension 6 which I have been able to find is LS~, gener- 
1 
-1 
1 
1 
and 
-1 . . . . . 
-1 . . . 
. -1 . 
. . . -1 : : 
. . . -1 . 
. . . . 1 
Here again, the first Betti number, which is easily computed as the dimension of the inter- 
section of the eigenspaces corresponding to eigenvalue 1, is zero. 
Note. The above remark gives a proof of the curious: 
PROPOSITION 9.1. No jlat manifold with first Betti mmzber one supports an Anosov 
d@eomorphism. 
For the one-dimensional subspace would give rise to a one-dimensional sub-repre- 
sentation of multiplicity one defined over Q. 
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