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Abstract
Based on the notion of information bottleneck
(IB), we formulate a quantization problem called
“IB quantization”. We show that IB quantization
is equivalent to learning based on the IB principle.
Under this equivalence, the standard neural net-
work models can be viewed as scalar (single sam-
ple) IB quantizers. It is known, from conventional
rate-distortion theory, that scalar quantizers are
inferior to vector (multi-sample) quantizers. Such
a deficiency then inspires us to develop a novel
learning framework, AgrLearn, that corresponds
to vector IB quantizers for learning with neural
networks. Unlike standard networks, AgrLearn
simultaneously optimizes against multiple data
samples. We experimentally verify that AgrLearn
can result in significant improvements when ap-
plied to several current deep learning architectures
for image recognition and text classification. We
also empirically show that AgrLearn can reduce
up to 80% of the training samples needed for
ResNet training.
1. Introduction
The revival of neural networks in the paradigm of deep
learning (LeCun et al., 2015) has stimulated intense interest
in understanding the working of deep neural networks (e.g.
(Shwartz-Ziv & Tishby, 2017; Zhang et al., 2017a)). Among
various research efforts, an information-theoretic approach,
information bottleneck (IB) (Tishby et al., 1999), stands out
as a promising and fundamental tool to theorize the learning
of deep neural networks (Shwartz-Ziv & Tishby, 2017; Saxe
et al., 2018; Dai et al., 2018; Belghazi et al., 2018).
This paper builds upon some previous works on IB (Navot
& Tishby, 2003; Shamir et al., 2010; Tishby et al., 1999).
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Figure 1: The relationship between IB quantization, IB
learning, standard neural networks and the proposed Agr-
Learn framework.
Under the IB principle, the objective of learning is to find a
representation, or bottleneck, T of an example X so that the
mutual information betweenX and T is minimized whereas
the mutual information between T and the class label Y is
maximized. This results in a constrained optimization prob-
lem, which we refer to as the IB learning problem. In this
paper, we introduce an unconventional quantization prob-
lem, which we refer to as IB quantization. We prove that the
objective of IB quantization, namely, designing quantizers
that achieve the rate-distortion function, is equivalent to the
objective of IB learning, thereby establishing an equivalence
between the two problems.
Under this equivalence, one can regard the current neural
network models as “scalar IB quantizers”. In the literature
of quantization and rate-distortion theory (Shannon, 1959),
it is well known that scalar quantizers are in general inferior
to vector quantizers. This motivates us to adopt a vector
quantization approach to learning with deep neural networks.
The main proposal of this paper is a simple framework
for neural network modeling, which we call Aggregated
Learning (AgrLearn).
Briefly, in AgrLearn, a neural network classification model
is structured to simultaneously classify n objects (Figure 2).
This resembles a standard vector quantizer, which simulta-
neously quantizes multiple signals. In the training of the
AgrLearn model, n random training objects are aggregated
to a single amalgamated object and passed to the model.
When using the trained model for prediction, the input to
the model is also an aggregation of n objects, which can be
all different or replicas of the object.
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We conduct extensive experiments applying AgrLearn to the
current art of deep learning architectures for image and text
classification. Experimental results suggest that AgrLearn
brings significant gain in classification accuracy.
In practice, AgrLearn can be easily integrated into exist-
ing neural network architectures with just addition of a few
lines of code. Furthermore our experiments suggest that
AgrLearn can dramatically reduce the required training ex-
amples (e.g., by 80% on Cifar10). This can be particularly
advantageous for real-world learning problem with scarce
labeled data.
Our main contributions can be summarized as follows.
• We formulate the IB quantization problem and prove
that it is equivalent to learning under the IB principle.
• Under this equivalence, standard neural network mod-
els can be regarded as scalar IB quantizers. Recogniz-
ing theoretical inferiority of scalar quantizers to vector
quantizers, we devise a novel neural-network learning
framework, AgrLearn, that is equivalent to vector IB
quantizers.
• We empirically demonstrate that AgrLearn, when plug
into a model with virtually no programming or tuning
effort, can significantly improve the classification accu-
racy of recent deep models in both image recognition
and text classification.
• We experimentally show that AgrLearn can dramat-
ically reduce the amount of training data needed for
network learning.
2. The Aggregated Learning Framework
2.1. Information Bottleneck Learning
Throughout the paper, a random variable will be denoted
by a capitalized letter, e.g., X , and a value it may take is
denoted by its lower-case version, e.g., x. The distribution of
a random variable is denoted by pwith a subscript indicating
the random variable, e.g., pX .
We consider a generic classification setting. We use X to de-
note the space of objects to be classified, where an object X
is distributed according to an unknown distribution pX onX .
Let Y denote the space of class labels. There is an unknown
function F : X → Y which assigns an object X a class
label Y := F (X). Let DX := {x1, x2, . . . , xN} be a given
set of training examples, drawn i.i.d. from pX . The objec-
tive of learning in this setting is to find an approximation of
F based on the training set D := {(xi, F (xi) : xi ∈ DX }.
In the information bottleneck (IB) formulation (Tishby et al.,
1999) of such a learning problem, one is interested in learn-
ing a representation T of X in another space T . We will
refer to T as a bottleneck representation. When using a
neural network model for classification, in this paper, we
regard T as the vector computed at the final hidden layer
of the network before it is passed to a standard soft-max
layer to generate the predictive distribution over Y . We will
denote by h the function implemented by the network that
computes T from the X , namely, h corresponds to the part
of the network from input all the way to the final hidden
layer and T = h(X).
The IB method insists on the following two principles.
I. The mutual information I(X;T ) should be as small as
possible.
II. The mutual information I(Y ;T ) should be as large as
possible.
Principle I insists that h squeezes out the maximum amount
of information contained in X so that the information irrel-
evant to Y is removed when constructing T . Principle II
insists that T contains the maximum amount of information
about Y so that all the information relevant to classification
is maintained. Intuitively, the first principle forces the model
not to over-fit due to the irrelevant features of X , whereas
the second aims at maximizing the classification accuracy.
In general the two principles have conflicting objectives.
A natural approach to deal with this conflict is to set up a
constrained optimization problem which implements one
principle as the objective function and the other as the con-
straint. This results in the following IB learning problem ,
where T is random variable taking values in T and forming
a Markov chain Y −X − T with (Y,X).
The IB Learning Problem
p̂T |X := arg min
pT |X :I(Y ;T )≥A
I(X;T )
for some prescribed value A (1)
and we define
RIB−learn(A) := min
pT |X :I(Y ;T )≥A
I(X;T ) (2)
Here we have assumed that the joint distribution pXY is
known. We will adopt this assumption for now and later
discuss the realistic setting in which one only has access to
the empirical observation of pXY through training data.
It is worth noting that the IB learning problem in (1) is
in fact more general than learning the bottleneck T in a
neural network. This latter problem, which we refer to as
the Neural Network IB (NN-IB) learning problem, restricts
that T depends on X deterministically:
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The NN-IB Learning Problem
ĥ := arg min
h:I(Y ;T )≥A
I(X;T ) (3)
where h ranges over the set of all functions mapping
X to T , and we define
RIB−NN(A) := min
h:I(Y ;T )≥A
I(X;T )
For any given pXY , bottleneck space T and non-negative
value A, it is apparent that
RIB−learn(A) ≤ RIB−NN(A). (4)
Furthermore, unless one delicately constructs pXY and T , in
general, inequality (4) holds strictly. This fact suggests that
the conventional neural network, which uses a deterministic
mapping to transform the input to latent representation is in
general sub-optimal for solving the IB learning problem (1).
In a recent work (Alemi et al., 2016), stochastic mappers are
introduced to neural networks and the networks are trained
by minimizing a loss defined using information bottleneck,
an optimization problem equivalent to (1). This in effect
turns problem (3) to problem (1). Since the new optimiza-
tion is intractable, the authors of (Alemi et al., 2016) propose
a variational approximation to the problem and show, even
under such an approximation, that stochastically mapping
the input X to a bottleneck T results in a performance su-
perior to using the deterministic mappings as is in standard
neural networks. This observation is consistent with the
sub-optimality of the NN-IB learning formulation (3) sug-
gested in inequality (4), although the thrust of (Alemi et al.,
2016) is not explicitly concerned with improving upon such
sub-optimality.
This paper deals with the sub-optimality of the NN-IB learn-
ing problem relative to the IB-learning problem (4) from a
different perspective. The perspective is developed by identi-
fying a quantization problem, which we call IB quantization,
associated with the IB learning problem (1).
H
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Figure 2: The Aggregated Learning (AgrLearn) framework.
The small circle denotes concatenation.
2.2. The IB Quantization Problem
We now formulate the IB quantization problem. We note
that this problem was first identified in (Navot & Tishby,
2003).
To begin, let (X1, Y1), (X2, Y2), . . . , (Xn, Yn) be drawn
i.i.d. from pXY , in which X1, X2, . . . , Xn serve as an in-
formation source. The sequence (X1, X2, . . . , Xn) is also
denoted by Xn, and likewise (Y1, Y2, . . . , Yn) by Y n.
Let the bottleneck space T be given. An (n, 2nR) IB-
quantization code is a pair (fn, gn) of functions, in which
fn : Xn → {1, 2, . . . , 2nR} maps each sequence in Xn to
an integer in {1, 2, . . . , 2nR} and gn : {1, 2, . . . , 2nR} →
T n maps an integer in {1, 2, . . . , 2nR} to a sequence in T n.
Using this code, fn encodes the sequence Xn as the inte-
ger fn(Xn), and gn “reconstructs” Xn as a representation
Tn := (T1, T2, . . . , Tn) := gn(fn(X
n)) in T n. Using the
standard nomenclature in quantization, the quantity R is
referred to as the rate of the code, and n as the length of the
code.
Define the distortion between x ∈ X and t ∈ T , with
respect to any conditional distributions qY |X and qY |T , as
dIB(x, t; qY |X , qY |T ) := KL(qY |X(·|x)||qY |T (·|t)), (5)
where KL(·||·) denotes the KL divergence.
Note that the code (fn, gn) induces a joint distribution over
the Markov chain Y n −Xn − Tn. Under this joint distri-
bution, the conditional distributions pYi|Xi and pYi|Ti are
well defined for each i = 1, 2, . . . , n. Then for every two
sequences xn ∈ Xn and tn ∈ T n, we define their IB distor-
tion as
dIB(x
n, tn) :=
1
n
n∑
i=1
dIB(xi, ti; pYi|Xi , pYi|Ti). (6)
Under these definitions, the IB quantization problem is to
find a code (fn, gn) having the smallest rateR subject to the
constraint EdIB(Xn, Tn) ≤ D, where E denotes expecta-
tion. More precisely, given pXY and T , a rate distortion
pair (R,D) is said to be achievable if
EdIB(X
n, Tn) ≤ D (7)
for some sequence (fn, gn) of (2nR, n) codes and n→∞.
The rate-distortion functionRIB−RD(D) is the smallest rate
R s.t. (R,D) is achievable. Note that different from the
distortion function in a conventional quantization problem,
see, e.g., (Cover & Thomas, 2006), the IB distortion dIB
in fact depends on the choice of the IB-quantization code
(fn, gn) (Navot & Tishby, 2003).
Theorem 1 Given pXY and T , the IB rate-distortion func-
tion can be written as
RIB−RD(D) = min
pT |X :EdIB(X;T )≤D
I(X;T ), (8)
where the expectation is over the Markov chain Y −X − T
specified by pXY and pT |X .
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This theorem provides a limit on the quantization rate, in
terms of the mutual information, below which no code exists
without violating the distortion requirement. The theorem
was first shown in (Navot & Tishby, 2003), where it was
assumed that |T | ≥ |X |+2. We remark that this assumption
is not necessary and provide a proof in the supplementary
material.
In the literature of quantization, a quantization code of
length 1 is referred to as a scalar quantizer whereas a quan-
tization code having length greater than 1 is called a vector
quantizer. In general, to achieve the rate-distortion limit
RIB−RD(D) in Theorem 1, scalar quantizers are insuffi-
cient. One must rely on vector quantizers to approach (or
achieve) this limit.
2.3. IB Learning as IB Quantization
The form of the rate-distortion functionRIB−RD of IB quan-
tization given in Theorem 1 resembles greatly the optimal
objective RIB−learn achieved in IB learning. In fact, simple
manipulation of the constraints of (1) and (8) gives rise to
the following theorem.
Theorem 2 RIB−learn(A) = RIB−RD(I(X;Y )−A).
This theorem suggests that solving the IB learning problem
that achieves RIB−learn(A) is equivalent to finding the opti-
mal IB-quantization code that achievesRIB−RD(I(X;Y )−
A) (noting that given pXY , I(X;Y ) is merely a given con-
stant). When viewing IB learning as IB quantization, it
is evident that the standard neural network that uses a de-
terministic mapping h : X → T is equivalent to a scalar
IB quantizer (f1, g1), where h is the composition g1 ◦ f1
of g1 and f1. The sub-optimality of scalar quantizers for
IB quantization (or equivalently the sub-optimality of the
NN-IB learning approach to IB learning) then motivates us
to move away from the standard neural network framework
and consider using vector IB quantizers. This gives rise to
the Aggregated Learning framework, which is presented
next. Before proceed, we wish to stress that the proposal
of AgrLearn is strongly justified by the above theoretical
development. To recapitulate, the relationship between IB
learning, IB quantization, standard neural networks and the
AgrLearn framework is summarized in Figure 1.
2.4. Aggregated Learning (AgrLearn)
We now present the framework of Aggregated Learning, or
AgrLearn in short, for neural networks.
Instead of taking a single object in X as input, AgrLearn
takes n objects Xn as input. Here the value n is prescribed
by the model designer and is referred to as the fold of Agr-
Learn. In fold-n AgrLearn (Figure 2), the bottleneck is
generated as Tn = H(Xn) using some function H , and
this “aggregated bottleneck” Tn is then passed to n parallel
soft-max layers. Let softmax(yi|H(xn); θi) denote the
ith softmax layer, with learnable parameter θi, which maps
the bottleneck H(xn) to the predictive distribution pYi|Xn
of label Yi. The AgrLearn model then states
pY n|Xn(yn|xn) =
n∏
i=1
pYi|Xn(yi|xn)
=
n∏
i=1
softmax(yi|H(xn); θi). (9)
To train the AgrLearn model, a number of aggregated train-
ing examples are formed (as many as one can), each by
concatenating n random objects sampled from DX with
replacement. We then minimize the cross-entropy loss over
all aggregated training examples.
We note that in an ideal world, instead of minimizing the
cross-entropy loss, one should truthfully optimize a (La-
grangian) formulation of the mutual information objective
in (1). This however requires complex computation of mu-
tual information or its approximations, making training pro-
hibitively inefficient. Thus deriving an accurate and efficient
approximation of the objective (1) for AgrLearn is of great
research interest. Nonetheless, in (Shwartz-Ziv & Tishby,
2017) Shwartz-Ziv and Tishby show that SGD over cross-
entropy loss exhibits well-behaving trajectories in the (I(X;
T); I(Y; T)) plane, suggesting that the standard cross-entropy
loss and the mutual information objectives are highly corre-
lated, at least in the context of SGD-based training. Conse-
quently, to this end we simply use the cross-entropy loss as a
proxy for the true objective in this paper. Such an approach
(namely, one using a simple metric to replace the mutual
information objective) is in fact often adopted in the practi-
cal design of quantizers in the field of data communications
(for example, the Lloyd-Max algorithm (Lloyd, 2006)).
When using the trained model for prediction, the following
“Replicated Classification” protocol is used1. Each object
X is replicated n times and concatenated to form the input.
1Two additional protocols are in fact also investigated.
Contextual Classification: For each object X , n − 1 random ex-
amples are drawn from DX and concatenated with X to form the
input; the predictive distribution for X generated by the model is
then retrieved. Repeat this process k times, and take the average of
the k predictive distribution as the label predictive distribution for
X . Batched Classification: Let DtestX denote the set of all objects
to be classified. In Batched Classification, DtestX are classified
jointly through drawing k random batches of n objects from DtestX .
The objects in the ith batch Bi are concatenated to form an input
and passed to the model. The final label predictive distribution for
each object X inDtestX is taken as the average of the predictive dis-
tributions of X output by the model for all batches Bi’s containing
X . Since we observe that all three protocols result in comparable
performances, all results reported in the paper are obtained using
the Replicated Classification protocol.
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The average of n predictive distributions generated by the
model is taken as the label predictive distribution for X .
2.5. Complication of Finite Sample Size N
The analysis above that motivates AgrLearn is based on
the assumption that pXY is known. This assumption cor-
responds to the asymptotic limit of infinite number N of
training examples. In such a limit and assuming sufficient
capacity of AgrLearn, larger aggregation fold n in theory
gives rise to better bottleneck T (in the sense of minimizing
I(X;T ) subject to the I(Y ;T ) constraint).
In practice, one however only has access to the empirical
distribution p˜XY through observing the N training exam-
ples in DX . As such, AgrLearn, in the large-n limit, can
only solve for the empirical version of the optimization prob-
lem (1), namely, finding minpT |X :I˜(Y ;T )≥A I˜(X;T ), where
I˜(X;T ) and I˜(Y ;T ) are I(X;T ) and I(Y ;T ) induced by
p˜XY and pT |X . The solution to the empirical version of
the problem in general deviates from that to the original
problem. Thus we expect, for finite N , that there is a criti-
cal value n∗ of fold n, above which AgrLearn degrades its
performance with increasing n. How to characterize n∗ re-
mains open at this time. Nonetheless it is sensible to expect
that n∗ increases with N , since larger N makes p˜XY better
approximate pXY .
With finite N , the product (p˜XY )
⊗n of the empirical dis-
tribution p˜XY is a non-smooth approximation of the true
product (pXY )
⊗n, and the “non-smoothness” increases with
n. Intuitively, instead of using (p˜XY )
⊗n to approximate
(pXY )
⊗n, using some smoother approximations may im-
prove the performance of AgrLearn. In some of our experi-
ments (those in Section 3.1.7), we incorporate the strategy
of “MixUp”(Zhang et al., 2017b) as a heuristics to smooth
(p˜XY )
⊗n in AgrLearn.
3. Experimental Studies
We evaluate AgrLearn with several widely deployed deep
network architectures for classification tasks in both image
and natural language domains. Standard benchmarking
datasets are used. Unless otherwise specified, fold number
n = 8 is used in all AgrLearn models.
All models examined are trained using mini-batched back-
prop for 400 epochs2 with exactly the same hyper-parameter
settings without dropout. Specifically, weight decay is 10−4,
and each mini-batch contains 64 aggregated training exam-
ples. The learning rate is set to 0.1 initially and decays by a
factor of 10 after 100, 150, and 250 epochs for all models.
Each reported performance value (accuracy or error rate) is
2Here an epoch refers to going over N aggregated training
examples, where N = |DX |.
the median of the performance values obtained in the final
10 epochs.
3.1. Image Recognition
Experiments are conducted on the Cifar10, Cifar100,
SVHN, and ImageNet datasets with two widely used deep
networks architectures, namely ResNet (He et al., 2016) and
WideResNet (Zagoruyko & Komodakis, 2016a).
• Cifar10: this data set has 50,000 training images,
10,000 test images, and 10 image classes.
• Cifar100: similar to Cifar10 but with 100 classes.
• SVHN: the Google street view house numbers recog-
nition data set with 73,257 digits (0-9) 32x32 color
images for training, 26,032 for testing, and 531,131 ad-
ditional, easier samples. We did not use the additional
images.
• ImageNet-2012: a large image classification
dataset (Russakovsky et al., 2014) with 1.3 million
training images, 50,000 validation images, and 1,000
classes.
We apply AgrLearn to the 18-layer Pre-activation ResNet
(“ResNet-18”) (He et al., 2016) implemented in (Liu,
2017), and the 22-layer Wide ResNet (“WideResNet-22-
10”) (Zagoruyko & Komodakis, 2016a) as implemented
in (Zagoruyko & Komodakis, 2016b).
The resulting AgrLearn model (“AgrLearn-ResNet-18” and
“AgrLearn-WideResNet-22-10”) differs from ResNet-18 and
WideResNet-22-10 only in its n parallel soft-max layers
(as opposed to the single soft-max layer in ResNet-18 and
WideResNet-22-10).
3.1.1. PREDICTIVE PERFORMANCE
The prediction error rates of AgrLearn-ResNet-18,
AgrLearn-WideResNet-22-10, and ResNet-18 are shown
in Table 1.
It can be seen that AgrLearn significantly boosts the perfor-
mance of ResNet-18 and WideResNet-22-10. For example,
with respect to ResNet-18, the relative error reductions are
14.4%, 7.4%, and 10.6% on Cifar10, Cifar100, and SVHN,
respectively. On ImageNet, the relative error reductions
achieved by AgrLearn-ResNet-18 for the top1 an top5 error
are 5.9% and 11.3%, respectively. Similarly significant im-
provement upon WideResNet is also observed. For example,
with respect to WideResNet-22-10, the relative error reduc-
tions achieved by AgrLearn are 16.4%, 8.4%, and 13.0% on
Cifar10, Cifar100, and SVHN, respectively. Remarkably,
this performance gain simply involves plugging an exist-
ing neural network architecture in AgrLearn without any
(hyper-)parameter tuning.
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Dataset ResNet-18 AgrLearn-ResNet-18 Relative Improvement over ResNet-18
Cifar10 5.53 4.73 14.4%
Cifar100 25.6 23.7 7.4%
SVHN 3.67 3.01 10.6%
WideResNet-22-10 AgrLearn-WideResNet-22-10 Relative Impr. over WideResNet-22-10
Cifar10 3.88 3.24 16.4%
Cifar100 19.86 18.18 8.4%
SVHN 3.31 2.87 13.0%
Table 1: Test error rates (%) of ResNet-18, WideResNet-22-10 and their AgrLearn counterparts on Cifar10, Cifar100, and
SVHN
Dataset ResNet-18 AgrLearn-ResNet-18 Relative Improvement over ResNet-18
ImageNet-top1 33.64 31.61 5.9%
ImageNet-top5 12.99 11.51 11.3%
Table 2: Test error rate (%) comparison of AgrLearn-ResNet-18 and ResNet-18 on ImageNet-2012
3.1.2. MODEL BEHAVIOR DURING TRAINING
The typical behavior of AgrLearn-ResNet-18 and ResNet-
18 (in terms of training cross-entropy loss and testing error
rate) across training epochs is shown in Figure 3. It is seen
that during earlier training epochs, the test error of Agrlearn
(green curve) fluctuates more than that of ResNet (blue
curve) until both curves drop and stabilize. In the “stable
phase” of training, the test error of AgrLearn continues to
decrease whereas the test performance of ResNet fails to
further improve. This can be explained by the training loss
curve of ResNet (red curve), which drops to zero quickly
in this phase and provides no training signal for further
tuning the network parameters. In contrast, the training
curve of AgrLearn (brown curve) maintains a relatively
high level, allowing the model to keep tuning itself. The
relatively higher training loss of AgrLearn is due to the
much larger space of the amalgamated examples. Even in
the stable phase, one expects that the model is still seeing
new combinations of images. In a sense, we argue that
aggregating several examples into a single input can be seen
as an implicit form of regularization, preventing the model
from over-fitted by limited number of individual examples.
Figure 3: Training loss and test error on Cifar10.
3.1.3. FEATURE MAP VISUALIZATION
To visualize the extracted feature by AgrLearn, we perform
a small experiment on MNIST using a fold-2 AgrLearn
on a 3-layer CNN as implemented in (Wu et al., 2016).
Here we consider a binary classification task where only
images for digits “7” and “8” are to be classified. Figure 4
shows two amalgamated input images (left two) and their
corresponding feature maps obtained at the final hidden
layer of the learned model. Note that the top images in
the two inputs are identical, but since they are paired with
different images to form the input, different features are
extracted (e.g., the regions enclosed by the red boxes). This
confirms that AgrLearn extracts joint features across the
aggregated examples, as we expect in our design rationale
for AgrLearn.
Figure 4: Two inputs and their filter maps on MNIST.
3.1.4. SENSITIVITY TO MODEL COMPLEXITY
With fold-n AgrLearn, the output label space becomes Yn.
This significantly larger label space seems to suggest that
AgrLearn favors more complex model. In this study, we
start with AgrLearn-ResNet-18 and investigate the behav-
ior of the model when it becomes more complex. The
options we investigate include increasing the model width
(by doubling or tripling the number of filters per layer) and
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increasing the model depth (from 18 layers to 34 layers).
The performances of these models are given in Table 3.
Table 3 shows that increasing the model width improves the
performance of AgrLearn on both Cifar10 and Cifar100. For
example, doubling the number of filters reduces the error
rate from 4.73% to 4.2% on Cifar10, and tripling the filters
further decreases the error rate to 4.14%.
Data set Cifar10 Cifar100
18 layers 4.73 23.70
18 layers+double 4.20 21.18
18 layers+triple 4.14 20.21
34 layers 5.01 21.18
34 layers+double 4.18 22.02
Table 3: Test error rates (%) of AgrLearn-ResNet-18 (“18
layer”) and its more complex variants
However increasing the model depth does not improve
its performance as effectively. For example, on Cifar10,
AgrLearn-ResNet-18 (with error rate 4.73%) outperforms
its 34-layer variant (error rate of 5.01%). But the 34-layer
model, when further enhanced by the width, has a perfor-
mance boost (to error rate 4.18%). On Cifar100, increasing
AgrLearn-ResNet-18 to 34 layers only slightly improves its
performance.
We hypothesize that with AgrLearn, the width of a model
plays a critical role. This is because the input dimension in
AgrLearn increases significantly and the model is required
to extract joint features across individual objects in the amal-
gamated example. Nonetheless optimizing over width and
optimizing over depth are likely coupled, and they may
be further complicated by the internal computations in the
model, such as convolution, activation, and pooling.
3.1.5. BEHAVIOR WITH RESPECT TO FOLD NUMBER
We also conduct experiments investigating the performance
of AgrLearn-ResNet-18 with varying fold n and with respect
to varying training sample size N . The Cifar10 dataset is
used in this study, as well as two of its randomly reduced
subsets, one containing 20% of the training data and the
other containing 50%.
Figure 5 suggests that the performance of AgrLearn models
vary with fold n. The best-performing fold number for
AgrLearn-ResNet-18 on 20%, 50% and 100% of the Cifar10
dataset appears to be 2, 4, and 8 (or larger) respectively.
This supports our conjecture in Section 2.5 regarding the
existence of the critical fold n∗.
3.1.6. ROBUSTNESS TO DATA SCARCITY
Using only 20% of Cifar10, we investigate the performance
of AgrLearn-ResNet-18 with increasing widths, namely,
with the number of filters doubled, tripled, or quadrupled.
In Figure 6 we see that the fold-6 triple-width and quadruple-
width AgrLearn-ResNet-18 models trained using 20% of
Cifar10 perform comparably to or even better than ResNet-
18 trained on the entire Cifar10. This demonstrates the
robustness of AgrLearn to data scarcity, making AgrLearn
an appealing solution to practical learning problems with
inadequate labeled data.
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3.1.7. IMPACT OF SMOOTH APPROXIMATION
Following the discussion in Section 2.5, we apply a recent
data augmentation method MixUp (Zhang et al., 2017b)
as a heuristics to smooth (p˜XY )
⊗n. Briefly, MixUp aug-
ments the training data with synthetic training examples,
each obtained by interpolating a pair of original examples
and their corresponding labels. In our experiments, we ap-
plied AgrLearn to the same WideResNet architecture as
implemented in (Zagoruyko & Komodakis, 2016b) but only
using 22 layers.Specifically, MixUp is deployed to the 8-
fold amalgamated images and their label vectors to augment
the training set. As shown in Table 4, when augmented with
smoother MixUp, WideResNet-22-10 model gives rise to a
lower error rate of 2.4% and 16.0% on Cifar10 and Cifar100,
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respectively, outperforming the other three state-of-the-art
deep models.
Dataset Cifar10 Cifar100
WideResNet-40-10 3.8% 18.3%
DenseNet-BC-190 3.7% 19.0%
WideResNet-28-10 + MixUp 2.7% 17.5%
AgrLearn +
WideResNet-22-10 + MixUp 2.4% 16.0%
Table 4: Error rates obtained by various state-of-the-art
models; Results for the WideResNet-40-10 model are
from (Zagoruyko & Komodakis, 2016a); results for the
WideResNet-28-10 + MixUp and DenseNet-BC-190 mod-
els are from (Zhang et al., 2017b);
3.2. Text Classification
We test AgrLearn with two widely adopted NLP deep-
learning architectures, CNN and LSTM (Hochreiter &
Schmidhuber, 1997), using two benchmark sentence-
classification datasets, Movie Review (Pang & Lee, 2005) 3
and Subjectivity (Pang & Lee, 2004). Movie Review and
Subjectivity contain respectively 10,662 and 10,000 sen-
tences, with binary labels. We use 10% of random examples
in each dataset for testing and the rest for training, as is
in (Kim, 2014a).
For CNN, we adopt CNN-sentence (Kim, 2014a) and im-
plement it exactly as in (Kim, 2014b). For LSTM, we just
simply replace the convolution and pooling components in
CNN-sentence with standard LSTM units as implemented
in (Abadi et al., 2016). The final feature map of CNN and
final state of LSTM are passed to a logistic regression clas-
sifier for label prediction. Each sentence enters the models
via a learnable, randomly initialized word-embedding dic-
tionary. For CNN, all sentences are zero-padded to the same
length.
The fold-2 AgrLearn models corresponding to the CNN and
LSTM models are also constructed. In AgrLearn-CNN, the
aggregation of two sentences in each input simply involves
concatenating the two zero-padded sentences. In AgrLearn-
LSTM, when two sentences are concatenated in tandem, an
EOS word is inserted after the first sentence.
We train and test the CNN, LSTM and their respective Agr-
Learn models on the two datasets, and report their perfor-
mances in Table 5. Clearly, the AgrLearn models improve
upon their corresponding CNN or LSTM counterparts. In
particular, the relative performance gain brought by Agr-
Learn on the CNN model appears more significant, amount-
ing to 4.2% on Movie Review and 3.8% on Subjectivity.
3https://www.cs.cornell.edu/people/pabo/movie-review-data/
Dataset CNN AgrLearn-CNN
Movie Review 76.1 79.3
Subjectivity 90.01 93.5
Dataset LSTM AgrLearn-LSTM
Movie Review 76.2 77.8
Subjectivity 90.2 92.1
Table 5: Accuracy (%) obtained by CNN, LSTM and their
respective AgrLearn models.
4. Conclusion, Discussion and Outlook
Aggregated Learning, or AgrLearn, is a simple and effective
neural network modeling framework, justified information-
theoretically. It builds on an equivalence between IB learn-
ing and IB quantization and exploits the power of vector
quantization, well known in information theory. As shown
in our experiments, AgrLearn can be applied to an existing
network architecture with virtually no programming or tun-
ing effort. We have demonstrated its effectiveness through
the significant performance gain it brings to the current art
of deep network models. Its robustness to small training
samples is also a salient feature, making AgrLearn particu-
larly attractive in practice, where the labeled data may not
be abundant.
We need to acknowledge that the gain brought by AgrLearn
is not free of cost. In fact, the memory consumption of fold-
n AgrLearn is n times what is required by the conventional
model.
Another line of research, seemingly related to AgrLearn, is
data augmentation (Simard et al., 1998; Verma et al., 2018;
Zhang et al., 2017b), including, for example, MixUp. In our
opinion, however, it is incorrect to regard AgrLearn as data
augmentation. Aggregating examples in AgrLearn expands
the input space, which induces additional modeling freedom
(although we made little effort in this work exploiting this
freedom). Such a property, not possessed by data augmen-
tation schemes, clearly distinguishes AgrLearn from those
schemes.
The motivation of AgrLearn is the fundamental notion of
information bottleneck (IB). The effectiveness of AgrLearn
demonstrated in this paper may serve as additional valida-
tion of the IB theory.
We believe that the proposal and successful application of
AgrLearn in this paper are believed to signal the beginning
of a promising and rich theme of research. Many interesting
questions deserve further investigations. For example, how
can we characterize the interaction between model complex-
ity, fold number and sample size in AgrLearn? how can
the modeling freedom in AgrLearn be fully exploited? And
finally, how can the true IB-learning objective (1) be more
accurately and yet efficiently approximated?
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Supplementary Materials
A Preliminaries
Here we give a brief review of typical sequences [5], which will be useful in proving Theorem 1. We remark that the
notion of typicality here is stronger than the widely used (weak) typicality in [2]. and refer the interested reader to [3]
for a comprehensive treatment of the subject. Throughout this note, the symbol “E” will denote expectation. At some
places, we might use subscripts to explicitly indicate the random variables with respect to which the expectation is
performed.
1. Empirical distribution: Given a sequence xn ∈ Xn, it induces an empirical distribution on X defined as
pi(x|xn) := 1
n
|{i : xi = x}| for all x ∈ X . (A.1)
2. Typical set: For X ∼ pX(x) and  ∈ (0, 1), the set of -typical sequences is defined as
Sn (X) := {xn | |pi(x|xn)− pX(x)| ≤ pX(x) for all x ∈ X}. (A.2)
3. Typical average lemma: For any xn ∈ Sn (X) and any non-negative function g on X , we have
(1− )E[g(X)] ≤ 1
n
∑
i
g(xi) ≤ (1 + )E[g(X)]. (A.3)
Note that by choosing g to be the log function, one recovers the notion of typicality in [2]. The typicality here
is strictly stronger than the one in [2], however, similar to weak typicality, most i.i.d. sequences are still typical
under this definition. Namely, for any i.i.d sequence Xn of RVs with Xi ∼ pX(xi), by the LLN, the empirical
distribution pi(x|Xn) converges (in probability) to pX(x), for all x ∈ X , and so such sequence, with high
probability, belongs to the typical set.
4. Joint typicality: Items 1 and 2 extend to a joint source (X,Y ) ∼ pXY (x, y) in the obvious way, i.e., by treating
X and Y as one source (X,Y ). Given a sequence (xn, yn) ∈ Xn × Yn, it induces an empirical distribution on
X × Y defined as
pi(x, y|xn, yn) := 1
n
|{i : xi = x, yi = y}| for all (x, y) ∈ X × Y. (A.4)
For X ∼ pX(x) and  ∈ (0, 1), the set of -typical sequences is defined as
Sn (X,Y ) := {(xn, yn) | |pi(x, y|xn, yn)− pXY (x, y)| ≤ pXY (x, y) for all (x, y) ∈ X × Y}. (A.5)
5. Joint typicality lemma: Let (X,Y ) ∼ pXY (x, y) and pY (y) be the marginal distribution
∑
x pXY (x, y). Then,
for ′ < , there exists δ()→ 0 as → 0 such that
p{(xn, Y n) ∈ Sn (X,Y )} ≥ 2−n(I(X;Y )+δ()). (A.6)
for xn ∈ Sn′ , Y n ∼
∏n
i=1 pY (yi), and sufficiently large n,
1
B Proof of Theorem 1
Before we present a proof, we pause and make few remarks. The proof follows standard techniques from information
theory for proving results of this nature. It is worth noting that the conventional proof of achievability [2] of the
rate-distortion theorem does not directly apply here since the distortion measure dIB depends on the distribution pT |X .
This was addressed in [4] by extending the definition of distortion jointly typical sequences in [2] to multi-distortion
jointly typical sequences. Our approach exploits the notion of typicallity presented in the previous section and closely
follows the proof of achievability in [3] of the rate-distortion theorem.
R′(D) := min
pT |X(t|x):E[d(X,T )]≤D
I(X;T ). (B.1)
We need to show RIB−RD(D) = R′(D).
B.1 Proof of the converse
We first show RIB−RD(D) ≥ R′(D) by showing that for any sequence of (2nR, n) codes satisfying (7), it must be the
case that R ≥ R′(D). We have
nR
(i)
≥ H(fn(Xn))
(ii)
≥ I(Xn; fn(Xn))
(iii)
≥ I(Xn, Tn)
=
∑
i
H(Xi)−H(Ti|Xn, T i−1)
≥
∑
i
H(Xi)−H(Ti|Xi)
=
∑
i
I(Xi;Ti)
(iv)
≥
∑
i
R′(E[d(Xi, Ti)])
(v)
≥ nR′( 1
n
∑
i
E[d(Xi, Ti)])
(vi)
= nR′(E[d(Xn, Tn)])
(vii)
≥ nR′(D),
where (i) follows from the fact that fn takes its values from {1, . . . , 2n}, (ii) from the non-negativity of condi-
tional entropy, (iii) from the data processing inequality since Tn = gn(fn(Xn)), (iv) from (B.1) by noting that
R′(E[d(Xi, Ti)]) = minpTi|Xi I(Xi;Ti), (vi) from (6), and (vii) from (7) since R
′(D) is a decreasing function in D.
To prove (v), it is sufficient to show that R′ is a convex function in D, which is shown in the following lemma.
Lemma 1 ([1, Lemma 1]). The function R′(D) defined in (B.1) is a convex function.
Proof. Let (D1, R1) and (D2, R2) be two points on R′(D) attained, respectively, by T1 and T2 via the minimizers
pT1|X and pT2|X of (B.1). Define
T =
{
T1, Z = 1
T2, Z = 2,
where Z ∈ {1, 2} is a RV independent of (T1, T2, X, Y ) with pZ(1) = λ. Then,
pXTZ(x, t, z) =
{
λ·pXT1(x, t), Z = 1
(1− λ)·pXT2(x, t), Z = 2,
2
and so
I(X;T,Z) =
∑
x,t,z
pXTZ(x, t, z) log
pXTZ(x, t, z)
pX(x)pTZ(t, z)
=
∑
x,t
λ·pXT1(x, t) log
λ·pXT1(x, t)
λ·pX(x)pT1(t)
+
∑
x,t
(1− λ)·pXT2(x, t) log
(1− λ)·pXT2(x, t)
(1− λ)·pX(x)pT2(t)
= λ·I(X;T1) + (1− λ)·I(X;T2).
Moreover, we have
E[d(X, (T,Z))] =
∑
x,t,z
pXTZ(x, t, z)
∑
y
pY |X(y|x) log
qY |X(y|X)
qY |TZ(y|t, z)
= H(Y |TZ)−H(Y |X)
= λ·H(Y |T1) + (1− λ)·H(Y |T2)− λ·H(Y |X)− (1− λ)·H(Y |X)
= λ·E[d(X,T1)] + (1− λ)·E[d(X,T2)].
Since (T,Z)—X—Y is a markov chain resulting in cost and constraint that are linear functions of the original costs
and constraints, the claim follows from the definition of R′ in (B.1).
B.2 Proof of Achievability in Theorem 1
We need to show that for R = R′(D) there exists a sequence (2nR, n) of codes satisfying (7).
Random codebook: Let R = R′(D) and fix pT |X to be an optimal distribution to the minimization (B.1) at
D/(1 + ), i.e., we pick a conditional distribution that attains R′(D/(1 + )).1 Let pT (t) =
∑
x∈X pX(x)pT |X(t|x).
Generate 2nR i.i.d. sequences tn(m) ∼∏ni=1 pT (ti) , m ∈ {1, . . . , 2nR}. These sequences form the codebook which
is revealed to the encoder and decoder.
Encoder: The encoder uses joint typicality encoding. Given a sequence xn, find an index m s.t. (xn, tn(m)) ∈
Sn (X,T ) and send m. If there is more than one index then choose m to be the smallest index, and if there is no index
then choose m = 1. (In other words, the encoder sets fn(xn) to be the index m, where m is as described above.)
Decoder: Upon receiving index m, set tn = tn(m). (In other words, the decoder sets gn(m) to be the row of the
codebook indexed by m.)
Expected distortion Let ′ <  and M be the index chosen by the encoder. We first bound the distortion averaged
over codebooks. Towards this end, define the event
E := {(Xn, Tn(m)) /∈ Sn (X,T )},
then by the union bound and the choice of the encoder, we have
p(E) ≤ p(E1) + p(E2),
where
E1 := {Xn /∈ Sn′(X)},
E2 := {Xn ∈ Sn′ , (Xn, Tn(m)) /∈ Sn (X,T ) ∀m ∈ {1, . . . , 2nR}}.
1A comment on existence. There is a feasible distribution pT |X satisfying the distortion constraint for anyD. ForD = 0, choose pT |X(t|x) =
pX(t) and for D ≥ Dmax := I(X;Y ) choose pT |X as the degenerate distribution that assigns all the weight on one element of T . For
D ∈ [0, Dmax], use a latent variable Z as in the proof of the converse with λ = D/Dmax.
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We have limn→∞ p(E1) = 0 by the LLN and
p(E2) =
∑
xn∈Sn
′
pXn(x
n)p
{
(xn, Tn(m)) /∈ Sn ∀m | Xn = xn)
}
(i)
=
∑
xn∈Sn
′
pXn(x
n)
2nR∏
m=1
p
{
(xn, Tn(m)) /∈ Sn
}
(ii)
=
∑
xn∈Sn
′
pXn(x
n)
(
p
{
(xn, Tn(1)) /∈ Sn
})2nR
(iii)
≤
∑
xn∈Sn
′
pXn(x
n)
(
1− 2−nI(X;T )+δ()))2nR
≤ (1− 2−nI(X;T )+δ()))2nR
(iv)
≤ exp (− 2n(R−I(X;T )−δ())),
where (i) and (ii) are by the i.i.d assumption on the codewords, (iii) is by the joint typicality lemma (A.6), (iv) is by
the fact (1−α)k ≤ exp(−kα) for α ∈ [0, 1] and k ≥ 0. Hence, we have limn→∞ p(E2) = 0 for R > I(X;T )+ δ().
Now, the distortion averaged over Xn and over the random choice of the codebook is given as
EXn,Tn,M [d(X
n, Tn(M))] = p(E) · EXn,Tn,M [d(Xn, Tn(M))|E ] + p(Ec) · EXn,Tn,M [d(Xn, Tn(M))|Ec]
≤ p(E) · dmax + p(Ec) · EXn,Tn,M [d(Xn, Tn(M))|Ec]
= p(E) · dmax + p(Ec) · EXn,Tn [d(Xn, Tn(1))|Ec]
≤ p(E) · dmax + p(Ec) · (1 + ) · EX,T [d(X,T )],
where dmax = max(x,t)∈X×T d(x, t). By the choice of pT |X(t|x), we have E[d(X,T )] ≤ D/(1 + ), and so
lim
n→∞EX
n,Tn,M [d(X
n, Tn(M))] ≤ D,
for R > I(X,T ) + δ(), where δ() → 0 as n → ∞. Since the expected distortion, averaged over codebooks,
satisfies the distortion constraint D, there must exist a sequence of codes that satisfies the constraint. This shows the
achievability of the rate-distortion pair (R(D/(1 + ) + δ(), D). By the continuety of R(D) in D the achievable rate
R(D/(1 + )) + δ() converges to R(D) as → 0.
C Proof of Theorem 2
Follows directly from Theorem 1 and the definition of dIB. Namely, we have
EX,Xˆ(dIB(X, Xˆ)) :=
∑
x,xˆ
dIB(x, xˆ)pXXˆ(x, xˆ)
=I(X,Y )− I(Xˆ, Y ), (C.1)
where the second equality is by the definition of dIB and the Markov chain T—X—Y . Hence, we have
RIB−RD(D) = min
pT |X(t|x):E[d(X,T )]≤D
I(X;T )
= min
pT |X(t|x):I(Y ;T )≥I(X;Y )−D
I(X;T )
=RIB−learn(I(X;Y )−D),
where the first equality is by Theorem 1, the second by (C.1), and the third by the definition of RIB−learn in (2). The
claim follows via the substitution A := I(X;Y )−D.
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