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Résumé : Après le succès des missions spatiales infrarouge de l’ESA Planck et
Herschel (2009), le développement des détecteurs submillimétriques pixellisés en
matrices de plusieurs milliers d’éléments ayant une très haute sensibilité est l’un
des grands défis auxquels nous devons apporter des solutions pour répondre aux be-
soins des missions scientifiques de l’astrophysique spatiale du futur comme SPICA
(JAXA/ESA lancement 2020) ou COrE (ESA lancement > 2025). Dans le cadre
du programme « Cosmic Vision » de l’ESA, l’instrument SAFARI a été sélectionné
pour une phase de pré-étude qui a débuté avec ce travail de thèse en 2007. SAFARI
est un instrument européen pour le futur télescope spatial japonais SPICA dédié
à l’observation dans le domaine infrarouge et submillimétrique. L’IRAP développe
l’électronique de lecture des matrices de détecteurs de type supraconducteurs pour
SAFARI.
Le travail que j’ai réalisé dans le cadre de cette thèse concerne la chaîne de lecture
en multiplexage fréquentiel d’une matrice de bolomètres supraconducteurs Transi-
tion Edge Sensor (TES). Dans ce système, plusieurs détecteurs sont alimentés et
lus avec la même paire de fils électrique, chacun étant associé à un résonateur qui
lui est spécifique et qui le couple à la composante fréquentielle qui lui est propre.
Ce travail s’est développé sur deux axes complémentaires.
Un premier axe a consisté à dimensionner et fabriquer une maquette pour un sys-
tème de lecture numérique spatialisable. J’ai défini et validé la totalité de la chaîne
de lecture de l’instrument SAFARI en partant de la partie froide (détecteurs TES
et amplificateur SQUID) jusqu’à l’électronique chaude de lecture (traitement numé-
rique du signal). Après des tests de co-simulation analogique-numérique, les algo-
rithmes numériques ont été implémentés sur une carte FPGA bas bruit et validés
avec un simulateur de SQUID analogique qui fonctionne à température ambiante.
Le deuxième axe du travail concerne la mise en place d’un banc de test démons-
trateur de SAFARI à l’université de Cardiff. J’ai participé au dimensionnement de
la chaîne de mesure complète qui comprend d’une part l’interfaçage TES, SQUID,
Ampli bas bruit et l’électronique de lecture, et d’autre part la gestion du logiciel de
polarisation, de mesure et d’acquisition des données. Le fruit de cette collaboration
(toujours en cours depuis environ un an) a permis de caractériser électriquement et
optiquement les bolomètres TES prototypes avec le système que j’ai développé.
Après calibration, nous avons mesuré une sensibilité de 2 × 10−18 W/√Hz que
ce soit en utilisant notre électronique avec multiplexage fréquentiel ou une lecture
directe. Cette sensibilité présente un gain d’un facteur 10 à 100 par rapport à la
sensibilité des bolomètres utilisés actuellement, par exemple à bord des instruments
des missions Herschel ou Planck. Les calculs et les premiers tests faits par ailleurs
par nos collaborateurs à Cambridge, Cardiff et SRON montrent que l’objectif de
2− 3× 10−19 W/√Hz est atteignable.
Les détecteurs TES et leurs électronique de lecture et d’asservissement multiplexée
en fréquence ont donc été sélectionnés comme chaîne de détection pour l’instrument
SAFARI à bord de SPICA lors de la revue de sélection des détecteurs qui s’est tenue
vi
au SRON à Groningen en Juin 2010 et qui mettait en compétition les systèmes de
détecteurs proposés par quatre équipes différentes.
Mots clés : Télescope spatial, SPICA SAFARI, Infrarouge et submilli-
métrique, bolomètre TES, Baseband feedback, amplificateur à SQUID, mul-
tiplexage fréquentiel, traitement numérique du signal
Summary : We present the design and performance of a digital circuit developed
for frequency domain multiplexed (FDM) readout of arrays of high sensitivity su-
perconducting Transition Edge Sensors (TES) in the SAFARI spectro-imager on the
SPICA infrared telescope. SPICA is a collaborative JAXA-ESA mission due to be
launched around 2020. SPICA detectors are organized in 24 readout channels. Each
channel consists of up to 160 TES detectors coupled to a single Superconducting
Quantum Interference Device (SQUID) amplifier through individual LC filters which
determine the AC readout frequency of each detector. The standard procedure to
readout a SQUID current amplifier is by using negative feedback, thereby nulling its
flux from which it derives its name : flux-locked loop (FLL). This circuit linearizes
the sinusoidal SQUID response and enhances its rather limited dynamic range. The
gain-bandwidth of a FLL is limited by the cable delay between SQUID amplifier and
the warm electronics, which generates output and feedback for the FLL. The long
cables on SPICA make a standard FLL unsuitable for for the feedback of signals
modulated onto AC-carriers in the 1 - 3 MHz range. In our system, the required
high gain at each carrier frequency is achieved by the correction for this delay using
a digital Baseband feedback (BBFB) readout which monitors the amplitude of each
carrier and synthesizes the correct wave phase to the SQUID feedback coil. The
maximum achievable gain-bandwidth for BBFB depends on the spacing between
the 160 carriers in each channel and has been designed such that it is sufficient for
the rather slow detectors on SAFARI. We have integrated and tested BBFB with
prototype of TES detectors and resonators. We have demonstrated a successful ope-
ration of BBFB with a single resonator and TES operating in its transition, the
noise measurements are consistent with the expectation of 2× 10−18 W/√Hz. The
design has been made such that the sky backgrounds and telescope baffle dominate
the sensitivity. The detector NEP requirement is set to 2− 3× 10−19 W/√Hz. Till
now, the SAFARI TES team, led by the university of Cardiff and SRON have de-
monstrated a NEP of about 3× 10−19 W/√Hz. Our readout system demonstrated
the performances required to allow its selection for the SAFARI instrument.
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Le domaine submillimétrique et infrarouge lointain du spectre électromagnétique
constitue une fenêtre cruciale qui permet grâce à la spectroscopie de caractériser les
processus physiques et chimiques responsables de la naissance des étoiles et des
planètes suite à la transformation de la poussière et du gaz interstellaire. Dans les
premières phases de la formation des étoiles, les sources émettent essentiellement
dans cette gamme de longueur d’onde. Ce rayonnement infrarouge lointain prove-
nant de l’extérieur de notre planète subit l’effet de l’absorption par l’atmosphère,
ce qui limite l’observation au sol à quelques fenêtres de transmission et/ou à des
sites d’observations exceptionnels à haute altitude avec des sensibilités limitées.
C’est bien en dehors de l’atmosphère et grâce à des satellites télescopes comme
IRAS [Neugebauer 1984], ISO [Kessler 1996], AKARI [Murakami 2007], Herschel
[Pilbratt 2003], que l’observation dans l’infrarouge lointain est la plus prometteuse.
Cependant, dans cette gamme de longueur d’onde, comme le montre la figure 1.1,
le rayonnement thermique issu du télescope lui-même constitue la principale source
de radiation.
Pour limiter l’effet des radiations thermiques issues du télescope et pouvoir at-
teindre un niveau de sensibilité limité par les seules fluctuations du bruit de photon
du rayonnement émis par les sources célestes (les émissions zodiacales, le fond diffus
galactique, et le fond diffus cosmologique), le refroidissement de son miroir est né-
cessaire. Jusqu’à présent, IRAS , ISO, et AKARI étaient réalisés avec des systèmes
cryogéniques complexes fonctionnant avec une réserve d’hélium liquide He, ce qui
nécessitait la construction de grands cryostats, et limitait la taille du télescope et
de son miroir afin de réduire la masse totale du satellite. Par exemple, les tailles
des miroirs des télescopes : IRAS , ISO, et AKARI sont inférieures ou égales à 1 m.
Comme la résolution angulaire dépend essentiellement du diamètre du miroir, cela
se traduit directement par une résolution angulaire relativement limitée. Herschel,
l’observatoire spatial de l’ESA actuellement en fonctionnement est d’une taille de
miroir bien supérieure (3.5 m), mais la température de son télescope ≈ 80 K, limite
sa sensibilité. Le nouveau grand télescope de la NASA (lancement 2014), JWST
[Gardner 2006] représente un saut technologique avec son miroir de 6.5 m. Cepen-
dant il n’est refroidi qu’à 45 K, ce qui est insuffisant pour les observations dans
l’infrarouge lointain.






















Figure 1.1 – Rayonnements thermiques émis par les télescopes en fonction de la
température du télescope. Ces rayonnements sont comparés aux rayonnements du
fond de ciel dûs aux émissions zodiacales, au fond diffus galactique et au fond diffus
cosmologique. Une température T ≈ 5 K est nécessaire pour libérer le domaine
infrarouge jusqu’à 200 µm. Pour chaque courbe de rayonnement thermique, l’émis-
sivité du miroir du télescope est indiquée par ε.
Afin de libérer complètement le domaine infrarouge lointain des émissions ther-
miques parasites des optiques, celles-ci doivent être refroidies en dessous de 5 à 6
Kelvins (voir figure 1.1), ce qui est le cas de la future mission japonaise d’astrono-
mie infrarouge : Space Infrared Telescope for Cosmology and Astrophysics (SPICA)
[Nakagawa 2004] (lancement 2018). SPICA utilisera un concept innovant incluant
un bafflage efficace et des machines cryogéniques [Sugita 2008]. L’agence spatiale
japonaise (JAXA) est responsable de cette mission qui emportera un miroir de 3 m
de diamètre refroidi à 4.5 K au point Lagrange L2 du système soleil-terre. SPICA
permettra d’atteindre des sensibilités 20 à 1000 fois meilleures que celles d’Herschel,
et ouvrira donc une nouvelle fenêtre d’exploration sur l’Univers froid ou lointain.
Dans ce chapitre je vais présenter une vue d’ensemble du satellite SPICA, ses ob-
jectifs scientifiques, ainsi que les différents instruments à bord.
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Figure 1.2 – Vue d’artiste du satellite SPICA en orbite
1.2 Objectifs scientifiques
SPICA est appelé à jouer un rôle essentiel dans plusieurs domaines scientifiques.
1.2.1 Formation et évolution des systèmes stellaires et planétaires
Le milieu interstellaire est composé de gaz et de poussières. Ces éléments émettent
essentiellement dans l’infrarouge moyen et lointain du spectre électromagnétique.
L’observation dans cette gamme de longueur d’onde permettra de dévoiler les pro-
cessus responsables de la transformation du gaz interstellaire et la poussière en
étoiles et en systèmes planétaires. Grâce à l’analyse spectroscopique, il sera possible
de caractériser la composition et la taille des grains de poussière et de façon conjointe
la composition du gaz, et de comprendre comment gaz et poussière interagissent et
évoluent au cours du processus. C’est ce que fera SPICA grâce à ses instruments
couvrant toute la gamme de longueur d’onde de 5 à 210 µm.
1.2.2 Détection et caractérisation des exoplanètes
Depuis longtemps l’Homme s’interroge : "sommes-nous seuls dans l’Univers ?".
Ce qui entraîne la question de savoir s’il existe ou non d’autres planètes sur lesquelles
pourraient se développer des formes de vie.
L’étude des exoplanètes exige une combinaison de techniques et d’approches dif-
férentes de détection dans toute la gamme de longueur d’ondes du spectre électro-
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magnétique. La découverte et la caractérisation de ces objets permettrait de bien
comprendre la formation et l’évolution des systèmes planétaires. Cependant, détec-
ter une exoplanète est très difficile en raison du très faible contraste de luminosité
entre la lumière de la planète et celle de l’étoile autour de laquelle orbite (de l’ordre
de 1/106 pour une planète géante et seulement de 1/109 pour une planète rocheuse).
De plus l’angle sous tendu entre la planète et son étoile est très resserré et le plus sou-
vent inférieur à la seconde d’arc. La plupart des méthodes qui fonctionnent jusqu’à
présent sont des méthodes indirectes qui ne détectent pas directement la lumière
de la planète. Parmi ces méthodes, la méthode des vitesses radiales, elle est basée
sur l’étude du spectre lumineux de l’étoile, et sur l’effet d’Doppler. Les mouvements
de l’astre sont influencés par la présence des planètes orbitant autour d’elle, ce qui
provoque un décalage périodique de sa position. La vitesse radiale est mesurée par le
déplacement des raies sur le spectre lumineux de l’étoile. L’étude de ce spectre nous
apporte des informations concernant la masse et la position d’orbite de l’exoplanète.
Depuis la première découverte de Mayor et Queloz [Mayor 1995], plus de 300 planètes
extra-solaires ont été découvertes par la méthode des vitesses radiales. Toutefois,
une telle détection, mesurant l’influence d’une planète à l’étoile parente, ne fournit
pas d’informations sur l’atmosphère de la planète. La spectroscopie dans l’infra-
rouge moyen (de ∼ 3 µm à ∼ 30 µm) permet d’étudier des atmosphères planétaires
car d’une part, c’est le domaine de l’émission thermique (λmax(µm) × Tmax(K) ≈
3000 µm ·K) correspondant à (200−1000 K) de la majorité des exoplanètes décou-
vertes à ce jour, et d’autre part, c’est un domaine particulièrement riche en motifs
spectraux moléculaires, permettant ainsi d’identifier de façon unique la composition
des atmosphères planétaires. Il sera peut être possible de trouver des empreintes
de l’activité biologique primitive, ou bien dans la négation de conclure l’absence de
systèmes vivants fonctionnants comme sur la Terre.
Dans les décennies à venir, de nombreux télescopes installés dans l’espace et au sol
sont conçus dans le but de rechercher et de caractériser des exoplanètes de différentes
masses. Toutefois, peu d’installations prévues auront la capacité de caractériser les
atmosphères planétaires qu’ils découvrent à travers l’application de la spectroscopie.
Récemment, la première détection directe d’une exoplanète a finalement été faite
par Chauvin [Chauvin 2004] puis Marois [Marois 2008] [Kalas 2008]. Cependant,
ces observations sont limitées à la détection. Les premières analyses spectrosco-
piques d’exoplanètes ont été réalisées d’une manière indirecte lors de leurs transit
devant ou derrière leur étoile [Tinetti 2007] [Beaulieu 2008] (voir figure 1.3). Cela
sera aussi possible avec le spectrographe SAFARI de SPICA. De plus l’instrument
coronographe : SPICA Coronagraph Instrument (SCI) [Enya 2009], permettra pour
la première fois de réaliser la spectroscopie directe des exoplanètes géantes.













Figure 1.3 – Mesure de l’émission infrarouge de l’éxoplanète HD 189733b par
Hubble et Spitzer lors des transits devant son étoile. Orange et violet : modèle
du spectre de l’exoplanète avec eau et méthane.
1.2.3 Naissance et évolution des galaxies
L’étude des galaxies dans leur contexte cosmologique a fait des progrès impor-
tants au cours des dernières années. Aujourd’hui la principale question est soulevée
par le fait que l’interprétation naïve du scénario hiérarchique de la formation des
galaxies n’est pas compatible avec les observations. Sur le plan des observations, les
astronomes sont confrontés à deux principaux problèmes : i) l’obscurcissement par
les poussières qui est très important dans le cas de galaxies en formation et dans le
cas des trous noirs super massifs dans leur phase croissante. ii) la confusion qui est
une limitation qui ne peut pas être évitée lorsque l’on observe à grandes longueurs
d’onde car les galaxies lointaines détectées sont si nombreuses que le pouvoir sépa-
rateur des télescopes ne suffit pas à les distinguer les unes des autres.
La figure 1.1 montre le niveau des rayonnements parasite en présence des optiques
en passant de 18 K à 4.5 K (SPICA). Il en résulte un gain considérable en sensibilité
puisque c’est le détecteur qui devient le facteur limitatif (on attend un gain d’un
facteur 10 à 100). Les télescopes Herschel et SPICA sont de taille comparable, la
figure 1.4 montre un champ de galaxies lointaines observé par Herschel. Il faut donc
prendre en compte cette limitation lorsque l’on veut anticiper les performances de
SPICA. C’est ce que l’on a fait dans la figure 1.5 où l’on compare les sensibilités
d’Herschel, SPICA, ainsi celles de JWST et son instrument MIRI et celle de l’obser-
vatoire ALMA. Jusqu’à 90 µm de longueur d’onde SPICA sera capable de résoudre
la quasi-totalité des galaxies lointaines dont il détectera la lumière, et il apportera
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un gain de sensibilité compris entre ×10 et ×100. Un tel gain rend possible l’analyse
spectroscopique des galaxies et des trous noirs en formation lorsque l’Univers n’avait
qu’un tiers de son âge actuel. Il sera ainsi possible de suivre le rythme de formation
des étoiles et des trous noirs, d’identifier les principaux événements responsables de
la formation de ces deux processus, et donc de comprendre le lien entre nucléosyn-
thèse et l’accrétion, principales sources de lumière dans l’Univers après le Big Bang.
Figure 1.4 – Illustration du bruit de la confusion vu par Herschel. Chaque tache
floue dans cette image est une galaxie ou un groupe de galaxies très lointaines qui
peuplaient l’Univers primitif à une époque où la formation stellaire était au moins 10
fois plus importante qu’aujourd’hui. Copyright : ESA/SPIRE Consortium/HerMES
Key Programme Consortium
1.3 Les Instruments à bord de SPICA
1.3.1 L’instrument coronographe SCI
SPICA embarquera un coronographe japonais SPICA Coronagraph Instrument
(SCI) [Enya 2009] d’un concept nouveau qui permettra pour la première fois de réa-
liser une analyse spectroscopique directe de la lumière des exoplanètes et disques
protoplanetaires entre 3.5 et 27 µm. Avec un contraste de 106, SCI sera capable de
caractériser l’atmosphère des exoplanètes géantes (voir figure 1.3). Quelques spéci-
fications de SCI sont résumées tableau 1.1.
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Figure 1.5 – Illustration de l’effet du bruit de la confusion sur la sensibilité pour
l’instrument SAFARI.
Table 1.1 – Quelques spécifications de l’instrument SCI
Longueur d’onde 3.5− 27 µm
Mode d’observation Coronagraphique / Non-coronographique
Imagerie / Spectroscopie
Contraste 106
Détecteurs SiAs (grandes longueurs d’onde)
InSb (courtes longueurs d’onde)
Champ de vision 1.0× 1.0 arcmin2
résolution spectrale R = 20, 200
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Table 1.2 – Quelques spécifications de l’instrument imageur MIRACLE
Canal Longueurs d’onde Type de détecteurs
Canal 1 5− 9 µm SiAs
Canal 2 8− 15 µm SiAs
Canal 3 14 − 27 µm SiAs
Canal 4 20 − 38 µm SiSb
1.3.2 Spectro-camera MIRACLE
L’instrument Mid InfRAred Camera w/wo LEns MIRACLE [Wada 2009] sera
développé par l’agence spatiale japonaise (JAXA). Il possède deux modes de fonc-
tionnement, "caméra" et "spectromètre", et il couvrira la gamme de longueur d’onde :
λ = 5 − 38 µm. MIRACLE se compose de deux canaux d’observation MIR-S
(5 − 26 µm) et MIR-L (20 − 38 µm ) avec un design optique similaire. Selon la
longueur d’onde, deux types de détecteurs sont utilisés : SiAs pour λ < 27 µm et
SiSb pour λ > 20 µm. Dans le mode "caméra", quatre canaux avec différentes tailles
de pixels sont utilisés pour couvrir la gamme de longueur d’onde λ = 5− 38 µm, les
principales spécifications sont résumées sur la table 1.2.
Dans le mode "spectromètre", le domaine λ = 5 − 38 µm est couvert par quatre
canaux avec quatre fentes de tailles différentes. La largeur de la fente de chaque
canal est adaptée à la longueur d’onde la plus longue afin d’éviter les pertes par
diffraction. La longueur de la fente est définie en fonction du nombre de pixels et
par la plage de couverture en longueur d’onde dans chaque canal.
1.3.3 Spectro-imageur infrarouge lointain SAFARI
L’agence spatiale européenne (ESA) contribue au satellite SPICA par la construc-
tion de l’instrument SpicA FAR infrared Instrument (SAFARI) [Swinyard 2008]. Il
couvre la gamme de longueur d’onde 35−210 µm divisée en trois bandes. Le principal
avantage de SAFARI réside dans sa capacité d’intégrer à la fois un mode d’imagerie
photométrique et d’une grande flexibilité opérationnelle qui consiste à adapter la
résolution spectrale en fonction des exigences du programme scientifique. Les ca-
ractéristiques principales de SAFARI sont décrites dans le tableau 1.3. En ce qui
concerne la mission SPICA dans son ensemble, l’IRAP est un membre partenaire
dans la réalisation de l’instrument SAFARI. C’est la chaîne de lecture de cet instru-
ment qui fait l’objet de cette thèse, SAFARI sera donc traité avec plus de détails
dans les chapitres qui suivent.
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Table 1.3 – Quelques spécifications de l’instrument Spectromètre imageur SAFARI
Paramètres Spécifications
Type d’instrument Spectromètre à transformée de Fourrier Optique
Longueur d’onde 30− 210 µm divisé en trois bandes
Champs de vue 2′ × 2′
Sensibilité 2× 10−19 W/√Hz
Dynamique 1.9 × 104√Hz
1.3.4 Instrument infrarouge lointain en option BLISS
Un consortium américain mené par le JPL propose le spectromètre à fente Back-
ground Limited far- Infrared/Sub-mm Spectrograph (BLISS) [BLISS-SPICA Team 2006].
Cet instrument est à l’étude depuis cinq ans, il a été conçu comme une suite sensible
de spectromètres à réseau optimisé pour la spectroscopie à large bande des galaxies
lointaines. BLISS fera de SPICA une sonde encore plus puissante de l’évolution des
galaxies dans l’Univers primitif car il pourra réaliser la spectroscopie d’une galaxie
choisie avec une sensibilité accrue par rapport à SAFARI.
1.3.5 Statut de la mission SPICA au Japon
Suite à l’examen du projet SPICA en 2005, le conseil du comité national des
sciences pour l’astronomie a reconnu SPICA comme l’une des missions les plus im-
portantes dans le programme d’astronomie spatiale japonaise. SPICA est entré dans
une phase d’étude à partir de 2008 avec le début de la phase-B prévu en 2011 pour
un lancement prévu en 2020. Les responsabilités principales de la mission sont à
la charge du Japon : Plate-forme, intégration, lancement, opérations, pipeline de
traitement des données, et la mise à disposition des données.
L’ESA a sélectionné la proposition de notre consortium pour participer à SPICA
comme une "mission d’opportunité" dans le cadre du programme "Cosmic Vision".
Cette participation a trois volets : 1) l’instrument SAFARI, 2) l’utilisation de la





SAFARI est un spectromètre à transformée de Fourier optique dédié à l’imagerie
et la spectroscopie. Il couvre la gamme de longueur d’onde 35 − 210 µm divisée en
trois bandes. Le grand avantage de SAFARI est sa capacité à produire des images
spectrales sur un champ de 2′×2′ avec une résolution spectrale ajustable en fonction
des besoins scientifiques.
2.2 Choix des détecteurs
Compte tenu du faible niveau de flux émis par le miroir refroidi de SPICA, les
performances scientifiques de SAFARI dépendent principalement de la sensibilité
des détecteurs. L’usage du miroir refroidis de SPICA en dessous de 6 K, fait que
la puissance de rayonnement qui arrive sur les détecteurs est de l’ordre de Pray =
20 aW (1 aW = 10−18 W ) par pixel. La contribution au niveau de la puissance
équivalente de bruit exigée pour les détecteurs doit être comparable aux fluctuations
statistiques du rayonnement incident qui est de l’ordre de :
√
hν × Pray = 2 ×
10−19 W/
√
Hz par pixel, à la longueur d’onde centrale de la bande de détection de
SAFARI λ = 100 µm. Avant la date de la sélection du type des détecteurs fin 2010,
quatre technologies concurrentes visaient à répondre aux exigences de SAFARI.
Ces technologies sont : Kinetic Iinductance Detector (KID), bolomètres à base de
silicium, les bolomètres Transition Edge Sensors (TES), et les photoconducteurs.
Ces quatre technologies diffèrent beaucoup dans la conception globale de la chaîne
de détection, et dans les exigences en ressources cryogéniques et électriques.
2.2.1 Les photoconducteurs
Les détecteurs photoconducteurs qui observent dans l’infrarouge lointain déve-
loppés pour SAFARI [Raab 2009] sont une version améliorée des détecteurs déjà uti-
lisés sur de nombreux instruments tels que : ISO, Spitzer, Akari et Herschel-PACS.
Ils utilisent comme matériau de base le gallium dopé au germanium (GeGa) refroidi
à des températures inférieures à 3 K. Sur le satellite Herschel, les photoconducteurs
ont démontré un niveau de sensibilité de l’ordre 10−17 W/
√
Hz.
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2.2.2 Les détecteurs KIDs
Le laboratoire SRON développe des détecteurs de type Kids. Leur principe de
détection est basé sur la mesure de la variation de la fréquence de résonance induite
par un changement de l’inductance cinétique du fil supraconducteur. En d’autres
termes, un détecteur Kid peut être comparé à un circuit LC parallèle dont l’induc-
tance L varie en fonction de l’énergie électromagnétique absorbée. A la fréquence de
résonance, le détecteur se comporte comme un court-circuit, l’absorption des pho-
tons modifie l’impédance complexe du circuit, et augmente la puissance transmise
entre le détecteur et le système de lecture. La mesure de l’impédance complexe per-
met de retrouver l’énergie électromagnétique incidente. En principe, il est possible
de connecter plusieurs détecteurs (résonateurs à des fréquences différentes) sur une
même ligne de transmission, et de mesurer la puissance électromagnétique absorbée
par chacun en utilisant une seule ligne de lecture. Ainsi, les KIDs sont intrinsèque-
ment très adaptés pour des matrices de grands formats grâce à la simplicité de leur
système d’électronique de lecture. Ils représentaient donc une option très attrac-
tive pour l’instrument SAFARI et pour les caméras de détécteurs grand formats en
général. Dans le cadre de l’expérience infrarouge NIKA [Monfardini 2011], les détec-
teurs KIDs, sous forme de deux matrices de 144 et 256 éléments, ont démontré une
sensibilité de l’ordre de 2× 10−16 W/√Hz. Cette sensibilité est suffisante pour un
télescope d’observation depuis le sol. Dans le cadre de l’instrument SAFARI, un pro-
totype d’une matrice de 400 pixels a été testé à une température d’environ 100 mK
[Ferrari 2010]. Les premiers résultats expérimentaux démontrent une sensibilité de
l’ordre de quelques 10−18 W/
√
Hz.
2.2.3 Les bolomètres haute impédance silicium
Le CEA mène en interne une action de R&D pour améliorer de façon très notable
la sensibilité des bolomètres sur silicium du type de ceux embarqués sur Herschel-
PACS. La ligne de développement consiste à remplacer le système absorbant/cavité
résonnante par une antenne couplée de façon capacitive au thermomètre, réduisant
ainsi la capacité calorifique de l’ensemble. Il s’agit d’un développement qui pourrait
déboucher assez rapidement car il s’appuie sur une technologie déjà éprouvée, et un
savoir faire démontré aussi bien à Grenoble (CEA-LETI) qu’à Saclay (CEA-SAP)
[Rodriguez 2010].
2.2.4 Les bolomètres supraconducteurs TES
En parallèle du développement des bolomètres KIDs, le laboratoire SRON pour-
suit le développement des bolomètres (TES) pour SAFARI [Khosropanah 2010]. Ces
bolomètre ont déjà prouvés leurs performances dans le domaine submillimétrique et
infrarouge lointain sur des télescopes au sol tels que SCUBA-2 [Audley 2004], APEX
[Dobbs 2006], et des expériences ballons comme EBEX [Oxley 2004]. Ils fonctionnent
à des températures de l’ordre de 70 mK. Les TES ont bénéficié des moyens de R&D
mis par l’ESA dans le cadre de la préparation des missions futures pour la détection
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X (missions XEUS). Ce sont eux qui ont été sélectionnés pour SAFARI pour leur
maturité technologique, les matrices de photoconducteurs avec un système de lec-
ture et d’amplification amélioré par rapport à celles de Herschel-PACS constituant
une option de repli au détriment d’une sensibilité dégradée.
2.3 L’interféromètre "Mach-Zehnder "
Le spectromètre à transformée de Fourier, Fourier Transform Spectrometer (FTS)
qui sera utilisé pour SAFARI est un interféromètre de type "Mach-Zehnder". Il est
composé d’un séparateur de faisceau, d’un miroir fixe et d’un miroir mobile en
translation. Le faisceau d’une source lumineuse est divisé en deux faisceaux partiels
par un composant optique. Ces derniers suivent des trajectoires différentes, ils sont
déviés par des miroirs, puis à nouveaux réunis et superposés par un interféromètre
optique. Le chemin optique donné par le produit entre l’indice de réfraction et le che-
min géométrique d’un des faisceaux varie grâce au mouvement du miroir. Il apparaît
donc un déphasage avec le second faisceau. La superposition des ondes lumineuses
aboutit à une image d’interférence. La figure 2.1 illustre un principe optique possible
pour la réalisation du spectromètre imageur à transformée de Fourier. Son principal
avantage c’est qu’il fournit un grand champ de vue d’au moins 2 arcmin dans un
environnement compact. Il permet à la fois de faire de la spectroscopie avec une ré-
solution élevée et aussi de maintenir le mode caméra photométrique quand le miroir
est à l’arrêt, avec une différence de marche nulle.
2.4 Description du plan focal de SAFARI avec les bolo-
mètres TES
Le faisceau issu du spectromètre optique du télescope SPICA est divisé en trois
bandes : 35− 60 µm, 60− 110 µm, et 110− 210 µm, réparties en trois plans focaux,
avec chacune sa propre matrice de détection. Le nombres des bolomètres TES pour
les trois matrices a été calculé en tenant compte la limite optimale de diffraction de
la fonction d’étalement du faisceau Point Spread Function (PSF) (1.22 λ/D), avec
λ la longueur d’onde centrale de chaque bande, et D = 3 m le diamètre utile du
miroir de SPICA. Le nombre total des bolomètres pour les trois bandes est 5940, ils
ont tous les mêmes exigences de sensibilité de 2×10−19 W/√Hz (voir section 3.1.3).
La bande passante des détecteurs de SAFARI est fixée d’une part par le temps
de balayage tscan du spectro-imageur, et d’autre part par sa résolution spectrale
R = λ/∆λ. Le temps de balayage est le même pour toutes la gamme de longueurs
d’onde. Cela se traduit directement par une meilleure résolution spectrale pour les
courtes longueur d’onde (en raison de la lecture de plusieurs périodes), et une réso-
lution spectrale moins bonne pour les longueurs d’onde les plus longues. La lecture
du faisceau optique nécessite des bolomètres avec une bande passante minimale de
BW = 2×R× 1/tscan (le facteur 2 vient de la condition d’échantillonnage de Sha-






















Figure 2.1 – Schéma conceptuel d’un spectromètre imageur à transformée de Fou-
rier de type Mach-Zehnder pour SAFARI. Un seul bras du spectromètre est repré-
senté pour des raisons de clarté.
non). L’exigence au niveau de la bande passante des détecteurs dépend donc de la
gamme de longueur d’onde observée. Les spécifications des trois matrices de détec-
tion de SAFARI sont résumées dans le tableau 2.1.
Chaque plan focal possède une ouverture de 150 mm de diamètre et pèse environ
1.5 kg, il contient la matrice des détecteurs TES et son électronique de proximité
(amplification et multiplexage). Les TES sont associés à des cornets qui concentrent
le rayonnement électromagnétique vers les détecteurs. La matrice des cornets est pré-
cédée par un filtre optique qui permet de sélectionner la gamme de longueur d’onde
adéquate. Les détecteurs TES nécessitent une unité de refroidissement en dessous
du Kelvin fourni par des doigts refroidis. Différentes températures cryogéniques (
50 mK, 300 mK, et 1.7 K) sont nécessaires pour répondre aux exigences du système
(voir figure 2.2). Les TES et leurs électroniques d’amplification de proximité sont
placés dans un boîtier étanche à la lumière avec un blindage magnétique thermique
et mécanique dans une infrastructure de soutien. L’électronique de lecture des bo-
lomètres se trouve à température ambiante à environ 10 m de longueur des câbles
du plan focal.
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Figure 2.2 – Vue conceptuelle d’un des plans focaux de SAFARI, à gauche unité
de refroidissement, à droite la matrice des bolomètres TES et son électronique de
proximité.
2.5 Statut de l’instrument SAFARI en Europe
En se basant sur les performances scientifiques et la maturité du développement,
le consortium de SAFARI piloté par le SRON a décidé d’adopter les détecteurs TES
comme ligne de référence. Ils ont été présélectionnés par l’ESA pour une phase
d’étude en 2010. Durant cette période, le groupe des détecteurs constitué principa-
lement par le laboratoire SRON à Utrecht (NL), l’université de Cardiff et l’IRAP
collaborent ensemble pour développer un prototype d’une matrice de détecteurs TES
afin de démontrer la faisabilité et le niveau de sensibilité exigé pour SAFARI.
2.6 Contribution de l’IRAP
L’IRAP participe au développement de l’instrument SAFARI par la mise en
oeuvre de l’électronique de lecture pour la matrice des bolomètres TES. Il s’agit
d’une électronique de contrôle, de multiplexage, et d’asservissement du type "ba-
seband feedback" (voir chapitre 4). Le travail de ma thèse qui a débuté en 2007
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Table 2.1 – Matrices de détection de SAFARI
Bande (µm) 1.22 λD (arcsec) (D=3 m) N pixels BW (Hz)
35-60 4 64× 64 20
60-110 7.1 38× 38 10
110-210 13.4 20× 20 5
s’inscrit dans le cadre de la phase de pré étude de la solution TES pour SAFARI. Il
porte d’une part sur la réalisation d’un prototype d’électronique de lecture numé-
rique sur FPGA et d’autre part sur la mise en oeuvre d’un banc de test représentatif
de l’instrument SAFARI avec un nombre de pixels réduit. Ce démonstrateur a été
réalisé en collaboration étroite avec le laboratoire SRON et l’université de Cardiff.
A travers les chapitres de ce manuscrit, je vais ainsi décrire en détail les différents
choix conceptuels de toute la chaîne de lecture de l’instrument SAFARI avec l’option
TES.
Chapitre 3
Chaîne de détection de SAFARI
3.1 Les bolomètres supraconducteurs de SAFARI
Les performances scientifiques de SAFARI sont extrêmement dépendantes de la
sensibilité des détecteurs. Les bolomètres TES permettent d’atteindre le niveau de
sensibilité exigé de quelques 10−19 W/
√
Hz. De plus leur maturité technologique,
faible il y a quelques années, est maintenant suffisante et permet de les embarquer
sur une mission spatiale programmée pour 2020 comme SPICA. Ils se sont donc
imposés en priorité sur SAFARI.
Dans ce chapitre, je vais décrire la chaîne de lecture de l’instrument SAFARI en
partant des bolomètres TES jusqu’à l’électronique de lecture qui constitue le sujet
principal de ce travail de thèse.
3.1.1 Introduction au bolomètre TES
Le bolomètre TES est utilisé pour la détection du rayonnement électromagné-
tique depuis les longueurs d’onde submillimétriques jusqu’aux rayons X. Il est consti-
tué d’un élément absorbant du rayonnement électromagnétique rattaché à un ther-
momètre supraconducteur faiblement couplé à un bain thermique (voir figure 3.1).
Le rayonnement électromagnétique interagit avec l’absorbant et le chauffe. La résis-
tance du thermomètre change avec cette élévation de température. Le thermomètre
est un matériau supraconducteur polarisé autour de sa température de transition
supraconductrice. Autour de cette température de transition, une petite variation
de la température engendre une grande variation de la résistance électrique, ce qui
permet d’atteindre de grandes sensibilités (voir figure 3.2). Cette polarisation en
température est généralement assurée par la puissance Joule dissipée dans la résis-
tance du thermomètre.
Dans la majorité des cas, le bolomètre est polarisé en tension afin d’éviter son em-
ballement thermique. En effet, dans ce cas, la détection de l’onde électromagnétique
par le bolomètre augmente sa résistance et diminue le courant qui le traverse, ce
qui engendre la baisse de la puissance Joule dissipée. Le retour à l’équilibre s’établit
quand l’excès de la puissance de l’onde électromagnétique est évacué dans le bain
thermique. Cette autorégulation a été introduite par Irwin [Irwin 1995] sous le nom
de la contre-réaction électrothermique.






Figure 3.1 – Un simple modèle qui explique le fonctionnement d’un bolomètre
TES. Le TES est constitué d’un absorbant fortement couplé à un thermomètre, qui
est à son tour faiblement couplé à un bain thermique. Idéalement, le couplage entre
le thermomètre et l’absorbant est tellement fort que les deux éléments peuvent
être considérés comme un seul élément thermique. L’absorbtion du rayonnement
électromagnétique par l’absorbant chauffe le thermomètre et change sa résistance.
La mesure de cette résistance permet de retrouver le rayonnement électromagnétique
incident.
3.1.2 Description de la réponse électrique et thermique du bolo-
mètre TES
Grâce à sa faible impédance d’entrée comparée à celle du TES (typiquement
de quelques millihoms), et à son faible niveau de bruit, l’amplificateur de courant
le plus adapté pour lire le courant d’un TES est le magnétomètre quantique ultra
sensible appelé Superconducting Quantum Interference Device (SQUID). Le circuit
de polarisation du TES est donné par la figure 3.4. La lecture du TES consiste à
faire passer son courant dans une inductance magnétiquement couplée au SQUID.
Le SQUID converti le flux magnétique en une tension mesurable, ce qui permet de
retrouver le courant issu du TES. La tension de sortie d’un SQUID est trop faible
pour être couplée directement à un amplificateur à température ambiante sans dé-
gradation de ses performances en bruit. Une façon permettant d’améliorer le gain
transimpédance d’un SQUID, et donc d’augmenter sa tension de sortie, consiste à
mettre en série plusieurs SQUID. Le SQUID est un composant supraconducteur,
mais sa polarisation et sa lecture sont généralement assurées par une électronique à
température ambiante.
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Figure 3.2 – [Irwin 2005]. Exemple de transition d’un supraconducteur de l’état su-
praconducteur à l’état normal. Autour de la température critique (dans cet exemple
Tc = 96 mK), une petite variation de température induit une grande variation de
la résistance.
Figure 3.3 – Eléments constituant un bolomètre : l’absorbant est une couche mince
de métal déposée sur un substrat dont la capacité calorifique est très faible, le ther-
momètre est en contact thermique avec l’absorbant, il est relié électriquement à la
structure par deux connecteurs. Le courant électrique i qui circule dans la résistance
R(T) dissipe une puissance électrique dans l’absorbant. La puissance optique à me-
surer est absorbée par le bolomètre et contribue à l’élévation de température T de
la partie suspendue. Le bolomètre est relié mécaniquement et thermiquement à une
source froide de température T0 par des poutres de faible conductance thermique.
Afin d’étudier la réponse du TES et les contraintes en bruit, il est impératif de
considérer le circuit de polarisation du TES dans son ensemble. Dans le schéma de
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la figure 3.4, le TES est polarisé en tension à travers le courant qui traverse une
résistance de shunt Rshunt, très inférieure devant la résistance du TES. A l’équilibre
(sans détection otique), je vais appeler cette résistance R0. Afin de minimiser les
résistances parasites de connections et surtout la contribution de bruit de Johnson
de la résistance Rshunt, celle ci est placée à la même température que le TES. En
plus de la résistance du TES et la résistance de shunt, le circuit de polarisation peut
contenir une résistance parasite RPAR de connexion. Dans le cas de SAFARI, les fils
de connexions utilisés sont supraconducteurs, les résistances parasites sont réduites
au minimum. Pour atteindre les meilleures sensibilités, le TES fonctionne à des tem-
pératures cryogéniques de l’ordre de quelques dizaines de milli Kelvin (60−100mK).
Pour étudier le comportement électrique et thermique du TES, on va d’abord sim-
plifier son circuit de polarisation. Il peut être modélisé par son schéma équivalent de
Thévenin avec la tension de polarisation V = IBIASRshunt et la résistance de charge
RL = Rshunt+RPAR. La réponse du bolomètre TES est déterminée par deux équa-
Figure 3.4 – [Irwin 2005]. Le circuit de polarisation du bolomètre TES et son
schéma équivalent de Thévenin. a) Le TES est polarisé en tension à travers le courant
IBIAS appliqué à la résistance Rshunt supposée très inférieure devant RPAR + R0,
L représente l’inductance du SQUID, son impédance est très inférieure devant celle
du TES. b) Le modèle Thévenin équivalent du circuit (a), les équations de ce circuit
sont utilisées pour décrire son comportement électrique. La tension de polarisation
du TES est donnée par V = IBIASRshunt, elle est appliquée au TES en série avec
RL = Rshunt +RPAR, et de l’inductance du SQUID, L.
tions différentielles qui décrivent le comportement électrique et thermique du circuit.
L’équation électrique décrit l’évolution du courant I, et l’équation thermique décrit
l’évolution de la température T . Le modèle physique qui décrit le comportement
électrique et thermique d’un bolomètre idéal est représenté schématiquement sur la
figure 3.3. L’évolution de la température T du thermomètre est décrite par un bilan




= −Pbath + PJ + P (3.1)
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Où C est la capacité thermique totale de l’absorbant plus celle du thermomètre, T
est la température du TES, Pbath est la puissance transmise du TES vers le bain
thermique, PJ est la puissance Joule dissipée dans le TES, et P la puissance du
rayonnement incident.
Considérons le circuit de la figure 3.4, l’équation électrique qui décrit l’évolution




= V − IRL − IR(T, I) (3.2)
Où L est l’inductance du SQUID, V est la tension équivalente de Thévenin, I le
courant qui traverse le TES, et R(T, I) est la résistance électrique du TES. Bien
entendu, la résistance du TES dépend à la fois de la température T et aussi du
courant I.
Les deux équations différentielles 3.1 et 3.2 permettent d’étudier la réponse du bo-
lomètre à une excitation quelconque. Cependant, le caractère non linéaire de ces
équations rend difficile leurs analyses et leurs résolutions. Pour simplifier l’analyse,
on va donc considérer des approximations de comportement au petit ordre autour
des points d’équilibre de résistance R0, de température T0, et de courant I0. Les
détails de calculs qui permettent de résoudre les équations différentielles 3.1 et 3.2
sont discutés par Irwin dans la référence [Irwin 2005]. En utilisant cette référence, je
résume ici quelques principales définitions essentielles à la compréhension du fonc-
tionnement du TES.
La puissance thermique transmise du TES vers le bain cryogénique suit une loi
de transmission de chaleur qui peut être donnée par :
Pbath = K(T
n − T nbath) (3.3)
Où K et n sont des constantes, leurs valeurs sont déterminées par le mécanisme
de transport de chaleur qui dépend de la forme géométrique des poutres de liaison
entre le TES et le bain. n est généralement compris entre 2 et 4. Dans le cadre du
type des bolomètres TES que nous traitons, ces poutres sont fabriquées en nitrure
de silicium SiN (voir figure 3.5). Autour de la température T0, l’équation 3.3 peut
être simplifiée au petit signal par :
Pbath ≈ Pbath0 +GδT (3.4)
Où G est la conductance thermique, G = dPbath/dT = nKT
n−1 et δT = T − T0
représente la variation de la température autour de la température d’équilibre T0.
A l’équilibre, la puissance dissipée dans le bain thermique est Pbath0 = PJ0 + P0.
Où PJ0 = I
2
0R0 est la puissance joule dissipée dans le bolomètre, et P0 est le fond
de rayonnement du signal optique.
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De la même façon, au petit signal, la résistance du TES peut être approximée au
premièr ordre autour des valeurs d’équilibre de R0, T0, et I0, elle est donnée par :






Cette équation résume les dépendances de la résistance du TES en fonction à la fois
de la température et du courant électrique. Où δI = I − I0 représente la variation
du courant autour du courant d’équilibre I0 et αI est le coefficient de variation de














Pour un absorbant de type TiAu tel que c’est le cas pour les TES que nous utilisons
pour SAFARI, le coefficient de température est de l’ordre de αI ≈ 100. On définit
également βI le coefficient de variation de courant à température contante. En fonc-
tion du type du matériau utilisé, la valeur de βI est comprise entre 1 et 3. Sa valeur














La constante de temps électrique du bolomètre est définie à température constante
(δT = 0) par :
τelec =
L
RL +R0(1 + βI)
(3.8)
Dans le cas où le TES est polarisé avec une tension constante, sa constante de temps
thermique est donnée par la relation :
τeff =
τ
1 + L (3.9)
Où τ est le temps de réponse du bolomètre intrinsèque (sans contre-réaction élec-
trothermique), il est donnée par τ = C/G et L est le gain de la contre-réaction




A cause de l’interaction électrique et thermique, pour que la réponse du TES soit
stable, il faut que la bande passante électrique du circuit de polarisation donnée par
RL/2πL soit 5.8 fois supérieure à la bande passante thermique du TES donnée par
1/2πτeff [Irwin 2002].
La réponse en courant du TES par rapport à la variation de sa puissance totale









(1 + jωτeff )
(3.11)
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Figure 3.5 – Détecteur TES développé par le SRON. Le TES en jaune désigne le
thermomètre Ti/Au de 100 µm×100 µm, l’absorbant est en tantale Ta de dimensions
200 µm × 200 µm (gris foncé). Le contact entre l’absorbant et le thermomètre est
supraconducteur (niobium Nb (gris clair)). L’évacuation de la chaleur est réalisée
à l’aide de quatre poutres en nitrure de silicium (SiN de largeur 4 µm et longueur
240 µm). L’épaisseur de la membrane est de 1 µm pour une faible conductance
thermique.
3.1.3 La sensibilité et la dynamique du bolomètre TES
La sensibilité du bolomètre dépend directement du niveau de la puissance équi-
valente de bruit NEP. Les sources de bruit pour un bolomètre TES peuvent être
distinguées en deux grandes catégories, le bruit de photon du rayonnement élec-
tromagnétique incident, et le bruit intrinsèque du bolomètre lui même. Le bruit de
photon constitue la limite fondamentale de la sensibilité quelque soit le type de dé-
tecteur utilisé. Il provient des fluctuations quantiques du flux de photon qui arrive
sur les détecteurs. Dans le cadre de la mission SPICA, comme nous l’avons vu au
chapitre SAFARI, la sensibilité exigée pour les détecteurs doit être de l’ordre de
quelques 2× 10−19 W/√Hz.
Plusieurs phénomènes sont responsables du bruit dans le détecteur TES. D’une
manière générale, toutes sources d’énergie arrivant sur le bolomètre est susceptible
d’apporter sa contribution en bruit. Les principales sources de bruit dans un bo-
lomètre TES sont dues d’une part aux fluctuations thermiques dans le bolomètre
connues sous le nom du bruit de phonon (
√
4kBγT 2c G). Et d’autre part, par les fluc-
tuations thermodynamiques associées aux résistances électriques, ce bruit est connu
sous le nom de bruit de Johnson. Le bruit total du TES est donnée par :
NEP 2 = 4kBγT
2
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Où kB = 1.381×10−23 JK−1 est la constante de Boltzman, γ est une constante qui
varie entre 0.5 et 1 en fonction de de l’écart entre la température du bain cryogénique
et la température de transition du TES, et aussi en fonction de la conductance




intrinsèque du SQUID. Le bruit du TES est dominé par les fluctuations thermiques
du bruit de phonon pour les fréquences qui sont en dessous de f < 12piτeff , et le bruit
de Johnson domine pour les fréquences en dessus, f > 12piτeff . Ainsi, dans la bande
passante de détection (f < 12piτeff , d’après l’équation 3.11), le TES est dominé par
son bruit de phonon :
NEP ≈
√
4kBγT 2c G (3.13)
Dans cette étude, j’ai seulement considéré les sources de bruit de nature thermody-
namique qui apportent une contribution majeure. La sensibilité finale dépendra de
l’implémentation exacte après l’assemblage final de l’instrument.
3.1.4 Amélioration de la sensibilité des TES actuels
Les bolomètres TES actuels ont déjà prouvé une sensibilité de l’ordre de ≈
10−17 W/
√
Hz. Pour améliorer cette sensibilité, et en considérant seulement le bruit
de phonon donné par l’équation 3.13, Il faut réduire les deux paramètres libres dans
cette équation, c’est à dire, la température critique Tc et la conductance thermique
G. La réduction de la température critique entraîne à son tour la réduction de la
température du bain cryogénique. Cette réduction de la température de bain trouve
sa limitation autour de 60 à 70 mK pour un système de refroidissement utilisant un
bufflage mécanique, tel que c’est le cas sur SPICA. Cela impose donc l’utilisation des
TES avec une température critique optimale pour SAFARI d’environ Tc ≈ 100 mK.
Pour atteindre une sensibilité de NEP = 2 × 10−19 W/√Hz à Tc = 100 mK, la
conductance thermique doit être réduite à G < 7× 10−14 W/K avec (γ ≈ 1).
La conductance thermique dépend de la forme géométrique des poutres qui relient
l’absorbant et le thermomètre au bain thermique. Une façon qui permet d’atteindre
des faibles valeurs de conductance thermique consiste à fabriquer des bolomètres
TES avec des poutres très longues et très minces en nitrure de silicium (voir figure
3.6). L’état de l’art actuel pour les développements TES observant dans l’infrarouge
et le sub-millimétrique démontre une sensibilité mesurée de 6.5±1.5×10−19 W/√Hz
à Tc = 78 mK et G = 325 ± 25 fW/K [Beyer 2011].
La dynamique d’un bolomètre TES peut être définie comme étant le maximum
puissance absorbée (sans saturation) divisé par sa puissance équivalente de bruit,
NEP. La puissance de saturation est déterminée par la température de transition
du TES, Tc, le coefficient de la conductivité thermique des poutres, n ≈ 2.5,
et la température du bain thermique, TB. La puissance de saturation est définie
par : Psat = k(T
n
c − T nB). Pour SAFARI, l’objectif du niveau de sensibilité de
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3 × 10−19 W/√Hz impose une puissance de saturation de 8 fW [Mauskopf 2010].
La saturation se produit quand la résistance du TES devient proche de sa résistance
normale vers la zone non linéaire (voir figure 3.1). La dynamique du TES est équi-
valente au maximum de variation du courant de détections δI divisé par le bruit









Où RTES est la résistance du TES, Rn est sa résistance normale et PJ0 la puissance
de polarisation électrique, le NEP est la puissance équivalente de bruit du détec-
teur. Les détecteurs TES qui sont utilisés pour SAFARI sont fabriqués à base de
nitrure de silicium Si3N4 par le laboratoire SRON. Ils ont une résistance normale
de l’ordre de Rn = 0.2 Ω. En fonctionnement (à la température de transition), ils
sont polarisés à environ 20 % de la résistance normale, R0 = 0.2×Rn = 40 mΩ avec
une puissance de polarisation l’ordre de P ≈ 5 fW , ce qui impose une dynamique
de 2× 104 √Hz pour un NEP ≈ 2× 10−19 W/√Hz.
D’après l’équation 3.13, on peut constater qu’une sensibilité élevée du bolomètre
TES nécessite que la conductivité thermique soit la plus faible possible, mais d’après
l’équation 3.14, la conséquence d’une conductance thermique faible restreint la dyna-
mique du détecteur. En pratique, une faible dynamique se traduit par une saturation
du détecteur lors de l’observation des sources trop lumineuses. Il est donc nécessaire
d’envisager des solutions qui permettent d’éviter cette saturation. En 2008, deux
solutions étaient à l’étude : i) réduire la puissance du rayonnement (signal du ciel)
directement à l’aide des filtres optiques (uniquement lors des observations des sources
lumineuses pour préserver la sensibilité). ii) Concevoir une nouvelle génération de
TES où il serait possible de modifier la conductance thermique électriquement en
fonction du mode d’observation [Swinyard 2008].
3.2 Caractéristique courant-tension de l’amplificateur à
SQUID
Le SQUID est un détecteur supraconducteur ultrasensible, il permet de mesu-
rer de très faibles flux magnétiques (jusqu’à 10−15 Weber) et de les convertir en
tension mesurable (lorsqu’il est polarisé en courant constant). L’adjonction d’une
inductance magnétiquement couplée au SQUID permet de convertir un courant en
flux magnétique et de faire de l’ensemble (inductance plus SQUID) un amplificateur
transimpédance.
3.2.1 Principe de fonctionnement d’un SQUID
L’élément de base d’un SQUID est un anneau supraconducteur interrompu par
deux couches isolantes (jonctions Josephson) identiques et placées symétriquement
par rapport aux points d’alimentation en courant (voir figure 3.9). Son principe de










Figure 3.6 – A gauche : puissance équivalente du bruit en fonction de la conduc-
tance thermique. Avec une température Tc ≈ 100 mK nous aurons besoin d’une
conductance thermique : G ≈ 0.15 pW/K pour atteindre une NEP = 2 ×
10−19 W/
√
Hz. A droite : illustration d’une solution qui permet d’augmenter la
conductance thermique tout en conservant une taille de pixel raisonnable.
fonctionnement repose sur deux phénomènes physiques : la quantification du flux
magnétique à travers un anneau supraconducteur, et l’effet Josephson.
3.2.2 Définition de la supraconductivité
L’état supraconducteur est un état quantique macroscopique défini par l’exis-
tence d’une fonction d’onde unique ψ(r) pour tous les électrons du matériau. Dans le
supraconducteur, les électrons, par l’intermédiaire des vibrations du réseau, peuvent
avoir une interaction effective attractive. Ils forment alors des paires d’électrons dites
paires de Cooper. Ces paires formées par deux fermions peuvent être considérées
comme des bosons. Elles peuvent alors être toutes dans le même état quantique.
D’où une fonction d’onde unique pour toutes les paires. Cette fonction d’onde est
une quantité complexe qui peut être écrite par :
ψ(r) = |ψ(r)|expiφ(r) (3.15)
|ψ(r)|2 est une quantité proportionnelle au nombre de paires de Cooper, et φ(r)
représente leur phase. Cette phase est la même dans tout le supraconducteur. Elle
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Figure 3.7 – Flux magnétique à travers un anneau supraconducteur
correspond ici à une quantité macroscopique contrairement à la phase de la fonction
d’onde d’un électron d’un métal normal.
3.2.3 Quantification du flux à travers un anneau supraconducteur
Considérons un anneau supraconducteur donné par la figure 3.7. En une position








Où ~B est le vecteur d’induction magnétique, n un nombre entier, h la constante
de Planck, e la charge de l’électron, S est la surface délimitée par le contour C, et
φ0 =
h
2e = 2.07 × 10−15 Wb le quantum de flux . La condition de quantification de
flux correspond à la situation où, si l’anneau supraconducteur est soumis à un champ
magnétique externe, son courant de surface (appelé aussi courant superfluide) évolue
de façon à maintenir le flux total égal à un multiple de φ0.
3.2.4 L’effet Josephson
Brian Josephson a montré que les fonctions d’onde qui décrivent deux supracon-
ducteurs deviennent cohérentes lorsqu’il existe un couplage entre eux, même faible.
Par exemple, si deux supraconducteurs sont séparés par une couche isolante fine
(quelques nm voir figure 3.8), leurs deux fonctions d’ondes ne sont plus indépen-
dantes et les phases des deux supraconducteurs sont reliées. Un courant superfluide
(constitué par les paires de Copper) peut alors s’établir à travers la barrière isolante
par effet tunnel sans développer de différence de potentiel autour. Josephson a mon-
tré que ce courant est relié à la différence de phase γ des fonctions d’ondes dans les
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Figure 3.8 – Jonction Josephson : deux matériaux supraconducteurs séparés par
une couche isolante très mince.
deux milieux supraconducteurs :
I = Ic sin(γ) (3.17)
Où I est le courant qui traverse l’anneau et Ic le courant critique de la jonction.
Si le courant I est supérieur à Ic, la jonction devient résistive, et une tension V
donnée par la seconde relation de Josephson apparaît aux bornes de la jonction








Le courant qui traverse le SQUID-DC varie en fonction du flux qui passe dans
l’anneau. Le SQUID-RF radiofréquence ne possède qu’une jonction Josephson, il ne
sera pas traité ici. Dans la suite de ce manuscrit, SQUID désignera SQUID-DC. Une
première explication simplifiée du fonctionnement du SQUID consiste à supposer que
le flux magnétique externe est nul ou égal à un multiple du quantum de flux φ0.
Le courant d’alimentation I qui excède légèrement 2× Ic (Ic est le courant critique
de chaque jonction) sera donc réparti équitablement entre les deux jonctions sans
développer une tension dans chacune des branches. Supposons maintenant que le
flux externe φext est différent d’un multiple du quantum de flux nφ0. Un courant
permanent i circulera autour de l’anneau de façon à maintenir le flux total égal à
nφ0. Le courant superfluide i va créer un déséquilibre renforçant ainsi le courant
qui traverse une jonction et diminuant le courant de la deuxième jonction. Dans la
jonction où ce courant i va dans le même sens que le courant d’alimentation I, le
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Figure 3.9 – Le schéma de principe du SQUID-DC, il s’agit d’un anneau supra-
conducteur interrompu par les deux jonctions Josephson supposée identiques, non
hystérétiques et placées symétriquement par rapport aux points d’alimentation en
courant.
SQUID va développer une tension dès que le courant I/2+ i devient égal au courant
critique Ic. Si le champ magnétique extérieur continue à augmenter jusqu’à ce qu’il
dépasse la valeur φ0/2, le SQUID au lieu d’annuler le flux extérieur, va l’augmenter
jusqu’à la valeur φ0. Le courant superfluide i va donc tourner dans le sens inverse.
A partir des équations 3.16, 3.17, et 3.18, le courant I qui traverse le SQUID est
donné par [Laurent-Patrick Lévy 1997] :
I = 2Ic × cos(πφext
φ0
) (3.19)
Cette fonction est tracée sur la figure 3.10. Le maximum du courant est atteint pour
les multiples du quantum de flux, et les minimums correspondent aux valeurs demi
entières du quantum de flux.
3.3 Le multiplexage
3.3.1 Introduction
La lecture d’un pixel avec le préamplificateur SQUID nécessite au moins cinq
fils (deux fils de polarisation, deux fils d’asservissement et un fils de sortie) pour
établir une connexion entre l’ensemble : TES plus SQUID, qui fonctionnent dans
le milieu cryogénique, et l’électronique de lecture, qui fonctionne à l’extérieur du
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Figure 3.10 – Le courant du SQUID I en fonction du flux externe appliqué φext.
Ic représente le courant critique de chaque jonction Josephson.
cryostat. Pour une matrice d’un grand nombre de détecteurs, le nombre de câbles
nécessaires augmente considérablement la complexité du câblage et introduit une
charge thermique trop importante dans le cryostat. L’approche de lecture directe
est acceptable pour une matrice de quelques pixels, mais n’est pas envisageable
pour une matrice de plusieurs milliers de pixels comme celles utilisées dans le plan
focal de l’instrument SAFARI. Pour pouvoir lire une matrice de grand format, le
multiplexage est indispensable.
3.3.2 Principe
Le principe du multiplexage est basé sur un ensemble de fonctions f1(t), f2(t)...
qui modulent les signaux des détecteurs A1(t), A2(t)..., les signaux modulés sont
ensuite sommés puis lus par une seule chaîne de détection. Les signaux des détec-
teurs A1(t), A2(t)... peuvent être retrouvés en multipliant le signal modulé par les
même fonctions de modulations f1(t), f2(t).... Le multiplexage peut être réalisé de
différentes manières selon le type de fonction de modulation choisi : par code, en
fréquence, ou en temps, voir exemple figure 3.11. Les deux technologies les plus
matures sont : Time-Domain Multiplexing (TDM) [de Korte 2003] et Frequency-
Domain Multiplexing (FDM) [de Korte 2006]. Ces deux approches sont très compa-
rables en performance. La technologie du Code-Division Multiplexing (CDM) a vu
le jour récemment [Irwin 2010] [Niemack 2010].
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Figure 3.11 – Trois types de fonctions de modulations peuvent être utilisées pour
le multiplexage : a) le le multiplexage par code CDM est réalisé par inversement
de polarisation en utilisant un codage Walsh. b) le multiplexage fréquentiel (FDM)
utilise des fonctions sinus avec des fréquences différentes. c) le multiplexage temporel
(TDM) utilise un signal carré.
3.3.3 Le multiplexage temporel (TDM)
La méthode la plus directe et la plus intuitive est celle du multiplexage tempo-
rel. Elle consiste à polariser les détecteurs les uns après les autres d’une manière
successive. Dans la pratique, le TDM peut être mis en œuvre soit en modulant di-
rectement le signal de polarisation des TES, ou en modulant le signal de polarisation
du SQUID qui lui est associé. En pratique c’est le SQUID qui est modulé. J’ai choisi
comme exemple d’illustration une architecture actuellement développée par NIST
[Doriese 2009] (La figure 3.12). Dans l’architecture NIST présentée ici (et aussi l’ar-
chitecture par code (CDM) présentée dans la section suivante), les détecteurs, très
sensibles, ne sont pas eux-mêmes modulés (allumé et éteint) afin d’éviter de dégra-
der leurs sensibilités par le bruit de commutation. Les TES sont polarisés en tension
continue (DC) en permanence, et chaque détecteur est associé à son propre amplifi-
cateur à SQUID (premier étage), c’est cet élément qui est modulé. La commutation
du SQUID est réalisée par une simple commande de son courant de polarisation.
Quand il n’est pas polarisé, il est dans un état supraconducteur (court-circuit) qui
présente l’avantage de bloquer le bruit des TES qui ne sont pas lus. Quand le SQUID
est polarisé, il agit comme un amplificateur de courant pour le pixel auquel il est
relié. Ces propriétés font du SQUID un commutateur idéal pour le bolomètre TES.
Un transformateur permet la lecture des courants issus des différents pixels par un
deuxième amplificateur à SQUID. Le multiplexage temporel est une technologie qui
nécessite une très grande maîtrise dans le développement des circuits intégrés à base
de supraconducteurs. C’est le cas de NIST aux USA qui a développé des systèmes
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mis en service sur deux instruments principaux : le télescope destiné aux observa-
tions du fond diffus cosmologique Atacama Cosmology Telescope [Battistelli 2008]
avec une matrice de 32× 32 TES, et l’instrument SCUBA 2 [Audley 2004] au foyer
du télescope James Clerk Maxwell Telescope (JCMT) observant dans le domaine de
longueur d’ondes submillimétrique (450 µm− 850 µm) avec environ 10000 TES sé-
parés en quatre caméras de 32×40 TES. En terme de rapport signal-sur-bruit, pour
lire N voies, la méthode TDM nécessite une chaîne d’acquisition qui soit un facteur√
N moins bruyante que pour un seul détecteur. Ceci provient du recouvrement du
bruit d’amplification à l’échantillonnage [Irwin 2002].
Figure 3.12 – Exemple de réalisation TDM développé par NIST. Cette architecture
consiste à utiliser des SQUID comme commutateurs supraconducteurs polarisés les
uns après les autres dans le temps. Ceci permet la lecture du courant des différents
pixels successivement.
3.3.4 Le multiplexage par code (CDM)
Le multiplexage par code peut être compris de façon simple par comparaison
avec le multiplexage temporel, la topologie de son circuit est assez similaires à celle
du TDM, à l’exception des fonctions de modulations qui sont différentes. La diffé-
rence clé du CDM par rapport au TDM réside dans le fait que tous les détecteurs
sont adressés en même temps (un peu comme la FDM développé dans la section sui-
vante). Le TDM utilise des fonctions de modulation carrées, le CDM lui, alterne le
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sens des courant des TES en exploitant la propriété d’orthogonalité du code Walsh
[Walsh 1923], à savoir :
W 2 = n · In (3.20)
Où W est une matrice carré d’ordre n dont les coefficients sont 1 ou −1 et In la
matrice identité d’ordre n. Pour illustrer un exemple de multiplexage de quatre




1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1

 = 4×W−1 (3.21)
Les colonnes de la matrice indiquent l’évolution dans le temps du signal de polari-
sation appliqué à chaque pixel, et les lignes montrent le signal de détection relatif
à chaque détecteur ( pix1, pix2, pix3, pix4). Le résultat de la modulation CDM est
donnée par :

1 1 1 1
1 1 −1 −1
1 −1 −1 1













pix1 + pix2 + pix3 + pix4
pix1 + pix2 − pix3 − pix4
pix1 − pix2 − pix3 + pix4
pix1 − pix2 + pix3 − pix4

 (3.22)
La démodulation est réalisée en multipliant la somme des signaux provenant de tous
les pixels (une fois la lecture de tous les échantillons est terminée) par W−1 = W/4






1 1 1 1
1 1 −1 −1
1 −1 −1 1





pix1 + pix2 + pix3 + pix4
pix1 + pix2 − pix3 − pix4
pix1 − pix2 − pix3 + pix4











De façon pratique, les coefficients 1 et −1 correspondent au sens du courant issu
de chaque détecteur. La modulation CDM consiste donc à inverser le signal de
polarisation afin de moduler le sens des courants des détecteurs par des fonctions
Walsh W . Toutefois, cette modulation du signal de polarisation n’est pas réalisée
au niveau des détecteurs à cause du bruit de commutation qui risque de dégrader
la sensibilité des TES. Ici je présente deux exemples d’architectures actuellement en
cours de développement par NIST (voir figure 3.13). Dans le premier exemple, la
modulation des sens des courants est réalisée en inversant le signal de polarisation
des SQUID associés à chaque TES. Les courants issus de tous les SQUID sont ensuite
sommés à l’aide d’un transformateur, puis lus par un SQUID de deuxième étage.
Le deuxième exemple de multiplexage CDM consiste à utiliser des commutateurs
supraconducteurs de type Single-Pole Double Throw (SPDT) pour contrôler le sens
de polarité. Le SPDT est constitué de deux circuits parallèles contenant chacun
un SQUID en série avec une résistance Rser. Le courant critique Ic du SQUID
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est proche de zéro quand son flux extérieur est égale à φ0(n + 1/2), et il est à
son maximum quand le flux externe devient égale à nφ0, avec n un nombre entier
[Beyer 2008]. Rappelons que tant que le courant qui traverse le SQUID ne dépasse
pas le courant critique, le SQUID se comporte comme un court-circuit, sinon, le
SQUID se comporte comme une résistance Rn ≈ 2 Ω, et parce que Rn >> Rser,
ce comportement est équivalent à un circuit ouvert. En appliquant un flux externe
égal à φ0/2, le courant issu du TES suffit pour dépasser le courant critique. Dans
l’exemple du circuit donnée par la figure 3.13, le courant de modulation (I1, I2, I3, I4)
est calculé de façon à générer un flux égal à φext = φ0/2 appliqué à chaque SQUID.
Un flux d’offset φ0/2 (appliqué seulement à un SQUID coté −M) permet aux deux
SQUID de fonctionner de façon alternative. En absence du courant de modulation,
le SQUID coté +M est un court-circuit et le SQUID coté −M est un circuit ouvert
(et inversement). Les courants de tous les commutateurs sont sommées à l’aide d’un
transformateur, puis lus par un deuxième étage de SQUID.
Figure 3.13 – Deux exemples de mise en œuvre possible du multiplexage CDM.
A gauche, modulation des courants des TES par inversement de la polarisation des
SQUID. A droite, schématique et photo layout de la solution CDM pour quatre
TES utilisant des commutateurs supraconducteurs SPTD. En absence des courants
de modulation (I1, I2, I3, I4), le SQUID coté −M se comporte comme circuit ouvert,
le courant des TES traversent donc les bobines cotés +M et inversement.
3.3.5 Le multiplexage fréquentiel (FDM)
La figure 3.14 illustre un schéma de principe du multiplexage FDM. Les bolo-
mètres TES sont représentés par des résistances variables. Chaque capteur est po-
larisé avec une fréquence différente grâce au filtre résonateur LC qui lui est associé.























Figure 3.14 – Schéma de principe du multiplexage FDM
Lorsque la puissance électromagnétique est absorbée, la résistance du TES change
modulant ainsi le courant qui le traverse. Cette modulation d’amplitude transfère le
spectre du signal absorbé à la bande latérale autour de chaque fréquence porteuse.
Etant donné que chaque capteur est utilisé à une fréquence de polarisation diffé-
rente, les signaux correspondant aux capteurs différents peuvent être combinés dans
une ligne de lecture commune. Les signaux des détecteurs sont ensuite récupérés par
l’électronique de lecture qui réalise la démodulation en fréquence et l’asservissement
nécessaire au SQUID.
3.3.6 Comparaison des trois techniques de multiplexage
La technologie du multiplexage CDM est moins mature comparée au TDM et
au FDM. Jusqu’à présent aucun multiplexage par code n’a été testé avec des détec-
teurs, toutefois, le CDM peut devenir rapidement assez mature en s’appuyant sur
l’expérience acquise lors du développement TDM. En principe, si aucune optimi-
sation n’est réalisée au niveau du circuit de polarisation des TES, le multiplexage
CDM peut être testé avec le même circuit utilisé par le TDM. Si de plus le pro-
gramme qui génère les formes d’ondes et qui assure l’asservissement du SQUID est
réalisé numériquement, le CDM peut être réalisé et testé simplement en mettant à
jour ce programme. En termes de performances, le CDM est assez comparable au
TDM, à l’exception d’une différence dans la bande de bruit mesurée par le SQUID
de sommation. Dans le cas du TDM, les signaux des TES sont cadencés avec une
fréquence N fois inférieure à celle du SQUID sommateur, ce qui, comme nous l’avons
vu, dégrade sa dynamique par
√
N . La différence dans le cas du CDM c’est que, à
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chaque séquence, tous les pixels sont lus en même temps, et avec la même cadence fs,
ainsi la bande passante du SQUID de sommation est la même que celle du SQUID
associé au détecteur. Ceci présente un avantage du CDM par rapport au TDM, car
les performances du SQUID ne sont pas dégradées par l’accumulation du bruit de
recouvrement.
Une étude de comparaison entre les deux techniques de multiplexage TDM et FDM
a été réalisée par [Irwin 2002]. Je résume ici les principaux avantages et inconvé-
nients qui existent entre les deux techniques, afin de faire un choix optimal de la
technologie de multiplexage la mieux adaptée pour lire la matrice des bolomètres de
l’instrument SAFARI. Du point de vue mathématique, les deux techniques de mul-
tiplexage sont équivalentes si on considère des signaux avec des bandes passantes
arbitraires, et des amplificateurs parfaits sans bruit avec une bande passante infinie.
Dans la pratique, les SQUID ne peuvent pas être considérés comme tel, et les signaux
des détecteurs TES de SAFARI possèdent une bande passante qui a un impact sur
les performances selon la méthode de multiplexage choisie.
Du point de vue de la dynamique du SQUID, les deux techniques sont équiva-
lentes. Comme nous l’avons vu dans la section 3.3.3, dans le cas du multiplexage
de N détecteurs par le TDM, le bruit de recouvrement dégrade la dynamique du
SQUID par
√
N . Dans le cas de la FDM, un seul SQUID est utilisé pour lire le
nombre N de détecteurs modulé par des fonctions sinus avec différentes fréquences,
si leurs phases respectives sont aléatoires, la somme des amplitudes à l’entrée du
SQUID augmente par environ ≈ √N , ce qui dégrade la dynamique du SQUID par√
N également.
En ce qui concerne la puissance thermique dissipée dans le cryostat par les harnais,
les performances des deux systèmes sont très comparables. La puissance dissipée
par le SQUID est similaire, car dans les deux cas, seul un SQUID est actif à la
fois. Toutefois, dans le multiplexage TDM, il est d’usage d’utiliser des résistances
(en mode diviseur de courant) très faible (≈ 5 mΩ) en parallèle avec le TES pour
assurer sa polarisation en tension. Ces résistances peuvent être remplacées dans le
cas du FDM par des diviseurs capacitifs qui ne dissipent pas de puissance.
Du point de vue architecture et système de lecture, il est aussi difficile de maî-
triser un processus de réalisation lithographié de N SQUID associé à N TES dans
le cas du TDM, que de fabriquer des filtres résonateurs LC avec un grand facteur
de qualité (Q ≈ 6000). L’électronique de lecture semble être plus complexe dans le
cas de la FDM, car elle nécessite la génération des fonctions sinus, et des opérations
de démodulation du signal. Dans le cas du TDM, étant donné que seulement un
SQUID est actif par pixel, une seul signal de feedback est utilisé permettant de
maintenir le SQUID dans une zone linéaire. L’électronique doit donc être capable
de synchroniser la lecture et l’asservissement de façon que, pour chaque pixel, le
signal d’asservissement soit calculé, mémorisé, puis envoyé vers le SQUID lors de la
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prochaine lecture.
Cette comparaison montre que les deux techniques de multiplexage sont assez si-
milaires en termes des performances. Toutefois, l’élément qui fait la différence dans
le cadre de l’instrument SAFARI est le nombre maximal de pixels qui peuvent être
lus par chaîne de lecture. Ce nombre est essentiellement déterminé par la bande
du détecteur TES et du produit gain-bande disponible pour l’asservissement du
SQUID. Dans le cas de l’instrument SAFARI, la bande passante de détection qui
contient le signal scientifique est d’environ 20 Hz. Pour assurer la stabilité élec-
trothermique du TES, la bande passante électrique de son circuit de polarisation
doit être multipliée par 5.8 (voir section 3.1.3). Le produit gain-bande nécessaire
pour multiplexer N pixels en TDM est déterminé par la fréquence de Nyquist qui
doit être au moins 2N fois supérieure à la bande passante du détecteur, c’est-à-dire
2N ×Gloop × 5.8× 20 Hz, avec Gloop le gain de la boucle d’asservissement. Ce gain
de boucle Gloop est le même que l’on utilise la FDM ou la TDM, car comme nous
l’avons vu, les deux méthodes dégradent la dynamique du SQUID par un facteur√
N . Dans la section 3.5.1.2, on montre que le produit gain-bande disponible dans
SAFARI est limité par le retard dans la boucle d’asservissement et le temps de
traitement de l’électronique de lecture. Si on suppose un gain typique Gloop = 10
pour linéariser la caractéristique du SQUID, et un temps de traitement de l’ordre
de 1 µs (soit 10 coups d’horloge à une fréquence d’échantillonnage fs = 10 MHz),
le produit gain-bande maximum disponible est f0dB = 83 kHz. Ainsi, seulement
35 pixels peuvent être mutltiplexés par le TDM. Dans le cas du FDM, le produit
gain-bande limitatif peut être détourné par des techniques d’asservissement basées
sur la correction du retard. Avec la FDM, comme je vais le démontrer par la suite,
il est possible de multiplexer jusqu’à 160 pixels par SQUID, et par chaîne de lecture.
En considérant tous les arguments que je viens de développer, pour SAFARI, nous
avons fait le choix d’utiliser le multiplexage FDM. L’IRAP a établi une collaboration
avec le laboratoire SRON et l’université de Cardiff pour développer une matrice de
bolomètres TES avec un système de lecture multiplexé en fréquence.
3.4 Le multiplexage fréquentiel (FDM) pour SAFARI
3.4.1 Choix des valeurs de l’inductance et des capacités
Le choix de l’inductance L est directement lié à la stabilité électrothermique
du TES (voir section 3.1.3). La bande passante de 20 Hz des TES de SAFARI
impose une inductance maximale L < 27 µH (pour une résistance de bias de l’ordre
R = 40 mΩ). En pratique, L est maintenue constante afin de préserver la même
bande passante pour tous les détecteurs. La capacité C varie afin de choisir la
fréquence de polarisation dictée par la fréquence de résonance fri de chaque circuit








3.4.2 Bande de multiplexage
3.4.2.1 Choix de la fréquence basse
Figure 3.15 – (a) : Photographie d’une inductance L fabriquée par SRON. (b) :
Zoom montrant les lignes de l’inductance en forme de spirales réalisés à base de
niobium Nb, elles passent au-dessus de la ligne de contact (ligne du milieu) qui relie
l’extrémité intérieure de l’inductance vers les points de contact. L’isolation entre
les deux éléments (inductance et contact) est assurée par une couche mince à base
d’oxyde de silicium SiO2. (c) Coupe transversale dans l’inductance, montrant la
couche d’isolation SiO2 d’environ ≈ 250 nm d’épaisseur.
Les inductances sont réalisées par lithographie à base de niobium Nb, elle sont
sous forme de bobines spirales comme le montre la figure 3.15. La relation entre la
valeur de l’inductance et sa taille physique est donnée par :
L(µH) = 14.5 × I3L(mm) (3.25)
Une inductance L = 27 µH correspond à IL = 1.23 mm et donc une surface totale
pour les 5940 de SAFARI : I2L × 5940 = 90 cm2. Cette taille est assez conséquente
par rapport à la surface disponible dans le plan focal de l’instrument.
Les valeurs des capacités sont inversement proportionnelles aux fréquences de pola-
risations, leurs tailles deviennent conséquentes vers les basses fréquences. Le choix
de la capacité détermine donc la fréquence basse de la gamme du multiplexage. La
relation qui relie la valeur de la capacité à sa taille physique est donnée par :
C(nF ) = 4.5 × l2c(mm) (3.26)
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Table 3.1 – Tailles des filtres résonateurs
TES Rn (Ω) R0 (mΩ) L (µH) Surface L (cm
2) frmin (kHz)
TiAu 0.2 40 27 83 345
TiAu 0.2 40 6.8 33 1000
TiAu 0.2 40 2.7 18 2600
Pour les hautes fréquences, la surface du filtre est dominée par la taille des induc-
tances. Toutefois, la taille de l’ensemble des filtres résonateurs augmente de façon
drastique quand la taille physique de la capacité excède celle de l’inductance. Une
taille optimale correspond à une taille de capacité inférieure ou égale à celle de l’in-
ductance. Cela détermine la valeur de la capacité maximale et par conséquent la
fréquence de polarisation minimale. Le tableau 3.1 résume l’impact des choix de L
et C sur la surface totale des filtres et détermine un jeu de bandes de multiplexage
pour un TES à base de TiAu.
3.4.2.2 Choix de la fréquence haute
Le choix de la fréquence haute est essentiellement déterminée par les pertes dans
le diélectrique de la capacité, et la puissance électrique consommée de l’électronique
de lecture (numérique). Les pertes dans le diélectrique créent une résistance parasite
dans la capacité : Equivalent Series Resistance Resr, sa valeur augmente avec la





Où QLC est le facteur de qualité intrinsèque des résonateurs. Pour le choix de la
fréquence haute, il y a un compromis entre la diminution de la taille des résonateurs
et l’augmentation de la résistance parasite Resr, ce qui réduit le facteur de qualité.
Notons qu’ils existe des solutions qui permettent de compenser Resr (voir solution
asservissement positif étudiée à la section 4.6.2). Cependant la consommation de
l’électronique ne permet pas d’aller au-delà de quelques MHz. Nous avons ainsi
choisi une bande de multiplexage 1 − 2 MHz et une inductance de L = 5 µH.
Cela permet d’avoir une surface totale des résonateurs (inductances plus capacités)
d’environ 100 cm2 pour l’ensemble des pixels de SAFARI.
3.4.3 Diaphonie ("Crosstalk") entre les pixels
Pour illustrer quelques éléments parasites responsables du phénomène de la dia-
phonie, un exemple de quelques TES multiplexés en fréquence est donné par le
schéma de la figure 3.16. Le courant de tous les pixels est sommé à travers la bo-
bine d’entrée Lc du SQUID. L’impédance commune Zc représente la somme les
résistances parasites des connections et l’inductance du SQUID.



















Figure 3.16 – Schéma généralisé du multiplexage FDM montrant l’impédance com-
mune Zc.
3.4.3.1 Sans l’éffet de l’impédance commune
Si l’impédance commune est nulle, la diaphonie est causée par le fait que chaque
pixel est polarisé par plusieurs porteuses. Etant donné que les filtres résonateurs ne
sont pas infiniment sélectifs, les courants des différents pixels ne sont pas strictement
séparés. Ainsi, chaque TES est polarisé en tension par sa propre fréquence porteuse,
et en courant par les fréquences porteuses voisines. L’absorption d’un rayonnement
électromagnétique par un pixel i polarisé à la pulsation ωi, modifie la résistance
du TESi, δR = dR/Rbias, où Rbias est la résistance du TES à la transition. Cette







Où Vbias est la tension de polarisation donnée par Vbias = Ii × Rbias, et Zi,ωi est
l’impédance du pixel i polarisé à la pulsation de résonance ωi, (Zi,ωi = Rbias). La
modulation du courant δIi,ωi va créer à son tour un courant de diaphonie au niveau
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Table 3.2 – Calcul de la diaphonie comparé aux spécifications de SAFARI jusqu’au
cinquième pixel
Pixels voisins 1er 2eme 3eme 4eme autres
SAFARI
Spécifications (%) 23 5 0.2 0.04 0.01
Sans impédance commune
(δR = 60 mΩ)
∆f = 6.25 kHz (%) 1.87 0.54 0.25 0.14 0.09
∆f = 12.5 kHz (%) 0.54 0.14 0.067 0.038 0.025
Avec impédance commune
(Zc = 3 nH)
∆f = 6.25 kHz (%) 1.62 0.44 0.20 0.11 0.07
∆f = 12.5 kHz (%) 0.49 0.12 0.058 0.033 0.021







Où Zi+1,ωi est l’impédance du pixel i + 1 à la pulsation ωi. Dans le cas ou la
fréquence de séparation est négligeable devant la fréquence de polarisation, (∆ω =









Dans le tableau 3.2, j’ai calculé la diaphonie pour un fort taux de modulation d’en-
viron 50% (δR = 60 mΩ). Ce taux représente le pire cas qui se produit lors des
observations des sources très lumineuses avec une puissance optique supérieur à
5 fW .
3.4.3.2 L’effet de l’impédance commune
Lorsque la valeur de Zc est différente de zéro, la diaphonie est causée par le
transfert de la chaleur par effet Joule à cause la tension Vc aux bornes de l’impédance
commune Zc. Pour décrire ce mécanisme, considérons le schéma de la figure 3.16,
soit le TESi le pixel source et le TESj le pixel victime qui va subir la diaphonie. Les
deux pixels sont polarisés à leurs pulsations de résonances respectives ωi et ωj. Si
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une puissance optique est détectée par le TESi, sa résistance change, et module son
courant par δIi,ωi à la pulsation ωi. A cause de l’impédance commune Zc, d’abord,
le courant δIi,ωi va créer un courant de diaphonie δIj,ωi à la fréquence ωi donné par :







Où Zc,ωi = ωiLc est l’impédance commune Zc à la pulsation de polarisation ωi,
et Zall 6=i représente l’impédance équivalente de l’ensemble des filtres RLC qui se
trouvent en parallèle avec le pixel i. Ensuite, le courant δIj,ωi va chauffer le TES du
pixel j par effet joule à la pulsation du pixel voisin ωj, cette puissance est donnée
par :
δPj,ωi = (2δIj,ωi · Ij,ωi + δI2j,ωi) · Zj,ωi , (3.32)
Enfin, la puissance δPj,ωi va créer à son tour un courant de diaphonie à la pulsation





Où Vbias est la tension aux bornes des filtres RLC, Vbias = Zj,ωi · Ij,ωi = Zi,ωi · Ii,ωi .
















La diaphonie dépend donc de l’impédance commune Zc, l’écart de fréquence ∆f =
∆ω/2π, et le taux de modulation δIi,ωi/Ii qui est proportionnel au rayonnement
optique.
3.4.3.3 Bruit de Johnson
La topologie FDM fait que chaque capteur contribue par un bruit de Johnson
dans la bande passante du résonateur. Par conséquent, le spectre de la bande latérale
de chaque fréquence porteuse contient en plus de son bruit, une superposition de la
contribution du bruit Johnson de tous les autres capteurs. Pour limiter l’accumula-
tion excessive de bruit, d’une part, la bande passante du circuit résonant doit être
réduite au minimum nécessaire (exigé par la bande passante du signal absorbé), et
d’autre part, par une grande sélectivité de chaque circuit résonant dicté par : i) un
choix approprié du facteur de qualité, ii) une bonne séparation entre les fréquences
porteuses, de telle sorte que le bruit entre deux pixels adjacents soit en dessous de
la limite de diaphonie acceptable.
3.4.3.4 Calcul du niveau de diaphonie pour SAFARI
En se basant sur conception préliminaire de l’instrument SAFARI, nous avons
choisi une inductance L = 5 µH, un écart de fréquence ∆f = 6.25 kHz, pour multi-
plexer environ 160 TES dans la bande de fréquence 1−2MHz. Quant à l’impédance
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Figure 3.17 – Schéma de principe de la boucle à verrouillage de flux. Une partie du
signal de sortie est réinjectée à travers une bobine dans le SQUID pour créer un flux
de contre-réaction. Ceci permet d’utiliser le SQUID à un point de fonctionnement
quasi-constant et ainsi d’augmenter la dynamique du signal d’entrée.
commune, lors des derniers tests réalisés par le SRON, il s’avère difficile d’atteindre
des valeurs inférieures à 3 nH à cause des inductances parasites de connections. Dans
le tableau 3.2, je calcule la diaphonie en considérant Lc = 3 nH, une fréquence de
séparation de 6.25, et 12.5 kHz, une fréquence de polarisation 2 MHz et un taux
de modulation maximum de 50% ( δIi,ωi/Ii = 0.5). Ce tableau montre qu’un écart
de fréquence de 6.25 kHz ne permet pas de répondre aux spécifications, 12.5 kHz
est l’écart actuel retenu.
3.5 Techniques de linéarisation de la caractéristique d’un
SQUID
3.5.1 Boucle à verrouillage de flux FLL
3.5.1.1 Principe de fonctionnement
Le multiplexage augmente considérablement la dynamique du courant qui génère
le flux φe à l’entrée du SQUID, sa valeur dépasse largement quelques dizaines de
quantum de flux φ0, ce qui rend le SQUID inexploitable en tant qu’amplificateur à
cause de la non-linéarité de sa caractéristique. Il est possible de réduire le flux mesuré
par le SQUID en utilisant une boucle à verrouillage de flux (FLL) (voir figure 3.17).
Le schéma de principe d’une FLL peut être assimilé à un système asservi en flux qui
contient trois composants de base : le SQUID (supposé linéaire dans une petite zone
φlin autour d’un point de polarisation W ), un filtre intégrateur du premier ordre,





Figure 3.18 – Schéma de principe de la boucle à verrouillage de flux. φs représente
le flux externe, φe le flux d’erreur, et φf le flux du feedback. Le SQUID est supposé
linéaire dans une plage φin autour d’un point de fonctionnement W .
et un retard qui symbolise la somme de l’ensemble des retards dans la boucle (voir
figure 3.18). La FLL est un asservissement qui injecte un flux de contre réaction φf
de telle façon à compenser le flux d’entrée φe. Cela permet de maintenir le flux à
l’intérieur du SQUID quasi nul et de fonctionner dans une zone φlin qui correspond
à une réponse linéaire de la caractéristique. Par analogie avec un système asservi
à retour unitaire, une FLL qui possède un certain gain Gloop augmente donc la








Où φn est le bruit en flux du SQUID. Pour atteindre une dynamique optimale, il
est nécessaire de combiner à la fois un SQUID de faible bruit φn et un grand gain
de boucle Gloop.
Afin de simplifier l’analyse précédente de la FLL, toutes les grandeurs d’entrée/sortie
ont été considérées en flux. En pratique, le SQUID mesure le flux généré par le cou-
rant des TES, et convertit ce flux en tension. Le SQUID est polarisé avec un courant
constant. La FLL intègre cette tension de façon continue, ce qui revient à diviser le






Avec j l’unité imaginaire, et f0dB la fréquence du produit gain-bande :
Gint(f0dB) = 0 dB (3.37)
3.5.1.2 Condition de stabilité d’une FLL
D’une manière générale, un système asservi est stable si sa fonction de trans-
fert boucle ouverte est suffisamment amortie autour d’un point de fonctionnement.














Figure 3.19 – Illustration de la marge de phase et la marge de gain d’un exemple
de fonction de transfert boucle ouverte sur le diagramme de Bode : la phase et
l’amplitude en fonction de la fréquence.
Ainsi, suite à une perturbation externe à partir d’une condition initiale quelconque,
le système est capable de revenir à son état d’équilibre. En d’autres termes, un sys-
tème est stable si sa réponse impulsionnelle tend vers zéro lorsque le temps tend vers
l’infini. Au sens mathématique, un système asservi est stable si et seulement si, tous
les pôles de sa fonction de transfert boucle fermée ont une partie réelle négative. En
revanche, il ne suffit pas qu’un système soit stable au sens mathématique, il faut
qu’il soit suffisamment stable par son comportement dans le régime aléatoire, qui
ne doit pas contenir beaucoup d’oscillations.
Le degré de stabilité d’un système asservi de façon pratique est déterminée par
la mesure des marges de stabilité dites : marge de phase Mφ et marge de gain MG.
Elles sont déterminées à partir de la fonction de transfert boucle ouverte F (jω). Ces
marges apparaissent dans différents diagrammes de représentation de la fonction de
transfert boucle ouverte (voir figure 3.19). Pour pouvoir visualiser le comportement
du système en fonction de la fréquence dans le cadre de notre étude de stabilité de
BBFB (voir section 3.5.1.3), nous avons choisi le diagramme de Bode.
La marge de phase Mφ correspond à l’écart entre la valeur −180◦ et la phase
Arg(F (j2πf0dB)) à la fréquence qui correspond à un gain unitaire f0dB, elle est
donnée par :
Mφ = |Arg(F (j2πf0dB))− 180◦| (3.38)
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Un système asservi est confortablement stable si sa marge de phase est de l’ordre
de Mφ ≥ 60◦.
La marge de gain MG correspond à l’écart entre le gain à la fréquence f−180◦ (fré-
quence qui correspond à la phase −180◦) et le gain unitaire 0 dB, elle est donnée
par :
MG = −20Log|F (j2πf−180◦ )| (3.39)
Une marge de gain de l’ordre de MG ≥ 10 dB permet généralement de garantir la
stabilité.
Dans le cadre du multiplexage FDM, la stabilité de la FLL dépend essentielle-
ment du retard td dans la boucle qui induit un déphasage θi proportionnel à chaque
fréquence porteuse fi.
θi = 2πfi × td (3.40)
Le déphasage θi est d’autant plus important que les fréquences sont élevées. La
fonction de transfert boucle ouverte de l’intégrateur du premier ordre Gint de la FLL
(voir l’équation 3.36) introduit une phase constante θint = −90◦. Pour préserver une
marge de phase de Mφ = 60
◦ et garantir la stabilité de la FLL, la phase maximale
accordée au retard est θtd ≤ 30◦. Etant donné que la phase et le retard sont liés par
l’équation 3.40, le retard limite le produit gain bande (f0db) à :
2πf0dB × td = pi6
f0dB × td = 112
(3.41)
3.5.1.3 La FLL dans le contexte de SPICA
L’objectif dans le cadre de SAFARI est de multiplexer 160 pixels dans la bande
de fréquence 1 − 3 MHz maximum. En revanche, une contrainte d’intégration de
l’instrument SAFARI au satellite SPICA impose une distance de séparation d’envi-
ron 4.5 m entre le plan focal qui contient les détecteurs cryogéniques fonctionnant à
70 mK, et l’électronique de lecture à température ambiante. Le retard dû au temps
de propagation des signaux dans les harnais peut être estimé en considérant la vi-
tesse de lumière comme limite supérieure. Ainsi pour une longueur de 9 m (4.5 m
aller retour) le retard minimum est de tdmin = 30 ns, le produit gain-bande maxi-
mum du filtre intégrateur est donc estimé à f1 =
1
12td
= 2.7 MHz. A la fréquence
de multiplexage la plus basse 1 MHz, seul un gain de 2.7 est disponible, ce qui est
insuffisant. Pour s’affranchir du retard et augmenter la bande passante de la FLL
deux techniques mises en place par différents groupes de recherche ont été étudiées.
i) Asservissement à double bande : Double Loop Feedback (DL-FLL) [Torrioli 2010]
développé par Thales Alenia Space en Italie. ii) Asservissement inter-bande : Base-
band Feedback (BBFB), collaboration IRAP et SRON à (Utrecht).















Electronique de lecture Plan focal
Figure 3.20 – Schéma simplifié de l’architecture de l’intégration de l’instrument
SAFARI au satellite SPICA. Les TES, les filtres fonctionnent à une température
de 100 mK. Les SQUID fonctionnent à environ 1 K. Les signaux électriques sont
reliés par les harnais vers le bloc Front End Electronic (FEE), ils traversent ensuite
une longueur des câbles de 9 m (aller retour) qui entraîne un retard d’environ 30 ns
avant d’atteindre l’électronique de traitement.












Figure 3.21 – Schéma de principe de Double Loop Feedback (DL-FLL)






Figure 3.22 – La fonction de transfert mathématique de Double Loop Feedback
(DL-FLL)
3.5.2.1 Principe de fonctionnement
Comme nous pouvons le constater sur le schéma principe de DL-FLL Fig 3.5.2,
l’asservissement du SQUID est constitué par une combinaison de deux asservisse-
ments : "haute fréquence" et "basse fréquence". La séparation des deux gammes
de fréquences est réalisée grâce à deux filtres passifs reliés directement à la sortie
du SQUID. L’asservissement "haute fréquence" est réalisé par un préamplificateur
cryogénique capable de fonctionner à des basses températures, il est placé à une
distance de quelques centimètres du SQUID afin de limiter l’effet du retard dans
les câbles. C’est pour simplifier sa conception, et réduire sa consommation que ce
préamplificateur cryogénique amplifie seulement la bande "haute fréquence". Pour
les "basses fréquences", l’effet du déphasage est moins important, ainsi, un autre
amplificateur à température ambiante est utilisé pour l’asservissement de la bande :
"basse fréquence". C’est la construction du préamplificateur haute fréquence qui
représente le point dur de la solution DL-FLL. Fonctionnant à basse température
(1 − 4 K), sa consommation doit être réduite au minimum (quelques milliwatts)
afin de limiter sa dissipation thermique dans le milieu cryogénique. Une étude de
réalisation du préamplificateur avec la technologie SiGe est en cours par les équipes
de Thales Alenia Space en Italie.
3.5.2.2 Description mathématique
L’idée de base de la solution DL-FLL s’appuie sur deux d’asservissements avec
deux gains différents, un gain Glow qui correspond à une bande : "fréquence basse",
et un gain Ghigh qui correspond aux fréquences hautes. La fonction de transfert to-
tale de l’asservissement est réalisée de telle façon que Ghigh << Glow dans la gamme
des basses fréquences et inversement : Glow << Ghigh dans la gamme des hautes
fréquences.













Figure 3.23 – Diagramme de Bode qui illustre la réponse en amplitude de la fonction
de transfert de DL-FLL boucle fermée. La courbe verte représente le gain basse
fréquence, et la courbe bleue représente le gain haute fréquence ( Ghigh = 10 dans
la bande passante 100 KHz − 1 MHz)
Un modèle simplifié de la fonction de transfert de DL-FLL est illustré par la Fig 3.22.
Les blocs A et A’ représentent respectivement les gains des amplificateurs chauds
(basses fréquences) et froids (hautes fréquences). Les blocs B et B’ représentent la
fonction de transfert des éléments passifs de l’asservissement (en général des résis-
tances et des inductances ). La fonction de transfert entre la tension de sortie et le











Les deux branches sont conçues de telle façon à avoir des comportements différents
selon la bande de fréquence. Pour la bande des hautes fréquences : AB >> 1 et
AB >> A′B′, pour la bande des basses fréquences A′B′ >> 1 et A′B′ >> AB.









Cette réponse en fréquence est illustrée sur le diagramme de Bode Fig 3.23.
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3.5.2.3 DL-FLL dans le contexte de SAFARI-SPICA
Considérons les spécifications de SAFARI (Gloop = 10 − 20 dans la bande
1 − 2 MHz). Avec un gain de boucle Gloop = 10 le produit gain-bande relatif à
la plus haute fréquence de multiplexage 2 MHz est f0dB = 20 MHz. Cette condi-
tion détermine le retard de propagation maximal entre le SQUID et l’amplificateur
cryogénique : tdmax = 0.08/20 × 107 = 40 ns. Un point difficile de la technologie
DL-FLL réside dans la consommation de l’amplificateur cryogénique, les travaux ac-
tuels montrent que la puissance consommée par l’amplificateur cryogénique hautes
fréquence est de 250 µW pour réaliser un gain Gloop = 13. Pour être compatible
avec la mission SAFARI, la consommation doit être améliorée d’un facteur 100.
3.6 Conclusion
Dans ce chapitre, j’ai détaillé le fonctionnement d’un bolomètre TES, son élec-
tronique de lecture à base de SQUID. Le multiplexage est indispensable pour lire une
matrice d’un grand nombre de détecteurs, parmi toutes les solutions qui existent,
le multiplexage fréquentiel est la technique la plus adaptée pour SAFARI essentiel-
lement par ce qu’elle permet de lire plus de pixels par chaîne de lecture. Le mul-
tiplexage augmente considérablement la dynamique requise pour le SQUID dont
la caractéristique est non linéaire. Pour augmenter sa dynamique, une électronique
d’asservissement est nécessaire. Toutefois, l’architecture de SPICA, fait qu’un re-
tard entre l’électronique cyrogénique et le l’électronique de lecture chaude, limite le
gain dans la boucle d’asservissement. Ce retard peut être affranchi en utilisant la
technique d’asservissement à double bande analogique, au jour d’aujourd’hui, cette
technique qui nécessite un amplificateur cryogénique doit gagner un facteur 100 en
consommation afin de réponde aux exigences de la mission SPICA-SAFARI. Une
autre technique appelée Baseband feedbak qui fonctionne entièrement à 300 K per-
met elle aussi de s’affranchir du retard. C’est cette technique qui fait l’objet de cette




Pour s’affranchir du retard du temps de propagation et de traitement, et ainsi ga-
rantir une marge de phase suffisante dans la bande de multiplexage 1−2MHz, nous
avons développé en collaboration avec le laboratoire SRON une technique d’asser-
vissement appelée le "Baseband feedback" (BBFB) [de Korte 2008]. Cette technique
profite du fait que les porteuses (des fonctions sinus) sont des signaux déterministes
qui peuvent être anticipés. Contrairement à la DL-FLL, l’ensemble de l’électronique
de lecture du BBFB est situé à température ambiante. L’asservissement du BBFB
permet de corriger la phase de chaque fréquence porteuse fci en parallèle avant le
renvoi de la somme de toutes les porteuses vers le SQUID. La stabilité de l’asservis-
sement est indépendante des fréquences de polarisation.
4.1 Principe de fonctionnement du BBFB
Figure 4.1 – Schéma de principe d’une implémentation analogique possible du
BBFB. Seule la chaîne de lecture d’un TES est représentée. Le déphasage entre le
signal de sortie et le signal de feedback est corrigé au niveau de la remodulation du
signal.
En principe, il est possible de réaliser le BBFB sur un circuit analogique ou
numérique. Les performances de l’approche analogique dont le schéma de principe
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est illustré sur la figure 4.1 [Takei 2009] sont très limitées à cause de la puissance
électrique consommée par les intégrateurs, et les multiplieurs. C’est un problème
majeur pour les applications spatiales. Avec nos collaborateurs, nous avons fait le
choix d’étudier la faisabilité de la solution du BBFB numérique. Le travail se fera en
deux étapes : d’abord sur FPGA pour une phase de pré-étude qui permet de valider
le principe du BBFB, puis selon les résultats de la première étude (ressources dispo-
nibles et consommation), choix de la solution la mieux adaptée : FPGA ou ASIC.
Rappelons que le multiplexage FDM est une modulation d’amplitude qui trans-
fère le spectre nécessaire au signal absorbé Ai de chaque bolomètre autour de sa
fréquence porteuse fci. Le résultat de la FDM peut être représenté dans le domaine




Ai(t) · cos(ωcit) (4.1)






· (eωcit + e−ωcit) (4.2)
Les phases des porteuses étant corrigées, le produit gain-bande disponible pour l’as-
servissement du SQUID n’est plus limité par les fréquences des porteuses, mais par
la bande passante du signal absorbé Ai. Dans le cas de SAFARI, le signal absorbé
est très bas en fréquence, bweff = 20 Hz. Pour assurer la stabilité électrother-
mique du TES, la bande passante de son circuit de polarisation belec doit être au
moins 5.8 fois supérieure à sa bande passante effective, soit bweff > 116 Hz. Le
BBFB permet donc d’élargir le produit gain-bande de l’asservissement par un fac-
teur 2 MHz/116 = 1.7 · 104. Ce gain sur le produit gain-bande permet de tolérer
un retard plus important dans la boucle d’asservissement. Pour quantifier ce retard,
supposons que l’asservissement exige un gain de boucle Gloop = 20, le produit gain-
bande du TES devient 20×116 Hz = 2.3 kHz. Ainsi le retard maximum garantissant
la stabilité avec une marge de phase de 60◦ est tdmax = 36 µs. Avec une architecture
numérique du BBFB, c’est le temps de traitement qui va déterminer le retard dans
l’asservissement et non le temps de propagation dans les harnais. Par exemple, si on
considère un système numérique cadencé à fsample = 10 MHz, le nombre maximum
de coups d’horloge nécessaire au traitement est donc Nclk = tdmax · fsample = 360.
Une première approximation du temps de traitement peut être évaluée avec une
simple analyse des opérations nécessaires au fonctionnement du BBFB (voir figure
4.3) : conversion (analogique et numérique), démodulation, intégration et remodu-
lation. On démontre, grâce à ce raisonnement simple, que le BBFB avec un gain
de 20, des fréquences porteuses entre 1 et 2 MHz, et une architecture numérique
cadencée à 10 MHz, peut être effectué avec moins de 360 coups d’horloge et donc
semble tout à fait réalisable.















Figure 4.2 – Le BBFB illustré par un bloc diagramme. Le décalage en fréquence
DC avec la correction du retard est réalisé par la multiplication du signal d’entrée
par e−jωc·(t−td). Le signal est intégré en basse fréquence ce qui permet à la fois
d’avoir du gain dans l’asservissement et de réaliser la démodulation pour obtenir le
signal scientifique. Après l’opération d’intégration, le signal est replacé à sa fréquence
initiale (multiplication par ejωc·t) et renvoyé vers le SQUID. La fonction de transfert
du retard de propagation td est donnée par : φ(jω) = e
−jω·td .
Hormis la correction du retard, le BBFB utilise le même principe d’asservisse-
ment qu’une FLL classique qui consiste à asservir le SQUID en utilisant un filtre
intégrateur du premier ordre. Les différentes étapes de l’algorithme mathématique
du BBFB sont illustrées sur les figures 4.2 et 4.3. Pour chaque fréquence porteuse,
le signal est démodulé, intégré dans la bande latérale de détection (20 Hz), puis
remodulé à sa fréquence initiale. Ce traitement se fait en parallèle pour toutes les
porteuses en même temps. La phase de la porteuse est corrigée pendant la démodu-
lation. Le BBFB peut être représenté comme une série de filtres de premier ordre
centrés autour des différentes porteuses. Le BBFB intègre le signal uniquement dans
la bande latérale qui correspond au signal de détection, contrairement à la FLL clas-
sique qui intègre le signal sur toute sa bande passante.
4.2 La fonction de transfert du BBFB numérique
L’analyse de la stabilité du BBFB doit permettre d’estimer son gain maximum
réalisable. Pour réaliser cette étude, je vais tout d’abord établir la fonction de trans-
fert en boucle ouverte dans le domaine de Laplace (s = jω) de l’asservissement
du SQUID avec le BBFB. Ceci permet alors de calculer sa marge de phase et de
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Signal d’entrée réel
Filtrage









































Figure 4.3 – Différentes étapes de traitement de la technique "baseband feedback".
conclure sur les conditions de stabilité. Le schéma de l’asservissement du SQUID
avec le BBFB est donné par la figure 4.2. A partir de ce schéma, on peut établir les
équations suivantes :
D′(s) = E(s+ jωc) · ejωc·td (4.3)
D(s) = E(s+ jωc) · I(s) · ejωc·td (4.4)





Où I(s) est l’intégrateur du premier ordre. Son produit gain-bande est égal à
G = 2π · f0dB (4.7)
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Ieq = I(s− jωc) = G
s− jωc (4.9)
U(s) = E(s) · e
jωc·td ·G
s− jωc (4.10)





G · s · cos(ωc · td) +G · ωc · sin(ωc · td)
s2 + ω2c
(4.11)
Pour étudier l’architecture du BBFB numériquement, je vais m’intéresser à la fonc-
tion de transfert discrète exprimée à l’aide de la transformée en Z. La transformée en
Z (Z = es·Ts , avec Ts la période d’échantillonnage) est une adaptation de la trans-
formée de Laplace pour l’étude des réponses transitoires des systèmes numériques.
Le passage de la transformée de Laplace à la transformée en Z s’effectue en rem-
plaçant la variable s par son équivalente dans le domaine discret Z, en utilisant le
développement limité au premier ordre de la fonction exponentielle, la transformée
en Z est donnée par :












1− Z−1 · Z ωcω (4.15)
Dans un système numérique, l’introduction d’un retard td peut être réalisée en re-
tardant le signal par un multiple de la période d’échantillonnage de telle façon à
s’approcher le plus possible de td, soit kc · Ts ≈ td. Dans la boucle d’asservissement,
le même retard, engendre un déphasage différent proportionnel à la fréquence. Le
nombre kc (nombre entier) est calculé afin de corriger au mieux la phase de la fré-
quence fc. Nous verrons par la suite l’impact sur la stabilité de l’asservissement si
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le retard n’est pas parfaitement corrigé.
Suite aux opérations de décalage vers les basses fréquences, à l’introduction du
retard numérique kc · Ts, au filtrage, et au re-décalage vers les hautes fréquences
puis à la conversion du signal en réel, la fonction de transfert du BBFBc discrète
relatif à la pulsation ωc est donnée par :
Uc(Z) = Ec(Z) · G · Ts · e
jωckc·Ts






G · Ts · ejωckc·Ts
1− Z ωcω −1 +
G · Ts · e−jωckc·Ts
1− Z −ωcω −1
)
(4.17)
L’algorithme du BBFB traite tous les pixels en même temps, schématiquement, cela
revient à mettre en parallèle plusieurs BBFB (un BBFB par porteuse). La fonction
de transfert du BBFB pour N pixels est donc constituée par la somme des fonctions





La fonction de transfert discrète totale de l’asservissement du SQUID avec le BBFB
en boucle ouverte (en incluant le retard analogique td) est ainsi donnée par :
Feedback(s)
E(s)
= BBFB(Z) · e−std (4.19)
4.3 Analyse de stabilité du BBFB
Dans un asservissement qui traite N pixels, pour éviter les interférences entre
pixels voisins, le produit gain-bande maximum réalisable par chaque BBFB ne peux
pas dépasser la moitié de la fréquence qui sépare deux porteuses, soit f0dB = ∆f/2.
Le filtre numérique de chaque pixel centré autour de chaque fréquence porteuse fci
induit une rotation de phase de 180◦ à la fréquence fci. Parce que les amplitudes
et les phases de tous les pixels se somment, l’analyse de la stabilité du BBFB pour
plusieurs pixels est différente de l’analyse de stabilité d’un seul pixel. La rotation de
phase causée par les différents filtres intégrateurs va engendrer une marge de phase
nulle à la moitié de la fréquence de séparation ∆f/2. La fonction de transfert donnée
par l’équation 4.19 est tracée dans le plan de Bode en considérant les spécifications
de SAFARI, à savoir : 160 pixels séparés de∆f = 6.4 kHz dans la gamme 1−2MHz,
et un exemple de retard de td = 250 ns. La figure 4.4 montre que pour réaliser une
marge de phase de Mφ = 60
◦, le gain doit être diminué d’environ 6 dB. Ce qui
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Figure 4.4 – Résultat de simulation de la fonction de transfert du BBFB numérique
pour 160 pixels représenté dans le diagramme de Bode dans la bande : 1− 2 MHz,
et une fréquence de séparation de ∆f = 6.4 kHz. Un zoom sur trois porteuses est
représenté. La marge de phase actuelle est montrée en marron, elle est de l’ordre de
40◦. Pour augmenter cette marge de phase jusqu’à 60◦ afin de garantir la stabilité
du système, le gain doit être réduit par environ 6 dB.
4.4 Réalisation du BBFB avec une architecture numé-
rique
4.4.1 Démodulation IQ
Pour réaliser l’asservissement du BBFB tel qu’il est décrit par son schéma de
principe (figure 4.2) dans un circuit numérique, on réalise le décalage vers les basses
fréquences en traitant respectivement la partie réelle ("I" pour In phase) et la partie
imaginaire ("Q" pour Quadrature). Dans la branche "I" on calcule :




= e(t) · (cos(ωc · (t− td)) (4.21)





= −e(t) · sin(ωc · (t− td)) (4.22)
En sortie, le calcul de la partie réelle peut être inclus dans le processus de re-
modulation de la façon suivante :
Real ((I + jQ) · u(t)) = I · cos(ωc · t)−Q · sin(ωc · t) (4.23)
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En considérant les deux équations 4.21, 4.22, et 4.23, le BBFB peut donc être implé-










Figure 4.5 – Implémentation du BBFB en utilisant l’architecture de modulation
vectorielle IQ.




4.4.2 Filtre intégrateur numérique
L’intégrateur du BBFB est un filtre numérique de premier ordre, sa fonction de
transfert en Z est donnée par l’équation 4.14. En considérant le retard unitaire Z−1
, la relation de récurrence qui relie la sortie yn à l’entrée xn et à la sortie précédente
yn−1 est donnée par :
yn = G · ts · xn + yn−1 (4.25)











Figure 4.6 – Réalisation d’un intégrateur numérique du premier ordre.
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4.4.3 Erreur de compensation de la phase
La correction de la phase dans la boucle d’asservissement nécessite de déphaser
un signal par rapport à l’autre, cette opération peut être réalisée par l’introduction
de retards multiples de la période d’échantillonnage kc ·Ts. Cette solution semble être
très adéquate de part la facilité de sa mise en œuvre et les faibles ressources qu’elle
utilise. Toutefois sa précision va dépendre de la cadence du système numérique. La
précision est d’autant plus fine que le système est cadencé à des fréquences élevées,
ce qui n’est pas optimal du point de vue de la consommation. La correction du retard
peut être aussi réalisée en générant deux signaux déphasés l’un par rapport à l’autre,
cependant cette solution est moins optimale en ressources. Pour choisir la solution
la plus adaptée, il est nécessaire de quantifier l’erreur de compensation de phase
qui permet de garantir un fonctionnement stable du système. L’asservissement du
SQUID utilise un intégrateur du premier ordre qui introduit un déphasage de 90◦.
Si on se fixe une marge de phase de 60◦ avec le BBFB, une erreur de compensation
équivalente à φerr = 30
◦ peut être tolérée. Ainsi, à la fréquence de multiplexage la
plus haute fmax = 2 MHz, le retard maximal tolérable est donné par :
tderr =
φerr
2π · fmax = 41 ns (4.26)
Ce retard est d’environ deux fois et demi inférieur à la période d’échantillonnage
d’un système cadencé à 10 MHz. Pour maîtriser la correction de la phase dans
l’asservissement, il est nécessaire de maîtriser la différence de phase entre le signal
de la démodulation et le signal de la remodulation. On peut donc conclure que
la solution qui consiste à générer un sinus et un cosinus puis réaliser l’opération
de déphasage en introduisant des retards multiples de la période d’échantillonnage
k · ts n’est pas adaptée. La génération de deux signaux déphasés (deux sinus et deux
cosinus) est nécessaire. Cependant, dans le cadre du prototype de test, j’ai préféré
utiliser l’architecture simple qui emploie un sinus et un cosinus. Ce choix est justifié
d’une part, parce que les fréquences de résonance dans le prototype sont de l’ordre
des centaines de kHz (voir la section 6.3), et d’autre part parce que les contraintes
de consommation ne sont pas prioritaires, donc on peut se permettre d’augmenter
la cadence d’échantillonnage, j’avais utilisé une cadence égale à 40 MHz dans le
prototype.
4.5 Simulation du BBFB sur Simulink
4.5.1 Introduction au logiciel Matlab Simulink
Compte tenue de la complexité la chaîne de lecture de l’instrument SAFARI,
composée d’une matrice de TES, lue par un amplificateur à SQUID, qui est asservi
avec un système numérique de type BBFB, une étude par simulation de l’ensemble
de la chaîne de lecture s’impose avant de passer à la réalisation du BBFB sur un
circuit numérique programmable. Pour réaliser la simulation, j’ai utilisé le logiciel































Figure 4.7 – L’architecture simplifiée du BBFB intégré à la chaîne de lecture de
l’instrument SAFARI, seulement un pixel est représenté.
Matlab-Simulink. Simulink est une extension graphique du logiciel de calcul ma-
thématique Matlab. Simulink permet de représenter les fonctions mathématiques
graphiquement sous forme de blocs. C’est un outil puissant pour l’analyse et la
simulation des systèmes dynamiques. Il possède une grande souplesse de par sa pos-
sibilité de réaliser des simulations mixtes : analogique-numérique. Il intègre aussi des
outils comme HDL-Coder et SystemGenerator [sim ] qui permettent d’implémenter
les fonctions de transfert en Z directement dans un FPGA sans passer par le déve-
loppement du code VHDL.
L’architecture de la chaîne de lecture de SAFARI dans son ensemble est représentée
par la figure 4.7. Chaque élément de la chaîne de lecture est décrit par sa fonc-
tion de transfert correspondante. Comme il s’agit d’une co-simulation analogique-
numérique, les éléments analogiques qui sont composé du SQUID, des filtres d’anti-
repliments et de reconstructions, sont décrits par leurs fonctions de transfert res-
pectives en utilisant la variable de Laplace s = jω. Les éléments numériques sont
décrits par leur transformée en Z.
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4.5.2 Modélisation des filtres analogiques
La bande passante de tout signal physique n’est généralement pas limitée en
fréquence. Afin de s’approcher autant que possible de la condition de Nyquist, des
filtres analogiques d’anti-repliements placés avant l’ADC (convertisseur analogique-
numérique), et des filtres de reconstructions placés après le DAC (convertisseur
numérique-analogique) permettent de limiter la bande passante utile à la moitié de
la fréquence d’échantillonnage. Dans le modèle de la chaîne de lecture sur Simulink,
hormis le bruit de quantification, les sources de bruits physiques ne sont pas prises
en compte. Toutefois, la considération des filtres analogiques est nécessaire car ils
introduisent une phase dans le système bouclé dont on doit tenir compte dans la
correction. Cette phase est d’autant plus importante que l’ordre n des filtres est









Où fc est la fréquence de coupure à −3 dB. J’ai choisi fc = 5 MHz pour l’électro-
nique numérique cadencée à 10 MHz.
4.5.3 Modélisation du SQUID
L’asservissement BBFB permet au SQUID de fonctionner dans une zone relati-










Le SRON a caractérisé un SQUID (référence : PTB-C3X16A) fournit par PTB, et a
déterminé les valeurs des coefficients : k1 = −1.1, k2 = 0.65, k3 = 37, k4 = −5300 et
k5 = −5.6104. Ces coefficients ont été déterminés à partir des données de mesure :
V − φ du SQUID.
4.5.4 Modélisation de la réponse du bolomètre TES
Pour simuler la réponse du bolomètre TES avec une constante de temps τeff ,
j’ai utilisé une fonction pulse pour décrire la variation de son courant ITES suite à





Dans cette simulation, j’ai considéré deux temps de réponse différents (τ1 = 0.5ms, τ2 =
1 ms), ils sont environ dix fois inférieurs par rapport au temps de réponse des dé-
tecteurs de SAFARI (≈ 10 ms). En effet, une simulation avec des temps de réponse
représentatifs de SAFARI s’avère impossible parce que la mémoire requise par le
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simulateur est insuffisante. La réduction du temps de réponse est une solution for-
cée qui a permis de réduire le nombre de points calculés, et donc les exigences en
ressources mémoire. Idéalement dans la simulation, le système de lecture va se com-
porter de la même manière avec des temps de réponse sont plus longs. Cependant,
rien ne permet de l’affirmer complètement. Ainsi, les résultats obtenus dans cette
simulation (notamment la mesure d’erreur au niveau de la lecture dans la figure 4.9)
sont purement qualitatifs. Cette simulation a permis d’une part de valider l’intégra-
tion l’électronique de BBFB au reste de la chaîne de détection, et d’autre part, de
valider le fonctionnement de BBFB en compensant le retard total dans la boucle
d’asservissement. Ce retard est réparti à différents endroits de la chaîne de détection,
il est causé par le temps de propagation dans les câbles, par les éléments analogiques
comme les filtres anti-repliement et de reconstruction, et finalement par différents
éléments numériques comme le temps de conversion des convertisseurs ADC et DAC.
Les filtres résonateurs LC qui permettent de sélectionner une fréquence porteuse
pour chaque détecteur ne sont pas pris en compte dans cette simulation. La mo-
dulation d’amplitude est réalisée par une simple multiplication des courants des
différents TES par leur fréquence porteuse correspondante en utilisant la formule
suivante :
φin(t) = (1− t
τ1
· e−t/τ1) · cos(2πf1 · t) + (1− t
τ2
· e−t/τ2) · cos(2πf2 · t) (4.30)
Une vue d’ensemble du modèle de la chaîne de lecture pour un pixel est représentée
par la figure 4.8. Le résultat de cette simulation pour deux pixels est donné par la
figure 4.9.
4.6 Amélioration du facteur de qualité avec le BBFB
4.6.1 Dissipation dans le diélectrique de la capacité
Les filtres résonateurs LC sont réalisés par des procédés de lithographie. Pour
des raisons pratiques, les filtres sont fabriqués sur un substrat en silicium qui est
connecté aux détecteurs par des fils de liaison supraconducteurs. Le facteur de qua-
lité intrinsèque QLC (sans Rbias) détermine directement le niveau d’interférences
entre les pixels. Un des points limitatifs de la fabrication des résonateurs avec un
facteur de qualité Q de l’ordre de 105 à 106 sont les résistances parasites en sé-
rie avec le résonateur. Ces résistances parasites sont causées par plusieurs facteurs.
Idéalement, le circuit est entièrement supraconducteur. En pratique, le facteur Q
est limité par les pertes ohmiques dans le diélectrique du condensateur, il en ré-
sulte une résistance équivalente Resr. D’autres facteurs sont les pertes magnétiques
dans l’inductance et les résistances de contact. A la résonance, il arrive que le cou-
rant dans le circuit résonateur dépasse le courant critique dans certaines sections
supraconductrices, ce qui se traduit par l’apparition des résistances parasites en sé-
rie. Toutefois, l’effet causé par les pertes dans le diélectrique des capacités (Resr)
constitue la résistance parasite dominante.


































Figure 4.8 – Modèle simplifié de co-simulation analogique-numérique de la chaîne
de lecture de SAFARI. Chaque élément analogique est décrit par sa fonction de
transfert de Laplace. La partie numérique est réalisée avec des blocs de transformée
en Z. La boite ”Baseband Feedback” contient l’architecture préalablement détaillée
dans la figure 4.7.
4.6.2 Compensation de Resr par asservissement positif
En cas d’impossibilité de réalisation du facteur de qualité exigé pour SAFARI,
nous avons étudié une solution qui permet d’apporter des améliorations en compen-
sant les pertes dans chaque résistance parasite Resr numériquement. La topologie du
circuit de polarisation du TES avec un filtre LC est illustrée dans la figure 4.10. A
la fréquence de résonance, l’impédance du circuit LC est nulle. Le TES est polarisé
en tension via une résistance de shunt Rshunt très inférieure devant (Rbias + Resr).
L’effet de la résistance Resr se traduit par une chute de tension Vesr à ses bornes,
elle est donnée par :
Vesr = I · Resr (4.31)
Vesr peut être compensée avec un courant de correction superposé au courant I.
Etant donné que la valeur du courant de mesure I est connu, il est possible d’asservir
le courant de polarisation Ipol à partir du courant I de telle façon à créer un courant
de correction Icr qui annule la chute de tension aux bornes de Resr. Cela se traduit
par la réalisation d’un asservissement positif au niveau du courant de polarisation
Ipol comme le montre la figure 4.11. Dans un cas idéal sans Resr, la tension générée
par l’électronique de polarisation est donnée par :
Vbias = Rshunt(Ipol − I) = I(Rbias + 1
C · s + (L+ Lsq) · s) (4.32)
s = j · ω (4.33)
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Signal du bias (à l’entrée du SQUID)
Signal d’erreur à la sortie du SQUID)
Lecture BBFB
Erreur de lecture BBFB
temps (sec) temps (sec)
Figure 4.9 – Résultat de simulation du BBFB pour deux pixels. Les temps de
réponse des TES polarisés à 1 et 1.006 MHz sont respectivement 0.5, et 1 ms. Haut
à gauche : le courant d’entrée du SQUID. Bas à gauche : le signal d’erreur à la
sortie du SQUID correspond au signal d’entrée divisé par le gain du BBFB. Haut
à droite : une comparaison du courant du TES et le courant lu par l’électronique
après démodulation. Bas à droite : la différence entre le courant lu par le BBFB et
le courant du TES.
Avec la résistance Resr, en considérant le schéma de rebouclage positif figure 4.11 :
Vbias = Rshunt(Ipol + Icr − I) = I(Rbias + 1
C · s + (L+ Lsq) · s+Resr) (4.34)
Rshunt(Ipol− I) = I(Rbias + 1
C · s + (L+Lsq) · s)+ I ·Resr− Icr ·Rshunt (4.35)
Ainsi, le courant de correction Icr qui permet de compenser la chute de tension aux
bornes de Resr est donné par :














Figure 4.10 – Illustration de la résistance Resr due aux pertes dans le diélectrique













Figure 4.11 – Schéma de principe qui illustre l’intégration de la solution de l’asser-
vissement positif du SQUID pour annuler la chute de tension aux bornes de Resr.
4.6.3 Résultat de la Simulation
L’électronique de lecture du TES est réalisée numériquement, elle permet à la fois
la polarisation des bolomètres (avec des fonctions sinus générées dans le FPGA) et la
lecture du signal de mesure I pour chaque TES avec l’asservissement du BBFB. J’ai
ainsi intégré la solution de compensation de Resr dans le modèle du BBFB réalisé
précédemment. Pour compenser la résistance Resr, il est nécessaire de calculer le
courant I en temps réel et corriger l’amplitude de chaque fréquence porteuse de façon
permanente. Cela nécessite le calcul d’une racine carrée et une multiplication pour
chaque pixel. La figure 4.12 illustre l’intégration de la solution de l’asservissement
positif au BBFB. Le résultat de cette simulation est montré dans la figure 4.13.
Dans cette simulation, j’ai considéré : Rbias = 40 mΩ, Rshunt = 5 mΩ, L = 25 µH
et Resr environ un tiers de la résistance du bias du TES, soit Resr = 13.3 mΩ. Le
facteur de qualité théorique dans les cas : idéal et avec la résistance Resr est donné

































Figure 4.12 – Principe de compensation de Resr avec le BBFB numérique. Le










= 2.7× 103 (4.39)
A partir de la simulation de la figure 4.13, le facteur de qualité peut être mesuré en





Avec fr = 1 MHz la fréquence de résonance, et ∆f la bande passante à −3 dB, on
mesure bien Qidel = 3.5 × 103, Qesr = 2.7 × 103 et avec Resr compensée on trouve
Qesrc = 3.1 × 103. En dehors de la fréquence de résonance, le filtre LC déphase le
courant lu par le SQUID par rapport au courant de polarisation. L’asservissement
qui est réalisé à la résonance est optimal à cette fréquence la, la non compensation
parfaite de Resr en dehors de la résonance nous empêche de retrouver le Q idéal.
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Figure 4.13 – Résultat de la simulation du rebouclage positif intégré à l’asservisse-
ment Baseband feedback. Les trois tracés montrent le courant I qui traverse le TES
en fonction de la fréquence centrée sur la fréquence de résonance 1 MHz dans les
trois cas : idéal sans Resr, Resr compensée, et Resr présente.
Cette compensation par asservissement positif constitue une solution de replis en cas
d’impossibilité de fabrication des filtres avec le facteur de qualité exigé. Cependant,
la mise en œuvre de cette correction augmenterait en effet de façon significative la
consommation et les ressources utilisées dans le circuit numérique.
4.7 Conclusion
La technique d’asservissement de type BBFB permet de s’affranchir du retard
qui limite la méthode FLL classique dans le cadre du multiplexage fréquentiel. Dans
un premier temps, j’ai étudié le BBFB de façon théorique, le résultat de cette étude
montre que le maximum du gain réalisable avec le BBFB dépend directement de la
fréquence de séparation des porteuses, j’ai ensuite traduit l’équation mathématique
du BBFB en architecture numérique basée sur la démodulation IQ.
Dans un second temps, j’ai établi un modèle de la chaîne de lecture de SAFARI
sur Simulink intégrant un SQUID et des filtres analogiques. Le résultat de cette
simulation a permis de s’assurer du bon fonctionnement de BBFB dans un contexte
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proche de la réalité de l’instrument SAFARI. Les résultats de la simulation ont va-
lidé le concept du BBFB numérique.
Enfin, un rebouclage positif permet de compenser la résistance parasite Resr dans le
cas où les filtres résonateurs ne sont pas assez performants. Cette solution n’est pas
optimale en termes de ressources. L’étape suivante sera l’implémentation du BBFB




Les simulations précédentes valident l’algorithme numérique du BBFB du point
de vue mathématique. Pour effectuer des mesures sur les TES et valider le concept
du BBFB dans son ensemble, il est nécessaire de réaliser cette architecture sur un cir-
cuit électronique numérique programmable, Field Programable Gate Array (FPGA).
Cette électronique doit à la fois polariser les bolomètres en fréquence et réaliser la
lecture et l’asservissement du BBFB. Le but de cette étude est de dimensionner un
prototype représentatif de la chaîne de détection de SAFARI avec un nombre de
pixels réduit.
5.1 Dimensionnement et nombre de bits
5.1.1 Les sinus numériques de polarisation
La dynamique des bolomètres TES qui ont un niveau de sensibilité de 2 ×
10−19 W
√
Hz est de 1.9×104 √Hz (voir section 3.14). Pour faire en sorte que le bruit
de l’électronique de polarisation soit négligeable, celle-ci doit avoir une dynamique
environ 3 fois supérieure à celle du TES, c’est-à-dire au moins 3× 1.9 × 104 √Hz,
soit 95 dBc.
Dans le cadre du multiplexage fréquentiel, 160 signaux de polarisation sont générés
puis sommés numériquement à l’intérieur du FPGA. Cela augmente le plancher de
bruit par un facteur
√
160 et dégrade donc la dynamique de chaque sinus d’environ
22 dB. Pour compenser cette dégradation, chaque sinus doit avoir une dynamique
d’environ 95 + 22 = 117 dBc. La dynamique dyn et le nombre effectif de bit Neff
sont reliés par l’équation 5.1, [Walt Kester 004], [DAC ] .
dyn(dBc) = 1.76 + 6.02Neff + 10Log(fs/2) (5.1)
Pour une fréquence d’échantillonnage fs = 10 MHz, et dyn = 117 dBc, on trouve
Neff = 8 bits.
5.1.2 Convertisseurs Numérique-Analogique (DAC) de polarisa-
tion et de feedback
Les DAC utilisés pour polariser les détecteurs et assurer l’asservissement du
SQUID, doivent couvrir une dynamique de la somme de 160 sinus contenant toutes
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les fréquences porteuses. Toutefois, les simulations montrent que si N sinus qui ont
des fréquences différentes et des phases aléatoires se somment, le résultat de cette
somme s’effectue en 3
√
N . Dans le cas de 160 porteuses, la dynamique va augmenter
de 32 dB. La dynamique totale de chaque DAC est donc égale à (95+32 = 127 dBc),
ce qui donne un nombre effectif de bits Neff = 9.6 bits.
5.1.3 Convertisseur Analogique-Numérique (ADC)
Le nombre de bits nécessaires pour l’ADC est différent car son signal d’entrée
est divisé par le gain de l’asservissement. Ce gain est inversement proportionnel à la
fréquence du signal d’entrée puisqu’il est réalisé par l’intégrateur du BBFB. Si on
suppose un gain de 20 à la fréquence 20 Hz (bande passante des TES), la dynamique
exigée pour l’ADC sera donc réduite par un facteur 20. Cela réduit la dynamique
exigée pour l’ADC par rapport au DAC à : 127− 26 dBc, et réduit le nombre de bit
de l’ADC à Neff = 5.35 bits.
5.2 Sinus numériques
Les fonctions sinus numériques sont utilisées à la fois pour polariser les bo-
lomètres TES et pour assurer le fonctionnement du BBFB (démodulation et re-
modulation du signal). Dans ce paragraphe, je vais décrire quelques techniques de
réalisation des fonctions sinus numériques dans un FPGA. Dans la littérature, il
existe plusieurs moyens de générer des fonctions sinus numériques [Vankka 1999]
[Madisetti 1999] [Cordesses 2004]. Les deux principales solutions qui semblent les
plus adaptées au projet SAFARI sont les COordinate Rotation DIgital Computer
(CORDIC) et les direct digital synthesizer (DDS).
5.2.1 COordinate Rotation DIgital Computer - CORDIC
Le calcul numérique par rotation de coordonnées : CORDIC, est un algorithme
utilisé pour la génération des fonctions sinus, de la racine carrée, ou encore la fonc-
tion arc tangente. Il convient également au calcul des fonctions logarithmiques et
hyperboliques. Le principal intérêt dans l’algorithme CORDIC, c’est qu’il est basé
sur des calculs simples qui se limitent à des additions et des multiplications en puis-
sance de deux. Cela représente un intérêt majeur pour les systèmes numériques, car
les calculs en puissance de deux sont très facilement mis en œuvre avec des fonctions
de décalages dans les registres numériques.
Pour déterminer le sinus et le cosinus d’un angle β donné, l’algorithme CORDIC
utilise une méthode itérative basée sur un calcul des cordonnées xi et yi d’un vecteur
Vi dans le cercle unité. Le passage d’une itération Vi vers la suivante Vi+1 est réalisé
en multipliant les coordonnées de l’ancien vecteur par ce qu’on appelle la matrice
de rotation. Cette matrice est déterminée à partir des sinus et cosinus de l’angle θi
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Figure 5.1 – Illustration de trois itérations d’un CORDIC






cos θi − sin θi








Pour retrouver le sinus et le cosinus d’un angle β donné (voir figure 5.1), l’algorithme
CORDIC débute son calcul par un état initial en considérant un vecteur de départ







V0 subit une première rotation de θ0, l’angle recherché β est ensuite comparé à l’angle
du vecteur V1 (θ0) afin de déterminer le sens de la prochaine rotation V2. L’angle de
la nouvelle itération θi+1 est toujours inférieur à celui de l’itération précédente (θi).
Des itérations successives convergent vers les coordonnées x et y (sinus et cosinus)
de l’angle β recherché. L’équation de calcul des itérations donnée par l’équation 5.2





= cos θi ·
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(









Pour simplifier le terme de la tangente, et surtout pour pouvoir réaliser des opé-
rations en puissance de deux, l’angle d’itération θi est choisi de telle façon que :
θi = arctan 2
−i (5.5)
Le nombre i varie entre 0 et (imax − 1), avec imax le nombre maximum d’itérations.
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A chaque itération i, c’est le signe de la différence entre l’angle recherché β et l’angle
βi qui correspond à l’itération du vecteur Vi, qui détermine le sens de rotation de
l’itération suivante i+1 : β − βi. Le facteur σi = ±1, permet de prendre en compte
la variation du signe de la différence entre deux itérations successives de la manière
suivante :






Le calcul de la matrice de rotation peut ainsi être généralisé en incluant le signe σ





= cos ((arctan 2−i)) ·
(
1 −σi tan (arctan 2−i)
























Le terme cos (arctan 2−i) dans l’équation 5.8 peut être ignoré pendant les itérations
et factorisé en un seul coefficient multiplicatif final qui dépend du nombre d’itéra-










Pour un grand nombre d’itérations, le coefficientK(n) tend vers une valeur constante
K donnée par :
K = lim
n→+∞
K(n) ≈ 0.607253 (5.10)
Les valeurs θi = arctan 2
−i nécessaires au test de la convergence de l’angle θ sont
précalculées dans une table mémoire. Toutefois pour des petits angles, l’approxima-
tion arctan (θi) = θi peut être utilisée permettant ainsi de réduire la taille de la
table. L’algorithme de CORDIC permet le calcul de la fonction sinus et cosinus
d’un angle β donné.
Pour obtenir le signal sin(2πfoutt) nécessaire à la fois à la polarisation du TES
et à la modulation IQ du BBFB, il suffit de faire varier l’angle β en fonction du
temps entre 0 et 2π avec une pente égale à la fréquence fout. Cela peut être réalisé
en utilisant un accumulateur de phase auquel on applique l’algorithme CORDIC qui
permet de calculer sin(β).























Figure 5.3 – Une architecture possible de génération de la fonction sin(ωt). La mise
en parallèle de plusieurs CORDIC, permet de s’affranchir du temps de convergence
des itérations de chacun.
Parce que cet algorithme est numérique, les valeurs possibles des fréquences à gé-
nérer sont discrètes. La fréquence fout dépend de la fréquence d’échantillonnage fs
et du nombre de bits nbit de l’accumulateur. L’incrément Inc de l’accumulateur de
phase détermine la fréquence fout désirée par :
fout = Inc× fs
2nbit
(5.11)
Avec 2nbit la valeur maximale de l’accumulateur, et Inc l’incrément donné par une
valeur entière qui varie dans la gamme [1− 2nbit]. La résolution de fréquences géné-





Le réglage de la phase φ du signal sin(2πfout · t+φ) peut être obtenu facilement en
ajoutant un offset à la sortie de l’accumulateur. L’architecture numérique de l’accu-
mulateur de phase est donnée par la figure 5.2.
L’algorithme CORDIC nécessite un temps de traitement qui correspond à un nombre
N de coups d’horloge nécessaires à la convergence de ses itérations. Pour avoir une
valeur par coup d’horloge, un système de pipeline utilisant N CORDIC en parallèle
est nécessaire (voir figure 5.3). Cela nécessite de définir un nombre d’itérations N
identique pour tous les CORDIC. Le nombre d’itérations N est déterminé à partir
de l’erreur ε = θi+1 − θi utilisée pour tester la convergence de l’angle θ , elle doit
être égale à la résolution de l’accumulateur de phase Inc.
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5.2.2 Direct Digital Synthesis - DDS
La synthèse numérique de fréquence, direct digital synthesizer (DDS) est une
approche qui permet de générer des formes d’ondes périodiques de façon numérique.
Les DDS sont apparus en 1971 [Tierney 1971], aujourd’hui, ils sont disponibles sous
formes de circuits intégrés et algorithmes numérique (Propriétés Intellectuelles (IP))
[DDS ]. Le schéma de principe du DDS est donné par la figure 5.4, il est basé sur un
générateur de phase associé à un convertisseur "phase-forme d’onde". Le générateur
de phase peut être similaire à celui du CORDIC (figure 5.2). Le convertisseur "phase-
forme d’onde" est une simple mémoire qui contient une période de la forme d’onde.
L’accès à la mémoire (adressage) est proportionnel à la valeur de l’accumulateur de
phase. Par exemple dans cette étude qui traite la génération de sin(ωt) numérique-
ment, la mémoire contient la fonction sin(βi), avec βi est un angle défini dans la





Phase - Forme d’onde 
Figure 5.4 – Principe de fonctionnement d’un DDS.
sa puissance consommée dans le FPGA est optimale. Cependant, utiliser le DDS en
stockant simplement la forme d’onde périodique consommerait un espace mémoire
trop important. Pour une résolution en fréquence de fmin = 10 Hz, à la fréquence
d’échantillonnage fs = 10 MHz, nous avons besoin d’une table mémoire contenant
220 valeurs (application numérique de l’équation 5.12). Le nombre de bits de chaque
valeur stockée dans cette mémoire est déterminé par la dynamique du signal sou-
haitée, soit 8 bit pour un sinus qui a une dynamique de 117 dBc (voir équation
5.1). Si aucune logique de duplication n’est utilisée (connecter n accumulateurs de
phase à un DDS dont la cadence est n fois plus élevée que celle de l’accumulateur),
chaque porteuse exige son propre DDS avec une mémoire d’environ 1 Mo. Il est
donc nécessaire d’optimiser le fonctionnement du DDS en réduisant la taille de la
table, pour cela, plusieurs méthodes existent dans la littérature. Premièrement, il
n’est pas nécessaire de stocker f(βi) = sin(βi) pour 0 ≤ βi ≤ 2π, la fonction f(βi)
peut être stockée seulement pour 0 ≤ βi ≤ π/2 et profiter de la symétrie offerte par
la fonction sinus afin de compléter toute la gamme [0−2π]. Deuxièmement, on peut
approximer la fonction sinus entre des valeurs stockées dans tables.
L’option choisie est une méthode basée sur le calcul de sin(β) (avec βi ≤ β ≤ βi+1)
par interpolation linéaire à partir de deux valeurs stockées sin(βi) et sin(βi+1) voir
figure 5.5. La valeur du sinus interpolé est donnée par :
sin(β) = sin(βi) + (β − βi)× (sin(βi+1)−sin(βi))βi+1−βi
= sin(βi) + (β − βi)× ∆yi∆x
(5.13)


























Figure 5.5 – Principe du DDS utilisant la fonction d’interpolation qui permet de
réduire la taille de la mémoire. L’adressage de la mémoire est réalisé à l’aide de
l’accumulateur de phase. Ses bits de poids fort adressent la partie de la mémoire qui
contient la période du sinus enregistré. Ses bits de poids faible permettent de réaliser
des segments entre les points enregistrés. Le sinus est ainsi calculé en utilisant les
valeurs de sinus enregistrées et la pente entre ces valeurs.
∆x est une constante qui correspond à la résolution du sinus stocké dans la mémoire.





Pour réduire les ressources de calcul, et simplifier la division par ∆x, il est possible








L’équation 5.13 devient donc :
sin(β) = sin(βi) + β ×Ki (5.16)
Dans le prototype de l’électronique que j’ai développé pour le démonstrateur de
SAFARI, j’ai d’utilisé le DDS développé par Xilinx [DDS ]. Pour SAFARI nous
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Figure 5.6 – Architecture de l’algorithme DDS. Pour réduire la puissance de calcul
nécessaire, deux mémoires sont utilisées, une pour stocker une période de sinus et
l’autre contient les pentes entre deux valeurs successives.
développons notre propre DDS utilisant l’interpolation linéaire. Cet algorithme peut
être réalisé sur un circuit numérique selon l’exemple de l’architecture donnée par la
figure 5.6.
5.3 Implémentation du BBFB pour 5 pixels
La partie numérique du BBFB du modèle que j’ai développé sur Simulink peut
être transférée directement sur un circuit numérique en utilisant les possibilités
offertes par une combinaison des outils : Simulink HDL Coder, et Xilinx System
Generator [sim ].
Simulink HDL Coder permet de générer un code VHDL synthétisable à partir d’un
modèle de simulation Simulink. Le code VHDL généré peut être simulé et synthé-
tisé avec les outils standard de l’industrie pour une mise en œuvre sur FPGA ou
ASIC. Ainsi, cet outil est particulièrement adapté pour une phase de prototypage.
Toutefois, il n’y a aucune maîtrise sur le code VHDL généré, et il est fort probable
qu’il ne soit pas optimisé du point de vue des ressources et de la consommation.
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Figure 5.7 – Vue d’ensemble de la carte FPGA virtex 4
System Generator est un outil de conception de circuits numériques développé par
le fondeur Xilinx. Il utilise l’environnement Simulink pour la mise en place des al-
gorithmes sur FPGA Xilinx à l’aide des librairies spécifiques. La synthèse et la
programmation du FPGA sont pris en compte automatiquement directement à par-
tir de l’interface Matlab-Simulink.
J’ai choisi de combiner ces deux outils afin de mettre en place toutes les fonctionnali-
tés de polarisation, de lecture, et d’asservissement des bolomètres TES. Après un tra-
vail de comparaison des performances des différentes cartes FPGA qui contiennent
des convertisseurs ADC et DAC intégrés, j’ai choisi de faire le développement en uti-
lisant la carte Xilinx Virtex 4 (voir figure 5.7). Cette carte fonctionne via le port PCI
à l’intérieur d’un ordinateur. La figure 5.8 montre le schéma du BBFB tel qu’il a été
réalisé avec System Generator. Cinq blocs représentent cinq BBFB pour une lecture
de cinq pixels. Le code VDHL de chaque bloc a été généré par Matlab HDL coder.
L’ensemble de l’architecture du BBFB et DDS a été implémenté sur la carte FPGA
Virtex 4. Un exemple de mesure de la dynamique des cinq porteuses est donnée par
la figure 5.9. A ce stade du développement, on ne disposait pas d’une installation
avec des TES et des SQUID. Pour tester le bon fonctionnement de l’électronique du
BBFB, le SQUID a donc été remplacé par un simple soustracteur analogique fonc-
tionnant à température ambiante. Ce circuit est appelé : "le simulateur de SQUID
chaud".





































Figure 5.8 – Schéma simplifié du BBFB pour 5 pixels implémenté sur la carte
FPGA virtex IV. Les DDS assurent à la fois la polarisation et les opérations de
démodulation-remodulation nécessaires au fonctionnement du BBFB.
5.4 Le Simulateur de SQUID
Plusieurs techniques permettent de réaliser un sommateur de courant analogique.
Nous avons choisi une solution simple qui s’appuie sur la conversion des courants
en flux, puis réaliser la somme des flux avec un transformateur. Le schéma du som-
mateur est donné par la figure 5.10. C’est un circuit passif qui ne nécessite pas
d’alimentation externe. Le gain de sa fonction de transfert est ajusté simplement en
changeant les valeurs de quelques résistances :
Vout = (Vbias + Vfdk)× R2
R1
(5.17)
5.5 Procédures de test du BBFB
Maintenant que nous disposons d’un simulateur de SQUID "chaud", il est pos-
sible de tester le bon fonctionnement du BBFB. Pour effectuer un test sans les
bolomètres TES, j’ai prévu la possibilité de moduler les porteuses en amplitude nu-
mériquement dans le FPGA. Le signal de modulation est une fonction sinus dans la
gamme de fréquences [1−20 Hz] représentative de la bande passante des bolomètres
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Figure 5.9 – A gauche : mesure de 85 dBc de dynamique d’un DDS de Xilinx
à l’aide d’un analyseur de spectre. A droite : mesure de cinq DDS du même type
(85 dBc) additionnés ensemble. L’opération de l’addition augmente le plancher de
bruit par
√
5 et dégrade la dynamique de chacun par environ 7 dB. La résolution

















Figure 5.10 – Schéma électrique du simulateur de SQUID utilisé pour la validation
du BBFB.
sur SAFARI. Le test du BBFB va se dérouler en trois étapes complémentaires : i)
la mesure du retard dans la boucle d’asservissement, ii) le test de la stabilité de
cinq porteuses avec le simulateur de SQUID chaud, iii) la mesure de la fonction de
transfert en boucle fermée, et comparaison avec la théorie.















Figure 5.11 – Technique qui permet de mesurer le retard dans l’asservissement en
mesurant le déphasage d’un sinus généré dans le FPGA. Le déphase entre le DAC
du milieu et le DAC du bas est causé par le temps de traitement de l’ADC, du DAC,
et le temps de propagation dans les câbles. Les deux DAC sont similaires
5.5.1 Mesure du retard dans la boucle d’asservissement
Le retard td dans la boucle d’asservissement est constitué par la somme des re-
tards capacitifs, le temps de propagation dans les câbles, et le temps de traitement
numérique. Ce dernier est connu car il correspond au nombre de coups d’horloge
nécessaires à l’algorithme du BBFB. Les temps de traitement des ADC, DAC, et le
temps de propagation dans les câbles peuvent être évalués à partir de la documen-
tation, mais en pratique ils restent difficiles à prédire de façon exacte.
Pour mesurer le retard td, j’ai développé une technique qui permet, comme le montre
la figure 5.11, de retrouver td à partir de la mesure (à l’oscilloscope) du déphasage
entre deux signaux sinusoïdaux. Le déphasage mesuré est causé par les convertis-
seurs ADC, DAC et le temps de propagation dans les câbles. Seulement un coup
d’horloge est nécessaire pour relier l’ADC et le DAC dans le FPGA. Le retard dans la
boucle d’asservissement sera le retard mesuré plus le temps de traitement du BBFB.
Avec cette technique, un retard de 1 µs a été mesuré. Le traitement du BBFB
nécessite 10 périodes pour l’ensemble de ses opérations. Expérimentalement, avec le
simulateur de SQUID, une fois le retard dans la boucle mesuré, sa valeur reste stable
car la même valeur peut être utilisée à des mois d’intervalle. Or, dans un environne-
ment cryogénique qui consiste à utiliser des TES avec des filtres LC et un SQUID,
la valeur du retard change régulièrement avec la température du bain cryogénique.
La mesure du retard est nécessaire à chaque début d’expérience. Après avoir réglé la
phase, la deuxième étape du test de la stabilité a été validée par une simple mesure
de la réjection des porteuses au niveau du signal d’erreur à l’analyseur de spectres
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(voir figure 5.12).
Figure 5.12 – En haut, mesure du signal d’erreur (à la sortie du simulateur de
SQUID) pour un BBFB contenant cinq pixels. En bas, mesure du signal de bias
(à l’entrée du simulateur de SQUID). La réjection des fréquences porteuses dans le
signal d’erreur par rapport au signal de bias est d’environ 64 dB.
5.5.2 Mesure de la fonction de transfert
J’ai mesuré la fonction de transfert du BBFB en boucle fermée à l’aide d’un ana-
lyseur de réseau en utilisant le simulateur de SQUID dans la configuration donnée
par le schéma de la figure 5.13. Afin de mesurer la phase et l’amplitude du signal
d’erreur par rapport au signal de polarisation, le DAC qui fournit le signal de po-
larisation des bolomètres a été remplacé par la sortie de l’analyseur de réseau qui
effectue le balayage en fréquence. L’entrée de l’analyseur a été reliée à la sortie du
simulateur de SQUID.
Rappelons que le BBFB est une série de filtres intégrateurs dont le gain est maxi-
mum quand la fréquence de son signal d’entrée est égale à la fréquence de porteuse
qui est la même que celle de la démodulation. On s’attend à mesurer un signal
d’erreur minimum quand la fréquence de l’analyseur est égale à une fréquence de
démodulation du BBFB.

















Mesures : Amplitude & Phase
Figure 5.13 – Banc de test permetant de mesurer la fonction de transfert de l’as-
servissement du BBFB avec l’analyseur de réseau.
La figure 5.14 présente une comparaison des résultats de mesure et des résultats
théoriques. Leur concordance valide le fonctionnement du BBFB que nous avons
mis en œuvre.




































































Figure 5.14 – Mesure de la fonction de transfert du BBFB comparée à la fonc-
tion de transfert théorique de la formule analytique. La résolution en fréquence de
l’analyseur est de 200 Hz. Ce résultat valide notre compréhension de la théorie de
l’asservissement du BBFB par la mesure. La différence visible entre la mesure et le
modèle au niveau de la phase vers 1.25 kH est liée à une mauvaise estimation des
filtres analogiques dans le modèle.
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Figure 5.15 – Vue d’ensemble de la carte FPGA développée par le SRON.
5.6 Limitations de la carte Xilinx Virtex IV
Pour valider la technique du multiplexage en fréquence pour SAFARI, il est
nécessaire de tester le BBFB avec une matrice de TES couplée à des filtres et à
un SQUID. La carte FPGA que nous avons utilisée jusqu’à présent fonctionnant
à l’intérieur d’un ordinateur, l’environnement de compatibilité électromagnétique
(CEM) de cette carte FPGA ne permet pas de lire des détecteurs ayant un niveau
de sensibilité de l’ordre de quelques aW (1aW = 10−18 W ). Nous avons donc choisi
d’utiliser une carte FPGA compatible développée par le SRON.
5.7 Description de la chaîne de lecture
5.7.1 Vue d’ensemble de la carte FPGA
Le schéma de la carte FPGA développée par le SRON est donné par la figure
5.15. Cette carte contient un FPGA Xilinx virtex 5, deux ADC et deux DAC de 16
bits chacun. Elle contient également un simulateur de SQUID analogique qui permet
de tester l’algorithme du BBFB. Chaque ADC est connecté à un filtre analogique
d’anti repliement du troisième ordre avec une fréquence de coupure de 10 MHz.
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Les DAC sont connectés à des filtres de reconstruction du cinquième ordre avec une
fréquence de coupure de 10 MHz également. Le simulateur de SQUID est un circuit
soustracteur connecté à un amplificateur analogique avec un gain programmable par
le FPGA.
5.7.2 Le logiciel de contrôle de la carte FPGA
L’ensemble des fonctions de pilotage des circuits de la carte est géré par le FPGA.
Pour pouvoir régler les différents paramètres de contrôle, la carte FPGA a été reliée
à un ordinateur en utilisant le protocole ethernet. Pour garantir un environnement
propre du point de vue compatibilité électromagnétique, la communication est assu-
rée par deux fibres optiques. Ainsi l’ordinateur qui constitue la source principale de
rayonnement est électriquement isolé de la carte FPGA. Côté ordinateur, le pilotage
de la carte est assuré par un logiciel de contrôle, il assure à la fois les réglages des
différents paramètres du FPGA, le transfert et le traitement des données scienti-
fiques issues des bolomètres.
Côté FPGA, chaque paramètre de réglage correspond à un registre qui possède une
adresse unique définie dans le code VDHL et dans la base de données du logiciel de
contrôle. Pour effectuer les différents réglages, on utilise un programme en langage
PERL qui permet d’accéder à chaque registre FPGA et modifier son contenu. Le
traitement des données scientifiques est effectué par des routines développées sous
IDL (logiciel de traitement mathématique).
Le signal scientifique représente le signal absorbé par les différents bolomètres avec
une bande passante de 20 Hz, il correspond aux différentes sorties IQ de chaque mo-
dule du BBFB. La bande passante de transfert du signal scientifique requise pour
chaque donnée I et Q doit être au moins 40 Hz. En revanche, nous avons choisi
d’utiliser un filtre numérique qui a une bande passante un peu plus grande ( en-
viron 600 Hz) pour des raisons de simplicité d’implémentation. Les mesures dans
le domaine infrarouge sont réaliser d’une manière continue qui impose un transfert
des données entre la carte FPGA et le logiciel de contrôle sans interruptions. Pour
assurer cette fonction, j’ai utilisé une mémoire du type First In, First Out (FIFO)
qui sert de tampon pendant la mesure, elle déclenche le processus de transfert de
données à chaque fois qu’elle est remplie à 60% de sa taille (voir figure 5.17).
5.7.3 Traitement des données
Le signal absorbé de chaque pixel i est calculé à partir des données Ii et Qi. Il






Pour analyser rapidement les effets parasites qui peuvent surgir pendant la mesure,
chaque signal Ai est affiché en fonction du temps directement après la mesure. Pour
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Figure 5.17 – Architecture numérique qui permet de réaliser le transfert de données
en temps réel durant l’acquisition. Les données IQ sont filtrées avec une bande
passante d’environ 600 Hz. Une mémoire FIFO est utilisée avec une configuration
Ping-Pong. Pour un système contenant N pixels, la cadence d’écriture dans la FIFO
est N × 600 Hz. A chaque fois que la FIFO est remplie à plus que 60% de sa taille,
un sémaphore indique au logiciel de contrôle que des données sont disponibles, ce
qui déclenche le transfert.
simuler le fonctionnent du système sans excitation optique, nous avons prévu la
possibilité de moduler les porteuses en amplitude avec des signaux sinusoïdaux dans
la bande de fréquences 1−20Hz. Ces signaux sont mesurés par le logiciel de contrôle,
86 Chapitre 5. Implémentation de l’architecture du BBFB numérique
puis comparés à leurs signaux d’origine qui ont servi à la modulation d’amplitude.
Pour analyser la pureté spectrale du signal mesuré, nous avons utilisé le calcul de la
transformée de fourrier (voir exemple de mesure section 6.3). Les données acquises
par le logiciel de contrôle sont des mesures brutes, elles sont exprimées en unités
arbitraires. Je détaillerai ensuite les différentes méthodes que j’ai utilisées pour les
calibrer.
5.8 Fonctionnalités complémentaires du BBFB
Pour tester l’ensemble du système TES, SQUID et le BBFB, il est nécessaire de
développer quelques nouvelles fonctionnalités.
5.8.1 Démarrage progressif
Au démarrage du système, les bolomètres TES ne sont pas polarisés. Hormis le
courant statique qui permet de choisir le point de fonctionnement du SQUID, au-
cun courant dynamique n’est présent à son entrée. Pour que le bouclage du système
réussisse, la tension de polarisation des TES au démarrage doit être d’un niveau qui
permet au SQUID de fonctionner dans sa zone linéaire en boucle ouverte (typique-
ment 50 mV dans la configuration du banc). La tension de polarisation des TES
est ensuite maintenue constante le temps nécessaire au BBFB de générer la tension
d’asservissement adéquate. Une fois la boucle d’assevissement est stable, la tension
de polarisation des TES est augmentée progressivement. Ceci permet de maintenir
la boucle d’asservissement stable tout le long de l’accroissement de la tension de
polarisation jusqu’au niveau de la tension de polarisation voulu. En ce qui concerne
l’implémentation du démarrage progressif numériquement, il est réalisé simplement
en rafraîchissant l’amplitude du signal de polarisation dans le programme PERL.
5.8.2 Mesure du facteur de qualité Q
La mesure du facteur de qualité Q des différents résonateurs permet d’une part
de mesurer la fréquence de résonance avec précision, et d’autre part, de retrouver
la valeur de la résistance parasite Resr. La mesure de Resr est cruciale car elle joue
un rôle déterminant dans la calibration des données comme nous allons le voir par
la suite. Ces mesures sont assez répétitives, pour les réaliser de façon automatique,
j’ai développé un programme dans le FPGA qui permet d’effectuer un balayage en
fréquence autour de chaque fréquence de résonance théorique pour chaque filtre LC.
Pendant le balayage, le courant issu du SQUID est mesuré par le FPGA. L’ampli-
tude du signal de balayage est maintenue très faible de façon à permette d’utiliser
le SQUID en boucle ouverte dans une zone linéaire.
La mesure du facteur de qualité s’effectue à partir du logiciel de contrôle. L’uti-
lisateur fournit tous les paramètres directement à partir de la console : fréquence
de résonance, plage du balayage, et résolution en fréquence souhaitée. L’acquisition
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mesurant le courant issu du SQUID est ensuite lancée automatiquement. Pour dé-
tecter l’amplitude du courant, la mesure est moyennée sur environ 100 périodes, et
sa valeur absolue est caluclée. Une courbe affichant le courant mesuré en fonction de
la fréquence de balayage permet de retrouver la fréquence de résonance et le facteur
de qualité.
Les tests réalisés ultérieurement à l’université de Cardiff , ont montré que la fré-
quence de résonance mesurée par l’électronique (en boucle ouverte) ne correspond
pas à la fréquence de résonance mesurée en boucle fermée. Nous nous sommes rendu
compte qu’en boucle fermée, l’inductance effective de la bobine d’entrée du SQUID
Lsq est annulée par le courant de la bobine du feedback. Cela modifie la fréquence







Le programme de balayage en fréquence actuel fonctionnant en boucle ouverte, des
modifications doivent donc être apportées pour qu’il puisse fonctionner en boucle






























Figure 5.18 – Schéma de principe du programme FPGA qui permet de mesurer le
facteur de qualité et la fréquence de résonance de chaque filtre LC.
5.8.3 Caractérisation courant-tension des TES
Le TES est polarisé en température dans sa zone de transition grâce à la puis-
sance Joule fournie par la tension de polarisation. La tension qui permet de polariser
le TES autour de sa température de transition est d’autant plus importante que la
température du bain cryogénique est faible. Pour déterminer la tension de polarisa-
tion à une température de bain donnée, il est nécessaire de mesurer la caractéristique
courant-tension (IV) du bolomètre TES à cette température, et de situer la zone de
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transition par rapport à cette courbe.
La mesure de la caractéristique IV nécessite que le bolomètre soit dans son état
normal au début de la mesure. Si initialement le bolomètre est dans un état supra-
conducteur, sa résistance est nulle, et aucune chaleur ne sera dissipée par effet Joule.
Toutefois, le TES peut sortir de son état supraconducteur si le courant qui le tra-
verse dépasse la valeur de son courant critique avec une tension de polarisation très
importante. Dans la pratique, la dynamique de l’électronique de polarisation ne per-
met pas d’atteindre des valeurs de tension aussi importantes et d’autres méthodes
sont utilisées pour chauffer le TES. La méthode que nous avons choisie consiste à
utiliser la chaleur du rayonnement produit par un corps noir optiquement couplé au
TES à l’intérieur du cryostat.
Dans le cadre du multiplexage fréquentiel, la mesure de la caractéristique IV est
réalisée en boucle fermée, idéalement pour tous les TES en même temps. D’abord
les TES sont chauffés par le rayonnement du corps noir pendant quelques secondes,
ce qui est suffisant pour les sortir de leurs état supraconducteur. Ensuite ils sont
polarisés (chacun à la fréquence de résonance de son résonateur) avec un niveau
de tension qui permet de les maintenir dans un état normal. La mesure de la ca-
ractéristique IV commence en réduisant progressivement la tension des signaux de
polarisation tout en mesurant les courants des TES (signaux IQ).
L’architecture du programme FPGA qui permet de mesurer des caractéristiques
IV est donnée par la figure 5.20.
5.8.4 Test de validation du BBFB pour 24 pixels avec le simulateur
de SQUID
Nous disposons d’une matrice de 24 TES associée à 24 résonateurs et un SQUID
à l’université de Cardiff. Pour pouvoir les caractériser électriquement et optiquement
en utilisant le multiplexage en fréquence avec le BBFB dans le cadre du démons-
trateur, j’ai mis à jour le programme du BBFB 5 pixels développé précédemment.
L’augmentation du nombre de pixels (en gardant la dynamique nécessaire à chacun)
se fait très facilement, car dès le début de la conception, j’ai adopté une architecture
hiérarchique. Le nouveau programme permet de multiplexer 24 TES avec le BBFB.
Il contient également un module de balayage en fréquence et un module qui permet
de réaliser des caractéristiques IV pour 24 bolomètres. Pour tester l’électronique du
BBFB sans les bolomètres dans la bande de détection de SAFARI à température
ambiante, cinq porteuses peuvent être modulées en amplitude avec des fonctions
sinus de 1 à 20 Hz.
Le fonctionnement du programme de caractérisation simultanée de 24 bolomètres a
été testé et validé en utilisant le simulateur de SQUID chaud.
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Figure 5.19 – Résultat de mesure de la caractérisation IV du simulateur de SQUID
avec 24 porteuses. La bande de multiplexage considérée commence à 1 MHz. Les
fréquences porteuses sont séparées de 6 KHz. L’axe des Y représente la mesure
du courant de sortie du simulateur de SQUID, et l’axe des X représente le temps
(image inversée de la rampe de tension). La caractérisation IV du TES s’effectue en
allant du maximum de tension (TES normal) vers une tension nulle (TES supra).
C’est pour cela que le courant est maximum à t = 0 (car V = Vmax). On retrouve
une caractéristique linéaire du simulateur de SQUID sur l’ensemble de la bande de
1 MHz à 1.024 MHz
5.8.5 Interface utilisateur
La gestion des paramètres de test est assurée depuis une console qui permet
de réaliser les fonctionnalités listées précédemment (voir figure 5.21). Pour chaque
pixel, il est possible de définir de façon indépendante la fréquence de polarisation et
la phase qui permet de corriger le retard. Il est aussi possible de mesurer le facteur de
qualité des résonateurs, de réaliser la caractéristique IV (pour un pixel seul ou pour
24 pixels). Dans la configuration actuelle, l’amplitude se règle de façon unique pour
la somme de toutes les porteuses. Etant donné que les filtres résonateurs ne sont pas
exactement identiques (à cause des fluctuations dans le process de fabrications), il
est nécessaire de pouvoir contrôler l’amplitude du signal de polarisation de chaque
TES de façon indépendante pour répondre aux besoins de calibration. Le traitement
des données se fait avec des programmes IDL qui consistent à afficher les données
mesurées en fonction du temps ou calculer la puissance équivalente de bruit afin de
mesurer la sensibilité des TES.


















































Figure 5.20 – Programme permettant de mesurer la caractéristique courant-tension
du TES en boucle fermée. Ce programme a été conçu pour piloter 24 pixels, mais
seul un pixel est représenté pour plus de lisibilité.
Test manuel 
Polarisation des TES
Balayage en fréquence 1 pixel
Script IV simulateur de SQUID
Script IV 8 pixels





Acquisition IV boucle fermée
Acquisition IV boucle ouverte
Acquistion du bruit
Affichage 
IV / bruit en fonction du temps
 Calcul de la FFT









Balayage en fréquence automatique 8 pixels
Figure 5.21 – Console de pilotage l’ensemble des paramètres de tests. Les fonctions




L’ensemble du programme FPGA permet de générer 24 porteuses, stabiliser la
boucle en corrigeant le retard de chaque porteuse indépendamment, et lire les cou-
rants issus de chaque pixel. En mesurant une réponse linéaire du simulateur de
SQUID pour les 24 porteuses, une première étape du développement de l’ensemble
de l’architecture de lecture et d’asservissement du BBFB a été validée avec succès.
Dans ce chapitre, j’ai expliqué les outils, la méthode, les concepts que j’ai déve-
loppés afin de mettre en place une électronique de lecture et de polarisation de
24 pixels. Cette électronique a été testée et validée en utilisant un simulateur de
SQUID à température ambiante. Dans le chapitre suivant, je vais décrire le banc
de test cryogénique (TES et un SQUID) que nous avons mis en place ensemble en
collaboration avec l’université de Cardiff.

Chapitre 6
Le démonstrateur de SAFARI
Afin de caractériser les performances d’une chaîne de lecture multiplexée en
fréquence, j’ai contribué à la mise en œuvre d’un démonstrateur incluant : les bo-
lomètres TES avec leurs filtres associés, le SQUID, et l’électronique de lecture du
BBFB. Cette chaîne de mesure contient une matrice de huit résonateurs connectée à
un SQUID. Seul trois résonateurs sont reliés à des bolomètres TES (les autres sont
reliés à des résistances), et seul un TES est optiquement couplé à un corps noir.
L’ensemble TES, filtres et SQUID fonctionne à l’intérieur un cryostat à désaiman-
tation adiabatique qui permet d’atteindre une température de 60 mK. La sortie
du SQUID a été reliée à travers des câbles électriques à un amplificateur bas bruit
qui fonctionne à température ambiante. La sortie de cet amplificateur est reliée au
convertisseur analogique numérique de la carte FPGA qui contient l’algorithme du
BBFB. Deux types de tests ont été effectués. Premièrement, test du BBFB avec les
filtres résonateurs, les TES étant dans un état normal et le SQUID à une tempéra-
ture de l’ordre de 1− 2 K, et deuxièmement un test fonctionnel de toute la chaîne
de lecture avec le TES qui est optiquement couplé au corps noir. Les campagnes de
test ont eu lieu à l’université de Cardiff.
6.1 Les TES du démonstrateur de SAFARI
Les bolomètres TES utilisés dans le démonstrateur de SAFARI ont été préala-
blement caractérisés individuellement avec une polarisation continue (DC), et dans
les même conditions (même SQUID et même cryostat). Une sensibilité de l’ordre
de NEP = 2 − 3 × 10−18 W/√Hz a alors été alors mesurée. Un résumé de leurs
principales caractéristiques mesurées en DC est donné par le tableau 6.1.
Table 6.1 – Caractéristiques des bolomètres TES utilisés
Caractéristique Valeur
Matériau thermomètre TiAu
Température critique Tc = 80− 120 mK
Résistance normale Rn = 0.1 − 0.3 Ω
Résistance de polarisation R = 0.2×Rn
Sensibilité NEP = 2− 3× 10−18 W/√Hz
Bande passante BW = 106 Hz (τ = 1.5 ms)
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6.2 Description du SQUID et de l’électronique Magnicon
Le SQUID utilisé est un composant fabriqué par PTB. Il est en réalité constitué
de 16-SQUID mis en série. Les fonctions de polarisation du SQUID et l’amplification
de son signal de sortie ont été assurées par une électronique bas bruit "Magnicon
XXF-1" [maginicon XXF1]. Les fonctions principales de cette électronique se ré-
sument à la polarisation du SQUID, le réglage de son point de fonctionnement en
flux, et la réalisation de la boucle à verrouillage de flux (FLL classique). Pour notre
test du BBFB, nous avons utilisé l’électronique de Magnicon en tant qu’amplifica-
teur bas bruit (LNA) entre le SQUID et le convertisseur ADC de la carte FPGA.
Grâce à cet amplificateur, le niveau de tension à la sortie de l’électronique de Ma-
gnicon est de l’ordre de 1 V ce qui convient à une numérisation par l’ADC sans
avoir à développer un système d’amplification additionnel. Côté feedback, une ré-
sistance Rfb programmable permet de régler le gain de la boucle d’asservissement,
cette résistance permet aussi de convertir la tension du DAC en courant, ce courant
sera ensuite injecté dans la bobine du feedback du SQUID.
L’ensemble des paramètres réglables de Magnicon sont : le gain de l’amplificateur
LNA, la valeur de la résistance de feedback Rfb, et la polarisation du SQUID en
tension et en flux. Le réglage s’effectu à l’aide d’un ordinateur qui communique
avec l’électronique Magnicon via une connection RS-232/RS-485. Une illustration
du banc de test est donné par la figure 6.1.
6.3 Test avec les filtres résonateurs et TES à l’état nor-
mal
Le circuit de test utilisé a été développé par nos collaborateurs de l’université de
Cardiff, un schéma simplifié de ce circuit est donné par la figure 6.2. Il contient huit
filtres LC dont trois sont connectés à des bolomètres TES. Pour assurer la stabilité
electrothermique des TES dont le temps de réponse est d’environ τ = 1.5 ms, nous
avons utilisé des inductances L = 5 µH. Le circuit imprimé qui contient les filtres
LC et le SQUID a été placé dans un cryostat avec les TES (voir figure 6.3). Les filtres
qui ne sont pas connectés à des TES possèdent des inductances L = 770 nH. Les
inductances ont été fabriqués par le SRON, et les condensateurs sont des composants
du commerce. Comme le montre le schéma de la figure 6.2, chaque pixel est polarisé
en tension à l’aide d’une résistance Rshunt = 5mΩ très inférieure devant la résistance
de polarisation du TES, R0 ≈ 40 mΩ. Une résistance Rseries = 4.48 kΩ permet de
convertir la tension de polarisation délivrée par le DAC en courant. Compte tenu
du nombre de huit pixels, la tension de polarisation à l’entrée de chaque résonateur






































Figure 6.2 – Schéma électrique simplifié de la matrice de huit résonateurs (dont
trois sont reliés à des TES) qui a été utilisée pour le test du BBFB. Les convertisseurs
ADC et DAC de la carte FPGA ont été reliés au SQUID en utilisant une électronique
d’adaptation commerciale développée par Magnicon.
A la fréquence de résonance, l’impédance du résonateur est nulle, seule la résis-
tance parasite Resr persiste, elle se trouve en série avec le TES. Pour assurer une
polarisation en tension du TES, Resr doit être très inférieure devant R0. La valeur
élevée de la résistance Resr est principalement due à l’utilisation de condensateurs
du commerce qui ne sont pas adaptés. Resr augmente avec la fréquence, et de-
vient problématique dans la bande de multiplexage de SAFARI. Le diélectrique des
condensateurs développés par le SRON est à base de AI2O3 , ce qui réduit les pertes
et permet d’atteindre un facteur de qualité intrinsèque QLC de l’ordre de 4000 à
la fréquence de 2.6 MHz [Bruijn 2008]. Pour s’affranchir de Resr dans le cadre du
test du démonstrateur, nous avons décidé de réduire la bande de multiplexage à
160 − 999 kHz. Le détail des fréquences de résonance, des valeurs des inductances
et des capacités qui ont été utilisées sont données dans le tableau 6.2. Pour valider
par étapes le concept de la FDM, nous avons commencé par tester l’asservissement
du SQUID aux fréquences de polarisation imposées par les filtres résonateurs en
utilisant le schéma de la figure 6.2 à une température de bain d’environ 1 − 2 K.
A cette température, les TES sont dans un état normal, et sont donc considérés
comme des résistances (Rn = 0.1 − 0.2 Ω).
La réponse électrique en courant d’un TES qui a une constante de temps ther-
mique τeff est similaire à un filtre de premier ordre avec une bande passante de




pour le test DC
Corps noir 
de 14 mm de diamètre
Cryostat 
ADR 60 mK
Figure 6.3 – Huit résonateurs (dont trois sont connectés à des TES) ont été placés
dans un cryostat permettant d’atteindre une température minimale de 60 mK. Seul
le TES polarisé à la fréquence 160 kHz est optiquement couplé à un corps noir. Dans
le cryostat on trouve aussi un TES (sans résonateur) relié à un deuxième SQUID
pour les tests DC.
BW = 1/(2πτeff ). Pour simuler la réponse du TES à une excitation électromagné-
tique avec une constante de temps thermique représentative de SAFARI τeff = 8ms
et donc une bande passante électrique BW = 20 Hz, le système de lecture a été
testé (en boucle fermée) en modulant numériquement les porteuses en amplitude par
des sinus basses fréquences dans la gamme 1 − 20 Hz. Le résultat de cette mesure
est donné par la figure 6.4. Cette mesure valide d’une part, la stabilité de l’asservis-
sement du BBFB avec un SQUID associé à des résonateurs, et d’autre part le bon
fonctionnement de l’électronique de lecture.
6.4 Caractérisation d’un TES avec le BBFB
Le TES que nous avons caractérisé a été polarisé à la fréquence 160 kHz. Il
est couplé optiquement à un corps noir de 14 mm de diamètre (voir figure 6.3). La
puissance de rayonnement du corps noir est commandée par une source de tension
externe de telle façon que 10 mW de puissance électrique produit un rayonnement
de corps noir à 20 K. Le temps de réponse de ce corps noir est de l’ordre de 10
secondes.
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Table 6.2 – Fréquences de résonances et valeurs des LC
Numéro de Pixel L C(nF ) TES fr(kHz) mesurée fr(kHz) théorique
Pixel1 5 µH 200 Oui 160 159.1
Pixel2 5 µH 80 Non 253 251.6
Pixel3 5 µH 69 Non 270 270.9
Pixel4 5 µH 33 Oui 395 391.8
Pixel5 770 nH 115 Non 512 534
Pixel6 770 nH 105 Non non mesuré 559
Pixel7 770 nH 80 Non 641 641
Pixel8 770 nH 32 Oui 999 1013





















Readout @ 394 KHz  
Readout @ 514 KHz
Readout @ 641 KHz
Readout @ 999 KHz
Readout @ 253 KHz
Source @ 394 KHz  
Source @ 514 KHz 
Source @ 641 KHz  
Source @ 999 KHz  
Source @ 253 KHz  
Figure 6.4 – Des fonctions sinus de fréquences : 1, 5, 10, 15, et 20 Hz ont servi
de modulation des porteuses pour simuler la réponse des TES avec un temps de
réponse τeff = 8 ms. Cette figure illustre la mesure de la transformée de Fourier
des signaux mesurés par le BBFB comparés aux signaux de modulation d’amplitude
des porteuses. Pour ne pas tenir compte de la différence des facteurs de qualités des
résonateurs, les mesures représentées sont normalisées.
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6.4.1 Mesure IV du TES
Dans la section 5.8.3, j’ai expliqué la méthode qui permet de mesurer la caracté-
ristique courant tension d’un bolomètre TES en boucle fermée avec le BBFB. Dans
ce paragraphe je présente les résultats de ces mesures, et les méthodes de calibration
que j’ai utilisées.
La mesure de la caractéristique IV d’un bolomètre TES est donnée par la figure
6.5. Le courant mesuré par l’électronique est exprimé en unités arbitraires. Pour
retrouver le courant mesuré par le SQUID, nous avons mis en place deux méthodes
de calibration différentes : i) une calibration utilisant la partie supraconductrice de
la courbe IV, ii) une calibration utilisant la mesure du bruit de Johnson quand le
TES est supraconducteur. Ces deux méthodes nécessitent de connaître la résistance
parasite Resr. La calibration se déroule en deux étapes complémentaires : i) dé-
termination de la valeur de Resr, ii) conversion des unités arbitraires en courant.


























Figure 6.5 – Mesure de la caractéristique IV. La tension de polarisation est repré-
sentée dans l’axe des X, le courant mesuré par l’électronique du BBFB est exprimé
en unité arbitraires (AUI) dans l’axe des Y.
100 Chapitre 6. Le démonstrateur de SAFARI
6.4.2 Méthode de calibration des unités arbitraires
6.4.2.1 Mesure de Resr
La résistance parasite Resr peut être déterminée à partir de la mesure du facteur






A la fréquence de résonance fr = 160 kHz, avec Rshunt = 5 mΩ nous avons mesuré
Qsupra ≈ 280, ce qui permet d’estimer la résistance parasite à environ Resr = 13mΩ.
6.4.2.2 Calibration avec la courbe IV
En utilisant le diviseur de courant, on peut déterminer le courant Isupra mesuré











= 7.75 · 10−6, (6.4)
Ainsi
Isupra = K × Vbias (6.5)
La figure 6.5 montre la caractéristique IV du TES avant la calibration, le courant
mesuré est exprimé en unités arbitraires. Quand le TES est supraconducteur, la
pente de la partie supraconductrice de la courbe IV correspond à :
IAUI
Vbias
= KAUI = 1.38 × 104 (6.6)
Ainsi le courant Isupra mesuré par le SQUID peut être retrouvé à partir des équations
6.5 et 6.6 :
Isupra = IAUI × K
KAUI
= 5.61× 10−10 × IAUI(A) (6.7)
Durant la mesure de la caractéristique IV du TES, sa résistance RTES varie entre
zéro et Rn, ainsi Resr n’est pas toujours négligeable devant RTES. Pour retrouver la
tension aux bornes du TES VTES, il faut considérer la chute de tension aux borne de
Resr, étant donné que ITES est connu (courant mesuré par le SQUID), VTES peut






×Rshunt − ITES ×Resr (6.8)
La caractéristique courant tension du TES après la calibration et après le calcul de
VTES est donnée par la figure 6.6. A partir de la pente de la partie normale de la
courbe, nous avons mesuré la résistance normale du TES Rn = 0.16 Ω.
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Rn = 0.16 Ω
Figure 6.6 – Courbe IV du bolomètre TES mesurée avec le BBFB à deux tempéra-
tures cryogéniques différentes. L’axe des abscisses représente la tension aux bornes
du TES, et l’axe des ordonnées le courant mesuré par le BBFB. Une résistance
normale Rn = 0.16 Ω a été estimée à partir de la pente de la partie normale de la
courbe.
6.4.2.3 Calibration par le Bruit de Johnson
Un deuxième moyen de calibration consiste à mesurer le bruit de Johnson quand
le TES est supraconducteur en unité arbitraire (voir figure 6.8) et calibrer la mesure
par rapport au bruit théorique. Le schéma équivalent du circuit de polarisation
du TES à la résonance est donné par la figure 6.7. Les pertes dans le diélectrique
sont représentées par la résistance Resr, à cette résistance est donc associé un bruit
thermique. En utilisant le théorème de superposition, et en sachant que les deux
sources de bruit < e21 > due à Rshunt et < e
2
2 > due à Resr sont décorrélées, la
Densité Spectrale de Puissance DSP du courant mesuré < in2 > (par Hz) par le









< e21 >= 4 · kB · T ·Rshunt (6.10)

























TES supraconducteur TES normal
Figure 6.7 – Sources équivalentes de bruit dans le circuit de polarisation du TES
dans les deux cas : supraconducteur (à gauche) et normal (à droite).
et :
< e22 >= 4 · kB · T ·Resr (6.11)
ainsi :
< in2 >=
4 · kB · T
Rshunt +Resr
(6.12)
Le bruit mesuré par l’électronique de lecture quand le TES est supraconducteur
< i2supra > représente la somme du bruit de Johnson < i
2
n > dû aux résistances et






Le bruit du SQUID a été mesuré par l’équipe de l’université de Cardiff, il est d’en-
viron isq = 3.4 pA/
√
Hz. Pour Resr = 13 mΩ et Rshunt = 5 mΩ, à la tempé-
rature T = 83 mK, le bruit théorique est de isupra = 16.3 pA/
√
Hz. D’après





Hz. Pour calibrer la mesure, et retrouver la valeur du bruit de Johnson
théorique, il suffit de multiplier la mesure exprimée en unités arbitraires par un fac-
teur 16.3 × 10−12/0.49. Par ailleurs, ce facteur de conversion est différent de celui















































Figure 6.8 – Mesure du bruit Johnson avant la calibration avec le TES supracon-
ducteur, il a été polarisé à 70 mV à une température de bain Tb = 83 mK.
donné par l’équation 6.6. Cette différence est due au changement de la configura-
tions de test. Plus précisément, la dynamique de l’ADC ne permet pas de mesurer
le bruit supraconducteur, nous avons donc réduit le gain de boucle afin d’augmen-
ter l’amplitude du signal à l’entrée de l’ADC. La mesure du bruit supraconducteur
après sa calibration est donnée par la figure 6.9.
Afin de comparer les deux méthodes de calibration, j’ai mesuré de nouveau la
résistance normale du TES en mesurant une moyenne de son bruit de Johnson
inormal = 7.08 · pA/
√
Hz à la température T = 130 mK. A partir de la formule du





+ i2squid = 7.08 · 10−12A/
√
Hz (6.14)
Que ce soit en utilisant la courbe IV ou le bruit de Johnson, les deux méthodes
de calibration convergent vers la même valeur de Rn.













































Figure 6.9 – Mesure du bruit de Johnson avec le TES supraconducteur après la
calibration.
6.5 Mesure de la sensibilité du TES
La zone de transition supraconductrice du bolomètre TES est déterminée à la
fois par la température du bain cryogénique et la tension de polarisation. Le point
de polarisation en tension du bolomètre est déterminé à partir de la courbe IV, cette
tension varie selon la température du bain. Par exemple pour les courbes IV figure
6.6 les tensions de polarisation à la transition sont : VTES ≈ 55 nV à la température
du bain Tb = 89 mK et VTES ≈ 80 nV à la température du bain Tb = 76 mK. Pour
mesurer la sensibilité du TES donnée par sa puissance équivalente de bruit NEP
dans la zone de transition, la méthode que nous avons utilisée consiste d’abord à
choisir la tension de polarisation adéquate à partir de la courbe IV, puis mesurer le
bruit à la transition. Une mesure du NEP à deux températures de bain T = 77 mK
et T = 85 mK avec le système du BBFB à la fréquence 160 kHz est donnée par
la figure 6.11. La même sensibilité de 2− 3× 10−18 W/√Hz a été mesurée par une
méthode de lecture directe, on peut donc conclure que le système du BBFB n’a pas
dégradé les performances du bolomètre.







































Figure 6.10 – Détermination de la résistance normale du TES à partir de la mesure
du bruit de Johnson quand le TES est normal. La moyenne du bruit mesurée est de
7.08 pA/
√
Hz permet de déduire que la résistance normale est : Rn = 0.16 Ω. La
même valeur de Rn a été déterminée à partir de la caractéristique IV.
6.6 Réponse du TES à un corps noir
Le TES à la fréquence 160 kHz est optiquement couplé à un corps noir dont
le rayonnement est commandé électriquement par une source de tension externe.
Pour vérifier la réponse optique du TES, nous avons modulé le corps noir avec une
fonction sinus à très basse fréquence (f = 0.5 Hz), et nous avons mesuré le signal
détecté par le TES avec le BBFB (voir figure 6.12). Cette mesure est qualitative
car au moment du test le corps noir n’avait pas encore été calibré. Néanmoins elle
permet, d’une part de vérifier la bonne réponse du bolomètre (on retrouve bien la
fréquence d’excitation de la source à 0.5 Hz), et d’autre part, de valider le bon
fonctionnement du système de lecture pour des signaux dont la fréquence est en
dessous de 1 Hz.









































Figure 6.11 – Mesure de la sensibilité du TES à la température de transition à deux
températures de bain différentes. Une moyenne de NEP = 2.7×10−18W/√Hz a été
mesurée que ce soit avec le BBFB en FDM ou par une méthode de lecture directe
(sans le multiplexage). Le pic à 50 Hz est dû aux perturbation électromagnétiques
de la tension du secteur.
6.7 Test de la matrice 24 TES
La figure 6.13 représente une matrice de 24 TES avec 24 filtres résonateurs dans
la bande 1− 2 MHz. Le module du BBFB actuellement implémenté dans le FPGA
permet de multiplexer 24 pixels. Il a été testé avec le simulateur de SQUID. Cepen-
dant, le test de la matrice 24 TES n’a pas abouti à cause de nombreux problèmes
techniques. Ces problèmes sont principalement liés à une erreur du montage de la
matrice des TES sur la carte électronique qui contient les filtres LC et le SQUID.
Après l’été 2010 (octobre et novembre 2010), et après quelques améliorations ap-
portées par l’équipe de Cardiff, nous avons seulement pu mesurer les fréquences de
résonances de 10 TES, leurs bruits à l’état supraconducteur et leurs bruits à l’état
normal. Malheureusement, nous n’avons pas pu mesurer des caractéristiques IV à
cause d’une instabilité à la transition. Nous avons finalement identifié un problème
d’incompatibilité du circuit de polarisation. En effet, la bande passante électrique du
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Reponse optique du TES
Figure 6.12 – Mesure de la réponse d’un corps noir couplé optiquement à un TES
dans la bande de longueur d’ondes 35− 60 µm. Le rayonnement du corps noir a été
commandé par une tension électrique sinusoïdale.
filtre LC n’était pas assez large (environ 6 fois) comparée à la bande passante ther-
mique du TES, par conséquent, la condition de stabilité électrothermique d’Irwin
n’a pas été respectée.
6.8 Du démonstrateur au DCU de SAFARI
6.8.1 Vue d’ensemble du DCU
Le Detector Control Unit (DCU) contrôle 34 voies de lecture chacune traitant
environ 150 pixels (voir tableau 6.3). Le DCU doit assurer à la fois la polarisation
des détecteurs et la réalisation des asservissements des SQUID avec le BBFB. Une
vue du DCU dans l’instrument SAFARI est donnée par la figure 6.14. Pour le trans-
fert des données scientifiques, le signal de chaque pixel est codé sur 16 bits avec
une cadence de 60 Hz. Ces données sont envoyées à l’unité centrale de l’instrument
(Instrument Control Unit (ICU)) de façon continue avec un débit de transfert égal
à 34 voies×150 pixels ×60 samples ×16 bits = 4.9 Mb/s, sachant que la télémétrie
de SAFARI est limitée à 3 Mb/s, une compression de données est nécessaire à bord.
Les fonctionnalités complémentaires liées à la lecture et l’asservissement que le DCU
doit assurer sont assez similaires à celles déjà développées dans le cadre du dé-
monstrateur, à savoir : la caractérisation courant-tension IV des TES, le démarrage
progressif de la tension de polarisation, et la mesure des fréquences de résonances
et leurs facteurs de qualité associés. Le DCU doit aussi assurer la polarisation du






Figure 6.13 – Matrice de 24 TES intégrée avec les filtres LC fabriqués par SRON
et un SQUID PTB. Les fréquences de résonances des filtres sont dans la gamme
1− 2 MHz
SQUID en courant et en flux. Pour calculer le point de polarisation optimal, il est
nécessaire d’intégrer une fonctionnalité qui permet de mesurer les caractéristiques
courant-tension et tension-flux du SQUID. Dans le cadre du démonstrateur cette
fonctionnalité a été gérée par l’électronique Magnicon.
6.8.2 Estimation de la puissance consommée du BBFB
La part de puissance allouée au DCU est d’environ 60 W . Une estimation des
ressources du BBFB sur un FPGA Actel spatialisable (RTAX1000) montre que le
BBFB utilise beaucoup de ressources (67 % du composant pour cinq pixels). Avec
ce composant, la consommation requise par l’algorithme complet du BBFB est de
l’ordre de 54 W . A cela il faut ajouter la consommation des DDS et de la partie
analogique de l’électronique (mise en forme des signaux). Il faut également prendre
en compte l’efficacité du convertisseur basse tension qui, typiquement est de l’ordre
de 75 %. L’architecture du BBFB doit donc être optimisée.
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Partie froide   Partie chaude
Figure 6.14 – Vue d’ensemble de l’intégration du DCU à l’ensemble des modules
de SAFARI. La chaîne de détection est composée d’une électronique de proximité
Front End Electronic (FEE), et du DCU. La FEE contient des amplificateurs bas
bruit (LNA) qui permettent d’amplifier les signaux des SQUID. La FEE fonctionne
à basse température (80 K). Pour assurer la lecture des 5200 pixels des trois plan
focaux de SAFARI, environ 34 chaînes de détection sont nécessaires, chacune contrô-
lant l’électronique de lecture et d’asservissement d’environ 150 pixels par SQUID
multiplexés en fréquence.
6.8.3 Optimisation du BBFB
La puissance P consommée dans un circuit numérique peut être estimée par :
P = C × V 2 × fs (6.15)
Avec C, la somme des capacités dans le circuit, V la tension de polarisation, et fs
la cadence du circuit. C et V dépendent de la technologie actuelle, pour réduire la
puissance, il faut réduire la cadence du circuit. Dans le BBFB classique, on peut
remarquer que la cadence des opérations du traitement numérique est très supé-
rieure à la bande utile qui contient l’information scientifique. En découpant le signal
d’entrée du BBFB en plusieurs sous-bandes, et en décalant les sous-bandes vers le
continu, le traitement du BBFB peut se faire avec une cadence beaucoup plus faible,
ce qui permet de réduire la consommation dans la même proportion. Cette optimi-
sation du BBFB a été présentée par le SRON. Son schéma de principe est donné
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Table 6.3 – Configuration actuelle du nombre de voies du DCU
Bande (µm) Pixels Nombre de voies
35− 60 18× 18 3
60− 110 34× 34 8









Figure 6.15 – Schéma de principe du BBFB optimisé. Son fonctionnement consiste
à : i) découper la bande passante totale du signal d’entrée du BBFB en plusieurs
sous-bandes, ii) décaler chaque bande vers le continu, et échantillonner le signal dans
le même rapport iii) appliquer le BBFB classique à basse fréquence, iv) remettre
la sous-bande passante à sa fréquence initiale. Le signal d’entrée est échantillonné
à la fréquence Fe = 10 MHz. Le décalage en fréquence vers le continu est réalisé
en sous-échantillonant le signal d’entrée par décimation. Cette opération consiste
à : i) appliquer un filtre numérique passe bande de largeur Fe/2k autour de chaque
sous-bandes (d’une manière successive), ii) sous échantillonner le signal résultant
par un facteur k à la fréquence Fe/k. La remonté en fréquence est réalisée en sur-
échantillonant le signal par interpolation puis filtrage de la bande [0, Fe/2].
par la figure 6.15. Selon nos estimations, cette méthode permet de gagner un fac-
teur 10 sur la consommation. De la même façon que le BBFB, cette technique peut
être appliquée à l’algorithme de génération des porteuses. Elles peuvent ainsi être
calculées à basses fréquences puis décalées vers leurs fréquences de fonctionnement.
L’implémentation de ce BBFB optimisé est en cours à l’IRAP depuis janvier 2011
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et les premiers résultats sont prometteurs.
6.9 Conclusion
L’électronique du BBFB permet d’avoir un grand produit gain-bande et de ré-
soudre la problématique du retard causé par le temps de propagation dans les câbles
et le temps nécessaire au traitement numérique. La simulation et la mesure de cette
technique m’ont permis de bien comprendre ses atouts et ses limitations. La mise en
place d’un banc de test à Cardiff avec des TES, filtres et SQUID, m’a apporté une
vision système intéressante qui a permis d’améliorer le BBFB en lui intégrant des
fonctionnalités comme le démarrage progressif et les fonctions de caractérisation IV
nécessaires à la caractérisation du TES.
En juin 2010 les résultats de cette campagne de tests ont été présentés lors de
la revue de sélection des détecteurs de SAFARI. A l’issue de cette revue, les TES
et leur électronique de lecture multiplexée en fréquence avec le BBFB ont été retenus.
L’IRAP est responsable du développement du DCU pour l’instrument SAFARI,
cette unité contrôle la polarisation, la lecture et l’asservissement de l’ensemble des
pixels de SAFARI. Pour répondre aux exigences en ressources et en consommation




Ce travail de thèse s’inscrit dans le cadre du développement d’une électronique de
lecture pour une matrice de bolomètres supraconducteurs (TES) pour l’instrument
SAFARI à bord du futur satellite japonais SPICA. Grâce à son miroir refroidi, la
mission SPICA promet une sensibilité d’environ 20 à 100 fois meilleure que celle
d’Herschel. On peut atteindre cette sensibilité en améliorant par un facteur 100
le niveau de bruit (NEP) des détecteurs actuels. Ainsi, les bolomètres TES ont été
sélectionnés grâce à leur sensibilité, leur maturité technologique, et leurs électronique
de lecture multiplexée en fréquence.
Durant cette thèse, j’ai étudié la chaîne de lecture de l’instrument SAFARI en
partant des détecteurs vers l’électronique numérique de lecture. J’ai ainsi commencé
par détailler le fonctionnement du bolomètre TES et le premier étage de son amplifi-
cateur cryogénique, le SQUID, puis la technique d’asservissement en flux permettant
de linéariser la caractéristique du SQUID.
Pour réduire les charges thermiques et la complexité du câblage dans un envi-
ronnement cryogénique, le multiplexage des signaux scientifiques est indispensable.
J’ai comparé plusieurs méthodes de multiplexage. Les performances des technolo-
gies les plus matures, à savoir le multiplexage en temps (TDM) et le multiplexage
en fréquence (FDM) sont assez similaires. Toutefois, la solution FDM est la mieux
adaptée pour l’instrument SAFARI car elle permet de multiplexer plus de pixels par
chaîne de lecture.
La réalisation de la FDM pour SAFARI est contrainte par le produit gain-bande
disponible, il est principalement limité par le retard dans la boucle d’asservisse-
ment du SQUID. Le travail de cette thèse apporte une solution appelée le Baseband
feedback (BBFB) permettant de s’affranchir du retard. L’étude de cette solution a
nécessité d’établir un modèle mathématique qui a permis d’évaluer les performances
du BBFB en fonction des spécifications du multiplexage FDM de SAFARI.
Pour valider le BBFB dans le contexte de l’instrument SAFARI, il a fallu réaliser
un modèle de co-simulation analogique numérique représentatif de sa chaîne de
lecture. Le résultat de cette simulation a permis de valider l’intégration du BBFB à
la chaîne de lecture de SAFARI. Le choix des moyens de simulation a été réalisé de
façon à faciliter l’implémentation de l’algorithme du BBFB sur un circuit numérique
programmable (FPGA).
Etant donné que nous ne disposions pas des moyens cryogéniques nécessaires
aux tests, nous avons développé un simulateur de SQUID analogique qui fonctionne
à température ambiante. Nous avons validé le bon fonctionnement du BBFB sur
FPGA en comparant la mesure de la fonction de transfert avec l’équation théorique.
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Dans le cadre du démonstrateur de la chaîne de lecture de SAFARI, il a fallu dé-
velopper quelques fonctionnalités complémentaires nécessaires aux besoins de tests.
Nous avons réussi à multiplexer cinq résonateurs et un SQUID avec le BBFB. Nous
avons également réussi à mesurer la caractéristique courant-tension d’un TES, et
à mesurer sa sensibilité en utilisant deux méthodes de calibration différentes. Nous
disposions d’une matrice de 24 éléments TES que nous n’avons malheureusement
pas pu tester en raison d’un mauvais câblage, par contre, nous avons validé le fonc-
tionnement du BBFB pour 24 pixels en utilisant le simulateur de SQUID.
Le fruit du travail réalisé au cours de cette thèse a fait l’objet de deux articles : i)
lors du workshop organisé par le CNES et l’INSU consacré aux détecteurs astrophy-
siques, j’ai présenté le BBFB et les moyens utilisés pour réaliser des simulations de
la chaîne de détection de SAFARI (Bounab et al 2008). ii) (article soumis à la revue
Experimental Astronomy fin avril 2011) Nous détaillons la théorie du BBFB pour
SAFARI-SPICA, le multiplexage FDM, la simulation du BBFB, et la campagne de
test à l’université de Cardiff dans Bounab et al 2011.
Suite à la sélection des TES et de leur système de lecture par l’ESA, l’IRAP
est responsable du développement du sous-système Detector Control Unit (DCU)
de SAFARI. Cette unité contrôle la polarisation, la lecture et l’asservissement de
l’ensemble des pixels de SAFARI. L’IRAP souhaite optimiser l’architecture du BBFB
développée au cours de cette thèse afin de pouvoir l’intégrer au module du DCU.
Le type d’architecture BBFB développée au cours de cette thèse concerne la mis-
sion SAFARI-SPICA en particulier, mais elle pourrait également répondre à d’autres
missions futures comme le télescope spatiale Cosmic Origins Explorer COrE. COrE
est une mission proposée par l’ESA dans le cadre de Cosmic Vision 2015-2025, elle
succédera la mission Planck pour un lancement prévu en 2025. COrE observera la
polarisation du ciel dans le domaine micro-onde de 45 GHz à 795 GHz séparé en
15 bandes avec une sensibilité de 10 à 30 fois meilleure de celle de Planck, soit
un niveau de bruit des détecteurs de NEP < 5 × 10−18 W/√Hz. Ce niveau de
bruit est environ 10 fois supérieur au développement en cours de réalisation pour
SAFARI. COrE pourrait donc profiter le l’expérience de SAFARI en intégrant une
électronique de lecture basée sur celle développée au cours de cette thèse.
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BASEBAND FEEDBACK FOR SAFARI-SPICA USING
FREQUENCY DOMAIN MULTIPLEXING
A.Bounab1, P.de korte2, A.Cros1, J.van der Kuur2, B.J. van Leeuwen2,
B.Monna3, R.Mossel2, A.Nieuwenhuizen2 and L.Ravera1
Abstract. We report on the performance of the digital baseband feed-
back circuit developed to readout and process signals from arrays of
transition edge sensors for SPICA-SAFARI in frequency domain multi-
plexing (FDM). The standard procedure to readout the SQUID current
amplifiers is to use a feedback loop (flux-locked loop : FLL). How-
ever the achievable FFL bandwidth is limited by cable transport delay
td, which makes standard feedback inconvenient. A much better ap-
proach is to use baseband feedback. We have developed a model of
the electronic readout chain for SPICA-SAFARI instrument by using
an Anlog-digital co-simulation based on Simulink-System Generator
environment.
1 Introduction
The SPICA mission is a Japanese led infrared astronomical satellite to explore the
universe with a cooled large telescope (see Nakagawa 2004). SpicA FAR-infrared
Instrument (SAFARI) is a European imaging spectrometer proposed to be aboard
SPICA with both spectral and photometric capabilities covering the 35-210 µm
waveband (see Swinyard 2008). To reach the sensitivity level needed for SAFARI,
Transition-Edge-Sensors (TES) are proposed using superconducting thermometers
operating at a critical temperature (Tc) of 100 mK. The number of pixels required
for SAFARI is 5940. To reduce the heat load in the cryostat and the complexity
of the interconnecting harness, multiplexing is mandatory. We adopt Frequency-
Domain Multiplexing FDM (see figure 1). Each TES is combined to a dedicated
LC filter and AC biased at his proper frequency (see Van der Kuur and De Korte
2004). The lower frequency limit is about 0.75 MHz, it is set by the increasing
1 CESR, CNRS-Universite´ de Toulouse, France
2 SRON, Utrecht, Netherlands
3 Systematic, Netherlands
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size of the capacitors required for the LC filters. The high frequency is limited by
the power consumption of the drive electronic and the Superconducting quantum
interference devices (SQUIDs) back action noise. It appears at about 10 MHz
and increases linearly with the frequency. Therefore we will use the band from
1 MHz to 2 MHz. The signals from the detectors are amplitude modulated, added
and amplified by a combination of cold SQUID-amplifier and warm Low-Noise
Amplifier (LNA).
Fig. 1. Each TES is AC biased at different frequency. When the sensor absorbs signal
power, its resistance changes and modulates the signal current. The currents from the
detectors are summed in each column and transferred to the SQUID input coil (SQ1,
SQ2, SQ3: One SQUID for each column).
2 Baseband feedback
SQUIDs are the most sensitive magnetic field detectors available today. Unfortu-
nately, they have a very nonlinear transfer characteristic. The SQUID amplifier
needs a feedback loop with a gain of about 20 to operate in a linear regime.
A key constraint in SAFARI-SPICA is the long distance (few meters) between
the SQUID-amplifier and the warm control electronics, resulting a delay of about
60 ns (maximum). However it is shown that the maximum gain-bandwidth that
can be achieved is about 1/4td if one pole integrator is used (see Drung 2002).
Therefore the gain-bandwidth for SPICA-SAFARI is only 4 MHz implying a mod-
erate gain of about 4 at 1 MHz, which makes standard feedback inconvenient. A
much better approach is to use the so-called baseband feedback. The principle of
such a system is to use the fact that the carrier frequencies are determined and
can be fed back with the appropriate phase correction to make the system stable.
An example of such an implementation is given in figure 2. Baseband feedback
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loop processes each channel in parallel. It shifts down the SQUID output signal
in frequency, filters this baseband signal and applies loopgain up to the frequency
where signal is expected (loopgain of 20 at the frequency bandwidth of the TES
signals, about 20 Hz). Then it shifts the signal back to the original frequency. The
phase of the signal is adjusted to correct both for transport and digital processing
delays. The baseband one pole integrator allows a very large gain at the carrier
frequency, so the carriers are almost totally suppressed at the SQUID-amplifier







































Fig. 2. Schematic of the digital baseband feedback used to read-out several pixels. The
signals from the detectors are amplified by a combination of cold SQUID and low noise
amplifiers (LNA). They are digitalized. The digital processing shifts down the SQUID
output signal. For feedback, the baseband signals are synthesized back to their original
frequencies with the appropriate phase correction. Then they are summed and con-
verted to analog by mean of the digital to analog converter (DAC). Frequency-domain-
multiplexing requires that the detectors are AC-voltage biased at different frequencies.
The sine functions required for the demodulation and the biasing are built digitally in
the FPGA.
2.1 Simulink - System Generator readout model for SPICA-SAFARI
Simulink is a graphical environment with libraries that allows design, simulation,
implementation, and test of a variety of signal processing systems. System Genera-
tor is a high level tool for designing high performance DSP systems using FPGA. It
provides an analog-digital system modeling and automatic VHDL code generation
from Simulink. We have developed a model of SPICA-SAFARI electronic readout
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chain for 3 pixels. TES detectors, SQUID amplifiers, transport delay, LNA and
reconstruction filters are modeled in Matlab-Simulink. Baseband feedback, and
AC-bias generators are designed in Xilinx System Generator. The requirement on
the TES time response for SAFARI is about 8 ms, therefore the signals from the
detectors will be simulated by simple sine wave functions with frequencies up to
20 Hz. The non linear SQUID transfer function can be represented by polynomial
as shown below for 5 order representation, Uout is the SQUID output voltage, φin
is the input flux and φ0 is the flux quantum.

























The coefficients values have been determined by analyzing the measurement of the
Φin − Uout data for the SQUID. The LNA gain is calculated in order to match
the dynamic range of the analog to digital converter (ADC). Transport delay and
reconstruction filters are modeled by their respective Laplace transfer function.















































Fig. 3. Schematic of SAFARI readout chain model. The optical signals are simulated
by 3 sine waves functions. The AC-bias are generated by the digital electronic and made
analog using a DAC. Negative feedback is applied in order to increase the dynamic range
and linearity of the SQUID-amplifier. This baseband feedback is generated by the digital
electronics in a narrow frequency band around each AC-carrier frequency.
2.2 Simulation results
One way to test the SAFARI digital electronic is hardware co-simulation, the
principle is to include FPGA hardware in simulations controlled by the Simulink
and System Generator design tool. We used a special co-simulation block to control
the design hardware during Simulink co-simulation. We have tested our electronic
with a Xilinx virtex IV FPGA. The frequency of the signals from the detectors is
about 20 Hz, however it takes a very long simulation time, and a large memory
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size. To make simulations faster, we have increased the frequency of the optical
signals to 1 kHz, then we dimensioned the baseband filter in order to have a gain
of 20 at 1 kHz, see results below.







































Fig. 4. With no optical detection, the bias signals are completely suppressed in the
SQUID input coil. The SQUID output signal is almost zero.







































Fig. 5. When optical signals are present, the SQUID output signal (error signal) is about
35 time smaller than the SQUID input signal.
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Fig. 6. The optical signals are represented by 3 sine waves functions with 3 different
frequencies freq of (400 Hz, 700 Hz and 1 kHz). Baseband feedback corrects only for
the delay of the carrier frequencies, therefore the total delay in the loop td introduces a
phase shift between the optical signals and the measured signals of about 2pifreqtd.
3 Conclusion
Our simulations show that we can readout and process signals from three TES
bolometers multiplexed in frequency with baseband feedback concept. We have
implemented this electronic in a Xilinx Virtex IV FPGA and we are studying
different ways to realize a warm SQUID simulator for further tests. This develop-
ment will be extended to process and readout 25 pixels. Our digital electronic will
be integrated with the TES detectors and the LC filters in CARDIF University
(see Mauskopf 2008) to provide the SAFARI demonstrator for the second ESA
“Cosmic Vision” selection in fall 2009.
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