This paper presents algorithms and flight test results for multi-agent cooperative planning problems in presence of state-correlated uncertainty.An online learning and planning framework is used to address the problem of improving planner performance for missions with state-dependent uncertain agent health dynamics. The framework includes a previously introduced Decentralized Multi-agent Markov decision process (Dec-MMDP) as an online planning algorithm that is scalable in number of agents, and Incremental Feature Discovery (iFDD) which is a compact and fast learning algorithm for estimating parameters of a state-correlated uncertainty model. In combination, this architecture yield an integrated learning-planning algorithm where the planning performance improves as uncertainty is reduced through learning. The presented algorithms are validated in a persistent search and track scenario with a novel automated battery swapping/recharging system that enables the UAVs to collaboratively track targets over durations that are significantly larger than individual vehicle endurance with a single battery. The results indicate that the architecture can be used as an computationally efficient solution to multi-agent uncertain cooperative planning problems.
I. Introduction
An important application of the Unmanned Aerial Systems (UASs) technology is to provide persistent surveillance over areas of interest. For example, a UAS team could be used to monitor an area of a forest for biological activities, a disaster flooded area to monitor water levels, or to to improve the performance. This paper addresses the problem of taking decentralized planning decisions for managing a team of collaborating UAS that plan their actions in presence of constraints and state correlated uncertainties to ensure maximum uninterrupted flow of information from a surveillance area to the base.
The development for autonomous planning algorithms for group of UASs is an active area of research [3] [4] [5] . Main technical challenges and existing gap in the current technology, in the context of multi-agent planning and learning can be summarized as follows:
• Scalability and Replanning: Planning space of multi-agent problems usually grows exponentially with the number of agents 6 . In order to address this scalability problem, researchers have proposed several approximation techniques 7, 8 . Although these approximation architectures have been applied successfully to a number of planning problems 9 , current approximation methods fail to be efficient in large scale multi-agent planning problems. Scalability is critical for replanning, since the formulated planning problem should be solvable in real-time in order to adapt the sudden changes in the environment.
• Learning Complex Uncertainty Models: Successful application of model based planners has been driving researchers to develop efficient model estimation techniques, in the face of unknown environments and limited data 10 . Model estimation for multi-agent systems is a challenging problem due to possibly huge size of the state space of the system. Approximate model estimation methods 11, 12 , can be used to address problems with large state spaces, for an approximation architecture provided by the designer. However, finding a good approximation to a given problem is non-trivial and usually requires domain expertise.
• Autonomous Battery Management: Learning for large-scale system usually requires a large number of samples from the environment, which translates to long operation times. In order to implement the aforementioned planning and learning algorithms in hardware, autonomous management of vehicle batteries is required. However proposed methods 13, 14 either lack safety, hot battery swap ability, or efficient charger integration.
In context of the current state of literature, the main objective of this study is to present algo-rithms and technologies that address the three challenges mentioned above and present verification of the integrated architecture through flight test results. Summary of the main contributions of this papers is presented below:
• An integrated learning/planning architecture is developed to solve the multi-agent planning problems with uncertainty. Overall architecture is realized as an instance of Intelligent Cooperative Architecture (iCCA) 6 . The framework integrates previously introduced Decentralized Multi-agent Markov Decision Processes (Dec-MMDPs) and Group Aggregate Decentralized Markov Decision Processes (GA-Dec MMDPs) 15 as an online scalable planning formulation and Incremental Feature Dependency Discovery (iFDD) 16, 17 , as an adaptive model estimation technique.
• Performance of the existing decentralized formulations (Dec-MMDP and GA-Dec-MMDP) is revised to include more information on health of the agents and overall performance is shown to improved by implementation of a N-step policy lookahead algorithm.
• Flight test results for verifying the overall learning-planning architecture are presented in a 3-hour long persistent search and track mission scenario.
• The details of a recharge station developed to achieve autonomous battery maintenance for enabling long-duration autonomous flight tests is presented. The recharge station has the ability to extend the mission duration significantly beyond the usable lifetime of a UAV with a single battery by swapping the used batteries of UAVs with new ones while continuously recharging the old batteries.
The paper is structured as follow, next section gives the mission description. Section II provides precise description of the problem formulation and Section III describes the overall architecture of the integrated planning and learning approach. Section IV provides Dec-MMDP and GA-Dec-MMDP formulations, while Section V describes the model uncertainty approximations and iFDD learning algorithm. Section VI provides the simulation results and Section VIII presents three hour autonomous flight test results for the integrated learning-planning approach.
II. Mission Description
This section outlines the objectives and constraints of typical persistent search and track (PST) mission. The formulation builds on previous discussions in Refs. [18, 19] . The mission area is divided into three distinct regions geometrically. These regions are labeled as the Base, Communication
Relay and Surveillance areas, as depicted in Figure 1 . Aerial agents (UAVs) start at the base area and travel from there to other regions for tasking and communication duties. As fuel depletes, or failures occur, these agents must return to base for refueling or repair. The communication area is a transition region between the base and surveillance areas and requires an agent to act as a simulated relay link for communications to/from base. This communication area also serves as a Base for ground agents (UGVs). In the surveillance area (also called the tasking area), several Figure 1: Mission scenario: N autonomous agents cooperate to continuously survey a specified region and to track any objects of interest discovered there while maintaining constant communication with the base location. This behavior is to be persistently maintained even under sensor, actuator and battery health degradations.
target vehicles are hidden among a number of civilian (e.g. neutral) vehicles -this is where the persistent surveillance and tracking takes place.
The objective of the mission is to search for the target vehicles in the surveillance area while continuously tracking those that have been detected. Targets can be discovered either by UAVs or UGVs via onboard computer vision. However, this information can only reach the agents at the base station if an additional UAV is located in the communication area to act as a relay.
In addition, there exists a number of different constraints on the mission. Each vehicle has limited fuel capacity and can therefore only operate for a limited amount of time in the communication or tasking areas. If a UAV runs out of fuel in either of these areas, it goes into a crashed state and cannot be recovered. The battery changing/charging station is located in the base area to refuel the UAVs and enable persistent operation. Moreover, each UAV has a non-zero probability of experiencing a sensor or actuator failure, which may limit their capabilities below that which is required to perform certain aspects of the mission. For instance, a vehicle with a failed sensor cannot perform search or tracking missions in the tasking area. However, it can act as a communication relay. Similarly, a vehicle with a damaged actuator cannot perform search, track or act as a communication relay -and therefore must return to base for repair. Both sensor and actuator failures are repaired once the vehicle returns to the base location.
Based on the problem description above, a reasonable plan would send quadrotors to tasking area to detect the targets while passing tracking duties to the more fuel-efficient ground vehicles.
Such a plan can be described explicitly but it would not be robust to events such as actuator/sensor failures and uncertain fuel use. Therefore, it is desirable to model the mission as a stochastic optimal control problem which can be solved off-line to extract a reasonable policy without explicitly forcing a heuristic strategy. However, before moving on to formulating the multi-agent planner for the persistent search and track mission, a few details regarding the mission description are outlined and justified. 19 
II.A. Communication Relay Requirement
The addition of a communications relay requirement is motivated by the fact that in many robotics applications, it is necessary to maintain a communications link between the agents performing the mission and a fixed based location. This link may be used by human operators and/or ground-based autonomous planning systems to send commands to the agents, or to collect and analyze real-time sensor data from the agents. For example, in a search-and-rescue mission with camera-equipped UAVs, a human operator may need to observe the real-time video feeds from each UAV in order to determine probable locations of the party to be rescued.
Furthermore, in many cases, the communication range of each UAV may be limited, and in particular may be less than the distance between base and the surveillance area. Therefore, in these situations, it is necessary to form a communications "chain" consisting of a spatially separated string of UAVs which relay messages back and forth between the base and the surveillance area 20, 21 .
II.B. Stochastic Health Model
In order to perform their advertised range of capabilities, robotic agents are often equipped with a variety of sensors, such as visible-light cameras, infrared sensors, radars, etc.. These sensors are not totally reliable, and in general may fail at any point during the mission. In order to formulate a realistic health-management problem, it is necessary to account for the possibility of at least some of these failures in the planner model.
The qualitative description of each agent's stochastic health model is as follows. We assume that each agent is equipped with a sensor and multiple actuators. The sensor is required for surveillance and the actuators are required for mobility. At any point during the mission, an agent's sensor or one of the agent's actuators may "fail", with probability p sns , and p act respectively.
When a sensor failure occurs, the agent becomes useless for performing any tasks in the surveillance area. However, such a failure does not affect the agent's communication subsystem, so it can still serve as a communications relay. Furthermore, upon returning to base, the sensor is repaired.
When an actuator is damaged, the agent becomes useless for performing any of the associated tasks within the search and track mission. Similarly, upon returning to base, the actuator is repaired.
III. Integrated Planning and Learning Framework
The PST mission poses a two-fold multi-agent planning problem. First facet of the problem is computation of a policy that minimizes the long run cost of the system for a given model of the environment. Second facet is the learning problem, that is estimating the transition model of the system from a batch of observed data. The integrated planning/learning approach, addresses these two problems together, by updating the model that the planner uses based on the trajectories obtained by executing the planner, and updating the policy based on the most recent model provided by the learning algorithm. Such framework can be thought as a special instance of a larger class of cooperative control/learning frameworks. A class of learning/planning interfaces, devel-oped specifically for cooperative UAV missions has been investigated previously under the name Intelligent Cooperative Control Architecture (iCCA) 22 . A generic template for iCCA architecture is displayed on left side of Fig. 2 . Basically, iCCA consists of planning, learning and performance analysis modules, which provide decisions for a team of cooperative agents and improve the mission performance based on observations received from the environment. Implementation of integrated learning/planning architecture as an instance of iCCA is displayed on right side of Fig. 2 . For the purposes of this research, performance analysis module is ignored, and a model based planning algorithm is considered in the planning module. Hence, planner module incorporates a model that emulates the interactions with the environment. In the beginning, the integrated algorithm is initialized with a guess for the model of the system. The planner interacts with this model N plan amount of steps to generate a policy. Then this policy is executed in the actual environment for N exec steps and the following trajectory is fed to the learning/parameter estimation algorithm. The learning algorithm then updates the model of the simulator based on the observed data. Then the next cycle begins with planner interacting with the new model. This framework also suggests the desired properties of planning and learning algorithms. Since N plan is limited, planner needs to be fast enough to update the current policy based on the most recent model. Similarly, learner needs to be data-efficient, since interacting with the real environment is usually expensive, thus N exec is limited. In the subsequent sections, Decentralized MMDP methods are introduced to overcome online computation problems and iFDD learning is proposed to solve the model learning problem with limited data.
IV. Scalable Planning with Decentralized MMDPs
A flexible and powerful approach to modeling cooperative UAV missions is using the framework of Multi-agent Markov decision processes (MMDPs) 2, 18, 23 . Using MMDP models, it is theoretically possible to find an optimal policy through dynamic programming (DP) or reinforcement learning (RL) methods in a centralized fashion (if such a policy exists). However, it is well known that attempts to find optimal solutions to these problems through DP or RL techniques can quickly become intractable as the number of agents in the team increases. This problem is well-recognized in DP/RL community and have been approached by using approximation techniques 7, 9 . Another approach, specific to multi-agent problems, has been to investigate decentralized formulations of MDPs (Dec-MDPs) where each agent is responsible only for its own decision [24] [25] [26] [27] [28] . Redding et al. 19 proposed an Dec-MMDP formulation where the centralized problem is decomposed into a collection of individual approximate planning problems for each agent. The resulting formulation yielded a substantial computational complexity reduction and has been validated through flight tests for a PST mission. The approach was extended to improve the scalability to larger and more complex problems using a Group Aggregated Decentralized MMDP (GA-Dec-MMDP) 15 . The GA-Dec-MMDP formulation reduces the computational complexity to be polynomial in number of agents opposed to exponential complexity of the existing approaches, which makes it a suitable modeling scheme for large scale MMDPs. The following sections detail both the centralized and decentralized formulation of the multi-agent MDP for persistent search and track, including state and action space and transition dynamics.
IV.A. Centralized Multi-Agent MDP Formulation
MDPs are used here to model decision making scenarios where state transitions have an aspect of randomness associated with them. An infinite-horizon, discounted multi-agent MDP (MMDP) is specified by the tuple n, S, A, P, g, α , where n is the number of agents, S is the state space, A is the action space, P (s |s, a) gives the transition probability from state s to state s under action a, and g(s, s ) gives the cost (or reward) of taking action a from state s. The model P can either be known, or more realistically, depend on the random state with a parameterized prior probability distribution. Future costs are discounted by a factor 0 < α < 1. A policy of the MDP is denoted by π : S → A, and is a mapping of states to actions. The problem is to minimize the cost-to-go function J π over the set of admissible policies Π, starting from the initial state s 0 :
For notational convenience, the cost and state transition functions for a fixed policy π are defined as g π s ≡ g(s, π(s)), P π ss ≡ P (s |s, π(s)) respectively. The cost-to-go for a fixed policy π satisfies the Bellman equation 7
which can also be expressed compactly as J π = T π J π , where T π is the (fixed-policy) dynamic programming operator. The following describes the quantities that comprise this MDP formulation.
These have been previously described (see [6, 19] ) and are repeated here for completeness.
IV.A.1. State Space S
The discrete state of each UAV is given by three scalar variables describing the vehicle's location, fuel remaining and health status. The location of agent i is denoted as y i , where
with Y B is the Base area, Y C is the Communication Relay area, and Y S is the Surveillance area shown in Figure 1 . Similarly, the fuel state of agent i, denoted f i , is described by a discrete set of possible fuel quantities,
where ∆f is an appropriate discrete fuel quantity (∆f = 1, and F max = 10 for this work). Agent i's health status, h i , is described by a discrete set of possible health states, given by
where H nom , H sns and H act respectively represent nominal health, a failed sensor and a damaged actuator.
The total system state vector x for the centralized formulation is thus given by the Cartesian product of the states y i , f i and h i (Equations (15)- (17)) for each UAV, as shown by
The size of the state space is found by counting all possible realizations of x, which yields |S| = (|Y | × |F | × |H|) n .
IV.A.2. Action Space A
The actions available to each agent in general are u ∈ {−1, 0, + 1}, which correspond to {"Move toward Base", "Stay", "Move toward Surveillance"} respectively. However, the specific controls u i available for the i th agent depend on the agent's current location y i and its remaining fuel f i , according to the following rules:
The total system action vector u for the centralized formulation is given by the cross product of u i for each agent, as shown by u = [u i , . . . , u n ]. The size of the action space is found by counting all possible realizations of u, which yields |A| = (|u i |) n = 3 n .
IV.A.3. State Transition Model P
The state transition model P captures the qualitative description of the discrete representation of the dynamics. The model for agent location y i can be factored into discrete dynamics for each individual agent, which are deterministic and are described by the following rules:
The dynamics for the fuel state f i are stochastic with parameter p f uel representing the probability of burning fuel at the nominal rateḞ burn . So, with probability p f uel , fuel is consumed at a rate ofḞ burn per time step. And with probability 1 − p f uel , fuel is consumed at twice the nominal rate. Specifically, this model evolves according to the following rules:
The health state of each agent is also a stochastic model with parameters p sns and p act representing the probability of a sensor failure, and actuator damage respectively. This health model evolves according to the following rules:
The cost function g(x, u) is set up to penalize any undesirable outcomes in the mission, and is characterized by Equation (9) . For the persistent surveillance mission, the undesirable outcomes include: (1) Having less than the desired number of agents in the surveillance region, and (2) Having no communication relay. The first undesirable outcome results in a small cost of C gap for each of the δ S missing agents, where δ S = max ((n d − n S ), 0), n d is the desired number of agents, and n S is the actual number of healthy agents in the surveillance area. Note that we assume the existence of an indicator function comm(x), which returns 1 if a communication relay is present and 0 otherwise. Finally, failure to provide a communication relay or to maintain any agents in the surveillance area results in a high cost of C f ail . Combined, the cost function can be expressed as:
As seen, the cost is zero only when the desired number of healthy agents are in the surveillance area and a communication relay is provided.
IV.A.5. Decentralized Multi-Agent MDP Formulation
The centralized formulation in the previous section completely captures all inter-agent reaction and can be used to arrive at the optimal policy by searching the entire state-action space. However, this approach does not scale well with the number of agents, particularly, with as little as 3 agents, the solution can be slow to find 19 . A decentralized approach that scales well and is able to arrive (at a close approximation of) the optimal solution is particularly appealing, and has been the focus of several recent works 24, 25, 29, 30 . One promising approach here is to use tools from the field of approximate dynamic programming. The goal here is to fully capture the inter-agent coupling with a minimal number of states. In many scenarios, including the persistent search and track mission here, inter-agent coupling is limited to the cost function as state-transition dynamics are completely
The accuracy of capturing the inter-agent cost-coupling affects the optimality of the solution.
Furthermore, due to the added burden of estimating the cost-coupling, the problem size increases and therefore the computational complexity. There is a need to allow the designer control over the trade-off between problem size (e.g. solution speed) and the level of inter-agent coupling captured in the formulation (e.g. solution optimality). Motivated by this, we formulate a decentralized multi-agent Markov decision process (Dec-MMDP), the solution of which suggests an action for a single agent based on its local state and an abstraction/approximation of its teammate's local states 19 .
IV.B. Dec-MMDP Formulation
A Dec-MMDP is a tuple n, S, A, P, g, α, π n=1 where n is the number of agents, S and A are again the state and action spaces respectively, however, they are both constructed differently from the MMDP formulation. As before, P s |s,a (u) gives the transition probability from state s to state s under action u, and g(s, u) gives the cost of taking action u from state s. Future costs are discounted by a factor 0 < α < 1. Finally, π n=1 is a fixed-policy that results from a single-agent MDP (formulated identically as in Section IV.A with n = 1). It is important to note that in this decentralized formulation, the full problem formulation is a collection of n Dec-MMDPs, with each Dec-MMDP corresponding to each agent. The decentralization comes from the fact that each problem can be solved independently of the others. Furthermore, the formulation can be further generalized by allowing for different action spaces and cost functions across the agents. This is however not required here as the agents are homogeneous. This allows us to conveniently skip the subscripts on A, P and g. A policy of the Dec-MMDP is also denoted by π : S → A, and is also a mapping of states to actions. In this case, however, the state is not necessarily full and the actions are not joint, but rather single-agent actions. The problem is still solved identically to the centralized case, seeking to minimize the cost-to-go function J π over the set of admissible policies Π, as shown here:
The next sections detail the components of the Dec-MMDP as formulated for agent i, with its set of teammates denoted as Ω, where Ω ≡ {1 . . . n} \ i.
IV.B.1. State Space S
When transitioning to the decentralized case, the state space of agent i must somehow account for the intended actions of its teammates as the formulation no longer enumerates the joint action set.
To accommodate this, agent i's state space is factorized as
The joint state space of agent i's teammates is given by S Ω , where
where S ij is viewed as agent i's representation of other agents' local state-action space. Obviously,
, this would result in a problem that is computationally intractable even for the case of n = 3, similar to the centralized MMDP. To avoid this issue of dimensionality, we propose a state aggregation approach to construct S ij in a way that approximates (or, aggregates) the state-action space of agent i's teammates.
Hence, the construction of S ij is the variable that gives the designer control over the trade-off between problem size and the level of inter-agent coupling captured in the formulation. The fullycoupled problem can be re-captured by letting S ij = S j × A, where S j = Y × F × H, allowing agent i a full description of every other agent, including their intended actions. Alternatively, agent i can completely ignore its teammates, and thus formulate a single-agent MDP, by letting S ij = ∅. Thus, S ij represents a mechanism for approximating the state-action space of each of agent i's teammates, whereby solution optimality can potentially be sacrificed for a reduction of the size of state space (|S|). One approach for constructing S ij is by using linear approximation of the form S ij = θ T φ(s j , π n=1 (s j )), where φ approximates agent j's state and its behavior as a vector of "features" and θ is a vector of linear weights. The purpose of φ is to extract only the information relevant to the inter-agent coupling in the cost function. In this sense, φ is very similar to the features used in approximate dynamic programming 7,9 to quantize problems with large state spaces. The π n=1 function is a fixed policy used to predict the intended action of each teammate.
In this paper, the following set of mutually exclusive binary features are used: 
IV.B.2. Control Space A
The control space in the decentralized problem differs from the centralized formulation, as here we are only concerned with the actions of the agent itself. Here it is important to note that it cannot be guaranteed that the action agent i chooses for its teammates may not be the same ones they choose for themselves, even if the control spaces were joint 19 . Otherwise, the actions available to agent i are identical to those formulated in the centralized Section IV.A.2 above. The total system action vector u for the decentralized formulation is simply u = u i , leaving the size of the action space |A| = (|u i |).
IV.B.3. State Transition Model P
The state transition model for S i is identical to that in IV.A.3. For S j , however, transitions according to the following model:
IV.B.4. Cost Function g
The cost function g(x, u) in the decentralized case is also set up to penalize any undesirable outcomes in the mission, where the undesirable outcomes still include: (1) Having less than the desired number of agents in the surveillance region, and (2) Having no communication relay. Combined, the cost function is again expressed as
However, while identical to the centralized case, the presence of approximations through S ij remove some of the cost-coupling between agents and the cost function is not as accurate over future possibilities as the centralized one. This is due to the fact that agent i can only use elements of its represented state S = S i × S Ω and local actions to determine cost. Remembering that S Ω approximates (or, aggregates) the state-action space of all its teammates down to an n − 1 element vector φ, agent i can only "guess" when calculating n S and determining the output of the comm(x) indicator function. Made according to the rules in Equation (14), these "guesses" result in sub-optimal behavior, and therefore incur more cost than in the centralized case.
comm(x) = 0, otherwise
IV.C. Group Aggregate Dec-MMDP (GA-Dec-MMDP)
Motivated by the need to construct and adapt planner output in as close to real-time as possible, previous work has considered alternate problem formulations where approximations were introduced in the formulation itself, rather than applied to the solution approach, e.g. decentralized sparseinteraction MDPs 31 and Dec-MMDPs of the previous section 19 .
The key difference here from the Dec-MMDP approach is that the agent approximates all of its teammates collectively with a single, reduced model 15 . This model is generated using aggregation techniques on the joint state-action space of the teammates. The approach is motivated by the fact that in the decision making process of the individual agent, the state of the other agents is more important than their label. That is the agent does not need to know specifically who, or how are other agents accomplishing their tasks, but only needs to know what is being accomplished. For example, it only needs to know the total number of agents in the surveillance area. The advantage of this formulation is that the growth of the size of the state space can be made linear in the number of agents, rather than exponential 15 .
A GA-Dec-MMDP is a tuple < n, S, A, P, g, α, µ n=1 > where n is the number of agents, S and A are again the state and action spaces and P s |s,a (u) gives the transition probability from state s to state s under action u. As before, g(s, u) gives the cost of taking action u in state s and future costs are still discounted by a factor 0 < α < 1 and µ n=1 remains a fixed policy that results from a single-agent MDP. The differences are in how S, A and P are constructed, which is outlined in the following sections where the components of the GA-Dec-MMDP are formulated for agent i, with its set of teammates denoted as Ω ≡ {1 . . . n} \ i.
IV.C.1. State Space S
In the GA-Dec-MMDP formulation, the state space is factored as: S = S i × S Ω where S i denotes the local state of agent i and S Ω represents the collective state-action space for all of agent i's teammates, or the group-aggregate state. For the PST mission, the local state of each agent is given by three scalar variables describing the agent's location, fuel remaining and health status. The location of agent i is denoted as y i , where
where Y B is the Base area, Y C is the Communication Relay area, and Y S is the Surveillance area shown in Figure 1 . Similarly, the fuel state of agent i, f i , is described by a discrete set of possible fuel quantities,
where ∆f is an appropriate discrete fuel quantity. Agent i's health status, h i , is described by a discrete set of possible health states, given by
where H nom , H sns and H act respectively represent nominal health, a failed sensor and a damaged actuator. Combining these parts, an agent's local state space, S i , is defined by the cross product of the states y i , f i and h i , which yields
The purpose of the group aggregate state, S Ω , is to compactly represent all of agent i's teammates. Although the content of S Ω is problem-dependent, the objective function provides a guideline for its construction. For example, in the PST mission, the objective is to avoid gaps in the coverage of the surveillance and communication regions. To accomplish this, the agents must coordinate their actions, keeping their own health and the health of their teammates in mind. The optimal way to achieve this coordination in the presence of uncertainties, is by formulating the problem as an MMDP and solving it exactly. However, this is numerically intractable for teams larger than n = 3 for the PST mission. So, to avoid enumerating all possible combinations of y i , f i and h i for each teammate, agent i aggregates the state-action spaces of its teammates into a set of features using φ S Ω = φ(S ij ), ∀j ∈ Ω, where S ij is agent i's representation of agent j's local state-action space and φ is a function that extracts information relevant to the inter-agent coupling in the cost function.
In this sense, φ is very similar to the features used in approximate dynamic programming 7,9 to quantize problems with large state spaces.
We consider two different state abstractions for the team. The original feature vector φ, as introduced in 15 ,simply extracts the expected location of each teammate at the next time-step.
Forward propagation of the state of each teammate is accomplished using agent i's perception of their local state and agent i's non-cooperative policy µ n=1 . In other words, agent i predicts each teammate's action based on what it would do if its teammate's local state were its own. Agent i then evaluates these predicted teammate states against elements of its local cost function to construct S Ω . Hence, the aggregate state is written as
where n c denotes the number of teammates in the communication area and n s ∈ {0, n − 1} the number of teammates in the surveillance area. I For this study, team state abstraction vector is modified to include more information on team's health, and constructed based on predicted next state of the team rather than its current state.
The modified team state can be given as:
where n + s is the predicted number of agents in the surveillance area via a single agent policy µ n=1 and n + h denotes the predicted number of healthy agents in the surveillance area. Note that, in this case |S Ω | = 2n 2 , so growth of the state space is quadratic in number of agents. Compared to approximation in Eq. 18, Eq. 19 carries more information, since it also includes an abstraction of the health of the team. However it has quadratic complexity opposed to linear complexity of Eq. 18. Note that, it is also possible to embed more information to S Ω , but the scalability will always remain polynomial in number of agents, opposed to exponential complexity of MMDP and Dec-MMDP.
IV.C.2. Action Space A
The control space differs from the centralized formulation in that here it is for a single agent.
However, even if the control space were joint, since the construction of the state space allows for approximating teammate states, it cannot be guaranteed that the actions agent i chooses for its teammates will be the same actions they will choose for themselves. Otherwise, the actions available to each agent in general are u ∈ {−1, 0, +1}, which correspond to {"Toward Base", "Stay", "Away from Base"} respectively. However, the specific controls u i available for the i th agent depend on
The total system action vector u for the decentralized formulation is simply u = u i , leaving the size of the action space |A| = (|u i |).
IV.C.3. State Transition Model P
The state transition model P captures the qualitative description of the dynamics of the state,
given an action. As the state is divided into S i and S Ω , transitions for each, P i and P Ω , are given.
Local State Transitions, P i : The model for agent location y i are deterministic and are described by the following rules:
The dynamics for the fuel state f i are stochastic with parameter p f representing the probability of burning fuel at the nominal rate of one ∆f per timestep. Specifically, f i evolves according to the following rules:
The health state of each agent is also a stochastic model with parameters p s and p a representing the probability of a sensor failure, and actuator damage respectively. This health model evolves according to the following rules:
Feature Transitions, P Ω : An accurate description of the dynamics of the features describing agent i's teammates is critical for agent i to make intelligent, low-cost decisions. However, just as it relies on knowing its teammates future state, its teammates individually also rely on this information.
In order to circumvent this problem, a look-up 
IV.C.4. Cost Function g
The cost function g(x, u) in the decentralized case is set up to penalize any undesirable outcomes in the mission. However, the presence of approximations in forming S Ω remove some of the reward coupling between agents and cannot therefore "peak" into future possibilities the way the centralized problem can.
where C are costs associated with the following numbers: n u ∈ {0, 1} denotes agent movement, n mot ∈ {0, 1} indicates if the agent is in the task area with a degraded motor, n sns ∈ {0, 1} indicates if the agent is in the task area with failed sensor, n s ∈ {0, n} denotes the number of capable agents in the surveillance area, n c ∈ {0, n} denotes the number of agents in the communication area, and n X is the number of agents that have run out of fuel (crashed).
IV.C.5. Single-agent Policy µ n=1
µ n=1 is a fixed policy that is the result of formulating and solving a single-agent MDP where S is S i from IV.C.1, A is identical to IV.C.2, P is P i from IV.C.3 and g is modified to remove the communication relay requirement. 
IV.D. Search for Centralized Action by N step lookahead
Both Dec-MMDP and GA-Dec-MMDP are MDP formulations for a single agent. Since the corresponding MDP has relatively low computational complexity, it can be solved via traditional DP algorithms, such as value iteration, to compute the optimal value function J * and the corresponding optimal policy π * . Here π * , maps the Dec-MMDP/GA-Dec-MMDP statex i , of i th agent, to action u i . Note that construction of the statex i depends on prediction of the rest of the teammates actions by using µ n=1 . After calculation of J * and π * , individual actions for each agent can be independently extracted from π * . However, some performance degradation might be observed, since the predicted actions of teammates may be different from their actual actions.
To account the state-action coupling between agents, following methodology can be adopted.
If an ordering of the agents can be imposed, then a sequential planning scheme can be adopted wherein each agent plans, the resulting actions are passed to next agent who can use the actual action of the precessing agent to compute its decision, rather than attempting to predict it. The final agent calculates its action based on the actual actions of the rest of the team. This scheme will be referred to as fixed ordering centralized action search, psuedo-code is provided at Algorithm 1.
In the Algorithm 1, ordering v refers to any permutation on the order of agents and v(i) refers to the agent in i th order at v. The function Dec-State at line 8 returns the Dec-MMDP/GA-Dec-MMDP statex i of the agent based on the centralized state x and the input vectorū. Input vector, u consists of a mixture of predicted and actual actions at each step. Basically, the agent takes into account the actions selected by its predecessors, and predicts the actions of its successors (lines 4-7). After Dec-MMDP/GA-Dec-MMDP is constructed, the Dec-MMDP/GA-Dec-MMDP policy π * is used to obtain the action for the agent.
The fixed ordering search algorithms performance depends strongly on the ordering v. Hence it is desirable to inspect several different orderings at each step and then choose one that minimizes some metric. One possible approach is to randomly select a set of different orderings, and evaluate them based on resulting states cost-to-go. Furthermore, this search can be extended N -steps into 
future from current state, and the ordering/set of actions that gives the best cost-to-go at the end of N steps may be selected. For the final implementation, we have set N = 2, the pseudo code for the aforementioned process is provided in Algorithm 2.
Let Q(n) represent the set of all permutations of orderings of length n. Since the size of Q(n) is n!, it is not tractable to exhaust all possible orderings for large number of agents. Hence, algorithm 2 starts by sampling m < n! orderings from Q(n) in line 1. Then for all m orderings, Algorithm 1 is applied to get a centralized action vector, then this input is used to generate a sample next state x , using the MMDP transition model (lines 4-5). Next, the same process is applied at the inner loop/second step for all orderings, to obtain the two-step next state x (lines 8-10). Then, costto-go of two-step next-state is evaluated and the minimum value of cost-to-go among all orderings in the inner loop (lines [11] [12] [13] . Finally the ordering that gives the minimum cost-to-go among all combinations of orderings is selected as the final ordering, and the final input vector is computed from Algorithm 1 (lines 14-15).
V. Approximate Model Learning with Incremental Feature Dependency Discovery
Another important problem in persistent search and track missions is the handling model uncertainty to synthesize efficient plans. It is typical that parameters such as probability of experiencing a sensor failure or fuel burning rate are not exactly known apriori and/or may change considerably as mission progresses. Furthermore, mismatch between the actual parameters and parameters available to planner may lead to performance degradation and even mission failure in some cases 32 .
Researchers have showed that these parameters [33] [34] [35] can be estimated online from the interactions with the environment and plans can be re-computed to improve the mission performance. However, these approaches typically assume that unknown parameters are distributed homogeneously across the state space, which may not be an accurate assumption for all cases. For example, situations often arise when there is a strong coupling between the amount of uncertainty in the environment and state of the system. For instance, a UAV may expend more fuel while actively maneuvering to track a target as compared to hovering over a location to relay information. Also, the fuel cost of hovering can be very dependent on the wind conditions. Similarly, the probability of experiencing a sensor/actuator failure may increase when UAV is near an adversary. It would be more appropriate in such scenarios to capture the probability model as a function of state, but this approach becomes intractable for problems with large scale state spaces, since the both the time required to estimate each parameter and the memory required to store these parameter values become too expensive.
Researchers have applied approximate modeling techniques 11, 12 to overcome this problem, but determining the type of approximation architecture (i.e. features used in function approximation)
is an unsolved problem and usually requires domain expertise 12 . Ure et al. 17 proposed an Incre- 
V.A. Approximate Uncertainty Representation and Stochastic Gradient Update
As it is mentioned in the Introduction section, unknown transition parameters may depend strongly on the state of the system. Hence, in order to capture environment dynamics, this correlation should be estimated. The uncertain parameter p, can be treated as function that maps the state s ∈ S to a probability p(s) ∈ [0, 1],
where E is the event associated with the uncertain parameter. Events are sets of state transitions that define the physical meaning behind the uncertain parameter, such as sensor failure, fuel consumption and communication loss. A straightforward approach to solve the parameter/model estimation problem would be treating each p(s), s ∈ S differently, hence estimating |S| parameters concurrently. It is evident that this approach easily becomes inefficient and even intractable when |S| is large. This issue can be alleviated by introducing a linear function approximation:
wherep k (s) is the approximate representation at k th step and φ (s) is the vector of features.
Each component φ j is a binary feature characterized by a mapping from state to a binary value; φ j (s) : s → {0, 1} , j = 1, ..., m, where m is the total number of features and θ k ∈ R m is the weight vector at step k. A feature φ j is called active at state s if φ j (s) = 1. Set of active features at state s is given by A (s) = { j| φ j (s) = 1}.
Each step refers to a cycle of learning/planning loop shown at Figure 2 . At each step, new estimates are formed by updating θ by looping through each observed state transition at that step. Let z k be the observed trajectory of state transitions at k th step so, z k = {(s l , a l , s l ), l = 1, 2, ..., N exec }. The steps l are referred to as learning steps. At each learning step, θ k,l is updated to θ k,l+1 by processing the l th element of observed trajectory z k . Update is performed using gradient descent on the squared estimation error
This results in an update law of the form,
where α k,l ∈ [0, 1] appropriate step-size parameter and
Here ζ(s) is an indicator function for the event induced by p, that is ζ(s) = 1 if (s, a, s ) ∈ E and ζ(s) = 0 otherwise. Full derivation of the update law in Eq. 27 can be found in [17] . Updates of this form are usually referred to as Stochastic Gradient Descent (SGD) 36 .
V.B. Adaptive Feature Selection with iFDD
It is easy to see that selection of the feature vector in Eq. 26, is a key step in the design process of the learning algorithm. Quality of the resulting approximation depends strongly on the representation capability of these features 9 . Hence it is desirable to add an additional loop to the learning process, which adaptively adjusts the set of features based on the performance of the learning algorithm.
The iFDD method is an adaptive function approximation method for estimating value functions encountered in reinforcement learning problem. Results showed that, when coupled with a value function update rule that is stable under function approximation (such as SARSA 37 ), iFDD outperforms the existing methods both in sparsity and planning performance. Ure 17 extended the use of iFDD to represent transition probabilities of MDPs. The basic idea of iFDD is to expand the representation by adding conjunctions of the initial features based on an error metric, thus reducing the error in parts of the state space where the feedback error persists. The general outline of the algorithm is as follows: given a set of initial binary features, when performing the update for
} is formed. These features are referred to as candidate features. If the sum of sampled estimation error ∆ (s) over active candidate features exceeds some pre-determined threshold ξ, these conjunctions are added to set of features.
Interested reader is directed to [17] for further insight on the implementation of the algorithm and analysis of its convergence properties.
VI. Simulation Results
This section presents the simulation results for the PST mission with state correlated sensor failure uncertainty. First, a representation of the state correlated uncertainty in the sensors is provided.
Then simulation results for the integrated Dec-MMDP, GA-Dec-MMDP and iFDD framework are These results are used to analyze the performance of the modeling approaches described in Section II along with the iFDD described in Section V.
In previous works of the authors 38 have considered estimating probability of sensor failure, which is assumed to be uniform throughout the state space from observing the transitions from the experiments. However, a more realistic model is to take the correlation between states and the probability of sensor failure into account. For instance, a UAV in the surveillance area may perform more aggressive maneuvers and may operates in a more hostile and uncertain environment while tracking its target. Therefore, it may have a higher probability of sensor failure in the surveillance area as compared to the probability of sensor failure in the communication or base areas. Consequently, the probability of sensor failure is correlated with the states describing the position of the UAV. Similarly, a UAV with low fuel level (or low battery charge level for battery powered UAVs) has a tighter power budget, which may lead to a higher probability of sensor failure or sensor disablement. The probability of sensor failures here is correlated with the state describing the fuel level (or battery charge). An example implementation of such state-correlated uncertainty is given in Table 1 .
Define each cycle of model update by the learner and policy update by the planner in Figure 2 as an iteration of the integrated planning/learning architecture. Figure 3 displays the average costs as a iterations of planning/learning process executed by multi-agent planners described in II and iFDD learner described in V averaged over 30 runs. The error bars denote the standard deviation in the cost. Figure 3 indicates that, for the centralized model, the iFDD algorithm with MMDP results in good planning performance as the parameters of the uncertainty representation are learned through every planning-learning update. It can be seen that after approximately 5-6 updates, the algorithm is able to learn the state correlated uncertainty representation sufficiently accurate to get good performance. Since MMDP description represents the actual dynamics of the environments, this performance can be viewed as the best that can be achieved and can be used to benchmark the performance of the approximate decentralized methods Dec-MMDP and GA-Dec-MMDP. Figure   3 shows that Dec-MMDP learning-planning performance is about 5 − 7% of MMDP performance.
In addition, GA-Dec-MMDP performance is around 2 − 3% of Dec-MMDP, despite having much lower number of states in its formulation. Simulation results justifies the applicability of integrated Dec-MMDP/GA-Dec MMDP and iFDD learning algorithm, since as the learning progresses average cumulative cost drops considerably and the approximate planning formulations performance is close to the exact formulation.
VII. Automated Battery Management via Recharge Station
The previous sections presented the algorithmic content of the framework depicted in Figure 2 .
In order to implement these algorithms in a fully autonomous environment, battery change/charge process for UAVs should be automated. In missions such as PST, objective mission length is much longer than the endurance of a single battery UAV, hence monitoring the UAV fuel status is an integral part of the planning scheme. The usable lifespan of batteries for UAVs used in the indoor experiments puts a hard limit on experimental demonstration of persistent missions with these vehicles. This basic limitation has driven researchers in the field to develop autonomous battery charging mechanisms. For instance, high energy laser beam to charge the battery during flight has recently been proposed 39 . This approach requires a precise tracking of the vehicle in the air and the laser beam is subject to obstructions from other vehicles and from the environment, making it hard to use in real-world multi-agent scenarios. Automating and/or streamlining the recharging procedure has been the topic of much previous work 13, 14, [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] . However, charging a battery properly onboard can be very time-consuming, reducing overall vehicle utilization. In particular, previous design proposed by the authors 47 used a landing pad connected to a charger, with the quadrotor feet modified to enable the onboard battery to be recharged, see Fig. 4 . This approach was verified through demonstration of 24 hr flight operations, but the charging process is slow, and thus is a very inefficient use of the quadrotor. Increasing the charge rate is possible 48 , but even so, the charge time is still on the order of three times the flight time, requiring numerous vehicles to achieve persistent operations 50 . Moreover, cold battery swapping techniques require a complete vehicle shutdown of the vehicle's onboard electronics as the spent battery is swapped for a new one. This adds further delay and a potential for losing onboard data and state information.
Based on the disadvantages of the methods discussed above, we introduced the change station 51 .
The platform holds a buffer of 7 batteries in a dual-drum structure that enables time-efficient hot-swapping (on the order of 12-15 s). In Ref.
[51] the operation of the battery swapping was demonstrated, this paper includes chargers in the station to enable charging of depleted batteries as the mission is being performed. The following sections demonstrate that the overall design, together with hot swapping capability of the change mechanism, enables experimental demonstration of persistent missions, with minimal downtime for the UAVs and without any data-loss that might be caused by shut-downs.
VII.A. Design and Hardware Implementation
This section gives the details of the battery change and charge station components and its In operation, a quadrotor modified with a battery receiver and carriage is placed on a sloped landing plate and is locked down securely with two arms. The drums, as seen in Fig. 5 , are rotated to align the appropriate battery bays. The battery on the quadrotor is then swapped out for the newly charged battery, and the old battery is placed into an empty bay on the opposite drum. The change station thus enables an autonomous battery swap without shutting down the vehicle (i.e., a hot swap). The charging for that battery then continues until that battery is needed (approximately 1 hour later given the current system). Since all steps are automated, the platform provides the capability to automatically change and charge batteries without requiring intervention of a human operator.
The carriage and receiver design is an integral part of the swapping mechanism and associated design process is examined extensively in Ref. [51] . Note that the basic philosophy behind the entire design was to create a battery swapping process in which one linear motion performs the steps of removing the old battery and replacing it with a new one. This is in contrast to other options that might have involved multiple steps, such as removing the old battery into an empty bay, aligning a new bay with fully charged battery, and then inserting the new battery. This may be how a human might replace a battery in a typical device, but it involves multiple dexterous steps that complicate the overall process. The alternative approach taken here was to align three bays (e.g, an empty one on the left, the vehicle one in the middle, and a bay holding a charged battery on the right.)
The aligned bays now provide a nearly continuous T-rail support from the far left to the far right on the device, with small gaps in between. Note that the two ends of the T-rail in are beveled to ease the transition across the gaps from one rail support to another -it simplifies insertion into the new rail support, and then the T-rail can force the proper alignment as it moves across.
VII.B. Charger Integration
Previous work discussed this system operated just as a battery changer 51 , which increased the flight time available to one UAV to about one hour. However, by adding the recharging capability The key point is that, if the sustainability is greater than or equal to one, then after 8 cycles, the quadrotor will recover the first battery it gave to the station with a full voltage charge. Thus if no mechanical or battery related failures occur, the mission could continue indefinitely. With the addition of a factor of safety, the design goal is set as getting this number greater than or equal to 1.05. For this purpose, the operating time of a quadrotor was calculated from a flight experiment.
The left side of that the operating time is approximately 8.5 mins. Applying a 1.05 factor of safety to Eq. 28
indicates that the battery charging time should be approximately 56.6 minutes (3360 s) in order to robustly achieve the desired long term flight capability.
An off-the-shelf charger that meets the requirements above was chosen 52 and the device was slightly modified in order to be integrated with the charge station. The button connections of the chargers were connected to the digital outputs of charger MCU to enable automated operation.
The results of the charger (operating at approximately 1.4 A are shown in Fig. 6 , which shows that the voltage is increased from the lower limit operational voltage to full voltage in approximately 50 minutes, and thus meets the requirements for aimed level of sustainability.
VII.C. Charger Management Process
The following steps explains the charger management process and expands on Ref. [51] to include the battery recharging. The mission manager refers to the software that coordinates the vehicles to achieve a mission objective. It also monitors each vehicle's individual health information.
1. Mission manager continuously monitors the quadrotor health state, which includes the battery voltage and other components such as motor temperature and performance. 7. The recharge station releases the locking arms and notifies the mission manager that the quadrotor is ready for take-off. The battery station then scans the voltage level of the batteries in each bay and rotates the drums as necessary in order to place a bay containing a fullycharged battery on top, aligned with the empty bay. At this point, the quadrotor is available to be taken back into mission.
8. The recharge station will start charging the recently inserted battery.
9. When the quadrotor is needed back in the mission, the mission manager will send a take-off command to the quadrotor. The quadrotor will send a message back when it has successfully taken-off. The mission manager will then release the recharge station and make it available for the next battery change process.
VII.D. Results for Recharge Station Implementation
This section presents and discusses the results obtained from flight experiments of the charger platform. An experiment for testing the proposed properties of the recharge station was performed and the results are given in Fig. 7 . The numbers on the plot indicate which battery is being indicates that quadrotor had received a fresh batteryand after time t = 70 mins, the first battery used has already been recovered while the quadrotor is flying. While 
VIII. Planning and Learning Flight Test Results
This section verifies the integrated learning-planning algorithms through flight tests.
VIII.A. Description of Flight Test Setup
The persistent search and track missions are executed at the Aerospace Control Laboratory's RAVEN test environment 53, 54 . The RAVEN test area is equipped with a Vicon motion capture system, which provides accurate position and velocity information. The flight vehicles have attitude stabilization loops that use the onboard gyros and accelerometers to estimate attitude. Three quadrotor UAVs are the agents performing the mission, the objective of which was described in detail at Section II. The vehicles are depicted in Fig. 10 and are described in detail in [19] . The UAVs are battery powered, which, when fully charged, are capable of powering the aerial vehicles for 8-10 mins. Therefore, three automated recharge stations, described in Section VII, are implemented in the experiment area to enable multiple-hour missions.
VIII.B. Case 1: Dec-MMDP with State Independent Uncertainty
The performance of the learning-planning algorithm depends both on the performance of Dec-MMDP cooperative planner and learning of the uncertainty through iFFD learning. In particular, the planner performance is expected to improve as uncertainty is reduced through better estimates of unknown parameters found through iFDD. The uncertain parameter in this case is the probability of sensor failure, and for purposes of these flight tests, it is assumed to be constant (0.05) throughout the state space, which results in a simple state-independent uncertainty model. Figure 12 : Flight test results of the persistent surveillance mission formulated as a Dec-MMDP. The MMDP solutions are generated online in real-time, furthermore iFDD is used to learn model uncertainty. The figure on top shows accumulated cost (lower is better) as the mission is carried out. In the middle, a filtered piecewise derivative of the top subplot provides a notion of how fast costs are being incurred. Finally, the lower subplot shows an agent's estimate of the probability of experiencing a sensor failure, which is updated over time by the learning algorithm. Solutions to the cooperative planner formulation are generated online as the uncertainty around the model parameter decreases, thus improving subsequent plans.
The results in Fig. 12 consist of three subplots. The top plot shows the sum of the accumulated cost incurred by the cooperative planner for each agent in the mission. Lower cost is better and the slope of the lines in this plot represent the rate at which cost is incurred. The middle subplot is a filtered piecewise derivative of the top subplot and provides a notion of how fast cost is incurred.
The bottom plot shows a single agent's estimate of the probability of experiencing a sensor failure.
It can be seen that as iFDD estimate of the uncertainty improves, cost is incurred at a lower rate. These flight results demonstrate the desired interaction between the planning and learning algorithms and the system's ability to learn from experience and improve the overall performance over time. The setting and the state-correlated uncertainty representation is the same as discussed in Section VI. The autonomous flight test lasted for three hours, during which about 120 total autonomous battery swaps were performed by the the three recharge stations. The parameters of the state correlated sensor failure model, as learned through iFDD is displayed in Table 2 . Comparison of the estimated values to actual values in Table 1, shows that iFDD was able to estimate the parameters within 2−3% accuracy on average. After every iFDD update of the uncertain parameters, the DEC-MMDP policy was recomputed using the new estimates. Model of the integrated learning planning framework in Fig. 2 was initialized 30% sensor failure probability across all states. This amounts to a pessimistic initialization of sensor failure probability. Figure 13 displays the performance of the updated policy after each learning cycle in terms of average cumulative cost. It is seen that, due to pessimistic initialization, initial policy has a high cost, because it calls UAVs back to base frequently for sensor repair. Note that, as explained in Section II, sensor status is a part of the state and UAVs with failed sensors/actuators do not return to base unless they are commanded to do so by the policy. As the iFDD learning algorithm estimates the parameters of the state dependent uncertainty, average accumulated cost decreases and the policy stabilizes around halfway through the mission. 
