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Abstract
We are able to derive the equations of motion for forced mechanical systems
in a purely variational setting, both in the context of Lagrangian or Hamiltonian
mechanics, by duplicating the variables of the system as introduced by Galley
[2013], Galley, Tsang, and Stein [2014]. We show that this construction is
useful to design high-order integrators for forced Lagrangian systems and, more
importantly, we give a characterization of the order of a method applied to a
forced system using the corresponding variational order of the duplicated one.
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1 Introduction
In recent years, a new area of numerical analysis has been developed with the idea
of designing numerical methods to integrate the evolution of ordinary and partial
differential equations preserving, as much as possible, the qualitative features of the
original dynamics (see Hairer, Lubich, and Wanner [2010], Sanz-Serna and Calvo
[1994], Blanes and Casas [2016]). This area is known as geometric integration.
An important property to preserve for variational Lagrangian and Hamiltonian
systems is symplecticity. A particularly elegant way to derive symplectic integrators
is by discretizing Hamilton’s principle, i.e. discretizing the variational principle
first instead of the equations of motion. Numerical methods derived using this
procedure are called variational integrators and automatically preserve symplecticity
and momentum and exhibit quasi-energy conservation for exponentially long times
(see Marsden and West [2001] and references therein).
One of the difficulties is obtaining high-order methods since usually many of the
typical examples derived in the literature are second order schemes, derived from
the midpoint or trapezoidal rules essentially, but it is important to study the con-
struction of high-order symplectic schemes (see Hairer, Lubich, and Wanner [2010]).
This is the objective of some recent papers in the last years (see for instance Mars-
den and West [2001], Hall and Leok [2015], Leok and Shingel [2012], Campos [2014],
Campos, Ober-Blo¨baum, and Tre´lat [2015], Bogfjellmo and Marthinsen [2016]).
A key ingredient that considerably lowers the difficulty of proving the order of
an integrator is the variational error theorem stated in Marsden and West [2001].
The proof given there was correctly formulated and proved by Patrick and Cuell
[2009]. In consequence, the equivalent proof for forced systems given in Marsden
and West [2001] was an open question.
In this paper, apart from laying a geometric framework for Galley’s theory both
in Lagrangian and Hamiltonian sides, we observe that by using the duplication
technique introduced by Galley [2013], Galley, Tsang, and Stein [2014] we can give
an answer to the question of the order of forced Lagrangian systems using the proof
for free Lagrangian systems given by Patrick and Cuell [2009] (see also Grillo and
J. [2017]).
In particular, we can derive numerical methods for forced systems using the same
methods that were previously developed for standard variational integrators. Pre-
liminary numerical tests of this principle under the name of slimplectic integrators
can be found in [Tsang, Galley, Stein, and Turner, 2015] and our approach can be
used to rigorously derive the order of the methods previously developed for forced
systems (see, for instance, Ober-Blo¨baum, Junge, and Marsden [2011], Parks and
Leok [2017] and references therein).
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2 Forced Lagrangian and Hamiltonian systems
A Lagrangian system is defined by a smooth manifold Q, the configuration manifold,
and a smooth function L : TQ→ R, the Lagrangian function, which determines the
dynamics. Here TQ denotes the tangent bundle of Q with canonical projection
τQ : TQ → Q. Let us consider local coordinates (q
i) on Q, 1, . . . , n = dimQ.
The corresponding fibered coordinates on TQ will be denoted by (qi, vi) where
τQ(q
i, vi) = (qi).
Consider curves c : [a, b] ⊆ R → Q of class C2 connecting two fixed points
q0, q1 ∈ Q and the collection of all these curves
C2(q0, q1, [a, b]) = {c : [a, b]→ Q | c ∈ C
2([a, b]), c(a) = q0, c(b) = q1} .
whose tangent space is
TcC
2(q0, q1, [a, b]) = {X : [a, b]→ TQ | X ∈ C
1([a, b]), τQ◦X = c and X(a) = X(b) = 0} .
Given the Lagrangian function L : TQ→ R we define the functional:
J : C2(q0, q1, [a, b]) −→ R
c 7−→
∫ b
a
L(c(t), c˙(t)) dt
Definition 2.1. (Hamilton’s principle) A curve c ∈ C2(q0, q1, [a, b]) is a solution
of the Lagrangian system defined by L : TQ → R if and only if c is a critical point
of the functional J , i.e. dJ (c) = 0
Using standard techniques from variational calculus, it is easy to show that
the curves c(t) = (qi(t)) solutions of the Lagrangian system defined by L are the
solutions (c(t), c˙(t)), with ˙ = ddt , of the following system of second-order implicit
differential equations:
d
dt
(
∂L
∂vi
)
−
∂L
∂qi
= 0 .
which are the well-known Euler-Lagrange equations (see ?).
Let us denote by S = dqi ⊗ ∂
∂vi
and ∆ = vi ∂
∂vi
the vertical endomorphism and
the Liouville vector field on TQ (see ? for intrinsic definitions).
The Poincare´-Cartan 2-form is defined by ωL = −dθL , θL = S
∗(dL) and the
energy function EL = ∆(L)− L which in local coordinates read as
θL =
∂L
∂vi
dqi
ωL = dq
i ∧ d
(
∂L
∂vi
)
EL = v
i ∂L
∂vi
− L(q, v) .
Here S∗ denotes the adjoint operator of S.
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The Lagrangian L is said to be regular if the Hessian matrix whose entries are
Wij =
∂2L
∂vi∂vj
is regular, and in this case, ωL is a symplectic form on TQ. We will assume in the
sequel that L is regular.
The Euler-Lagrange equations are geometrically encoded as the equations for
the flow of the vector field XEL :
ıXELωL = dEL .
An external force is expressed as a map F : TQ → T ∗Q such that πQ ◦ F =
τQ where τQ : TQ → Q is the canonical projection. In coordinates F (q
i, vi) =
(qi, Fi(q, v)).
TQ
F //
τQ
  ❆
❆❆
❆❆
❆❆
❆
T ∗Q
πQ
}}④④
④④
④④
④④
Q
where T ∗Q is the cotangent bundle with canonical projection πQ : T
∗Q→ Q.
Given a force we can construct a semibasic 1-form µF ∈ Λ
1(TQ) by 〈µF (uq),Wuq 〉 =
〈F (uq), T τQ(Wuq)〉, for all Wuq ∈ TuqTQ. In coordinates
µF = Fi(q
i, vi) dqi .
Construct the vertical vector field ZvF given by ıZvFωL = −µF . In coordinates
ZvF =W
ijFj
∂
∂vi
,
where W ij denote the components of the inverse of the Hessian matrix W . The
dynamics of the forced Lagrangian system is determined by the vector field XEL +
ZvF :
ıXEL+Z
v
F
ωL = dEL − µF .
The integral curves of XEL + Z
v
F are the solutions of the forced Euler-Lagrange
equations:
d
dt
(
∂L
∂vi
)
−
∂L
∂qi
= Fi .
Now, we move on to the Hamiltonian description of systems subjected to external
forces. The cotangent bundle T ∗Q of a differentiable manifold Q is equipped with
a canonical exact symplectic structure ωQ = dθQ, where θQ is the canonical 1-form
on T ∗Q defined point-wise by
(θQ)αq (Xαq ) = 〈αq, TαqπQ(Xαq )〉
where Xαq ∈ TαqT
∗Q, αq ∈ T
∗
qQ.
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In canonical bundle coordinates (qi, pi) on T
∗Q the projection reads as πQ(q
i, pi) =
(qi), and
θQ = pi dq
i , ωQ = dq
i ∧ dpi .
Given a Hamiltonian function H : T ∗Q → R we define the Hamiltonian vector
field
ıXHωQ = dH
which can be written locally as
XH =
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
.
Its integral curves are determined by Hamilton’s equations:
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −
∂H
∂qi
.
Let TQ be the tangent bundle of Q with canonical projection τQ : TQ→ Q and
canonical coordinates (qi, vi) where τQ(q
i, vi) = (qi).
Given a function H : T ∗Q → R, a Hamiltonian function, we may construct
the transformation FH : T ∗Q → TQ where 〈FH(αq), βq〉 =
d
dt
∣∣
t=0
H(αq + tβq). In
coordinates, FH(qi, pi) = (q
i, ∂H
∂pi
(q, p)). We say that the Hamiltonian is regular
if FH is a local diffeomorphism, which in local coordinates is equivalent to the
regularity of the Hessian matrix whose entries are:
M ij =
∂2H
∂pi∂pj
.
Consider now the external forcing previously defined in the Lagrangian description
and denote FH = FH∗F : T ∗Q→ T ∗Q.
T ∗Q
FH //
πQ
!!❈
❈❈
❈❈
❈❈
❈
T ∗Q
πQ
}}④④
④④
④④
④④
Q
It is possible to modify Hamiltonian vector field XH to obtain the forced Hamilton’s
equations as the integral curves of the vector field XH + Y
v
F where the vector field
Y vF ∈ X(T
∗Q) is defined by
Y vF (αq) =
d
dt
∣∣∣
t=0
(αq + tF
H(αq)) .
We will say the the forced Hamiltonian system is determined by the pair (H,FH).
Locally,
Y vF = Fi
(
qj,
∂H
∂pj
(q, p)
)
∂
∂pi
= FHi (q, p)
∂
∂pi
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modifying Hamilton’s equations as follows:
dqi
dt
=
∂H
∂pi
(q, p) , (2.1)
dpi
dt
= −
∂H
∂qi
(q, p) + FHi (q, p) . (2.2)
3 Forced Hamiltonian dynamics as free dynamics ob-
tained by duplication
In this section we define a new unforced Hamiltonian system whose dynamical equa-
tions are related with the forced system (H,FH). In a final appendix we will expand
on the interesting geometry (that of a cotangent groupoid) that arises with the du-
plication of variables.
The idea is to duplicate variables in such a way that system (2.1) transforms
into a different free Hamiltonian system. This opens up the opportunity to analyze
the original system using standard Hamiltonian techniques.
Consider the Cartesian product Q × Q and its cotangent bundle T ∗(Q × Q) ≡
T ∗Q × T ∗Q with canonical projections pr1 : T
∗Q × T ∗Q → T ∗Q and pr2 : T
∗Q ×
T ∗Q → T ∗Q given respectively by pr1(αq, βq′) = αq and pr2(αq, βq′) = βq′ where
αq ∈ T
∗
qQ and βq′ ∈ T
∗Qq′ . Also in this space we have the inversion map ι :
T ∗Q × T ∗Q → T ∗Q × T ∗Q (cf. section 8), which in local coordinates acts as
ι(αq, βq′) = (βq′ , αq).
Let us endow T ∗Q× T ∗Q with the following symplectic structure:
ΩQ×Q = pr
∗
2ωQ − pr
∗
1ωQ .
Observe that the mapping
Ψ : T ∗Q× T ∗Q −→ T ∗(Q×Q)
(αq, βq′) 7−→ (−αq, βq′)
is a symplectomorphism, i.e. Ψ∗(ΩQ×Q) = ωQ×Q where ωQ×Q is the standard
symplectic form on T ∗(Q×Q).
Consider the Hamiltonian H : T ∗Q× T ∗Q→ R defined by
H(αq, βq′) = (H ◦ pr2 −H ◦ pr1) (αq, βq′) = H(βq′)−H(αq) ,
satisfying H ◦ ι = −H, and the identity map (cf. section 8)
ǫ : T ∗Q → T ∗Q× T ∗Q
αq 7−→ (αq, αq)
Observe that the spaces T ∗Q and ǫ(T ∗Q) are canonically diffeomorphic. We have
the following
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Lemma 3.1. The Hamiltonian vector field XH given by
ıXHΩQ×Q = dH
verifies that:
i) XH is tangent to ǫ(T
∗Q);
ii) XH|ǫ(T ∗Q) = ǫ∗(XH).
Proof. See Proposition 8.9. 
Observe that the proof of Lemma 3.1 is quite straightforward using coordinates.
In fact, if we take adapted coordinates (qi, pi;Q
i, Pi) on T
∗Q× T ∗Q then
H(qi, pi;Q
i, Pi) = H(Q
i, Pi)−H(q
i, pi) ,
and so
XH =
∂H
∂pi
(q, p)
∂
∂qi
−
∂H
∂qi
(q, p)
∂
∂pi
+
∂H
∂Pi
(Q,P )
∂
∂Qi
−
∂H
∂Qi
(Q,P )
∂
∂Pi
.
which is obviously tangent to ǫ(T ∗Q), this last space is locally given by the vanishing
of the 2n-constraints Qi − qi = 0 and Pi − pi = 0 and moreover 3.1ii) follows
immediately since ǫ(qi, pi) = (q
i, pi; q
i, pi).
Define FH×(αq, βq′) = (−FH(αq),FH(βq′)) with Hessian matrix: −
∂2H
∂pi∂pj
(q, p) 0n×n
0n×n
∂2H
∂Pi∂Pj
(Q,P )
 .
The following lemma is trivial but it will be interesting for us when going to the
Lagrangian side
Lemma 3.2. The transformation FH× : T ∗Q× T ∗Q→ TQ× TQ is a local diffeo-
morphism if and only if FH : T ∗Q→ TQ is a local diffeomorphism
Given a Hamiltonian H, we may want to add a function K : T ∗Q× T ∗Q→ R.
In light of the result of lemma 3.1, if this function has the property K(βq′ , αq) =
−K(αq, βq′), then HK = H+K will still preserve that property and the trajectories
of the resulting dynamics at the identities will remain bound to the identities. This
allows a richer behaviour of the original system in T ∗Q, and for this, functions K
satisfying said property are called generalized potentials Galley [2013].
The previous results are only a preparation for our real objective, to find a
purely Hamiltonian representation of systems with forces using this duplication of
variables. For that, we need to introduce the definition of retraction (see Absil,
Mahony, and Sepulchre [2008]):
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Definition 3.3. A retraction on a manifold Q is a smooth mapping R : TQ→ Q
satisfying the following properties. If we denote by Rq = R|TqQ the restriction of R
to TqQ then:
• Rq(0q) = q,
• Identifying T0qTqQ ≡ TqQ then T0qRq = idTqQ.
In what follows, it will be interesting to introduce σ : TQ → Q × Q defined
by σ(vq) = (q,Rq(vq)). From the previous definition it is easy to show that σ is
invertible in some neighborhood of 0q ∈ TqQ for any q ∈ Q. Denote this local
inverse by τ : Q×Q→ TQ which in coordinates will take the form
τ(qi, Qi) = (qi, τ i(q,Q)) .
Lemma 3.4. Consider a chart (U,ϕ) around a point q ∈ Q then the map σ : TU →
Q × Q defined by σ(vq) = (q,Rq(vq)) where q ∈ U verifies that the map T0qσ in
coordinates (TU, Tϕ) and (U × U,ϕ× ϕ) is(
I 0
I I
)
and, in consequence, the map T(q,q)τ is represented by the matrix(
I 0
−I I
)
Proof. We have that in the chosen coordinates σ(qi, vi) = (F i(q, v), Gi(q, v)) =
(q,Rq(v)). Therefore, in coordinates,
∂F i
∂qj
(q, 0) = δij,
∂F i
∂vj
(q, 0) = 0,
where δij is the Kronecker delta, and observe that
∂Gi
∂qj
(q, 0) = δij
since Rq′(0) = q
′ for q′ ∈ U and
∂Gi
∂vj
(q, 0) = δij
since T0qRq = idTqQ. 
Typically, we can induce this kind of mappings using an auxiliary Riemannian
metric g on Q with associated geodesic spray Γg (see do Carmo [1992]). The asso-
ciated exponential for a small enough neighborhood U ⊂ TQ of 0q.
expΓg : U ⊂ TQ −→ Q×Q
vq 7−→ (q, γvq (1))
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where t → γvq (t) is the unique geodesic such that γ
′
vq (0) = vq. For instance when
Q = Rn and we take the Euclidean metric, we induce the map
τ(q, q′) =
(
q, q′ − q
)
and σ(q, v) = (q, q + v) .
Given a forced Hamiltonian system (H,FH) we can construct the function KF :
T ∗Q× T ∗Q→ R as:
KF (αq, βq′) =
1
2
〈FH(βq′), τ(q
′, q)〉 −
1
2
〈FH(αq), τ(q, q
′)〉
Observe that this function satisfies the important propertyKF (βq′ , αq) = −KF (αq, βq′),
and thus is a generalized potential. Consider the Hamiltonian HKF : T
∗Q×T ∗Q→
R defined by
HKF (αq, βq′) = H(αq, βq′) +KF (αq, βq′) ,
which also satisfies HKF (βq′ , αq) = −HKF (αq, βq′) by construction.
Theorem 3.5. The Hamiltonian vector field XHKF given by
ıXHKF
ΩQ×Q = dHKF
verifies that:
i) XHKF is tangent to ǫ(T
∗Q);
ii) XHKF
∣∣∣
ǫ(T ∗Q)
= ǫ∗(XH + Y
v
F ).
Proof. Part i) is again a direct consequence of proposition 8.9.
To deduce part ii) observe that
XHKF =
(
∂H
∂pi
(q, p) +
1
2
∂FHj
∂pi
(q, p)τ j(q,Q)
)
∂
∂qi
−
(
∂H
∂qi
(q, p) +
1
2
∂FHj
∂qi
(q, p)τ j(q,Q)
+
1
2
FHj (q, p)
∂τ j
∂qi
(q,Q)−
1
2
FHj (Q,P )
∂τ j
∂qi
(Q, q)
)
∂
∂pi
+
(
∂H
∂Pi
(Q,P ) +
1
2
∂FHj
∂Pi
(Q,P )τ j(Q, q)
)
∂
∂Qi
−
(
∂H
∂Qi
(Q,P )−
1
2
FHj (q, p)
∂τ j
∂Qi
(q,Q)
+
1
2
∂FHj
∂Qi
(Q,P )τ j(Q, q) +
1
2
FHj (Q,P )
∂τ j
∂Qi
(Q, q)
)
∂
∂Pi
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Now using Lemma 3.4 we have that along the identities ǫ(T ∗Q)
XHKF =
∂H
∂pi
(q, p)
∂
∂qi
−
(
∂H
∂qi
(q, p)− FHj (q, p)
)
∂
∂pi
+
∂H
∂pi
(q, p)
∂
∂Qi
−
(
∂H
∂qi
(q, p)− FHj (q, p)
)
∂
∂Pi
and thus XHKF
∣∣∣
ǫ(T ∗Q)
= ǫ∗(XH + Y
v
F ) as we wanted to prove. 
Define the mapping FH×KF : T
∗Q× T ∗Q→ TQ× TQ given in local coordinates
as
FH×KF (q
i, pi, Q
i, Pi) =
(
qi,−
∂HKF
∂pi
, Qi,
∂HKF
∂Pi
)
.
Proposition 3.6. If H is regular then the transformation FH×KF : T
∗Q × T ∗Q →
TQ× TQ is a local diffeomorphism in a neighborhood of ǫ(T ∗Q).
Proof. Locally if we take coordinates (qi, pi, Q
i, Pi) then from the definition of KF
we observe that(
∂2KF
∂pi∂pj
)∣∣∣∣
ǫ(T ∗Q)
=
(
∂2KF
∂Pi∂Pj
)∣∣∣∣
ǫ(T ∗Q)
=
(
∂2KF
∂pi∂Pj
)∣∣∣∣
ǫ(T ∗Q)
= 0
therefore from the regularity of H it is trivial to derive the regularity of HK on a
tubular neighborhood of ǫ(T ∗Q). 
4 Forced Lagrangian dynamics as free dynamics ob-
tained by duplication
Now we will define a new free Lagrangian system whose dynamical equations are
related with the forced system (L,F ). This is precisely the path chosen by Galley
[2013] although we will not enter into details as to how and why he arrived at his
formulation.
Consider the Cartesian product Q×Q and its tangent bundle T (Q×Q) ≡ TQ×
TQ with canonical projections p˜r1 : TQ×TQ→ TQ and p˜r2 : TQ×TQ→ TQ. In
local coordinates we have p˜r1(vq, VQ) = vq and p˜r2(uq, VQ) = VQ. Consider also the
maps ι˜ : TQ×TQ→ TQ×TQ and ǫ˜ : TQ→ TQ×TQ locally defined as ι˜(vq, VQ) =
(VQ, vq) and ǫ˜(vq) = (vq, vq), respectively. In this new bundle TQ×TQ ≡ T (Q×Q)
we also have a vertical endomorphism and a Liouville field, whose local presentation
in adapted coordinates (qi, vi;Qi, V i) would be S = dqi ⊗ ∂
∂vi
+ dQi ⊗ ∂
∂V i
, △ =
vi∂vi + V
i∂V i .
Define a new Lagrangian L : TQ× TQ→ R as:
L(vq, VQ) = (L ◦ p˜r2 − L ◦ p˜r1) (vq, VQ) = L(VQ)− L(vq) ,
Much like H, this new Lagrangian satisfies that L ◦ ι˜ = −L.
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From this new Lagrangian we can define corresponding Poincare´-Cartan forms
on TQ× TQ, θL and ωL, as in Section 2. We can also define a new fibre derivative
FL×(vq, VQ) = (−FL(vq),FL(VQ)). This leads us to state an analogue of lemma 3.2:
Lemma 4.1. The transformation FL× : TQ× TQ→ T ∗Q× T ∗Q is a local diffeo-
morphism if and only if FL : TQ→ T ∗Q is a local diffeomorphism.
It is easy to check that with this definition of fibre derivative the following
diagram commutes:
TQ× TQ
FL× // T ∗Q× T ∗Q
TQ
ǫ˜
OO
FL // T ∗Q
ǫ
OO
We can also define the energy of the system as in the usual case, with EL = △ (L)−L,
but in order to relate this with the Hamiltonian formulation, it will be useful to
rewrite it as:
EL(vq, VQ) =
〈
FL×(vq, VQ), (vq, VQ)
〉
×
− L(vq, VQ).
where 〈·, ·〉
×
: (T ∗Q× T ∗Q)× (TQ× TQ)→ R is the inner product defined as:
〈α, v〉
×
= 〈pr2(α), p˜r2(v)〉 − 〈pr1(α), p˜r1(v)〉 . (4.1)
The following results will help us prove the analogue of lemma 3.1.
Proposition 4.2. Let L : TQ×TQ→ R be such that L◦ ι˜ = −L then the following
diagram commutes:
TQ× TQ
ι˜

FL
×
// T ∗Q× T ∗Q
ι

TQ× TQ
FL× // T ∗Q× T ∗Q
Proof. We need to show that:
FL× ◦ ι˜ = ι ◦ FL×.
On the left-hand side we have(
FL× ◦ ι˜
)
(q, v,Q, V ) = FL×(Q,V, q, v)
=
(
Q,−
∂L
∂V
(Q,V, q, v), q,
∂L
∂v
(Q,V, q, v)
)
,
while on the right-hand side we have(
ι ◦ FL×
)
(q, v,Q, V ) = ι
(
q,−
∂L
∂v
(q, v,Q, V ), Q,
∂L
∂V
(q, v,Q, V )
)
=
(
Q,
∂L
∂V
(q, v,Q, V ), q,−
∂L
∂v
(q, v,Q, V )
)
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Now, using that L ◦ ι˜ = −L we find:
∂L
∂V
(Q,V, q, v) = −
∂L
∂V
(q, v,Q, V ),
∂L
∂v
(Q,V, q, v) = −
∂L
∂v
(q, v,Q, V ).
Applying this we immediately arrive at the desired result. 
Lemma 4.3. The inner product 〈·, ·〉
×
satisfies that
〈ι(α), ι˜(v)〉
×
= −〈α, v〉
×
.
Proof. First note that pr1 ◦ ι = pr2 and p˜r1 ◦ ι˜ = p˜r2, and that the same holds
under the exchange 1↔ 2.
Clearly:
〈ι(α), ι˜(v)〉
×
= 〈(pr2 ◦ ι)(α), (p˜r2 ◦ ι˜)(v)〉 − 〈(pr1 ◦ ι)(α), (p˜r1 ◦ ι˜)(v)〉
= 〈pr1(α), p˜r1(v)〉 − 〈pr2(α), p˜r2(v)〉
= −〈α, v〉
×

Proposition 4.4. Let L be a Lagrangian satisfying such that L ◦ ι˜ = −L then also
EL ◦ ι˜ = −EL.
Proof. Applying the inversion to the definition of the energy given in terms of FL×
we have:
(EL ◦ ι˜) (·) =
〈
(FL× ◦ ι˜)(·), ι˜(·)
〉
×
− (L ◦ ι˜)(·)
=
〈
(ι ◦ FL×)(·), ι˜(·)
〉
×
− (L ◦ ι˜)(·)
Applying lemma 4.3 and the inversion property of L we get:
(EL ◦ ι˜) (·) = −
〈
FL×(·), ·
〉
×
+ L(·)
= −EL(·)

Corollary 4.5. Let L be a regular Lagrangian satisfying the hypothesis of propo-
sition 4.2, and define its associated Lagrangian by the expression H ◦ FL× = EL.
Then H ◦ ι = −H.
Proof. Using proposition 4.2 we have that H ◦ ι ◦ FL× = H ◦ FL× ◦ ι˜ = EL ◦ ι˜.
Applying proposition 4.4 the result follows immediately. 
Finally we can state the following result:
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Proposition 4.6. Assume L is a regular Lagrangian, then the Hamiltonian vector
field XL associated to L given by
ıXLωL = dEL
verifies that:
i) XL is tangent to ǫ˜(TQ);
ii) XL|ǫ˜(TQ) = ǫ˜∗(XL).
Proof. It is easy to check that (FL×)
∗
ΩQ×Q = ωL. Defining H = EL ◦ (FL)
−1 we
then get that H = EL ◦ (FL
×)
−1
. Thus the results of lemma 3.1 also apply to XL
and these results can be brought back to TQ× TQ, proving our claim. 
As with the Hamiltonian formulation we may also include potentials in our
description. Again, let K˜ : TQ × TQ → R be a function such that K˜ ◦ ι˜ = −K˜,
then K˜ is a generalized potential and L
K˜
= L− K˜ satisfies L
K˜
◦ ι˜ = −L
K˜
.
Given a forced Lagrangian system (L,F ) we may define the generalized potential
K˜F : TQ× TQ→ R explicitly written as:
K˜F (vq, VQ) =
1
2
〈F (VQ), τ(Q, q)〉 −
1
2
〈F (vq), τ(q,Q)〉.
Note that if L
K˜F
is regular we may obtain a Hamiltonian from its energy as
H˜KF = ELK˜F
◦
(
FL×
K˜F
)
−1
but in general it will not be the same Hamiltonian as we
defined in the previous section, i.e.
H˜KF 6= H ◦ pr2 −H ◦ pr1 +
1
2
〈FH ◦ pr2, τ ◦ πQ×Q ◦ ι〉 −
1
2
〈FH ◦ pr1, τ ◦ πQ×Q〉
in general. This will only be equal if F does not depend on velocities, which means
FL×
K˜F
= FL×. This means we cannot directly invoke the result from theorem 3.5
to prove that the resulting Euler-Lagrange field coincides with the forced dynamics
at the identities and instead we must work a bit more to get the same result. Still
at the end of the section we will show that we can actually relate both dynamics
obtained from HKF and H˜KF .
Let us begin with this regularity result:
Proposition 4.7. If L is regular then L
K˜F
is regular in a neighborhood of ǫ˜(TQ).
Proof. The proof is essentially the same as that of proposition 3.6. 
Given L
K˜
= L − K˜, with L = L ◦ p˜r2 − L ◦ p˜r1, let us reserve XL for the free
Euler-Lagrange field, i.e., the vector field that satisfies
ıXLωL = dEL,
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and define the vector field Y
K˜
as the one resulting from the decomposition XL
K˜
=
XL−YK˜ . Similarly, let us define θK˜ by θLK˜ = θL−θK˜ and EK˜ by ELK˜ = EL−EK˜ .
Clearly if ω
K˜
= −dθ
K˜
then ωL
K˜
= ωL − ωK˜ , and it is not difficult to show that:
ıY
K˜
ωL
K˜
= dE
K˜
− ıXLωK˜
= LXLθK˜ − dK˜ .
We can now prove the following theorem:
Theorem 4.8. Given L
K˜
= L − K˜ regular in a neighbourhood of ǫ(TQ), with
L = L ◦ p˜r2 − L ◦ p˜r1, whose Hamiltonian vector field XLK˜ = XL − YK˜ satisfies:
ıXL
K˜
ωL
K˜
= dEL
K˜
(4.2)
then:
i) XL
K˜
is tangent to ǫ˜(TQ);
ii) Y
K˜
is vertical and such that ι˜∗YK˜ = YK˜ .
Furthermore, if K˜ = K˜F , then we have that:
iii) ıY
K˜F
ω
K˜F
∣∣∣
ǫ˜(TQ)
= 0;
iv) ıY
K˜F
ωL
∣∣∣
ǫ˜(TQ)
= (p˜r∗1F − p˜r
∗
2F ) |ǫ˜(TQ).
v) XEL
K˜
∣∣∣
ǫ˜(TQ)
= ǫ˜∗(XEL + Z
v
F )
Proof. i) Geometrically, given the regularity in a neighborhood of the identities
ωL
K˜
is non-degenerate there. As EL
K˜
◦ι˜ = −EL
K˜
, we are in a position to apply
proposition 8.9, rendering this equivalent to theorem 3.5.i). Variationally the
proof is a consequence of A.1.
ii) We know that XL
K˜
and XL are second order vector fields, as they solve their
respective Euler-Lagrange equations. Thus S(XL
K˜
) = S(XL) = △. Then
necessarily S(Y
K˜
) = 0, which means it is vertical. As by proposition 4.6 both
fields satisfy the symmetry property with respect to ι˜, Y
K˜
must necessarily
satisfy it too.
iii) For a general K˜, using Cartan’s magic formula we get that ıY
K˜
ω
K˜
= d
(
ıY
K˜
θ
K˜
)
−
LY
K˜
θ
K˜
, but as we have just shown in ii), Y
K˜
is vertical, and so ıY
K˜
θ
K˜
van-
ishes identically. Thus, ıY
K˜
ω
K˜
= −LY
K˜
θ
K˜
. Now, if Y
K˜
= Y iv∂vi + Y
i
V ∂V i and
θ
K˜
= θqi dq
i + θQi dQ
i, then:
LY
K˜
θ
K˜
=
(
Y jv ∂vj + Y
j
V ∂V j
)
θqi dq
i +
(
Y jv ∂vj + Y
j
V ∂V j
)
θQi dQ
i
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In the special case of K˜F we have that ∂V jθ
q
i = ∂vjθ
Q
i = 0, which reduces the
former expression to:
LY
K˜F
θ
K˜F
= Y jv ∂vjθ
q
i dq
i + Y jV ∂V jθ
Q
i dQ
i
Furthermore, ∂vjθ
q
i = −
1
2
〈
∂2F
∂vj∂vi
, τ(q,Q)
〉
, and similarly with ∂V jθ
Q
i . As
τ ◦ ǫ˜ = 0, all these terms vanish at the identities.
iv) We know that ıY
K˜F
ωL = LXL
K˜F
θ
K˜F
− dK˜F + ıY
K˜F
ω
K˜F
. We have just proven
in iii) that at the identities the last term on the right-hand side vanishes. Thus
we only need to worry about the first and second terms. Proceeding as before,
we can expand the Lie derivative with XL
K˜
= vi∂qi +V
i∂Qi+X
i
v∂vi +X
i
V ∂V i :
LXL
K˜
θ
K˜
=
(
vj∂qj + V
j∂Qj +X
j
v∂vj +X
j
V ∂V j
)
θqi dq
i
+
(
vj∂qj + V
j∂Qj +X
j
v∂vj +X
j
V ∂V j
)
θQi dQ
i
+ θqj∂viv
jdvi + θQj ∂V iV
jdV i
Again, for K˜ = K˜F we have that ∂V jθ
q
i = ∂vjθ
Q
i = 0, so simplifying this
expression we get:
LXL
K˜F
θ
K˜F
=
(
vj∂qj + V
j∂Qj +X
j
v∂vj
)
θqi dq
i
+
(
vj∂qj + V
j∂Qj +X
j
V ∂V j
)
θQi dQ
i
+ θqi dv
i + θQi dV
i
Under the same argument as in iii), the terms with derivatives in the v and
V variables vanish at the identities. We can also see that vj∂qjθ
q
i + V
j∂Qjθ
q
i
and its θQ counterpart must also vanish at the identities because:
∂Qτ(q, q) = −∂qτ(q, q)
Thus LXL
K˜F
θ
K˜F
∣∣∣∣
ǫ˜(TQ)
=
(
∂K˜F
∂vi
dvi + ∂K˜F
∂V i
dV i
)∣∣∣
ǫ˜(TQ)
= 0. These also coincide
with the v and V components of dK˜, so we only need to check what happens
with the q and Q components.
dK˜F =
1
2
(〈
F (Q,V ),
∂τ
∂qi
(Q, q)
〉
−
〈
∂F
∂qi
(q, v), τ(q,Q)
〉
−
〈
F (q, v),
∂τ
∂qi
(q,Q)
〉)
dqi
+
1
2
(〈
∂F
∂Qi
(Q,V ), τ(Q, q)
〉
+
〈
F (Q,V ),
∂τ
∂Qi
(Q, q)
〉
−
〈
F (q, v),
∂τ
∂Qi
(q,Q)
〉)
dQi + ...
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At the identities all terms with a bare τ vanish, and using the properties of
its derivatives, the remaining terms add up together forming Fi(q, v)dq
i −
Fi(q, v)dQ
i.
v) Let us develop the left-hand side of iv):
ıY
K˜F
ωL = −
∂2L
∂vj∂vi
Y jv dq
i +
∂2L
∂V j∂V i
Y jV dQ
i
Restricting to ǫ˜(TQ) and using iv) we get that:
Y
K˜F
∣∣∣
ǫ˜(TQ)
= −W ijFj∂vj −W
ijFj∂V j = ǫ˜∗(−Z
v
F )
where W ij are the entries of the inverse of the Hessian matrix of L, as defined
in section 2.

Finding the integral curves of XEL + Z
v
F is equivalent to solving the forced
Euler-Lagrange equations
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
= Fi(q, q˙
i) .
Then from theorem 4.8 we have that this is also equivalent to solving the unforced
Lagrangian system derived by duplication given by L
K˜F
: TQ × TQ → R and
restricting the dynamics to ǫ˜(TQ); in other words, it is equivalent to solving this
system’s Euler-Lagrange equations
d
dt
(
∂L
K˜F
∂q˙i
)
−
∂L
K˜F
∂qi
= 0
d
dt
(
∂L
K˜F
∂Q˙i
)
−
∂L
K˜F
∂Qi
= 0
when restricted to ǫ˜(TQ) = {(vq, vq) ∈ TQ× TQ}.
After theorem 4.8 the following result does not add much more, but gives us a
better picture of the difference between the Hamiltonian and Lagrangian side and
why the dynamics at the identities coincide:
Theorem 4.9. Let (L,F ) and (H,FH) be a regular forced Lagrangian system and
its associated forced Hamiltonian system, and denote by H˜KF = ELK˜F
◦
(
FL×
K˜F
)
−1
and HKF the corresponding generalized Hamiltonians. Then their respective Hamil-
tonian vector fields X
H˜KF
and XHKF satisfy that XH˜KF
∣∣∣
ǫ(T ∗Q)
= XHKF
∣∣∣
ǫ(T ∗Q)
.
Proof. Working on the Lagrangian side we know thatHKF ◦FL
× = EL+K˜F , where
FL× is the Legendre transformed induced by the free Lagrangian. This means that
we have the following two concurrent dynamics:
ıXL
K˜F
ωL
K˜F
= dEL
K˜F
(4.3)
ı
X̂L
K˜F
ωL = d
(
EL + K˜F
)
(4.4)
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The respective transformed versions of the vector fields XL
K˜F
and X̂L
K˜F
are
X
H˜KF
and XHKF . Clearly both XLK˜F
and X̂L
K˜F
can be decomposed into XL−YK˜F
and XL − ŶK˜F respectively. We are left with:
ıY
K˜F
ωL
K˜F
= LXLθK˜F − dK˜F (4.5)
ı
Ŷ
K˜F
ωL = −dK˜F (4.6)
As we saw in proposition 4.8.iii), ıY
K˜F
ω
K˜F
∣∣∣
ǫ˜(TQ)
= 0, so we are left with:
ıY
K˜F
ωL = LXLθK˜F − dK˜F (4.7)
and we saw in 4.8.iv) LXLθK˜F
∣∣∣
ǫ˜(TQ)
= 0, thus Y
K˜F
∣∣∣
ǫ˜(TQ)
= Ŷ
K˜F
∣∣∣
ǫ˜(TQ)
. As both
FL×
K˜F
and FL× coincide at the identities, then so will X
H˜KF
and XHKF , proving
our claim. 
The two terms that must vanish at the identities for both dynamics to coincide,
ıY
K˜F
ω
K˜F
and LXLθK˜F , amount to the condition that LXLK˜F
θ
K˜F
vanishes at the
identities. This is still true for any K˜ such that K ◦ FL× = K˜.
5 Variational order for forced discrete Lagrangian sys-
tems
5.1 Introduction to discrete mechanics
We will consider Q × Q as a discrete version of TQ and therefore Q × Q × Q × Q
as a discrete analogue of TQ×TQ, see Marsden and West [2001]. Instead of curves
on Q, the solutions are replaced by sequences of points on Q. If we fix some N ∈ N
then we use the notation
Cd(Q) =
{
qd : {k}
N
k=0 −→ Q
}
for the set of possible solutions, which can be identified with the manifold Q×
(N+1)
· · ·
×Q. Define a functional, the discrete action map, on the space of sequences Cd(Q)
by
Sd(qd) =
N−1∑
k=0
Ld(qk, qk+1), qd ∈ Cd(Q).
If we consider variations of qd with fixed end points q0 and qN and extremize Sd
over q1, . . . , qN−1, we obtain the discrete Euler-Lagrange equations (DEL)
D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0 for all k = 1, . . . , N − 1 , (5.1)
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whereD1Ld(qk−1, qk) ∈ T
∗
qk−1
Q andD2Ld(qk−1, qk) ∈ T
∗
qk
Q correspond to dLd(qk−1, qk)
under the identification T ∗(qk−1,qk)(Q×Q)
∼= T ∗qk−1Q× T
∗
qk
Q.
If Ld is regular, that is, D12Ld is regular, then we obtain a well defined discrete
Lagrangian map
FLd : Q×Q −→ Q×Q
(qk−1, qk) 7−→ (qk, qk+1(qk−1, qk)) ,
where qk+1 is the unique solution of (5.1) for the given pair (qk−1, qk). We can
further assure that the discrete Lagrangian map is invertible so that it is possible
to write qk−1 = qk−1(qk, qk+1), see Marsden and West [2001, Theorem 1.5.1].
In this setting we can define two discrete Legendre transformations
F
+Ld,F
−Ld : Q×Q −→ T
∗Q,
since each projection is equally eligible for the base point. They can be defined as
F
+Ld(qk−1, qk) = (qk,D2Ld(qk−1, qk)) ,
F
−Ld(qk−1, qk) = (qk−1,−D1Ld(qk−1, qk)) .
It holds that (F+Ld)
∗ωQ = (F
−Ld)
∗ωQ =: ΩLd , with local expression
ΩLd(qk−1, qk) =
∂2Ld
∂qik−1∂q
j
k
dqik−1 ∧ dq
j
k.
We can also define the evolution of the discrete system on the Hamiltonian side,
F˜Ld : T
∗Q −→ T ∗Q, by any of the formulas
F˜Ld = F
+Ld ◦ (F
−Ld)
−1 = F+Ld ◦ FLd ◦ (F
+Ld)
−1 = F−Ld ◦ FLd ◦ (F
−Ld)
−1 ,
because of the commutativity of the following diagram:
(qk−1, qk)
FLd //
F
+Ld &&▲▲
▲▲
▲▲
▲▲
▲▲
(qk, qk+1)
F
−Ld
xxrrr
rr
rr
rr
r
F
+Ld ''❖❖
❖❖
❖❖
❖❖
❖❖
❖
FLd // (qk+1, qk+2)
F
−Ld
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
(qk, pk)
F˜Ld
// (qk+1, pk+1)
The discrete Hamiltonian map F˜Ld : (T
∗Q,ωQ) −→ (T
∗Q,ωQ) is symplectic. There-
fore the submanifold
(qk, pk, qk+1, pk+1) =
(
qk,F
−Ld(qk, qk+1), qk+1,F
−Ld(qk+1, qk+2)
)
=
(
qk,F
+Ld(qk−1, qk), qk+1,F
+Ld(qk, qk+1)
)
is Lagrangian in (T ∗Q× T ∗Q,ΩQ), where ΩQ := β
∗
T ∗QωQ−α
∗
T ∗QωQ is a symplectic
form and αT ∗Q, βT ∗Q : T
∗Q × T ∗Q −→ T ∗Q denote the projections onto the first
and second factor respectively.
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So far we have taken as the starting point a discrete Lagrangian Ld : Q×Q −→
R. However, if we start with a continuous Lagrangian and take an appropriate
discrete Lagrangian then the DEL equations become a geometric integrator for the
continuous Euler-Lagrange system, known as a variational integrator. Hence, given
a regular Lagrangian function L : TQ −→ R, we define a discrete Lagrangian
Ld : Q×Q×R −→ R as an approximation to the action of the continuous Lagrangian.
More precisely, for a regular Lagrangian L, and appropriate h, q0, q1, we can define
the exact discrete Lagrangian as
Led(q0, q1, h) =
∫ h
0
L(q0,1(t), q˙0,1(t))dt,
where q0,1(t) is the unique solution of the Euler-Lagrange equations for L satisfying
q0,1(0) = q0 and q0,1(h) = q1, see Hartman [2002], Marrero, Mart´ın de Diego, and
Mart´ınez [2016]. Then for a sufficiently small h, the solutions of the DEL equations
for Led lie on the solutions of the Euler-Lagrange equations for L, see Marsden and
West [2001, Theorem 1.6.4].
In practice, Led(q0, q1, h) will not be explicitly given. Therefore we will take
Ld(q0, q1, h) ≈ L
e
d(q0, q1, h) ,
using some quadrature rule. We obtain symplectic integrators in this way, see
Patrick and Cuell [2009].
Now we recall the result of Patrick and Cuell [2009] and Marsden and West
[2001] for a discrete Lagrangian Ld : Q×Q→ R.
Definition 5.1. Let Ld : Q×Q→ R be a discrete Lagrangian. We say that Ld is a
discretization of order r if there exist an open subset U1 ⊂ TQ with compact closure
and constants C1 > 0, h1 > 0 so that
‖Ld(q(0), q(h)) − L
e
d(q(0), q(h))‖ ≤ C1h
r+1
for all solutions q(t) of the second-order Euler–Lagrange equations with initial con-
ditions (q0, q˙0) ∈ U1 and for all h ≤ h1.
Following Marsden and West [2001], Patrick and Cuell [2009], we have the next
result about the order of a variational integrator.
Theorem 5.2. If F˜Ld is the evolution map of an order r discretization Ld : Q×Q→
R of the exact discrete Lagrangian Led : Q×Q→ R, then
F˜Ld = F˜Led +O(h
r+1).
In other words, F˜Ld gives an integrator of order r for F˜Led = F
h
H .
Note that given a discrete Lagrangian Ld : Q×Q→ R its order can be calculated
by expanding the expressions for Ld(q(0), q(h)) in a Taylor series in h and comparing
this to the same expansions for the exact Lagrangian. If the series agree up to r
terms, then the discrete Lagrangian is of order r.
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6 Discrete Lagrangian dynamics obtained by duplica-
tion
We have a regular system defined by L
K˜
: TQ × TQ → R, now we consider a
discretization of this Lagrangian
Ld
K˜
: Q×Q×Q×Q→ R
such that Ld
K˜
= −Ld
K˜
◦ ι˜d where ι˜d : Q×Q×Q×Q→ Q×Q×Q×Q is the inversion
defined by
ι˜d(qk, qk+1, Qk, Qk+1) = (Qk, Qk+1, qk, qk+1) .
Additionally define the identity map ǫ˜d : Q×Q→ Q×Q×Q×Q by
ǫ˜d(qk, qk+1) = (qk, qk+1, qk, qk+1) .
Theorem 6.1. The flow F
L
d
K˜
: Q × Q × Q × Q → Q × Q × Q × Q defined by a
discrete Lagrangian Ld
K˜
: Q×Q×Q×Q→ R verifying that Ld
K˜
= −Ld
K˜
◦ ι˜d restricts
to ǫ˜d(Q×Q), that is,
F
L
d
K˜
◦ ǫ˜d(Q×Q) ∈ ǫ˜d(Q×Q) .
Proof. The proof is a consequence of Proposition B.1. 
7 Main result. Variational order for forced Lagrangian
systems
Now, we are in a position to state the main result of this paper.
Theorem 7.1. Let (L,F ) be a forced Lagrangian system. Derive from it the ex-
tended regular Lagrangian L
K˜F
: TQ× TQ→ R and consider an order r discretiza-
tion Ld
K˜F
: TQ× TQ→ R of the exact Lagrangian
Le
K˜F
(q0, Q0, q1, Q1) =
∫ h
0
L
K˜F
(q0,1(t), q˙0,1(t), Q0,1(t), Q˙0,1(t)) dt
where t → (q0,1(t), q˙0,1(t), Q0,1(t)) the unique solution of the Euler-Lagrange equa-
tions for L
K˜F
satisfying q0,1(0) = q0, Q0,1(0) = Q0, q0,1(h) = q1, Q0,1(h) = Q1 and
satisfying additionally that Ld
K˜F
◦ i˜d = −L
d
K˜F
. Then, the discrete Euler-Lagrange
equations of Ld
K˜F
restricted to ǫ˜d(Q ×Q) give us a numerical integrator of order r
for the flow of the forced Lagrangian system (L,F ).
Example 7.2. As an example consider a Lagrangian L : R2n → R:
L(q, v) =
1
2
vTMv −
1
2
qTKq; ,
and a dissipation force F (qi, vi) = (qi,−Dijv
j)
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The forced Euler-Lagrange equations are:
Mq¨(t) +Dq˙(t) +Kq(t) = 0 .
We will derive the extended Lagrangian L
K˜F
: R4n → R. For that, we consider
the function:
K˜F (q, v,Q, V ) = −
1
2
DV · (q −Q) +
1
2
Dv · (Q− q) =
[
D
2
(V + v)
]T
(Q− q)
Then
L
K˜F
(q, v,Q, V ) = L(Q,V )− L(q, v)− K˜F (q, v,Q, V )
=
1
2
V TMV −
1
2
QTKQ−
1
2
vTMv +
1
2
qTKq −
[
D
2
(V + v)
]T
(Q− q)
By construction L
K˜F
(q, v,Q, V ) = −L
K˜F
(Q,V, q, v).
Let us discretize by using the so-called “midpoint rule’”
q ≈
q0 + q1
2
, q˙ ≈
q1 − q0
h
which leads to:
Ld
K˜F
=
h
2
(
Qk+1 −Qk
h
)T
M
(
Qk+1 −Qk
h
)
−
h
2
(
Qk +Qk+1
2
)T
K
(
Qk +Qk+1
2
)
−
h
2
(
qk+1 − qk
h
)T
M
(
qk+1 − qk
h
)
+
h
2
(
qk + qk+1
2
)T
K
(
qk + qk+1
2
)
−
h
2
[
D
(
Qk+1 −Qk
h
+
qk+1 − qk
h
)]T (Qk +Qk+1
2
−
qk + qk+1
2
)
Observe that
Ld
K˜F
(qk, Qk, qk+1, Qk+1) = −L
d
K˜F
(Qk, qk, Qk+1, qk+1)
Therefore, from theorem 7.1 this leads to a second order method restricting the
discrete Euler-Lagrange equations to ǫ˜d(Q × Q). The resulting equations are not
very surprising:
M
(
Qk+2 − 2Qk+1 +Qk
h2
)
+D
(
Qk+2 −Qk
2h
)
+K
(
Qk+2 + 2Qk+1 +Qk
4
)
= 0 .
The following results provide a purely variational base for the exact discrete
forcing offered by Marsden and West, and show that usual Runge-Kutta type dis-
cretization schemes provide the same results as in their article.
Proposition 7.3. The exact discrete Lagrangian defined by Le
K˜F
(uq, vq′) at the
identities is equivalent to two copies of the one defined in Marsden and West [2001,
eq.(3.2.7)].
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Proof. The corresponding parts for L need not be checked as they correspond
trivially to those of eq.(3.2.7a) with the adequate change of notation. It remains to
show that K˜F generates the exact discrete forces f
e+
d , f
e−
d .
The contribution of some K to the exact discrete Lagrangian is:
K˜ed(q0, Q0, q1, Q1) =
∫ h
0
K˜(q(t), v(t), Q(t), V (t))dt (7.1)
where t → (q(t), Q(t)) ∈ Q × Q is the unique solution for L
K˜F
with boundary
conditions q(0) = q0, Q(0) = Q0, q(h) = q1, Q(h) = Q1.
In the case where K˜ = K˜F , differentiating K˜d with respect to q0 we get:
D1K˜
e
F,d(q0, Q0, q1, Q1) (7.2)
=
∫ h
0
[
D1K˜F ·
∂q(t)
∂q0
+D2K˜F ·
∂v(t)
∂q0
+D3K˜F ·
∂Q(t)
∂q0
+D4K˜F ·
∂V (t)
∂q0
]
dt
where:
D1K˜F =
1
2
[〈F (Q,V ),D2τ(Q, q)〉 − 〈D1F (q, v), τ(q,Q)〉 − 〈F (q, v),D1τ(q,Q)〉]
D2K˜F = −
1
2
〈D2F (q, v), τ(q,Q)〉
D3K˜F =
1
2
[〈D1F (Q,V ), τ(Q, q)〉 + 〈F (Q,V ),D1τ(Q, q)〉 − 〈F (q, v),D2τ(q,Q)〉]
D4K˜F =
1
2
〈D2F (Q,V ), τ(Q, q)〉
Similar expressions are found after differentiation with respect to q′0, q1 and q
′
1.
Now, when restricted to the identities, we find that:
ǫ˜∗D1K˜F =
〈
F (q, v), idTqQ
〉
ǫ˜∗D2K˜F = 0
ǫ˜∗D3K˜F = −
〈
F (q, v), idTqQ
〉
ǫ˜∗D4K˜F = 0
where we used the fact that τ(q, q) = 0q and ǫ˜
∗D2τ = −ǫ˜
∗D1τ = −idTqQ. This leads
to:
ǫ˜ ∗dD1K˜
e
F,d = −ǫ˜
∗
dD2K˜
e
F,d =
∫ h
0
F (q(t), u(t)) ·
∂q(t)
∂q0
dt = f e−d (7.3)
ǫ˜ ∗dD3K˜
e
F,d = −ǫ˜
∗
dD4K˜
e
F,d =
∫ h
0
F (q(t), u(t)) ·
∂q(t)
∂q1
dt = f e+d (7.4)
Putting everything together we find two copies of the forced discrete equations
with opposite sign, which is what we set to prove. 
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Proposition 7.4. Let γi : R × Q × Q → TQ, i = 1, ..., s, be differentiable dis-
cretisation functions, and let us use for convenience the notation τQ ◦ γ
i(t, q0, q1) =
(f i(t, q0, q1), g
i(t, q0, q1)). Let also (bi, ci) be some quadrature coefficients such that
the conservative discrete Lagrangian is approximated as:
Ld(q0, q1) = h
s∑
i=1
biL ◦ γ
i(ci, q0, q1). (7.5)
Then the contribution of K˜F , as defined in Proposition 7.3, to the discrete La-
grangian L
K˜F
at the identities becomes:
ǫ˜ ∗d
∂K˜dF
∂q0
= −h
s∑
i=1
bi
〈
F ◦ γi(ci, q0, q1),
∂f i(ci, q0, q1)
∂q0
〉
(7.6)
ǫ˜ ∗d
∂K˜dF
∂Q0
= h
s∑
i=1
bi
〈
F ◦ γi(ci, q0, q1),
∂f i(ci, q0, q1)
∂q0
〉
(7.7)
ǫ˜ ∗d
∂K˜dF
∂q1
= −h
s∑
i=1
bi
〈
F ◦ γi(ci, q0, q1),
∂f i(ci, q0, q1)
∂q1
〉
(7.8)
ǫ˜ ∗d
∂K˜dF
∂Q1
= h
s∑
i=1
bi
〈
F ◦ γi(ci, q0, q1),
∂f i(ci, q0, q1)
∂q1
〉
(7.9)
Proof. For the contribution of K˜F to the discrete Lagrangian we have:
K˜dF (q0, Q0, q1, Q1) = h
s∑
i=1
biK˜(γ
i(ci, q0, q1), γ
i(ci, Q0, Q1)) (7.10)
Differentiating with respect to q0, q
′
0, q1 and q
′
1 we have:
∂K˜dF
∂q0
= h
s∑
i=1
bi
[
D1K ·
∂f i(ci, q0, q1)
∂q0
+D2K ·
∂gi(ci, q0, q1)
∂q0
]
(7.11)
∂K˜dF
∂Q0
= h
s∑
i=1
bi
[
D3K ·
∂f i(ci, Q0, Q1)
∂Q0
+D4K ·
∂gi(ci, Q0, Q1)
∂Q0
]
(7.12)
∂K˜dF
∂q1
= h
s∑
i=1
bi
[
D1K ·
∂f i(ci, q0, q1)
∂q1
+D2K ·
∂gi(ci, q0, q1)
∂q1
]
(7.13)
∂K˜dF
∂Q1
= h
s∑
i=1
bi
[
D3K ·
∂f i(ci, Q0, Q1)
∂Q1
+D4K ·
∂gi(ci, Q0, Q1)
∂Q1
]
(7.14)
where DiK are the same as those of proposition 7.3 with q
i(t) = f i(t, q0, q1),
vi(t) = gi(t, q0, q1), (Q)
i (t) = f i(t,Q0, Q1), V
i(t) = gi(t,Q0, Q1). Restriction to
the identities proves our claim. 
Example 7.5. Let us choose our discretisation to be:
Lαd (q0, q1) = hL
(
(1− α)q0 + αq1,
q1 − q0
h
)
(7.15)
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as in Marsden and West [2001, example 3.2.2]. This results in:
ǫ˜ ∗d
∂K˜αF,d
∂q0
= h(1 − α)F
(
(1− α)q0 + αq1,
q1 − q0
h
)
(7.16)
ǫ˜ ∗d
∂K˜αF,d
∂Q0
= −h(1− α)F
(
(1− α)q0 + αq1,
q1 − q0
h
)
(7.17)
ǫ˜ ∗d
∂K˜αF,d
∂q1
= hαF
(
(1− α)q0 + αq1,
q1 − q0
h
)
(7.18)
ǫ˜ ∗d
∂K˜αF,d
∂Q1
= −hαF
(
(1− α)q0 + αq1,
q1 − q0
h
)
(7.19)
which coincides with their result.
7.1 Numerical tests
For our numerical tests we have chosen a well-known system composed of two cou-
pled van der Pol oscillators (cf. Scheck [2004, eq.(6.38)]). Remember that a single
dimensionless van der Pol oscillator is described by the differential equation:
q¨ −
(
ǫ− q2
)
q˙ + q = 0
where ǫ is a parameter related to the damping of the system.
The dimensionless system we are going to study can be thought to be composed
of two coupled harmonic oscillators with slightly differing natural frequencies under
the action of non-linear forcing. Its configuration manifold is T × T = T2, with
velocity phase space TT2 where we will use local coordinates (q1, q2, v1, v2), and the
Lagrangian describing the non-forced part L : TT2 → R is:
L =
1
2
(
v21 + v
2
2
)
−
1
2
[
q21 + (1 + ρ) q
2
2
]
− λ (q1 − q2)
2
where ρ accounts for the deviation of q2 from the natural frequency of q1, and
λ measures the intensity of the coupling between both oscillators. The van der
Pol force acting on this system is F =
(
ǫ− q21
)
v1dq1 +
(
ǫ− q22
)
v2dq2. As our
configuration space is flat, τ(q,Q) = Q− q, and the generalized potential K is:
K˜F =
1
2
2∑
i=1
[
(ǫ− q2i )vi + (ǫ−Q
2
i )Vi
]
(qi −Qi)
Note that for such an L and K˜F , at the identities we have that vi = pi, i = 1, 2, so
they are interchangeable.
We chose to discretize the corresponding generalized Lagrangian, L
K˜F
, using
Lobatto schemes of 2, 3, 4 and 5 stages. The order of an s-stage Lobatto method
is p = 2s − 2 so the resulting numerical methods are of order 2, 4, 6 and 8 re-
spectively. The parameters used for the numerical simulations shown here are
(ǫ, ρ, λ) = (0.5, 0.02, 0.8), for no particular reason. The other choices of parameters
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h (step)
10−4 10−3 10−2 10−1 100
E
rr
or
10−10
10−5
100
h4
Component-wise error
q1
q2
p1
p2
h (step)
10−4 10−3 10−2 10−1 100
E
rr
or
10−10
10−5
100
h4
Energy error
E
Diagram 7.1: Numerical error on each separate component (left) and on the energy
(right) for the Lobatto 3 method in a single simulation.
h (step)
10−4 10−3 10−2 10−1 100
E
rr
or
10−10
10−5
100
h4
Error of ‖q‖ and ‖p‖
‖q‖
‖p‖
h (step)
10−4 10−3 10−2 10−1 100
E
rr
or
10−10
10−5
100
h4
Energy error
E
Diagram 7.2: Numerical error of an ensemble for the Lobatto 3 method. Error in the
norm of q and p (left) and on the energy (right). Dotted lines represent maximum
and minimum of ensemble.
h (step)
10−4 10−3 10−2 10−1 100
E
rr
or
10−10
10−5
100
h2
h4
h6
h8
Energy error
Lobatto 2
Lobatto 3
Lobatto 4
Lobatto 5
Diagram 7.3: Errors in the energy for the different Lobatto methods.
that were tested showed essentially the same behaviour. We run each simulation
for a total of 1 unit of simulation time with several different choices of step-size h
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ranging between 5 · 10−5 and 1 and measure numerical error as the difference be-
tween the final value of the magnitude in study found for a reference simulation and
the corresponding one for that we want to study. In this case our reference is taken
as the simulation with the finest step-size. The initial values chosen for the results
on diagrams 7.1 and 7.3 are (q1, q2, v1, v2) = (−1/2,−1/4, 0, 4). The results shown
on diagram 7.2 were found as the average from an ensemble of 25 random initial
values in the square [−4, 4] × [−4, 4] and the pointed lines represent the maximum
and minimum values found in said ensemble.
For the resolution of the resulting non-linear system of equations derived for
each method, we used MATLAB’s fsolve with TolX=1e-12 and TolX=1e-14, which
explains the flat tails.
Diagram 7.3 is a composite plot showing the error in the energy for the different
Lobatto methods tested. The results are in agreement with the result of theorem
7.1. We have chosen to show only the energy to avoid clutter, but the same holds
for each of the components of the system.
8 Geometry of the method of duplication of variables
In this section, we analyze the interesting geometry related with the proposed
method of duplication of variables that is related with some results about sym-
plectic groupoids. Additionally, this section will allow us in the future extend our
results for reduced systems, and in general for Hamiltonian systems defined on Lie
algebroids. We will review the definition of Lie groupoid and its associated Lie
algebroid and then we will introduce the notion of symplectic Lie algebroid.
8.1 Lie groupoids and algebroids
First of all, we will recall some definitions related with Lie groupoid and Lie alge-
broids. (for more details, see Mackenzie [1987]).
Definition 8.1. A groupoid over a set Q is a set G together with the following
structural maps:
• A pair of maps α : G → Q, the source, and β : G → Q, the target. Thus, we
can think an element g ∈ G an arrow from x = α(g) to y = β(g) in Q
•
x = α(g)
g
&&
•
y = β(g)
The source and target mappings define the set of composable pairs
G2 = {(g, h) ∈ G×G/β(g) = α(h)}.
• A multiplication on composable elements µ : G2 → G, denoted simply by
µ(g, h) = gh, such that
– α(gh) = α(g) and β(gh) = β(h).
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– g(hk) = (gh)k.
If g is an arrow from x = α(g) to y = β(g) = α(h) and h is an arrow from y
to z = β(h) then gh is the composite arrow from x to z
•
x = α(g) = α(gh)
gh
&&
g
&&
•
y = β(g) = α(h)
h &&
•
z = β(h) = β(gh)
• An identity section ǫ : Q→ G of α and β, such that
– ǫ(α(g))g = g and gǫ(β(g)) = g.
• An inversion map ι : G→ G, to be denoted simply by ι(g) = g−1, such that
– g−1g = ǫ(β(g)) and gg−1 = ǫ(α(g)).
•
x = α(g) = β(g−1)
g
&&
•
y = β(g) = α(g−1)
g−1
ff
A groupoid G over a set Q will be denoted simply by the symbol G⇒ Q.
The groupoid G⇒ Q is said to be a Lie groupoid if G and Q are differentiable
manifolds and all the structural maps are differentiable with α and β differentiable
submersions. If G⇒M is a Lie groupoid then µ is a submersion, ǫ is an immersion
and ι is a diffeomorphism. Moreover, if x ∈M , α−1(x) (resp., β−1(x)) will be said
the α-fiber (resp., the β-fiber) of x.
Typical examples of Lie groupoids are: the pair or banal groupoid Q × Q over
Q (the example that we have used along all this paper), a Lie group G (as a Lie
groupoid over a single point), the Atiyah groupoid (Q×Q)/G (over Q/G) associated
with a free and proper action of a Lie group G on Q , etc.
Definition 8.2. If G⇒ Q is a Lie groupoid and g ∈ G then the left-translation by
g ∈ G and the right-translation by g are the diffeomorphisms
lg : α
−1(β(g)) −→ α−1(α(g)) ; h −→ lg(h) = gh,
rg : β
−1(α(g)) −→ β−1(β(g)) ; h −→ rg(h) = hg.
Note that l−1g = lg−1 and r
−1
g = rg−1 .
Definition 8.3. A vector field ξ ∈ X(G) is said to be left-invariant (resp., right-
invariant) if it is tangent to the fibers of α (resp., β) and ξ(gh) = (Thlg)(ξh) (resp.,
ξ(gh) = (Tgrh)(ξ(g))), for (g, h) ∈ G2.
The infinitesimal version of a Lie groupoid is a Lie algebroid which is defined as
follows.
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Definition 8.4. A Lie algebroid is a real vector bundle A→ Q equipped with a Lie
bracket [[·, ·]] on its sections Γ(A) and a bundle map ρ : A → TQ called the anchor
map such that the homomorphism of C∞(Q)-modules induced by the anchor map,
that we also denote by ρ : Γ(A)→ X(Q), verifies
[[X, fY ]] = f [[X,Y ]] + ρ(X)(f)Y,
for X,Y ∈ Γ(A) and f ∈ C∞(Q).
With this definition the anchor map ρ : Γ(A) → X(Q) is a Lie algebra homo-
morphism, where X(Q) is endowed with the usual Lie bracket of vector field [·, ·].
Definition 8.5. Given a Lie groupoid G⇒ Q, the associated Lie algebroid AG→ Q
is given by its fibers AqG = Vǫ(q)α = Ker(Tǫ(q)α). There is a bijection between the
space Γ(AG) and the set of left-invariant vector fields on G. If X is a section of
τ : AG → Q, the corresponding left-invariant vector field on G will be denoted
←−
X
(resp.,
−→
X ), where
←−
X (g) = (Tǫ(β(g))lg)(X(β(g))), (8.1)
for g ∈ G. Using the above facts, one may introduce a bracket [[·, ·]] on the space of
sections Γ(AG) and a bundle map ρ : AG→ TQ, which are defined by
←−−−−
[[X,Y ]] = [
←−
X,
←−
Y ], ρ(X)(q) = (Tǫ(x)β)(X(q)), (8.2)
for X,Y ∈ Γ(AG) and q ∈ Q.
Using that [·, ·] induces a Lie algebra structure on the space of vector fields on
G, it is easy to prove that [[·, ·]] also defines a Lie algebra structure on Γ(AG). In
addition, it follows that
[[X, fY ]] = f [[X,Y ]] + ρ(X)(f)Y,
for X,Y ∈ Γ(AG) and f ∈ C∞(Q).
One can also stablish a bijection between sections X ∈ Γ(AG) and right invariant
vector fields
−→
X ∈ X(G) defined by
−→
X (g) = −(Tǫ(α(g))rg)((Tǫ(α(g))ι)(X(α(g)))), (8.3)
which yields the Lie bracket relation
−−−−→
[[X,Y ]] = −[
−→
X,
−→
Y ] .
The following proposition will be useful for the results in this paper.
Proposition 8.6. Let G ⇒ Q be a Lie groupoid and Z ∈ X(G) a vector field
invariant by the inversion, that is,
Tgι(Z(g)) = Z(g
−1), for all g ∈ G .
Then, for all q ∈ Q,
Z(ǫ(q)) ∈ Tǫ(q)ǫ(Q) .
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Proof. For all vq ∈ AqG consider an α-vertical curve g : I → G such that v =
dg
dt (0).
Then
T(ǫ(q),ǫ(q))µ(0q, vq) =
d
dt
µ(ǫ(q), g(t))
∣∣∣
t=0
=
dg
dt
(0) = v
Also, for the β-vertical curve g−1 : I → G we have
T(ǫ(q),ǫ(q))µ(Tǫ(q)ι(v), 0q) =
d
dt
µ(ι(g(t)), ǫ(q))
∣∣∣
t=0
= Tǫ(q)ι(v) .
Therefore,
T(ǫ(q),ǫ(q))µ(Tǫ(q)ι(v), v) = v + Tǫ(q)ι(v) .
Since µ(g−1(t), g(t)) = ǫ(β(g(t))), then
(Tǫ(q)ι)(v) = −v + Tǫ(q)(ǫ ◦ β)(v) . (8.4)
Using that
Z(ǫ(q))− Tǫ(q)(ǫ ◦ α)(Z(ǫ(q))) ∈ AqG ,
then from expression (8.4):
Tǫ(q)ι(Z(ǫ(q))) − Tǫ(q)(ǫ ◦ α)(Z(ǫ(q))) + Z(ǫ(q)) ∈ Tǫ(q)ǫ(Q) .
but from the hypothesis about Z, we have that
Tǫ(q)ι(Z(ǫ(q))) = Z(ǫ(q)) .
Therefore
Z(ǫ(q)) ∈ Tǫ(q)ǫ(Q) .

8.2 Symplectic groupoid
Definition 8.7. A symplectic groupoid is a Lie groupoid G⇒ Q, such that
1. (G,ω) is a symplectic manifold,
2. the graph of µ : G2 → G is a Lagrangian submanifold of G
− ×G− ×G, where
G− = (G,−ω) has the negative symplectic structure.
If G ⇒ Q is a symplectic groupoid with symplectic form ω on G then one may
prove that (ker Tgα)
ω = kerTgβ, for g ∈ G, where
(ker Tgα)
ω = {v ∈ TgG |ω(v, u) = 0, for all u ∈ ker Tgα} ,
that is, the symplectic orthogonal of kerTgα. Moreover there exists a unique Pois-
son structure on Q such that α : G → Q (respectively, β : G → Q) is a Poisson
(respectively, anti-Poisson) morphism. Moreover, the inversion map is an antisym-
plectomorphism, that is, ι∗ω = −ω .
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Example 8.8. Let G⇒ Q be a Lie groupoid, an let A∗G → Q be the dual vector
bundle of the associated Lie algebroid AG. Then, the cotangent groupoid T ∗G ⇒
A∗G is a symplectic groupoid with the canonical symplectic form ωG. Given µ ∈
T ∗gG, the source and target mappings are defined
〈α˜(µ),X(α(g))〉 = 〈µ,
−→
X (g)〉, 〈β˜(µ),X(β(g))〉 = 〈µ,
←−
X (g)〉 .
for all X ∈ Γ(AG). (See Coste, Dazord, and Weinstein [1987], Marle [2005], Marrero,
Mart´ın de Diego, and Stern [2015] for more details and the definition of the remaining
structure maps of this Lie groupoid).
Proposition 8.9. Let G ⇒ Q be a symplectic groupoid with symplectic form ωG
symplectic groupoid and E : G → R a function such that E ◦ ι = −E. Then, the
corresponding Hamiltonian vector field XE
ıXEω = dE ,
verifies that XE(ǫ(q)) ∈ Tǫ(q)ǫ(Q) for all q ∈ Q.
Proof. Since ι∗ω = −ω then for all Y ∈ X(G)
〈dE,Y 〉 = ω(XE , Y ) = −ι
∗ω(XE , Y ) = −ω(ι∗XE , ι∗(Y )) .
but form the hypothesis we have that
〈dE,Y 〉 = −〈d(E ◦ ι), Y 〉 = −〈dE, ι∗(Y )〉 = −ω(XE , ι∗(Y )) .
Therefore, from Proposition 8.6 we deduce that XE(ǫ(q)) ∈ Tǫ(q)ǫ(Q). 
9 Conclusions and future work
The main contributions of this paper are:
1. Using the duplication of variables we have rigorously deduced the error analysis
of forced lagrangian systems in terms of variational error.
2. With this technique it is possible to design efficient numerical methods for
forced lagrangian systems using previous results for variational integrators
including high-order methods.
3. We have completely elucidated the geometry of the procedure of duplication
of variables connecting with the concept of symplectic groupoid.
4. Moreover, we have separately study the hamiltonian and lagrangian formalism
and stablished the relation between both.
Future work includes:
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1. Let G⇒M be a Lie groupoid with structural maps
α, β : G→M, ǫ :M → G, ι : G→ G, µ : G2 → G.
Suppose that τ : AG → M is the Lie algebroid of G and that PτG is the
prolongation of G over the fibration τ : AG→M , that is,
PτG = AG τ×α G β×τ AG.
It is clear that PτG is equipped with a Lie groupoid structure over AG but also
the vector bundle πτ : PτG→ G admits an integrable Lie algebroid structure
(see Marrero, Mart´ın de Diego, and Mart´ınez [2006]). This is the correspond-
ing version for reduced systems of the space with “duplicated variables”. We
will check in a future paper how apply this methodology to analyze the order
of geometric integrators for forced systems using this method.
2. An example interesting will be the case of Euler-Poincare´ equations and double
bracket dissipation Bloch, Krishnaprasad, Marsden, and Ratiu [1996]. We will
study the possibility of constructing geometric integrators preserving some of
the geometric structure. For instance, it can be checked that in particular
examples, the energy is dissipated but the angular momentum is not.
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Appendix A Invariant sets defined from discrete sym-
metries of a Lagrangian function
The Lagrangian LK : TQ× TQ→ R verifies from construction that LK ◦ ι˜ = −LK
where ι˜ : TQ × TQ → TQ × TQ is the inversion mapping given by ι˜(uq, vq′) =
(vq′ , uq). Then the identity set ǫ˜(TQ) is invariant set for the flow of XELK as a
consequence of the following Proposition. Observe that ι˜ is the tangent lift of the
map Q×Q→ Q×Q given by (qk, qk+1) 7→ (qk+1, qk).
Proposition A.1. Let L : TQ → R be a regular Lagrangian and ϕ : Q → Q a
diffeomorphism verifying that L◦ϕ∗ = ±L. Denote byMϕ = {vq ∈ Q | ϕ∗(vq) = vq}.
Then Mϕ is an invariant set for any solution of the Euler-Lagrange equations.
Proof. Consider the action sum
JL : C
2(q0, q1, [a, b]) −→ R
c 7−→
∫ b
a
L(c(t), c˙(t)) dt
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where C2(q0, q1, [a, b]) = {c : [a, b] → Q | c is C
2, c(a) = q0, c(b) = q1}. Its tangent
space is
TcC
2(q0, q1, [a, b]) = {X : [0, T ]→ TQ | X is C
1, τQ(X(t)) = c(t),X(a) = 0,X(b) = 0}
Typically, we express X ∈ TcC
2(q0, q1, [a, b]) as the tangent vector to a curve at
s = 0 in C2(q0, q1, [a, b]),
s ∈ (−ǫ, ǫ) ⊂ R 7−→ cs ∈ C
2(q0, q1, [a, b])
with c0 = c. That is,
X =
dcs
ds
∣∣∣
s=0
We then have
dJL(c)(X) =
d
ds
∣∣∣
s=0
(JL(cs))
=
∫ b
a
d
ds
∣∣∣
s=0
L(cs(t), c˙s(t)) dt
Using that L ◦ ϕ = ±L
dJL(c)(X) = ±
∫ T
0
d
ds
∣∣∣
s=0
L(ϕ(cs(t)),
d
dt
(ϕ(cs(t)))) dt
= ±
d
ds
∣∣∣
s=0
(JL(ϕ ◦ cs))
= ±dJL(ϕ ◦ c)(ϕ∗ ◦X)
Observe that ϕ∗ ◦X ∈ Tϕ◦cC
2(ϕ(q0), ϕ(q1), [a, b]). Since ϕ is a diffeomorphism then
c is a critical point of JL iff ϕ ◦ c is a critical point of JL.
Now, if c : [a, b]→ Q is a solution of the Euler-Lagrange equations (dJL(c) = 0)
with c˙(a) ∈Mϕ then also ϕ◦c is a solution of the Euler-Lagrange equations. Observe
that
d(ϕ ◦ c)
dt
(a) = ϕ∗(c˙(a)) = c˙(a)
Then, ϕ◦c and c are solutions of the Euler-Lagrange equations with the same initial
conditions. Since L is regular, it implies that c = ϕ ◦ c. and c˙(t) ∈Mϕ, for all t.

Appendix B Invariant sets defined from discrete sym-
metries of a discrete Lagrangian function
The discrete Lagrangian LdK : TQ × TQ → R verifies that L
d
K ◦ ı˜d = −L
d
K . The
following proposition gives the required result as a particular case.
Proposition B.1. Let Ld : Q × Q → R be a regular discrete Lagrangian and
ϕd : Q → Q a diffeomorphism verifying that Ld ◦ (ϕd × ϕd) = ±Ld. Denote by
Mϕd = {(q, q
′) ∈ Q | ϕd(q) = q, ϕd(q
′) = q′}. Then Fϕd is an invariant set for any
solution of the discrete Euler-Lagrange equations.
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Proof. The proof is similar to that of Proposition A.1. Consider the space
Cd(q0, qN ) = {qd : k
N
k=0 −→ Q | q0, qN fixed}
and the discrete action sum
Sd : Cd(q0, qN ) −→ R
qd 7−→
∑N−1
k=0 Ld(qk, qk+1)
The extremals are characterized as the solutions of the discrete Euler-Lagrange
equations:
D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0, k = 1, . . . , N − 1 .
Then, it is clear that if {qk}k=0,...,N is a solution of the discrete Euler-Lagrange
equations, then from the invariance of Ld we easily derive that {ϕd(qk)}k=0,...,N is
also a solution with boundary conditions ϕd(q0) and ϕd(qN ).
Therefore, if Ld is regular we have defined its discrete flow or discrete Lagrangian
map:
FLd : Q×Q −→ Q×Q
(qk−1, qk) 7−→ (qk, qk+1) ,
observe that also FLd(ϕd(qk−1), ϕd(qk)) = (ϕd(qk), ϕd(qk+1). Now starting from
initial conditions (q0, q1) ∈Mϕd , that is, ϕd(q0) = q1, ϕd(q1) = q1 from the unicity of
solutions of the discrete Euler-Lagrange equations we obtain that (qk−1, qk) ∈Mϕd ,
k = 1, . . . , N and, as a consequence, Mϕd is an invariant set of the discrete Euler-
Lagrange equations.

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