Abstract-Variable length coding is a widely used technique in digital video compression systems. Previous work related to variable length decoders (VLD's) are primarily aimed at high throughput applications, but the increased demand for portable multimedia systems has made power a very important factor. In this paper, a data-driven variable length decoding architecture is presented, which exploits the signal statistics of variable length codes to reduce power. The approach uses fine-grain lookup 
I. INTRODUCTION
V ARIABLE length coding (e.g., Huffman coding [1] ) is a widely used technique in video compression systems. It is often applied together with other lossy image-compression techniques to further compress the data. The main idea of variable length coding is to minimize the average codeword length by exploiting the statistics of the data. Shorter codewords are assigned to frequently occurring data while longer codewords are assigned to infrequently occurring data. Therefore, minimum average codeword length and bit-rate reduction can be achieved.
In the MPEG-2 standard [2] , the variable length code (VLC) stream is composed of many types of macroblock-level data, resulting in 15 different VLC tables and a total of about 450 codewords. The discrete cosine transform (DCT) run-level coefficients are most frequent, accounting for more than 80% of the variable length bit stream.
In this paper, we discuss a method for designing low power variable length decoders (VLD's) for portable video compression systems. The concepts are applied to a VLD which decodes all the VLC's in the MPEG-2 standard for MP@ML video.
II. BACKGROUND
The basic function of a VLD is table lookup. Since the VLC's are encoded using a one-to-one mapping without any arithmetic operations, the same applies to the decoder, i.e., no arithmetic computation is necessary to decompress the data. Although the basic functionality lies in the table-lookup procedure, the key operation of the VLD involves detecting the VLC in the bit stream since the codewords in the bit stream do not have any explicit word boundaries. The VLD does not know the start of the next VLC until the previous VLC is decoded. Hence, the length must be provided as a feedback from the decoded codeword to determine the start of the next VLC. This recursive operation must be efficiently designed to achieve a low power VLD.
A. Previous Work
Various approaches have been presented to implement highthroughput VLD's. They can be largely divided into two categories: a binary tree search method and a parallel method. The binary tree search technique can be implemented based on a Huffman tree, which uses the principle of a token propagation in a reverse binary tree constructed from the original codes [3] . However, for high-performance systems, i.e., MPEG-2 or HDTV, this approach is not suitable since it can decode only 1 bit per cycle.
As opposed to the tree search method, the parallel approach processes more than 1 bit per cycle. Lei and Sun [5] proposed a parallel decoding architecture which decodes one VLC per cycle regardless of its length. It uses a barrel shifter and an accumulator to align the VLC at a fixed position. The aligned VLC is then fed to the lookup table (LUT) as the address. The LUT is implemented as a programmable logic array (PLA) instead of read only memory (ROM) to avoid wasted area and power. It is possible to use ROM without much area and power waste to implement the LUT [4] , but additional address generating circuits are needed. Further improvement of the parallel method have been proposed in [6] , which produces output at a higher rate. (i.e., more than one codeword per cycle) by using augmented PLA-based LUT. Other methods for designing an efficient VLD were also presented, such as adaptive tree search technique [7] , area-efficient memorybased method [8] , and programmable VLD's [9] , [10] . These VLD's were mainly aimed at high throughput and power dissipation was not a focus. 
B. Low Power Approach
Various levels of design techniques can be employed to implement a low power VLD. In this paper, we deal mainly with architectural level power reduction. Once the architectural optimization for power is done, we step down to the structural level, where we choose the appropriate circuit style for further power reduction.
The most effective approach to lower the power consumption is reducing the supply voltage. However, as the supply voltage is reduced, the propagation delay of the circuit increases, limiting the amount of voltage scaling under a certain throughput constraint. From this voltage scaling point, the parallel method is preferred to the tree search method since the parallel approach processes multiple bits per cycle. In other words, we can run the parallel architecture at a slower clock frequency and lower voltage than the serial method at a given throughput.
At a high level, the parallel VLD can be decomposed into two components: the VLC detector and the LUT, as shown in Fig. 1 . The VLC detector receives the input VLC's and generates an address for the LUT. To reduce additional circuit overhead, address generation is simply alignment of the VLC's at a fixed position so that the LUT uses the VLC itself as the address. The LUT receives the address from the VLC detector and produces the corresponding output codeword and length. The length is stored in the accumulator, which tells the barrel shifter how many bits are used. The barrel shifter then aligns the bits so that the next VLC is aligned. To achieve a low power operation, both components of the VLD must be optimized. A popular method of increasing the efficiency of the LUT is prefix predecoding, which is discussed in Section II-C.
C. Prefix Predecoding
In cases where the number of codewords in the table is large, there are some bits that are common to the long VLC's, which we call prefix. By exploiting these common prefixes, the size of the LUT can be reduced. Several approaches have exploited this prefix-predecoding method to efficiently decode the VLC's [11] , [12] , [14] . The basic idea of prefix predecoding is to group the VLC's by their common prefixes. 2 shows an example of such a grouping. In this example, there are three prefixes: 00100, 000001, and 00 000 001. The highlighted bits in the figure indicate the VLC prefixes and short codes that are stored in LUT_0. The VLC's are decoded by the following steps: First, the VLC is fed to the first block LUT_0. If the VLC is a short-length code without any prefix, then the output codeword is produced from LUT_0 and the variable length detector is ready to decode the next VLC. On the other hand, if the input VLC is one of the long codes with a prefix, only the prefix is decoded in LUT_0. The remainder of the VLC is decoded in one of the subsequent blocks: Blk_1, Blk_2, or Blk_3. For example, if the input is a short VLC without a prefix "11," the decoding procedure is the same as the single LUT method. It is decoded in LUT_0 and the corresponding output is produced. If the input is a VLC with a prefix "00100001," LUT_0 decodes only the prefix ("00 100") and enables reg_1 to latch the remainder of the VLC. The remainder of the VLC ("001") is then decoded in the next block Blk_1.
With this prefix predecoding method, the size of the LUT is reduced because the prefixes are no longer redundant in the LUT. In this example, the number of prefixes stored in LUT_0 is reduced from 41 to 3 by using the predecoding technique. For MPEG-2 DCT ac coefficients, the majority of VLC's can be clustered by their prefixes and more than 50% area reduction can be achieved compared to a single table. In addition, we achieve a power reduction up to a factor of two since the switched capacitance is also reduced.
III. NONUNIFORM FINE-GRAIN TABLE PARTITIONING

A. Low Power Architecture
The VLC tables are often the most area and power intensive blocks of a VLD. In an MPEG-2 VLD system, about 80% of the area is consumed by the LUT. To lower the average power dissipation of the VLD, we will reduce the energy consumption per each codeword at a given throughput. The average energy consumption per codeword in the LUT can be modeled by the following equation:
(1) where is the probability that codeword will occur, is the energy required to decode the codeword , and is the total number of codewords in the table.
In conventional approaches, the energy required to decode a VLC in a LUT does not vary much over the codeword probability. (i.e.,
). This is because the VLC table is implemented in a single LUT and the whole table has to be charged and discharged every cycle. The single LUT method does not exploit the fact that the short codewords are frequently occurring. Therefore, the average energy in (1) is dominated by codewords which have high probability of occurrence.
We propose a low power approach that exploits the variable length codeword statistics, making the energy to decode a codeword depend on the codeword probability. Fig. 3 shows the basic algorithm for low power variable length decoding. The main idea is to partition the single LUT into several variable size tables with respect to their energy consumption and frequency of occurrence. By having variable size tables, the energy required to decode a codeword will vary depending on the size of the partitioned table. Low power can be achieved if the dominant term in (1) is made small (i.e., with high ). In our proposed approach, frequently occurring codewords use small tables with less switched capacitance and infrequent codewords use larger tables.
The flowchart of Fig. 3 works as follows. Given the codeword LUT decomposed into several tables, the VLC from the VLC detector goes through a series of tables looking for a match. If there is a match, the output word is produced and the next VLC is processed, going through the same procedure. In case of a miss, the matching process continues until the codeword is fully decoded. With this method, we no longer achieve a constant throughput. An additional buffer must be added in order to get a constant throughput rate. However, this variable output rate does not matter for MPEG-2 DCT coefficients since the decoded DCT coefficients are run length coded, which have to be buffered anyway. To achieve the maximum hit ratio, tables are ordered in order of descending probability. With this data-driven decoding process, (1) is modified as follows: (2) where is the probability that table is a hit (i.e., a match was found in table ), is the total number of decomposed tables, is the energy consumption of table when there is a hit, and is the energy when there is a miss. is the energy consumed by the circuit overhead introduced by the table partitioning, such as conditional branches and clock generation which increases with . The average energy consumption is no longer a constant value, but the sum of the energy consumption in the decomposed tables weighed with the corresponding probability. To achieve minimum average energy, the first table must consume the least energy while having a high hit ratio. The hit ratio can be improved by allocating more codewords, but this will also increase the energy consumption. Hence, a solution which results in the lowest energy at a given throughput must be found.
B. Codewords Allocation per Each Table
There are two issues that need to be considered in the table partitioning to minimize the energy consumption. First, how many partitions should be used in the LUT and, second, how many codewords should be allocated per each decomposed table [13] . To illustrate the idea of the low power table partitioning, let us first consider an example of splitting the table into two tables. In the case of this two-way partitioning, the question is how many codewords should be assigned to the first table to achieve minimum energy. With the proposed algorithm, (2) reduces down to (3) as follows: (3) We will neglect the in this two-way partition scheme.
Consider a simple example with ten codewords, whose probability is shown in Fig. 4 . Assuming that the first codewords are in the first table, the energy required to decode a codeword in the first and second table is shown in Fig. 5(a) , obtained from PLA simulation results using HSPICE. The average energy consumption is shown in Fig. 5(b) , which is a plot of (3). Note that the energy consumption is calculated for two cases:
and . In general, and depend on several factors, such as how the table is implemented and what the incoming bit stream is. Without loss of generality, it is reasonable to assume that will be the same as or less than since the switched capacitance will typically be larger in case of a hit than a miss. Hence, we consider (3) for two extreme cases: and . Each will represent a lower and an upper bound for (3). The actual energy plot will lie somewhere between the two curves. As can be seen in the graph, the average energy consumption is not sensitive to . For an optimum partitioned table, this is an obvious result since the table size and its energy will be increasing as the codeword goes through the series of tables and, hence, of the previous table will be negligible compared to or of the next table. In this example, the number of codewords that results lowest power consumption is around 3-4.
Another important issue that needs to be considered in the table partitioning is the throughput. Each conditional branch that the VLC goes through in the flow chart of Fig. 3 is a critical path. With this scheme, it would take cycles to decode a codeword in the th table. The average throughput can be represented by the following equation: (4) where is the average output codeword throughput (codewords/s), is the probability that table is a hit, and is the clock frequency of the VLD. Fig. 5(c) shows the plot of (4), with a fixed . As can be seen, the throughput decreases as the number of codewords in the first table decrease. Therefore, we have to consider the throughput together with the energy plot. Fig. 5(d) shows energy consumption at constant throughput. This graph was obtained by varying and the supply voltage to get minimum energy at constant throughput for each number of codewords in LUT_1. The optimum number of codewords we get from this new graph is -.
C. Number of Partitions
Now, let us consider the case of -way partitioning. An optimum number of partitions must be found to achieve lowest energy at a given throughput. Based on the simulation, which takes into account all the possible combinations ofway partition, the results are plotted in Fig. 6 . The graph shows the minimum energy for each partition with the overhead energy considered. The overhead circuitry is composed of latches at the input of each LUT, , and detection circuit, which is a simple combinational logic and a delayed clock circuit which is implemented using a D-latch. The energy consumption of the overhead circuitry was measured using HSPICE and it was taken into account when calculating the total energy consumption. Although the size of the LUT (and, hence, the energy consumption) varies in a wide range, the energy consumption of the overhead circuitry does not vary much. Simulation results show that overhead circuitry consumes less than 20% of a LUT energy. The average energy consumption increases when the number of partitioning exceeds four, when the in (2) starts to become dominant. The optimum number of partitions for this tencodeword example is -.
IV. VLC DETECTOR BASED OPTIMIZATION
Another part of the VLD which consumes power is the VLC detector. Unlike the decomposed LUT, which is accessed by their probability, the VLC detector is operating on every cycle. From the result of prefix predecoding and fine-grain nonuniform table partitioning, the LUT is optimized to consume minimum energy. The energy has been lowered to an extent that now the VLC detector consumes about half of the total energy to decode a codeword. In conventional approaches, the VLC detector was designed for the worst case input (i.e., the longest VLC) to achieve high throughput. Therefore, there was a lot of waste in the VLC detector energy consumption since only short VLC's occur most of the time. To minimize the average energy consumption in the VLC detector, we propose a method which exploits the signal statistics of the input VLC's. By reducing the size of the VLC detector and breaking up the variable length codeword into two or more parts, we can reduce the average energy consumption [15] . The following figures illustrate an example of the reduced VLC detector architecture. Fig. 7 shows the LUT and Fig. 8 shows the corresponding architecture. In Fig. 7(a) , the table is reduced by prefix predecoding and fine-grain table-partitioning method. The highlighted bits indicate the prefixes of the VLC's. In this example, the maximum length of the VLC is 16 and, in conventional methods, the output bit width of the VLC detector must be at least 16. However, by decomposing the long length codes (denoted as italic bold bits), as shown in Fig. 7(b) , we can reduce the size of the VLC detector. An additional table LUT_2 is added, but the size of the VLC detector can be reduced to eight and the size of LUT_1 is further reduced. If the VLC is a short codeword whose length is less than eight, then it is decoded in Table I in the same manner as before. If a VLC of length greater than eight comes in, e.g., a 14-bit VLC ("00 000 000 010 011"), then only the first eight bits ("00 000 000") are decoded in Table 0 . (Note that this VLC has the prefix "0 000 000 001.") Since Table  0 does not have all the information to decode the VLC by receiving the first eight bits, it instructs the barrel shifter to shift eight bits and latches the rest of the bits ("010 011") to Table I. Table I then decodes the necessary bits for prefix decoding ("01") and enables one of the blocks to decode the remainder of the bits ("0011").
By reducing the size of the VLC detector, we have reduced the energy consumption for short codewords. However, we also decreased the throughput by one cycle for long codewords. Again, there is a tradeoff between energy and throughput. A small VLC detector is desirable for low power, but the opposite is preferred for high performance. An optimum solution, which results in a lowest power, can be achieved from the following analysis. The following notations are used:
average energy consumption of the VLC detector; maximum length of the input VLC; number of output bits from the barrel shifter (VLC detector size); energy consumption of the VLC detector when its size is ; operating frequency of the VLC detector; throughput of the VLD (codewords/s); sum of the occurring probabilities of VLC's, which have length greater than and less than ; probability of a block (decomposed as described in the previous section) being a hit;
, where represents the integer part of . There are two cases of concern: and Case 1:
This is when the size of the barrel shifter is larger than the maximum length of the VLC. It basically has the same structure as proposed in the previous section. The energy consumption of the VLC detector will be independent of the codeword probability.
Case 2: : In this case, the decoding procedure cannot be done in one cycle for VLC's that have length greater than . The VLC must be decomposed and decoded in several cycles in order to fit the barrel shifter. Equations (7) and (8) represent the average throughput and energy consumption of the VLC detector. The sum of the probabilities indicates the average cycle it takes to decode a codeword.
The graphs in Fig. 9 show the result of the previous equations for the cases when , , , and . The VLC detector is optimized for DCT VLC's since they are most frequent and have the longest average length VLC. Fig. 9(a) shows the codeword probability of the MPEG-2 DCT VLC's. The second graph shows the energy consumption of the VLC detector as we increase its size (8) . Throughput is shown in the next graph, where (7) is plotted. The reason why we see a significant drop in throughput as is changed from 8 to 4 is because although the maximum length of the VLC is 16, the average length is about five, which means that will result an average of two cycles to decode a VLC. Energy is shown in the next graph and we see it decreases as the size of the VLC detector is reduced. To achieve the best result, we look at the energy consumption at constant throughput in Fig. 9(d) . The minimum energy we get from the graph is when . About 40% energy reduction is achieved at same performance compared to the architecture without VLC detector size reduction.
V. IMPLEMENTATION OF VLD FOR MPEG-2 TABLES
A. Sign-Extended VLC Table Reduction
In MPEG-2 VLC tables, there are tables which have sign extension. The sign-extended VLC's have the following format:
, where each represents a bit in the VLC, and denotes the last bit of the VLC, which is the sign of the output codeword. Fig. 10 shows an example of a VLC with the sign extension.
An easy way to decode this VLC table would be to implement the LUT for both cases of and . However, this would double the area and power of the LUT. Another approach is to think of the whole VLC (without the last sign bit ) as a prefix and go through the prefix-based table-partitioning scheme. In this case, the area and power increases by only a small amount. On the other hand, the throughput decreases since we always need an extra cycle for the sign extension bit. An efficient way to decode the VLC with sign extension would be pipelining. The idea is to decode the sign bit one cycle later, together with the next VLC. Since the sign is the least significant bit of the VLC, it will always be placed one bit prior to the start of the next VLC. Hence, instead of reading the VLC input from the most significant bit of the barrel shifter output, the LUT will receive the bits from the second most significant bit. The most significant bit of the barrel shifter is used by the sign bit. Fig. 10 shows the example of VLC with sign extension and how it is decoded. Using this scheme, there is only one clock cycle increase in latency and the throughput stays the same.
B. Low Power VLD Architecture
The low power VLD possesses the architecture shown in Fig. 11 . The table partitioning and VLD detector optimization has been applied together with the prefix-based decoding. The first three blocks-LUT_0, LUT_1, and LUT_2-decode the short codewords and prefixes. Blocks blk_0, blk_1, etc. store the remaining bits for prefix predecoding. When a VLC comes in, reg_0 is latched and it is fed to LUT_0. If it is a hit, then the corresponding output codeword is produced. If it is a miss, it goes on to the next table. Most of the time, LUT_0 will be accessed and energy will be saved. The energy consumption is further reduced by choosing static complimentary metal-oxide-semiconductor (CMOS) in implementing the LUT rather than a PLA. Although the area is larger, static CMOS has the advantage that its performance and power consumption are better at a low-voltage supply.
VI. RESULTS Table I shows the test results of the low power VLD chip. The chip is implemented using 0.6-m CMOS process. The threshold voltages are 0.67 and 0.93 V for nMOS and pMOS, The probability and energy consumption of the block and codeword are shown in Figs. 12 and 13 , based on the MPEG-2 DCT ac table. Each codeword is numbered and represented in the horizontal axis. In Fig. 12 , two graphs are plotted. The solid line is the probability of individual codewords and the dotted line is the probability of the decomposed table.
The energy is plotted for three cases. First, the solid line represents the energy consumption of each table. As one can see, the energy consumption increases as the probability of a hit decreases. The energy consumption of each table was obtained by feeding in codewords of that particular block only. The energy correlation that may occur when the input bit stream is composed of different tables is neglected. There are three big jumps in the energy plot at , , and , each indicating a miss. The reason why the table energy does not increase monotonically is because of the different energy consumption of prefix predecoding blocks (i.e., blk_0, blk_1, etc.). Although the energy consumption of the first three LUT's (i.e., LUT_0, LUT_1, LUT_2) are in the increasing order, the prefix predecoding blocks are not ordered by their energy consumption since the size of the prefix predecoding blocks are determined by the prefix and we cannot place them arbitrarily by their energy consumption. The dashed line represents the simulated result of the average energy. It is achieved by multiplying the table probability of Fig. 12 by the energy consumption in Fig. 13 . The dotted line shows the energy consumption when the actual MPEG-2 DCT sequence are fed to the VLD. The actual result is slightly higher than the one we expected. This is due to the probability variation of the codewords and error that was included in obtaining the energy consumption of each table.
These results were obtained by running various types of MPEG-2 video data. Since our VLD decodes only the VLC's and does not perform bit-stream parsing or fixed-length code decoding, the VLC part of the bit stream was sorted to a buffer and then fed to the VLD. Knowing the required DCT sample rate for MP@ML video decompression, we decoded the VLC's at a rate which was enough for maximum MP@ML video bit rate given in [2] .
VII. CONCLUSION
A low power VLD has been presented. Power reduction was achieved mainly by architecture level optimizations, where we decomposed the table into several variable size blocks by exploiting the statistics of the VLC. First, the table was reduced by clustering the codewords by their prefixes. It was then decomposed into variable size tables, which allowed the energy to vary according to the occurring frequency of the VLC. Next, the VLC detector was optimized to further reduce the energy consumption. A chip was implemented which decodes all 15 different MPEG-2 VLC tables. The actual power consumption for the DCT sequence was about 0.530 mW at 1.35 V. More than an order of magnitude power reduction was achieved compared to the result shown in [4] , excluding the factor achieved by voltage scaling. 
