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Abstract
In this paper, we use the quaternionic formalism of Möbius transformations on R̂4 to derive
conjugacy invariants on Sl(2,H) (and hence on PSl(2,H)). We then use these invariants to
distinguish between the various conjugacy classes of PSl(2,H).
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1. Introduction
Let R̂n = Rn ∪ {∞}∼= Sn be the one-point compactification of n-dimensional
Euclidean space. A Möbius transformation on R̂n is the composition of an even
number of inversions through spheres or hyperplanes. Let Mn be the space of all
such transformations. It is well known that, via the Poincaré disk model Bn+1, each
element of Mn, which acts on Sn = Bn+1 ⊂ Rn+1, can be extended to a unique
orientation-preserving isometry of (n + 1)-dimensional hyperbolic space (see [16,
Chapter 4]).
If we restrict ourselves to n = 2, each Möbius transformation acts on Ĉ = R̂2. It
has been known for some time (see [4]) that each element ofM2 can be represented
by a linear fractional from Ĉ to Ĉ given by z → az+b
cz+d where
(
a
c
b
d
) ∈ Sl(2,C). This
gives a homomorphic map fromM2 to Sl(2,C), which is unique up ±I in Sl(2,C).
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Thus, the study of the elements ofM2 becomes essentially the study of Sl(2,C) (see
[3,13]).
A classical result of this complex formalism is the classification of the Möbius
transformations on the plane by the trace function, essentially the only conjugate
invariant of Sl(2,C). For a matrix A = ( a
c
b
d
) ∈ Sl(2,C), we define tr(A) = a + d .
Then, for g ∈M2 represented by A,
(1) g is parabolic, i.e. g has exactly one fixed point in Ĉ, if and only if tr(A)2 = 4;
(2) g is elliptic, i.e. g has two fixed points in Ĉ and fixes a geodesic in R̂3, if and
only if tr(A)2 ∈ [0, 4);
(3) g is hyperbolic, i.e. g has two fixed points in Ĉ and preserves an open disc in Ĉ,
if and only if tr(A)2 ∈ (4,∞).
This matrix formalism can be extended to all dimensions by using 2 × 2 matrices
whose entries are Clifford numbers. This approach was originally introduced in 1901
by Vahlen in [17], but forgotten until it was rediscovered by Maass in 1949 [14], after
which it was forgotten again and then re-rediscovered in the late 1980s by Ahlfors
(see [1] for more details). This has been a very fruitful method of studying Möbius
transformations, (e.g. [6]), but it is not only way to represent these transformations,
and it is not actually the approach we will be using here.
Similar to the case where n = 2, if we restrict ourselves to n = 4, then we have a
quaternionic formalism at our disposal, namely quaternionic linear fractionals:
h → (ah + b)(ch + d)−1.
Apparently inspired by Coxeter’s work with quaternions in [7], Wilker in [18] (and
later Moussafir in [15]) proved thatM5 (which acts on Ĥ = R̂4) is 1-to-2 homomor-
phic with the matrix space Sl(2,H), i.e.M5 = PSl(2,H) = Sl(2,H)/ ± I .
In this paper, we use this representation ofM5 to study the conjugacy classes and
some conjugacy invariants of PSl(2,H) with an eye towards replicating as much as
possible the role that the trace function fulfills for Sl(2,C). In particular, there are
three conjugate invariants which allows for a distinction between several classes of
transformations. However they will not allow us to characterize completely between
elliptic and parabolic transformations. In order to do this, some work dealing with the
solutions of quadratic equations in quaternionic variables needs to be explored. Many
of the results contained herein are happy consequences of recent work regarding the
solutions to quaternionic linear and quadratic equations [9–11].
2. Preliminary results regarding quaternions and quaternionic matrices
This section is mostly a review of the pertinent facts regarding quaternions and
quaternionic matrices. For much more detail, see [19] or [8, Chapters 7 and 8].
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A quaternion is an element of the vector space H = 〈1, i, j, k〉R. Multiplication
is defined by specifying 1 as the multiplicative identity and
i2 = j2 = k2 = −1, ij = k = −ji.
For h = x1 + x2i + x3j + x4k ∈ H with x1, x2, x3 ∈ R, the real part of h is x1,
which we denote by Re(h), and the vectorial part of h is x2i + x3j + x4k, which
we denote by v(h). The conjugate of h is given by h¯ = Re(h) + v(h) = Re(h) −
v(h). We view H as R4 by identifying {1, i, j, k} with the standard normal basis
{e1, e2, e3, e4}, so that the Euclidean inner product on H is given by
〈h1, h2〉 = Re(h1h¯2).
Just as we identify H with R4, we identify the vectors in H with R3. Using {i, j, k}
as the orthonormal basis we define the cross-product on the vectors in H. Using
this notation, we arrive at the following formula for the quaternionic product of two
vectorial elements of H.
Lemma 2.1. Let α, β ∈ H such that Re(α) = Re(β) = 0. Then
αβ = −〈α, β〉1 + α × β.
The following technical lemma will be needed in the following section.
Lemma 2.2. Let α ∈ H. If v(α) /= 0, then h ∈ H satisfies hα¯ = αh if and only if
Re(h) = 0 and h = v(h) ⊥ v(α).
Proof.
(Re(h) + v(h))(Re(α) − v(α)) = (Re(α) + v(α))(Re(h) + v(h)),
−Re(h)v(α) + Re(α)v(h) − v(h)v(α) = Re(h)v(α) + Re(α)v(h) + v(α)v(h).
So,
2Re(h)v(α) = −v(h)v(α) − v(α)v(h)
= 〈v(h), v(α)〉1 + 〈v(α), v(h)〉1 − v(h) × v(α) − v(α) × v(h)
= 2〈v(h), v(α)〉1.
Re(h)v(α) is vectorial, whereas 〈v(h), v(α)〉1 is real. Thus, both are equal to 0, and
this proves the lemma.
Two quaternions h1 and h2 are called similar, or h1 ∼ h2, if there exists q ∈ H
such that h2 = qh1q−1. It is well known that h1 ∼ h2 if and only if Re(h1) = Re(h2)
and |v(h1)| = |v(h2)| (see [19, Theorem 2.2]).
Let M2(H) be the space of 2 × 2 quaternionic matrices. If A =
(
a
c
b
d
) ∈ M2(H),
we define det(A) = |ad − aca−1b|. The matrix A is invertible if and only if det(A) /=
0 (see [2] or [19]). Furthermore, det(AB) = det(A) det(B) for A,B ∈ M2(H). Let
Sl(2,H) be the space of all elements in M2(H) with determinant 1.
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As mentioned in the introduction, Moussafir and Wilker in [15] and [18], respec-
tively, show that each quaternionic linear functional h → (ah + b)(ch + d)−1
represents a unique element of M5 and vice versa. Furthermore, a given invert-
ible element of M2(H),
(
a
c
b
d
)
, determines a quaternionic linear fractional, namely
φ : h → (ah + b)(ch + d)−1. This mapping Gl(2,H) →M5 is a group homomor-
phism.
Two invertible elements of M2(H), A and B, represent the same Möbius trans-
formation if and only if B = xA for some nonzero x ∈ R. This gives a 2-to-1 group
homomorphism Sl(2,H) →M5, which we can make 1-to-1 by reverting to PSl
(2,H) = Sl(2,H)/ ± I :
M5 = PSl(2,H), as groups. 
3. Conjugacy classes of PSl(2,H)
In order to describe the conjugacy classes of PSl(2,H), we restrict ourselves to
upper triangular matrices. It is known that every invertible n × n quaternionic matrix
is triangularizable through purely algebraic means (see [5], also [19, Section 6]).
However, it should be noted that, in direct analogy to the situation with PSl(2,C),
there is a geometric proof for the 2 × 2 case, namely, by reminding ourselves that
every Möbius transformation on Ĥ is conjugate to a transformation that fixes ∞.
Proposition 3.1. For A ∈ PSl(2,H), there are α, β, δ ∈ H such that |αδ| = 1 and
A ∼
[
α β
0 δ
]
.
To proceed with the classification of the conjugacy classes in PSl(2,H), we will
need to find the solutions to the linear equation
ha = bh + c
for given coefficients a, b, c ∈ H. Solutions to this equation have been studied for
quite some time, e.g. [12] from 1944. For a brief overview of this subject, see [19,
Section 4]. In 2001, Gross, Trenkler and Troschke published a complete description
of all of the possible solutions to this equation in [9], which we now give in modified
form.
Theorem 3.2 (Gross, Trenkler and Troschke). Let α, β, δ ∈ H. Then the equation
hδ = αh + β is uniquely solvable (in H) if and only if α ∼ δ. If δ¯ = δ ∼ α (i.e.
both δ and α are both real and equal), then the equation is solvable if and only if
β = 0, in which case there are infinitely many solutions. If δ¯ /= δ ∼ α (i.e. δ and α
are conjugate, but not real), then the equation is solvable if and only if βδ¯ = αβ.
The above theorem immediately gives us the following corollary.
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Corollary 3.3. Let A = [α0 βδ ] ∈ PSl(2,H). Then, as an element of M5, A has
exactly 1, 2, or infinitely many fixed points in Ĥ = H ∪ {∞} = H 5. Furthermore,
A has:
(1) Exactly 1 fixed point in Ĥ (i.e.∞) if and only if either α /∈ R, α ∼ δ and βδ /= αβ
or α ∈ R, α ∼ δ and β /= 0.
(2) Exactly 2 fixed points in Ĥ if and only if α ∼ δ.
(3) Infinitely many fixed points in Ĥ if and only if either α /∈ R, α ∼ δ and βδ¯ = αβ
or α ∈ R, α ∼ δ and β = 0.
Corresponding to the three categories of the previous corollary, we have the usual
subcategories of Möbius transformations on Ĥ.
Definition. Let g be an element ofM5. Then g is:
(1) parabolic if g has exactly one fixed point in Ĥ;
(2) loxodromic if g has exactly two fixed points in Ĥ;
(a) hyperbolic, if g is loxodromic and conjugate to the transformation given by
h → k2h for some non-zero k ∈ R;
(3) elliptic if g has infinitely many fixed points in Ĥ.
Proposition 3.4. The conjugacy classes of PSl(2,H) are given by:
(1) (Parabolic classes){[
a 1
0 a
]
: |a| = 1
}
with uniqueness up to the similarity class of a in H.
(2) (Loxodromic classes){[
ka 0
0 k−1d
]
: k  1, |a| = |d| = 1, ka ∼ k−1d
}
with uniqueness up to the similarity classes of ka and k−1d in H and order of
the diagonal entries.
(a) (Hyperbolic classes){[
k 0
0 k−1
]
: k  1
}
,
with uniqueness up to order of the diagonal entries.
(3) (Elliptic classes){[
a 0
0 a
]
: |a| = 1
}
,
with uniqueness up to the similarity class of a in H.
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Proof. Let f ∈ PSl(2,H).
Part 1: Suppose f is parabolic.
f has no fixed points in H. By Proposition 3.1 and Corollary 3.3 we know that
f ∼ [α0 βδ ] such that α ∼ δ and βδ¯ /= αβ. Since α ∼ δ, we can easily adjust this so
that we have f ∼ [α0 βα ] such that βα¯ /= αβ, which, by Lemma 2.2, is to say that
either Re(β) /= 0 or v(β) ⊥ v(α). To proceed, we consider two mutually exclusive
cases.
Case 1: v(α) /= 0.
We split β into three parts: β = Re(β) + kv(α) + βˆ, where k ∈ R and βˆ is a vec-
tor in H such that v(α) ⊥ βˆ. Note that, while βˆ may very well be zero, β − βˆ /= 0.
Furthermore, note that β − βˆ commutes with α.
Then(
α β
0 α
)
∼
(
1 12v(α)
−1βˆ
0 1
)(
α β
0 α
)(
1 − 12v(α)−1βˆ
0 1
)
=
(
α β − βˆ
0 α
)
∼
(
(β − βˆ)−1 0
0 1
)(
α β − βˆ
0 α
)(
(β − βˆ) 0
0 1
)
=
(
α 1
0 α
)
.
Case 2: v(α) = 0.
In this case, we may assume that α = 1. Then(
1 β
0 1
)
∼
(
β−1 0
0 1
)(
1 β
0 1
)(
β 0
0 1
)
=
(
1 1
0 1
)
.
For the uniqueness of conjugacy class, suppose α, α′ ∈ H such that α = Aα′A−1 for
some A ∈ H. Then(
α′ 1
0 α′
)
∼
(
A A
0 A
)(
α′ 1
0 α′
)(
A−1 A−1
0 A−1
)
=
(
α 1
0 α
)
.
Thus, α ∼ α′ if and only if (α′0 1α′ ) ∼ (α0 1α ). This proves Part 1 of the theorem.
Part 2: Suppose that f is elliptic.
In this case, f has infinitely many fixed points in H. Again using Proposition
3.1 and Corollary 3.3, we know that f ∼ [α0 βδ ] such that α ∼ δ and βδ¯ = αβ. As
before, we can adjust the entries so that f ∼ [α0 βα ] such that |α| = 1 and βα¯ = αβ.
Lemma 2.2 tells us that Re(β) = 0 and v(β) ⊥ v(α). In particular, β anti-commutes
with v(α).
If α ∈ R, then α = 1 and β is necessarily 0; and we are done. Suppose v(α) /= 0.
Then (
α β
0 α
)
∼
(
1 12v(α)
−1β
0 1
)(
α β
0 α
)(
1 − 12v(α)−1β
0 1
)
=
(
α 0
0 α
)
.
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It is easily seen that α ∼ α′ if and only if (α′0 0α′ ) ∼ (α0 0α ). This proves the second
part of the theorem.
Part 3: Suppose f is loxodromic.
In this case, f has exactly one fixed point in H. Furthermore, f ∼ [α0 βδ ] such
that α ∼ δ. Let x be the fixed point for the transformation represented by [α0 βδ ].
Then β = −αx + xδ, and
f ∼
(
1 −x
0 1
)(
α −αx + xδ
0 δ
)(
1 x
0 1
)
=
(
α 0
0 δ
)
.
Regarding the uniqueness of this representation, it is clear that, for quaternions
α, δ, α′, and δ′, α ∼ α′ and δ ∼ δ′, if and only if (α′0 0δ′ ) ∼ (α0 0δ ) or (α′0 0δ′ ) ∼(
δ
0
0
α
)
.
The result regarding the hyperbolic transformations follows directly from the defi-
nition. This proves the theorem. 
Corollary 3.5. An element A ∈ Sl(2,H) is conjugate to a diagonalizable matrix if
and only if it represents a loxodromic or elliptic transformation inM5.
4. Conjugate invariants
We now introduce some conjugate invariants on Sl(2,H). Of all of these invari-
ants, I believe that F3, often called the quaternionic trace function, is the most well
known.
Theorem 4.1. The following functions on Sl(2,H) are conjugate invariant:
F1
(
a b
c d
)
=|d|2Re(a) + |a|2Re(d) − Re(a¯bc) − Re(bcd¯),
F2
(
a b
c d
)
=|a|2 + |d|2 + 4Re(a)Re(d) − 2Re(bc),
F3
(
a b
c d
)
=Re(a) + Re(d).
Proof. We embed Sl(2,H) into Sl(4,C) by the group homomorphism (cf. [2]):
(
a b
c d
)
→


a1 a2 b1 b2
−a¯2 a¯1 −b¯2 b¯1
c1 c2 d1 d2
−c¯2 c¯1 −d¯2 d¯1

 ,
where a = a1 + a2j such that a1, a2 ∈ C, etc.
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The characteristic polynomial of this matrix in Sl(4,C) will have conjugate invari-
ant functions in the variables a1, a2, . . . , d1, d2. Computing this polynomial, we
find:
∣∣∣∣∣∣∣∣
X − a1 −a2 −b1 −b2
a¯2 X − a¯1 b¯2 −b¯1
−c1 −c2 X − d1 −d2
c¯2 −c¯1 d¯2 X − d¯1
∣∣∣∣∣∣∣∣
= X4 − 2[(Re a) + (Re d)]X3
+[|a|2 + |d|2 + 4(Re a)(Re d) − 2(Re bc)]X2
−2[|d|2Re(a) + |a|2Re(d) − Re(a¯bc) − Re(bcd¯)]X + |ad − aca−1b|
= X4 − 2F3
(
a b
c d
)
X3 + F2
(
a b
c d
)
X2
− 2F1
(
a b
c d
)
X + detH
(
a b
c d
)
This proves the proposition. 
We now show how to use these invariants to determine (at least partially) the con-
jugacy class of a given element in PSl(2,H). Note that, for A ∈ Sl(2,H), F1(−A) =
−F1(A), F2(−A) = F2(A), and F3(−A) = −F3(A).
Proposition 4.2. Let f = [ a
c
b
d
] ∈ PSl(2,H). Set A = ( a
c
b
d
) ∈ Sl(2,H). Then f
is elliptic, hyperbolic or parabolic if and only if
F1(A) = F3(A), (1)
F2(A) = F1(A)2 + 2. (2)
Furthermore, suppose A satisfies Eqs. (1) and (2). Then
(1) f is hyperbolic if and only if |F1(A)| > 2.
(2) f is elliptic, parabolic, or the identity if and only if −2  |F1(A)|  2.
Proof. It is easy to show, using the conjugate-equivalent representations given in
Proposition 3.4, that elliptic, hyperbolic, and parabolic transformations all satisfy the
two given equations. Thus, we need only to show that a loxodromic, non-hyperbolic
transformation will not satisfy these equations.
Let f ∈ PSl(2,H) be a loxodromic, non-hyperbolic transformation. Then f is
conjugate to a transformation represented by a matrix ( ka0 01
k
d
)
, such that k  1 and
a, d ∈ H with ka ∼ 1
k
d and |a| = |d| = 1.
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Suppose F1(A) = F3(A) and F2(A) = F1(A)2 + 2. Then
|F1(A)| = 1
k
(Re a) + k(Re d)
= |F3(A)|
= k(Re a) + 1
k
(Re d).
Thus, either k = 1 and Re a /= Re d or k > 1 and Re a = Re d .
Case 1: k = 1 and Re a /= Re d
In this case, F2(A) = 2 + 4(Re a)(Re d) and |F1(A)| = (Re a) + (Re d). Thus,
F2 = 2 + F12 implies that 0 = ((Re a) − (Re d))2, i.e. Re a = Re d , a contradiction.
Case 2: k > 1 and Re a = Re d
In this case, F2(A) = k2 + 1k2 + 4(Re a)2 and |F1(A)| =
(
k + 1
k
)
(Re a). So,
F2 = 2 + F12 implies that
k2(1 − (Re a)2) + 1
k2
(1 − (Re a)2) = 2(1 − (Re a)2).
Since 0  (1 − (Re a)2)  1 and k2 + 1
k2
= 2 if and only if k = 1, 0 = 1 − (Re a)2.
This contradicts the assumption that f is not hyperbolic.
To prove the last statement of the proposition, suppose A satisfies equations (1)
and (2). If f is hyperbolic, then it is conjugate to the transformation represented by
the matrix
(
k
0
0
k−1
)
for some k > 1. Then |F1(A)| = k + k−1 > 2. Similarly, if f is
elliptic, parabolic or the identity, then it is conjugate to a transformation represented
by a triangular matrix with diagonal entries both α for some α ∈ S1 ⊂ C ⊂ H. So,
−2  |F1(A)| = 2Re(α)  2. This completes the proof of the proposition. 
5. Distinguishing between elliptic and parabolic transformations
A careful study of the invariants described in the previous section will reveal
that elliptic and parabolic transformations are indistinguishable with regard to the
functions F1, F2 and F3. In particular, if
A =
(
α 0
0 α
)
, B =
(
α 1
0 α
)
for α ∈ S1 ⊂ H, then F1(A) = F1(B), F2(A) = F2(B), and F3(A) = F3(B). So,
we must use another technique in order to distinguish an elliptic transformation from
a parabolic one. The resulting technique is rather less elegant than the use of the three
invariants, but it gets the job done.
In [11], Huang and So describe all of the possible quaternionic solutions to the
quadratic equation
h2 + Bh + C = 0 for B,C ∈ H.
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A corollary of their main theorem (Corollary 2.4 in the paper) is of most interest to
us here:
Theorem 5.1 (Huang–So). The quadratic equation h2 + Bh + C = 0 has infinitely
many solutions if and only if B,C ∈ R and B2 − 4C < 0.
It is interesting to note that the proof of the following theorem solves a purely
algebraic problem (the solving of a certain quaternionic quadratic equation) by sim-
plifying it using a geometric method.
Theorem 5.2. Let g be an element ofM5 with quaternionic matrix representation
A = ( a
c
b
d
) ∈ Sl(2,H) such that g is either parabolic or elliptic, i.e. A satisfies Eqs.
(1) and (2) from Proposition 4.2 and −2  |F1(A)|  2.
(1) If b = 0, then g is elliptic if and only if either ca¯ = dc or a ∈ R and c = 0.
(2) If b /= 0, then g is elliptic if and only if
(a) a + bdb−1, (c − db−1a)b ∈ R, and
(b) (a + bdb−1)2 + 4b(c − db−1a) < 0.
Proof. The result for when b = 0 is the proof of Part 3 in 3.3 (Note that in this case
a ∼ d a priori). So, we may proceed to the case where b /= 0.
Then(
a b
c d
)
∼
(
1 0
−db−1 1
)(
a b
c d
)(
1 0
db−1 1
)
=
(
a + bdb−1 b
c − db−1a 0
)
.
Thus, the number of fixed points of g is equal to the number of fixed points of the
transformation g˜ represented by
(

b
0
) = ( a+bdb−1
c−db−1a
b
0
)
.
Note that both  /= 0 and  /= 0. The fixed points of g˜ satisfy the equation:
hh = h + b
If h ∈ H satisfies the above equation, then h˜ = −1h satisfies
−1h˜2 − −1h˜ − b = 0,
i.e.
h˜2 − −1h˜ − b = 0.
According to the Huang–So Corollary, this quadratic equation has infinitely many
solutions if and only if
(1) −1,b ∈ R, and
(2) 2−1 + 4b < 0.
Furthermore, the quantity −1 is real if and only if  is a real number. Substitut-
ing a, b, c and d back into  and  and simplifying gives the result. 
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