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Abstract
In this paper, firstly, we give a complete list of tame local graded Frobenius algebras, then, by
the method of bosonization and this list, we determine the structure of tame (radically) graded basic
Hopf algebras completely.
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1. Introduction
Throughout this paper k denotes an algebraically closed field. All spaces are k-spaces.
By an algebra we mean a finite dimensional associative algebra with identity element. We
freely use the results, notations, and conventions of [13].
In the view point of representation type, every finite dimensional algebra exactly be-
longs to one of following three types: finite representation type, tame type and wild type.
Basic Hopf algebras and their duals, pointed Hopf algebras, have been studied by many au-
thors [3,10]. Our intention is to classify finite dimensional basic Hopf algebras according
to their representation types.
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842 G. Liu / Journal of Algebra 299 (2006) 841–853In [11], the authors have classified all basic Hopf algebras of finite representation type
and show that they are all monomial Hopf algebras (see [5]). This paper can be viewed as
a try to classify tame basic Hopf algebras. We determine the structure of tame (radically)
graded basic Hopf algebras completely (see Theorem 5.4).
We now give a short description of our method. Let H be a finite dimensional basic Hopf
algebra over k. Then its radically graded algebra grH = H/JH ⊕ JH/J 2H ⊕ · · ·, where JH
is the Jacobson radical of H , is a Hopf algebra too. By a work of Radford (see [14]), we
have grH ∼= RH × H/JH , where RH = {a ∈ H | (id ⊗ π)Δ(a) = a ⊗ 1} and π :H →
H/JH the canonical epimorphism. One of our results is that grH and RH have the same
representation type and RH is a local graded Frobenius algebra (see Proposition 5.3). This
result help us to reduce the study of tame graded basic Hopf algebras to that of tame
local graded Frobenius algebras. Fortunately, we classify all tame local graded Frobenius
algebras and show that there are only five classes of local algebras which are tame graded
Frobenius (see Theorem 3.1).
In Section 2, some preliminaries are given. A complete list of tame local graded Frobe-
nius algebra is given in Section 3. The relationship between representation type of A and
that of A#H , when H and H ∗ are semisimple, is described and show that they are same in
Section 4. In Section 5, Theorem 5.4 tell us that there are at most five classes algebras can
play the same role as RH in the decomposition RH ×H/JH .
2. Preliminaries
A quiver is an oriented graph Γ = (Γ0,Γ1), where Γ0 denotes the set of vertices and
Γ1 denotes the set of arrows. kΓ denotes its path algebra. An ideal I of kΓ is called
admissible if JN ⊂ I ⊂ J 2 for some N  2, where J is the ideal generated by all arrows.
For a basic algebra A, by the Gabriel’s theorem, there is a unique quiver ΓA, and an
admissible ideal I of kΓA, such that A ∼= kΓA/I (see [4]). The quiver ΓA is called the
Ext-quiver of A. The Ext-quiver of A also can be defined directly: Its vertices are indexed
by all non-isomorphic simple A-modules and the number of arrows from simple A-module
Si to simple A-module Sj is defined to be dimk Ext1A(Si, Sj ). We always denote the Jacob-
son radical of A by JA. Define ei to be the primitive idempotent element of A satisfying
(A/JA)ei ∼= Si , then we know that dimk Ext1A(Si, Sj ) = dimk ej (JA/J 2A)ei (see page 68
in [4]).
An algebra A is said to be of finite representation type provided there are finitely many
non-isomorphic indecomposable A-modules. A is of tame type or A is a tame algebra if A
is not of finite representation type, whereas for any dimension d > 0, there are finite num-
ber of A-k[T ]-bimodules Mi which are finitely generated free as right k[T ]-modules such
that all but a finite number of indecomposable A-modules of dimension d are isomorphic
to Mi ⊗k[T ] k[T ]/(T − λ) for λ ∈ k. We say that A is of wild type or A is a wild algebra if
there is a finitely generated A-k〈X,Y 〉-bimodule B which is free as a right k〈X,Y 〉-module
such that the functor B ⊗k〈X,Y 〉 – from mod-k〈X,Y 〉, the category of finitely generated
k〈X,Y 〉-modules, to mod-A, the category of finitely generated A-modules, preserves inde-
composability and reflects isomorphisms. See [8].
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Denote the characteristic of k by chark. The main result of this section is the following.
Theorem 3.1. Let Λ be a tame local graded Frobenius algebra. If chark = 2, then Λ ∼=
k〈x, y〉/I where I is one of forms:
(1) I = (x2 − y2, yx − ax2, xy) for 0 = a ∈ k;
(2) I = (x2, y2, (xy)m − a(yx)m) for 0 = a ∈ k and m 1;
(3) I = (xn − yn, xy, yx) for n 2;
(4) I = (x2, y2, (xy)mx − (yx)my) for m 1;
(5) I = (yx − x2, y2).
We want to prove Theorem 3.1 now. Some preliminaries must be given at first. It is easy
to know that a local algebra is Frobenius if and only if the dimension of its socle equals
to one. In this section, Λ always denotes a local Frobenius algebra and JΛ its Jacobson
radical.









We denote this quiver by Q. By the Gabriel’s theorem (see [4]), we know A ∼= k〈x, y〉/I
for some ideal J 2 ⊆ I ⊆ JN where J is the ideal of k〈x, y〉 generated by x, y and N  2.
Therefore, if A is Frobenius then dimk A 4. There is a natural filtration on A. We denote
its graded algebra associated to this filtration by grA. We say A is graded if A ∼= grA.
For convention, we always denote the image of x, y in A by x, y too.
Lemma 3.2. Let Λ = kQ/I be a local graded Frobenius algebra such that J 2Λ is generated
by x2 and y2. Then xy = 0 if and only if I = (x2 − y2, yx − ax2, xy) for 0 = a ∈ k or
xy = yx = 0.
Proof. It is enough to prove the necessity. By assumption, we have that Λ is spanned by
1, x, x2, . . . , y, y2, . . . . We may write yx = xcw+ydz where w,z are units with w ∈ k[x],
z ∈ k[y], c, d  2. Then 0 = xyx = xc+1w and then xc+1 = 0. Since also xcy = 0, it
follows that xc ∈ socΛ, the socle of Λ. Moreover, 0 = yxy = yd+1z and we deduce that
yd+1 = 0. Since also xyd = 0, it follows that yd ∈ socΛ. This shows that yx ∈ socΛ since
socΛ is an ideal of Λ.
Assume yx = 0 and thus either xc or yd is not zero. Not loss generality, we assume
yd = 0. Since Λ is Frobenius, dimk socΛ = 1. It follows xc = byd for b ∈ k. If b = 0,
then xc = 0 and xc−1 ∈ socΛ. This implies there exists a positive integer i such that 0 =
xi ∈ socΛ. Using the fact that the dimension of socΛ is one again, we have xi = b′yd for
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for 0 = a ∈ k. Since Λ is a graded algebra, we know i = 2 and d = 2. That is to say, there
is an epimorphism kQ/(x2 − y′2, y′x − ax2, xy′)Λ. Since clearly dimk kQ/(x2 − y′2,
y′x − ax2, xy′) = 4, Λ ∼= kQ/(x2 − y′2, y′x − ax2, xy′). 
Lemma 3.3. Assume that chark = 2 and Λ is a 4-dimensional local graded Frobenius
algebra. Then Λ is isomorphic to one of the following algebras:
(1) kQ/(x2 − y2, yx − ax2, xy) for 0 = a ∈ k;
(2) kQ/(x2, y2, xy − ayx) for 0 = a ∈ k.
Proof. Let x, y be generators of JΛ. Since dimk Λ = 4 and Λ is Frobenius, xy and yx
belong to the socle of Λ.
(I) Assume xy = 0. If yx = 0, then y2 = 0 and x2 = 0 since dimk Λ = 1. Therefore, by
Lemma 3.2, Λ ∼= kQ/(x2 − y2, yx − ax2, xy) for 0 = a ∈ k.
If yx = 0. In this case, we know that x2 = ay2 for 0 = a ∈ k. Let u ∈ k with u2 = −a,
then, by chark = 2, X = x +uy, Y = x −uy are generators. And, X2 = Y 2 = x2 +u2y2 =
x2 −ay2 = 0, XY = YX = x2 −u2y2 = x2 +ay2. Therefore, Λ ∼= k〈X,Y 〉/(X2, Y 2,XY −
YX) which is a special case of (2).
(II) Assume xy = 0 = yx. Then xy = cyx for 0 = c ∈ k. By dimk socΛ = 1, we have
x2 = axy and y2 = bxy. If a = b = 0, then Λ ∼= kQ/(x2, y2, xy − cyx). Otherwise, no
loss generality, assume a = 0. Let Y = x − ay, then xY = 0. Therefore, we are in case (I)
again. 
Lemma 3.4. Let Λ be a local graded Frobenius algebra. Then
(i) If Λ is tame then dimk J 2Λ/J 3Λ  2.
(ii) If dimk J 2Λ/J 3Λ  1 then dimk Λ = 4 or Λ is an algebra as in Theorem 3.1(3).
Proof. (i) If dimk J 2Λ/J 3Λ  3, then there is a homomorphic image which is wild (see (2.1)
of [15]). This implies Λ is wild which contradict the assumption that Λ is tame.
(ii) Suppose now that dimk J 2Λ/J 3Λ  1. Then the dimension must be 1, since otherwise
x, y would lie in socΛ and socΛ would not be simple. Thus x2, y2, xy, yx cannot be zero
simultaneously.
Case (1): Either x2 = 0 or y2 = 0. Not loss generality, assume x2 = 0. Therefore, xy =
ax2, yx = bx2 and y2 = cx2 for a, b, c ∈ k since Λ is graded and dimk J 2Λ/J 3Λ = 1.
If x3 = 0, then xyx = ax3 = bx3 and so a = b. This implies that xy = yx. That is to
say Λ is commutative and Λ is a symmetric algebra. By a consequence of K. Erdmann
(see Lemma III.4 of [8]), dimk Λ = 4 or Λ ∼= kQ/(xm − yn, xy, yx). Since Λ is graded,
m = n.
If x3 = 0, then x2y = ax3 = xyx = 0, y2x = cx3 = xy2 = 0, yx2 = bx3 = 0, yxy =
bx2y = bx(xy) = abx3 = 0, y3 = cx2y = cax3 = 0. That is to say, J 3Λ = 0 and so
dimk J 2 = 1. Therefore, dimk Λ = 4.Λ
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long to socΛ and so dimk socΛ> 1 which is impossible since Λ is Frobenius. Therefore,
xy = ayx for 0 = a ∈ k and dimk Λ = 4. 
The following lemma, due to K. Erdmann, is given in [8, p. 84].
Lemma 3.5. Let A be a tame local algebra with the quiver Q, of dimension 5, with J 3 = 0.
Then Λ ∼= kQ/L where L is one of the following ideals:
(1) (xy, yx),
(2) (yx − x2, xy),
(3) (yx − x2, xy − ay2) where a ∈ k and 0 = a = 1,
(4) (x2, y2),
(5) (yx − x2, y2).
Lemma 3.6. Let Λ be a local graded Frobenius algebra such that xy and yx lie in J 3Λ.
Then Λ ∼= kQ/(xn − yn, xy, yx) for some positive integer n.
Proof. By assumption, xy and yx belong to J 3Λ. Since Λ is a graded algebra, xy = yx = 0.
Since Λ is a finite dimensional algebra, there exist positive integers mx and my such that
xmx = ymy = 0 and xmx−1 = 0 = ymy−1. Therefore, xmx−1, ymy−1 ∈ socΛ. Thus xmx−1 =
cymy−1 for c = 0. Let y′ = my−1√cy, then xmx−1 = y′my−1. By Λ is a graded algebra,
mx − 1 = my − 1. This means we get our desired conclusion. 
Lemma 3.7. Let Λ be a local graded Frobenius algebra such that yx − x2 and xy lie
in J 3Λ. Then Λ ∼= kQ/(x2 − y2, yx − ax2, xy) for 0 = a ∈ k.
Proof. Claim: JΛ does not have generators x′, y′ with (x′y′) and (y′x′) lying in J 3Λ. This
claim was proved in [8] (see Lemma III.7 of [8]).
By assumption, yx − x2, xy ∈ J 3Λ. Since Λ is graded, we have yx = x2 and xy = 0.
We know that yx = 0, otherwise it will contradict above claim. By Lemma 3.2, we get the
desired conclusion. 
Lemma 3.8. Let Λ be a local graded Frobenius algebra such that yx − x2 and xy − ay2
lie in J 3Λ where 0 = a = 1. Then dimk Λ = 4.
Proof. By assumption and Λ is graded, yx = x2 and xy = ay2 for 0 = a = 1. Therefore,
x3 = xyx = ay2x = ayx2 = ax3 and x2y = axy2 = a2y3 = ayxy = ax2y. Since a = 1,
x3 = 0 = x2y. Since a = 0, xyx = y2x = yx2 = xy2 = y3 = yxy = 0. That is J 3Λ = 0 and
J 2Λ ⊆ socΛ. This implies that dimk Λ = 4. 
Lemma 3.9. Let Λ be a local graded Frobenius algebra such that x2 and y2 lie in J 3Λ.
Then Λ ∼= kQ/(x2, y2, (xy)m −a(yx)m) or Λ ∼= kQ/(x2, y2, (xy)mx − (yx)my) for some
positive integer m and a = 0.
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(xy)m = 0, (xy)m+1 = 0, (yx)n = 0 and (yx)n+1 = 0. Therefore, (xy)mx, (yx)ny ∈ socΛ.
If (xy)mx = 0 = (yx)ny, then (yx)ny = a(xy)mx which implies m = n. Let y′ = ay,
(y′x)my′ = (xy′)mx. That is, Λ ∼= kQ/(x2, y′2, (xy′)mx − (y′x)my′).
If (xy)mx = 0 while (yx)ny = 0. Thus 0 = (yx)n ∈ socΛ. It follows that (xy)mx =
a(yx)n for a = 0. This is impossible sine (xy)mx and (yx)n have different degrees. Simi-
larly, there is no possibility such that (xy)mx = 0 while (yx)ny = 0.
The only left case is that (xy)mx = (yx)ny = 0. Therefore, (xy)m, (yx)n belong to the
socle of Λ and thus (xy)m = a(yx)n for 0 = a ∈ k. By Λ is graded, m = n and we prove
this lemma. 
Lemma 3.10. Let Λ be a local graded Frobenius algebra such that yx − x2 and y2 lie
in J 3Λ. Then Λ ∼= kQ/(yx − x2, y2) or dimk Λ = 4.
Proof. As before, yx = x2 and y2 = 0. It follows that xyx = x3 = yx2 = y2x = 0 and so
J 3Λ = (yxy) and J 4Λ = 0. Therefore, dimk Λ 6.
If dimk Λ = 4, then dimk Λ = 5 or 6. If dimk Λ = 6, then Λ ∼= kQ/(yx − x2, y2).
Claim: dimk Λ = 5. Otherwise, dimk J 2Λ/J 3Λ = 1 (if dimk J 2Λ/J 3Λ = 2, then dimk socΛ= 2). By Lemma 3.4, we know that dimk Λ = 4 or Λ ∼= kQ/(xn − yn, xy, yx) which
contradict dimk Λ = 5. 
Proof of Theorem 3.1. Since Λ is tame, dimk J 2Λ/J 3Λ  2 by Lemma 3.4.
If dimk J 2Λ/J
3
Λ = 1, Lemma 3.4 shows that Λ is one of algebras of (1)–(3) listed in this
theorem.
If dimk J 2Λ/J
3
Λ = 2, then dimk Λ/J 3Λ = 5. This means that Λ/J 3Λ satisfies the conditions
of Lemma 3.5. Therefore, Lemmas 3.6–3.10 give our desire conclusion. 
4. The relationship between the representation type of A and that of A#H
In this section, our main task is to prove that the representation type of H -module
algebra A is the same with that of A#H when H and H ∗ are semisimple.
We fix a notation at first. Let R be a ring and M,N two R-modules. If M is a direct
summand of N as a R-module, then we denote it by M|N .
Lemma 4.1. Let H be a semisimple Hopf algebra and A an H -module algebra. For any
finitely generated A#H -module X, X|(A#H)⊗A X.
Proof. Define ϕ : (A#H)⊗AX → X by (a#h)⊗x → (a#h)x for a ∈ A, h ∈ H and x ∈ X.
Clearly, ϕ is an A#H -epimorphism.
Let 0 = t ∈ ∫ r
H
and assume ε(t) = 1. Define ψ :X → (A#H)⊗A X by x → S(t ′)⊗ t ′′x
for x ∈ X. Here we write Δ(h) = h′ ⊗h′′ omitting summation symbol and index. We have,
for a ∈ A, h ∈ H , x ∈ X,
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= S(t ′)(t ′′ · a)⊗ t ′′′x = (S(t ′′)t ′′′ · a)#S(t ′)⊗ t ′′′′x
= (a#S(t ′))⊗ t ′′x = aψ(x),
ψ(hx) = S(t ′)⊗ t ′′hx = ε(h′)S(t ′)⊗ t ′′h′′x
= h′S(h′′)S(t ′)⊗ t ′′h′′′x = h′S(t ′h′′)⊗ t ′′h′′′x
= hS(t ′)⊗ t ′′x = hψ(x).
Therefore, ψ is an A#H -morphism. But, clearly, ϕψ = idX . Thus X|(A#H)⊗A X. 
Proposition 4.2. Assume H , H ∗ are semisimple Hopf algebras. Let A be an H -module
algebra, then A is of finite representation type if and only if A#H is so.
Proof. “Only if part”: Let {B1, . . . ,Bt } be a complete set of non-isomorphic indecompos-
able A-modules. Suppose X is an indecomposable A#H -module. Then viewing X as an
A-module, we have that X ∼=⊕tj=1 njBj and so (A#H)⊗AX ∼=
⊕t
j=1(nj (A#H)⊗ABj ).
Since, by Lemma 4.1, X is an A#H -summand of (A#H)⊗AX, we have that X is an A#H -
summand of (A#H) ⊗A Bi for some i. Therefore, the non-isomorphic indecomposable
A#H -summand of all the (A#H) ⊗A Bi give a complete set of non-isomorphic indecom-
posable A#H -module. Since this set is obviously finite, A#H is of finite representation
type.
“If part”: By the proof of necessity, we know that (A#H)#H ∗ is of finite represen-
tation type too. By Blattner–Montgomery Duality Theorem (see Section 9.4 in [13]),
(A#H)#H ∗ ∼= Mn(A) which is Morita equivalent to A. Thus A is of finite representation
type. 
Let Λ be a finite dimensional algebra. We define a category called generic category
(since its close relation with tame algebras and thus with generic modules (see [6])) whose
objects are all Λ-k[T ]-bimodules which are finitely generated free as right k[T ]-modules
and whose morphisms are Λ-k[T ]-morphisms. We denote this category by GC(Λ).
Lemma 4.3. Let X ∈ GC(Λ). X is indecomposable in GC(Λ) if and only if X⊗k[T ] k[T ]/
(T − λ) is indecomposable as a Λ-k[T ]/(T − λ)-bimodule for λ ∈ k.
Proof. “If part”: Clearly, if X is decomposable, then X⊗k[T ] k[T ]/(T −λ) decomposable
too.
“Only if part”: Assume X ⊗k[T ] k[T ]/(T − λ) = N1 ⊕ N2 for Λ-k[T ]/(T − λ)-
bimodules N1 and N2. Then
X ∼= X ⊗k[T ] k[T ]/(T − λ)⊗k[T ]/(T−λ) k[T ]
= (N1 ⊗k[T ]/(T−λ) k[T ]
)⊕ (N2 ⊗k[T ]/(T−λ) k[T ]
)
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assumption, X is indecomposable, N1 = 0 or N2 = 0. That is, X ⊗k[T ] k[T ]/(T − λ) is
indecomposable. 
Proposition 4.4. Assume H , H ∗ are semisimple Hopf algebras. Let A be an H -module
algebra, then A is tame if and only if A#H is tame.
Proof. “Only if part”: We will prove that A#H is tame through the definition of tame al-
gebras. Clearly, A#H is not finite representation type. Otherwise, A is finite representation
type by Proposition 4.2. Let d be a positive integer and X an indecomposable (A#H)-
module. Assume dimk X = d . By Lemma 4.1, X|(A#H)⊗A X. We denote X by XA when
we consider X as an A-module through the canonical way. Assume XA = X1 ⊕ · · · ⊕ Xm
as A-modules. Thus, for some i ∈ {1, . . . ,m}, X|(A#H)⊗A Xi .
Since the dimension of X is finite, the dimension of Xi is finite too. Since A is a tame
algebra, there are finite number of A-k[T ]-bimodules Mj (j = 1, . . . , n) which are free
as right k[T ]-modules such that all but finite number of indecomposable A-modules of
dimension not bigger than d are isomorphic to Mj ⊗k[T ] k[T ]/(T − λ) for some j and
some λ ∈ k. In order to prove that A#H is a tame algebra, there is no harm in assuming that
Xi ∼= Mij ⊗k[T ] k[T ]/(T −λ) for some ij ∈ {1, . . . , n} and some λ ∈ k. Clearly, (A#H)⊗A
Mij ∈ GC(A#H).
We decompose (A#H) ⊗A Mij into direct sum of indecomposable objects in





for a finite index set Ij . By Lemma 4.3,
Mkij
⊗k[T ] k[T ]/(T − λ) is indecomposable as an A#H -k[T ]/(T − λ)-bimodule too. This
is equivalent to saying that Mkij ⊗k[T ] k[T ]/(T −λ) is indecomposable as an A#H -module
since k[T ]/(T − λ) ∼= k. By discussions above, X|(A#H)⊗A Xi = (A#H)⊗A Mij ⊗k[T ]
k[T ]/(T − λ) =⊕k Mkij ⊗k[T ] k[T ]/(T − λ). This implies, X ∼= Mkij ⊗k[T ] k[T ]/(T − λ)
for some ij ∈ {1, . . . , n}, k ∈ Ij and λ ∈ k. Since the set {Mkij }ij∈{1,...,n},k∈Ij is finite, A#H
is tame too.
“If part”: Similar to the proof of the “If part” of Proposition 4.2. But for completeness,
we write it out. By the proof of necessity, we know that (A#H)#H ∗ is tame. By Blattner–
Montgomery Duality Theorem (see Section 9.4 in [13]), (A#H)#H ∗ ∼= Mn(A) which is
Morita equivalent to A. Thus A is tame. 
Theorem 4.5. Assume H , H ∗ are semisimple Hopf algebras. Let A be an H -module alge-
bra, then A and A#H have the same representation type.
Proof. Recall Drozd’s celebrated tame-and-wild theorem states that a finite dimensional
algebra, which is not finite representation type, is either tame or wild (see [7]). Thus by
Propositions 4.2 and 4.4, we deduce that A is wild if and only if A#H is wild. Summarizing
Propositions 4.2, 4.4 and this conclusion, we get the desired result. 
Remark 4.6. By Drozd’s definition of tameness, finite representation type is indeed a spe-
cial case of tame type. Thus his original tame-and-wild theorem tell us that every finite
dimensional algebra is either tame or wild. For our purpose, we make a slight modification
of this famous theorem in the form given in the proof of above theorem.
G. Liu / Journal of Algebra 299 (2006) 841–853 8495. Tame graded basic Hopf algebras
The main aim of this section is to describe the structure of tame graded basic Hopf
algebras (see Theorem 5.4).
Let H be a finite dimensional Hopf algebra and JH its Jacobson radical. Denote grH its
radically graded algebra, i.e., grH = H/JH ⊕JH/J 2H ⊕· · ·⊕Jm−1H if JmH = 0. Recall that
a Hopf algebra H is called graded if (i) H =⊕H(n) as vector space; (ii) H(i)H(j) ⊂
H(i + j); (iii) Δ(H(n)) ⊂∑ni=0 H(i) ⊗ H(n − i) and S(H(n)) ⊂ H(n). The following
lemma, which is indeed dual to Lemma 5.2.8 in [13], will help us to determine when grH
is a graded Hopf algebra.
Lemma 5.1. grH = H/JH ⊕ JH/J 2H ⊕ · · · ⊕ Jm−1H is a graded Hopf algebra if and only
if JH is a Hopf ideal.
Proof. “Only if part”: By assumption, H/JH is a Hopf algebra and so JH is a Hopf ideal.
“If part”: Clearly, it is graded as an algebra. Since S(J iH ) ⊂ J iH for i ∈ {0,1, . . . ,m−1},
S(J iH /J
i+1
H ) ⊂ J iH /J i+1H .
So it is enough to prove that it is also graded as a coalgebra. Since JH is a Hopf ideal,
Δ induce an algebra morphism Δ :H/JH → H ⊗ H/(H ⊗ JH + JH ⊗ H) ∼= H/JH ⊗
H/JH . That is, Δ(H/JH ) ⊂ H/JH ⊗H/JH .
It is easy to see that we have the exact sequence of vector spaces
0 → (H ⊗ J 2H + JH ⊗ JH + J 2H ⊗H
)/(
J 2H ⊗H +H ⊗ J 2H
)
→ H/J 2H ⊗H/J 2H → (H ⊗H)
/(
H ⊗ J 2H + JH ⊗ JH + J 2H ⊗H
)→ 0.
Therefore, a vector space basis for (H ⊗ H)/(H ⊗ J 2H + JH ⊗ JH + J 2H ⊗ H) is given
by ei ⊗ ej , ei ⊗ a, a ⊗ ei where {ei} is a basis for H/JH and a runs through a basis for
JH/J
2
H . This implies the vector basis for (H ⊗H)/(H ⊗ J 2H + JH ⊗ JH + J 2H ⊗H) lies
in H/JH ⊗H/JH +H/JH ⊗JH/J 2H +JH/J 2H ⊗H/JH . Then clearly the elements of the
form ei ⊗ a, a ⊗ ei form a vector space basis for H ⊗ JH + JH ⊗ H in (H ⊗ H)/(H ⊗
J 2H + JH ⊗ JH + J 2H ⊗H). That is, the vector basis for (H ⊗ JH + JH ⊗H)/(H ⊗ J 2H +
JH ⊗ JH + J 2H ⊗H) lies in H/JH ⊗ JH/J 2H + JH/J 2H ⊗H/JH and thus
(H ⊗ JH + JH ⊗H)
/(
H ⊗ J 2H + JH ⊗ JH + J 2H ⊗H
)







)⊂ (H ⊗ JH + JH ⊗H)
/(
H ⊗ J 2H + JH ⊗ JH + J 2H ⊗H
)
∼= H/JH ⊗ JH/J 2H + JH/J 2H ⊗H/JH .
Similar to the case of JH/J 2H , we can show that for any i ∈ {2, . . . ,m−1} the vector ba-
sis for (H ⊗H)/(H ⊗J i +JH ⊗J i−1 +· · ·+J i ⊗H) lies in H/JH ⊗H/JH +H/JH ⊗H H H
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H ⊗ J i−1H + JH ⊗ J i−2H + · · · + J i−1H ⊗H
)/(
H ⊗ J iH + JH ⊗ J i−1H + · · · + J iH ⊗H
)
∼= H/JH ⊗ J i−1H /J iH + JH/J 2H ⊗ J i−2H /J i−1H + · · · + J i−1H /J iH ⊗H/JH .
Thus Δ(J i−1H /J
i
H ) ⊂ (H ⊗J i−1H +JH ⊗J i−2H +· · ·+J i−1H ⊗H)/(H ⊗J iH +JH ⊗J i−1H +




So grH is also graded as a coalgebra. 
Recall one result, due to Green and Solberg (see [10]), states that the Jacobson radical
of a basic Hopf algebra is a Hopf ideal. So, we have the following corollary.
Corollary 5.2. Let H be a basic Hopf algebra, then grH is a graded Hopf algebra.
Let H,H0 be Hopf algebras and π :H → H0 and ι :H0 → H Hopf homomorphisms.
Assume that πι = idH0 , so that π is surjective and ι is injective. Define
RH := Hcoπ =
{
h ∈ H | (id ⊗ π)Δ(h) = h⊗ 1}.
By a Radford’s conclusion (see Theorem 3 of [14]),
H ∼= RH ×H0 as Hopf algebras
where “×” was called biproduct in [14] and bosonization in [12]. Knowledge about biprod-
uct or bosonization can be found in [3,12,14]. We list some facts, which we will not give
any proof, from [3,12,14]:
(Fact i) RH is a braided Hopf algebra in H0H0YD, the category of Yetter–Drinfeld modules
over H0 (see [3]);
(Fact ii) As a linear space, RH × H0 = RH ⊗ H0. Its multiplication and comultiplication
are usual smash product and smash coproduct respectively;
(Fact iii) RH = {h′ιπS(h′′) | h ∈ H }.
In the following of this section, H always denotes a basic Hopf algebra. Thus grH , by
above corollary, is a graded Hopf algebra. Clearly, H/JH =grH(0) is a Hopf subalgebra of
grH and there is a natural Hopf algebra epimorphism π : grH → H/JH with a retraction
of the inclusion. We can then apply above discussion. Let RH = {h ∈ H | (id⊗π)Δ(h) =
h⊗ 1}, then grH can be reconstruct from RH and H/JH as a bosonization
grH ∼= RH ×H/JH .
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dimk H/JH is invertible in k, then
(i) RH and grH have the same representation type;
(ii) RH is a local graded Frobenius algebra.
Proof. (i) By the (Fact ii) of bosonization, grH ∼= RH #H/JH as algebras. Since H/JH
is a commutative semisimple Hopf algebra, H/JH ∼= (kG)∗ for some finite group. By
assumption and the well-known Maschke Theorem, (H/JH )∗ ∼= kG is also semisimple.
Thus (i) is a direct consequence of Theorem 4.5.
(ii) At first, we show that RH is also graded as an algebra. In fact, on one hand, it is
easy to see that if h ∈ grH(n) then h′ιπS(h′′) belongs to grH(n) too. On the other hand,
by (Fact iii) of bosonization, RH = {h′ιπS(h′′) | h ∈ H }. Therefore, RH is graded and
RH(n) = H(n)∩R.
Secondly, let us prove that RH is a local algebra. In order to prove this, it is enough
to prove that RH(0) = k1. We have known that RH(0) = RH ∩ grH(0) = RH ∩ H/JH .
Let x ∈ RH ∩ H/JH , then Δ(x) = Δ(π(x)) = (π ⊗ π)Δ(x) = (π ⊗ id)(id⊗π)Δ(x) =
π(x) ⊗ 1. Therefore, x = (ε ⊗ id)Δ(x) = ε(π(x))1 = ε(x)1. That is, x ∈ k1 and so RH ∩
H/JH = k1. Therefore, RH is a local algebra.
The only left task is to show that RH is a Frobenius algebra. This fact can be gotten
directly as long as we note that any finite dimensional braided Hopf algebra is Frobenius
(see 5.6 and Remark 5.8 of [9]) and (Fact i) of bosonization. 
The next conclusion will give us the structure of tame (radically) graded basic Hopf
algebras.
Theorem 5.4. Let H be a basic Hopf algebra. Assume chark = 2 and dimk H/JH is in-
vertible in k, then grH is tame if and only if grH ∼= k〈x, y〉/I × (kG)∗ for some finite
group G and some ideal I which is one of the following forms:
(1) I = (x2 − y2, yx − ax2, xy) for 0 = a ∈ k;
(2) I = (x2, y2, (xy)m − a(yx)m) for 0 = a ∈ k and m 1;
(3) I = (xn − yn, xy, yx) for n 2;
(4) I = (x2, y2, (xy)mx − (yx)my) for m 1;
(5) I = (yx − x2, y2).
Proof. “Only if part”: On one hand, by (i), (ii) of Proposition 5.3, RH is a tame local
graded Frobenius algebra. On the other hand, H/JH is a commutative semisimple Hopf
algebra and thus H/JH ∼= (kG)∗ for some finite group. Therefore, by Theorem 3.1 and
grH ∼= RH ×H/JH , we get the desire conclusion.
“If part”: By Theorem 3.1, we know that k〈x, y〉/I is a tame algebra. So the desire
conclusion is got from (i) of Proposition 5.3. 
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(kG)∗
(kG)∗YD for some finite group G, then we can form the bosonization Λ × (kG)∗ which
is a Hopf algebra. For a tame local graded Frobenius algebra A, above theorem dose not
imply the existence of finite group G satisfying A is a braided Hopf algebra in (kG)
∗
(kG)∗YD.
Indeed, at present, we do not know whether such a group exists or not.
Problem 5.1. For a tame local graded Frobenius algebra A, give an effective method to
determine that whether there is a finite group G satisfying A is a braided Hopf algebra in
(kG)∗
(kG)∗YD. If such a G exists, then find all of them.
The following two examples show that for some special tame local graded Frobenius
algebras, such G exist. Thus there do exist tame graded basic Hopf algebras.
Example 5.1. Let q be a nth primitive root of unity. Note that this implies that chark  n.
Recall that the Taft algebra Tn2(q) is a Hopf algebra generated by elements g and x, with
relations
gn = 1, xn = 0, xg = qgx
with comultiplication Δ, counit ε, and antipode S given by
Δ(g) = g ⊗ g, Δ(x) = 1 ⊗ x + x ⊗ g,
ε(g) = 1, ε(x) = 0,
S(g) = g−1, S(x) = −xg−1.
It is a basic Hopf algebra since Tn2(q)/JTn2 (q) is isomorphic to the cyclic group algebra
kZn which is a commutative semisimple algebra.
We consider H = T22(−1)⊗T22(−1). We denote the generators of the first Taft algebra
by x,g and that of latter by y,h. Clearly, as a vector space,
H = span{1 ⊗ 1,1 ⊗ h,g ⊗ 1, g ⊗ h}
⊕ span{1 ⊗ y,1 ⊗ yh,g ⊗ y,g ⊗ yh,x ⊗ 1, xg ⊗ 1, x ⊗ h,xg ⊗ h}
⊕ span{x ⊗ y, x ⊗ yh,xg ⊗ y, xg ⊗ yh}
where span{S} means the vector space with basis the set S. It is straightforward to show
that
JH = span{1 ⊗ y,1 ⊗ yh,g ⊗ y,g ⊗ yh,x ⊗ 1, xg ⊗ 1, x ⊗ h,xg ⊗ h}
⊕ span{x ⊗ y, x ⊗ yh,xg ⊗ y, xg ⊗ yh},
H/JH = span{1 ⊗ 1,1 ⊗ h,g ⊗ 1, g ⊗ h},
JH /J
2
H = span{1 ⊗ y,1 ⊗ yh,g ⊗ y,g ⊗ yh,x ⊗ 1, xg ⊗ 1, x ⊗ h,xg ⊗ h},
J 2 = span{x ⊗ y, x ⊗ yh,xg ⊗ y, xg ⊗ yh}H
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H/JH ∼= k(Z2 ×Z2) and dimk(H/JH ) = 4. This implies dimk RH = 4 since dimk H = 16.
By the definition of RH , we know that xg ⊗ 1,1 ⊗ yh ∈ RH . But clearly
dimk
(
k〈xg ⊗ 1,1 ⊗ yh〉/((xg ⊗ 1)2, (1 ⊗ yh)2, (xg ⊗ 1)(1 ⊗ yh)− (1 ⊗ yh)(xg ⊗ 1)))
= 4.
Thus RH ∼= k〈X,Y 〉/(X2, Y 2,XY −YX) which is tame by Theorem 3.1. This means H is
tame too.
Example 5.2 (Book algebras). Let q be a nth primitive root of unity and m a positive
integer satisfying (m,n) = 1. Let H = h(q,m) = k〈y, x, g〉/(xn, yn, gn − 1, gx − qxg,
gy − qmyg,xy − yx) and with comultiplication, antipode and counit given by
Δ(x) = x ⊗ g + 1 ⊗ x, Δ(y) = y ⊗ 1 + gm ⊗ y, Δ(g) = g ⊗ g,
S(x) = −xg−1, S(y) = −g−my, S(g) = g−1,
ε(x) = ε(y) = 0, ε(g) = 1.
It is a Hopf algebra and called book algebra. It is a basic algebra since h(q,m)/Jh(q,m)
is a commutative semisimple algebra. For more knowledge about book algebras, see [2].
It is straightforward to show that RH = k〈x′, y〉/(x′n, yn, x′y − qmyx′) where x′ = xg−1
(see 1.4.2 of [1]). In particular, if n = 2, q = −1,m = 1, then RH ∼= k〈X,Y 〉/(X2, Y 2,
XY + YX), which is tame by Theorem 3.1. Thus h(−1,1) is tame.
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