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Abstract
In this paper we study the existence of a uniform attractor for strongly damped wave equations with a time-dependent driving
force. If the time-dependent function is translation compact, then in a certain parameter region, the uniform attractor of the system
has a simple structure: it is the closure of all the values of the unique, bounded complete trajectory of the wave equation. And it
attracts any bounded set exponentially. At the same time, we consider the strongly damped wave equations with rapidly oscillating
external force gε(x, t) = g(x, t, t/ε) having the average g0(x, t) as ε → 0+. We prove that the Hausdorff distance between the
uniform attractor Aε of the original equation and the uniform attractor A0 of the averaged equation is less than O(ε1/2). We
mention, in particular, that the obtained results can be used to study the usual damped wave equations.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the following strongly damped wave equation with a time-dependent external force:
∂2u
∂t2
− α∂u
∂t
−u+ h
(
∂u
∂t
)
+ f (u) = g(x, t), x ∈ Ω, t  τ, τ ∈ R, (1.1)
associated with the following initial value conditions and homogeneous Dirichlet boundary condition:
u(x, τ ) = u0τ (x), ∂u
∂t
(x, τ ) = u1τ (x), (1.2)
u(x, t)|x∈∂Ω = 0, t  τ, τ ∈ R, (1.3)
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boundary ∂Ω . The parameter α is non-negative and corresponds to loss affects. The function g is time-dependent
which figures the external current and drives the device, and g(·, t) ∈ Cb(R,L2(Ω)), where Cb(R,L2(Ω)) is the set
of continuous bounded functions from R into L2(Ω). Let f,h ∈ C1(R,R), we make the following assumptions:
(i) There exist two non-negative constants c0 and c1  0 such that∣∣f (u)∣∣0  c0, ∣∣f (u1)− f (u2)∣∣0  c1|u1 − u2|0, ∀u1, u2 ∈ R, (1.4)
where | · |0 denotes the absolute value of number in R.
(ii) There exist two constants β1 and β2 such that
h(0) = 0, −αλ1 < β1  h′(s) β2 < +∞, ∀s ∈ R, (1.5)
where λ1 is the first eigenvalue of the operator − on Ω under the homogeneous Dirichlet boundary condition.
Wave equations, describing a great variety of wave phenomena, occur in the extensive applications of mathematical
physics. Equation (1.1) can be regarded as a perturbed equation of a continuous Josephson junction where f (u) =
sinu [6].
It is well known that in many cases the long-time behavior of dynamical systems, generated by evolutionary
equations of mathematical physics can be naturally described in terms of attractors of the corresponding semigroups
(see [1,5,8]). When the equations depend explicitly on t , the case can be complex. For instance, in order to construct
the attractor for Eq. (1.1) where g = g(x, t) depends explicitly on t, one should consider all right-hand sides belonging
to the hull H(g0) of the initial right-hand side g0 which can be defined in the following way:
H(g0) =
[
g0(x, t + h) | h ∈ R
]
L2loc(R,H)
.
As usual, we restrict ourselves to consider only such right-hand sides g for which the hull H(g0) is compact in
L2loc(R,H) (see [10]).
In this paper, we first study the existence of a uniform attractor for the strongly damped wave equations (1.1)
with the time-dependent driving force g(x, t). If the function g(x, t) is translation compact in L2loc(R,L
2(Ω)),
and the functions f (u),h( ∂u
∂t
) satisfy (1.4) and (1.5), respectively, we prove that in a certain parameter region, the
strongly damped wave equation (1.1) in the space E = H 10 (Ω) × L2(Ω) has a unique, global and bounded solution{X(t), t ∈ R}, which attracts exponentially any other solution of (1.1) as t → +∞. At the same time the uniform
(w.r.t. g ∈H(g0)) attractor A of the process corresponding to Eqs. (1.1)–(1.3) can be described as the closure in E of
all the values of the function X(t) if t traces R, i.e.,
A= [X(·, t) | t ∈ R]
E
.
More recently, the influence of oscillatory perturbations in the modeling partial differential equations on the corre-
sponding attractors has been studied in relation with the behavior of the averaged system and its attractors, see [2,4,9]
and the references therein. In this paper, we secondly study the case that the forcing term oscillates rapidly in time
having the form
gε(x, t) = g
(
x, t,
t
ε
)
, where 0 < ε  ε0.
If gε(x, t) admits a uniform average g0(x, t) when ε → 0, then we obtain the estimate of the Hausdorff distance
between the uniform attractor Aε of the oscillatory and the uniform attractor A0 of the averaged equation.
2. Uniform attractor
Let A = −, D(A) = H 10 (Ω) ∩ H 2(Ω). Then A is a self-adjoint, positive linear operator with the eigenvalues{λi}i∈N satisfying 0 < λ1  λ2  · · · λm · · · , λm → +∞ (m → +∞). The space V2r = D(Ar) (r ∈ R) is a Hilbert
space with the inner product and norm: (u, v)2r = (Aru,Arv),‖u‖22r = (Aru,Aru). In particular, (A1/2u,A1/2v) =
(∇u,∇v), ∀u,v ∈ H 1(Ω). Set E = H 1(Ω) ×L2(Ω), and let0 0
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∫
Ω
uv dx, |u| = (u,u) 12 , ∀u,v ∈ L2(Ω),
((u, v)) =
∫
Ω
∇u · ∇v dx, ‖u‖ = ((u,u)) 12 , ∀u,v ∈ H 10 (Ω),
and
(Y1, Y2)E = ((u1, u2)) + (v1, v2), ‖Y‖E = (Y,Y )
1
2
E, ∀Yi = (ui, vi)T , Y = (u, v)T ∈ E, i = 1,2,
denote the usual inner products and norms in L2(Ω),H 10 (Ω) and E, respectively.
It is convenient to reduce system (1.1) to an evolutionary equation of the first order in time. In fact, system (1.1)
where g replaced with g0 is equivalent to the following initial value problem in the Hilbert space E:{
Y˙ = CY + F(Y, t), x ∈ Ω, t  τ, τ ∈ R,
Y (τ ) = Yτ = (u0τ , u1τ )T ∈ E,
(2.1)
where Y = (u, ∂u
∂t
)T ,F (Y, t) = (0,−h(∂u
∂t
)− f (u)+ g0(x, t))T ,
C =
( 0 I
−A −αA
)
,
D(C) =
{(
u,
∂u
∂t
)T
: u,
∂u
∂t
∈ H 10 (Ω), u+ α
∂u
∂t
∈ D(A)
}
.
Massatt proved in [7] that C is a sectorial operator on E and generates an analytic semigroup eCt on E. By the
assumptions (1.4) and (1.5), it is easy to check that F(Y, t) : E → E is globally Lipschitz continuous with respect
to Y . By [11], we have
Lemma 1. Assume that the conditions (1.4) and (1.5) hold. Then for any Yτ ∈ E, there exists a unique function
Y(·) = Y(·, Yτ ) ∈ C([τ,+∞),E) such that Y(τ,Yτ ) = Yτ and Y(t) satisfies the following integral equation:
Y(t, Yτ ) = eC(t−τ)Yτ +
t∫
τ
eC(t−s)F
(
Y(s), s
)
ds.
Y (t, Yτ ) is jointly continuous in t and Yτ and ∀T ∗ > 0,(
u,
∂u
∂t
)
∈ C([τ,+∞),H 10 (Ω))× [C([τ,+∞),L2(Ω))∩L2([τ, τ + T ∗),H 10 (Ω))].
Lemma 1 implies that Y(t) can be represented as
Y(t) = Ug0(t, τ )Yτ , Yτ ∈ E, t  τ, τ ∈ R,
where the mapping {Ug0(t, τ ), t  τ, τ ∈ R} acting on E is said to be the process corresponding to problem (2.1),
Ug0(t, τ ) : E → E, t  τ , τ ∈ R. By the uniqueness of solutions, the operator {Ug0}tτ satisfies
Ug0(t, s)Ug0(s, τ ) = Ug0(t, τ ), ∀t  s  τ, τ ∈ R,
Ug0(τ, τ ) = Id is the identity operator, τ ∈ R.
In Eq. (1.1), g0(x, t), t  τ , reflects the dependence on time of the equation. The function σ0(t) = g0(x, t) is called
the time symbol of Eq. (1.1). To define the symbol space Σ , we now assume that some fixed external force g0(x, t) is
translation compact in L2loc(R,H); that is, the family of translations {g0(x, t + d), d ∈ R} forms a precompact set in
L2([T1, T2],H), where [T1, T2] is an arbitrary interval of the time axis R. This property implies that
|g0|2L2b = supt∈R
t+1∫ ∣∣g0(·, s)∣∣2L2(Ω) ds < ∞.
t
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H(g0) =
[
g0(x, t + h) | h ∈ R
]
L2loc(R,H)
, (2.2)
where [·]L2loc(R,H) denotes the closure in L
2
loc(R;H), then H(g0) is compact in L2loc(R,H). We will take H(g0) as
the symbol space of problem (2.1). Obviously, for all g ∈H(g0), the problem (1.1) possesses a family of processes
{Ug(t, τ )}, g ∈H(g0), acting on E.
To construct an attractor for Eq. (1.1), we make the following assumptions. Let ϕ = (u, v)T , v = ∂u
∂t
+ ku, where k
is chosen as
k = αλ1 + β1
4 + 2(αλ1 + β1)α + β22/λ1
. (2.3)
Then the system (1.1) (or (2.1)) can be written as
ϕt +H(ϕ) = F(ϕ, t), ϕ(τ ) = (u0τ , u1τ + ku0τ )T , t  τ, τ ∈ R, (2.4)
where
F(ϕ, t) =
( 0
−f (u) + g0(x, t)
)
, H(ϕ) =
(
ku− v
Au− k(αA− k)u+ (αA− k)v + h(v − ku)
)
. (2.5)
We define a new weighted inner product and norm in E = H 10 (Ω) ×L2(Ω) as
(ϕ,ψ)E = μ((u1, u2)) + (v1, v2), ‖ϕ‖E = (ϕ,ϕ)1/2E , (2.6)
for any ϕ = (u1, v1)T , ψ = (u2, v2)T ∈ E, where μ is chosen as
μ = 4 + (αλ1 + β1)α + β
2
2/λ1
4 + 2(αλ1 + β1)α + β22/λ1
∈
(
1
2
,1
)
. (2.7)
Obviously, the norm ‖ · ‖E in (2.6) is equivalent to the usual norm | · |H 10 ×L2 in E.
Lemma 2. (See [11, Lemma 1].) For any ϕ = (u, v)T ∈ E, if
−αλ1 < β1  β2 < +∞, β2  |β1| + min
{
1/α, (αλ1 + β1)/2
} (2.8)
hold, then
(
H(ϕ),ϕ
)
E
 σ‖ϕ‖2E +
α
2
‖v‖2 + β1
2
|v|2  σ‖ϕ‖2E +
αλ1 + β1
2
|v|2, (2.9)
where
σ = λ1α + β1
γ1 + √γ1γ2 , γ1 = 4 + (αλ1 + β1)α +
β22
λ1
, γ2 = (αλ1 + β1)α + β
2
2
λ1
. (2.10)
Lemma 3. For any ϕ = (u, v)T ∈ E, we have
∥∥ϕ(t)∥∥2
E
 ϕ(τ) exp
(−2σ(t − τ))+ (|g0|L2b + c0)2
2σ(αλ1 + β1) . (2.11)
Proof. Let ϕ = (u, v)T ∈ E be the solution of (2.4). Taking the inner product (·,·)E of (2.4) with ϕ, we have
1
2
d
dt
‖ϕ‖2E = −
(
H(ϕ),ϕ
)
E
+ (F(ϕ, t), ϕ)
E
. (2.12)
By (2.9), (2.5) and (1.4),
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E
−2σ‖ϕ‖2E − (αλ1 + β1)|v|2,
2
(
F(ϕ, t), ϕ
)
E
= 2(−f (u) + g0(x, t), v) 2c0|v| + 2|g0|L2b |v|
(|g0|L2b + c0)
2
αλ1 + β1 + (αλ1 + β1)|v|
2,
where |g0|L2b = supt∈R |g0(x, t)|. Thus we have
d
dt
‖ϕ‖2E −2σ‖ϕ‖2E +
(|g0|L2b + c0)
2
αλ1 + β1 .
By Gronwall’s inequality, we obtain the following absorbing inequality:
∥∥ϕ(t)∥∥2
E
 ϕ(τ) exp
(−2σ(t − τ))+ (|g0|L2b + c0)2
2σ(αλ1 + β1) .
The proof is completed. 
Corollary 1. The family of processes {Ug(t, τ )}, g ∈H(g0), corresponding to (2.4) has a bounded uniformly (w.r.t.
g ∈H(g0)) absorbing set B0.
Indeed, by (2.11), because |g|L2b = |g0|L2b , the set
B0 =
{
(u, v) ∈ E
∣∣∣ ‖ϕ‖2E  (|g|L2b + c0)
2
σ(αλ1 + β1) = r
2
0
}
is uniformly (w.r.t. g ∈H(g0)) absorbing, i.e., for all g ∈H(g0) and for any bounded set B of E, Ug(t, τ )B ⊆ B0
holds for t − τ  t1(B).
Lemma 4. The family of processes {Ug(t, τ )}, g ∈ H(g0), corresponding to problem (2.4) is uniformly (w.r.t.
g ∈H(g0)) asymptotically compact, and (E ×H(g0),E)-continuous.
Proof. The proof of the uniform compactness of this family of processes is as in [11]. Let us verify the
(E ×H(g0),E)-continuity of the family of processes {Ug(t, τ )}, g ∈ H(g0). We consider two symbols g1 and g2
and the corresponding solutions ϕ1(t) and ϕ2(t) of (2.4) with the initial data ϕ1τ and ϕ2τ ∈ E, respectively. The
difference ϕ = ϕ1 − ϕ2 satisfies
∂ϕ(t)
∂t
+H (ϕ1(t))−H (ϕ2(t))= F (ϕ1(t), t)− F (ϕ2(t), t), (2.13)
where
F
(
ϕ1(t), t
)− F (ϕ2(t), t)=
( 0
−f (u1)+ f (u2)+ g1(x, t)− g2(x, t)
)
.
Taking the inner scalar product of each side of (2.13) with ϕ(t) = (u(t), v(t))T in E we see that
1
2
d
dt
|ϕ|2E +
(
H(ϕ1)−H(ϕ2), ϕ
)
E
= (F(ϕ1, t)− F(ϕ2, t), ϕ)E. (2.14)
We now estimate each term of (2.14) as follows. Similar to Lemma 2, for any ϕ = (u, v)T ∈ E, we have
(
H(ϕ1)−H(ϕ2), ϕ
)
E
 σ‖ϕ‖2E +
αλ1 + β1
2
|v|2, (2.15)
where σ is as in (2.10).
By (1.4), we have(
F(ϕ1, t)− F(ϕ2, t), ϕ
)
E
= (−f (u1)+ f (u2)+ g1 − g2, v)
 c1√ ‖u‖ · |v| + |g1 − g2|
2
+ αλ1 + β1 |v|2. (2.16)λ1 2(αλ1 + β1) 2
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d
dt
‖ϕ‖2E −2σ‖ϕ‖2E − (αλ1 + β1)|v|2 +
2c1√
λ1
‖u‖ · |v| + |g1 − g2|
2
αλ1 + β1 + (αλ1 + β1)|v|
2
−2σ‖ϕ‖2E +
2c1√
λ1μ
√
μ‖u‖ · |v| + |g1 − g2|
2
αλ1 + β1

(
−2σ + c1√
λ1μ
)
‖ϕ‖2E +
|g1 − g2|2
αλ1 + β1 .
So,
‖ϕ‖2E 
(
‖ϕ1τ − ϕ2τ‖2E +
1
αλ1 + β1
t∫
τ
∣∣g1(s) − g2(s)∣∣2 ds
)
exp
((
−2σ + c1√
λ1μ
)
(t − τ)
)
. (2.17)
Hence, for any fixed t and τ, t  τ , τ ∈ R, if ‖ϕ(n)1τ − ϕ2τ‖E → 0 (n → ∞) and |g(n)1 − g2|L2loc([τ,t),H) → 0 (n → ∞),
then ‖ϕ(n)1 −ϕ2‖E → 0 (n → ∞). Thus, the family of processes {Ug(t, τ )}, g ∈H(g0), is (E×H(g0),E)-continuous.
The proof is completed. 
Let Kg be the kernel of the process {Ug(t, τ )}, g ∈H(g0),
Kg =
{
Y(x, t), t ∈ R ∣∣ Y(x, t) is solution of (2.1) and ‖Y(·, t)‖E Mg for all t ∈ R}.
Lemma 4 implies that the family of processes {Ug(t, τ )}, g ∈H(g0), satisfies all the conditions of [2, Theorem IV.5.1],
therefore, we have the following theorem.
Theorem 1. Let g0(x, t) be translation compact in L2loc(R,H) and let the conditions (1.4)–(1.5) be satisfied, then the
process {Ug0(t, τ )} corresponding to problem (2.1) has the uniform (with respect to g ∈H(g0)) attractor
A=AH(g0) =
⋃
g∈H(g0)
Kg(0),
where Kg(0) is the section of the kernel Kg at the time t = 0,
Kg(0) =
{
Y(·,0) ∣∣ {Y(x, t)} ∈Kg}.
And the kernel Kg is non-empty for any g ∈H(g0).
Theorem 2. Assume that (1.4), (1.5) and (2.8) hold, and the Lipschitz constant of f (u) satisfies
0 c1 
√
λ1μσ(σ + αλ1 + β1), (2.18)
where σ is in (2.10). Then for any function g ∈H(g0), the system (2.4) with the forcing form g has a unique, bounded
solution X(t) in E for all t ∈ R. For any solution Y(t) = Ug(t, τ )Yτ , t  τ , to (2.4), there holds the inequality∥∥Y(t) −X(t)∥∥
E
 c4
∥∥Yτ −X(τ)∥∥Ee− σ2 (t−τ), (2.19)
where the constant c4 is independent of X(τ).
Proof. Let ϕ1(t), ϕ2(t) be two solutions of problem (2.4) with g ∈ H(g0) for t  τ. Then their difference ϕ(t) =
ϕ1(t)− ϕ2(t) solves
∂ϕ(t)
∂t
+H (ϕ1(t))−H (ϕ2(t))= F (ϕ1(t), t)− F (ϕ2(t), t). (2.20)
Similar to Lemma 2, we have
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where σ is as in (2.10).
From (1.4), we have(
F
(
ϕ1(t), t
)− F (ϕ2(t), t), ϕ)E = (−f (u1)+ f (u2), v) c1√λ1 ‖u‖ · |v|. (2.22)
Taking the inner scalar product of each side of (2.20) with ϕ = (u, v)T in E, from (2.21), (2.22) we find
d
dt
‖ϕ‖2E −2σ‖ϕ‖2E − (αλ1 + β1)|v|2 +
2c1√
λ1
‖u‖ · |v|
−σ‖ϕ‖2E − σμ‖u‖2 − (σ + αλ1 + β1)|v|2 +
2c1√
λ1μ
√
μ‖u‖ · |v|
−σ‖ϕ‖2E − 2
(√
σ(σ + αλ1 + β1)− c1√
λ1μ
)√
μ‖u‖ · |v|,
and thus we infer if (2.18) holds, then
d
dt
‖ϕ‖2E −σ‖ϕ‖2E.
From the Gronwall’s lemma, we see that∥∥ϕ(t)∥∥2
E
 e−σ(t−τ)
∥∥ϕ(τ)∥∥2
E
, ∀t  τ. (2.23)
Since ‖ϕ1 − ϕ2‖2E = μ‖u‖2 + |v|2 is equivalent to ‖Y1 − Y2‖2E = ‖u‖2 + |v|2, then (2.23) implies that∥∥Y1(t)− Y2(t)∥∥2E  c24∥∥Y1(τ ) − Y2(τ )∥∥2Ee−σ(t−τ), t  τ. (2.24)
We have proved that the kernel of the system (2.1) is not empty (see Theorem 1), so, for every g ∈H(g0), there exists
a solution X(t) = Yg(t), t ∈ R, which is bounded in E.
Substituting this solution X(t) into (2.24), for any other solution Y(t) = Ug(t, τ )Yτ , we obtain the estimate∥∥Y(t) −X(t)∥∥
E
 c4
∥∥Y(τ) −X(τ)∥∥
E
e−
σ
2 (t−τ), t  τ, τ ∈ R. (2.25)
Evidently, this inequality also implies that X(t) is the unique, bounded complete trajectory of the process Ug(t, τ )
corresponding to (1.1)–(1.3). 
By the estimate (2.19), we can see that the closed set
A= [{Xg0(t) ∣∣ t ∈ R}]E
is the attractor for the process {Ug0(t, τ ), t  τ }. This is because A is closed and attracting, moreover, is minimal.
So, we have
A=
⋃
g∈H(g0)
{
Xg(0)
}
, (2.26)
where Xg(t), t ∈ R, is the unique, bounded solution of (2.1) with the forcing term g(x, t) where g ∈H(g0).
Equation (2.26) gives us the structure of the attractor A. By (2.19), for any bounded set B ∈ E, there holds
distE
(
Ug0(t, τ )B,A
)
 c4‖B‖Ee− σ2 (t−τ), ∀t  τ.
Moreover, under all the previous assumptions for the process governed by (1.1), we have
Proposition 1. If the function g0 is periodic in t with the period θ, then Xg0(t) also is periodic with the same period θ.
The proof is the consequence of the uniqueness of the solution Xg (t).0
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The proof is analogous to the one for [3].
As a special case of an almost periodic function, we have the following result.
Proposition 3. If g0(t) is a quasiperiodic and Lipschitzian function in t with the frequencies γ1, . . . , γm, i.e.
g0(t) = ψ(γ1t, . . . , γmt) = ψ(γ t),
where ψ is a θ -periodic function in each argument ωi ,
ψ(ω1, . . . ,ωi + θ, . . . ,ωm) = ψ(ω1, . . . ,ωi, . . . ,ωm), i = 1,2, . . . ,m,
where γ = (γ1, γ2, . . . , γm), γi ∈ R, and {γi} are rationally independent numbers. We assume that ψ(ω) (ω =
(ω1, . . . ,ωm)) is a Lipschitz continuous function on an n-dimensional torus Γ m = [R mod θ ]m with values in L2(Ω),
ψ ∈ Clip(Γ m,L2(Ω)), then Xg0(t) is quasiperiodic with the same frequencies.
3. Rapidly oscillatory
Now, we consider a family of problems depending on ε > 0 where uε denotes a solution of the strongly damped
wave equation
∂2uε
∂t2
− α∂u
ε
∂t
−uε + h
(
∂uε
∂t
)
+ f (uε)= g(x, t, t
ε
)
in Ω with uε
∣∣
∂Ω
= 0, (3.1)
with the rapidly oscillating forcing term
gε(x, t) = g
(
x, t,
t
ε
)
, where 0 < ε  ε0.
The parameter ε > 0 characterizes the oscillation frequency ε−1. For the functions f , h, we still assume that the
conditions (1.4), (1.5), (2.8) and (2.18) hold. For the rapidly oscillating forcing term g, for (x, t, t
ε
) ∈ (Ω × R2), we
assume
(i) gε(x, t) is translation compact in L2loc(R,H) for every ε with 0 < ε  ε0. So the following integrals are bounded
uniformly:
∥∥gε∥∥2
L2b
= sup
t∈R
t+1∫
t
∣∣gε(·, t)∣∣2 dτ M2 < ∞,
where we assume that M is independent of ε.
(ii) gε(x, t) has the uniform average g0(x, t) as ε tends to zero, i.e., for every T > 0 and every function φ ∈
L2([−T ,T ],L2(Ω)), there holds
lim
ε→0
T∫
−T
〈
gε(·, s + a),φ(·, s)〉
L2(Ω) ds =
T∫
−T
〈
g0(·, s + a),φ(·, s)〉
L2(Ω) ds
uniformly with respect to a ∈ R (see [2,4]). Moreover, we assume that g0(x, t) is also translation compact in
L2loc(R,H).
Let H(gε) and H(g0), respectively, be the closure of the sets {gε(·, τ + ·), τ ∈ R} and {g0(·, τ + ·), τ ∈ R} in
L2b(R,H). It is easy to see that for any ε with 0 < ε  ε1,H(gε) and H(g0) are subsets of L2b(R,H). The time
symbols σε(t) :H(gε) →H(gε) and σ 0(t) :H(g0) →H(g0), defined for each t ∈ R, by σε(t)gε(·,·) = gε(·, t + ·)
and σ 0(t)g0(·,·) = g0(·, t + ·), respectively, form continuous groups on the metric spaceH(gε) andH(g0). And if (i)
and (ii) hold, then H(gε) andH(g0) are compact, and H(gε) →H(g0) as ε → 0 (for the proof, see [9, Lemma 6.1]).
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(iii) Let ς = t
ε
. There exists a function J (x, t, ς) ∈ C1b(R × R,H)∩Cb(R × R,H 10 ) such that
g¯(x, t, ς) = g(x, t, ς) − g0(x, t) = ∂J
∂ς
(x, t, ς),
where H = L2(Ω) and H 10 = H 10 (Ω). Then evidently, there holds
g¯(x, t, ς) = ∂J
∂ς
(x, t, ς) = ε ∂
∂τ
(
J
(
x, t,
τ
ε
))
, if we set ς = τ
ε
, (3.2)
and with some sufficiently large constant M ,
∣∣J (·, t, ς)∣∣+ ∣∣∣∣∂J∂t (x, t, ς)
∣∣∣∣+ ∥∥J (·, t, ς)∥∥M for all t, ς ∈ R. (3.3)
That is to say, there exists a function J (x, t, ς) such that all the derivative of J as functions of x have uniformly
bounded norms in L2(Ω) for t, ς ∈ R.
Similar to Lemma 1, we can prove that to Eq. (3.1) there exists the unique solution uε(t) such that Y ε(t) =
(uε(t), ∂tu
ε(t)) = Ugε(t, τ )Y ε(τ ), where uε(t) ∈ C([τ,+∞),H 10 ), ∂tuε ∈ C([τ,+∞),H)∩L2([τ, τ +T ∗),H 10 (Ω)),∀T ∗ > 0.
Let vε = ∂tuε + kuε,ϕε = (uε, vε), where k is defined as (2.3). Then Eq. (3.1) can be written as
ϕεt +H
(
ϕε
)= F (ϕε, t), (3.4)
where
F
(
ϕε, t
)= ( 0−f (uε)+ g(x, t, t
ε
)
)
,
H
(
ϕε
)= ( kuε − vε
Auε − k(αA− k)uε + (αA− k)vε + h(vε − kuε)
)
.
Similar to the proof of Lemma 3, we have
Lemma 5. There exists a positive constant r1 > 0 and T0(B) 0 such that for any bounded set B of E, the solution
ϕε(t) = (uε(t), vε(t))T of (3.4) with ϕε(τ ) ∈ B satisfies∥∥ϕε(t)∥∥
E
= (μ∥∥uε(t)∥∥2 + ∣∣vε(t)∣∣2)1/2  r1, ∀t − τ  T0(B), (3.5)
where r1 = c
2
0+M2
σ(αλ1+β1) and σ is defined as (2.10).
Therefore the process {Ugε(t, τ )}, for every ε ∈ (0, ε0], has a uniform attractor Aε, which is uniformly bounded
and is the subset of the bounded set B0: Aε ⊂ B0, and
‖Aε‖E  ‖B0‖E  r1. (3.6)
Now, let u0 be the solution of the averaged equation
∂2u0
∂t2
− k∂u
0
∂t
−u0 + h
(
∂u0
∂t
)
+ f (u0)= g0(x, t), in Ω with u0∣∣
∂Ω
= 0. (3.7)
Similar to Lemma 1, we deduce that to Eq. (3.7) there exists the unique solution u0(t). The corresponding processes
{Ug0(t, τ )} have a uniform attractor A0, which also satisfies (3.6).
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uε(x, t) be the solution of (3.1) satisfying the initial conditions
uε(x, t)
∣∣
t=τ = u0τ (x), ∂tuε(x, t)
∣∣
t=τ = u1τ (x).
Let u0(x, t) be the solution of (3.7) with the same initial conditions
u0(x, t)
∣∣
t=τ = u0τ (x), ∂tu0(x, t)
∣∣
t=τ = u1τ (x).
Then the difference w(x, t) = uε(x, t)− u0(x, t) satisfies the inequality∥∥(w, ∂tw)∥∥E = ∥∥Y(t)∥∥E  C0ε1/2, ∀t  τ, (3.8)
where Y(t) = (w(t), ∂tw(t)) and C0 = C0(M,R) with R = ‖(u0τ , u1τ )‖E.
Proof. Consider the solutions uε of Eq. (3.1) and the solution u0 of Eq. (3.7), the difference w = uε −u0 satisfies the
equation
∂2w
∂t2
− k∂w
∂t
−w = −h
(
∂uε
∂t
)
+ h
(
∂u0
∂t
)
− f (uε)+ f (u0)+ gε(x, t)− g0(x, t). (3.9)
Let ξ = ϕε − ϕ0 with ξ(τ ) = 0. In the same manner as in Section 2, we find that
d
dt
‖ξ‖2 + σ‖ξ‖2  2(gε(·, t)− g0(·, t),wt + kw)= ψ(t).
Then Gronwall’s lemma implies that
∥∥ξ(t)∥∥2 
t∫
0
e−σ(t−s)ψ(s) ds,
which takes with (3.2) the form
∥∥ξ(t)∥∥2  2ε
t∫
0
e−σ(t−s)
(
∂
∂s
J
(
x,η,
s
ε
)∣∣∣∣
η=s
, ∂sw + kw
)
ds.
Now, integration by parts of the right-hand side gives
∥∥ξ(t)∥∥2  2ε(J(·, t, t
ε
)
, ∂tw + kw
)
− 2ε
t∫
0
(
∂
∂η
J
(
·, η, s
ε
) ∣∣∣ η = s, ∂sw + kw
)
e−σ(t−s) ds
− 2σε
t∫
0
(
J
(
·, s, s
ε
)
, ∂sw + kw
)
e−σ(t−s) ds − 2ε
t∫
0
(
J
(
·, s, s
ε
)
, ∂2s w + k∂sw
)
e−σ(t−s) ds.
Using this inequality we obtain the estimate
∥∥ξ(t)∥∥2  2ε∣∣∣∣J
(
·, t, t
ε
)∣∣∣∣ · (∣∣∂tw(t)∣∣+ k∣∣w(t)∣∣)+ 2ε
t∫
0
∥∥J (·, s, s/ε)∥∥ · ∣∣∂2s w(s)∣∣H−1(Ω)e−σ(t−s) ds
+ 2ε
t∫ {∣∣∣∣ ∂∂ηJ
(
·, η, s
ε
)∣∣∣∣
η=s
∣∣∣∣+ (σ + k)
∣∣∣∣J
(
·, s, s
ε
)∣∣∣∣
}(∣∣∂sw(s)∣∣+ k∣∣w(s)∣∣)e−σ(t−s) ds.0
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∥∥ξ(t)∥∥2 C1Mε
t∫
0
e−σ(t−s)
{∣∣∂2s w(s)∣∣H−1(Ω) + ∣∣∂sw(s)∣∣+ k∣∣w(s)∣∣}ds +C1Mε(|∂tw| + k∣∣w(t)∣∣). (3.10)
If the initial data Yτ = (u0τ , u1τ ) are bounded in E by the constant R, i.e., ‖Yτ‖2E R, then we obtain from (3.5) that∥∥ϕε(t)∥∥2
E
 C2(R) for all t  τ and all ε ∈ (0, ε0].
Analogously, ‖Y 0(t)‖2E  C2(R). From (3.10) it follows that
∥∥ξ(t)∥∥2  c5C2(R)εM +C1Mε
t∫
0
e−σ(t−s)
∣∣∂2s w(s)∣∣H−1(Ω) ds. (3.11)
We begin with the estimate of ‖∂2t w(t)‖H−1(Ω). We take the difference between Eqs. (3.1) and (3.7),
∂2t w = ∂2t uε − ∂2t u0 = k∂tw +w − h
(
∂uε
∂t
)
+ h
(
∂u0
∂t
)
+ f (uε)− f (u0)+ gε(x, t) − g0(x, t) ∈ H−1.
Since w = uε − u0 ∈ H 10 (Ω) and ∂tw ∈ H , we deduce that w(x, t) = uε(x, t)− u0(x, t) satisfies the inequality∣∣∂2t w(t)∣∣H−1(Ω)  k∥∥∂tw(t)∥∥+ ∥∥w(t)∥∥+ β2∣∣∂tw(t)∣∣H−1(Ω) + c′1(∣∣uε(t)∣∣+ ∣∣u0(t)∣∣+ c0)+ ∣∣gε(t) − g0(t)∣∣
 c5
(
C2(R) + c0
)+ c6∣∣g¯(t)∣∣
(see [4]). As ξ(t) is equivalent to Y(t), therefore, we have∥∥Y(t)∥∥2
E
= ∥∥(w(t), ∂tw(t))∥∥2E  c7(R,M)ε.
Lemma 6 is proved. 
In the same manner as in Section 2, we establish that Eqs. (3.1) and (3.7) have one global bounded solution Xε(t)
and X0(t) each for all t ∈ R which exponentially attracts other solutions of (3.1) and (3.7) (see (2.19)), respectively.
As {Xε(t)} ∈Aε then (3.6) implies∥∥Xε(t)∥∥2
E
 c8, where c8 is independent of ε and 0 < ε  ε0. (3.12)
And X0(t) also satisfies the inequality (3.12).
Now we estimate the distance between these global, bounded, exponentially attracting solutions Xε(t) and X0(t),
which is one of our main results in this paper.
Theorem 3. Let the assumptions (1.4), (1.5), (2.8), (2.17) and (i)–(iii) hold, the solutions Xε(t) and X0(t) satisfy the
estimate∥∥Y ε(t)− Y 0(t)∥∥2
E
Cε, ∀t ∈ R. (3.13)
Proof. Choose two points on the unique, bounded solution {Xε(t), t ∈ R}, for simplicity, Xε(0), and Xε(−τ), where
τ will be specified later on. And let Y 0(t) be the solution of (3.7) with the initial data
Y 0(−τ) = (uε(−τ), ∂tuε(−τ)). (3.14)
Let X0(t) = {(u0(t), ∂tu0(t)) for t ∈ R} be in E the unique, globally bounded solution of (3.7). Then, as was shown
in Theorem 2, X0(t) exponentially attracts Y 0(t),∥∥Y 0(−τ + t)−X0(−τ + t)∥∥2  c2e−σ t∥∥Y 0(−τ)− (u0(−τ), ∂tu0(−τ))∥∥2 . (3.15)E 4 E
802 H. Li, S. Zhou / J. Math. Anal. Appl. 341 (2008) 791–802As Xε(−τ + t) = (uε(−τ + t), ∂tuε(−τ + t)) and Y 0(−τ + t) are solutions of Eqs. (3.1) and (3.7), respectively, with
equal initial data (3.14) at the moment t = 0, there holds∥∥(uε(−τ + t), ∂tuε(−τ + t))− Y 0(−τ + t)∥∥2E  C20ε for all t > 0. (3.16)
Hence, let t = τ, then by (3.15) and (3.16), we have∥∥(uε(0), ∂tuε(0))− (u0(0), ∂tu0(0))∥∥2E  ∥∥(uε(−τ + τ), ∂tuε(−τ + τ))− Y 0(−τ + τ)∥∥2E
+ ∥∥Y 0(−τ + τ)− (u0(−τ + τ), ∂tu0(−τ + τ))∥∥2E
 C20ε + c24e−στ
∥∥Y 0(−τ)− (u0(−τ), ∂tu0(−τ))∥∥2E. (3.17)
As Y 0(−τ) = (uε(−τ), ∂tuε(−τ)) ∈Aε and (u0(−τ), ∂tu0(−τ)) ∈A0 and Aε and A0 are uniformly bounded with
respect to ε for 0 ε  ε0, by (3.6), we deduce from (3.14) and (3.18) that∥∥(uε(0), ∂tuε(0))− (u0(0), ∂tu0(0))∥∥2E  C20ε + c9e−στ  c10(ε + e−στ ). (3.18)
Let τ = 1
σ
ln( 1
ε
), then e−σ t = ε and the inequality (3.18) becomes∥∥(uε(0), ∂tuε(0))− (u0(0), ∂tu0(0))∥∥ 2c10ε.
The proof is completed. 
Corollary 2. The Hausdorff distance between the uniform attractor Aε of the original equation and the uniform
attractor A0 of the averaged equation is
dis tE(Aε,A0) cε
1
2 . (3.19)
Remark 1. When α = 0, Eq. (1.1) reduces to the following damped wave equation with time-dependent driving force:
∂2u
∂t2
−u+ h
(
∂u
∂t
)
+ f (u) = g(x, t), (3.20)
endowed with the conditions (1.2) and (1.3). And when h(ut ) = γ0ut , f (u) = β sinu,γ0 > 0, β > 0, Eq. (3.20) re-
duces to sine-Gordon equation modeling the Josephson junction in superconduction which was studied by many
authors (see [2,4,8,10]). We assume that the functions g(·, t), f,h satisfy (2.2), (1.4) and (1.5). So Theorem 1 holds.
From Theorem 2, if 0  c1 
√
σλ1(σ + β1) (where σ = β1λ1√
β22+4λ1(β2+
√
β22+4λ1)
), then system (3.20) has a unique,
bounded solution X(t) in E for all t ∈ R, which satisfies (2.19). And the Hausdorff distance between the uniform
attractor of the original equation and the uniform attractor of the averaged equation is also less than O(ε1/2).
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