Oriented Riordan graphs and their fractal property by Jung, Ji-Hwan
ar
X
iv
:2
00
9.
01
67
7v
1 
 [m
ath
.C
O]
  2
 Se
p 2
02
0
Oriented Riordan graphs and their fractal property∗
Ji-Hwan Jung
Center for Educational Research, Seoul National University, Seoul 08826, Republic of Korea
jihwanjung@snu.ac.kr
Abstract
In this paper, we use the theory of Riordan matrices to introduce the notion of an
oriented Riordan graph. The oriented Riordan graphs are a far-reaching generaliza-
tion of the well known and well studied Toeplitz oriented graphs and tournament.
The main focus in this paper is the study of structural properties of the oriented
Riordan graphs which includes a fundamental decomposition theorem and fractal
property. Finally, we introduce the generalization of the oriented Riordan graph who
is called a p-Riordan graph.
KeyWords: oriented Riordan graph, graph decomposition, fractal, p-Riordan graph
2010 Mathematics Subject Classification: 05C20, 05A15, 28A80
1 Introduction
An oriented graph is a directed graph having no symmetric pair of directed edges. Let Gσ
be a simple graph with an orientation σ, which assigns to each edge a direction so that
Gσ becomes a directed graph [7]. With respect to a labeling, the skew-adjacency matrix
S(Gσ) is the (−1, 0, 1)-real skew symmetric matrix [sij ]1≤i,j≤n where sij = 1 and sji = −1
if i → j is an arc of Gσ, otherwise sij = sji = 0. A complete oriented graph is called a
tournament.
An oriented graph Gσn with n vertices is Riordan if there exists a labeling 1, 2, . . . , n of
Gσn such that the lower triangular part of order n− 1 of the skew-adjacency matrix S(Gσn)
is of size n− 1 of some Riordan array (g, f) = [ℓij ]i,j≥0 over the finite field Z3 defined as
ℓij ≡ [zi]gf j (mod 3) and ℓi,j ∈ {−1, 0, 1} (1)
where g =
∑
n≥0 gnz
n and f =
∑
n≥1 fnz
n are formal power series over integers Z. By
using Riordan language, the skew-adjacency matrix S(Gσn) can be written as
S(Gσ) ≡ (zg, f)n − (zg, f)Tn (mod3)
where 2 ≡ −1 (mod 3). We denote such graph by Gσn(g, f), or simply by Gσn when the
Riordan array (g, f) is understood from the context, or it is not important. For Riordan
graphs, see [2, 3].
∗This work was supported by the National Research Foundation of Korea (NRF) grant funded by the
Ministry of Education of Korea (NRF-2019R1I1A1A01044161).
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Figure 1: S(Gσ7 ) and Gσ7 = Gσ7 (1/(1 − z), z/(1 − z))
Note that every Riordan array (g, f) overZ defines the oriented Riordan graphGσ(g, f)
with respect to the labeling with the same ones as column indices of the the Riordan
array (g, f). For instance, consider the Pascal array given by (1/(1 − z), z/(1 − z)).
The corresponding skew-adjacency matrix of order 7 and its oriented Riordan graph
Gσ7 = G
σ
7 (1/(1 − z), z/(1 − z)) are illustrated in Figure 1.
Throughout this paper, we write a ≡ b for a ≡ b (mod 3).
Proposition 1.1. The number of oriented Riordan graphs on n vertices is
32(n−1) + 3
4
.
Proof. Let Gσn = G
σ
n(g, f) be an oriented Riordan graphs on n ≥ 2 vertices and i be the
smallest index such that gi = [z
i]g 6≡ 0.
• If i ≥ n− 1 then Gσn is the null graph Nn.
• If 0 ≤ i ≤ n− 2 then we may assume that g =∑n−2k=i gkzk and f =∑n−2−ik=1 gkzk.
Since gi ∈ {−1, 1} and gi+1, . . . , gn−2, f1, . . . , fn−i−2 ∈ {−1, 0, 1} it follows that the num-
ber of possibilities to create n× n skew-adjacency matrix S(Gσn) is
1 + 2
n−2∑
i=0
32(n−i−2) =
32(n−1) + 3
4
where the 1 corresponds to the null graph.
Remark 1.2. It is known [8] that the numbers 1, 3, 21, 183, 1641, . . . , (32(n−1) + 3)/4, . . .
count closed walks of length 2n (n ≥ 1) along the edges of a cube based at a vertex. The
numbers are also equal to the numbers of words of length 2n (n ≥ 1) on alphabet {0, 1, 2}
with an even number (possibly zero) of each letter. See the OEIS number A054879.
FromFigure 2, we can see that the following graph is the only nonisomorphic oriented
graph of order up to 4 who is not Riordan.
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Figure 2: Vertex labeling on nonisomorphic oriented graphs of order up to 4
3
Thus the following proposition shows that not all nonisomorphic oriented graphs on n
vertices are Riordan for n ≥ 4.
Proposition 1.3. Let Hn ∼= Kn−1 ∪ K1 be a graph obtained from a complete graph Kn−1 by
adding an isolated vertex. Then any orientation ofHn for n ≥ 5 is not an oriented Riordan graph.
Proof. LetHσn be any oriented graph ofHn with an orientation σ. Suppose that there exist
g and f such that a labelled copy of Hσn+1 is the oriented Riordan graph G
σ
n(g, f).
Let the isolated vertex be labelled by 1. Since there are no arcs 1 → i and i → 1 ∈
E(Hσn ) for i = 2, . . . , n, we have g = 0 so that G
σ
n(g, f) is the null graph Nn. This is a
contradiction.
Let i 6= 1 be the label of the isolated vertex and S(Hσn ) = [si,j]1≤i,j≤n. Then we obtain
(s2,1, . . . , sn,n−1) =
{
(a1, . . . , ai−2, 0, 0, ai+1, . . . , an−1) if i ∈ {2, . . . , n− 1};
(a1, . . . , an−2, 0) if i = n
where ai ∈ {−1, 1}. This implies that
• [zi−1]gf i−1 ≡ 0 and [zi]gf i 6≡ 0 if i ∈ {2, . . . , n− 2};
• [zn−4]gfn−4 6≡ 0 and [zn−3]gfn−3 ≡ 0 if i = n− 1;
• [zn−3]gfn−3 6≡ 0 and [zn−2]gfn−2 ≡ 0 if i = n.
This is also a contradiction. Hence the proof follows.
2 Riordan arrays
Let κ[[z]] be the ring of formal power series in the variable z over an integral domain κ.
If there exists a pair of generating functions (g, f) ∈ κ[[z]] × κ[[z]], f(0) = 0 such that for
j ≥ 0,
gf j =
∑
i≥0
ℓi,jz
i,
then the matrix L = [ℓij ]i,j≥0 is called a Riordan matrix (or, a Riordan array) over κ gen-
erated by g and f . Usually, we write L = (g, f). Since f(0) = 0, every Riordan matrix
(g, f) is infinite and a lower triangular matrix. If a Riordan matrix is invertible, it is called
proper. Note that (g, f) is invertible if and only if g(0) 6= 0, f(0) = 0 and f ′(0) 6= 0.
If we multiply (g, f) by a column vector (c0, c1, . . .)
T with the generating function
Φ over an integral domain κ with characteristic zero, then the resulting column vector
has the generating function gΦ(f). This property is known as the fundamental theorem of
4
Riordan matrices (FTRM). Simply, we write the FTRM as (g, f)Φ = gΦ(f). This leads to
the multiplication of Riordan matrices, which can be described in terms of generating
functions as
(g, f) ∗ (h, ℓ) = (gh(f), ℓ(f)). (2)
The set of all proper Riordan matrices under the above Riordan multiplication forms a
group called the Riordan group. The identity of the group is (1, z), the usual identity
matrix and (g, f)−1 = (1/g(f ), f) where f is the compositional inverse of f , i.e. f(f(z)) =
f(f(z)) = z.
The leading principal matrix of order n of (g, f) is denoted by (g, f)n. If κ = Z then the
fundamental theorem gives
(g, f)Φ ≡ gΦ(f). (3)
It is known [6] that an infinite lower triangular matrix L = [ℓi,j]i,j≥0 is a Riordan
matrix (g, f) with [z1]f 6= 0 if and only if there is a unique sequence (a0, a1, . . .) with
a0 6= 0 such that, for i ≥ j ≥ 0,
ℓi,0 = [z
i]g;
ℓi+1,j+1 = a0ℓi,j + a1ℓi,j+1 + · · · + ai−jℓi,i.
This sequence is called the A-sequence of the Riordan array. Also, if L = (g, f) then
f = zA(f), or equivalently A = z/f¯ (4)
where A is the generating function of the A-sequence of (g, f). In particular, if L is a
Riordan array (g, f) over Z3 with f
′(0) = 1 then the sequence is called the ternary A-
sequence (1, a1, a2, . . .)where ak ∈ {−1, 0, 1}.
3 Structural properties of oriented Riordan graphs
A fractal is an object exhibiting similar patterns at increasingly small scales. Thus, fractals
use the idea of a detailed pattern that repeats itself.
In this section, we show that every oriented Riordan graph Gσn(g, f) with f
′(0) = 1
has fractal properties by using the notion of the A-sequence of a Riordan matrix. The set
of labelings 1, 2, . . . , n of the graph Gσn(g, f) is‘denoted as [n].
Definition 3.1. Let Gσ be an oriented Riordan graph. A pair of vertices {k, t} in Gσ is a
cognate pair with a pair of vertices {i, j} in Gσ if
• |i− j| = |k − t| and
• i→ j is an arc of Gσ if and only if k → t is an arc of Gσ.
The set of all cognate pairs of {i, j} is denoted by cog(i, j).
Lemma 3.2. Let g, f ∈ Z[[z]] with f(0) = 0. For a prime p, we obtain
gp
k
(f) ≡ g(fpk) (mod p) for any integer k ≥ 0.
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Throughout this paper, we write a ≡ b for a ≡ b (mod 3).
The following theoremgives a relationship between cognate pairs and theA-sequence
of a Riordan array.
Theorem 3.3. Let Gσn(g, f) be an oriented Riordan graph of order n where f 6= z and [z1]f = 1.
If the ternary A-sequence of (g, f) is of the form
A = (ak)k≥0 = (1, 0, . . . , 0︸ ︷︷ ︸
ℓ≥0 times
, aℓ+1, aℓ+2, . . .), a0, aℓ+1 6≡ 0 (5)
then
cog(i, j) = {{i+m3s, j +m3s} | i+m3s, j +m3s ∈ [n]}
where s ≥ 0 is an integer such that 3⌊(|i − j| − 1)/3s⌋ ≤ ℓ.
Proof. Let S(Gσn) = (ri,j)1≤i,j≤n be the skew-adjacency matrix of Gσn(g, f). Without loss
of generality, we may assume that i > j ≥ 1. By Lemma 5.5, we obtain
ri+3s,j+3s ≡
[
zi+3
s−2] gf j+3s−1 = [zi+3s−2] gf j−1 (zA(f))3s
≡ [zi−2] gf j−1A(f3s) = [zi−2]∑
k≥0
akgf
j−1+k3s
≡
α∑
k=0
akri,j+k3s. (6)
where α = max{k ∈ N0 | 0 ≤ k3s ≤ i− j − 1} = ⌊(i− j − 1)/3s⌋. Since a0 = 1 and ak = 0
for 1 ≤ k ≤ ℓ, it follows that α ≤ ℓ if and only if
ri+3s,j+3s ≡ ri,j. (7)
Now, let s ≥ 0 be an integer with ⌊(i − j − 1)/3s⌋ ≤ ℓ. By (7), i is adjacency to j with
i→ j inGσn if and only if i+3s is adjacency to j+3s with i+3s → j+3s in Gσn. It implies
that i + 3s is adjacency to j + 3s with i → j in Gσn if and only if i + 2 · 3s is adjacency to
j +2 · 3s with i+2 · 3s → j +2 · 3s in Gσn. By repeating this process, we obtain the desired
result.
The following theorem shows that if (g, f) is a Riordan array over integers where
f 6= z and f ′(0) = 1 then every oriented Riordan graph Gσn(g, f) has a fractal property.
Theorem 3.4. Let Gσn(g, f) be the same oriented Riordan graph in Theorem 5.6. If a0 = 1 in (5)
then Gσn has the following fractal properties for each s ≥ 0 and k ∈ {0, . . . , ℓ}:
(i) 〈{1, . . . , (k + 1)3s + 1}〉 ∼= 〈{α(k + 1)3s + 1, . . . , (α + 1)(k + 1)3s + 1}〉
(ii) 〈{1, . . . , (k + 1)3s}〉 ∼= 〈{α(k + 1)3s + 1, . . . , (α+ 1)(k + 1)3s}〉
where α ≥ 1.
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Proof. Let i, j ∈ {1, . . . , (k + 1)3s + 1} ∈ V (Gσn)with 0 ≤ k ≤ ℓ. Since⌊ |i− j| − 1
3s
⌋
≤
⌊
(k + 1)3s − 1
3s
⌋
≤ ℓ,
it follows from Theorem 5.6 that
{i+ α(k + 1)3s, j + α(k + 1)3s} ∈ cog(i, j). (8)
Thus i is adjacent to j with i → j in Gσn if and only if i + α(k + 1)3s is adjacent to
j + α(k + 1)3s with i+α(k + 1)3s → j + α(k + 1)3s in Gσn. Hence we obtain (i). Similarly
we obtain (ii). Hence the proof follows.
Note that real skew symmetric matrices with respect to different labelings are permu-
tationally similar.
Example 3.5. Let us consider an oriented Pascal graph PGσn = G
σ
n(1/(1 − z), z/(1 − z)).
Since by (4) its A-sequence is given by (1, 1, 0, . . .), i.e. ℓ = 0 so that k = 0, it follows from
Theorem 3.4 that
〈{1, . . . , 3s + 1}〉 ∼= 〈{α3s + 1, . . . , (α + 1)3s + 1}〉 (9)
For instance, when n = 19, s = 2 and α = 1 〈{1, . . . , 10}〉 ∼= 〈{10, . . . , 19}〉 i.e., if
S(PGσ19) = (pn,k)1≤n≤19 then (pn,k)1≤n,k≤10 = (pn,k)10≤n,k≤19, see Figure 3.
Lemma 3.6. Let h =
∑
n≥0 hnz
n ∈ Z[[z]]. For a prime p, we obtain
dp−1
dzp−1
h( p
√
z) ≡ −
∑
k≥0
h(k+1)p−1zk (mod p).
Proof. By applying (p− 1)th derivative of h(z), we obtain
[zm]
dp−1
dzp−1
h(z) = m(m− 1) · · · (m− p+ 2)hm+p−1 = (p− 1)!
(
m
p− 1
)
hm+p−1.
By the Wilson theorem and the Lucas theorem, the right had side of the above equation
can be written as
(p − 1)!
(
m
p− 1
)
hm−p+1 ≡p −
(
m
p− 1
)
hm+p−1 ≡p
{ −hm+p−1 ifm = (k + 1)p− 1
0 otherwise
where k ≥ 0 and a ≡p b denotes a ≡ b (mod p). This implies
dp−1
dzp−1
h(z) ≡p −
∑
k≥0
h(k+1)p−1zpk.
Hence the proof follows.
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Figure 3: S(PGσ19)
We now consider the vertex set V = [n] of an oriented Riordan graphGσn of order n ≥
3. Then V can be partitioned into three subsets V1, V2 and V3 where Vi = {j ∈ [n] | i ≡ j}
for j = 1, 2, 3. There exists a permutation matrix P such that
S(Gσ) = P T

 S(〈V1〉) B1,2 B1,3−BT1,2 S(〈V2〉) B2,3
−BT1,3 −BT2,3 S(〈V3〉)

P
where Vi and Vj , i 6= j, are mutually nonempty disjoint subsets of V such that V1 ∪ V2 ∪
V3 = V .
Theorem 3.7 (Oriented Riordan Graph Decomposition). Let Gσn = G
σ
n(g, f) be an oriented
Riordan graph of order n ≥ 3 with the vertex set V = V1 ∪V2∪V3 where Vi = {j ∈ [n] | j ≡ i}.
Then its skew-adjacency matrix S(Gσn) is permutationally similar to the 3× 3 block matrix:
 X1 B1,2 B1,3−BT1,2 X2 B2,3
−BT1,3 −BT2,3 X3

 (10)
where Xi = S(〈Vi〉), the skew-adjacency matrix of the induced subgraph of Gσn by Vi, i = 1, 2, 3.
In particular, 〈Vi〉 is isomorphic to the oriented Riordan graph of order ℓi = ⌊(n − i)/3⌋ + 1
given by
Gσℓi
(
− d
2
dz2
(
gf i−1
zi−1
)
( 3
√
z), f(z)
)
,
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and Bi,j representing the edges between Vi and Vj can be expressed as the sum of two Riordan
matrices as follows:
Bi,j ≡
(
−z d
2
dz2
(
gf j−1
zi−1
)
( 3
√
z), f(z)
)
ℓi×ℓj
+
(
d2
dz2
(z4−jgf i−1)( 3
√
z), f(z)
)T
ℓj×ℓi
.
Proof. Using the n× n permutation matrix defined as
P =
[
e1|e4| · · · |e3⌈n/3⌉−2| · · · |e3|e6 | · · · | e3⌊n/3⌋
]T
where ei is the elementary column vector with the ith entry being 1 and the others entries
being 0, it can be shown that PS(Gσn)P T is equal to the block matrix in (10).
Taking into account the form of P , clearly Xi is the skew-adjacency matrix of the
induced subgraph 〈Vi〉 of order ℓi = ⌊(n − i)/3⌋ + 1 in Gσn = Gσn(g, f). Let S (Gσn) =
[ri,j ]1≤i,j≤n. Since f = zA(f) where A(z) ∈ Z[[z]] is the generating function of the A-
sequence (a0, a1, . . .) for the Riordan matrix (g, f), it follows from Lemma 5.5 that for
i > j ≥ p+ 1
ri,j ≡
[
zi−2
]
gf j−1 =
[
zi−2
]
gf j−4 (zA(f))3 ≡ [zi−5] gf j−4A (f3)
=
[
zi−5
] (
a0gf
j−4 + a1gf j−1 + a2gf j+2 + · · ·
)
=
⌊(i−j−1)/3⌋∑
k=0
akri−3,j−3+3k. (11)
Since Xi = [r3(u−1)+i,3(v−1)+i]1≤u,v≤ℓi and by Lemma 3.6
d2
dz2
(
gf i−1
zi−1
)
=
d2
dz2

∑
k≥0
rk+i+1,iz
k

 ≡ −∑
k≥0
r3(k+1)+i,iz
3k,
it follows from (11) that
〈Vi〉 ∼= Gσℓi
(
− d
2
dz2
(
gf i−1
zi−1
)
( 3
√
z), f(z)
)
.
Let
Li,j =


0 0 0 · · ·
r3+i,j 0 0 · · ·
r6+i,j r6+i,3+j 0 · · ·
r9+i,j r9+i,3+j r9+i,6+j
. . .
...
...
...
. . .


and Ui,j =


rj,i 0 0 0 · · ·
r3+j,i r3+j,3+i 0 0 · · ·
r6+j,i r6+j,3+i r6+j,6+i 0 · · ·
r9+j,i r9+j,3+i r9+j,6+i r9+j,9+i
. . .
...
...
...
...
. . .


.
Since by Lemma 3.6 we obtain
d2
dz2
(
gf j−1
zi−1
)
=
d2
dz2

∑
k≥0
rk+i+1,jz
k

 ≡ −∑
k≥0
r3(k+1)+i,jz
3k
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and
d2
dz2
(z4−jgf i−1) =
d2
dz2

∑
k≥0
rk+j−2,izk

 ≡ −∑
k≥0
r3k+j,iz
3k,
we obtain
Li,j =
(
−z d
2
dz2
(
gf j−1
zi−1
)
( 3
√
z), f(z)
)
and Ui,j =
(
− d
2
dz2
(z4−jgf i−1)( 3
√
z), f(z)
)
.
One can see that Bi,j = (Li,j − UTi,j)ℓi×ℓj where (Li,j − UTi,j)ℓi×ℓj is the ℓi × ℓj leading
principal matrix of Li,j − Ui,j . Hence the proof follows.
Example 3.8. Let us consider an oriented Pascal graph PGσ13 = G
σ
13(1/(1− z), z/(1− z)).
Then we have
S(PGσ
13
) =


0 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
1 0 −1 1 0 −1 1 0 −1 1 0 −1 1
1 1 0 −1 0 0 −1 0 0 −1 0 0 −1
1 −1 1 0 −1 −1 −1 1 1 1 0 0 0
1 0 0 1 0 −1 1 0 1 −1 0 0 0
1 1 0 1 1 0 −1 0 0 1 0 0 0
1 −1 1 1 −1 1 0 −1 −1 −1 0 0 0
1 0 0 −1 0 0 1 0 −1 1 0 0 0
1 1 0 −1 −1 0 1 1 0 −1 0 0 0
1 −1 1 −1 1 −1 1 −1 1 0 −1 −1 −1
1 0 0 0 0 0 0 0 0 1 0 −1 1
1 1 0 0 0 0 0 0 0 1 1 0 −1
1 −1 1 0 0 0 0 0 0 1 −1 1 0


. (12)
For a permutation matrix P = [e1|e4|e7|e10|e13|e2|e5|e8|e11|e3|e6|e9|e12]T , we obtain
PS(PGσ
13
)PT =


0 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
1 0 −1 1 0 −1 −1 1 0 1 −1 1 0
1 1 0 −1 0 −1 −1 −1 0 1 1 −1 0
1 −1 1 0 −1 −1 1 −1 −1 1 −1 1 −1
1 0 0 1 0 −1 0 0 −1 1 0 0 1
1 1 1 1 1 0 0 0 0 −1 −1 −1 −1
1 1 1 −1 0 0 0 0 0 0 −1 1 0
1 −1 1 1 0 0 0 0 0 0 0 −1 0
1 0 0 1 1 0 0 0 0 0 0 0 −1
1 −1 −1 −1 −1 1 0 0 0 0 0 0 0
1 1 −1 1 0 1 1 0 0 0 0 0 0
1 −1 1 −1 0 1 −1 1 0 0 0 0 0
1 0 0 1 −1 1 0 0 1 0 0 0 0


. (13)
Since 1
(1−z)3 ≡ 11−z3 and
d2
dz2
(
gf i−1
zi−1
)
=
d2
dz2
(
1
(1− z)i
)
=
i(i+ 1)
(1− z)i+2 ,
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it follows from Theorem 3.7 that we may check
〈V1〉 ∼= Gσ5
(
1
1− z ,
z
1− z
)
= PGσ5 and 〈V2〉 ∼= 〈V3〉 ∼= Gσ4
(
0,
z
1− z
)
∼= N4
where V1 = {1, 4, 7, 10, 13}, V2 = {2, 5, 8, 11} and V3 = {3, 6, 9, 12}. Since
d2
dz2
(
gf2−1
z1−1
)
=
d2
dz2
(
z
(1− z)2
)
=
2(2 + z)
(1− z)4 ≡
1
(1− z)3 ≡
1
1− z3 ,
d2
dz2
(z4−2gf1−1) =
d2
dz2
z2
1− z =
2
(1− z)3 ≡ −
1
1− z3 ,
it follows from Theorem 3.7 that we may check also
B1,2 ≡
(
− z
1− z ,
z
1− z
)
5,4
+
(
− 1
1− z ,
z
1− z
)T
4,5
=


0 0 0 0
−1 0 0 0
−1 −1 0 0
−1 −2 −1 0
−1 −3 −3 −1

+


−1 0 0 0 0
−1 −1 0 0 0
−1 −2 −1 0 0
−1 −3 −3 −1 0


T
≡


−1 −1 −1 −1
−1 −1 1 0
−1 −1 −1 0
−1 1 −1 −1
−1 0 0 −1

 .
Similarly, we may check that Theorem 3.7 holds for B1,3 and B2,3.
Theorem 3.9. Let Gσn = G
σ
n(g, f) be an oriented Riordan graph of order n ≥ 3 and Vi = {j ∈
[n] | j ≡ i}, i = 1, 2, 3. Then
(i) For n = 3k (k ≥ 1), 〈Vi〉 ∼= 〈Vj〉 if and only if [z3m+i−2]gf i−1 ≡ [z3m+j−2]gf j−1 for all
m ≥ 1.
(ii) The induced subgraph 〈Vi〉 is a null graph if and only if [z3m+i−2]gf i−1 ≡ 0 for allm ≥ 1.
(iii) Gσn is a 3-partite graph with parts V1, V2, V3 if and only if [z
3m+i−2]gf i−1 ≡ 0 for all
m ≥ 1 and i = 1, 2, 3.
(iv) For j > i, there are no arcs between a vertex u ∈ Vi and a vertex v ∈ Vj if and only if
[z3m+i−2]gf j−1 ≡ [z3(m−1)+j−2]gf i−1 ≡ 0 for allm ≥ 1.
Proof. (i) Let n = 3k with k ≥ 1. From Theorem 3.7, 〈Vi〉 ∼= 〈Vj〉 if and only if the matrices
Xi and Xj in the block matrix in (10) are given by
d2
dz2
(
gf i−1
zi−1
)
≡ d
2
dz2
(
gf j−1
zj−1
)
⇔ [z3m−1]gf
i−1
zi−1
≡ [z3m−1]gf
j−1
zj−1
⇔ [z3m+i−2]gf i−1 ≡ [z3m+j−2]gf j−1
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for allm ≥ 1which proves (i).
(ii) From Theorem 3.7, the induced subgraph 〈Vi〉 is a null graph if and only if the
matrix Xi in (10) is a zero matrix, i.e.
d2
dz2
(
gf i−1
zi−1
)
≡ 0 ⇔ [z3m−1]gf
i−1
zi−1
≡ 0 ⇔ [z3m+i−2]gf i−1 ≡ 0 (14)
for allm ≥ 1which proves (ii).
(iii) From Theorem 3.7, Gσn is a 3-partite graph with parts V1, V2, V3 if and only if the
matrices X1,X2 andX3 in (10) are zero matrices. Hence by (14) we obtain desired result.
(iv) Form Theorem 3.7, there are no arcs between a vertex u ∈ Vi and a vertex v ∈ Vj
with j > i if and only if the matrix Bi,j in (10) is a zero matrices, i.e.
d2
dz2
(
gf j−1
zi−1
)
≡ 0 and d
2
dz2
(z4−jgf i−1) ≡ 0 ⇔ [z3m−1]gf
j−1
zi−1
≡ 0 and [z3m−1]z4−jgf i−1 ≡ 0
⇔ [z3m+i−2]gf j−1 ≡ [z3(m−1)+j−2]gf i−1 ≡ 0
for allm ≥ 1. Hence the proof follows.
Example 3.10. Let us consider an oriented Pascal graph PGσn = G
σ
n(1/(1 − z), z/(1 − z)).
Since for anym ≥ 1
[z3m+2−2]gf2−1 = [z3m]
z
(1− z)2 = [z
3m]
∑
k≥1
kzk = 3m ≡ 0;
[z3m+3−2]gf3−1 = [z3m]
z2
(1− z)3 = [z
3m]
∑
k≥2
(
k
2
)
zk =
3m(3m− 1)
2
≡ 0,
it follows from (ii) of Theorem 3.9 that induced subgraphs 〈V2〉 and 〈V3〉 are null. For
instance, when n = 13 see (13).
4 Oriented Riordan graph of the Bell type
Definition 4.1. Let Gσn = G
σ
n(g, f) be a proper oriented Riordan graph with the vertex
sets Vi = {j ∈ [n] | j ≡ i}, i = 1, 2, 3. If 〈V1〉 ∼= Gσ⌈n/3⌉ and 〈V2〉 and 〈V3〉 are null graphs
then Gσn is i1-decomposable.
An oriented Riordan graph Gσn(g, f) is called of Bell type if f = zg.
Lemma 4.2. Let Gσn(g, zg) be a proper. Then the induced subgraph 〈V3〉 is a null graph.
Proof. Since [z3m+1]g(z)(zg(z))p−1 = [z3m−1]gp(z) ≡ [z3m−1]g(z3) ≡ 0, it follows from (ii)
of Theorem 3.9 that the induced subgraph 〈V3〉 is a null graph. Hence the proof follows.
Theorem 4.3. An oriented Riordan graph Gσn(g, zg) is i1-decomposable if and only if
g′ ≡ ±g2. (15)
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Proof. Let Vi = {j ∈ [n] | j ≡ i} be the vertex subsets of Gσn(g, zg) for i = 1, 2, 3. From
Lemma 4.2, 〈V3〉 is the null graph. By definition,Gσn(g, zg) is i1-decomposable if and only
if 〈V1〉 ∼= Gσ⌈n/3⌉(g, zg) and 〈V2〉 is the null graph. By Oriented Riordan Graph Decompo-
sition, 〈V1〉 ∼= Gσ⌈(n−1)/3⌉(g, zg) and 〈V2〉 is the null graph if and only if
− g′′( 3√z) ≡ g(z) and − (g2)′′( 3√z) ≡ 0
⇔ g′′(z) ≡ −g(z3) ≡ −g3(z) and (g′)2 ≡ −g′′g ≡ g4
⇔ g′ ≡ ±g2.
Hence the proof follows.
Theorem 4.4. An oriented Riordan graph Gσn(g, zg) is i1-decomposable if and only if the ternary
A-sequence A = (ak)k≥0 of Gσn(g, zg) satisfies either
(1, 1, 0, a3, a3, 0, a6, a6, 0, . . .), ai ∈ {0, 1,−1}. (16)
or
(1,−1, 0, a3,−a3, 0, a6,−a6, 0, . . .), ai ∈ {0, 1,−1}. (17)
Proof. LetGσn(g, zg) be i1-decomposable. Since there is a unique generating function A =∑
i≥0 aiz
i such that g = A(zg), by applying derivative to both sides, we obtain
g′ ≡ (g + zg′) ·A′(zg). (18)
By Theorem 4.3, the equation (18) is equivalent to
g ≡ (±1 + zg) · A′(zg), i.e. A(zg) ≡ (±1 + zg) · A′(zg) (19)
Let f = zg and A(z) =
∑
n≥0 anz
n with a0 = 1. Since [z
0]f = 0 and [z1]f = 1, there is a
composition inverse of f so that the equation (19) is equivalent to either
∑
n≥0
anz
n ≡ (1 + z) · A′(z) ≡
∑
n≥0
(
a3i+1 + (a3i+1 − a3i+2)z − a3i+2z2
)
z3i
or ∑
n≥0
anz
n ≡ (−1 + z) · A′(z) ≡
∑
n≥0
(−a3i+1 + (a3i+1 + a3i+2)z − a3i+2z2) z3i
which implies the desired result.
Example 4.5. Let PGσn = G
σ
n(
1
1−z ,
z
1−z ) and CG
σ
n = G
σ
n(C, zC) where C =
1−√1−4z
2z is
the Catalan generating function. Since A-sequences of PGσn and CG
σ
n are (1, 1, 0, . . .) and
(1, 1, 1, . . .) respectively, by Theorem 4.4 PGσn is i1-decomposable but CG
σ
n is not.
Theorem 4.6. LetGσn = G
σ
n(g, zg) be an i1-decomposable graph with g
′ ≡ g2. Then we have the
following:
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(i) If n = 3i + 1 for i ≥ 1 then nth low of skew-adjacency matrix S(Gσn) is given by
(1,−1, . . . , 1,−1, 1, 0);
(ii) If n = 2 · 3i + 1 for i ≥ 0 then nth low of skew-adjacency matrix S(Gσn) is given by
(1,−1, . . . , 1,−1, 1︸ ︷︷ ︸
3i term
, 1,−1, . . . , 1,−1, 1︸ ︷︷ ︸
3i term
, 0).
Proof. (i) Let S(Gσn) = (si,j)1≤i,j≤n and n = 3i + 1. First we show that sn,k = −sn,k for
1 ≤ k < n−1. There exits an integer t 6≡ 0 such that k = 3st for some nonnegative integer
s < i. Since [zm−1]g′ = m[zm]g and g′ ≡ g2, we obtain
tsn,k ≡ t[z3i−1]zk−1gk ≡ −(3
i − k)[z3i−k]gk
3s
= − [z
3i−k−1](gk)′
3s
= −k[z
3i−k−1]gk−1g′
3s
≡ −t[z3i−1]zkgk+1 ≡ −tsn,k+1.
Thus we have sn,k = −sn,k+1 for all k = 1, . . . , n− 1.
Now it is enough to show that sn,1 ≡ [z3i−1]g ≡ 1. Since
g′(z) ≡ g2(z) ⇒ g′′(z) = 2g(z)g′(z) ≡ −g3(z) ≡ −g(z3),
by comparing the coefficients of g′′(z) and g(z3) we obtain
[zj ]g ≡ [z3j+2]g ⇒ [z3j−1]g ≡ [z0]g = 1.
Hence we complete the proof.
(ii) Let S(Gσn) = (si,j)1≤i,j≤n and n = 2 · 3i + 1. First we show that sn,k = −sn,k for
1 ≤ k ≤ 3i. There exits an integer t 6≡ 0 such that k = 3st for some nonnegative ineger
s < i. Since [zm−1]g′ = m[zm]g and g′ ≡ g2, we obtain
tsn,k ≡ t[z2·3i−1]zk−1gk ≡ −(2 · 3
i − k)[z2·3i−k]gk
3s
= − [z
2·3i−k−1](gk)′
3s
= −k[z
2·3i−k−1]gk−1g′
3s
≡ −t[z2·3i−1]zkgk+1 ≡ −tsn,k+1.
Thus we obtain
sn,k = −sn,k (1 ≤ k < 3i). (20)
Similarly, we can show that
sn,k = −sn,k (3i + 1 ≤ k ≤ 2 · 3i). (21)
Since
sn,3i ≡ [z2·3
i−1]z3
i−1g3
i ≡ 3
i[z3
i
]g3
i
3i
=
[z3
i−1](g3i)′
3i
=
3i[z3
i−1]g3
i−1g′
3i
≡ [z2·3i−1]z3ig3i+1 ≡ sn,3i+1,
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by (20) and (21) nth low of skew-adjacency matrix S(Gσn) is given by
(x,−x, . . . , x,−x, x︸ ︷︷ ︸
3i term
, x,−x, . . . , x,−x, x︸ ︷︷ ︸
3i term
, 0)
where x = sn,1.
Now it is enough to show that sn,1 ≡ [z2·3i−1]g ≡ 1. Since from (16) we have [g1]g =
[z0]g = 1, by comparing the coefficients of g′′(z) and g(z3) we obtain [z2·3
j−1]g ≡ [z1]g =
1. Hence we complete the proof.
Example 4.7. Let us consider the oriented Pascal graph PGσn = G
σ
n(
1
1−z ,
z
1−z ). Since PG
σ
n
is i1-decomposable by Example 4.5 and g′ = 11−z
′
= 1
(1−z)2 = g
2, it follows from (ii) of
Theorem 4.6 that the 19th low of PG19 is given by
(1,−1, 1,−1,−1, 1,−1,−1, 1, 1,−1, 1,−1,−1, 1,−1,−1, 1, 0), see Figure 3.
By using the similar argument of Theorem 4.6, we obtain the following result.
Theorem 4.8. Let Gσn = G
σ
n(g, zg) be an i1-decomposable graph with g
′ ≡ −g2. Then we have
the following:
(i) If n = 3i + 1 for i ≥ 1 then nth low of skew-adjacency matrix S(Gσn) is given by
(1, 1, . . . , 1, 0);
(ii) If n = 2 · 3i + 1 for i ≥ 0 then nth low of skew-adjacency matrix S(Gσn) is given by
(−1,−1, . . . ,−1︸ ︷︷ ︸
3i term
, 1, 1, . . . , 1︸ ︷︷ ︸
3i term
, 0).
Proof. (i) Let S(Gσn) = (si,j)1≤i,j≤n and n = 3i + 1. First we show that sn,k = sn,k for
1 ≤ k < n−1. There exits an integer t 6≡ 0 such that k = 3st for some nonnegative integer
s < i. Since [zm−1]g′ = m[zm]g and g′ ≡ −g2, we obtain
tsn,k ≡ t[z3i−1]zk−1gk ≡ −(3
i − k)[z3i−k]gk
3s
= − [z
3i−k−1](gk)′
3s
= −k[z
3i−k−1]gk−1g′
3s
≡ t[z3i−1]zkgk+1 ≡ tsn,k+1.
Thus we have sn,k = sn,k+1 for all k = 1, . . . , n− 1.
Now it is enough to show that sn,1 ≡ [z3i−1]g ≡ 1. Since
g′(z) ≡ −g2(z) ⇒ g′′(z) = −2g(z)g′(z) ≡ −g3(z) ≡ −g(z3),
by comparing the coefficients of g′′(z) and g(z3) we obtain
[z3j+2]g ≡ [zj ]g, j ≥ 0 ⇒ [z3i−1]g ≡ [z0]g = 1, i ≥ 0.
Hence we complete the proof.
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5 p-Riordan graphs
Definition 5.1. [4] Let Gσ be a simple weighted undirected graph with an orientation σ,
which assigns to each edge a direction so that Gσ becomes a weighted oriented graph. (We
will refer to an unweighted oriented graph which is just a weighted oriented graph with
weight of each arc equals to 1.) The skew-adjacencymatrix associated to theweighted ori-
ented graphGσ with the vertex set [n] is defined as the n×nmatrix S(Gσ) = (si,j)1≤i,j≤n
whose (i, j)-entry satisfies:
si,j =


ω, if there is an arc with weight ω from i to j;
−ω, if there is an arc with weight ω from j to i;
0, otherwise.
In particular, when ω = 1 the weighted oriented graph Gσ is the oriented graph.
Definition 5.2. Let p ≥ 3 be prime. An oriented graph Gσ with n vertices is called a p-
Riordan graph if there exists a labeling 1, 2, . . . , n ofGσ such that its skew-adjacencymatrix
S(Gσ) = [sij ]1≤i,j≤n is given by
S(Gσ) ≡ (zg, f)n − (zg, f)Tn (modp) and si,j ∈ {⌊p/2⌋, . . . ,−1, 0, 1, . . . , ⌊p/2⌋}.
We denote such graph by Gσn,p(g, f), or simply by G
σ
n,p when the Riordan array (g, f) is
understood from the context, or it is not important.
Proposition 5.3. The number of weighted oriented p-Riordan graphs of order n ≥ 1 is
p2(n−1) + p
p+ 1
.
Definition 5.4. LetGσn,p = [si,j]1≤i,j≤n be a weighted oriented p-Riordan graph. A pair of
vertices {k, t} in G is a weighted cognate pair with a pair of vertices {i, j} in G if
• |i− j| = |k − t| and
• an arc i→ j with the weight si,j if and only if an arc k → t with the weight si,j.
The set of all weighted cognate pairs of {i, j} is denoted by wcog(i, j).
In this section, we simply denote a ≡p b if a ≡p b (mod p).
Lemma 5.5. Let g, f ∈ Z[[z]] with f(0) = 0. For a prime p and k ≥ 0, we obtain
gp
k
(f) ≡p g(fpk).
The following theorem gives a relationship between weighted cognate pair cognate
pairs and the A-sequence of a Riordan graph.
Theorem 5.6. For ℓ ≥ 0, let A = (ak)k≥0 = (a0, 0, . . . , 0︸ ︷︷ ︸
ℓ times
, aℓ+1, aℓ+2, . . .) with a0, aℓ+1 6≡p 0
be the p-ary A-sequence for a weighted oriented p-Riordan graph Gσn,p(g, f) where f 6= z and
f ′(0) = 1. Then
wcog(i, j) = {{i+mps, j +mps} | i+mps, j +mps ∈ [n]}
where s ≥ 0 is an integer with p⌊(|i− j| − 1)/ps⌋ ≤ ℓ.
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Theorem 5.7. For ℓ ≥ 0, let A = (ak)k≥0 = (1, 0, . . . , 0︸ ︷︷ ︸
ℓ times
, aℓ+1, aℓ+2, . . .) with aℓ+1 6≡p 0 be
the p-ary A-sequence for a weighted oriented Riordan graph Gσn,p = G
σ
n,p(g, f) where f 6= z and
f ′(0) = 1. For each s ≥ 0 and k ∈ {0, . . . , ℓ}, Gσn,p has the following fractal properties:
(i) 〈{1, . . . , (k + 1)ps + 1}〉 ∼= 〈{α(k + 1)ps + 1, . . . , (α+ 1)(k + 1)ps + 1}〉
(ii) 〈{1, . . . , (k + 1)ps}〉 ∼= 〈{α(k + 1)ps + 1, . . . , (α + 1)(k + 1)ps}〉
where α ≥ 1.
Theorem 5.8. LetGσn,p = G
σ
n,p(g, f) be a weighted oriented p-Riordan graph of order n ≥ p and
Vi = {j ∈ [n] | j ≡p i}. If G(p)n is proper then
(i) There exists a permutation matrix P such that the skew-adjacency matrix S(G(p)n ) satisfies
S(Gσn,p) = P T


X1 −B1,2 · · · −B1,p
BT1,2 X2
. . .
...
...
. . .
. . . −Bp−1,p
BT1,p · · · BTp−1,p Xp

P (22)
where P =
[
e1|ep+1| · · · |ep⌈n/p⌉−p+1| · · · |ep|e2p | · · · | ep⌊n/p⌋
]T
is the n×n permutation
matrix and ei is the elementary column vector with the ith entry being 1 and the others
entries being 0.
(ii) The matrix Xt is the skew-adjacency matrix of the induced subgraph of G
σ
n,p by Vt. In
particular, the induced subgraph 〈Vt〉 is isomorphic to a weighted oriented p-Riordan graph
of order ℓt given by
Gσℓt,p
(
− d
p−1
dzp−1
(
gf t−1
zt−1
)
( p
√
z), f(z)
)
.
(iii) The matrix Bt,k representing the edges between Vt and Vk can be expressed as the sum of
two matrices as follows:
Bt,k ≡p
(
−z d
p−1
dzp−1
(
gfk−1
zt−1
)
( p
√
z), f(z)
)
ℓt×ℓk
+
(
dp−1
dzp−1
(zp−k+1gf t−1)(
√
z), f(z)
)T
ℓk×ℓt
.
where ℓt = ⌊(n − t)/p⌋+ 1.
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