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Chomsky-Schützenberger hierarchy
Class Grammars Languages Automaton
Type-0 Unrestricted Recursively enumerable Turing machine
(Turing-recognizable)
Type-1 Context-sensitive Context-sensitive Linear-bounded
Type-2 Context-free Context-free Pushdown
Type-3 Regular Regular Finite
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Computer programs versus Natural language texts
in the 50’
Computer programs
The syntax analysis of a computer program can be based only on a
CFG (with procedures to construct meaning)
Natural language texts
Linguistic research in Chomsky (1957, 1965) lead to a more
complex formal system: the model is both generative (CFG) and
transformational
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Transformational grammars
Chomsky (1957, 1965) posits that each sentence in a
language has two levels of representation:
deep structure: canonical structure, from which semantics can
be computed
surface structure: syntactic representation, from which
phonology can be computed
Deep structures are mapped onto surface structures via
transformations
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Transformational model in the 60’
Two components
The generative component based on a CFG generates only
deep structures for canonical clauses such as (1a)
The transformational component generates surface changes
from canonical structures, passive transformation (1b), WH
transformation (1c), two transformations (1d)
(1) a. The student put the book on the shelf
b. The book was put on the shelf
c. Who put the book on the shelf?
d. Which book was put on the shelf?
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2016 Lecture on formal grammars
by Bob Hardin (Western Michigan University)
The syntax of most programming languages is context-free (or
very close to it)
Natural language is almost entirely definable by type-2 tree
structures
Syntax of some natural languages (Germanic) is type-1
Is it true?
What are the results in NLP after 60
years of research?
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Leaving aside transformational model in NLP
The model has poor computational properties
Peters and Ritchie (1973) establish its undecidability
Formalism GPSG (Generalized Phrase Structure Grammar)
(Gazdar et al 1985)
no transformational component but use of features and a
metagrammar (to automatically generate new rules)
GPSG inspired by computer science development
The hypothesis is still that natural language syntax can be
described with a CFG
(although GPSG actually defines a more general class of languages
than CFG)
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Rehabilitation of lexical information
Chomsky’s model
Nearly nothing about lexical information: just the arguments of
verbal predicates, e.g. sleep is intransitive, eat is transitive
Importance of lexical information
development of electronic lexicons
Maurice Gross for French
Beth Levin for English
development of grammars with lexical information, e.g.
categorial grammars (Lambek 1958)
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Existence of cross dependencies
Swiss German (Shieber 1985)
Jan saït das mer em Hans es huus hälfed aastriiche
John says that nous Hans.DAT the house.ACC help+DAT paint+ACC
(Jean says we help Hans to paint the house)
1.3 l’argument de la sensibilité légère au contexte 9
où les dépendants verbaux sont marqués explicitement pour le cas.
Shieber (1985) établit de plus que les verbes exhibent une forte sous
catégorisation pour le cas. Dans l’exemple courant, le verbe hälfed
sous-catégorise sans hésitation un groupe nominal datif et le verbe
aastriiche sous-catégorise sans hésitation un groupe nominal accusatif4.
Il s’agit du motif de dépendances croisées qui tire son nom de la
représentation du phénomène par des dépendances :
Jan saït das mer em Hans es huus hälfed aastriiche
Le phénomène est plus général. En abrégeant le début de la phrase
par ’. . . ’, on peut constater avec l’exemple suivant qu’il se généralise
à des cas avec enchâssements : :
(5) . . . d’chind em Hans es huus lönd hälfe aastriiche
. . . les enfants.ACC Hans.DAT la maison.ACC laissons+ACC aider+DAT à peindre+ACC
. . . laissons les enfants aider Hans à peindre la maison
. . . d’chind em Hans es huus lönd hälfed aastriiche
L’argument est construit à partir d’une élaboration de (5) :
(6) . . . d’chind em Hans es huus haend wele laa hälfe aastriiche
. . . les enfants.ACC Hans.DAT la maison.ACC avons voulu laisser+ACC aider+DAT à peindre+ACC
. . . avons voulu laisser les enfants aider Hans à peindre la maison
car cette construction autorise une généralisation qui suit le motif
suivant : (d’chind)i (em Hans)j es huus haend wele (laa)i (hälfe)j aastri-
iche. Dans cette construction, le nombre de groupes nominaux dat-
ifs sous-catégorisés (em Hans) est égal au nombre de verbes à sous-
catégorisation dative forte (hälfe) et le nombre de groupes nominaux
accusatifs sous-catégorisés (d’chind) est égal au nombre de verbes à
sous-catégorisation accusative forte(laa). De plus, si tous les noms ac-
cusatifs précèdent les noms datifs alors les verbes à sous-catégorisation
accusative doivent précéder les verbes à sous-catégorisation dative.
À partir de ce motif, l’argument se construit comme suit. On pose
un homomorphisme f(L) qui envoie d’abord les noms itérés aux cas
datif et accusatif respectivement sur a et b. Ensuite f(L) envoie les
verbes itérés à sous-catégorisation dative et accusative respectivement
sur c et d. Finalement f(L) envoie les segments restants de l’énoncé
sur x,y, z. f(L) est illustré en figure 2 pour l’exemple (6).
Pour représenter la contrainte d’ordre linéaire, on pose le motif
régulier r = xa⇤b⇤yc⇤d⇤z. L’intersection f(L)\ r = {xambnycmdnz |m,n >
4 D’après Shieber (1985), l’omission de l’argument ou le changement de cas cause
l’agrammaticalité.
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1.5 extensible metagrammar 19
(8) Piet denkt dat Jan de kinderen zag zwemmen
Pierre pense que Jean les enfants a vu nager
Pierre pense que Jean a vu les enfants nager
Piet denkt dat Jan de kind ren zag zwemmen
(9) . . . dat Jan Piet Marie de kinderen zag helpen leren zwemmen
. . . que Jean Pierre Marie les enfants a vu aider apprendre nager
. . . que Jean a vu Pierre aider Marie apprendre aux enfants à nager
. . . dat Jan Piet Marie de kinderen zag helpen leren zwemmen
La représentation des dépendances croisées avec une LTAG Kroch
and Santorini (1991), illustrée en Figure 8 pour l’exemple 8, s’obtient
en utilisant une variante de la grammaire 2-Copie (G2) donnée en
Figure 4. On obtient l’effet de croisement en utilisant l’adjonction
dite englobante. C’est cette forme d’adjonction qui permet d’exprimer
avec TAG des motifs légèrement sensibl s u contexte. À partir de
la représentation donnée en Figure 8, il est possible de généraliser
à l’exemple 9 par adjonctions supplémentaires depuis le noeud site
noté en gras dans la structure dérivée.
À partir de cet exemple et comme le remarque Kallmeyer (2010),
dire que les langues naturelles exhibent des propriétés de copie lim-
itée est encore une autre manière de caractériser cette propriété de
sensibilité au contexte qui échappe à CFG.
1.5 extensible metagrammar
Cette partie couvre un problème que j’ai traité lors de ma thèse Crabbé
(2005).
On l’a vu, par ses propriétés, LTAG permet de modéliser directe-
ment les dépendances à longue distance et les dépendances croisées,
sans avoir recours à la notion de transformation. On l’a vu également
LTAG permet également d’exprimer la grammaire sous-for e lexical-
i ée en imposant des contraintes fortes de sous-catégorisation. Les
propriétés intrinsèques du formalisme ne permettent toutefois pas de
capturer telles quelles l’intégralité de ce qui était exprimé par un sys-
tème transformationnel à la Chomsky (1965). Dans le cas de LTAG, les
transformations locale au prédicat, d ivent êtr réexprimée et pré-
compilées dans la grammaire. À l’instar de la métagrammaire GPSG et
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Context sensitive phenomenon
L(G) = {ww |w ∈ {a, b}∗}
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Tree Adjoining Grammar (TAG) (Joshi 1986)
Two sets of trees
initial trees
auxiliary trees
Two operations
substitution
adjunction
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Substitution operation
Substitution of the initial tree α1 (root node X)
in a tree with a substitution node X on the frontier marked with a ↓
Bases Bonne formation Structure de traits
Grammaires d’arbres
Substitution
X⇥
X
 1
X
⇤1
=⇤
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Adjunction operation
Adjunction of the auxiliary tree β1
root node: labelled X (non terminal)
on the frontier: “foot node” also labelled X and marked with *
Bases Bonne formation Structure de traits
Grammaires d’arbres
Adjonction
X
X
X*
⇥1
=⇤ X
X
⇤1
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Example of substitution and adjunction operations
S
NP↓ VP
V
likes
NP↓
S
NP VP
V
likes
NP↓John
⇒NP
John
S
NP↓ VP
V
likes
NP↓
⇒
S
NP↓
VP
V
likes
NP↓
VP
Adv
apparently
VP
Adv VP*
apparently
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Cross dependencies in TAG
Grammar G with L(G) = {ww |w ∈ {a, b}∗}
NA: non adjunction
14 modèles symboliques
• Ils sont un sur-ensemble strict de CFG.
• L’analyse syntaxique est en temps polynomial de la longueur
de la phrase (PTIME).
• Ils permettent d’exprimer de manière contrainte des dépendances
croisées
• Les mots engendrés ont la propriété de croissance constante.
La propriété la plus pertinente pour caractériser la syntaxe des langues
naturelles est certainement la capacité à engendrer des dépendances
croisées et Kallmeyer (2010) suggère également que cette propriété
peut être vue comme une capacité de copie limitée5. On verra égale-
ment directement en section 1.6 que les langages légèrement sensibles
au contextes sont ceux qui autorisent un degré limité de non projec-
tivité.
Parmi les formalismes légèrement sensibles au contexte on trouve
non seulement TAG mais également sa variante TAG à composantes
multiples, Linear Context Free Rewriting Systems (LCFRS) et ses vari-
antes Kallmeyer (2010) dont certaines formes de Range Concatenation
Grammar (RCG) Boullier (2003). De nos jours, il est habituellement ad-
mis que cette classe de formalismes légèrement sensibles au contexte
sont capables de modéliser la syntaxe de l’intégralité des langues du
monde.
G1 G2
S
✏
SNA
dS
cS?NAb
a S
✏
SNA
S
aS?NA
a
SNA
S
bS?NA
b
Figure 4: Grammaires G1 telle que L(G1) = {w|w 2 anbncndn} et G2 telle
que L(G2) = {ww|w 2 {a,b}⇤}
1.4.4 La lexicalisation des grammaires libres de contexte
TAG est essentiellement utilisé dans sa version lexicalisée LTAG. C’est
cette dernière version qui est utilisée pour décrire la syntaxe des
langues naturelles car elle permet d’exprimer des contraintes lexicales
fortes, notamment de sous-catégorisation, c’est ce que Abeillé (2002)
5 On s’en convainc facilement en considérant que la grammaire 2-copie G2 donnée en
Figure (4) est également celle qui permet de formaliser les dépendances croisées du
néérlandais et du suisse-allemand comme illustré en Figure 8.
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Midly context-sensitive languages
TAG is part of a class of languages called midly context-sensitive
This class is a superset of context-free languages and a subset of
context-sensitive languages
(3-copy language L3 = {www |w ∈ {a, b}∗} cannot be generated
by a TAG)
Parsing in TAG is made in polynomial time O(n6)
Embedded Pushdowm Automata (Vijay-Shanker, 1987)
While CFGs are associated with pushdown automata (PDA), TAGs
are associated with the so-called Embedded Pushdowm Automata
(EPDA)
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Lexicalized grammars
Definitions
A rule is lexicalized if it has a lexical (terminal) anchor
A grammar is lexicalized if all its rules are lexicalized
Lexicalization of a CFG?
Can a CFG be lexicalized?
i.e., given a CFG, G, can we construct another CFG, G’, such that
every rule in G’ is lexicalized,
and G and G’ are strongly equivalent?
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Simple example of Lexicalization of a CFG by a TSG
Tree Substitution Grammar
TSG is TAG without the adjunction operation (only initial trees)
A.K. Joshi / Cognitive Science 28 (2004) 637–668 641
Fig. 2. Substitution.
a constraint is intertwined with the how the local domains are composed by the grammar, in
other words, specification of a constraint will require specification of recursion, resulting in an
effectively unbounded domain. In contrast, in the CLSG approach, we seek a system with ex-
tended (but still finite) domains of locality capable of specifying the linguistic constraints over
these extended domains. Thus, recursion does not enter into the specification of the constraints.
We call this property as factoring recursion away from the domains of locality.
1.2. Lexicalization of CFGs by grammars with larger domains of locality
Now we can ask the following question. Can we strongly lexicalize a CFG by a grammar
with a larger domain of locality? Figs. 2 and 3 show a tree substitution grammar where the
elementary objects (building blocks) are the three trees in Fig. 3 and the combining operation
is the tree substitution operation shown in Fig. 2. The down arrows in Figs. 2 and 3 denote the
substitution sites. Note that each tree in the tree substitution grammar (TSG),G′ is lexicalized,
i.e., it has a lexical anchor. It is easily seen that G′ indeed strongly lexicalizes G. However,
TSGs fail to strongly lexicalize CFGs in general. We show this by an example. Consider the
CFG,G, in Fig. 4 and a proposed TSG,G′. It is easily seen that althoughG andG′ are weakly
equivalent they are not strongly equivalent. In G′, suppose we start with the tree α1 then by
repeated substitutions of trees inG′ (a node marked with a vertical arrow denotes a substitution
site) we can grow the right side of α1 as much as we want but we cannot grow the left side.
Similarly for α2 we can grow the left side as much as we want but not the right side. However,
trees in G can grow on both sides. In order for a tree to grow on both sides, the distance
between the lexical anchor of a tree, a, and the root of the tree, S, must become arbitrarily
Fig. 3. Tree substitution grammar.
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No Lexicalisation of a CFG by a TSG
G and G’ are weakly but not strongly equivalent
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TAG strong lexicalisation of a CFG
G and G’ are strongly equivalent
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Lexicalized TAG (LTAG)
Two elementary trees for likes
transitive : Harry likes Mary
object extraction:Who does (Bill think) Harry likes?644 A.K. Joshi / Cognitive Science 28 (2004) 637–668
Fig. 7. LTAG: Elementary trees for likes.
Therefore, in principle, for each ‘minimal’ construction in which likes can appear (for ex-
ample, subject extraction, topicalization, subject relative, object relative, passive, etc.) there
will be an elementary tree associated with that construction. By minimal we mean that all
recursion has been factored away. This factoring of recursion away from the domain over
which the dependencies have to be specified is a crucial aspect of LTAGs, as they are used in
linguistic descriptions. This factoring allows all dependencies to be localized in the elemen-
tary domains. In this sense, there will, therefore, be no long distance dependencies as such.
They will all be local and will become long distance on account of the composition opera-
tions, especially adjoining. This will become clear as soon as we describe the derivation in
Fig. 9.
Fig. 8 shows some additional elementary trees—trees α3, α4, and α5 and trees β1 and β2.
The β trees with foot nodes marked with ∗ will enter a derivation by the operation of adjoining.
The α trees enter a derivation by the operation of substitution.8A derivation using the trees α2,
α3, α4, α5, β1, and β2 is shown in Fig. 9. The trees for who and Harry are substituted in the
tree for likes at the respective NP nodes, at node addresses 1 and 2.1 in α2. The tree for Bill is
substituted in the tree for think at the NP node at the node address 1 in β1. the tree for does is
adjoined to the root node (address 0) of the tree for think tree (adjoining at the root node is a
special case of adjoining), see Fig. 10 for this intermediate derived tree.
Fig. 8. LTAG: Sample elementary trees.
all recursion has been factored away because dependencies are
localiz d in th elementary tree
⇒ no long distance dependencies as such
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Other elementary trees in a LTAG
644 A.K. Joshi / Cognitive Science 28 (2004) 637–668
Fig. 7. LTAG: Elementary trees for likes.
Therefore, in principle, for each ‘minimal’ construction in which likes can appear (for ex-
ample, subject extraction, topicalization, subject relative, object relative, passive, etc.) there
will be an elementary tree associated with that construction. By minimal we mean that all
recursion has been factored away. This factoring of recursion away from the domain over
which the dependencies have to be specified is a crucial aspect of LTAGs, as they are used in
linguistic descriptions. This factoring allows all dependencies to be localized in the elemen-
tary domains. In this sense, there will, therefore, be no long distance dependencies as such.
They will all be local and will become long distance on account of the composition opera-
tions, especially adjoining. This will become clear as soon as we describe the derivation in
Fig. 9.
Fig. 8 shows some additional elementary trees—trees α3, α4, and α5 and trees β1 and β2.
The β trees with foot nodes marked with ∗ will enter a derivation by the operation of adjoining.
The α trees enter a derivation by the operation of substitution.8A derivation using the trees α2,
α3, α4, α5, β1, and β2 is shown in Fig. 9. T trees for who and Harry are substituted in the
tree for likes at the respective NP nodes, at node addresses 1 and 2.1 in α2. The tree for Bill is
substituted in the tree for think at the NP node at the node address 1 in β1. the tree for does is
adjoined to the root node (address 0) of the tree for think tree (adjoining at the root node is a
special case of adjoining), see Fig. 10 for this intermediate derived tree.
Fig. 8. LTAG: Sample elementary trees.
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LTAG derivation for who does Bill think Harry likes
A.K. Joshi / Cognitive Science 28 (2004) 637–668 645
Fig. 9. LTAG derivation for who does Bill think Harry likes.
Finally, the derived auxiliary tree (after adjoining β2 to β1) is adjoined to the indicated
interior S node of the tree α2 at the address 2 in α2. This derivation results in the derived tree
for
Who does Bill think Harry likes
as shown in Fig. 11. Note that the dependency betweenwho and the complement NP inα2 (local
to that tree) has been stretched in the derived tree in Fig. 11. It has become long distance. How-
ever, it started out as a local dependency. A key property of LTAGs is that all dependencies are
local, i.e., they are specified in the elementary trees. They can become long distance as a result
of the composition operations. Fig. 11 is the conventional tree associated with the sentence.
However, in LTAG, there is also a derivation tree, the tree that records the history of compo-
sition of the elementary trees associated with the lexical items in the sentence. This derivation
tree is shown in Fig. 12. The nodes of the tree are labeled by the tree labels such as α2 together
with its lexical anchor likes.9 The number on an edge of a derivation tree refers to the node
address in a tree into which either a substitution or adjoining has beenmade. Thus, for example,
Fig. 10. Intermediate derived tree for β2 adjoined to β1.
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LTAG derived tree for who does Bill think Harry likes
646 A.K. Joshi / Cognitive Science 28 (2004) 637–668
Fig. 11. LTAG derived tree for who does Bill think Harry likes.
in Fig. 12 the α3(who) tree is substituted at the node with address 1 in the tree α2(likes), the tree
β1(thinks) is adjoined at the address 2 in the tree α2(likes), etc. Solid edges denote substitution
and dotted edges denote adjoining.
The derivation tree is the crucial derivation structure for LTAG. It records the history of
composition in terms of the elementary trees (primitive building blocks) of LTAG. The derived
tree in Fig. 11 does not indicate what the component elementary trees are for the final derived
tree. It should be clear that from the derivation tree we can always obtain the derived tree by
performing the substitutions and adjoinings indicated in the derivation tree. So, in this sense,
the derived tree is redundant.
Further, for semantic computation, the derivation tree (and not the derived tree) is the crucial
object. Compositional semantics is defined on the derivation tree. The idea is that for each
elementary tree there is a semantic representation associated with it and these representations
are composed using the derivation tree. Since the semantic representation for each elementary
tree is directly associated with the tree, there is no need to reproduce necessarily the internal
hierarchy in the elementary tree in the semantic representation (Kallmeyer & Joshi, 1999; Joshi
& Vijay-Shanker, 1999; Joshi, Kallmeyer, & Romero, 2003). This means that the hierarchical
structure internal to each elementary tree need not be reproduced in the semantic representation.
This leads to the so-called flat semantic representation. i.e., the semantic expression associated
with the sentence is essentially a conjunction of semantic expressions associated with each
elementary tree.10 Of course, relevant machinery has to be provided for scope information
Fig. 12. LTAG derivation tree.
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LTAG derivation tree for who does Bill think Harry likes
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Fig. 11. LTAG derived tree for who does Bill think Harry likes.
in Fig. 12 the α3(who) tree is substituted at the node with address 1 in the tree α2(likes), the tree
β1(thinks) is adjoined at the address 2 in the tree α2(likes), etc. Solid edges denote substitution
and dotted edges denote adjoining.
The derivation tree is the crucial derivation structure for LTAG. It records the history of
composition in terms of the elementary trees (primitive building blocks) of LTAG. The derived
tree in Fig. 11 does not indicate what the component elementary trees are for the final derived
tree. It should be clear that from the derivation tree we can always obtain the derived tree by
performing the substitutions and adjoinings indicated in the derivation tree. So, in this sense,
the derived tree is redundant.
Further, for semantic computation, the derivation tree (and not the derived tree) is the crucial
object. Compositional semantics is defined on the derivation tree. The idea is that for each
elementary tree there is a semantic representation associated with it and these representations
are composed using the derivation tree. Since the semantic representation for each elementary
tree is directly associated with the tree, there is no need to reproduce necessarily the internal
hierarchy in the elementary tree in the semantic representation (Kallmeyer & Joshi, 1999; Joshi
& Vijay-Shanker, 1999; Joshi, Kallmeyer, & Romero, 2003). This means that the hierarchical
structure internal to each elementary tree need not be reproduced in the semantic representation.
This leads to the so-called flat semantic representation. i.e., the semantic expression associated
with the sentence is essentially a conjunction of semantic expressions associated with each
elementary tree.10 Of course, relevant machinery has to be provided for scope information
Fig. 12. LTAG derivation tree.
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Summary
The class of midly context-sensitive grammars appears appropriate
for modeling natural languages
Development of LTAGs for many languages: English, French,
German, Korean, etc.
Study of midly context-sensitive grammars, e.g. LCFRS (Weir
1988) or RCG (Boullier 2003)
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Semantics: Synchronous TAG (STAG) (Shieber 1994)
Synchronous TAG (STAG) extends TAG by taking the
elementary structures to be pairs of TAG trees with links
between particular nodes in those trees.
An STAG is a set of triples, 〈tL, tR ,_〉 where tL and tR are
elementary TAG trees and _ is a linking relation between
nodes in tL and nodes in tR
Links are marked with circled indices (e.g. À)
Derivation proceeds as in TAG except that all operations
must be paired. That is, a tree can only be substituted or
adjoined at a node if its pair is simultaneously substituted or
adjoined at a linked node.
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An English syntax/semantics STAG fragment for
John apparently likes Mary
(From Nesson and Shieber 2006)
NP
John
e
john
NP
Mary
VP
Adv VP*
apparently
t
〈t,t〉 t*
apparently
S ①
NP↓ VP
V
likes
NP↓
t ①
〈e,t〉 e↓
likes e↓
e
mary
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Derived tree pair for John apparently likes Mary.
e
S
NP VP
Adv VP
V NP
John apparently likes Mary
t
〈t,t〉 t
〈e,t〉
apparently
e
john
likes
mary
Resulting semantic representation can be read off the semantic
derived tree by treating the leftmost child of a node as a functor
and its siblings as its arguments: apparently(likes(john,mary))
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Derivation tree for John apparently likes Mary.
Only one derivation tree for both the syntactic and semantic
representations.
Each link in the derivation tree specifies a link number in the
elementary tree pair.
likes
john
apparently
mary
 

L. Danlos NLP
Research in the 70’
Research in the 80’
Extension of LTAG for semantics and discourse
Nowadays NLP applied research
Schützenberger and AI
Extension of STAG to discourse (D-STAG)
(Danlos 2009)
At the discourse level, sentences and propositions are related
by discourse relations (DRs).
DRs can either be implicit — semantically inferred — (2a), or
explicit —lexically signalled — (2b).
The most common markers of explicit DRs are discourse
connectives (DCs), a group mainly composed of conjunctions,
prepositions and adverbs.
(2) a. Fred was sick. He stayed at home.
b. Fred was sick. But he came to work.
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D-STAG
syntactic trees anchored by discourse connectives (DCs)
semantic trees anchored by discourse relations (DRs)
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Discourse parsing should produce non tree-shaped
semantic graphs
[Fred is in a bad mood]1 because [he didn’t sleep
well]2. [He had nightmares]3.
Interpretation
Explanation(F1,F2) ∧ Explanation(F2,F3)
F2
DR1
F1
DR2
F3
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Functor which allows a copy of F2
Φ′′ = λRiXYP.X (λx .Y (λy .Ri(x , y) ∧ P(x)))
Φ′′(Ri) = R′′i = λXYP.X (λx .Y (λy .Ri(x , y) ∧ P(x)))
with X ,Y : ttt = 〈〈t, t〉, t〉, P : 〈t, t〉 and x , y : t
〈ttt, ttt〉
〈ttt, 〈ttt, ttt〉〉
〈. . .〉
Φ′′
〈t, 〈t, t〉〉
Ri
ttt Â
ttt∗
ttt Á
λ Q t
Q t↓}
ttt Ã
λP.(Ri(F2,F3) ∧ P(F2))
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Competence versus Performance Grammars
All the (symbolic) grammars presented so far are essentially
competence grammars
They do not model performance
they are not robust enough to deal with the phenomena that are
found in "real" texts, e. g. journalistic texts.
Nowadays research in NLP
work on real texts for applications such as Information Retrieval
and Text Mining, Social Media and Sentiment Analysis, Machine
Translation . . .
Main techniques for applied work
Machine learning techniques
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Probabilistic context free grammars (PCFGs)
Basic principles
The probability of a derivation (parse) is the product of the
probabilities of the productions used in that derivation.
These probabilities are typically computed by machine learning
on annotated corpora (PTB, FTB).
Big problems
The size of the grammar increases with the size of the
explored data (quite numerous rules with low frequency)
The ambiguity (number of parse trees for the same input)
increases drastically with the size of the grammar
New trends of theoretical research with cognitive aspects
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M.P. Schützenberger’s talk on AI around 1985
AI goal
How to create computer programs that simulate intelligent human
behavior?
M.P. Schützenberger’s prediction
It is not computers which are going to simulate human behavior
but humans who are going to simulate and adapt to computer
behavior
by comparison with alchimistry
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M.P. Schützenberger’s prediction for NLP 30 years later
Right
For any booking task or alike, we don’t use anymore natural
language
but fill drop-down menus on the Web
Wrong
Human beings have never written so much (with their thumbs)
So computers should understand their natural language texts (for
machine translation, for example)
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Which formal grammars for so-called
noisy user-generated texts?
English
@Hii_ImFruiity nuin much at all juss chillin waddup w yu ?
French
jlaime trp ste meuf on stape trp des bar tmtc
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