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a b s t r a c t
The theory of approximate solution lacks research on the area of nonlinear q-difference
equations. This article explores the possibility of using the differential transformation
method to find an approximate solution for strongly nonlinear damped q-difference
equations. The time response of the nonlinear equation is presented under different
parameter conditions, and the results are then compared with those derived from the
numerical method to verify the accuracy of the proposed method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Studies on q-analysis appeared during the 19th century in intensive works by Rogers [1], Slater [2], and Gasper and
Rahman [3]. The q-difference equations, as well as their analytic and numerical solutions, play an important role in various
fields of science and engineering, especially in physical science, as their solutions can provide more insight into the
physical aspects of the problems [4–8]. Solutions of linear q-difference equations have been well studied in terms of the
q-Hypergeometric series [9]. So far, one area that lacks development is the theory of approximate solutions for nonlinear
q-difference equations. Recent developments in the theory of approximate solution have boosted further interest in the
discussion of nonlinear q-difference equations.
The differential transformationmethod is a semi-numerical–analytic method for solving differential equations. Applying
the differential transformation method, a closed form series solution for linear and nonlinear differential equations is
proposed by [10–13]. Jang and Chen [12] employed the differential transformation method to investigate the response of a
strongly nonlinear damped system. Kuo and Lo [13] applied the differential transformation method to analyze the response
of a damped system with high nonlinearity.
The aim is to extend the use of the differential transformationmethod to the case of the nonlinear q-difference equations,
where the differential transformation method can be considered as an extended Taylor series of order k on qN = {qn|n ∈
N} ∪ {0}. To put it precisely, the strongly nonlinear damped q-difference equation is described as
x∆∆ + (2γ + εγ1x)x∆ +Ω2x+ x2 = 0 on qN (1)
with x(0) = a, x∆(0) = b. Here, γ and γ1 are linear damping parameters, ε is the nonlinearity parameter,Ω is the frequency
of underdampedmotion. A product rule of two generalized polynomials on qN is also derived to consider the nonlinear terms
xx∆ and x2. The obtained results overcome the difficulty of developing a theory of series solution of q-difference equations. In
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the final section, a numerical method for solving q-difference equations displays the accuracy of the obtained approximate
solution, while the numerical results illustrate the effectiveness of the proposed method.
This work is organized as follows. In Section 2, the basic ideas of the q-calculus are introduced. In Section 3, a product rule
of two q-polynomials at 0 is derived. In Section 4, the differential transformation method is applied to find an approximate
solution of strongly nonlinear damped q-equations. In Section 5, a numerical method for the q-difference equations is
developed. Section 6 shows that the obtained results from approximate solutions and numerical computations are very
close. A concise conclusion is provided in Section 7.
2. Basic concepts of time scales and q-calculus
A time scale is an arbitrary nonempty closed subset of the real numbers. The calculus of time scales was initiated by
Hilger [14] in order to create a theory that can unify discrete and continuous analysis. In this paper, the research is focused
on the time scale qN on which the delta derivative and the generalized polynomials are introduced in this section.
This article assumes that 0 < q < 1 and uses the notations
qN = {qn|n ∈ N} and qN = qN ∪ {0},
where N denotes the set of positive integers.
Let a and q be real numbers such that 0 < q < 1. The q-shift factorial [9] is defined by
(a; q)0 = 1 and (a; q)n =
n−1∏
k=0
(1− aqk), n = 1, 2, . . . , n.
Definition 2.1 ([15]). Assume that f : qN → R is a function and t ∈ qN. The q-derivative at t is defined by
f ∆(t) =

f (qt)− f (t)
(q− 1)t , if t ∈ q
N,
lim
n→∞
f (qn)− f (0)
qn
, if t = 0.
Definition 2.2. Assume that f : qN → R is a function. The function F which is pre-differentiable in qN such that
F∆(t) = f (t), ∀t ∈ qN
is called a pre-antiderivative of f . We define the indefinite integral of the function f by∫
f (t)1t = F(t)+ C,
where C is an arbitrary constant. Moreover, the definite integral is defined by∫ s
r
f (t)1t = F(s)− F(r), ∀r, s ∈ qN.
A q-difference equation is an equation that contains q-derivatives of a function defined on qN.
Definition 2.3. On a time scale T, the generalized polynomials hk(·, t0) : T→ R are defined recursively as follows:
h0(t, s) = 1, hk+1 =
∫ t
s
hk(τ , s)△τ .
By computing the recurrence relation the q-polynomials are represented as
hk(t, s) = Π k−1ν=0
t − sqν
ν∑
j=0
qj
on qN [15].
Hence, for each fixed s, the delta derivative of hk with respect to t satisfies
h△k (t, s) = hk−1(t, s), k ≥ 1.
As s = 0, the q-polynomial hk(t, s) is simplified as hk(t). Agarwal and Bohner [16] gave the Taylor formula for functions on
a general time scale. On qN the Taylor formula is written as
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Theorem 2.4. Let n ∈ N. Suppose f is n times continuously differentiable on qN. Let α, t ∈ qN. Then the Taylor formula of f near
x = α is given by
f (t) =
n−1
k=0
hk(t, α)f ∆
k
(α)+
∫ ρn−1(t)
α
hn−1(t, σ (τ ))f ∆
n
(τ )1τ .
3. The product rule of two q-polynomials
To develop an approximate solution of (1), the product rule of two q-polynomials at 0 is derived.
Theorem 3.1. Let hi(t, 0) and hj(t, 0) be two q-polynomials at zero. Then
hi(t, 0)hj(t, 0) = (q
i+1; q)j
(q; q)j hi+j(t, 0).
Proof. As
hi+j(t, 0) =
i+j−1∏
ν=0
t
ν∑
µ=0
qµ
,
hence
hi+j(t, 0) =
 i−1∏
ν=0
t
ν∑
µ=0
qµ


i+j−1∏
ν=i
t
ν∑
µ=0
qµ

= hi(t, 0)

j−1∏
ν=0
ν∑
µ=0
qµ
j−1∏
ν=0
ν∑
µ=0
qµ
 t j

i+j−1∏
ν=i
1
ν∑
µ=0
qµ

= hi(t, 0)

j−1∏
ν=0
t
ν∑
µ=0
qµ


j−1∏
ν=0
ν−
µ=0
qµ

i+j−1∏
ν=i
1
ν∑
µ=0
qµ

= hi(t, 0)hj(t, 0)

j−1∏
ν=0
ν∑
µ=0
qµ
ν+i∑
µ=0
qµ
 .
This implies that
hi(t, 0)hj(t, 0) =

j−1∏
ν=0
ν+i∑
µ=0
qµ
ν∑
µ=0
qµ
 hi+j(t, 0) =
j−1∏
ν=0
(1− qυ+i+1)
(1− qυ+1) hi+j(t, 0) =
(qi+1; q)j
(q; q)j hi+j(t, 0). 
Proposition 3.2. Let hi(t, 0) and hj(t, 0) be any two q-polynomials. We have
hi(t, 0)hj(t, 0) = hj(t, 0)hi(t, 0)
4. The differential transformation technique on q-calculus
4.1. Basic concepts of differential transformation method
Based on earlier research [12,13], the basic definitions andoperations of differential transformationmethod are extended.
The definition of the Taylor series on a time scale can be found in [15].
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Definition 4.1. A real-valued function f : qN → R is said to be q-analytic at t0 if and only if there is a power series centered
at t0 that converges to f near t0; i.e. there exist coefficients {ak}∞k=0 and points c, d ∈ qN such that c < t0 < d and
f (t) =
∞−
k=0
akhk(t, t0)
for all t ∈ (c, d) ∩ qN.
If x(t) is q-analytic in the time domain qN, then x(t) is continuously differentiable with respect to t .
Definition 4.2. Let theK domain be the set of nonnegative integers. The spectrumof x(t) at t = ti in theK domain iswritten
as
X(k) =
[
∆kx(t)
1tk
]
t=ti
, ∀k ∈ K. (2)
Definition 4.3. If x(t) can be expressed by the Taylor series on qN, then the differential transformation of X(k) is represented
as
x(t) =
∞−
k=0
X(k)hk(t, ti), (3)
where hk(t, ti), k ∈ N are q-polynomials with degree k and X(k) is the spectrum of x(t) at t = ti.
In the following section, the differential transformation in Definition 4.3 will be applied to solve the nonlinear damped
q-difference equations.
4.2. An algebraic equation of the nonlinear damped q-difference equations
Applying the differential transformation in Definition 4.3, the solution of the nonlinear q-difference equation (1) can be
represented as
x(t) =
∞−
k=0
X(k)hk(t, 0), (4)
where X(k) is the spectrum of x(t) at 0. The products of x(t)x∆(t) and x2(t) in (1) are expressed as follows:
x(t)x∆(t) =
∞−
k=0
k−
i=0
X(k− i)X(i+ 1)hk−i(t)hi(t, 0)
=
∞−
k=0

k−
i=0
X(k− i)X(i+ 1)H(k− i, i)

hk(t, 0), (5)
x2(t) =
∞−
k=0

k−
i=0
X(k− i)X(i)H(k− i, i)

hk(t, 0),
where H(i, j) = (qi+1;q)j
(q;q)j and (a; q)0 = 1, (a; q)n = Πn−1k=0 (1− aqk), n = 1, 2, . . . ,∞.
Substituting (4) and (5) into (1), the nonlinear equation (1) can be transformed into an algebraic equation as
∞−
k=0

X(k+ 2)+ 2γ X(k+ 1)+ εγ1
k−
i=0
X(k− i)H(k− i, i)+Ω2X(k)+
k−
i=0
X(k− i)X(i)H(k− i, i)

hk(t, 0) = 0,
which yields the following algebraic equation
X(k+ 2)+ 2γ X(k+ 1)+ εγ1
k−
i=0
X(k− i)H(k− i, i)+Ω2X(k)+
k−
i=0
X(k− i)X(i)H(k− i, i) = 0,
k = 0, 1, 2, . . . . (6)
As x(0) = a and x∆(0) = b, the initial estimate of the series solution can be given as
x(t) = a+ bh1(t, 0);
i.e. the first two terms in the algebraic equation (6) are X(0) = a and X(1) = b.
Hence, the spectrum X(k) of x(t) at 0 satisfies the algebraic equation (6) with initial conditions X(0) = a and X(1) = b,
where the solution can be obtained iteratively from X(0) = a and X(1) = b.
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5. Numerical method
To display the accuracy of the differential transformation method, a numerical method for the q-difference equations is
developed.
Since 0 is a cluster point of qN, the derivative of x(t) at 0 is defined as
x∆ = lim
n→∞
x(qn)− x(0)
qn
, if q < 1. (7)
Let N0 > 0 be a nonnegative integer. To obtain an approximation for the derivative of x(t) at t = 0, we use
x(qN0) = x(0)+ qN0x∆(0)+ q
2N0
2
x∆
2
(0)+ · · ·
Rearrangement leads to
x∆(0) ≈ x(q
N0)− x(0)
qN0
− q
N0
2
x∆
2
(0)
= x(q
N0)− x(0)
qN0
+ O(qN0),
where the dominate term in the truncation error is O(qN0).
As x∆(0) = b,
x(qN0)− x(0)
qN0
= b
which yields
x(qN0) = x(0)+ qN0b = a+ qN0b.
Set t0 = 0 and t1 = qN0 and define
ti = qN0−(i−1), ∀i = 2, . . . ,N0 + 1.
Then the interval [0, 1] is partitioned into N0 subintervals. Now
xi = x(ti), ∀i = 0, 1, 2, . . . ,N0 + 1.
The Delta-derivative of x(t) at ti can be calculated as
x∆i =
xi+1 − xi
ti+1 − ti = Dixi+1 − Dixi, (8)
and
x∆∆i =
x∆i+1 − x∆i
ti+1 − ti = Aixi+2 − Bixi+1 + Cixi, (9)
where
Ai = 1
(ti+1 − ti)(ti+2 − ti+1) , Bi =
(ti+2 − ti)
(ti+1 − ti)2(ti+2 − ti+1) ,
Ci = 1
(ti+1 − ti)2 , Di =
1
(ti+1 − ti) .
Substituting (8) and (9) into (1) yields the following equation
Aixi+2 + (2γDi − Bi)xi+1 + (Ω + Ci − 2γDi)xi + εDixixi+1 + (1− εDi)x2i = 0.
This implies that
xi+2 = − 1Ai [(2γDi − Bi)xi+1 + (Ω + Ci − 2γDi)xi + εγ1Dixixi+1 + (1− εγ1Di)x
2
i ]. (10)
6. Numerical results
The theoretical considerations introduced in the previous sections will be illustrated with some examples, where the
approximate solutions are compared with numerical solutions.
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Table 1
The comparison table of each case.
Time domain .109 .205 .313 .430 .531 .656 .729 .81 .9
Case 1 .0014 .0049 .0106 .0166 .0190 .0143 .0052 .0135 .0502
Case 2 .0014 .0049 .0105 .0161 .0182 .0129 .0036 .0150 .0510
Case 3 .0016 .0044 .0069 .0071 .0042 .0031 .0087 .0147 .0183
The time scale qN is given as
{0.9n|n ∈ N} ∪ {0} = {0.9, 0.81, 0.729, . . . , 0},
where 0 is the cluster point of qN. The maximum error and the average error are defined as
maximum error = max{|x¯n(t)− xˆ(t)| | t ∈ qN, t ≥ 0.9100},
and
average error = sum{|x¯n(t)− xˆ(t)| | t ∈ qN, t ≥ 0.9100}/100,
respectively, where x¯n is the approximate solution with n iterations and xˆ is the numerical solution obtained by (10).
The underdamped cases are considered with (i) 2γ = 0, γ1 = 0.1, ε = 1 andΩ = 1; (ii) 2γ = 0.1, γ1 = 0.1, ε = 1 and
Ω = 1; and (iii) 2γ = 2.5, γ1 = 0.1, ε = 1 andΩ = 1. In order to satisfy the initial conditions, x(0) = 1 and x∆(0) = 0.5,
the initial approximation can be given x0 = 1 + 0.5t . By the recurrence relation (6), the first 4 components of xn(t) are
obtained. In the same manner, the rest of components of the iteration formula were obtained using the symbolic toolbox in
Matlab package. For the numerical computations, the interval [0, 0.9] is partitioned into 100 subintervals, i.e. N0 = 100.
For case (i)
x1 = 1+ 0.5h1(t, 0),
x2 = 1+ 0.5h1(t, 0)− 2.05h2(t, 0),
x3 = 1+ 0.5h1(t, 0)− 2.05h2(t, 0)− 1.5855h3(t, 0),
x4 = 1+ 0.5h1(t, 0)− 2.05h2(t, 0)− 1.5855h3(t, 0)+ 9.7879h4(t, 0),
and so on. After 10 iterations, the maximum error is 0.0502 and the average error is 0.00243.
For case (ii)
x1 = 1+ 0.5h1(t, 0),
x2 = 1+ 0.5h1(t, 0)− 2.1h2(t, 0),
x3 = 1+ 0.5h1(t, 0)− 2.1h2(t, 0)− 1.366h3(t, 0),
x4 = 1+ 0.5h1(t, 0)− 2.1h2(t, 0)− 1.366h3(t, 0)+ 10.1098h4(t, 0),
and so on. After 10 iterations, the maximum error is 0.0510 and the average error is 0.00239.
For case (iii)
x1 = 1+ 0.5h1(t, 0),
x2 = 1+ 0.5h1(t, 0)− 4.55h2(t, 0),
x3 = 1+ 0.5h1(t, 0)− 4.55h2(t, 0)− 21.6395h3(t, 0),
x4 = 1+ 0.5h1(t, 0)− 4.55h2(t, 0)− 21.6395h3(t, 0)− 92.4648h4(t, 0)
and so on. After 10 iterations, the maximum error is 0.0182 and the average error is 0.00131.
The responses of x(t) are shown in Figs. 1–3 for cases (i)–(iii), respectively and the comparison table of each case is
displayed in Table 1. These figures and the maximum/average errors indicate that the approximate solution is close to the
numerical results.
7. Conclusions
In this study, a product rule of two generalized polynomials on qN is derived,which overcomes the difficulty of developing
a theory of series solutions of q-difference equations. As an application of the obtained results, the use of the differential
transformation method on strongly nonlinear damped q-difference equations is extended. In future studies, the use of
differential transformation method will be extended to other nonlinear q-difference equations.
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Fig. 1. Time response for x∆∆ + 0.1xx∆ + x+ x2 = 0 with 10 DT iterations.
 
 
Fig. 2. Time response for x∆∆ + (0.1+ 0.1x)x∆ + x+ x2 = 0 with 10 DT iterations.
 
 
Fig. 3. Time response for x∆∆ + (2.5+ 0.1x)x∆ + x+ x2 = 0 with 10 DT iterations.
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