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Abstract
En présence d'une variable de loi connue dont les données manquantes ne sont
pas dues au hasard (No Missing At Random) nous proposons une méthode pour
estimer les probabilités d'avoir une donnée manquante suivant les valeurs observées
de la variable. Nous en déduisons une statistique pour tester si les données manquent
au hasard ou non.
In this paper we ﬁrst propose an estimation of the probability of missing for No
Missing At Random data when the distribution of the valid variable is known. Sec-
ond we construct a statistic for testing the random character of the missing; that is,
Missing At Random versus NMAR.
Mots clés: données manquantes ; estimation non paramétrique ; test d'indépendance.
1 Introduction
Le problème des valeurs manquantes pour une ou plusieurs variables est fréquemment
rencontré lorsque l'on analyse un jeu de données. Il est alors important de connaître le
processus qui engendre ces données manquantes. On distingue en général trois cas (voir
[2]) : Missing At Random (MAR) ce qui signiﬁe que la donnée manque indépendamment
de la valeur (manquante) de la variable. Missing Completely At Random, ce qui signiﬁe
que la donnée manque au hasard, indépendamment de toutes les valeurs des variables
(s'il y en a d'autres). No Missing At Random signiﬁe que les données manquantes sont
directement liées à la valeur prise par la variable (manquante).
Nous nous plaçons dans ce dernier cas : NMAR avec seulement une seule variable
(manquante ou non) observée. Une généralisation de ce travail à la dépendance avec
d'autres covariables est envisagée. Notre objectif est de proposer un estimateur de la
probabilité d'avoir une donnée manquante, puis construire un test pour décider du car-
actère aléatoire ou non du processus engendrant les données manquantes. Nous testons
donc MAR contre NMAR. Pour cela nous proposons une modélisation particulière qui
s'adapte à l'étude d'une variable continue Y . Notre idée est de poser X = YW , avec W
de Bernoulli prenant la valeur 0 lorsque la valeur est manquante et 1 sinon. La loi de
1
Y est supposée connue. Il est clair que l'indépendance entre Y et W va coïncider avec
le modèle MAR. Cette indépendance se traduit également par une probabilité constante
P (W = 1|Y ). Nous allons estimer cette probabilité. Nous proposons ensuite un test sur
le mécanisme générant les données manquantes.
2 Estimation de la probablité d'une donnée manquante
Considérons des variables continues Y1, · · · , Yn, i.i.d., à valeur dans un intervalle I (éventuelle-
ment R). Supposons que l'on observe
Xi = YiWi,
où Wi indique une donnée manquante en prenant la valeur 0. Sinon Wi vaut 1. On a
Wi|Yi =
{
1 avec p(Yi) = P (Wi = 1|Yi)
0 avec 1− p(Yi) = P (Wi = 0|Yi)
Nous avons donc un modèle NMAR, sauf lorsque p est constante. On suppose que la
variable Y a une loi de probabilité connue, notée µ. Il est facile alors d'exprimer p
(qui est bornée et donc de carré intégrable par rapport à µ) dans une base orthonormée
B = {Qn;n = 0, 1, · · · } de L2(µ). Le fait que E(Xk) = E(Y kW k) = E(Y kp(Y )) nous
incite alors à choisir une base de polynômes.
Proposition 2.1 Pour y ∈ I on a :




E(Qk(X)) +Qk(0)(E(p(Y ))− 1)
)
Qk(y).





























ce qui donne le résultat. 
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E(Qk(X)) +Qk(0)(E(W )− 1)
)
Qk(y).

























E(Qk(X)) +Qk(0)(E(W )− 1)
)
Qk(y).
et notons ‖‖ la norme dans L2(µ). On a
‖p(y)− p̂K(y)‖2 ≤ ‖p(y)− pK(y)‖2 + K + 1
n
Démonstration : Il suﬃt d'utiliser les propriétés d'othogonalité des polynômes Qn pour
avoir




V ar(Qi(Y )p(Y )),
et le résultat en découle. 
On en déduit un estimateur convergent de p, p̂K , en choisissant K = K(n) avec
limn→∞K(n) =∞ etK(n) = o(n). On peut voir également que (
√
n(p̂i(y)− pi(y)))i=1,··· ,K
converge vers un vecteur Gaussien.
3 Test du caractère aléatoire des données manquantes
On suppose que la loi de Y est connue et on s'intéresse aux hypothèses
H0 : Y,W inde´pendantes V S H1 : Y,W de´pendantes
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ce qui revient à décider du caractère MAR ou NMAR des données manquantes. L'hypothèse
H0 revient à écrire p(y) = cste = E(p(Y )), ou encore de manière équivalente, E(Qn(X)) =
Qn(0)(1− E(p(Y ))), ∀n = 1, 2, · · · . Considérons le vecteur







(Qk(Xi) +Wi − 1)/Qk(0).





k −→L N(0, I),
où Σk est la matrice de variance covariance k × k : V ar(Uk). On peut alors montrer que
sous H0
Σij = {E(W ) [δij − 1 +Qi(0) +Qj(0)−Qi(0)Qj(0)] +Qi(0) +Qj(0)− 1}/(Qi(0)Qj(0)),
que l'on estime simplement en remplaçant E(W ) par C. Remarquons que la matrice
Σ dépend de Y à travers le choix de la base B. Ici le choix de k est arbitraire. Pour
construire notre test nous nous inspirons de l'idée de sélection automatique proposée par
[3]. Nous allons considérer un nombre k(n) fonction de la taille de l'échantillon tel que





(Tk − k log(n))
}
.
La statistique de test est alors TSn .








1/2). Alors sous H0, TSn converge en loi vers un Khi-deux à un
degré de liberté.
Démonstration : La démonstration s'inspire de [1] et de [2]. 




• On peut s'intéresser également au problème inverse suivant : tester l'adéquation de
la loi de Y à une loi connue lorsque la probabilité p est connue. La méthode consiste
alors à reconstruire la densité de X dans une base de L2(µ) et à la comparer à la
densité sous H0.
• On peut également s'intéresser à un modèle logistique :
p(y) =
exp{β0 + βy}
1 + exp{β0 + βy}





= β̂0 + β̂y
• Un travail futur serait de considérer des covariables associées à Y et liées (ou non
?) au mécanisme des données manquantes.
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