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Efﬁcient  policy  intervention  to  reduce  antibiotic  use  in  livestock  production  requires  knowledge  about
potential  causal  factors  of antibiotic  use.  Animal  health  status  and  management  quality  were  considered
the  two  most  important  factors  that  inﬂuence  farmers’  decision-making  concerning  antibiotic  use.  The
objective  of  this  paper  was to develop  a Bayesian  belief  network  (BBN)  to analyze  how  these  factors  can
directly  and  indirectly  inﬂuence  antibiotic  use.  Since  both  factors  are  not  directly  observable  (i.e.,  latent),
they  were  inferred  from  related  observable  variables  (i.e.,  manifest  variables).  Using  farm  accounting
data  and  registration  data  on  antibiotic  use  and  veterinary  services  in specialized  ﬁnisher  pig  farms
over  the  period  2007-2010,  a conﬁrmatory  factor  analysis  was  carried  out  to construct  the two  latent
factors.  Antibiotic  use  is  quantiﬁed  as  the  number  of  days  per  year  in which  an  average  pig is  treated  with
antibiotics  according  to their  standard  daily  dosages  (NDD).  Descriptive  analysis  on  the  data  revealed
that  for the  ﬁnisher  pig  farms,  NDD  averaged  about  17  days,  with  substantial  year-to-year  variations
and  between-farm  variations  within  the  same  year.The  conditional  probabilities  for  the  BBN  model  were
obtained  through  regression  analysis  between  the  constructed  factors,  NDD, and  a number  of technical
and economic  variables.  The  BBN  model  showed  that  antibiotic  use  was  simultaneously  inﬂuenced by the
two  latent  factors,  but  in  varying  degrees  depending  on  other  variables.  Therefore  interventions  targeting
only  to improve  one  factor  are  likely  to lead  to  unsatisfactory  outcomes  of  antibiotic  use.
therla© 2014  Royal  Ne
. Introduction
The impact of antibiotic resistant bacteria, especially multi-
esistant strains, on human health has become a major inter-
ational concern [1]. Attention has focused on food-producing
nimals as one of several potential sources of antibiotic-resistant
acteria (WHO, 1997). As a result, in 1999, the European Union
anned the sub-therapeutic use of four widely applied antibiotics
n animal feed that are similar to drugs used in human medicine.
he use of sub-therapeutic doses of antibiotics as growth promoters
as banned in the EU from 1 January 2006 [2]. In recent years, how-
ver, the therapeutic overuse of antibiotics in treating infectious
nimal diseases is believed to be a signiﬁcant factor for increasing
ntibiotic resistance [3–5]. There are serious indications that the
ajority of the treated animals is likely not diseased, at least notlinically visible, but treated due to group treatment, preventive
nd metaphylactic usage. The question arises as to whether ther-
peutic antibiotics use is really intended for disease treatment or
∗ Corresponding author. Tel.: +31 317 48454; fax: +31 317 484490.
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573-5214/$ – see front matter © 2014 Royal Netherlands Society for Agricultural Scienc
ttp://dx.doi.org/10.1016/j.njas.2014.01.001nds  Society  for Agricultural  Sciences.  Published  by Elsevier  B.V.  All  rights
reserved.
more for improving the growth and feed efﬁciency of production
animals [6].
Although considerable uncertainty exists about the causal link
between antibiotic use in livestock production and the occurrence
of resistant bacteria to human antibiotics, public health concern
has made the reduction of antibiotic use in livestock production an
urgent issue in public policy agenda. This is particularly the case in
the Netherlands where human antibiotic use is highly restricted.
The intensive livestock sector is criticized for having used antibi-
otics excessively to achieve economic efﬁciency [7]. To limit the
occurrence of antibiotic resistance, the Dutch government aims to
reduce the use of antibiotics in livestock at least by 20% in 2011,
and 50% in 2013 [8]. Efﬁcient policy intervention to reduce antibi-
otic use in livestock production requires knowledge regarding the
potential causal factors of antibiotic use, which can be used to
design effective incentive mechanisms.
The use of antibiotics in livestock production is a complex issue
[7,9]. Farmer’s antibiotic use concerns veterinary considerations,
but entails economic consequences [10]. As such, antibiotic use is
intricately linked to many technical and economic indicators of ani-
mal  production, which may  be inﬂuenced by farm structure and the
characteristics of the farmer [11]. Given the natural variability in
es. Published by Elsevier B.V. All rights reserved.
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he biological processes of farm animals and management charac-
eristics of the farmers, the relationships among antibiotic use and
ther factors are inherently uncertain. Ignoring these uncertainties
ay  lead to inefﬁcient policy intervention on antibiotic use. It is
herefore important to address the uncertainties when designing
olicy intervention.
To deal with uncertainties in a structured and consistent way,
ne of the most recognized scientiﬁc methods is the Bayesian
pproach in which uncertainties are modeled with probabilistic
elationships [12]. In particular, Bayesian Belief Networks (BBNs)
ith their associated methods are a powerful tool for dealing with
ncertainties in decision making pertaining to human behavior
13]. A BBN is a graphical model that incorporates probabilistic rela-
ionships among variables of interest and consists of probabilistic
nference mechanisms according to the Bayesian rule.
Bayesian networks have been successfully applied in a vari-
ty of disciplines, most notably in human medicine, and they are
eginning to be more applied in ecological modeling [14,15], and
icrobial risk assessment in the food chain [16]. Recent research
evelopments led to the creation of a number of integrated BBN
odels combining knowledge stemming from different disciplines
elated to the management of natural resources such as land
nd ground water [see e.g., 17, 18-20]. Such a multidisciplinary
pproach is also a prerequisite in assisting policy makers with pre-
erred incentive-based policy instruments aimed at the reduction
f antibiotic use in livestock production.
The overall objective of this study is to develop a BBN model
hat can be used to estimate the inﬂuence of potential causal fac-
ors of antibiotic use in livestock production. As an illustration, data
rom specialized fattening pig farms in the Dutch Farm Accoun-
ancy Data Network (FADN) covering the period 2007 to 2010 were
sed to estimate parameters for the model. In Section 2, the FADN
ata and monitoring data on antibiotic use are ﬁrst described to
rovide contextual information of this study. This is followed by
he description of the key steps in building the BBN model. Section
 then presents the resulting BBN model and illustrates how it can
e used to infer inﬂuences of the latent factors. Section 4 discusses
he results and the implications for policy design. The concluding
emarks are summarized in Section 5.
. Material and methods
.1. Dutch FADN and monitoring data on antibiotic usage
Due to its potential impact on public health, antibiotic usage
n livestock production has been closely monitored and reported
n the Netherlands [21]. Since 1998, FIDIN, a federation of the
utch veterinary pharmaceutical industry, annually reports antibi-
tic sales ﬁgures in the Netherlands [22]. Besides monitoring of
otal sales data at the national level, detailed monitoring of antibi-
tic use is also carried out on a stratiﬁed sample of Dutch farms
hat supply data to the FADN of LEI Wageningen UR. FADN is an
uropean Union wide system to collect detailed ﬁnancial economic
nformation at farms. The Dutch FADN contains a representative
ample of around 1500 agricultural and horticultural farms in the
etherlands [23].
The FADN database records economic data and technical per-
ormance indicators of the farms. Each year, a number of farms are
eplaced by other farms to ensure that the database of the Dutch
ADN remains representative for Dutch livestock farming. Besides
egular FADN information, detailed registration data on animal
edication and veterinary service, called the DAR-data, have also
een kept of the animal-medicine data and veterinary services. The
ecords enable the calculation of the number of days per year in
hich an average animal is treated with antibiotics according toof Life Sciences 70–71 (2014) 1–8
standard daily dosages (NDD). NDD is currently used as an indica-
tor for the level of antibiotic exposure of the corresponding farm
[21]. Containing veterinary, technical and economic information,
these data on the FADN farms may  offer insights not only into the
exposure of farm animals to antibiotics but also into the underlying
factors that could explain changes in antibiotic use.
2.2. Developing the BBN
Constructing a BBN typically involves three steps. The ﬁrst step
is the development of the graphical structure indicating the rele-
vant variables and their dependencies. This step provides the basis
for determining the degree of decomposition to be used in subse-
quent construction of the model. From a modeling perspective, this
step requires developing a conceptual model to identify variables of
interest and hypothesize their causal relationships. The conceptual
model should provide insights into possible incentive mechanisms
for farmers to reduce antibiotic use. The second step in construc-
ting a BBN is the quantiﬁcation of conditional relationships and the
third step is building the graphical model which can visualize the
quantitative relationships. These steps are explained below in more
detail.
2.2.1. Step 1: The conceptual model for the BBN
Economic literature suggests proﬁt maximization as the most
important criteria in farmers’ decision making [24]. Furthermore,
risk aversion plays an important role as animal farming is known to
be a highly risky business due to many uncontrollable factors such
as diseases and market conditions [25]. To infer the causal factors
of antibiotic use, it is therefore important to understand the mech-
anisms by which antibiotic use interacts with the proﬁtability of
animal production and the associated risk. Based on previous stud-
ies on farm factors associated with antibiotic use [see e.g., 11], a
conceptual model was  developed and graphically shown in Fig. 1.
The conceptual model was  built upon the understanding that farm
performance indicators like animal mortality or revenue-to-cost
ratio are all reﬂections of the fundamental factors such as animal
health status (or disease status) and management quality (includ-
ing risk management). More speciﬁcally, it can be expected that
animal health status is a key factor underlying technical indicators
such as antibiotic use, mortality, and feed conversion. Aspects such
as capital structure and the variability of gross margin are expected
to be more inﬂuenced by management quality. Since neither animal
health status nor management quality can be measured directly,
they were treated as latent variables about which information can
be inferred from their manifest variables, i.e., observable variables
whose variations are inﬂuenced by the latent variables [26].
The conceptual model describes the boundary of our study and
possible causal relationships among the manifest variables and
latent variables. Prices of output, feed and antibiotics are indicated
as control variables because they can be controlled externally to
create proﬁt incentives for the farmer. While highlighting the cen-
tral role of animal health status and management quality in shaping
proﬁtability and the risk of income, the conceptual model also
suggests that these factors are inﬂuenced by the speciﬁc character-
istics of animals, farm, farmer, and the institutional environment. In
view of the heterogeneous nature of these characteristics, consid-
erable variations can be expected from the levels of animal health
and management quality among farms. Knowledge regarding the
levels of these factors and how they can be inferred from the mani-
fest variables is therefore essential for effective policy intervention
design.For the production of fattening pigs, a number of technical
and economic performance indicators were selected as manifest
variables to construct the latent factors. The technical indicators
included antibiotic use (NDD), mortality and feed conversion ratio
L. Ge et al. / NJAS - Wageningen Journal of Life Sciences 70–71 (2014) 1–8 3
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2.2.3. Step 3: Building the BBN
To build and compile the model, the Bayesian network softwareFig. 1. Conceptual model of the ca
FCR) of pigs. In animal husbandry, FCR (also known as feed con-
ersion rate, or feed conversion efﬁciency) is a measure of an
nimal’s efﬁciency in converting feed mass into increased body
ass [27]. Lower FCR indicates higher efﬁciency and often lower
eed costs. Economic indicators were variables reﬂecting capital
tructure, various operating costs, gross margin per pig, and an
verall revenue-to-cost ratio (RCR). For each farm, we also calcu-
ated the spread of gross margin over feed and net revenue of the
arm per pig (as the difference between the highest value and the
owest value between 2007 and 2010) as a proxy for the farm’s risk
f income. The choice of spread as a proxy for risk instead of the
ore common mean-variance model is due to the limited number
f observations for each farm (≤4).
.2.2. Step 2: Quantiﬁcation of conditional relationships
A BBN is constructed by representing variables as nodes con-
ected by directed links, which indicate conditional dependence.
ach variable consists of a ﬁnite set of mutually exclusive states. A
ink from variable A to variable B indicates that A is a parent of B
nd B is a child of A. A child node can have more than one parent
odes. A link from the parent node A to the child node B indicates
hat A and B are functionally related, or that A and B are statistically
orrelated. Each child node contains a conditional probability table
CPT) which gives the conditional probability for the node being in
 speciﬁc state given the conﬁguration of the states of its parent
odes. In BBNs, variables with no parents have a simple probabil-
ty table, giving the initial probability distribution of the variable.
ariables with parents have conditional probability tables (CPTs)
or every combination of states of the variable’s parents.
To quantify the conditional relationships between the latent fac-
ors and manifest variables, factor analysis was used to identify
nd construct the factors. Factor analysis is a statistical approach
hat is used to analyze interrelationships among a large number of
ariables and to explain these variables in terms of their common
nderlying dimensions (factors) [28,29]. Two general approaches
re used in factor analysis: exploratory factor analysis (when the
ature of the underlying factors are unknown) and conﬁrmatory
actor analysis (when theoretical expectations on the underlying
actors are made) [30]. Based on the conceptual model, a con-
rmatory factor analysis was performed on the data to verify the
xistence of the two factors. Factors with eigenvalue greater than
ne were retained for further analysis [31]. Factor scores were thenelationships among key variables.
calculated and used as proxies for the retained factors. Rotated
factor loadings are then used to interpret the factors and select
variables for the BBN based on the ranking. Considering possible
correlation between the two  latent factors, oblique rotation was
used using the criteria Oblimax [31,32]. The statistical package Stata
9.0 was used to perform the analysis and the calculations [33].
The statistical relationships among the factors and the selected
variables for the BBN were estimated through linear regression
analysis, i. e., by approximating the relationship between the fac-
tors and the selected variables as fi = ˇ′iX i + εi, where i = 1 or 2, fi
denotes the two  constructed factors (two vectors of factor scores),
Xi denotes the two sets of observations on the manifest variables
(two matrices) corresponding to factor, fi, ˇi denotes the two vec-
tors of coefﬁcients to be estimated, and εi denotes the two vectors
of error terms that are assumed to be white noise. After estimating
the two vectors of coefﬁcients as ̂ˇi, the expected values of the fac-
tors (̂fi) given observations of the manifest variables (Xi) were then
calculated as fˆi = ̂ˇ′iX i.
Since the BBN methodology typically uses discrete states of the
variables and the variables in the conceptual model are continuous,
the selected variables and the constructed factors were discretized
into levels that represent intervals. For this purpose, the statistical
information of the variables was  used to deﬁne boundary values
for the intervals. To avoid the estimation bias caused by repeated
observations on the same farm in different years, mean values of
the same farm in different years were used, i.e., the dataset was col-
lapsed to a cross-sectional dataset. For all the variables selected, the
15th, 35th, 55th, and 75th percentiles of the variables in the dataset
were used to discretize the value of the variable into ﬁve intervals.
These intervals were then denoted “very low”, “low”, “average”,
“high” and “very high”, respectively. The choice of the percentile is
made to ensure equal distribution of the farms into different cat-
egories. The conditional probabilities between the discrete states
were then obtained through cross-tabulation and stored as corre-
sponding CPTs.GeNIe1 was  used. As a versatile and user-friendly development
1 GeNIe may  be downloaded free of charge from http://genie.sis.pitt.edu/
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Table  1
Deﬁnition and descriptive statistics of the manifest variables used in the BBN model (N = number of observations).
Description (Unit) Year Overall
2007 (N = 26) 2008 (N = 41) 2009 (N = 42) 2010 (N = 32)
Mean sd Mean sd Mean sd Mean sd Mean sd
Capital depreciation costs (D /animal/year) 27.4 22.6 32.9 38.4 38.6 52.0 34.5 41.1 33.9 41.1
Feed  conversion ratio (Dimensionless) 2.89 0.18 2.91 0.22 2.86 0.21 2.87 0.21 2.88 0.21
Gross  margin over feed (D /animal/year) 55.1 18.7 85.0 19.5 49.1 16.9 72.7 14.7 66.0 23.0
General  costs (D /animal/year) 9.9 7.0 13.1 14.7 13.3 18.9 12.5 11.2 12.4 14.3
Gross  margin of the farm (D /animal/year) -52.1 49.1 -15.1 80.9 -52.5 42.3 -8.3 97.9 -31.5 73.2
Mortality of pigs (%) 2.9 1.1 3.1 2.4 3.3 3.4 2.5 1.0 3.0 2.3
Number  of treatment days(Day/animal year) 18.5 12.7 23.4 16.9 17.7 12.9 13.6 12.1 18.6 14.3
Revenue  to costs ratio (%) 82.1 8.9 94.6 12.0 83.3 9.4 93.3 8.6 88.6 11.4
Solvency rate (%) 65.9 23.3 62.1 23.5 57.5 24.0 57.5 24.8 60.4 23.9
Veterinary costs (D /animal/year) 2.9 1.5 3.6 1.8 2.9 1.8 2.8 1.6 3.1 1.7
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vency on Factor 1 were also observed. This may imply that the
Factor 1 is strongly inﬂuenced by investment decisions that typ-
ically correlate with high depreciation and general costs. SinceSpread  in gross margin over feed (D /animal) 38.6 12.9 40.
Spread  in gross margin of the farm (D /animal) 54.5 31.5 61.
nvironment for graphical decision-theoretic models, GeNIe has
een widely acknowledged in Bayesian network modeling [34]. The
PTs calculated in Step 2 for the corresponding nodes in the BBN
ere pasted into the corresponding tables in GeNIe.
When the BBN is compiled, Bayes’ theorem is applied according
o the values in the CPTs, so that changes in the probability distri-
ution for the states at parent nodes are reﬂected in the changes
n the probability distributions for the states at their child nodes.
BN allows information to ﬂow in the opposite direction of the
ausality, which means BBN model can be used to infer the latent
actors through the manifest variables [13]. Using the Bayes’ Rule,
nformation on the latent factors can be updated when there is new
vidence on the manifest variables. In Bayesian terminology, an evi-
ence on a variable is a statement or a piece of information of the
ertainties of its states [13]. If the information gives the exact state
f the variable, it is called a hard evidence, otherwise it is called soft
vidence.
.3. Analyzing the BBN model
To analyze the behavior of the BBN model, three complementing
pproaches were followed. First, the model was run multiple times
y changing the evidence levels of all manifest variables “one-by-
ne”. Second, the model was run by changing the evidence levels
or all manifest variables at the same time. Only extreme evidence
evels were explored to capture the whole spectrum of possible
utcomes. Finally the impact of extreme levels of the latent factors
n the manifest variables was explored.
. Results
.1. Descriptive statistics of variables related to antibiotic use
Descriptive statistics of the included variables in the analysis
re shown in Table 1. The value of NDD averaged about 17.5 for the
hole period, with substantial year-to-year variations and within
ear variations. On average, the number of treatment days was  the
owest in 2010 (about 11) and the highest in year 2008 (about
3). Based on the means and standard deviations (SDs) per year
s reported in Table 1, coefﬁcient of variations (CVs) were calcu-
ated to quantify the variability among farms. The CV of a variable
s the variable’s SD divided by its mean value. The overall picture
s that considerable variation in antibiotic use was present among
arms in each year, with the CV increasing from 67.2% in 2007 to
6.7% in 2010. The variability in the costs of veterinary medicine
nd service (VetCost) between farms was of a lower magnitude,
ncreasing from 48.7% in 2007 to 68.4% in 2010. Signiﬁcantly lower15.9 40.0 15.9 39.6 16.8 39.7 15.5
75.1 62.9 75.7 64.9 84.6 61.4 71.2
CVs were however observed on the variables FCR (6.2% to 7.3%) and
RCR2 (8.9% to 13.8%). Economic indicators such as the depreciation
costs and general costs showed high level of variability, ranging
from 80.2% up to 171%. The spread of gross margin over feed and
the spread of net revenue of the farm over the years are on aver-
age much higher than the standard deviation among the farms in
the same year, suggesting a considerable level of income risk for
farmers.
Several key features were observed from the correlation matrix
of the selected variables (Table 2). First, correlations among the
selected variables were in general moderate. Second, signiﬁcantly
positive correlations were observed between antibiotic use (NDD)
and variables representing proﬁtability (RCR), gross margin (Gross-
Margin) and the spread of gross margin (DeltaGross). Third, there
are signiﬁcant positive correlations between the spread of net
revenue (DeltaGross), depreciation costs (DepCost), general costs
(Gencost), net revenue (GrossMargin), and the overall proﬁtability
(RCR). This suggests that risk may  have played a signiﬁcant role
in determining antibiotic use and other farm decisions. It is likely
that farmers who had higher antibiotic use faced higher level of
risk which is associated with higher level of proﬁtability. Likewise,
farmers who had lower level of antibiotic use may have had lower
level of risk which resulted in lower level of net revenue.
3.2. Latent factors affecting antibiotic use
The factor analysis on the technical and economic variables
indicated two factors with eigenvalue greater than one, which con-
ﬁrmed the theoretical expectation. The factors were found to be
negatively correlated with each other (with a coefﬁcient of -0.39).
These two  factors were then retained for further analysis. After the
factor analysis, oblique rotation was  performed to obtain insight
into the nature of the factors. The rotated loadings of the variables
on the factors are shown in Table 3.
Based on the rotated factor loadings, Factor 1 appeared to be
mainly explained by capital depreciation cost, general costs, and
the spread of net revenue per animal. For the remaining variables,
higher loadings of feed conversion ratio, proﬁtability (RCR) and sol-2 The costs used to calculate the revenue to cost ratio (RCR) include calculated
costs of own labor and capital (i.e. opportunity costs instead of cash expenditure).
When the economic return to own  labor and capital is lower than the corresponding
market prices, the ratio can be lower than 100% even when the farmers are making
accounting proﬁts.
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Table  2
Correlationmatrix between antibiotic use (NDD and other manifest variables used to infer the latent factors.
NDD DepCost FCR FeedMargin GenCost GrossMargin Mortality RCR Solvency VetCost DeltaFeed DeltaGross
NDD 1
DepCost 0.156 1
(0.310)
FCR 0.249 -0.199 1
(0.103) (0.196)
FeedMargin 0.238 -0.056 -0.101 1
(0.119) (0.719) (0.514)
GenCost 0.101 0.880 * -0.093 -0.243 1
(0.513) (0.000) (0.547) (0.111)
GrossMargin 0.384 * 0.572 * -0.093 0.371 * 0.399 * 1
(0.010) (0.000) (0.547) (0.013) (0.007)
Mortality 0.263 -0.068 0.274 -0.264 -0.016 -0.063 1
(0.085) (0.660) (0.072) (0.083) (0.916) (0.685)
RCR 0.331 * 0.288 0.072 0.558 * 0.135 0.772 * 0.011 1
(0.028) (0.058) (0.643) (0.000) (0.384) (0.000) (0.943)
Solvency -0.275 0.154 -0.146 -0.029 0.180 -0.008 -0.173 0.022 1
(0.071) (0.319) (0.343) (0.852) (0.242) (0.958) (0.261) (0.889)
VetCost 0.293 0.112 0.040 0.025 0.055 -0.067 0.016 -0.220 -0.092 1
(0.053) (0.470) (0.799) (0.874) (0.723) (0.667) (0.918) (0.150) (0.551)
DeltaFeed 0.288 0.026 0.120 0.200 -0.042 0.193 0.387 * 0.201 -0.156 0.285 1
(0.058) (0.869) (0.439) (0.194) (0.786) (0.210) (0.009) (0.191) (0.312) (0.060)
DeltaGross 0.158 0.938 * -0.188 0.023 0.807 * 0.669 * -0.124 0.376 * 0.129 0.102 0.225 1
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level approached zero when evidence of NDD was set at the very
high level. With the same set of evidence, the probability of Factor 2
being in high or very high level approached 100%. Since higher level(0.306) (0.000) (0.220) (0.880) (0.000) (0.0
igniﬁcance levels are shown between brackets,* P< 0.05
epreciation costs and level of solvency depend to a large extent
n managerial decisions, Factor 1 could be loosely interpreted as
n indicator for management quality.
Factor 2 was found to be mainly explained by antibiotic use,
roﬁtability, net revenue, and the spread of gross margin over feed
ost. Veterinary costs and feed conversion ratio also showed pos-
tive loading on factor 2. Since antibiotic use, veterinary costs and
eed intake can be reasoned to be dependent on animal health sta-
us, Factor 2 can be interpreted as an indicator for animal health
tatus, but in a reversed order, i.e., higher level of Factor 2 indicates
oorer animal health. To simplify the illustration, four variables
ith higher factor loadings were retained for each factor to build
he BBN model.
.3. Analysis of the BBN model
Without prior information on the manifest variables, i.e., when
ll states were considered to have equal probabilities of 20%, the
efault outcome of the BBN model is shown in Table 4. For this
on-informative prior, probabilities for Factor 1 and Factor 2 being
n a very low level were 29% and 6%, respectively, which were much
ower than the probabilities for the two factors being in the high
nd very high level.
The BBN model captures and visualizes the conditional relation-
hips among the manifest variables such as antibiotic use and the
wo latent factors of the ﬁnisher pig farms that are interpreted
able 3
otated factor loadings of manifest variables.
Factor1 Factor2
NDD -0.043 0.632
DepCost 0.958 0.080
FCR  -0.271 0.245
GenCost 0.877 -0.055
GrossMargin 0.483 0.647
RCR  0.198 0.668
Solvency 0.258 -0.270
VetCost -0.012 0.143
DeltaFeedMargin -0.093 0.514
DeltaGrossMargin 0.902 0.234(0.421) (0.012) (0.406) (0.509) (0.141)
as animal health status and management quality. As such, the
model should provide quantitative insight into possible mecha-
nisms underlying antibiotic use. Keeping the information on other
variables constant, altering prior information of NDD alone showed
signiﬁcant effects on the outcome probabilities of the two latent
factors. With average level of all other variables and a very low
level of antibiotic use, the probability of Factor 2 being in the very
low and low level were 16% and 37% respectively, which suggested
a higher level of animal health for these farms with low antibi-
otic use and average technical and economic performances. In the
same situation, the probability of Factor 1 being in the very high
and high level were 55% and 7% respectively, suggesting a higher
level of management quality.
Complementary to the “one-by-one” approach in changing evi-
dence levels, Figs. 2 and 3 illustrate the resulting probability
distributions of the two  factors with different evidence levels of
the manifest variables. When all manifest variables except NDD
received the evidence of being in the average level with 100% prob-
ability, the probability of Factor 1 being in the high or very high0
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Fig. 2. Probability distributions of Factor 1 with different evidences on the manifest
variables.
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Table  4
Evidence statistics of the variables used in the BBN model.
Input Factor 1 Factor 2
Evidence* Very low Low Average High Very high Very low Low Average High Very high Very low Low Average High Very high
Default 20% 20% 20% 20% 20% 29% 12% 6% 7% 47% 6% 23% 14% 25% 31%
NDD* 0% 0% 0% 0% 100% 42% 11% 5% 7% 35% 0% 2% 7% 25% 66%
DeltaFeedMargin* 0% 0% 0% 0% 100% 38% 11% 6% 7% 38% 1% 11% 9% 21% 57%
DeltaGrossMargin* 0% 0% 0% 0% 100% 6% 23% 14% 25% 31% 6% 23% 14% 25% 31%
DepCost* 0% 0% 0% 0% 100% 8% 5% 3% 4% 80% 6% 23% 14% 25% 31%
GenCost* 0% 0% 0% 0% 100% 21% 11% 7% 7% 54% 6% 23% 14% 25% 31%
GrossMargin* 0% 0% 0% 0% 100% 22% 9% 5% 6% 59% 0% 2% 7% 27% 64%
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* Evidence on all other variables are set as default, the probabilities for the two  fa
f Factor 2 indicates low level of animal health, which tends to lead
o low level of performance, it could be expected that higher level
f antibiotic use had compensated for lower management quality
o reach an average level of economic performance.
When setting evidence on the very high level of spread of gross
argin and very low level of antibiotic use, we observed that the
robability of Factor 1 being in the very high level reaches 100%
nd the probability of Factor 2 being in the high and very high
evel (poor animal health status) becomes zero. The probability of
actor 1 being in the high and very high level dropped by about
0% when evidence on antibiotic use is set to be very high. At the
ame time, the probability of Factor 2 being at the high and very
igh level increases to almost 100%. This suggests that low antibi-
tic use and high spread in gross margin characterize farmers who
ave higher management quality (perhaps willingness to take more
isk) and healthier animals. On the contrary, high antibiotic use and
igh spread in gross margin suggests poor animal health status and
ossibly poor management.
Finally the impacts of very extreme levels of the latent factors
n the manifest variables were depicted in Fig. 4 with very low
evel for Factor 1 (poor management) and very high level for Fac-
or 2 (poor animal health). The probability that such ﬁnisher pig
arms would have high or very high antibiotic use was more than
7%. On the other hand, for ﬁnisher pig farms with very high score
f factor 1 and very low score of factor2, the total probability of
ow and very low antibiotic use amounted to about 80%, suggesting
he possibility of reducing antibiotic use through improving both
actors.
In summary, analyzing the BBN model suggested that antibiotic
se was simultaneously inﬂuenced by the two latent factors, but in
arying degrees depending on the levels of other variables. There-
ore interventions only targeting to improve one of the two latent
actors are likely to lead to unsatisfactory reduction of antibiotic
se.
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4. Discussion
4.1. Data and the parameterization of the BBN
The empirical relevance of the BBN model depends on the qual-
ity of data used to obtain the parameters. Due to the relatively small
size of the data set, the results of the BBN model presented in this
paper should be interpreted with caution. Furthermore, statisti-
cal tests showed that some of the manifest variables in the data
set were not normally distributed. This could be a feature of small
sample set, but could also indicate inherent non-normality of the
variable. To provide more reliable policy recommendation, a larger
sample size may  therefore be necessary. For more practical policy
purposes, it is highly recommended to collect more data on animal
diseases and entrepreneurial decisions.
In addition to statistical analysis on the data, model parame-
ters could also be elicited from experts. In particular, CPTs derived
from expert opinion can be used to validate the model outcome and
guide the analysis of the model. It should however be pointed out
that using expert opinion on complex relationships among multiple
variables is often subject to limitations of human capacity in pro-
cessing and interpreting large number of conditional probabilities.
4.2. Role of risk and uncertainty in farmers’ decision on antibiotic
use
Farmers’ decision on antibiotic use is intrinsically linked to the
risk of animal diseases and farmer’s risk attitude in coping with the
risk and uncertainty of farming. Our conceptual model suggested
therefore that the risk of income reﬂects management quality and
we considered risk attitude an important determinant of manage-
ment decisions such as antibiotic use. One hypothesis was that
risk-averse farmers are more likely to use antibiotics as in a pro-
phylactic manner to minimize the risk of a disease outbreak and
as a result, they would have smaller spread in the technical and
economic performance indicators. By incorporating two spread
variables as a proxy for risk (spread of margin over feed cost and
spread of gross margin of the farm), the model results seemed
to conﬁrm the hypothesis. It should however be pointed out that
the calculated spread of the two variables may  underestimate the
true risk of some farms due to the limited number of observations
for each farm. The role of risk and uncertainty deserves therefore
further attention in future research when more data are avail-
able to more accurately represent the risk. Furthermore, to better
understand the determinants of the latent factors, more subjective
knowledge about farmers’ motivations should be included in the
BBN besides the technical and economic variables included in the
current research.4.3. Public policy implications of the BBN model and results
The BBN model summarizes knowledge derived from the con-
ceptual model and the empirical data regarding the quantitative
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elationships among factors related to both proﬁtability and on
arm antibiotic use. As such, it provides a natural framework to
nvestigate possible incentive mechanisms of different policy inter-
entions for different types of farms. Understanding the incentive
echanisms underlying different policy interventions and farm-
rs’ decision making is a prerequisite for designing effective policy
ntervention to reduce veterinary antibiotic use. More speciﬁcally,
hese incentive mechanisms suggest how rational farmers would
ake their decisions with regard to antibiotic use and other man-
gement practices in response to government and chain policy
nterventions.
To achieve the reduction of veterinary antibiotic use, policy
nterventions could use both price instruments and regulations.
rice instruments could be for example taxes on antibiotics
nd price differentiation for antibiotic-free products/chains. The
rst option discourages high antibiotic use by increasing the
osts of using antibiotics, which will affect farmers with high
ntibiotic use much more than farmers with low antibiotic use.
he second option, price differentiation for antibiotic-free prod-
cts/chains, aims to reduce antibiotic use by increasing the revenue
f antibiotic-free production. Considering the different levels of
nimal health and the risk of animal diseases, it can be expected that
his instrument would be more attractive to farmers with healthier
nimals.
Examples of regulations as policy intervention include the ban
n antibiotics that are also used for humans and quota system for
ntibiotic use. Consider the risk and uncertainties farmers must
eal with in animal production when the use of antibiotics is
estricted, such interventions may  require strong enforcement to
nsure compliance. More speciﬁcally, when antibiotics are applied
ue to farmers’ risk aversion, government or chain organization
hould take action to monitor disease status to reassure farmers
o limit antibiotic use as in a prophylactic manner. Further-
ore, benchmarking programs and communication campaigns
ould be used to stimulate compliance to the policy regulations.vidence of Factor 1 and Factor 2 in GeNie.
Instead of addressing all farms, regulations could also target
farms with certain proﬁles to reduce antibiotic use. For example,
the Danish ‘Yellow Card Initiative’ that was  launched in 2010
target farms with the highest use of antibiotics in pig production
(see for more information http://www.foedevarestyrelsen.dk/
english/Animal/AnimalHealth/Pages/The-Yellow-Card-Initiative-
on-Antibiotics.aspx#). Furthermore, regulations could also target
veterinarians or drug companies to inﬂuence their prescription
and sales behavior.
As well-known in the literature [see e.g., 35], farmers’ and veter-
inarians’ decisions are driven not only by economic considerations,
but also by other motivations, cognitive factors (such as aware-
ness, perception, intention, reasoning and judgment) and their
professional and personal networks. These aspects should also be
taken into account when designing an effective policy, especially
to design tailored intervention to facilitate the desired behavioral
change towards reducing antibiotic use.
Although the BBN model presented can be used to infer possi-
ble incentive mechanisms for different farms, in its current state it
offers limited possibilities of calculating the economic incentives
offered by speciﬁc interventions. For that purpose, the BBN should
be expanded to include more detailed information regarding the
costs and revenues of the farm. Another limitation of the model
is that possible feedback effects among the variables cannot be
included. This suggests however other modeling approaches such
as system dynamics [see e.g., 36] should be considered.
5. Concluding remarks
Effective policy intervention on antibiotic use often requires
knowledge about the causal factors of antibiotic use. Considering
animal health and management quality as the two  most important
factors explaining farmer’s behavior with regard to antibiotic use,
this paper shows how the BBN methodology can be used to infer
these two  latent factors using observed features of these farms.
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The factor analysis showed that antibiotic use could be simulta-
eously inﬂuenced by both animal health status and management
uality, which means interventions aiming to improve only one fac-
or are likely to lead to unsatisfactory reduction of antibiotic use. For
olicy makers, it is important to distinguish which factor is more
ikely to be the main cause of high level of antibiotic use: animal
ealth status (e.g. the need for therapeutic treatment) or manage-
ent quality (e.g., the preference for more antibiotic use due to risk
version). For farms with different proﬁles, the BBN model can be
sed to show the possible composition of the causal factors and
esign targeted policy intervention.
The BBN model quantiﬁes and visualizes the complex rela-
ionships between on farm antibiotic use, risk and proﬁtability.
nderstanding such relationships is important to design effective
olicy interventions to reduce veterinary antibiotic use. Consider
he diversity of farm proﬁles and uncertainties underlying on farm
ntibiotic use, both price instruments and regulations could be
sed to reduce farmers’ antibiotic use. Further research is however
eeded to assess the effectiveness and efﬁciency of different policy
nterventions.
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