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THE LUMPABILITY PROPERTY FOR A FAMILY OF MARKOV
CHAINS ON POSET BLOCK STRUCTURES
DANIELE D’ANGELI AND ALFREDO DONNO
Abstract. We construct different classes of lumpings for a family of Markov chain
products which reflect the structure of a given finite poset. We use essentially combi-
natorial methods. We prove that, for such a product, every lumping can be obtained
from the action of a suitable subgroup of the generalized wreath product of symmetric
groups, acting on the underlying poset block structure, if and only if the poset defining
the Markov process is totally ordered, and one takes the uniform Markov operator in
each factor state space. Finally we show that, when the state space is a homogeneous
space associated with a Gelfand pair, the spectral analysis of the corresponding lumped
Markov chain is completely determined by the decomposition of the group action into
irreducible submodules.
Mathematics Subject Classification (2010): 06A07, 20B25, 20E22, 43A85, 60J10.
1. Introduction
The study of Markov chains is one of the most useful tools of Probability and has sev-
eral fundamental applications in many areas of science: Mathematics, Statistics, Physics,
Chemistry, Mathematical Biology, Information Science, but also in Economics and Social
Sciences, due to the fact that Markov chains can be used for modelling an infinitely large
variety of evolution processes.
One of the most interesting and studied problems in Markov chain Theory is the investi-
gation of the rate of convergence to the stationary distribution, which is mainly performed
via the spectral analysis of the associated Markov operator. One is often interested in
establishing if the convergence to the stationary distribution presents a cutoff. The term
cutoff is used to describe the situation where the total variation distance between the
k-step transition probability and the stationary distribution stays close to its maximum
value at 1 for a while, then suddenly drops to a quite small value and tends to 0 exponen-
tially fast [1, 16]. The presence of such a phenomenon was proven in a number of models
[9, 17, 18]; on the other hand, it was shown in [13] that the Markov chain described in
Section 5.2 of the present paper converges to the limit distribution without a cutoff.
Lumping a Markov chain appears as a useful tool in this kind of investigation, since by
lumping a Markov chain the spectral gap cannot decrease. Informally, when a Markov
chain is lumpable, it is possible to reduce the number of states by a sort of aggregation
process, obtaining a “smaller”Markov chain. Notice that in [27, Chapter 1] the lumping
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construction is called factorization, and the lumped Markov chain is called the factor
chain. In [24], the weaker notion of quasi-lumpability is introduced: roughly speaking, a
quasi-lumpable Markov chain is a Markov chain that is not lumpable, but can be altered
by a small perturbation in such a way that the resulting Markov chain is lumpable in the
classical sense. In [21], the author provides some new bounds on the rate of convergence
of aggregated Markov chains; in [22], the lumpability and quasi-lumpability properties
are used in order to speed up the Markov Chain Monte Carlo, i.e., to reduce its running
time necessary to get a sufficiently good approximation of the stationary distribution. In
[28], the lumpability property is used in the study of a family of composition Markov
chains, having numerous applications as, for instance, to Ehrenfest chains, or to Kimura’s
continuous time chain for the DNA evolution.
In our paper, we consider a family of finite Markov chains, that we call generalized
crested products, introduced in [15] and providing a generalization of the crested product
of Markov chains previously defined in [12], motivated by the construction developed in [7]
in the context of Gelfand pairs. The theory of crested products was introduced by R. A.
Bailey and P. J. Cameron [3] in the setting of symmetric association schemes and groups,
and then extended to the case of arbitrary permutation representations by F. Scarabotti
and F. Tolli in [26]. Observe that the crested product of Markov chains also generalizes
some classical diffusion models, e.g. the Ehrenfest model and the Laplace-Bernoulli model
(see also [25], where the spectral analysis of a combination of these models is performed
by using Gelfand pair theory). Our Markov chains are naturally defined starting from a
finite poset (I,): given a Markov chain with finite space state Xi, for each i ∈ I, the
generalized crested product is a Markov chain reflecting the combinatorial structure of
the poset (I,), and whose state space is the cartesian product X1 × · · · ×Xn.
After recalling the definition and some basic facts about lumpable Markov chains, gen-
eralized crested products and generalized wreath products (Section 2), we construct in
Section 3 different classes of lumpings for the generalized crested products of Markov
chains: the deletion construction (see Theorem 3 and Propositions 4 and 5), obtained
by identifying elements which differ only for coordinates indexed by a subset R of I; the
direct product of lumpings (see Theorem 6), where a lumping partition is obtained as
a direct product of lumpings of each factor Xi; and the generalized crested product of
lumpings (see Theorem 7), which is a partition equivalent of the construction introduced
in [4] for permutation groups, taking into account the combinatorial structure of the poset
(I,).
In Section 4, we recall the so called Insect Markov chain defined in [14] in the more
general setting of orthogonal block structures, and generalizing a model introduced in
[23], whose state space can be identified with the boundary of a combinatorial structure
called poset block structure, whose automorphism group is the generalized wreath prod-
uct of permutation groups defined in [4], and which can be endowed with a metric space
structure (Lemma 1). Finally, in Section 5, we focus our attention on lumped Markov
chains that can be obtained by using the orbit partition associated with the action of
an automorphism group on the state space. In particular, we prove that if the poset
(I,) is a totally ordered set, so that the corresponding poset block structure is a rooted
tree, then every lumping of the Insect Markov chain can be obtained from the action of a
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suitable automorphism group (see Theorem 12). We show that, when the state space can
be expressed as a homogeneous space with respect to the stabilizer of some fixed element,
then the Gelfand pair theory developed in [14] allows to give a complete spectral analysis.
On the other hand, if the poset (I,) is not a chain, we prove that the Insect Markov
chain admits a lumping that cannot be obtained using the action of an automorphism
group (see Proposition 13).
2. Preliminaries
2.1. Lumpable Markov chains. We recall in this section some basic facts about finite
Markov chains and lumpability property (see, for instance, [8, Chapter 1]).
Let X be a finite set and let P = (p(x, y))x,y∈X be a stochastic matrix indexed by the
elements of X . Consider a Markov chain on X with transition probability matrix P . By
abuse of notation, we will denote by P the Markov chain as well as the associated Markov
operator on L(X) = {f : X −→ C}, defined as
(Pf)(x) =
∑
y∈X
p(x, y)f(y), for all f ∈ L(X), x ∈ X.
Definition 1. The Markov chain P is reversible if there exists a strict probability measure
π on X such that
π(x)p(x, y) = π(y)p(y, x), for all x, y ∈ X.
If this is the case, we say that P and π are in detailed balance [2]. Define a scalar
product on L(X) as
〈f1, f2〉π =
∑
x∈X
f1(x)f2(x)π(x), for all f1, f2 ∈ L(X).
It is easy to verify that π and P are in detailed balance if and only if P is self-adjoint
with respect to the scalar product 〈·, ·〉π. Under these hypotheses, it is known that the
matrix P can be diagonalized over R. Let σ(P ) denote the spectrum of P . Then, one has
1 ∈ σ(P ) and |λ| ≤ 1 for any λ ∈ σ(P ).
Starting from a Markov chain P with state space X , the notion of lumpability allows to
construct a new Markov chain which has a smaller state space. So let L = {L1, . . . , Lk}
be a partition of X , i.e., X = ⊔ki=1Li. Then, for each x ∈ X and i = 1, . . . , k, put
p(x, Li) =
∑
y∈Li
p(x, y).
Definition 2. The Markov chain P is lumpable with respect to the partition L if, for any
pair Li, Lj ∈ L, the function x 7→ p(x, Lj) is constant on Li.
If this is the case, we put p˜(Li, Lj) = p(x, Lj), for any Li, Lj ∈ L and x ∈ Li. Therefore, a
stochastic matrix P˜ = (p˜(Li, Lj))i,j=1,...,k can be defined, so that P˜ can be regarded as the
transition probability matrix of the lumped Markov chain, whose state space contains k
elements, identified with the parts of the partition L. We will say that L is a lumping of P .
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It is easy to check that, if P is in detailed balance with respect to the probability measure
π, then P˜ is reversible with respect to π|L, where π(Li) is defined by π(Li) =
∑
x∈Li
π(x).
Roughly speaking, lumpability means that some states of P can be aggregated and
replaced by a single state, providing a Markov chain which has a smaller state space, but
whose behavior is essentially the same as the original one. Observe that there can exist
many different lumpings of the same Markov chain, which are not necessarily obtained
via successively refinements of the corresponding partitions (see, for instance, Example
5).
Let us denote by 1Li , for i = 1, . . . , k, the characteristic function of Li, i.e,
1Li(x) =
{
1 if x ∈ Li
0 otherwise
and let WL be the subspace of L(X) generated by the functions {1Li}i=1,...,k. In other
words, WL is the subspace of L(X) constituted by the functions which are constant on
each part of L. Denote by δLi the Dirac function centered at Li in L(L).
Proposition 1. P is lumpable with respect to L if and only if the subspace WL is P -
invariant. Let x ∈ X and suppose that x ∈ Lj, for some j ∈ {1, . . . , k}. Then
P (1Li)(x) = P˜ (δLi)(Lj), so that there exists a bijection between the eigenfunctions of
the lumped chain and the eigenfunctions of P which are constant on each part of L. If f
is such an eigenfunction, with associated eigenvalue λ, then the lumped eigenfunction f˜
defined by f˜(Lj) = f(x) is well defined and has eigenvalue λ.
Proof. Let x ∈ Lj . We have
(P1Li)(x) = p(x, Li) =
∑
y∈Li
p(x, y).
and therefore P1Li is constant on each part Lj of L if and only if p(x, Li) does not depend
on x ∈ Lj . If this is the case, one has p(x, Li) = p˜(Lj , Li) = P˜ (δLi)(Lj). Now let f be an
eigenfunction of P with eigenvalue λ, which is constant on each part of L. One has:
λf˜(Lj) = λf(x) = (Pf)(x) =
k∑
i=1
(∑
y∈Li
p(x, y)f(y)
)
=
k∑
i=1
p˜(Lj , Li)f˜(Li) = (P˜ f˜)(Lj),
so that f˜ still has eigenvalue λ. 
It follows from Proposition 1 that σ(P˜ ) ⊆ σ(P ). Thus, the spectral gap for P˜ is
never smaller than that of P . This fact is what makes lumping a possible strategy for
accelerating convergence to the stationary distribution [10].
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Example 1. Consider the Markov chain on the set X = {x0, x1, x2, x3}, with associated
transition probability matrix P = (p(xi, xj))i,j=0,1,2,3 given by
P =
1
12

5 5 1 1
5 5 1 1
1 1 5 5
1 1 5 5
 .
Take the partition L of X given by X = L1 ⊔L2, with L1 = {x0, x2}, L2 = {x1, x3}. P is
lumpable with respect to L and the matrix P˜ of the lumped Markov chain is given by
P˜ =
1
2
(
1 1
1 1
)
.
We have σ(P ) = {1, 2
3
, 0} and the associated eigenspaces areW1, generated by the function
f1 = (1, 1, 1, 1), W2/3, generated by the function f2/3 = (1, 1,−1,−1) and W0, generated
by the functions f0,1 = (1,−1, 0, 0) and f0,2 = (0, 0, 1,−1). Moreover, σ(P˜ ) = {1, 0}
and the associated eigenspaces are W˜1, generated by the function f˜1 = (1, 1) and W˜0,
generated by the function f˜0 = (1,−1). Note that the eigenspace W2/3 does not contain
any function which is constant on L1 and L2.
Now suppose that P is lumpable with respect to the partition L = {L1, . . . , Lk} of X
and let P˜ be the associated lumped Markov chain. Let P˜ be lumpable with respect to
the partition M = {MI1 , . . . ,MIh} of L, where {1, . . . , k} = ⊔
h
j=1Ij , MIj = ⊔s∈IjLs and
clearly h ≤ k. Let us denote
˜˜
P the associated lumped Markov chain on M. Notice that
M is coarser than L as a partition of X . We claim that M is also a lumping partition of
P .
Let x ∈ Lsi ⊆MIi. We have to prove that p(x,MIj ) is constant on MIi . We have
p(x,MIj) =
∑
y∈MIj
p(x, y) =
∑
s∈Ij
∑
y∈Ls
p(x, y)
=
∑
s∈Ij
p˜(Lsi, Ls) =
˜˜p(MIi,MIj ),
which does not depend on the particular choice of x ∈MIi.
2.2. Generalized crested product of Markov chains. Let (I,) be a finite poset.
For every i ∈ I, and J ⊆ I, the following subsets of I can be defined [4]:
• A(i) = {j ∈ I : j ≻ i}, A[i] = A(i) ⊔ {i}, A(J) = ∪j∈JA(j), A[J ] = ∪j∈JA[j].
• H(i) = {j ∈ I : j ≺ i}, H [i] = H(i) ⊔ {i}, H(J) = ∪j∈JH(j), H [J ] = ∪j∈JH [j].
A subset J ⊆ I is said ancestral if, whenever i ≻ j and j ∈ J , then i ∈ J . Note that by
definition A(i) and A[i] are ancestral, for each i ∈ I. The set A(i) is called the ancestral
set of i, whereas the set H(i) is called the hereditary set of i. Finally, we recall that an
antichain is a subset S ⊆ I in which no two distinct elements are comparable.
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For each i ∈ I, let Xi be a finite set, with |Xi| ≥ 2, so that we can identify Xi with
the set {0, 1, . . . , |Xi| − 1}. Let Pi be a Markov chain on Xi (as usual, we also denote by
Pi the associated Markov operator on L(Xi)). Let Ii = (δi(xi, yi))xi,yi∈Xi be the identity
matrix of size |Xi|, and let Ui = (ui(xi, yi))xi,yi∈Xi be the matrix whose entries are all
equal to 1/|Xi|. We still denote by Ii and Ui the associated Markov operators on L(Xi),
that we call the identity and the uniform operator, respectively. The generalized crested
product is a new Markov chain defined on the space X1 × · · · ×Xn.
Definition 3 ([15]). Let (I,) be a finite poset, with |I| = n, and let {p0i }i∈I be a strict
probability measure on I, so that p0i > 0 for every i ∈ I and
∑n
i=1 p
0
i = 1. The generalized
crested product of the Markov chains Pi defined by (I,) and {p
0
i }i∈I is the Markov chain
on X = X1 × · · · ×Xn whose associated Markov operator is
P =
∑
i∈I
p0i
Pi ⊗
⊗
j∈H(i)
Uj
⊗
⊗
j 6∈H[i]
Ij
 .(1)
The probability transition on X associated with P will be denoted by p(x, y), for all
x, y ∈ X . For x, y ∈ X we have:
p(x, y) =
∑
i∈I
p0i pi(xi, yi)
∏
j∈H(i)
uj(xj , yj)
∏
j 6∈H[i]
δj(xj, yj).
The spectral analysis of these products of Markov chains has been performed in [15] under
the hypothesis of irreducibility for the Pi’s, together with the study of ergodicity and of
the k-step transition probability.
Remark 1. (The generalized Ehrenfest model) The generalized crested product can
be seen as a generalization of the classical Ehrenfest diffusion model. This model consists
of two urns numbered 0, 1 and n balls numbered 1, . . . , n. A configuration is given by
a placement of the balls into the urns. Note that there is no ordering inside the urns.
At each step, a ball is randomly chosen (with probability 1/n) and it is moved to the
other urn. In [12] we generalized it to the (C,N)-Ehrenfest model. Now put |Xi| = q,
for each i = 1, . . . , n: then we have the following interpretation of the generalized crested
product. Suppose that we have n balls numbered by 1, . . . , n and q urns. Let (I,) be
a finite poset with n elements, so that a hierarchy is introduced in the set of balls. At
each step, we choose a ball i according with a probability distribution p0i : then we move
it to another urn following a transition probability Pi and all the other balls numbered
by indices j such that j ≺ i in the poset (I,) are moved uniformly to a new urn. The
balls corresponding to all the other indices are not moved.
2.3. Generalized wreath product of groups. Let (I,) be a finite poset, with |I| = n.
For each i ∈ I, let Xi be a finite set, with |Xi| ≥ 2. For J ⊆ I, put XJ =
∏
i∈J Xi. In
particular, we put X = XI . If K ⊆ J ⊆ I, let π
J
K denote the natural projection from XJ
onto XK . In particular, we set πJ = π
I
J and xJ = πJx, for every x ∈ X . Let A be the set
of ancestral subsets of I. If J ∈ A, then the equivalence relation ∼J on X is defined as
x ∼J y ⇐⇒ xJ = yJ , where x = (xi)i∈I and y = (yi)i∈I ∈ X.
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Definition 4 ([4]). A poset block structure is a pair (X,∼A), where
(1) X =
∏
(I,)Xi, with (I,) a finite poset and |Xi| ≥ 2, for each i ∈ I;
(2) ∼A denotes the set of equivalence relations on X defined by all the ancestral
subsets of I.
For each i ∈ I, let Gi be a permutation group on Xi and let Fi be the set of all functions
from XA(i) into Gi. For J ⊆ I, we put FJ =
∏
i∈J Fi. An element of FI will be denoted
f = (fi)i∈I , with fi ∈ Fi.
Definition 5. For each f ∈ FI , the action of f on X is defined by
fx = y, with yi = (fixA(i))xi, for each i ∈ I.
It is easy to verify that this is a faithful action of FI on X . Therefore (FI , X) is
a permutation group, called the generalized wreath product of the permutation groups
(Gi, Xi)i∈I .
Definition 6. An automorphism of a poset block structure (X,∼A) is a permutation σ
of X such that, for every equivalence relation ∼J in ∼A,
x ∼J y ⇐⇒ (σx) ∼J (σy), for all x, y ∈ X.
Denote by Sym(Xi) the symmetric group of Xi. If |Xi| = qi, we will also write Sym(qi).
The following fundamental results are proven in [4].
Theorem 2. The generalized wreath product of the permutation groups (Gi, Xi)i∈I is
transitive on X if and only if (Gi, Xi) is transitive for each i ∈ I. If (X,∼A) is the poset
block structure associated with the poset (I,) and FI is the generalized wreath product∏
(I,) Sym(Xi), then FI is the automorphism group of (X,∼A).
Example 2. If  is the identity relation (Fig. 1), then the generalized wreath product
is the permutation direct product (G1, X1)× (G2, X2)× · · · × (Gn, Xn). In this case, we
have A(i) = ∅, for each i ∈ I, so that an element f of FI is given by f = (fi)i∈I , where fi
is a function from a singleton {∗} into Gi and so its action on xi does not depend on any
other coordinate of x.
• • • ♣ ♣ ♣ ♣ ♣ ♣ ♣ •
1 2 3 n
Figure 1.
If (I,) is a finite chain (Fig. 2), then the generalized wreath product is the classical
permutation wreath product (G1, X1) ≀ (G2, X2) ≀ · · · ≀ (Gn, Xn). In this case, we have
A(i) = {1, 2, . . . , i− 1}, for each i ∈ I, so that an element f ∈ FI is given by f = (fi)i∈I ,
with
fi : X1 × · · · ×Xi−1 −→ Gi
In other words, the action of f on xi depends on its “ancestral”coordinates x1, . . . , xi−1.
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•
•
•
•
•
♣
♣
♣
♣
1
2
3
n− 1
n
Figure 2.
Remark 2. In [19], the generalized wreath product of graphs has been introduced (a
different notion with respect to [20]), allowing to get the Cayley graph of a generalized
wreath product of groups from the Cayley graphs of the single factor groups).
3. Lumping the generalized crested product
In this section we present three ways for lumping a generalized crested product of Markov
chains. The first one is obtained by deleting coordinates indexed by some elements of I:
this is a completely general method that can be applied without any assumption on the
Markov chains Pi’s. On the other hand, the two other lumping constructions are realized
starting from a lumping partition of each factor set Xi: these are the direct product of
lumping partitions, and the generalized product of lumping partitions, that reflects the
ancestral equivalence relations defined by the poset.
3.1. Deleting coordinates. Let (I,) be a finite poset, with |I| = n and let Xi, X , Pi,
p0i be as in Definition 3. Consider the generalized crested product of Markov chains P
defined in (1). Observe that any element of X can be written as x = (x1, . . . , xn), with
xi ∈ Xi.
The construction that we are going to introduce is quite natural. More precisely, we
want to lump the Markov chain P by “deleting”some elements from the poset I. Let
R ⊆ I and put I˜ = I \ R. We declare equivalent any two elements (x1, . . . , xn) and
(y1, . . . , yn) of X such that xi = yi for each i ∈ I˜. This construction produces a lumping
consisting of t =
∏
i∈I˜ |Xi| parts L1, . . . , Lt of the same cardinality
∏
i∈R |Xi|.
Theorem 3. The function x 7→ P(x, Ls) is constant on Lk, for every k, s = 1, . . . , t.
Proof. Let x = (x1, . . . , xn) ∈ Lk. We have
P(x, Ls) =
∑
y∈Ls
p(x, y) =
∑
y∈Ls
∑
i∈I
p0i pi(xi, yi)
∏
j∈H(i)
uj(xj , yj)
∏
j 6∈H[i]
δj(xj , yj)
=
∑
i∈I
p0i
∑
y∈Ls
pi(xi, yi)
∏
j∈H(i)
1
|Xj|
∏
j 6∈H[i]
δj(xj , yj).
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Fixed an index i, we have
p0i
∑
y∈Ls
pi(xi, yi)
∏
j∈H(i)
1
|Xj|
∏
j 6∈H[i]
δj(xj , yj)
= p0i
∏
j∈H(i)
1
|Xj|
∑
y∈Ls
pi(xi, yi)
∏
j 6∈H[i]
δj(xj , yj)

= p0i
∏
j∈H(i)
1
|Xj|
∑
y∈Ls
pi(xi, yi)
∏
j 6∈(H[i]∪R)
δj(xj , yj)
∏
j∈R\H[i]
δj(xj , yj)

= p0i
∏
j∈H(i)
1
|Xj|
∏
j 6∈(H[i]∪R)
δj(xj , yj)
∑
y∈Ls
pi(xi, yi)
∏
j∈R\H[i]
δj(xj , yj)
 ,
since if j 6∈ R all the elements y ∈ Ls have the same j-th coordinate. We can distinguish
two cases. If i ∈ R, then∑
y∈Ls
pi(xi, yi)
∏
j∈R\H[i]
δj(xj , yj) =
∑
y∈Ls
pi(xi, yi) =
∏
j∈R∩H(i)
|Xj|,
with Ls = {y ∈ Ls | yj = xj for all j ∈ R \H [i]}; if i 6∈ R, then∑
y∈Ls
pi(xi, yi)
∏
j∈R\H[i]
δj(xj , yj) =
∑
y∈Ls
pi(xi, yi) = pi(xi, yi)
∏
j∈R∩H[i]
|Xj|.
In both cases the sum is independent of x ∈ Lk, since any x ∈ Lk has the same i-th
coordinate if i 6∈ R. 
In what follows, we consider the generalized crested product in which any Markov oper-
ator Pi is the uniform operator Ui. The following proposition explains how the operator P
defined in (1) changes after performing the lumping described in Theorem 3. In practice,
we are removing from the tensor product the operators corresponding to the indices in R.
Proposition 4. Let (I,) be a finite poset and R ⊆ I. Let P be the generalized crested
product of Markov chains defined in (1), with Pi = Ui, for each i ∈ I. Denote by P˜ the
lumped Markov chain defined by R as in Theorem 3. Then
P˜ =
∑
i∈I
p0i
 ⊗
j∈H[i]\R
Uj
⊗
 ⊗
j 6∈(H[i]∪R)
Ij
 .
Proof. By performing successive lumpings, it suffices to prove the statement for |R| = 1.
Let R = {r}. Recall that the lumping associated with R is obtained by identifying the
elements x and y such that xi = yi for each i 6= r. Let Ls be a part of the corresponding
partition. We have
P(x, Ls) =
∑
i∈I
p0i
∑
y∈Ls
∏
j∈H[i]
1
|Xj |
∏
j 6∈H[i]
δj(xj , yj).
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Fixed an index i, we can distinguish two cases. If r ∈ H [i], we get
p0i
∑
y∈Ls
∏
j∈H[i]
1
|Xj|
∏
j 6∈H[i]
δj(xj , yj) = p
0
i
(∑
yr∈Xr
1
|Xr|
) ∏
j∈H[i]\{r}
1
|Xj|
∏
j 6∈H[i]
δj(xj, yj)
= p0i
∏
j∈H[i]\{r}
1
|Xj|
∏
j 6∈H[i]
δj(xj , yj),
where, for j 6∈ H [i], yj is the j-th coordinate of any element y ∈ Ls. If r 6∈ H [i], we get
p0i
∑
y∈Ls
∏
j∈H[i]
1
|Xj |
∏
j 6∈H[i]
δj(xj , yj) = p
0
i
∏
j∈H[i]
1
|Xj|
∏
j 6∈(H[i]∪{r})
δj(xj , yj)
(∑
yr∈Xr
δr(xr, yr)
)
= p0i
∏
j∈H[i]
1
|Xj|
∏
j 6∈(H[i]∪{r})
δj(xj , yj),
where, for j 6∈ (H [i] ∪ {r}), yj is the j-th coordinate of any element y ∈ Ls. By summing
up the terms corresponding to every i, we get the assertion. 
A natural question to be asked is under what conditions, after performing such a lump-
ing, the lumped Markov chain P˜ represents the generalized crested product with respect
to the reduced poset (I˜ ,) obtained from (I,) by deleting the elements in R and pre-
serving the remaining order relations. We will use the notation i✁ j by meaning of i ≺ j
and there is no k ∈ I such that i ≺ k ≺ j.
Definition 7. Let R ⊆ I and suppose that, for each r ∈ R, there exists a unique
s(r) ∈ H [R] \ R, maximal in H [R] \ R, and a sequence C(r) = {r, r′, . . . , r(ℓ), s(r)} ⊆ I,
with r′, . . . , r(ℓ) ∈ R, such that r′✁ r, r(k)✁ r(k−1) and s(r)✁ r(ℓ). We say that R is fibered
over S = ∪r∈R{s(r)}.
Notice that the chain C(r) connecting r with s(r) is not necessarily unique. Moreover,
H(r) \R = {s(r)} ⊔H(s(r)) ≡ H [s(r)].(2)
Roughly speaking, s(r) is the unique maximal element inH(r)\R that we meet descending
from r, and there is no element of R in H [s(r)]. Moreover, s(r) is themaximum ofH(r)\R
and among the descendents of s(r) there cannot be elements of R (this is a consequence
of the maximality property of s(r′) for all r′ ∈ R). If S = {s1, . . . , st}, the fiber Ri of si is
the set of r ∈ R such that (any) C(r) ends at si. If R is fibered over S then R = ⊔
t
i=1Ri.
In the poset (I,) in Fig. 3, for example, the set R = {2, 3, 4} is fibered over S = {5, 6},
with fibers R5 = {2, 3} and R6 = {4}; the corresponding reduced poset is denoted by
(I˜ ,). On the other hand, the set R′ = {1, 2, 3, 4} is not fibered over any subset S, since
there are two maximal elements in H(1) \R.
Proposition 5. Let (I,) and P be as in (1), with Pi = Ui, for each i ∈ I. Let
R ⊆ I and P˜ be the corresponding lumped Markov chain as in Proposition 4. Then P˜ is
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Figure 3.
the generalized crested product associated with the poset (I˜ ,) if and only if there exists
S = {s1, . . . , st} ⊆ H [R] \R such that R is fibered over S. If this is the case, one has
p˜0i =
{
p0i if i 6∈ S∑
j∈Rsh
p0j + p
0
sh
if i = sh.
Proof. Firstly, suppose that R is fibered over S. It follows from Proposition 4 that P˜ is
obtained from P by forgetting indices in R. We have:
P˜ =
∑
i∈I
p0i
 ⊗
j∈H[i]\R
Uj
⊗
 ⊗
j 6∈(H[i]∪R)
Ij

=
∑
i∈R
p0i
 ⊗
j∈H[i]\R
Uj
⊗
 ⊗
j 6∈(H[i]∪R)
Ij
+∑
i 6∈R
p0i
 ⊗
j∈H[i]\R
Uj
⊗
 ⊗
j 6∈(H[i]∪R)
Ij
.
Since R is fibered over S, all indices belonging to the same fiber Rm give rise to the same
operator after deletion, so that by (2) we get
P˜ =
t∑
m=1
∑
i∈Rm
p0i
 ⊗
j∈H[sm]
Uj
⊗
 ⊗
j 6∈(H[sm]∪R)
Ij
+ t∑
m=1
p0sm
 ⊗
j∈H[sm]
Uj
⊗
 ⊗
j 6∈(H[sm]∪R)
Ij

+
∑
i 6∈(R⊔S)
p0i
 ⊗
j∈H[i]\R
Uj
⊗
 ⊗
j 6∈(H[i]∪R)
Ij

=
t∑
m=1
(∑
i∈Rm
p0i + p
0
sm
)
·
 ⊗
j∈H[sm]
Uj
⊗
 ⊗
j 6∈(H[sm]∪R)
Ij

+
∑
i 6∈(R⊔S)
p0i
 ⊗
j∈H[i]\R
Uj
⊗
 ⊗
j 6∈(H[i]∪R)
Ij

=
∑
i∈I˜
p˜i
0
 ⊗
j∈H[i]\R
Uj
⊗
 ⊗
j 6∈(H[i]∪R)
Ij
 .
On the other hand if, given R, there is no S such that R is fibered over S, then only
two possibilities may occur: there can exist r ∈ R such that H(r) = ∅; or there is
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r ∈ R with at least two maximal elements s, s′ ∈ H(r) \ R. In the first case, notice
that {j ∈ H [r] \ R} = ∅ and so there is at least a summand in P˜ equal to p0r (⊗j 6∈RIj)
which does not appear in any generalized crested product. In the second case, we get a
summand containing a tensor product of the form
(Us ⊗ Us′)⊗
(
⊗j∈(H(s)∪H(s′))Uj
)
⊗
(
⊗j∈I\(R∪H[s]∪H[s′])Ij
)
.
Since the elements s, s′ are not comparable, such a product does not appear in any gen-
eralized crested product. This completes the proof. 
3.2. Direct product of lumpings. In this section, we introduce a more general con-
struction of lumpings for the generalized crested product, that we call direct product of
lumpings.
Let (I,) be a finite poset and let Pi be a lumpable Markov chain on Xi, for each i ∈ I.
Hence, there is a collection Li = {Li1, . . . , L
i
ki
} of subsets of Xi such that ⊔
ki
j=1L
i
j = Xi
and, for each s = 1, . . . , ki, the function x 7→ pi(x, L
i
s) is constant on each part of L
i.
Clearly, the cartesian product of partitions
L =
∏
i∈I
Li
provides a partition of the cartesian product X =
∏
i∈I Xi.
Theorem 6. For all parts L, L′ ∈ L, the function x 7→ P(x, L′) is constant on L.
Proof. By direct computation,
P(x, L′) =
∑
y∈L′
∑
i∈I
p0i pi(xi, yi)
∏
j∈H(i)
uj(xj , yj)
∏
j 6∈H[i]
δj(xj, yj)
=
∑
i∈I
p0i
∑
y∈L′
pi(xi, yi)
∏
j∈H(i)
1
|Xj|
∏
j 6∈H[i]
δj(xj , yj).(3)
For each fixed index i, the summand in (3) becomes
p0i
∏
j∈H(i)
1
|Xj|
∑
y∈L′
pi(xi, yi)
∏
j 6∈H[i]
δj(xj , yj)
 .(4)
Let L =
∏n
i=1 L
i
si
and L′ =
∏n
i=1 L
i
ti
, with si, ti ∈ {1, . . . , ki}. If there exists an index
j 6∈ H [i] such that sj 6= tj , then (4) is zero since δj(xj , yj) = 0 for every y ∈ L
′. If
sj = tj for any j 6∈ H [i], then we have
∏
h∈H[i] |L
h
th
| elements y such that yj = xj for every
j 6∈ H [i]. Therefore we get
p0i
∏
j∈H(i)
|Ljtj |
|Xj|
∑
yi∈Liti
pi(xi, yi) = p
0
i
∏
j∈H(i)
|Ljtj |
|Xj|
p˜i(L
i
si
, Liti),
since Pi is lumpable. This proves that P(x, L
′) does not depend on x. 
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Remark 3. This second construction is more general than that one in Section 3.1. In fact,
fixed the deletion set R, we have that the corresponding lumping partition is obtained by
taking the universal partition of Xi, for i ∈ R, and the identity partition of Xi, for i 6∈ R.
3.3. Generalized product of lumpings. We define here a more general construction,
inspired by the definition of generalized wreath product of groups given in [4] (see Defini-
tion 5), and allowing to get new lumping partitions for the generalized crested product of
Markov chains. We are going to define a class of lumping partitions on
∏
i∈I Xi reflecting
the combinatorial structure of the poset (I,).
Let Li be the set of the partitions associated with all the possible lumpings of the Markov
chain Pi on Xi, i.e.
Li = {L
i : the Markov chain Pi on Xi is lumpable with respect to L
i}.
Let I = {h ∈ I : A(h) = ∅}. For any h ∈ I we fix a lumping partition L h ∈ Lh. The
cartesian partition product
∏
h∈I L
h is clearly a partition of
∏
h∈I Xh.
For any i ∈ I, such that A(i) ⊆ I, we define a map
fi :
∏
j∈A(i)
L j → Li,
whose domain is the cartesian product of the lumping partitions that we have chosen
for the sets Xj, j ∈ A(i), and yielding a lumping partition of Xi. Given an element
L =
∏
j∈A(i) L
j
hj
∈
∏
j∈A(i)L
j such that
fi(L) = L
i = {Li1, . . . , L
i
ri
},
then
∐
L L×fi(L) is a partition of the set
∏
j∈A(i)Xj×Xi. We denote such a new partition
by L A[i]. For every i ∈ I for which LA(i) has been constructed, we define a map
fi : L
A(i) → Li,
providing a new partition LA[i] of
∏
j∈A[i]Xj , depending on fi. Continuing this way, after
a finite number of steps we construct a partition of the whole X .
Definition 8. The partition of X =
∏
i∈I Xi induced by the fi’ s is called the generalized
product of lumpings.
Example 3. Consider the first poset in Fig. 4, and suppose that Xi = {0, 1} for each i ∈
I. Observe that A(1) = A(2) = ∅ and A(3) = {1}, A(4) = {1, 2}. Choose L
1
= {{0, 1}}
and L
2
= {{0}, {1}} and define the maps f3 : L
1
→ L3 and f4 : L
1
×L
2
→ L4 as
f3({0, 1}) = {{0}, {1}} ∈ L3
f4({0, 1} × {0}) = {0, 1} ∈ L4 f4({0, 1} × {1}) = {{0}, {1}} ∈ L4.
This construction produces the following partition of X1 ×X2 ×X3 ×X4:
{0000, 1000, 0001, 1001}⊔ {0010, 1010, 0011, 1011}⊔ {0100, 1100} ⊔ {0110, 1110}⊔
⊔{0101, 1101} ⊔ {0111, 1111}.
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Consider now the chain in Fig. 4 and still assume Xi = {0, 1} for every i ∈ I. Observe
that A(1) = ∅, A(2) = {1}, and A(3) = {1, 2}. Choose L
1
= {{0}, {1}}, and define the
map f2 : L
1
→ L2 as f2({0}) = {{0}, {1}} ∈ L2 and f2({1}) = {{0, 1}} ∈ L2. Then we get
the partition L
A[2]
= {{00}, {01}, {10, 11}} ofX1×X2. Now define f3 : L
A(3)
≡ L
A[2]
→ L3
as, for instance, f3({00}) = f3({10, 11}) = {{0}, {1}}, and f3({01}) = {{0, 1}}. With
this choice, we obtain the partition {{000}, {001}, {010, 011}, {100, 110}, {101, 111}} of
X1 ×X2 ×X3.
1
2
3
•
•
•
•
•
•
•
❧
❧
❧
❧
❧
3
1
4
2
Figure 4.
Theorem 7. Any partition of X obtained as a generalized product of lumpings is a lump-
ing partition of the corresponding generalized crested product of Markov chains.
Proof. Any part defined by the construction described above can be represented as a
product
L = L1t1 × L
2
t2
× · · · × Lntn
where Liti is a part of some L
i ∈ Li. Moreover, for every i such that A(i) 6= ∅, the subset
Liti belongs to the partition L
i = fi(
∏
j∈A(i) L
j
tj ). Let x = (x1, . . . , xn) ∈ L and let L
′ be
another part of the new partition. Then
P(x, L′) =
∑
i∈I
p0i
∑
y∈L′
pi(xi, yi)
∏
j∈H(i)
1
|Xj|
∏
j 6∈H[i]
δj(xj, yj).
Fix an index i and consider the summand
p0i
∏
j∈H(i)
1
|Xj|
∑
y∈L′
pi(xi, yi)
∏
j 6∈H[i]
δj(xj, yj).
Notice that A(i) ⊆ I \H [i]. Let xi1 , . . . , xim be the entries of x corresponding to indices
in A(i), so that (xi1 , . . . , xim) ∈ L
i1
ti1
× · · · × Limtim and fi(L
i1
ti1
× · · · × Limtim ) = L
i. We have
that, if each of the δj(xj , yj)’s is not 0, then xj = yj for every j ∈ A(i). Since the L
j
tj ’s
constitute a partition of Xj , this implies that they induce the same partition L
i under
fi, so that yi belongs to some part L
i
si
of the same lumping partition Li containing Liti .
This implies that
∑
y∈L′ pi(xi, yi) does not depend on xi, since L
i is a lumping partition
of Xi. 
Remark 4. Notice that the generalized product of lumpings contains the direct product
defined in Section 3.2 as a particular case. In fact, in order to get the partition L =∏
i∈I L
i, it is enough to fix L
j
= Lj for every j such that A(j) = ∅, and to define the
function fi to be constant and equal to L
i for any other index.
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4. Insect Markov chain
In this section we recall some basic properties of the Insect Markov chain, whose state
space is the cartesian product of n finite sets, identified with the boundary of a poset
block structure (see Definition 4). It was first introduced in [23] in the special case of the
regular rooted tree, then studied in [8, Chapter 7] and [13], and generalized to different
settings in [12, 14, 15]. We will recall the construction introduced by the authors in [14]
in the more general context of orthogonal block structures. Let (I,) be a finite poset,
with |I| = n and suppose X1 = · · · = Xn =: X , for every i ∈ I. Let A be the set of all
ancestral subsets of (I,). A has a natural poset structure: in (A,), we put A1  A2
if and only if A1 ⊇ A2. By the notation A1 ✁A2, we mean that A1 ≺ A2 and there is no
A ∈ A such that A1 ≺ A ≺ A2. The Markov operator associated with the Insect Markov
chain is defined as
PI =
∑
I 6=A∈A
pA
(⊗
j∈A
Ij
)
⊗
(⊗
j 6∈A
Uj
)
,
with
pA =
∑
C⊆A chain
C={I,A1,...,A′,A}
αI,A1 · · ·αA′,A
(
1−
∑
A✁L
αA,L
)
, for every A 6= ∅,(5)
and
p∅ =
∑
C⊆A chain
C={I,A1,...,A′,∅}
αI,A1 · · ·αA′,∅.(6)
Here, for all A′, A ∈ A such that A′ ✁ A, the coefficients αA′,A are defined as
αA′,A =
1
|{J : J ✁A′}|·|X|+ |{L : A′ ✁ L}| − |X|·
∑
J✁A′ αJ,A′
.(7)
In particular, (7) yields αI,A =
1
|{L:I✁L}|
, for each I ✁ A. For all I ✁ A′ ✁ A, in the case
αI,A′ = 1, the coefficient αA′,A is not defined by (7) but as αA′,A =
1
|X|+|{L:A′✁L}|
.
The state space of the Insect Markov chain PI is the cartesian product X
n, regarded as
the boundary of the poset block structure associated with (I,). We define
dI(x, y) = n−max
A∈A
{|A| : x ∼A y}, for all x, y ∈ X
n.(8)
Lemma 1. dI is a distance on X
n.
Proof. It is clear that dI satisfies dI(x, y) ≥ 0 for all x, y ∈ X
n, and dI(x, y) = 0 if and
only if x = y; moreover, one has dI(x, y) = dI(y, x), for each x, y ∈ X
n. As regard as the
triangular inequality, observe that the condition dI(x, z) ≤ dI(x, y)+dI(y, z) is equivalent
to
n +max
A∈A
{|A| : x ∼A z} ≥ max
A∈A
{|A| : x ∼A y}+max
A∈A
{|A| : y ∼A z}.(9)
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If maxA∈A{|A| : x ∼A y} + maxA∈A{|A| : y ∼A z} ≤ n, there is nothing to prove. If
maxA∈A{|A| : x ∼A y} + maxA∈A{|A| : y ∼A z} = n + h, with h a positive integer,
then there exist two ancestral sets A1 and A2 such that maxA∈A{|A| : x ∼A y} = |A1|
and maxA∈A{|A| : y ∼A z} = |A2| and |A1| + |A2| = n + h. On the other hand
|A1|+ |A2| − |A1 ∩A2| ≤ n. This implies that |A1 ∩A2| ≥ h and, since A1 ∩A2 ∈ A, one
has maxA∈A{|A| : x ∼A z} ≥ h and so (9) holds. 
The Insect Markov chain is invariant under the action of the generalized wreath product
FI of the groups Sym(X), which acts by automorphisms on X
n (see Theorem 2). This
implies that the probability of reaching y from x only depends on the distance dI(x, y).
Example 4. Consider the poset (I,) in Fig. 5 and assume that X = {0, 1}. Then A =
•
• •
❅❅   
1 2
3
(I,) (A,)
•
• •
•
•
❅❅   
   ❅❅
∅
{1} {2}
{1, 2}
I
Figure 5.
{∅, {1}, {2}, {1, 2}, I}. The associated poset (A,) is represented in Figure 5. According
with (8), we have:
• dI(000, 000) = 0;
• dI(000, 001) = 1;
• dI(000, 010) = dI(000, 011) = dI(000, 100) = dI(000, 101) = 2;
• dI(000, 110) = dI(000, 111) = 3.
By using formulas (7), we get:
αI,{1,2} = 1, α{1,2},{1} = α{1,2},{2} =
1
4
, α{1},∅ = α{2},∅ =
2
5
and then, using (5) and (6),
p{1,2} =
1
2
, p{1} = p{2} =
3
20
, p∅ =
1
5
.
The associated Markov operator is then
PI =
1
2
I ⊗ I ⊗ U +
3
20
I ⊗ U ⊗ U +
3
20
U ⊗ I ⊗ U +
1
5
U ⊗ U ⊗ U
=
1
80
·

28 28 5 5 5 5 2 2
28 28 5 5 5 5 2 2
5 5 28 28 2 2 5 5
5 5 28 28 2 2 5 5
5 5 2 2 28 28 5 5
5 5 2 2 28 28 5 5
2 2 5 5 5 5 28 28
2 2 5 5 5 5 28 28

,
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according with the fact that the probability transition p(x, y) is a function of dI(x, y).
Example 5. Consider the Insect Markov chain on {0, 1}3 associated with the first poset
in Fig. 6, whose Markov operator is
PI =
1
7
U ⊗ U ⊗ U +
4
21
I ⊗ U ⊗ U +
2
3
I ⊗ I ⊗ U.
If we apply the deletion construction of Section 3.1 with R = {1}, so that S = {2}, we
get
PI′ =
1
7
U ⊗ U +
4
21
U ⊗ U +
2
3
I ⊗ U =
1
3
U ⊗ U +
2
3
I ⊗ U,
which is the Insect Markov chain on the reduced poset. On the other hand, with the
choice R′ = {3}, we have
PI′′ =
1
7
U ⊗ U +
4
21
I ⊗ U +
2
3
I ⊗ I,
which is not a generalized crested product of Markov chains, since R′ is not fibered on
any set, according with Proposition 5.
×
•
•
•
•
×
•
•
•3
2
1
3
2
1
3
2
1
Figure 6.
5. Group actions and lumpability
5.1. General properties. Many lumpings are generated by the action of a group on a
set. More precisely, let P be a reversible Markov chain with state space X and let G be
a group acting on X such that
p(gx, gy) = p(x, y), for all g ∈ G, x, y ∈ X.(10)
The action of G induces a partition of X given by the orbits. Denote by Gx the orbit of
the element x ∈ X under the action of G. By defining
pG(Gx, Gy) = p(x,Gy) =
∑
y′∈Gy
p(x, y′),(11)
then one gets a lumping of X providing a new Markov chain defined on the space of the
orbits. In fact, it is straightforward to verify that pG(Gx, Gy) does not depend on the
choice of x, so that the lumped Markov chain PG is well defined. The following results
can be found in [6].
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Proposition 8. Let P be a reversible Markov chain on X and G a group satisfying (10).
Let PG be the Markov chain defined in (11). If f˜ is an eigenfunction of PG with eigenvalue
λ˜, then λ˜ is an eigenvalue of P with G-invariant eigenfunction f such that f(x) = f˜(Gx),
for each x ∈ X. Conversely, every G-invariant eigenfunction appears uniquely from this
construction.
The following proposition provides a condition for an eigenfunction of P to project to a
nontrivial eigenfunction of PG.
Proposition 9. Let f be an eigenfunction of P with eigenvalue λ, and put f(x) =∑
g∈G f(g
−1x). If f 6= 0, then f˜ defined as f˜(Gx) = f(x) is an eigenfunction of PG
with eigenvalue λ.
The next proposition relies the spectral analysis of a lumped Markov chain induced by
the action of a group, with the representation theory of the corresponding group.
Proposition 10. Let P be a reversible Markov chain on X, with a transitive automor-
phism group G satisfying (10). Let
L(X) =
k⊕
i=0
Vi
be the isotypic decomposition of L(X) under the action of G, with Vi = diWi, whereWi are
irreducible representations of G pairwise non isomorphic. Suppose X ∼= G/H. Then, the
Markov chain PH has
∑k
i=0 di distinct eigenvalues, with di eigenvalues having multiplicity
dimWi in the Markov chain P .
Example 6 (Spherical lumping on the rooted tree). Consider the case of the Insect
Markov chain P associated with the totally ordered set (I,) in Fig. 2. We assume
X := X1 = · · · = Xn, with |X| = q, so that the state space can be identified with the set
of finite words of length n over the alphabet {0, 1, . . . , q− 1}. P is invariant with respect
to the classical iterated wreath product
G = Sym(q) ≀ · · · ≀ Sym(q)︸ ︷︷ ︸
n times
.
The associated poset block structure is the rooted q-ary tree Tq,n of depth n, and the
action of G is transitive on each level of the tree, in particular on its boundary identified
with Xn. If we fix the element x0 = 0
n and consider the subgroup H = StabG(x0), then
Xn can be regarded as the homogeneous space Xn ∼= G/H . It is known [5, 8, 11, 13]
that (G,H) is a Gelfand pair, so the decomposition of the space L(Xn) into irreducible
submodules under the action of G is multiplicity-free:
L(Xn) =
n⊕
j=0
Wj ,
where W0 is the trivial representation and, for every j = 1, . . . , n,
Wj = L(X)⊗ · · · ⊗ L(X)︸ ︷︷ ︸
(j−1) times
⊗L(X)1 ⊗ L(X)0 ⊗ · · · ⊗ L(X)0︸ ︷︷ ︸
(n−j) times
,
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where L(X)0 denotes the subspace of constant functions in L(X) and L(X)1 = {f : X →
C |
∑
x∈X f(x) = 0}. Therefore, we have dimW0 = 1 and dimWj = q
j−1(q−1), for every
j = 1, . . . , n. W0 is the eigenspace associated with the eigenvalue λ0 = 1, whereas the
eigenvalue associated with Wj, for j = 1, . . . , n, is λj = 1−
q−1
qn−j+1−1
.
It is clear that the orbits in Xn under the action of StabG(x0) are the spheres Sr(x0)
centered at x0 of radius r, for r = 0, . . . , n, defined with respect to the distance dI that
coincides, in this case where the poset block structure is the tree Tq,n, with the usual
ultrametric distance d on the boundary of the tree. Therefore, the lumped Markov chain
PH has n + 1 states, and each of the eigenvalues λj, for j = 0, . . . , n is an eigenvalue of
PH with multiplicity 1. Up to normalization, the eigenfunction of PH associated with
λ0 = 1 is the constant function; the eigenfunction associated with λj , for j = 1, . . . , n, is
the function f˜j such that
f˜j(Sr(x0)) =

1 if r < n− j + 1
1
1−q
if r = n− j + 1
0 if r > n− j + 1.
(12)
In the case q = 2, n = 3, and x0 = 000, the partition of {0, 1}
3 induced by the action of
H = StabG(000) is
{0, 1}3 = S0(x0) ⊔ S1(x0) ⊔ S2(x0) ⊔ S3(x0),
with
S0(x0) = {000}, S1(x0) = {001}, S2(x0) = {010, 011}, S3(x0) = {100, 101, 110, 111}.
The transition probability matrices are
P =
1
168

67 67 11 11 3 3 3 3
67 67 11 11 3 3 3 3
11 11 67 67 3 3 3 3
11 11 67 67 3 3 3 3
3 3 3 3 67 67 11 11
3 3 3 3 67 67 11 11
3 3 3 3 11 11 67 67
3 3 3 3 11 11 67 67

PH =
1
168

67 67 22 12
67 67 22 12
11 11 134 12
3 3 6 156
 .
The eigenspaces of P are:
(1) W0, with eigenvalue 1, of dimension 1, generated by the function
f0 = (1, 1, 1, 1, 1, 1, 1, 1);
(2) W1, with eigenvalue 6/7, of dimension 1, generated by the function
f1 = (1, 1, 1, 1,−1,−1,−1,−1);
(3) W2, with eigenvalue 2/3, of dimension 2, generated by the functions
f2,1 = (1, 1,−1,−1, 0, 0, 0, 0) f2,2 = (0, 0, 0, 0, 1, 1,−1,−1);
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(4) W3, with eigenvalue 0, of dimension 4, generated by the functions
f3,1 = (1,−1, 0, 0, 0, 0, 0, 0) f3,2 = (0, 0, 1,−1, 0, 0, 0, 0)
f3,3 = (0, 0, 0, 0, 1,−1, 0, 0) f3,4 = (0, 0, 0, 0, 0, 0, 1,−1).
All the eigenspaces of PH have dimension 1 and they are:
(1) W˜0, with eigenvalue 1, generated by the function f˜0 = (1, 1, 1, 1);
(2) W˜1, with eigenvalue 6/7, generated by the function f˜1 = (1, 1, 1,−1);
(3) W˜2, with eigenvalue 2/3, generated by the function f˜2 = (1, 1,−1, 0);
(4) W˜3, with eigenvalue 0, generated by the function f˜3 = (1,−1, 0, 0),
according with Proposition 9 and (12).
5.2. The case of the Insect Markov chain on the rooted tree. We restrict now our
attention to the Insect Markov chain on the cartesian product Xn = X × · · · × X , with
|X| = q, associated with the totally ordered set (I,) in Fig. 2. In this case, the poset
block structure is a regular rooted tree of degree q, so that Xn can be identified with the
boundary of Tq,n.
Fix a vertex x0 ∈ X
n. Using (5), (6), (7), (see also [13]), we obtain that the transition
probabilities associated with this Markov chain are
p(x0, x0) = p(x0, x) = q
−1(1− α1) +
n∑
i=2
q−iα1 · · ·αi−1(1− αi), if d(x0, x) = 1(13)
and, more generally,
p(x0, x) =
n∑
i=j
q−iα1 · · ·αi−1(1− αi), if d(x0, x) = j > 1,(14)
where the coefficients αj’s satisfy the recursive relation αj =
1
q+1
+ αj−1αj
1
q+1
and are
described by {
αj =
qj−1
qj+1−1
for 1 ≤ j ≤ n− 1
α0 = 1 αn = 0.
(15)
Observe that the Markov chain is in detailed balance with the uniform distribution π on
Xn given by π(x) = 1
qn
, for each x ∈ Xn.
Now let L = {L1, . . . , Lk} be a lumping of the Insect Markov chain. Take an element
x0 ∈ X
n and suppose that x0 ∈ Lr, for some r ∈ {1, . . . , k}. For every i = 0, 1, . . . , n, and
s = 1, . . . , k, define:
λi,s = |{x ∈ X
n : d(x0, x) = i and x ∈ Ls}|.(16)
In other words, λi,s is the cardinality of the intersection of the sphere of radius i centered
at x0, with the part Ls of L. In particular, one has:
λ0,s =
{
1 if s = r
0 otherwise.
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Theorem 11. Let L = {L1, . . . , Lk} be a lumping of the Insect Markov chain on X
n. Let
x0, y0 ∈ Lr and let λi,s, µi,s be the associated coefficients, respectively, defined as in (16).
Then
λi,s = µi,s for each i = 0, . . . , n and s = 1, . . . , k.
Proof. Since L is a lumping and x0, y0 belong to the same part Lr, we have p(x0, Ls) =
p(y0, Ls) for each s, and so
n∑
i=0
 ∑
xs∈Ls, d(x0,xs)=i
p(x0, xs)
 = n∑
i=0
 ∑
ys∈Ls, d(y0,ys)=i
p(y0, ys)
 .
Since the transition probability p(x0, xs) (resp. p(y0, ys)) only depends on the distance
between x0 and xs (resp. y0 and ys), we then get
n∑
i=0
λi,sp(x0, xs) =
n∑
i=0
µi,sp(y0, ys).(17)
Observe now that λ0,s = µ0,s =
{
1 if s = r
0 otherwise
. Moreover, it must be
n∑
i=0
λi,s =
n∑
i=0
µi,s = |Ls|.(18)
Hence, by using (13), (14), (15) and (18), we can rewrite (17) as
n−1∑
j=1
(
(λj,s − µj,s)
n−1∑
i=j
1
(qi+1 − 1)(qi − 1)
)
= 0.
Suppose now, by the absurd, that λ1,s 6= µ1,s. We can assume, without loss of generality,
that λ1,s − µ1,s > 0. By dividing, we get
n−1∑
i=1
1
(qi+1 − 1)(qi − 1)
+
n−1∑
j=2
(
λj,s − µj,s
λ1,s − µ1,s
n−1∑
i=j
1
(qi+1 − 1)(qi − 1)
)
= 0.(19)
We want to show that the left-hand side of (19) is actually strictly greater than 0. To
see that, observe that the difference λ1,s − µ1,s must be at least equal to 1, whereas the
difference λj,s − µj,s cannot be smaller than −q
j−1(q − 1), for every j = 1, . . . , n− 1.
Therefore, the minimal value that the left-hand side of (19) can take is obtained by
replacing the occurrence λ1,s − µ1,s by 1 and the occurrences λj,s − µj,s by −q
j−1(q − 1).
After some computations, one gets
n−1∑
j=1
1− qj + q
(qj+1 − 1)(qj − 1)
.(20)
By using the decomposition 1
(qi+1−1)(qi−1)
= −
q
q−1
qi+1−1
+
1
q−1
qi−1
, one obtains that the ratio 1
q−1
is multiplied by 1
q−1
in (20), the ratio 1
qn−1
is multiplied by −q+q
n−q2
q−1
, and the ratio 1
qj−1
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is multiplied by −(q + 1), for every j = 2, . . . , n− 1. By collecting all terms, we get
1
q − 1
(
1
q − 1
+
qn − q2 − q
qn − 1
− (q + 1)
n−2∑
j=1
1
cj
)
,
where, for each j ≥ 1, we put cj =
∑j
k=0 q
k. By using the inequality 1
cj
< 1
qj−1(q+1)
and
developing the sum, we finally get
1
q − 1
(
1
q − 1
+
qn − q2 − q
qn − 1
− (q + 1)
n−2∑
j=1
1
cj
)
>
qn−3(2q − 1)− 1
qn−3(q − 1)2(qn − 1)
> 0
for every n ≥ 2 (the case n = 1 is trivial). This is absurd.
The general case can be treated analogously. So let k be the smallest index such that
λk,s 6= µk,s and put S =
∑k−1
i=0 λi,s =
∑k−1
i=0 µi,s. It is easy to check that it must be
λk,s = hS, µk,s = hS, for some h, h ∈ {0, 1, . . . , q − 1}.
This implies
−(q − 1)S ≤ λk,s − µk,s ≤ (q − 1)S.
By iterating this argument, one obtains that, for every ℓ = 1, . . . , n− k − 1, one has
−qℓ(q − 1)S ≤ λk+ℓ,s − µk+ℓ,s ≤ q
ℓ(q − 1)S.
On the other hand, if we assume λk,s− µk,s > 0, we have that λk,s− µk,s must be at least
equal to S. By arguing as in the previous case, we get the equation
n−1∑
i=k
1
(qi+1 − 1)(qi − 1)
+
n−1∑
j=k+1
(
λj,s − µj,s
λk,s − µk,s
n−1∑
i=j
1
(qi+1 − 1)(qi − 1)
)
= 0.(21)
Therefore, the minimal value that the left-hand side of (21) can take is
n−1∑
j=k
1− qj−k+1 + q
(qj+1 − 1)(qj − 1)
.
This expression can be rewritten as
1
q − 1
(
1
qk − 1
+
qn−k+1 − q2 − q
qn − 1
− (q + 1)
n−2∑
j=k
1
cj
)
.
By using again the estimate 1
cj
< 1
qj−1(q+1)
, for each j = k, . . . , n−2, one can show that this
is a strictly positive quantity for every k ≤ n− 1, obtaining the final contradiction. 
Remark 5. We have already remarked that L is a lumping partition of the Insect Markov
chain on Tq,n if and only if (17) holds. The Theorem 11 ensures that not only the sums
in (17) coincide, but it must be λi,s = µi,s for all i, s.
In what follows we denote by z1, . . . , zqn−1 the vertices of the (n−1)-st level of the rooted
q-ary tree Tq,n, identified with the cartesian product X
n−1. Hence, the vertices of the n-
th level whose prefix of length n − 1 is zi have the form zix, with x ∈ {0, 1, . . . , q − 1}.
We write Ti for the set of vertices of type {zix}. Notice that Ti is isomorphic to Tq,1. If
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L = {L1, . . . , Lk} is a lumping of the Insect Markov chain onX
n, we denote by T ji = Ti∩Lj
the set of vertices in the class Lj belonging to the subtree rooted at the vertex zi ∈ X
n−1
(see Fig. 7). Observe that |T ji | = λ0,j + λ1,j, where λ0,j and λ1,j are referred to any
element in T ji .
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Figure 7. The regular rooted tree Tq,n
Lemma 2. Let L = {L1, . . . , Lk} be a lumping of the Insect Markov Chain on X
n and
let L′i be the set of vertices in X
n−1 obtained by deleting the last letter from the elements
in Li. If there exist indices i, j such that L
′
i ∩ L
′
j 6= ∅, then L
′
i = L
′
j.
Proof. If L′i ∩ L
′
j 6= ∅, then there exist two elements zhx ∈ Li and zhy ∈ Lj. Any other
element in L′i comes from an element of type zsx
′ ∈ Li. It follows from Theorem 11 that
there is a bijection between T jh and T
j
s , so there exists y
′ such that zsy
′ ∈ Lj . Hence,
L′i = L
′
j . 
The previous lemma implies that the sets L′i’s provide a partition ofX
n−1. It is enough to
choose one representative for those indices such that L′i = L
′
j . Clearly, since ⊔iLi = X
n, we
have ∪iL
′
i = X
n−1. We still denote the induced partition on Xn−1 by L′ = {L′1, . . . , L
′
h},
where h ≤ k.
Lemma 3. Under the hypotheses of Lemma 2, L′ = {L′1, . . . , L
′
h} is a lumping for the
Insect Markov chain on Xn−1.
Proof. It follows from Theorem 11 that L′ is a lumping partition for the Insect Markov
chain on Xn−1 if and only if, given zi, zj ∈ L
′
r, the corresponding indices λ
′
k,s(zi) and
λ′k,s(zj) coincide for every k = 0, . . . , n − 1 and s = 1, . . . , h. Suppose that there exist
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indices ℓ, t such that λ′ℓ,t(zi) 6= λ
′
ℓ,t(zj). This implies that there exist zix, zjy ∈ Lr such
that
λℓ+1,t(zix) = |T
t
i |λ
′
ℓ,t(zi) 6= |T
t
i |λ
′
ℓ,t(zj) = λℓ+1,t(zjy).
This is a contradiction, since L is a lumping for the Insect Markov chain on Xn. 
The next result shows that, for the Insect Markov chain associated with the poset of Fig.
2, any lumping comes from the action of a suitable automorphism group of the rooted
tree Tq,n. Denote by Aut(Tq,n) = Sym(q) ≀ · · · ≀ Sym(q)︸ ︷︷ ︸
n times
the group of all automorphisms
of the rooted q-ary tree of depth n.
Theorem 12. Let PI be the Insect Markov chain on the boundary X
n of Tq,n. Let L =
{L1, . . . , Lk} be a lumping partition for PI . Then there exists K ≤ Aut(Tq,n) such that
the orbit partition of Xn under the action of K is ⊔ki=1Li.
Proof. The proof works by induction on the depth of the tree.
For n = 1, each part Li can be represented as Li = {xi1 , . . . , xiji} ⊆ X . Then it is
enough to take K =< σ >≤ Sym(q), where σ is the permutation of Sym(q) whose cyclic
decomposition is given by the product of cycles
∏k
i=1(xi1 · · ·xiji ).
Let L be a lumping for the Insect Markov chain on Xn. It follows from Theorem 11 that,
if Tj = {zjx : x ∈ {0, 1, . . . , q−1}} decomposes as Tj = T
i1
j ⊔ . . .⊔T
imi
j , then for any other
index s such that T its 6= ∅ (for t = 1, . . . , mi), it must be Ts = T
i1
s ⊔ . . . ⊔ T
imi
s . Moreover,
there exists a bijection between T itj and T
it
s , for every t = 1, . . . , mi. By deleting the last
letter from vertices in L we get, from Lemma 3, a lumping partition L′ for the Insect
Markov chain on Xn−1. By induction, there exists a subgroup H ≤ Aut(Tq,n−1) whose
orbits on Xn−1 provide the partition L′.
The subgroup K satisfying the claim is obtained by extending in a suitable way (com-
patible with the decomposition in any Tj) the action of elements in H to Aut(Tq,n), and by
adding elements acting nontrivially only on selected subsets of type T itj . Observe that any
h ∈ H induces a permutation of Xn−1. We can associate with h an element h ∈ Aut(Tq,n)
such that
h(zix) =
{
zix, if h(zi) = zi
zjσh,i(x) if h(zi) = zj
,
where σh,i ∈ Sym(q) is a permutation (obtained by product of cycles) such that
h(T iti ) = T
it
j ,
for every t = 1, . . . , mi. Moreover, for any non empty set T
j
i we define the element
gi,j ∈ Aut(Tq,n) such that
gi,j(zsx) =

zsx if s 6= i
zix if s = i and x 6∈ T
j
i
ziτi,j(x) if s = i and x ∈ T
j
i
,
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where τi,j ∈ Sym(q) is a cyclic permutation of the elements in T
j
i . Define
K :=< h, gi,j : h ∈ H, i ∈ {1, . . . , q
n−1}, j ∈ {1, . . . , k}, T ji 6= ∅ > .
By construction, every part of L is closed under the action of K, since it is closed under
the elements h and gi,j. The orbit decomposition of X
n under K is given by L1⊔ . . .⊔Lk,
i.e., the action of K is transitive on each part of L. In fact, suppose that zsx and zpy
are elements in the same part Lr. Then there exists h ∈ H such that h(zs) = zp. By
definition, the automorphism g = gcp,rh ∈ K, where c satisfies g
c
p,r(σh,s(x)) = y, is such
that g(zsx) = zpy. 
Remark 6. The group K is not uniquely determined, i.e., there exist different subgroups
of Aut(Tq,n) providing to the same lumping partition.
In contrast with Theorem 12, for the generalized Insect Markov chain associated with
any poset (I,) that is not a chain or, equivalently, that contains two elements which are
not comparable, it is easy to find examples of lumping partitions that are not induced by
any subgroup of the corresponding generalized wreath product of permutation groups.
Example 7. Consider the poset (I,) in Fig. 1, for n = 2, and suppose that X := X1 =
X2 = {0, 1, . . . , q− 1}. Let PI =
1
2
(U ⊗ I + I ⊗U) be the Insect Markov chain associated
with (I,). Take the lumping L̂ given by L1 = {00, (q − 1)(q − 1)}, L2 = {0(q − 1)},
L3 = {(q − 1)0}, L4 = {0x, (q − 1)y : x, y 6= 0, q− 1}, L5 = X
2 \ (⊔4i=1Li). One can check
that such a partition cannot be induced by any subgroup of Sym(q)× Sym(q).
Actually, the following more general result holds.
Proposition 13. Let (I,) be a finite poset, with |I| = n, and suppose that there exist
i, j ∈ I such that i ⊀ j and j ⊀ i. Let PI be the Insect Markov chain on X
n associated
with (I,) and let FI be the corresponding automorphism group. Then there exists a
lumping of PI which is not induced by any subgroup of FI .
Proof. Let i and j be two elements of I such that i ⊀ j and j ⊀ i. As in Example 7, we
can define on the cartesian product Xi ×Xj ∼= X ×X a lumping L̂ which is not induced
by any subgroup of Sym(Xi) × Sym(Xj) ≃ Sym(q) × Sym(q). We can extend such a
lumping to a lumping L of Xn by saying that x = (x1, . . . , xn) and y = (y1, . . . , yn) belong
to the same part of L if and only if (xi, xj) and (yi, yj) belong to the same part of L̂. We
can distinguish two cases.
If A(i) = A(j) = ∅, then the restriction of the action of FI on the factors Xi and Xj
coincides with the action of the group Sym(q) × Sym(q), what implies that we cannot
find any subgroup H ≤ FI whose orbits coincide with the parts of L.
On the other hand, in the case A(i), A(j) 6= ∅, we can assume A := A(i) = A(j). Any
element x ∈ Xn can be represented as x = (xA, xi, xj , xC) where xA = (xl1 , . . . , xlt), with
lm ∈ A and xC = (xc1, . . . , xcs), with {c1, . . . , cs} = I \ (A ⊔ {i, j}). If we admit that
the lumping partition L is induced by a group K, then there must exist an |A|-tuple zA
and an automorphism f = (fi)i∈I ∈ K such that fh(zA) = σh ∈ Sym(Xh), h = i, j, with
σh(0) = q − 1. On the other hand, the action of σh on the part of L induced by the part
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L2 ∈ L̂, for instance, produces an element which does not belong to the same part. This
is a contradiction. 
Example 8 (Spherical lumping on a poset block structure via Gelfand pairs).
Take the Insect Markov chain P associated with a poset (I,). Assume that X := X1 =
· · · = Xn, with |X| = q. We know that the state space X
n of P is the boundary of the
poset block structure associated with (I,), whose automorphism group is the generalized
wreath product FI of the symmetric groups Sym(Xi). Moreover, P is invariant with
respect to such a group.
If we fix the element x0 = 0
n and consider the subgroup H = StabFI (x0), then X
n can be
regarded as the homogeneous space Xn ∼= FI/H . In [14] the authors showed that (FI , H)
is a Gelfand pair, so the decomposition of the space L(Xn) into irreducible submodules
under the action of FI is multiplicity-free: L(X
n) =
⊕
S⊆I antichainWS, with
WS =
 ⊗
i∈A(S)
L(Xi)
⊗(⊗
i∈S
L(Xi)1
)
⊗
⊗
i 6∈A[S]
L(Xi)0
 ,
where the subspaces L(Xi)0 and L(Xi)1 are defined as in Example 6. Observe that
the irreducible submodules are indexed by the antichains of (I,). On the other hand,
the orbits in Xn under the action of H are also indexed by the antichains [14]: Xn =∐
S⊆I antichainOS, with
OS =
 ∏
i∈H(S)
Xi
×
 ∏
i 6∈H[S]
X0i
×(∏
i∈S
X1i
)
,
where X0i = {0} and X
1
i = Xi\{0}. Since the cardinality of the state space of the lumped
Markov chain PH is equal to the number of orbits, it follows from Proposition 10 that
each of the eigenvalues listed in [14] for P is an eigenvalue of PH with multiplicity 1. The
corresponding eigenvectors can be easily deduced by the analysis performed in [14].
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