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Resumo
A virtualização de máquinas provê a capacidade de que recursos computacionais de um
único servidor, possam ser utilizados por múltiplos usuários de forma compartilhada. A
arquitetura x86 não foi desenvolvida considerando aspectos relacionados com a virtualiza-
ção. Pesquisas são desenvolvidas com o objetivo de reduzir a degradação de desempenho
de servidores virtualizados. Recentemente a IBM apresentou uma remodelação da arqui-
tetura Power. A arquitetura Power foi desenvolvida com o objetivo de obter melhores
desempenhos em ambientes virtualizados. Utilizando a virtualização como tecnologia
base, a computação em nuvem permitiu que recursos computacionais fossem providos
como serviço de forma simples e eficiente. O desempenho dos ambientes de computação
está diretamente relacionado com o desempenho obtido pela virtualização da camada de
hardware. Através da execução de benchmarks em um ambiente de computação em nu-
vens gerenciado pela plataforma OpenStack, esta pesquisa buscar identificar os principais
fatores de impacto de desempenho em um ambiente virtualizado. Além de analisar o
comportamento de servidores das arquiteturas Intel x86 e Power a medida que estes são
gradualmente sobrecarregados, simulando um cenário real de uma nuvem computacional.
As análises dos resultados das execuções dos benchmarks foram realizadas considerando
duas métricas: a porcentagem de degradação de desempenho e a porcentagem de recursos
utilizados. Mostrando dessa forma que a que a sobrecarga em recursos virtualizados afeta
de forma diferente as arquiteturas analisadas e pode influenciar diretamente nas decisões
de alocações de recursos de nuvem.
Abstract
Machine virtualization provides the capacity that computing resources of a single server
can be used by multiple users in a shared way. The x86 architecture was not designed
considering aspects of virtualization. Researchs are developed in order to reduce the
performance degradation of virtualized servers. IBM recently presented a remodeling
of Power Architecture. The Power architecture was developed in order to improve the
performance in virtualized environments. Using virtualization as a base technology, cloud
computing has enabled computational resources to be provided as a service in a simply
and efficient way. The performance of computing environments is directly related to the
performance achieved by the hardware virtualization layer. By running benchmarks in
a cloud computing environment managed by OpenStack platform, this research aims to
identify the key performance impact factors in a virtualized environment. Besides analyze
the behavior of Intel x86 and Power architectures as these are gradually overwhelmed,
simulating a cloud real-world scenario. Analysis of the results from benchmarks executions
were performed considering two metrics: percentage of the performance degradation and
the percentage of used computing resources. Showing that the overloading in virtualized
resources affects differently the analyzed architectures and can directly influence the cloud
providers resource allocation decisions.
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Capítulo 1
Introdução
À medida que novas tecnologias de hardware foram desenvolvidas, a capacidade de proces-
samento dos computadores aumentou em grande escala. Contudo, a utilização dessa ca-
pacidade não vem seguindo a mesma proporção do seu desenvolvimento. Um dos grandes
problemas computacionais da atualidade, é o considerável tempo de ociosidade observado
em computadores pessoais e data-centers, ou seja, a subutilização de recursos computa-
cionais [48]. Tendo em vista este cenário, a virtualização surge como uma oportunidade
para solucionar o problema, além de oferecer novas possibilidades em diversos aspectos
da computação [41].
Devido a sua popularização, a virtualização tornou-se peça fundamental para diver-
sas áreas da TI, seja para o uso de aplicações de empresas ou para computação de alto
desempenho (HPC) [24]. Contudo, como mostrado em [46] o impacto causado pela virtu-
alização não está ligado somente aos benefícos diretamente relacionados ao desempenho
computacional: a virtualização fornece ainda uma forma mais eficiente de gerência de
recursos, reduzindo custos com infraestrutura física, manutenção, energia elétrica entre
outros.
Na realidade, o conceito de virtualização não é algo que surgiu recentemente. Devido
à necessidade da utilização dos computadores por vários usuários (time-sharing), a IBM
no final da década de 60 iniciou o desenvolvimento da primeira máquina virtual com o
sistema operacional M44/44X [18], proporcionando a capacidade de um único computador
ser divido em vários computadores. Na década de 70 novas pesquisas foram feitas, e alguns
novos sistemas baseados em virtualização foram propostos, como por exemplo o OS/370
[18]. Contudo, com a popularização de plataformas de hardware e o surgimento dos
computadores pessoais, a virtualização perdeu importância.
Recentemente, com a ampliação do poder computacional, a onipresença das redes de
computadores e a grande difusão de sistemas distribuídos, a virtualização voltou a ganhar
importância no cenário da tecnologia de informação (TI) [15], seja na área acadêmica ou
profissional. Neste cenário, a virtualização vai além de uma solução para o problema de
time-sharing de computadores, surgindo ainda como uma alternativa que provê segurança,
redução de custos, suporte a aplicações legadas e disponibilidade de recursos.
A virtualização pode ser aplicada em diferentes níveis, seja em hardware, interface e
chamadas de sistemas, dispositivos de entrada e de saída e sistemas operacionais. Uma
máquina virtual é um ambiente de suporte à execução de software obtida através da
12
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combinação de diferentes formas de virtualização. De acordo com as características de
uma máquina virtual, esta pode ser classificada como uma máquina de: processo, sistema
operacional ou de sistema [30].
A virtualização possibilitou o desenvolvimento de um paradigma que revolucionou o
cenario de T.I, a computação em nuvens. A computação em nuvens é uma alternativa no
aprovisionamento de recursos computacionais de forma ágil, escalável e sob demanda [50].
Tais características são possíveis, devido à capacidade de administração de infraestrutura
proporcionada pela virtualização. Portanto, uma das razões para a popularização da
computação em nuvens, é a adoção da virtualização como um de seus principais pilares
[27].
À medida que ocorreu a popularização do conceito de nuvem computacional, diversos
projetos surgiram com o objetivo de facilitar a criação e manutenção de uma nuvem,
seja esta privada ou pública. Um exemplo de grande aceitação pela comunidade de T.I
é o Openstack [7], que surgiu de uma parceira entre a NASA (National Aeronautics and
Space Administration) e o Rackspace [11]. O OpenStack é uma plataforma de gerência
de nuvens que realiza também a gerência de máquinas virtuais, tendo como principal
objetivo, facilitar a implantação de uma nuvem e assim difundir ainda mais o conceito.
Atualmente o projeto é gerenciado pelo consórcio Openstack Fundation, e tem ampla
utilização em empresas e pesquisas.
Com a rápida popularização da virtualização, impulsionada também por servir de
base fundamental para a computação em nuvens, diversos estudos são desenvolvidos com o
objetivo de que em um futuro próximo o gap entre um sistema de computação virtualizado
e um real seja o mínimo possível. A plataforma x86 tem uma grande popularidade, que
vai desde computadores pessoais até servidores para datacenters. Contudo, a arquitetura
x86 não foi originalmente projetada considerando o conceito de virtualização.
Com o avanço das pesquisas na área de virtualização, foi identificado que os problemas
de desempenho enfrentados pela arquitetura x86 poderiam ser solucionados ou suavizados
com o desenvolvimento de tecnologias que considerassem a virtualização também pelo
ponto de vista do hardware. Processadores passaram então a contar com tecnologias
a nível de hardware que possibilitaram um melhor desempenho da virtualização, como
por exemplo, as tecnologias VT-X [34] e AMD-V [1] produzidos respectivamente pelas
empresas Intel e AMD.
Mais recentemente outras empresas também iniciaram o desenvolvimento de soluções
com objetivo de melhorar o desempenho de sistemas virtualizados. A IBM através da ini-
ciativa IBM Power System recentemente reestruturou a organização da arquitetura Power
com o objeto de prover um conjunto de soluções baseadas em servidores que disponibi-
lizam uma infraestrutura dinâmica e com especificações otimizadas para o suporte da
virtualização. A iniciativa é gerenciada por um consórcio de empresas conhecido como
OpenPower, que busca a criação de um ecossistema aberto para o desenvolvimento de
tecnologias relacionadas com virtualização.
Portanto, dada a importância da virtualização na computação em nuvem, e da com-
putação em nuvem na execução de cargas de trabalho heterogêneas e variáveis, esta dis-
sertação busca analisar o comportamento das plataformas Intel x86 e Power 8 em cenários
de execução concorrente de VMs. Com o objetivo de determinar a interferência de de-
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sempenho entre usuários que compartilham recursos de um mesmo servidor, como por
exemplo clientes de um provedor de nuvem.
O texto está organizado como descrito a seguir. No Capítulo 2 são apresentados
conceitos fundamentais dos principais temas relacionados com a proposta de pesquisa.
No Capítulo 3, são apresentadas as ferramentas e metodologias que foram utilizadas no
desenvolvimento da pesquisa. Por fim, nos Capítulos 4 e 5 apresentam e discutem os
resultados obtidos na pesquisa.
Capítulo 2
Conceitos Básicos
2.1 Virtualização
Nas últimas décadas, com os recentes avanços na área da Tecnologia da Informação (TI), a
capacidade de processamento dos computadores cresceu de forma significativa. Auxiliadas
por esse crescimento, as tecnologias de virtualização de software e hardware têm ganhado
importância no cenário da computação, despertando atenção de pesquisadores, fabricantes
de hardware e grandes empresas.
O conceito de virtualização não é exatamente uma novidade, já que as primeiras
pesquisas relacionadas datam de cerca de 50 anos atrás [23]. As primeiras pesquisas sobre
virtualização surgiram na década de 60, com o projeto M44/44X, desenvolvido por uma
parceria entre pesquisadores da IBM e do MIT (Massachusetts Institute of Technology).
A principal motivação das pesquisas, era proporcionar um ambiente capaz de fornecer
acessos concorrentes a um main-frame de forma transparente. Em pouco tempo a IBM
iniciou o desenvolvimento de sistemas operacionais capazes de suportar a virtualização,
como por exemplo o SO/370 [18].
Com o sucesso dos primeiros resultados da virtualização, houve um aumento do inte-
resse da comunidade científica pelo assunto. Na década de 70, os pesquisadores Popek e
Goldberg publicaram uma das pesquisas[37] mais importantes relacionadas a virtualiza-
ção da época. Nesta publicação, foram definidas e formalizadas condições essenciais para
uma plataforma de hardware permitir o processo de virtualização de forma consistente.
Nos anos posteriores, devido ao surgimento dos computadores pessoais, a virtualização
perdeu importância no cenário da computação. Entretanto, recentemente, com a evolu-
ção da capacidade de processamento do hardware, acompanhado da necessidade de uma
melhor forma de gerenciar os recursos computacionais, a virtualização retornou como um
ponto fundamental das pesquisas na área de TI, principalmente em arquiteturas e sistemas
de computação.
Virtualização é o processo de criação de uma versão virtual de algo. O conceito
de virtualização pode ser utilizado em diversas partes da T.I, como por exemplo, em
aplicações, armazenamento, processos e hardware (máquina). Esta dissertação terá foco
na virtualização de máquinas por ser um dos mecanismos importantes para gerência de
recursos em nuvens. Portanto, na seções seguintes a utilização do termo estará fazendo
referência exclusivamente a virtualização de máquinas.
15
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Virtualização de máquina pode ser definida como um processo de divisão ou agrupa-
mento de recursos computacionais, a fim de prover um ambiente para execução de um ou
mais sistemas operacionais executando de forma isolada e transparente [16]. Os ambientes
originados através da virtualização de hardware, são conhecidos como máquinas virtuais
(VM). Formalmente, pode-se definir uma máquina virtual como uma implementação de
software de um ambiente de computação, similar a uma máquina física, onde cada ambi-
ente possui seu próprio sistema operacional, que executa de forma isolada e concorrente,
possivelmente paralela, a outros ambientes [45].
A utilização da virtualização provê inúmeros benefícios, como por exemplo, redução de
custos de infraestrutura e manutenção, melhor gerenciamento de recursos computacionais
e fácil migração de cargas de trabalho. Contudo, os dois principais benefícios de qualquer
tecnologia de virtualização são [40]:
• Compartilhamento de recursos: diferente de um ambiente sem virtualização onde
todos os recursos são disponibilizados para programas em execução, em um ambiente
virtualizado as VMs compartilham recursos (memória, armazenamento, redes e etc)
do host hospedeiro.
• Isolamento lógico: Um dos principais fatores que contribuem para os sucesso da vir-
tualização, é a capacidade de isolamento entre as máquinas virtuais em execução,
ou seja, apesar de existir compartilhamento de recursos, as VMs não possuem co-
nhecimento umas das outras. Devido ao compartilhamento do hardware subjacente
o isolamento lógico não garante o isolamento de desempenho entre as máquinas
virtuais.
O compartilhamento de recursos, permite maximizar a utilização do hardware, con-
tornando o problema de subutilização observado. O isolamento lógico é o que possibilita
esse compartilhamento. Entretanto, devido à falta de garantia de isolamento de desempe-
nho, é importante estudar e entender de quais formas o compartilhamento tem impacto
nas aplicações que executam sobre um ambiente virtualizado, o que é o objetivo desta
dissertação.
Quando fala-se em virtualização, máquinas virtuais, hardwares e ambientes computa-
cionais, rapidamente surgem conceitos necessários para compreender e correlacionar cada
um dos elementos em questão. Nas próximas seções são detalhados conceitos básicos
relacionados à virtualização.
2.1.1 Arquitetura de Computadores
Para uma melhor compreensão do funcionamento de um ambiente computacional virtua-
lizado é necessário o entendimento de alguns importantes conceitos da arquitetura de uma
máquina real, são eles: tipos de instruções, interfaces de sistemas e tipos de hospedeiro.
2.1.1.1 Instruções privilegiadas e não privilegiadas
O conjunto de instruções da arquitetura x86 são classificadas em dois grupos: privilegiadas
e não privilegiadas. As instruções não privilegiadas, não possuem a capacidade de alterar
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o estado dos recursos compartilhados, tais como processadores, memória principal e alguns
registradores especiais. Um agente que executa no modo usuário, geralmente as aplicações,
normalmente executa apenas instruções não privilegiadas.
Já as instruções privilegiadas, são aquelas que possuem acesso suficiente ao hardware
para alterar de forma significativa o seu estado, portanto, estas devem ser executadas
somente por um grupo restrito de agentes. Os agentes que possuem acesso a esse tipo de
instrução operam no modo supervisor, como o sistema operacional, e diferentemente do
modo usuário, tal de modo de operação possui acesso às instruções privilegiadas e não
privilegiadas.
Existem quatro níveis de privilégios de acesso para operações de sistemas e aplicações
ao hardware, conhecidos como Ring 0, 1, 2 e 3 [25]. As técnicas de virtualização diferem
principalmente em quais níveis cada tipo de aplicação é executada, e onde a camada de
virtualização é inserida.
Figura 2.1: Visualização dos níveis de privilégio, conhecidos como Rings (adaptado de
[25]).
Como pode ser observado na Figura 2.1, processos que operam no modo usuário são
executados no ring 3, o nível de menor privilégio, enquanto que o sistema operacional é
executado no modo supervisor no nível 0, o de maior privilégio.
2.1.1.2 Interfaces de Sistemas
É comum encontrar o termo abstração em diversos tópicos de estudo da área da Com-
putação. A abstração garante uma redução de complexidade, oferecendo interfaces de
mais alto nível que encapsulam particularidades das camadas inferiores, onde o nível de
abstração é pequeno. Em sistemas de computação, através de abstrações desenvolvidas
de forma incremental, estabelecendo interfaces bem definidas, cada interface encapsula
funções do nível inferior permitindo uma melhor organização e evolução independente de
partes dos sistemas.
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Figura 2.2: Visualização das interfaces de sistemas em arquitetura x86 [30].
Na Figura 2.2, é possível visualizar a estrutura da arquitetura de um sistema de
computador convencional, com seus elementos e suas camadas de abstração. As interfaces
existentes são:
• Conjunto de instruções (Instruction Set Architecture - ISA): a interface base de
um sistema computacional, com instruções de comunicação entre software e hard-
ware. Composto por instruções em código de máquina, que são executadas pelo
processador para que seja possível executar operações como acesso as portas de en-
trada/saída e acesso a memória. Divido ainda em duas partes: instruções de usuário
(User ISA) e de sistema (System ISA), como já visto anteriormente na seção 2.1.1.1.
• Chamadas de sistema (syscall): são operações disponibilizadas pelo sistema opera-
cional aos processos dos usuários, permitindo que estes processos possuam acesso,
de forma controlada, a alguns recursos de hardware, como por exemplo, instruções
privilegiadas do processador e a memória.
• Chamadas de bibliotecas (libcalls): as chamadas de biblioteca, representam o maior
nível de abstração entre as três interfaces. As funções oferecidas têm como finalidade
simplificar a construção de programas, oferecendo chamadas ao sistema operacional
de forma bem definida e simples, através de uma interface, conhecida como Interface
de Programação de Aplicações (API).
2.1.1.3 Sistemas hospedeiros e visitantes
Considerando um sistema virtualizado, é importante a definição de dois conceitos: o de sis-
tema operacional hospedeiro e o de sistema operacional convidado. O sistema operacional
hospedeiro (host operating system) é o sistema operacional que é executado diretamente
no hardware real, ou seja, o sistema operacional nativo. Já o sistema operacional visitante
(guest operating system) é o sistema operacional executado no hardware virtualizado, ou
seja, na máquina virtual.
É importante destacar que uma máquina virtualizada poderá ter apenas um sistema
hospedado sendo executado. Contudo, podem executar diversos sistemas operacionais
visitantes simultaneamente. Sistemas hospedeiros e sistemas visitantes são duas de três
principais partes de uma máquina virtual. O terceiro elemento é conhecido como Virtual
Machine Monitor (VMM) e será melhor descrito na seção 2.1.3.
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2.1.2 Máquinas Virtuais
A utilização do conceito de virtualização em vários subsistemas computacionais, como
discos de armazenamento, dispositivos de entrada/saída e memória, permite que seja
possível combinar esses diferentes recursos virtualizados para a criação de máquina virtual.
A discussão sobre máquinas virtuais está fortemente relacionada com discussões sobre
arquitetura de computadores detalhadas em seções anteriores.
Como discutido anteriormente, o conceito de máquina virtual não é algo recente, surgiu
há décadas, quando a IBM percebeu a necessidade de introduzir o processo de time-sharing
nos antigos mainframes. Apesar de apenas nos dias atuais as máquinas virtuais estarem
populares, ainda na década de 70 foram feitas diversas pesquisas na área, e dois renomados
pesquisadores, Gerald Popek e Robert Goldberg [37], definiram VM como:
Uma máquina virtual é vista como uma duplicata eficiente e isolada de
uma máquina real, tal abstração é construída por um “monitor de máquina
virtual"(Virtual Machine Monitor - VMM).
Assim como em um sistema de computação, onde existem os conceitos de processo e
de sistema, as máquinas virtuais podem ser classificadas de acordo com a entidade em que
elas desenvolvem o processo de virtualização. Uma VM de sistema (Figura 2.3a) provê
um ambiente virtualizado para um sistema operacional e todos os processos de usuários,
já a VM de processo (Figura 2.3b) é uma plataforma virtual que provê apoio para um
processo individual, como por exemplo a máquina virtual da linguagem Java (JVM) [44].
Figura 2.3: Tipos de máquinas virtuais (adaptado de [44]).
A definição de máquina virtual dos pesquisadores Gerald Popek e Robert Goldberg,
insere um novo conceito de grande importância, o de monitor de máquina virtual, discutido
na próxima seção.
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2.1.3 Virtual Machine Monitor (VMM)
Virtual machine Monitor (VMM), também conhecido como hypervisor, é um dos prin-
cipais conceitos relacionados com máquinas virtuais. O hypervisor é uma camada de
software localizada entre o sistema visitante e o hardware, abstraindo os recursos utiliza-
dos pelas maquinas virtuais [39]. A VMM é responsável por criar um ambiente onde os
sistemas visitantes possam executar, gerenciado todos os aspectos de hardware, tais como
CPU, dispositivos de entrada e saída, memória, entre outros.
2.1.3.1 Tipos de Virtualização
Goldberg [22] definiu uma classificação para as VMMs referente à sob qual plataforma
o hypervisor é executado. Segundo essa classificação, as máquinas virtuais podem ser
enquadradas em dois grupos:
• Tipo I: como pode ser observado na Figura 2.4a, o VMM é executado diretamente
no hardware real, não havendo a necessidade de um sistema operacional.
• Tipo II: ao contrario do tipo I, existe a necessidade de um sistema operacional para
que o VMM possa executar sob o sistema host, como pode ser observado na Figura
2.4b.
Figura 2.4: Classificação das implementações de um hypervisor (adaptado de [30]).
2.1.4 Técnicas de Virtualização
Existem várias abordagens relacionadas com o processo de virtualização, onde diferentes
técnicas podem ser utilizadas para o fornecimento de um ambiente virtualizado. As prin-
cipais são: virtualização completa, paravirtualização e tradução dinâmica. Nas subseções
seguintes cada uma delas será melhor descrita.
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2.1.4.1 Virtualização Completa
Esta técnica de virtualização provê uma réplica virtual do hardware, ou seja, um ambiente
onde todos os recursos necessários para execução de uma máquina virtual (processador,
memória, dispositivos de entrada e saída) são virtualizados, simulando uma máquina real.
Contudo, caso o processador não suporte virtualização em hardware, existe a necessidade
de todas as instruções disparadas pelo sistema operacional convidado serem interceptadas
pelo hypervisor e devidamente traduzidas para as instruções da máquina real [34].
A grande vantagem desta abordagem, é que o sistema operacional convidado será
executado como se estivesse em um hardware real, em outras palavras, o SO não terá co-
nhecimento que está sendo executado em um ambiento virtual [15] e também não precisará
sofrer nenhum tipo de modificação. Porém, devido ao overhead gerado pela necessidade de
intervenção do VMM para toda instrução de acesso ao hardware, o sistema virtualizado
pode ter queda de desempenho de cerca de 30% [26].
2.1.4.2 Paravirtualização
A paravirtualização, surge como uma alternativa para a correção das deficiências da vir-
tualização completa. Nesta técnica, o sistema operacional é modificado para acionar o
VMM sempre que for preciso executar uma instrução privilegiada, assim sendo, o sistema
convidado é ciente que está executando sobre uma plataforma virtual. Como o VMM não
precisa interceptar todas as instruções, a paravirtualização pode fornecer um desempenho
consideravelmente melhor que a virtualização completa [14].
Apesar do aumento de desempenho obtido pela técnica, as modificações que precisam
ser aplicadas no sistema operacional são delicadas, uma vez que estas modificações são
feitas em áreas criticas. Os primeiros ambientes a adotarem a paravirtualização foram o
Denali [52] e o Xen [14].
2.1.4.3 Recompilação Dinâmica
Também conhecida como tradução dinâmica, a recompilação dinâmica é uma outra téc-
nica de virtualização que consiste em traduzir, em tempo de execução, as instruções de
uma formato para outro. Com a compilação durante o tempo de execução, o sistema
virtualizado pode adequar o código gerado com informações que não estariam disponíveis
a um compilador estático tradicional, permitindo que o código seja mais eficiente [28].
A recompilação dinâmica é composta de sete passos: agrupamento de bits, desmonta-
gem (disassembling), decompilação, geração de código intermediária, compilação, monta-
gem (assembling) e armazenagem dos bits.
2.1.5 Vantagens e Desvantagens
A virtualização apresentou-se como uma alternativa ao modelo padrão de gerenciamento
de recursos computacionais, oferecendo novas perspectivas e desafios para a TI. As novas
possibilidades oferecidas pela virtualização variam desde a simplificação da infraestrutura
de computação ao melhoramento da qualidade de serviço. As vantagens da adoção da
virtualização que mais destacam-se são [40][49]:
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• Flexibilidade: a virtualização adiciona um grande nível de flexibilidade, máquinas
virtuais podem ser movidas entre hosts, suas especificações podem ser alteradas
(quantidade de RAM, armazenamento e vCPUs) sem a necessidade de reinicializa-
ção.
• Escalabilidade: com um esforço mínimo, uma infraestrutura de computação virtu-
alizada pode ter sua capacidade aumentada com a adição de novos hosts, sem a
necessidade de que os serviços que já estão executando sejam interrompidos.
• Consolidação: um dos principais problemas encontrados em grandes datacenters é a
ociosidade de recursos computacionais. Com a utilização da virtualização é possível
gerenciar a carga de trabalho de um datacenter de uma forma que cada host seja
aproveitado da melhor maneira possível.
• Redução de custos: a redução de custos pode ser notada em diversos aspectos. A
consolidação de servidores permite a redução com gastos com energia e refrigeração,
um ambiente virtualizado é mais facilmente gerenciado, reduzindo o número de
pessoas necessárias para a manutenção e operação da infraestrutura, entre outros
fatores.
• Encapsulamento: como as máquinas virtuais não tem conhecimento uma das outras,
estas vão executar de forma isolada e sem interferir diretamente em outros guests.
O encapsulamento ainda permite a fácil migração entre hosts, desde que o host de
destino forneça a mesma configuração do ambiente virtual em que a VM encontrava-
se.
Apesar da virtualização oferecer inúmeras vantagens, a sua utilização também apre-
senta desvantagens ou dificuldades que também são importantes e devem ser analisadas,
pois algumas delas introduzem tradeoffs em relação a vantagens obtidas com a sua adoção.
Pode-se citar:
• Overhead: a adição de uma camada entre o hardware e o sistema operacional, acaba
por gerar uma perda de desempenho em ambientes virtualizados. Este pode ser tido
como um dos maiores adversários da virtualização. Contudo, este ponto vem sendo
objeto de estudo por um longo tempo com o objetivo principal de reduzir a queda
de desempenho para níveis mais baixos, próximo de um ambiente sem virtualização.
• Segurança: a segurança das máquinas virtuais está diretamente relacionada com o
nível de segurança do sistema hospedeiro ou VMM, uma vez que se a camada de
controle do ambiente virtualizado está comprometida, por consequência, todas as
máquinas executas sobre o sistema também estarão veneráveis.
• Ponto único de falha (SPOF): devido a consolidação de servidores provida pela
virtualização, diversos serviços e máquinas virtuais estão localizados em um único
host, gerando assim um Single Point of Failure (SPOF). Portanto, caso aconteça
uma falha em um nó da infraestrutura de virtualização, diversos serviços ficariam
indisponíveis.
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2.2 IBM Power
O termo Power pode fazer referência ao microprocessador da IBM voltado para linha de
servidores ou à família de processadores da arquiteteura desenvolvida pela IBM ao longo
do tempo, que inclui o próprio microprocessador Power, PowerPC e Cell. Portanto, nesta
dissertação o termo Power sempre será acompanhado de um complemento que especifique
diretamente sobre o que está sendo discutido.
Os processadores Power são uma linha de microprocessadores de alto desempenho cri-
ada pela IBM. Devido às várias gerações existentes, é comum referenciá-los como PowerN
(onde N representa uma geração específica do processador, por exemplo Power 8). O
primeiro processador da família Power foi desenvolvido na década de 80, atualmente o
processador está na sua oitava versão (Power 8) e possui suas especificações abertas para
membros de uma organização criada pela IBM, denominada OpenPower.
2.2.1 IBM Power 8
O processador Power 8 foi anunciado pela IBM em agosto do ano de 2013, tornou-se
oficialmente disponível em junho de 2014 e possui suas especificações licenciadas pela
OpenPower. Outros membros da fundação também disponibilizaram versões de suas
implementações, como por exemplo a empresa Tyan.
O processador possui suporte a execução de oitos threads de forma simultânea, 8MB de
cache por core com caches eDRAM e controladores de memória que permitem um acesso
rápido à memória principal e ao sistema de entrada e saída de dados. A IBM estima que
o Power 8 tenha um desempenho duas vezes maior que o seu predecessor Power 7 [4].
2.2.2 Arquitetura Power
Esta seção descreve alguns recursos fornecidos pela arquitetura Power, que podem influ-
enciar o desempenho de cargas de trabalho.
2.2.2.1 Multithreads simultâneas (SMT)
Multithreads simultânea (SMT) é uma técnica para melhorar a eficiência de CPU, com
suporte a multithreads, através do envio simultâneo de instruções para mais de uma
thread. A SMT possibilita que processadores Power 8 ofereçam oito threads por núcleo
de processamento, os processadores podem ser configurados para executar no modo SMT2,
SMT4 e SMT8 com duas, quatro e oito threads, respectivamente.
Cargas de trabalho podem tirar mais vantagem dos recursos de hardware fornecidos
pela Power 8 ao utilizar múltiplas threads SMT. Ao configurar o processador para executar
no modo multithread, o sistema operacional pode maximizar a utilização dos recursos
de hardware e melhorar a vazão das cargas de trabalho através do balanceamento dos
processos nas threads SMT habilitadas.
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2.2.2.2 Múltiplos tamanhos de páginas
Toda aplicação possui um espaço de endereçamento virtual, o espaço virtual de um pro-
grama que é divido em segmentos. Os segmentos ainda são divididos em unidades menores,
conhecida como páginas. Na arquitetura Power os segmentos podem ter tamanho de 1TB
ou 256 MB, já as páginas podem ter múltiplos tamanhos (4KB, 64KB, 16MB e 16GB).
As páginas com tamanho de 16 MB e 16 GB, são utilizadas com mais frequência para
computação de alto desempenho, enquanto as páginas de 64 KB geralmente são utilizadas
para aplicações de propósito geral.
2.2.2.3 Memória transacional
Amemória transacional simplifica a programação paralela, demarcando blocos que possam
ser executados de forma atômica, permitindo explorar melhor o paralelismo ao evitar
limitações causadas pelos mecanismos de lock. Uma das principais vantagens oferecidas
pela MT é o aumento de velocidade na execução de programas baseados em locks através
da execução especulativa.
A implementação da memória transacional na arquitetura Power 8 é feita em nível de
hardware, diferente do que acontece nos cenários mais tradicionais onde a implementação
é feita somente em nível de software. Com a MT implementada em nível de hardware, não
existe a necessidade de interações diretas com os núcleos de processamento, permitindo
um aumento de desempenho nos sistemas computacionais [43].
2.2.3 Fundação OpenPower
A entidade OpenPower foi fundada pelas empresas Google, IBM, Mellanox e Tyan estabe-
lecendo um ambiente colaborativo para o desenvolvimento de soluções de computação em
nuvens e virtualização baseadas na arquitetura Power. Com o passar do tempo outras em-
presas e instituições de ensino uniram-se ao projeto e atualmente a fundação OpenPower
possui mais de 150 membros [6].
A fundação OpenPower surgiu com a IBM tomando a iniciativa de abrir a tecnologia
da arquitetura Power, oferecendo o conhecimento necessário para seus colaboradores im-
plementarem e difundirem as especificações da arquitetura. Segundo a IBM, o objetivo
da fundação é criar um ecossistema aberto, utilizando a arquitetura Power, para com-
partilhar conhecimento, investimento e propriedade intelectual, atendendo as crescentes
necessidades dos clientes e da indústria.
2.3 Computação em Nuvem
No século 21 a computação vem passando por diversas mudanças de paradigma, onde a
principal delas apoia a ideia de que aplicações e dados serão migrados do ambiente local
(notebooks, desktops e etc) para um ambiente que será acessível de qualquer dispositivo
eletrônico com acesso à internet. A esse ambiente dá-se o nome de nuvem computacional.
A Computação em Nuvens surge então, como uma forte mudança de paradigma no cenário
da tecnologia da informação, despertando o interesse da comunidade científica [19] e vem
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se firmando como um novo paradigma de fornecimento de infraestrutura computacional
na forma de serviço. Tendo como objetivo a redução de custos com a gestão de hardware
e software[50].
Nesta seção são apresentados os fundamentos, modelos de serviços, tipos de nuvem e
por fim como a computação em nuvem pode apoiar amplamente os experimentos cientí-
ficos.
2.3.1 Fundamentos da Computação em nuvem
Uma das grandes dificuldades para caracterização exata do conceito da computação em
nuvens é a existência de muitas definições, que variam desde o que exatamente consti-
tui uma nuvem computacional até quais serviços são disponibilizados pela mesma. Nos
últimos anos, dentre as definições propostas por diversos autores, a maioria do artigos
começaram a convergir para a definição do NIST (National Institute of Standards and
Techonology) encontrada em [33]:
“A computação em nuvem é um modelo para permitir o acesso pela rede de
forma ubíqua, conveniente, e sob demanda a um pool compartilhado de recursos
computacionais configuráveis (por exemplo, redes, servidores, armazenamento,
aplicações e serviços) que podem ser rapidamente provisionados e liberados
com um esforço mínimo de gestão ou interação com o provedor de serviços."
Portanto, a definição acima será utilizada como base para a caracterização da com-
putação em nuvem neste projeto. A computação em nuvens tem características, que em
comparação com outras formas de aprovisionamento de recursos computacionais, têm van-
tagens e desvantagens. É comum em diversas literaturas [38][21] encontrar comparações
entre a nuvem e conceitos relacionados a computação em grade, tornando confuso determi-
nar a linha que limita ambos. Segundo Mell [33] pode-se então apontar cincos principais
características que diferenciam o modelo de computação em nuvens de qualquer outro
modelo:
• Serviço sob demanda: um sistema gerenciador pode aprovisionar capacidades com-
putacionais conforme a necessidade, de forma automática e sem necessidade de
interação humana.
• Amplo acesso à rede: recursos estão disponíveis através da rede e podem ser aces-
sados por plataformas de cliente sem exigir grande poder computacional.
• Disponibilização de conjunto de recursos: os provedores computacionais fornecem
um conjunto de recursos que podem não pertencer fisicamente a mesma infraestru-
tura, ou seja, recursos virtualizados, que podem ser consumidos sob demanda.
• Elasticidade: recursos podem ser aprovisionados de forma rápida, em alguns casos
automaticamente, para adição ou liberação de recursos. Para o consumidor, as
capacidades disponíveis frequentemente parecem ser ilimitadas e recursos podem
ser adquiridos em qualquer quantidade, a qualquer momento.
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• Medição de serviço: sistemas de computação em nuvem automaticamente controlam,
monitoram e otimizam recursos computacionais requisitados.
Os principais objetivos identificados da computação em nuvens são: aumento da con-
fiabilidade, redução do custo de computação e aumento da flexibilidade, uma vez que a
manutenção dos recursos adquiridos são de responsabilidade do prestador de serviço e não
do indivíduo que os utiliza[21]. O aumento da confiabilidade é caracterizado pela condição
de que os serviços que provêem os recursos utilizados é de responsabilidade de uma enti-
dade centralizadora, o provedor de serviços, exigindo um menor comprometimento com a
manutenção do recursos pela parte do consumidor. A redução de custos é reforçada pela
característica de fornecimento de serviços através do modelo pay-as-you-go e pelo mínimo
vínculo com serviços utilizados, uma vez que a qualquer momento pode-se cancelar os
serviços contratatos.
A virtualização é considerada como o principal pilar que sustenta o paradigma da com-
putação em nuvens. A computação em nuvens de certa forma é a virtualização fornecida
como um serviço, onde certas particularidades são abstraídas com o objetivo de fornecer
recursos de forma mais simples. Usuários não relacionados e com diferentes objetivos, po-
dem vir a compartilhar recursos de uma mesmo servidor físico e não ter o conhecimento
deste fato. Devido a devido a este compartilhamento que os preços da nuvem podem
ser mais vantajosos em relação ao modelo de computação tradicional. Avaliar o impacto
do compartilhamento de recursos de um mesmo servidor físico entre usuários através da
virtualização, é o principal objetivo desta dissertação.
Atualmente, existem inúmeros provedores de nuvens computacionais, que podem va-
riar a forma que proveêm serviço, dependendo dos tipos e do foco dos recursos que são
oferecido pelos mesmos. Diversas empresas passaram a prover recursos em nuvem, entre
os provedores mais conhecidos e utilizados podem ser citados: Amazon AWS1, GoGrid2 e
Rackspace3. A AWS (Amazon Web Service) é considerada como uma das empresas mais
representativas e completas no aprovisionamento de recursos computacionais na nuvem,
contando com diversos serviços, tais como: EC2 (Elastic Cloud Computing), S3(Simple
System Storage), Direct Connect, Dynamo DB entre outras.
2.3.2 Modelos de Serviço
Em ambientes de computação em nuvem tem-se três modelos de serviço básicos (Figura
2.5), são eles: IaaS (Infraestrutura como Serviço), PaaS (Plataforma como Serviço) e SaaS
(Software como Serviço). Devido à ampla difusão da nuvem no cenário da tecnologia da
informação, recentemente outros modelos de serviço foram propostos, onde um em especial
vem sendo bastante utilizado no cenário de coleta de proveniência: o DaaS (Dados como
Serviço).
O IaaS é baseado em técnicas de virtualização de recursos computacionais, além de
disponibilizar a infra-estrutura que os outros modelos precisam. Assim os outros modelos
funcionam utilizando-o como base, oferecendo então um maior controle dos recursos. O
1http://aws.amazon.com
2http://www.gogrid.com
3http://www.rackspace.com
CAPÍTULO 2. CONCEITOS BÁSICOS 27
Figura 2.5: Modelos de serviços da computação em nuvem (adaptado de [3]).
principal objetivo é facilitar o fornecimento de recursos, como por exemplo: servidores,
rede, switch, firewalls, balanceadores de carga entre outros, na forma de serviço.
O PaaS pode ser definido como a entrega de uma plataforma de computação como
um serviço com o objetivo de disponibilizar, manter, testar e escalar aplicação em um
ambiente integrado de desenvolvimento e execução[29]. O Google, por exemplo, através do
Google App Engine4, fornece uma PaaS que permite que aplicativos sejam desenvolvidos
utilizando-se de recursos de escalabilidade, armazenamento e suporte.
Uma vez que tem-se a infraestrutura fornecida pelo IaaS e a plataforma do PaaS,
obtém-se os recursos necessários para o modelo SaaS. Neste modelo, aplicações são dis-
ponibilizadas para utilização através de interface de cliente, ou seja, as aplicações não são
executadas localmente, portanto grande parte da compelxidade de gerência de recursos é
transferida para nuvem, onde os usuários efetuam o consumo do serviço. Alguns exemplos
de aplicações que são mantidas no modelo SaaS são: Dropbox5, Google Docs6, Skydrive7,
entre outros.
DaaS é o modelo de serviço responsável por fornecer o gerenciamento de dados sob
demanda, ou seja, dados de diversos formatos e origens podem ser manipulados ou aces-
sados de uma forma transparente pelos usuários. Dados como um serviço pode eliminar
a redundância e reduzir custos ao armazenar dados críticos em um único local, além de
garantir um ponto único para controle de atualizações do ponto de vista do usuário.
4https://appengine.google.com
5https://www.gmail.com
6https://docs.google.com
7https://www.skydrive.com
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2.3.3 Modelos de Implantação
A computação em nuvens pode ser apresentada em vários modelos de implantação, onde
a escolha do modelo é diretamente dependente dos requisitos e objetos do usuário que
irá fazer uso do serviço. Em relação ao modelo de implantação uma nuvem poder ser
classificada como: pública, privada, híbrida e comunitária [33].
No modelo de nuvem privada a infraestrutura é operada por uma única organização,
geralmente com serviços de uso interno e de total responsabilidade da organização. A
construção de uma nuvem privada é justificada quando existe uma necessidade de segu-
rança ou privacidade nas informações que estão contidas na nuvem. Um exemplo poderia
ser dado, ao imaginar-se um cenário hipotético de uma empresa e seus departamentos,
onde a empresa precisa disponibilizar serviços que devem ser consumidos unicamente por
departamentos que são vinculados a ela.
Ao contrário do modelo privado, a nuvem pública oferece serviços para serem consumi-
dos através da internet, compartilhando recursos entre usuários e organizações diferentes.
Diversos fornecedores fornecem estes serviços na forma de infraestrutura, plataforma ou
software. De acordo com [47], as empresas que possuem maior destaque são: Amazon,
Google, Microsoft e SalesForce.
Quando existe a necessidade de uma nuvem computacional possuir características de
nuvens privadas e públicas, seja por questão de flexibilização, redução de gastos ou qual-
quer outra, pode ser adotada a nuvem híbrida. Nas nuvens híbridas, alguns serviços que
não são críticos, como por exemplo quando não há exigência de privacidade das informa-
ções, são direcionados para parte publica da nuvem, enquanto os outros são mantidos na
parte privada. Contudo, manter a comunicação de forma segura entre as duas partes da
nuvem ainda é um questão delicada, e exige a elaboração de estratégias que garantam a
segurança das informações.
O modelo de nuvem comunitária é caracterizado pelo compartilhamento dos serviços
fornecidos pela nuvem, entre diversas organizações com interesses em comum, tendo como
ponto de complicação a necessidade de uma política de gerenciamento entre as organiza-
ções que compõem a nuvem comunitária.
2.3.4 Plataformas de Gerência de Nuvem
Com a popularização da computação em nuvens grandes empresas investiram na implan-
tação de uma infraestrutura de nuvem, tanto em nuvens públicas como privadas. Atual-
mente, empresas como a Amazon, HP e Google fornecem serviços de nuvem pública, com
um destaque para a Amazon que fornece recursos mais avançados, como por exemplo,
suporte a IoT (Internet of Things), banco de dados, armazenamento etc.
Além do investimento das grandes empresas, pequenas empresas e a comunidade ci-
entífica também adotaram o modelo da computação em nuvem, surgindo a necessidade
da criação de suas próprias nuvens. Gradativamente, opções de plataformas de gerência
de nuvem surgiram com o objetivo de facilitar a implantação de uma nuvem computacio-
nal. Entre elas podemos citar o projeto Open Nebula [20] e Eucalyptus [35]. Uma outra
alternativa é plataforma OpenStack [7], que vem sendo bem aceita pela comunidade de
TI, onde alguns dos recursos fornecidos pelo Openstack são: migração de VMs em tempo
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real, fácil gerencia e acesso a nuvem, além de uma API de virtualização com suporte a
diversos hypervisors (KVM, QEMU, Xen, etc).
Capítulo 3
Metodologia
3.1 Ferramentas
Esta seção descreve as ferramentas que foram utilizadas para a realização do testes de
desempenho durante o desenvolvimento da pesquisa.
3.1.1 OpenStack
A computação em nuvens é um conceito recente que revolucionou a maneira como os
recursos computacionais são organizados na área de T.I. Basicamente, este modelo permite
que recursos de computação e armazenamento sejam consumidos sem a necessidade de
estarem em computadores locais.
Com o surgimento da computação em nuvens, grandes empresas passaram a investir
no desenvolvimento de soluções voltadas para nuvem, fornecendo um ambiente favorável
para a popularização do conceito. À medida que a ideia evoluía, usuários de menor
porte passaram a considerar a criação de suas próprias nuvens. Rapidamente diversas
alternativas de plataformas de gerência de nuvem open source surgiram, e atualmente
algumas destas plataformas podem até mesmo substituir plataformas comerciais.
São várias as opções de plataformas open-source para gerência de uma infraestrutura
de nuvem, cada qual com seus recursos e particularidades, dentre as quais podemos citar
como exemplo o Open Nebula [20], Eucalyptus [35] e OpenStack [7]. O OpenStack é uma
plataforma que vem ganhando popularidade por proporcionar uma forma simplificada
de gerência de uma nuvem computacional, oferecendo principais recursos de controle de
máquinas virtuais, infraestrutura de rede e armazenamento.
O OpenStack [51][42][17] é um conjunto de projetos open-source que permite a con-
figuração e gerência de uma infraestrutura de nuvem computacional. O projeto surgiu
de uma parceria entre a empresa RackSpace e NASA, com o objetivo de construir uma
comunidade open-source onde empresas, pesquisadores e desenvolvedores trabalhem em
conjunto para o desenvolvimento de uma plataforma que permita a criação de uma nuvem
de forma simples, escalável e com diversos recursos. Dentre as diversas características do
Opensack pode-se definir três como suas principais, são elas:
• Escalabilidade: a plataforma possui suporte para um volume de dados medido em
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petabytes, pode ser estendida para até 1 milhão de máquinas físicas e 60 milhões
de máquinas virtuais.
• Compatibilidade: a API de virtualização suporta um grande número de soluções
de virtualização, como por exemplo: KVM, Xen, LXC, QEMU entre outros.
• Aberta: por ser open-source a plataforma é melhorada continuamente pela co-
munidade de desenvolvedores, empresas e pesquisados, além de permitir alterações
no código para servir a objetivos específicos de acordo com a necessidade de cada
usuário.
O fato de que o OpenStack não está vinculado diretamente a uma empresa contribuiu
para que a solução fosse rapidamente aceita, uma vez que tanto desenvolvedores, como
empresas e pesquisadores podem contribuir para o melhoramento da plataforma. Outros
pontos importantes que podem ser citados é a compatibilidade de API do OpenStack
com serviços da Amazon EC2. A plataforma é uma implementação direta da Open Cloud
Computing Interface (OCCI), um conjunto de especificações que tem como objetivo a
padronização da API utilizada pelos provedores de nuvem, garantindo interoperabilidade,
integração e portabilidade.
Nesta pesquisa a plataforma OpenStack foi utilizada para gerência dos recursos com-
putacionais dos servidores Intel e Power 8. Através da utilização da API disponibilizada
pelo OpenStack, um script foi utilizado para coordenar a criação das máquinas virtu-
ais para realização dos testes. Imagens de VMs , com ambientes de testes devidamente
configurados, foram criadas e armazenadas através da plataforma.
A arquitetura do Openstack é baseada em três principais componentes: computação,
imagem e objeto (Figura 3.1). Nesta seção será explicado com mais detalhes o funciona-
mento da arquitetura da plataforma, assim como cada um dos projetos que compõem a
solução.
3.1.1.1 Arquitetura Conceitual
Atualmente, a versão mais recente do Openstack possui o codinome Kilo [8] e possui
cinco projetos principais que são necessários para a criação de uma infraestrutura básica
de nuvem, são eles: Keystone, Glance, Nova, Neutron e Horizon.
Keystone O projeto Keystone é um serviço de identidade que utiliza o protocolo LDAP
(Lightweight Directory Access Protocol) que fornece um meio comum de autenticação para
todos os projetos de uma nuvem gerenciada pelo OpenStack. Além de funcionar como
um método de autenticação para os projetos, o Keystone também é responsável pela
autenticação e gerência de usuários além de controlar políticas de acesso aos recursos da
nuvem.
Glance O projeto Glance é responsável pela gerência de imagens da nuvem, provendo
um serviço para o armazenamento e consulta de imagens de disco virtual [36]. Glance
possui suporte a diversos tipos de formato de imagens (RAW, VHD, ISO, QCOW, VDI e
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Figura 3.1: Principais componentes da arquitetura do OpenStack (adaptado de [5]).
etc) além de suportar o formato de container (OVF e AMI), que além da própria imagem
possui metadados adicionais.
O primeiro componente do projeto é denominado Glance-API e é a interface respon-
sável por estabelecer a comunicação com outros projetos e recuperar imagens; o segundo
componente é o Glance-Registry que possui informações de quais imagens estão disponí-
veis e informações adicionais sobre elas.
Nova O projeto Nova é responsável por gerenciar os recursos computacionais e orques-
trar dos demais projetos, ou seja, o serviço cuida da gerência da computação, desde a
criação até o ciclo de vida das máquinas virtuais. Outra tarefa de responsabilidade do
Nova é administrar aspectos relacionados com autorização, rede e armazenamento, fun-
cionando como ponto central de uma nuvem gerenciada pelo OpenStack, como pode ser
observado na Figura 3.2.
Nova é composto pelos seguintes componentes: Nova-API, Message Queue, Nova-
Compute, Nova-Network, Nova-Volume, Nova-Scheduler. O projeto Nova estabelece co-
municação com os componentes de volume, rede e armazenamento utilizando-se de mensa-
gens implementadas por meio do protocolo AMQP (Advanced Message Queuing Protocol)
[2].
Neutron O projeto Neutron é responsável por controlar os serviços de rede em uma
nuvem gerenciada pelo Openstack. O Neutron possui suporte a plug-ins que proporcionam
interoperabilidade entre tecnologias de código eberto e comercais, incluindo roteadores,
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Figura 3.2: Interação entre os 5 princiapais projetos do OpenStack.
switches, switches virtuais e rede definidas por software (SDN).
Horizon O projeto Horizon é a interface de mais alto nível fornecida pelo OpenStack,
onde usuários finais podem utilizar a nuvem por meio de uma interface web. A interface
apresenta de forma simples um conjunto de ferramenta para monitoração da nuvem, como
por exemplo: a taxa utilização de recursos e cobranças através de gráficos e tabelas de
fácil compreensão.
3.1.2 Benchmarks
Foram selecionados dois benchmarks que avaliam características diferentes de um sistema
computacional, são eles: SPEC CPU e Stream, que avaliam respectivamente capacidade de
processamento e memória. Os benchmarks foram configurados em imagens de máquinas
virtuais através do OpenStack. Durante os testes, máquinas virtuais baseadas nas imagens
pré-configuradas foram instanciadas para a execução dos testes.
3.1.2.1 SPEC CPU
O SPEC CPU[13] é um benchmark bastante conhecido e amplamente utilizado tanto pela
indústria como pela academia. O SPEC CPU foi desenvolvido pela SPEC (Standard
Performance Evaluation Corporation)[12], e atualmente está na versão 2006.
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Tabela 3.1: Lista de Benchmarks do SPECint
Benchmark Categoria
400.perlbench PERL Linaguagem de Programação
401.bzip2 Compressão
403.gcc Compilador C
429.mcf Otimização Combinatória
445.gobmk Inteligência Artifical (Go)
456.hmmer Alinhamentos de Múltiplas Sequências
458.sjeng Inteligência Artificial (Chess)
462.libquantum Computação Quântica
464.h264ref Compressão de Vídeo
471.omnetpp Simulação de evento discreto
473.astar Algoritmo path-finding
483.xalancbmk Processamento XML
O SPEC CPU tem como objetivo medir o desempenho de computação intensiva,
utilizando-se de simulações de diversos tipos de workloads que são encontrados em apli-
cações reais. Os resultados do benchmark são importantes para [10]:
• Comparar sistemas diferentes (com diferentes processadores).
• Verificar o impacto no desempenho de um componente de hardware específico.
• Verificar o desempenho de um ambiente computacional com cargas intensivas de
processamento.
O conjunto de benchmarks fornecido pelo SPEC CPU é subdivido em duas categorias:
o SPECint que são benchmarks que se utilizam de números inteiros para os testes, e o
SPECfp que utilizam ponto flutuante. Esta pesquisa utilizou apenas o SPECint como
critério de avaliação. A Tabela 3.1 apresenta os benchmarks que foram utilizados.
3.1.2.2 STREAM
STREAM é um benchmark desenvolvido por John McCalpin que mede a largura de banda
da memória principal (em MB/s) e a taxa computacional correspondente para vetores
simples. O benchmark utiliza um volume de dados muito maior que o cache de sistema
disponível com o objetivo de forçar um longo tempo de espera para que os cache misses
possam ser satisfeitos[31].
Um dos pontos relevantes da utilização do benchmark, é a estimativa do tamanho dos
vetores que serão utilizados nos testes. A regra geral para o STREAM é que os vetores de-
vem possuir um tamanho de no mínimo 1 milhão de elementos ou quatro vezes o tamanho
da soma de todos os last-level cache (LLC) utilizados na execução do benchmark. A Ta-
bela 3.2 lista as quatros operações executadas pelo STREAM assim como uma descrição
e a fórmula representativa de cada uma das operações.
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Tabela 3.2: Operações realizados pelo benchmark STREAM [32].
Operação Descrição Formula representativa
Copy Cópia de uma vetor para outro a(i) = b(i)
Scale Aumento do tamanho de um vetor a(i) = q*b(i)
Sum Soma de vetores a(i) = b(i) + c(i)
Triad Operação Scale seguida da Sum a(i) = b(i) + q*c(i)
3.2 Planejamento de experimentos
Esta seção apresenta informações do ambiente computacional que foi utilizado nesta pes-
quisa, como por exemplo: especificações de hardware dos servidores, versões de bibliotecas
e ferramentas, além dos parâmetros de entrada utilizados na execução dos benchmarks.
3.2.1 Infraestrutura de servidores
Para o desenvolvimento dos testes que foram propostos por esta pesquisa, foram utilizadas
um total de três máquinas registradas como nós de computação no OpenStack. Duas
dessas máquinas são da arquitetura Intel x86 com diferentes processadores e a terceira
uma máquina Power8. A Tabela 3.3 detalha as configurações dos servidores.
Tabela 3.3: Servidores e suas respectivas configurações.
Processador Cores Threads por core Mémoria Armazenamento
Intel E3 Xeon E3-1240 v2 4 2 16 GB 1 TB
Intel E5 Xeon E5-2620 v3 8 2 16 GB 1 TB
Power 8 Power 8 10 8 128 GB 3,5 TB
3.2.2 Estratégias de Testes
Com o objetivo de permitir uma avaliação consistente da arquitetura Intel x86 e Power,
foi necessário definir uma estratégia de testes que simulasse um comportamento de um
ambiente de nuvem real. Nesta simulação, recursos são alocados gradativamente até
um limiar que pode corresponder à capacidade máxima de um nó computacional ou a
uma determinada capacidade que a infraestrutura possa continuar atendendo ao SLA
estabelecido com o usuário.
Para o ambiente de desenvolvimento de testes, foi criada uma infraestrutura de nuvem
utilizando-se a plataforma de gerenciamento do OpenStack. Um fator importante na
avaliação de desempenho de uma arquitetura neste cenário, é verificar o comportamento
do sistema de computação à medida que sobrecarregam-se os servidores.
A estratégia adotada, busca avaliar o desempenho das arquiteturas à medida que o
número de recursos utilizados pela nuvem aumenta gradativamente até a capacidade má-
xima do nó de computação. Uma representação geral da estratégia pode ser observada na
Figura 3.3. Como já citado anteriormente, o OpenStack foi utilizado como a ferramenta
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Figura 3.3: Modelo de estratégia de testes
de gerência dos recursos computacionais. O procedimento de alocação de VMs foi intei-
ramente gerenciado pelo OpenStack por meio de uma rotina escrita em Java que utiliza
a biblioteca OpenStack4J [9], uma implementação da API do OpenStack. O código fonte
da rotina pode ser encontrado na apêndice A.
Como pode ser observado na Figura 3.3, um total de N rodadas são executadas. A
cada rodada, uma nova máquina virtual é alocada para ser incluída na avaliação de forma
concorrente às já existentes, ou seja, durante a execução da rodada i o número de VMs
alocadas é i. Após a alocação da máquina, os testes são iniciados no mesmo instante de
tempo em todas as VMs. Este procedimento é realizado para cada um dos benchmarks
listados na seção 3.1.2.
Para decidir quantas rodadas seriam executadas (ou o número máximo de VMs) em
cada uma das três máquinas foi utilizado como fator de decisão o número de threads
oferecidas por cada processador. A arquitetura Power suporta um número maior de
threads por núcleo de processamento, portanto durante os teste somente dois núcleos da
máquina foram habilitados para que a quantidade de rodadas fosse equivalente aos outros
servidores Intel X86. A Tabela 3.4 lista a relação de cores, threads e número máximo de
VMs para cada um dos servidores.
Tabela 3.4: Relação entre threads e rodadas.
Cores Threads/core VMs
Intel E3 4 2 8
Intel E5 8 2 16
Power 8 2 8 16
Os servidores foram configurados com o serviço do OpenStack utilizando o sistema
operacional Ubuntu 15.04. Uma vez que a quantidade de rodadas foi definida pelo número
de threads, as outras características (memória e disco) foram divididas proporcionalmente
para cada VM. A Tabela 3.5 apresenta as especificações das VMs utilizadas nos testes em
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cada servidor.
Tabela 3.5: Especificações das VMs de cada servidor.
vCPU RAM HD
Intel E3 1 8 20
Intel E5 1 4 20
Power 8 1 4 20
O algoritmo 1 representa os procedimentos realizados durante a execução dos testes
de forma mais clara. Os passos descritos no algoritmo foram executados em cada um
dos servidores para cada um dos três benchmarks. Nas linhas iniciais (2-3) o número de
rodadas é definido de acordo com a quantidade de núcleos e threads e o vetor de máquinas
virtuais é inicializado. A cada rodada é realizada a alocação de uma nova VM, o número
de VMs executando em um determinando instante é equivalente ao número da rodada em
andamento (linhas 4-9). As linhas 6-8 representam a inicialização do benchmark em cada
uma das VMs alocadas para a rodada. A rotina continua até atingir o valor máximo de
rodadas.
Algorithm 1 Algoritmo de execução dos benchmarks
1: function executarBenchmark(nucleos, threads)
2: rodadas = nucleos ∗ threads
3: vms[1 . . . rodadas+ 1] . Aloca um vetor para VMs
4: for i = 1 to rodadas do
5: vms← alocarVM() . Aloca uma VM
6: for j = 1 to size(vms) do
7: iniciarBenchmark(vms[j]) . Inicia o benchmark na VM
8: end for
9: coletarResultados(vms) . Coleta resultados da rodada
10: end for
11: end function
3.2.3 Ambiente de testes
Os servidores utilizados na avaliação de desempenho possuíam a distribuição Ubuntu
15.04 como sistema operacional, com o kernel na versão 3.19. A infraestrutura de nuvem
foi criada e gerenciada utilizando a plataforma OpenStack na versão Kilo. Cada um dos
três servidores foram incluídos na nuvem como nós de computação.
Para garantir a padronização das máquinas virtuais utilizadas na execução dos ben-
chmarks, todas as bibliotecas necessárias para a execução dos testes foram previamente
instaladas e configuradas e uma imagem do sistema operacional foi criado. Dessa forma,
sempre que uma nova máquina virtual é instanciada, esta utilizada como base a mesma
imagem de VM configurada anteriormente.
A tabela 3.6 apresenta as versões das principais bibliotecas utilizadas na criação da
imagem base para execução dos testes nos servidores.
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Tabela 3.6: Versões de ferramentas/bibliotecas utilizadas nas VMs do experimento.
Ferramentas/bibliotecas Versão
Sistema Operacional Ubuntu 14.04.3 LTS
SO Kernel Linux 3.13
gcc/g++ 5.2
Libvirt 1.2.12
Python 2.6
SPEC CPU2006 Benchmark 1.2
STREAM Benchmark 5.10
3.2.4 Parametrização dos benchmarks
O benchmark SPEC CPU2006 define os parâmetros necessários para a sua execução ba-
sicamente de duas maneiras: um arquivo de configuração e argumentos utilizados na
chamada de execução da ferramenta. O arquivo de configuração necessário para a exe-
cução do SPEC possui a extensão .cfg, e nele são definidos parâmetros e configurações
importantes para a execução do benchmark.
O arquivo de configurações do SPEC contém instruções de como os benchmarks de-
vem ser compilados e executados, informações de sistema e pontos fundamentais para
reprodutibilidade dos testes. No apêndice B pode ser encontrado o arquivo utilizado para
execução dos testes nesta pesquisa. A chamada por linha de comando utilizado para
iniciar a ferramenta foi a seguinte:
#runspec –config=configSPEC.cfg –size=ref –tune=base –iterations=3 int
Como já informado na seção 3.1.2.2, o STREAM executa operações sobre vetores.
O tamanho dos vetores utilizados nas operações são definidos pela seguinte regra: um
mínimo de 1 milhão de elementos ou quatro vezes o tamanho da soma de todos os last-
level cache (LLC). A tabela 3.7 apresenta os parâmetros utilizados para cada um dos
três servidores. A definição do tamanho do vetor é feita alterando-se uma constante no
código-fonte do benchmark, a ferramenta é inicializada com uma chamada de execução
para o arquivo gerado após a compilação.
Tabela 3.7: Parametrização do benchmark STREAM.
Servidor LLC (MB) Tamanho do Vetor
Intel E3 8 4.000.000
Intel E5 16 8.000.000
Power 8 16 8.000.000
Capítulo 4
Resultados
Esta seção apresenta os resultados obtidos nos testes realizados durante a pesquisa. Em
um primeiro momento cada benchmark será analisado de forma isolada, e posteriormente
uma discussão geral dos resultados dos testes será apresentada.
4.1 Avaliação dos Resultados
O objetivo da dissertação é avaliar o comportamento das arquiteturas (Intel e Power)
em um cenário semelhante ao encontrado em uma nuvem real, ou seja, onde recursos
computacionais gradualmente são alocados até atingir ou aproximar-se de uma situação
onde o servidor esteja funcionando na sua capacidade máxima.
Devido a diferença de hardware das máquinas utilizadas para realização dos testes, não
é possível avaliar os resultados simplesmente observando diretamente os valores numéricos
que foram obtidos. Portanto, a maneira de avaliar os servidores de forma mais justa é
considerar a degradação em porcentagem do desempenho, ou seja, ao invés de comparar
os resultados através dos valores obtidos no benchmark, utilizar a porcentagem com que
as máquinas vão melhorando ou perdendo desempenho em relação à sua execução inicial.
Utilizando a ideia de avaliação por porcentagem de degradação, é possível comparar
as execuções entre os três servidores utilizados nos testes. Entretanto, no momento de
comparação ainda é preciso considerar a porcentagem de recursos que as máquinas estão
utilizando, ou seja, não seria válido estabelecer uma comparação entre duas máquinas
quando um servidor A está utilizando 80% de um determinando recursos e o servidor B
apenas 20%.
A avaliação, portanto, deu-se a partir de dois focos: (i) a porcentagem de degradação
de desempenho, que reflete a diferença de desempenho entre a execução de 1 VM sem
concorrência e VMs concorrentemente em diferentes rodadas; e (ii) a porcentagem de
recursos utilizados em cada máquina em cada rodada, como por exemplo a porcentagem
de núcleos ocupados de acordo com a quantidade de VMs concorrentes.
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4.2 SPEC
O benchmark SPEC é responsável por medir o desempenho de processamento, simulando
tarefas de computação de alto desempenho (mais informações podem ser encontradas na
seção 3.1.2.1). Uma tabela com resultados completos das execuções do benchmark está
localizada no apêndice C.
Em cada iteração dos testes o grupo de benchmark SPECint foi executado três vezes.
O resultado final da iteração foi selecionado descartando-se o melhor e o pior resultado.
Como já destacado anteriormente, devido a diferença de configurações entre os servidores
utilizados nos testes, efetuar uma comparação direta entre valores numéricos não é a
melhor abordagem. As Figuras 4.1, 4.2, 4.3 e 4.4 apresentam os resultados dos testes
considerando a degradação em porcentagem.
Como pode ser observado nos gráficos, os servidores com a arquitetura Intel tiveram
menor degradação de desempenho com o aumento do número de máquinas virtuais em
comparação com o servidor Power 8. De forma geral, o servidor com o processador Intel
E3 obteve nas rodadas iniciais valores menores do que o E5, com exceção dos benchmarks
429.mcf (Figura 4.2a), 471.omnetpp (Figura 4.4a) e 483.xalancbmk (Figura 4.2c), para os
quais o processador E5 apresenta valores menores.
Os processadores dos servidores possuem frequências de clock diferentes, o que pode
justificar a diferença nas primeiras rodadas quando o consumo de recursos está distante
do máximo oferecido por cada servidor. O processador E3 trabalha em uma frequência de
3.4 Ghz, em contrapartida o E5 possui uma frequência de 2.4 Ghz, o que pode justificar
um melhor desempenho do E3 nas primeiras rodadas. Entretanto, apesar do processador
Power 8 trabalhar na mesma frequência do E3, o processador do servidor Power obteve
resultados inferiores na primeira rodada.
É esperada uma perda de desempenho à medida que o número de VMs executando
os benchmarks aumenta. Apesar de nas rodadas iniciais o processador E3 ter obtido
melhores resultados, a degradação do desempenho do processador E5 apresenta-se inferior
com o passar das rodadas. Em média, a taxa de degradação alcançada pelo E3 na sétima
rodada é alcançada pelo E5 na décima primeira, ou seja, o servidor E5 possui quatro
VMs executando a mais que o E3 com a mesma porcentagem de degradação. Este tipo
de análise é importante para servir como base para decisões de alocação de VMs em
máquinas físicas, de forma a obter desempenho satisfatório para os usuários de uma
nuvem computacional e suas aplicações.
No servidor Intel E3 não foi possível completar todas as etapas dos testes, pois na
oitava e última rodada ao iniciar a execução dos benchmarks algumas máquinas eram des-
ligadas, de forma aparentemente aleatória, pelo OpenStack. A razão para o desligamento
das máquinas virtuais pode estar relacionada com a grande sobrecarga de recursos com-
putacionais para a execução do benchmark nas oito VMs, além dos recursos necessários
para a execução do sistema operacional na máquina hospedeira e os serviços relacionados
com o OpenStack e a camada de virtualização (KMV).
O benchmark 462.libquantum (Figura 4.3b) simula operações de um computador quân-
tico e durantes os testes mostrou um comportamento com muitas variações nos servidores
Intel, apresentando resultados inconclusivos. Ao analisar os resultados do Power 8, o
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benchmark libquantum apresenta resultados mais estáveis, sem as grandes variações en-
contradas nas máquinas Intel. No servidor Intel E5 o benchmark 471.omnetpp (Figura
4.4a), que realiza simulações de eventos discretos de uma rede Ethernet, também apresen-
tou resultados com um índice de variância superior aos outros benchmarks executados.
Avaliando o desempenho do servidor com a arquitetura Power 8 é possível perceber que
da terceira rodada em diante ocorre um aumento considerável na porcentagem de degra-
dação, alcançando valores acima de 1000% na última rodada. Após analisar o desempenho
dos servidores Intel também é possível perceber um aumento na taxa de degradação dos
processadores quando o número de VMs ultrapassa o número de núcleos. Contudo, a
degradação da Power 8 é mais significativa.
Para analisar o comportamento da arquitetura Power, novos testes foram realizados
modificando o total de núcleos ativos na execução para quatro (como discutido na seção
3.2.2, apenas dois núcleos foram ativados em um primeiro momento). Na rodada inicial
houve uma pequena melhora no desempenho, da segunda até a quarta rodada a porcen-
tagem de degradação mostrou-se muito menor do que a execução com dois núcleos, e em
alguns benchmarks até mesmo superou os servidores Intel.
O ponto em que a degradação de desempenho tornava-se mais acentuada na primeira
execução foi na terceira rodada em diante, justamente no ponto em que o número de VMs
ultrapassa a quantidade de núcleos ativos. Na execução com quatro núcleos habilitados
a queda substancial de desempenho pode ser identificada na quinta rodada, ou seja, na
rodada em que o número de VMs excede o número de núcleos habilitados.
Apesar da degradação de desempenho continuar maior nas rodadas finais, a execução
do SPEC no servidor Power 8 com quatro núcleos mostrou que a porcentagem de degrada-
ção é muito menor nas rodadas em que o número de VMs é menor ou igual ao de núcleos
habilitados. A porcentagem de queda de desempenho com quatro núcleos habilitados fica
próxima e em alguns casos até menor em comparação com os servidores Intel.
Nas Figuras 4.2, 4.3 e 4.4, é possível observar que durante a execução dos benchmarks
no servidor Power 8 (com dois núcleos habilitados) ocorreu uma queda não esperada no
percentual da degradação de desempenho. Porém, não foi identificado nos logs de execu-
ção nenhuma justificativa plausível para o comportamento. Possivelmente foi apenas uma
variação devido à sobrecarga ocasionada pela concorrência de acesso aos recursos consu-
midos. Os resultados das duas últimas rodadas do Power 8 com dois núcleos foram muito
próximos, no qual é possível notar a pouca variação. Contudo, na execução com quatro
núcleos habilitados não houve repetição da situação onde a porcentagem de variação entre
a décima quinta e a décima sexta rodada foi quase nula.
Uma possível justificativa para o aumento na degradação de desempenho observado na
Power 8, está relacionada com a maneira com que o hypervisor KVM está implementado na
arquitetura. A forma como atualmente o KVM está implementado permite que um núcleo
possa executar apenas uma vCPU por vez, ou seja, os núcleos operam com uma única
thread. Quando o número de VMs excede a quantidade de núcleos, elas são escalonadas e
não operam de forma “paralela".
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(a) 400.pearlbench.
(b) 401.bzip2.
(c) 403.gcc.
Figura 4.1: Resultados do Benchmark SPEC (perlbench, bzip2, gcc).
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(a) 429.mcf.
(b) 445.gobmk.
(c) 456.hmmer.
Figura 4.2: Resultados do Benchmark SPEC (mcf, gobmk, hmmer).
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(a) 458.sjeng.
(b) 462.libquantum.
(c) 464.h264ref.
Figura 4.3: Resultados do Benchmark SPEC (sjeng, libquantum, h264ref).
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(a) 471.omnetpp.
(b) 473.astar.
(c) 483.xalancbmk.
Figura 4.4: Resultados do Benchmark SPEC (omnetpp, astar, xalancbmk).
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4.3 Stream
O Stream é um benchmark utilizado para medir a largura de banda da memória principal
através de múltiplas operações realizadas em vetores simples (mais detalhes estão disponí-
veis na seção 3.1.2.2). Uma tabela com resultados completos das execuções do benchmark
pode ser encontrada no apêndice D.
Cada iteração dos testes executou o benchmark por cinco vezes, o resultado final da
iteração é obtido através da média dos valores das cinco execuções. As Figuras 4.5a,
4.6a, 4.7a e 4.8a, apresentam os gráficos com os resultados da porcentagem de degradação
do desempenho, referente a taxa de transferência das quatro operações realizadas pelo
benchmark. A porcentagem de degradação da taxa de transferência observado no servidor
Power 8, são menores do que as observadas nos servidores Intel.
Apesar das taxas de degradação entre os servidores Intel serem muito próximas, a
taxa de transferência da rodada inicial do servidor E3 supera a do E5 em média em
3.000 MB/s. Nas operações de copy e scale os servidores Power 8 e E3 possuem valores
de taxa de transferência semelhantes. Entretanto, existe uma diferença significativa nas
operações de add e triad, onde o servidor Power 8 levou vantagem na taxa de transferência,
nas rodada inicial, de aproximadamente 2.000 MB/s e 4.000 MB/s, respectivamente.
A porcentagem de degradação observada na segunda rodada da execução do bench-
mark mostra que os servidores Intel são muito mais sensíveis à quantidade de VMs em
execução. Os servidores E3 e E5 possuem um valor acima de 45% de perda de taxa
de transferência, enquanto o servidor Power inicia com uma degradação próxima de 4%,
atingindo o patamar de degradação dos servidores Intel apenas na sexta rodada. Apesar
do servidor Power 8 apresentar uma taxa de degradação menor nas execuções iniciais, nas
rodadas finais da execução, a taxa de transferência obtida é bem mais próxima dos outros
servidores.
O benchmark STREAM ainda fornece dados relacionados ao tempo de execução para
complementar as informações obtidas pela taxa de transferência, As Figuras 4.5b, 4.6b,
4.7b e 4.8b apresentam os resultados obtidos. A taxa de transferência mede o volume de
dados que as operações modificam por segundo, ou seja, o parâmetro tempo de execução
é inversamente proporcional à quantidade de dados manipulados. A análise da taxa de
transferência identificou que o servidor E5 possui uma taxa de transferência máxima
inferior aos outros servidores. Este resultado é corroborado ao observar que o E5 possui
os maiores tempos de execução.
Uma possível justificativa para o melhor desempenho da Power 8 na avaliação de
largura da banda da memória é que a arquitetura faz uso de uma tecnologia conhecida
como Centaur. Basicamente os controladores de memória da Power 8 são associados
a um componente externo que funciona como um tipo de buffer. A conexão entre os
componentes é realizada por três links de alta velocidade (dois para leitura e um para
escrita) com velocidade de 9,6 GB/s cada. O componente ainda possui 16 MB de eDRAM
que podem ser usados como uma espécie de cache L4 pelo processador.
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(a) Taxa de Transferência.
(b) Tempo de Execução.
Figura 4.5: Resultados do Benchmark STREAM para a operação de copy.
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(a) Taxa de Transferência.
(b) Tempo de Execução.
Figura 4.6: Resultados do Benchmark STREAM para a operação de add.
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(a) Taxa de Transferência.
(b) Tempo de Execução.
Figura 4.7: Resultados do Benchmark STREAM para a operação de scale.
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(a) Taxa de Transferência.
(b) Tempo de Execução.
Figura 4.8: Resultados do Benchmark STREAM para a operação de triad.
4.4 Discussão
Apesar do processo de análise dos resultados obtidos nos testes ter sido baseado na ideia
de porcentagem de degradação, determinar qual dos três servidores obteve os melhores
resultados não é uma tarefa trivial, uma vez que as configurações das máquinas não são
iguais em múltiplos fatores, tanto de software quanto de hardware, o que pode influenciar
no desempenho. Entretanto, as informações obtidas no estudo podem ser úteis para
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identificar aspectos importantes na comparação de desempenho entre as duas arquiteturas
em um ambiente de concorrência por recursos compartilhados entre VMs, como em uma
nuvem computacional.
O SPEC Benchmark foi utilizado para avaliar o comportamento dos servidores du-
rante a execução de tarefas que exigem uma alta carga de processamento. Analisando
o resultado dos testes foi possível identificar que o servidor Power 8 possui uma taxa de
degradação de desempenho baixa quando o número de VMs é igual ou menor ao número
de núcleos, e a medida que a quantidade de VMs aumenta e ultrapassa a núcleos a de-
gradação cresce de forma acentuada. Este comportamento pode estar relacionado com a
forma com que a camada de virtualização do hypervisor KVM está implementado na ar-
quitetura, porém estudos mais aprofundados são necessários, inclusive com a necessidade
de alteração no hypervisor, para corroborar essa afirmação.
Alternativas para o melhoramento da implementação do KVM para a arquitetura
Power são estudas pela IBM. Em um momento futuro, com a implantação das alterações
no KVM, a utilização dos núcleos pode ser feita de forma mais otimizada permitindo uma
melhor comparação com a arquitetura Intel no cenário utilizado neste estudo.
Os resultados obtidos com a execução do benchmark SPEC nos servidores Intel são
semelhantes nas primeiras rodadas. Entretanto, o servidor E5 apresentou uma menor taxa
de degradação a medida que as rodadas foram executadas. Em média a taxa de degradação
alcançada pelo servidor Intel E3 na sétima rodada é alcançada pelo E5 apenas em sua
décima primeira rodada.
Outro aspecto analisado foi a largura de banda da memória principal, utilizando o
benchmark STREAM. Observando o comportamento dos três servidores é possível perce-
ber que as primeiras rodadas possuem um maior impacto na taxa de degradação do que as
rodadas finais. Devido a utilização da tecnologia Centaur, o servidor Power 8 apresentou
uma menor taxa de degradação de desempenho em todas as quatro operações realizadas
pelo benchmark.
A comparação entre a porcentagem de degradação de desempenho e a porcetagem
de utilização de recursos computacionais é uma outra importante análise a ser conside-
rada. A relação entre as duas proporções pode ser importante do ponto de vista de uma
organização que esteja no processo de criação de uma nuvem computacional.
Os resultados do SPEC indicam que em média o servidor E5 na décima primeira rodada
consegue executar mais máquinas virtuais com uma menor porcentagem de utilização dos
recursos e com a mesma porcentagem de degradação de desempenho que o E3 na sétima
rodada. Portanto, desconsiderando fatores como custo e consumo de energia, o servidor
E5 forneceria um melhor desempenho consumindo uma menor quantidade de recursos.
Observando a execução do benchmark STREAM nos servidores Power 8 e Intel E5 é
possível observar que a Power 8, com a mesma taxa de degradação de desempenho, ofe-
rece o dobro de máquinas virtuais que o servidor E5. Porém, o E5 utiliza apenas metade
da proporção de recursos computacionais. Devido a uma maior taxa de transferência,
cerca de 3.000 MB/s a mais na execução inicial apresentada pelo Power 8, a porcentagem
de degradação possui um peso maior no servidor E5. Portanto, desconsiderando outros
fatores além do desempenho em relação a largura de banda de memória, o servidor Power
8 apresenta-se como uma possível melhor escolha na criação de uma nuvem computacio-
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nal, por exemplo, para determinar a quantidade e os tipos de máquinas necessárias para
atender sua demanda com qualidade de serviço e custo reduzido.
Capítulo 5
Conclusão
A virtualização possibilitou uma nova alternativa para gerência de recursos computacio-
nais. Através da virtualização, grandes quantidades de recursos podem ser utilizados de
forma mais simples e eficiente, contribuindo para o melhoramento da qualidade de serviço
oferecido pelas organizações. A virtualização ainda serve como tecnologia fundamental
para a construção do conceito de um novo paradigma que revolucionou o cenário de T.I,
a computação em nuvens.
A computação em nuvem oferece diversas possibilidades que proporcionam a cons-
trução de um ambiente computacional mais acessível, com maior nível de abstração e
redução de custos. Através dos esforços e investimentos de grandes empresas e pela co-
munidade científica, o conceito de nuvens obteve uma rápida evolução, contribuindo para
sua popularização e utilização nos mais diversos tipos de aplicações.
Devido à rápida popularização do conceito de computação em nuvens, empresas me-
nores e grupos de cientistas perceberam a necessidade do desenvolvimento de ferramentas
que possibilitassem a construção de uma nuvem própria. Plataformas que possibilitam
a criação e gerência de uma nuvem de forma simples foram surgindo e amadurecendo
gradualmente. Um exemplo é o OpenStack, uma plataforma de gerência de nuvem que
surgiu recentemente e fornece a maioria dos recursos necessários para a implantação de
uma nuvem computacional.
A arquitetura Intel x86 é atualmente a arquitetura mais conhecida e com grande
utilização em computadores pessoais e servidores para datacenters. Contudo, novas alter-
nativas surgem com promessas de melhoria no desempenho de aplicações voltadas para
virtualização e computação em nuvens, como por exemplo, a IBM Power. Esta disser-
tação buscou desenvolver testes com as arquiteturas Intel x86 e IBM Power em cenários
que se aproximam do encontrado em uma nuvem computacional real, com o objetivo de
analisar o comportamento das arquiteturas.
Através da análise dos resultados obtidos pelo benchmark SPEC, foi possível con-
cluir que o desempenho do servidor da arquitetura Power 8 sofre uma maior degradação
quando o número de máquinas virtuais ultrapassa a quantidade de núcleos habilitados.
Os servidores Intel de forma geral mostraram um desempenho mais estável. Contudo, nas
rodadas onde o servidor Power executou o benchmark com número de máquinas virtuais
inferior ao número de núcleos a porcentagem de degradação de desempenho mostrou-se
inferior a observada na Intel x86. A variação de comportamento da arquitetura Power
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pode estar relacionada com a maneira com que o hypervisor KVM está implementado na
arquitetura.
A análise dos resultados do benchmark STREAM mostrou uma vantagem conside-
rável no desempenho para a arquitetura Power. Os valores iniciais encontrados para as
quatros operações realizadas pelo benchmark (copy, add, scale e triad) foram menores na
arquitetura da IBM. O servidor Power também apresentou menores porcentagens de de-
gradação de desempenho com o aumento do número de VMs em execução, principalmente
nas operações scale e triad.
Apesar das observações realizadas através da análise dos resultados dos benchmarks,
ainda é preciso que mais testes sejam realizados, com uma maior variação nos cenários
utilizados, para que só então seja possível estabelecer afirmações finais do comportamento
de cada uma das arquiteturas.
O conhecimento adquirido com a avaliação das arquiteturas pode ser de grande valor.
Uma vez que seja possível determinar qual arquitetura possui um melhor comportamento
em determinado cenário, este conhecimento pode ser utilizado para o desenvolvimento de
um escalonador para uma nuvem híbrida, com o objetivo de aproveitar o melhor que cada
uma das arquiteturas tem a oferecer.
Uma outra possibilidade de trabalho futuro que pode utilizar-se do conhecimento
obtido, é o desenvolvimento de algoritmos de alocação de máquinas virtuais. A estratégia
utilizada no algoritmo de alocação pode levar em conta a arquitetura do sistema e como
cada uma se comporta de acordo com o tipo de sobrecarga aplicada sobre o sistema
computacional.
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Apêndice A
Código Java para automação dos testes
package br.unicamp.ic.ltc.benchmark;
import java.util.LinkedHashMap;
import java.util.Map;
import java.util.concurrent.CountDownLatch;
import java.util.logging.Level;
import java.util.logging.Logger;
public class Main {
public static void main(String [] args) {
int aVmCount = 1;
int aMaxVmCount = totalVMs;
OpenStackManager anOpenStackManager = new
OpenStackManager("http ://10.0.0.1:35357/ v2.0",
"os", "os", "os");
anOpenStackManager.authenticate ();
Map <String , String > virtualMachines = new
LinkedHashMap <>();
CountDownLatch aCountDownLatch = null;
for (; aVmCount <= aMaxVmCount; aVmCount ++) {
aCountDownLatch = new CountDownLatch(aVmCount);
String toActivate =
createMachine(anOpenStackManager ,
virtualMachines);
System.out.println("Total VMs = " + aVmCount);
Thread aThread = null;
String aSuffix = "";
ExecuteThread anExecuteThread = null;
for (int anIndex = 1; anIndex <= aVmCount;
anIndex ++) {
aSuffix = aVmCount + "-" + anIndex;
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anExecuteThread = new ExecuteThread("root",
getVmIP(anIndex , virtualMachines), aSuffix ,
"-master", aVmCount , aCountDownLatch);
aThread = new Thread(anExecuteThread);
aThread.start();
}
try {
System.out.println("Waiting for all nodes to
finish");
aCountDownLatch.await();
} catch (InterruptedException ex) {
Logger.getLogger(Main.class.getName ()).
log(Level.SEVERE , null , ex);
}
}
}
}
Apêndice B
Arquivo de configuração do benchmark
SPEC CPU2006
ignore_errors = yes
tune = base
basepeak = yes
ext = gcc52 -64bit
output_format = asc ,csv ,html
flagsurl0 = $[top]/ config/flags/gcc5x -flags -revA.xml
flagsurl1 = $[top]/ config/flags/linux -platform -revA.xml
reportable = yes
teeout = yes
teerunout = yes
license_num = 0
test_sponsor = Test Sponsor (Optional , defaults to hw_vendor)
tester = (Optional , defaults to hw_vendor)
default=default=default=default:
#####################################################################
#
# Compiler selection
#
#####################################################################
CC = /usr/bin/gcc
CXX = /usr/bin/g++
FC = /usr/bin/gfortran
#####################################################################
# Optimization
#####################################################################
default=base=default=default:
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COPTIMIZE = -O2
CXXOPTIMIZE = -O2
FOPTIMIZE = -O2
#####################################################################
# 32/64 bit Portability Flags - all
#####################################################################
default=base=default=default:
PORTABILITY = -DSPEC_CPU_LP64
#####################################################################
# Portability Flags
#####################################################################
400. perlbench=default=default=default:
CPORTABILITY = -DSPEC_CPU_LINUX_X64
462. libquantum=default=default=default:
CPORTABILITY = -DSPEC_CPU_LINUX
483. xalancbmk=default=default=default:
CXXPORTABILITY = -DSPEC_CPU_LINUX
481. wrf=default=default=default:
wrf_data_header_size = 8
CPORTABILITY = -DSPEC_CPU_CASE_FLAG -DSPEC_CPU_LINUX
Apêndice C
Resultados SPEC Benchmark (Tempo - segundos)
400.perlbench 401.bzip2 403.gcc 403.gcc
E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4)
Rodada 01 268,00 280,00 495,00 402,57 369,00 514,00 557,00 442,36 230,00 240,00 299,00 251,31 254,00 204,00 229,00 197,69
Rodada 02 279,50 282,50 516,50 420,32 377,00 517,50 580,00 459,96 246,00 255,50 319,50 268,95 328,50 213,50 263,50 227,18
Rodada 03 291,33 300,33 779,67 437,95 405,00 545,00 875,33 478,32 267,00 271,00 483,33 287,47 383,00 223,00 422,33 255,55
Rodada 04 303,00 316,50 1.043,75 452,04 445,25 599,25 1.180,25 493,40 297,25 281,25 660,25 294,30 442,75 228,50 611,25 273,08
Rodada 05 360,80 326,60 1.350,00 629,94 533,60 612,40 1.514,00 698,61 352,00 302,40 876,20 402,72 554,20 422,00 834,60 360,48
Rodada 06 406,00 339,50 1.593,33 850,35 625,00 643,83 1.812,83 891,71 409,17 304,17 1.055,17 545,07 676,50 244,33 1.006,67 500,37
Rodada 07 455,71 351,86 1.966,57 1.065,12 695,57 679,14 2.214,43 1.176,56 436,14 333,71 1.312,00 679,54 705,57 292,86 1.283,71 580,67
Rodada 08 - 375,50 2.169,88 1.314,18 - 730,75 2.486,13 1.441,62 - 353,88 1.479,13 861,05 - 323,13 1.479,13 773,48
Rodada 09 - 435,33 2.570,78 1.512,08 - 785,67 2.964,00 1.678,94 - 421,22 1.757,11 1.011,47 - 313,11 1.819,44 922,03
Rodada 10 - 447,10 2.773,70 1.815,62 - 826,50 3.244,30 1.997,89 - 446,90 1.959,10 1.227,34 - 439,40 1.956,90 1.161,19
Rodada 11 - 484,45 3.163,73 1.980,97 - 852,18 3.756,18 2.213,67 - 490,82 2.231,27 1.367,81 - 474,00 2.379,18 1.329,89
Rodada 12 - 522,58 3.455,58 2.307,01 - 928,17 4.044,17 2.593,18 - 518,25 2.462,50 1.601,46 - 487,00 2.519,08 1.623,67
Rodada 13 - 557,23 3.771,69 2.472,04 - 1030,46 4.560,46 2.815,79 - 536,08 2.713,85 1.771,23 - 576,46 2.921,38 1.742,34
Rodada 14 - 585,79 4.123,07 2.789,24 - 1046,86 4.947,21 3.222,32 - 582,57 3.016,86 1.999,99 - 615,07 2.703,29 2.106,88
Rodada 15 - 621,87 4.531,47 3.026,59 - 1106,07 5.517,67 3.451,04 - 623,93 3.348,47 2.194,34 - 700,87 3.593,93 2.227,65
Rodada 16 - 686,44 4.527,31 3.283,68 - 1200,13 5.532,50 3.861,07 - 667,75 3.365,75 2.405,60 - 623,94 3.579,44 2.574,95
63
A
P
Ê
N
D
IC
E
C
.
R
E
SU
LTA
D
O
S
SP
E
C
B
E
N
C
H
M
A
R
K
(T
E
M
P
O
-
SE
G
U
N
D
O
S)
64
445.gobmk 456.hmmer 458.sjeng 462.libquantum
E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4)
Rodada 01 370,00 428,00 505,00 417,44 352,00 436,00 577,00 468,10 428,00 451,00 669,00 523,50 291,00 445,00 343,00 272,94
Rodada 02 376,00 432,50 531,50 440,48 354,00 440,00 601,50 490,33 430,00 457,50 703,50 549,83 520,50 723,00 397,00 316,36
Rodada 03 388,33 463,00 805,00 464,10 363,00 467,00 908,00 518,56 446,33 490,67 1.083,00 585,69 734,00 1000,67 615,00 377,12
Rodada 04 407,75 484,00 1.079,00 471,99 380,75 483,50 1.213,25 530,02 533,25 567,75 1.460,75 596,89 590,00 807,00 826,00 403,48
Rodada 05 478,60 541,80 1.415,40 664,14 446,20 500,60 1.554,20 731,26 555,60 561,00 1.906,40 854,03 1196,60 984,80 1.044,60 494,10
Rodada 06 535,33 518,00 1.664,33 852,45 510,17 518,00 1.840,50 970,46 634,50 633,67 2.249,50 1.169,55 1507,83 1257,83 1.255,50 665,81
Rodada 07 598,86 538,00 2.073,57 1.108,25 569,57 533,71 2.247,43 1.236,41 686,14 673,57 2.801,00 1.401,38 1449,00 1890,43 1.506,14 744,43
Rodada 08 - 570,63 2.268,75 1.386,32 - 591,63 2.492,00 1.513,01 - 727,38 3.089,50 1.750,11 - 1812,00 1.714,00 918,38
Rodada 09 - 675,56 2.699,44 1.592,09 - 634,89 2.945,78 1.745,27 - 927,78 3.686,11 2.018,59 - 1656,00 1.993,11 1.086,20
Rodada 10 - 653,30 2.884,70 1.930,38 - 650,40 3.200,50 2.075,40 - 851,80 3.982,10 2.450,14 - 2369,20 2.178,40 1.285,65
Rodada 11 - 685,09 3.333,18 2.091,71 - 682,18 3.669,82 2.273,81 - 1040,18 4.619,45 2.675,90 - 2729,73 2.485,27 1.451,05
Rodada 12 - 723,08 3.554,17 2.447,73 - 732,00 3.939,33 2.641,95 - 1104,92 4.986,67 3.142,75 - 2814,42 2.694,67 1.673,15
Rodada 13 - 756,54 3.973,46 2.600,87 - 778,23 4.369,92 2.848,59 - 1143,62 5.572,00 3.374,37 - 2762,08 2.994,31 1.820,60
Rodada 14 - 789,50 3.610,00 2.971,59 - 805,86 3.880,79 3.229,34 - 1166,50 4.966,14 3.873,10 - 3021,21 2.642,86 2.064,79
Rodada 15 - 837,27 4.800,53 3.154,26 - 858,53 5.187,80 3.447,98 - 1232,53 6.746,47 4.160,45 - 3186,67 3.524,33 2.231,41
Rodada 16 - 856,75 4.811,50 3.500,85 - 861,75 5.165,25 3.797,30 - 1474,50 6.753,13 4.618,48 - 3331,00 3.496,81 2.469,85
464.h264ref 471.omnetpp 473.astar 483.xalancbmk
E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4) E3 E5 P8 (2) P8 (4)
Rodada 01 435,00 538,00 721,00 563,43 287,00 222,00 318,00 249,26 323,00 396,00 442,00 349,85 192,00 179,00 311,00 244,76
Rodada 02 436,50 538,00 753,50 590,98 318,50 297,50 381,50 299,41 347,50 405,50 476,50 377,94 224,00 186,50 337,00 266,24
Rodada 03 459,00 574,33 1.136,00 612,39 356,00 315,33 644,67 335,90 369,00 434,00 728,33 404,70 242,33 197,00 526,33 286,71
Rodada 04 522,75 628,50 1.514,00 625,18 383,25 343,75 928,00 354,29 400,25 453,25 1.000,75 418,45 258,75 216,00 739,75 298,28
Rodada 05 588,00 622,40 1.969,40 879,68 459,00 431,80 1.272,60 510,48 460,00 540,40 1.323,40 569,06 311,80 279,00 986,00 409,53
Rodada 06 680,17 701,50 2.320,17 1.189,57 540,50 440,33 1.560,67 510,48 509,17 482,83 1.593,50 872,77 362,00 235,17 1.183,17 545,01
Rodada 07 737,71 742,71 2.866,00 1.485,52 575,29 397,14 1.987,14 748,60 554,29 508,00 1.980,14 954,61 403,71 245,86 1.500,29 684,97
Rodada 08 - 814,13 3.158,63 1.841,40 - 608,25 2.298,13 1.018,71 - 541,75 2.277,63 1.210,00 - 292,00 1.686,38 878,77
Rodada 09 - 1038,56 3.782,00 2.115,51 - 734,56 2.758,33 1.244,51 - 593,33 2.693,11 1.423,78 - 314,11 2.038,44 1.033,95
Rodada 10 - 942,10 4.060,60 2.542,05 - 860,70 3.077,50 1.578,79 - 645,40 3.010,50 1.729,82 - 355,80 2.254,00 1.283,52
Rodada 11 - 1077,18 4.637,36 2.770,73 - 768,09 3.507,09 1.822,55 - 685,36 3.454,91 1.965,28 - 403,00 2.539,73 1.429,98
Rodada 12 - 1147,58 5.020,25 3.257,87 - 946,00 3.866,33 2.183,28 - 709,67 3.791,92 2.294,14 - 426,58 2.824,75 1.707,05
Rodada 13 - 1195,46 5.526,08 3.475,58 - 1266,54 4.277,00 2.433,45 - 755,00 4.257,69 2.545,36 - 486,08 3.062,23 1.876,70
Rodada 14 - 1259,79 5.049,36 3.926,29 - 1386,57 3.787,29 2.770,18 - 795,14 3.760,57 2.897,12 - 515,21 2.803,36 2.101,57
Rodada 15 - 1285,13 6.692,93 4.225,50 - 1586,93 5.238,07 3.051,77 - 831,87 5.192,53 3.163,87 - 571,33 3.780,07 2.325,89
Rodada 16 - 1486,81 6.696,31 4.620,79 - 1489,81 5.239,31 3.373,66 - 900,06 5.188,50 3.532,53 - 557,69 3.750,44 2.512,78
Apêndice D
Resultados STREAM Benchmark
D.1 Taxa de Transferência (MB/s)
Copy Add Scale Triad
E3 E5 P8 E3 E5 P8 E3 E5 P8 E3 E5 P8
Rodada 01 11888,06 8718,25 11122,71 12925,94 9614,24 16958,10 11903,86 8533,45 10759,15 13123,39 9746,24 15318,16
Rodada 02 6326,06 4570,91 10620,50 6732,18 5155,58 16461,60 6219,28 4618,68 10505,97 6702,87 5167,77 14944,70
Rodada 03 4110,05 3031,31 10060,98 4472,95 3425,41 16221,96 3960,34 3035,55 10433,87 4415,28 3430,90 14777,27
Rodada 04 3145,50 2244,56 8262,26 3296,11 2565,61 12730,89 2992,79 2247,51 7915,55 3266,46 2549,74 10890,58
Rodada 05 2640,90 1789,83 7056,53 2771,73 2036,86 10615,70 2591,13 1780,53 6936,75 2590,43 2037,03 9638,80
Rodada 06 2338,46 1502,01 5220,19 2440,29 1720,90 7925,27 2259,15 1500,15 4591,39 2327,79 1724,12 6950,56
Rodada 07 1838,43 1335,95 3770,62 1936,77 1514,61 5882,38 1803,66 1324,49 3546,47 1846,87 1515,89 4979,07
Rodada 08 1543,80 1116,47 3041,33 1608,48 1277,63 4318,34 1534,55 1116,57 2818,14 1495,94 1287,63 4067,34
Rodada 09 - 1059,22 2480,19 - 1207,68 4024,05 - 1052,96 2444,90 - 1212,79 3998,36
Rodada 10 - 913,68 1992,97 - 1040,69 3145,83 - 904,12 1954,93 - 1037,79 2762,67
Rodada 11 - 827,22 2033,29 - 927,43 3207,96 - 815,02 1986,41 - 938,20 3047,43
Rodada 12 - 755,97 1829,84 - 859,47 2745,54 - 751,44 1749,94 - 858,10 2520,10
Rodada 13 - 703,57 1595,04 - 796,66 2437,58 - 694,37 1571,66 - 796,66 2300,80
Rodada 14 - 643,86 1288,98 - 724,06 1942,52 - 634,29 1230,23 - 724,24 1738,72
Rodada 15 - 593,02 1398,91 - 666,47 2113,54 - 583,45 1342,19 - 665,96 1874,71
Rodada 16 - 553,51 1195,77 - 629,14 1770,39 - 547,73 1161,29 - 624,15 1619,50
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D.2 Tempo de Execução (ms)
Copy Add Scale Triad
E3 E5 P8 E3 E5 P8 E3 E5 P8 E3 E5 P8
Rodada 01 0,0054 0,0184 0,0116 0,0074 0,0250 0,0118 0,0054 0,0187 0,0121 0,0073 0,0246 0,0128
Rodada 02 0,0101 0,0350 0,0125 0,0143 0,0466 0,0126 0,0103 0,0347 0,0133 0,0143 0,0465 0,0139
Rodada 03 0,0156 0,0528 0,0160 0,0215 0,0701 0,0159 0,0161 0,0527 0,0169 0,0217 0,0699 0,0169
Rodada 04 0,0204 0,0713 0,0238 0,0292 0,0936 0,0236 0,0214 0,0712 0,0239 0,0294 0,0941 0,0260
Rodada 05 0,0244 0,0894 0,0324 0,0350 0,1178 0,0301 0,0248 0,0899 0,0342 0,0374 0,1178 0,0328
Rodada 06 0,0276 0,1065 0,0386 0,0396 0,1395 0,0384 0,0285 0,1067 0,0404 0,0417 0,1392 0,0432
Rodada 07 0,0351 0,1199 0,0458 0,0500 0,1587 0,0467 0,0357 0,1210 0,0477 0,0524 0,1586 0,0501
Rodada 08 0,0415 0,1434 0,0541 0,0597 0,1879 0,0546 0,0418 0,1433 0,0553 0,0643 0,1865 0,0593
Rodada 09 - 0,1515 0,0651 - 0,1996 0,0649 - 0,1525 0,0676 - 0,1988 0,0705
Rodada 10 - 0,1752 0,0707 - 0,2308 0,0722 - 0,1771 0,0729 - 0,2314 0,0787
Rodada 11 - 0,1936 0,0764 - 0,2589 0,0765 - 0,1964 0,0789 - 0,2559 0,0824
Rodada 12 - 0,2118 0,0850 - 0,2794 0,0854 - 0,2131 0,0853 - 0,2798 0,0921
Rodada 13 - 0,2276 0,0893 - 0,3016 0,0897 - 0,2307 0,0918 - 0,3016 0,0975
Rodada 14 - 0,2486 0,1078 - 0,3316 0,1080 - 0,2524 0,1120 - 0,3315 0,1188
Rodada 15 - 0,2699 0,1049 - 0,3603 0,1066 - 0,2743 0,1089 - 0,3604 0,1157
Rodada 16 - 0,2892 0,1175 - 0,3816 0,1195 - 0,2922 0,1213 - 0,3847 0,1300
