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Abstract
In recent years, the rapidly increasing amounts of data created and processed through the internet resulted in distributed storage
systems employing erasure coding based schemes. Aiming to balance the tradeoff between data recovery for correlated failures
and efficient encoding and decoding, distributed storage systems employing maximally recoverable codes came up. Unifying a
number of topologies considered both in theory and practice, Gopalan et al. [15] initiated the study of maximally recoverable
codes for grid-like topologies.
In this paper, we focus on the maximally recoverable codes that instantiate grid-like topologies Tm×n(1, b, 0). To characterize
the property of codes for these topologies, we introduce the notion of pseudo-parity check matrix. Then, using the Combinatorial
Nullstellensatz, we establish the first polynomial upper bound on the field size needed for achieving the maximal recoverability
in topologies Tm×n(1, b, 0). And using hypergraph independent set approach, we further improve this general upper bound for
topologies T4×n(1, 2, 0) and T3×n(1, 3, 0). By relating the problem to generalized Sidon sets in Fq , we also obtain non-trivial
lower bounds on the field size for maximally recoverable codes that instantiate topologies T4×n(1, 2, 0) and T3×n(1, 3, 0).
Keywords and phrases: maximally recoverable codes, grid-like topologies, pseudo-parity check matrix, hypergraph independent
set, distributed storage systems.
I. INTRODUCTION
With rapidly increasing amounts of data created and processed in internet scale companies such as Google, Facebook, and
Amazon, the efficient storage of such copious amounts of data has thus become a fundamental and acute problem in modern
computing. This resulted in distributed storage systems relying on distinct storage nodes. Modern large scale distributed storage
systems, such as data centers, used to store data in a redundant form to ensure reliability against node failures. However, this
strategy entails large storage overhead and is nonadaptive for modern systems supporting the “Big Data” environment.
To ensure the reliability with better storage efficiency, erasure coding schemes are employed, such as in Windows Azure [19]
and in Facebook’s Hadoop cluster [33]. However, in traditional erasure coding scheme, if one node fails, which is the most
common failure scenario, we may recover it by accessing a large amount of the remaining nodes. This is a time consuming
recovery process. To address this efficiency problem, a lot of works have emerged in two aspects: local regeneration and local
reconstruction.
The concept of local regeneration was introduced by Dimakis et al. [8]. They established a tradeoff between the repair
bandwidth and the storage capacity of a node, and introduced a new family of codes, called regenerating codes, which attained
this tradeoff. The concept of local reconstruction was introduced by Gopalan et al. [14], and they initiated the study of Local
Reconstruction Codes (LRCs). We say a certain node has locality r if it can be recovered by accessing only r other nodes, and
LRCs are linear codes with all-symbol locality r. In recent years, the theory of regenerating codes and LRCs has developed
rapidly. There have been a lot of related works focusing on the bounds and the constructions of optimal codes, see [20],
[30]–[32], [34], [38]–[41], [43], [45], [46] and the reference therein.
The notion of maximally recoverable property was first introduced by Chen et al. [7] for multi-protection group codes, and
then extended by Gopalan et al. [13] to general settings. In [13], the authors introduced the topology of the code to specify the
supports for the parity check equations, and they also obtained a general upper bound on the minimal size of the field over
which maximally recoverable (MR) codes exist.
Different from the parity check matrix, the topology of the code only specifies the number of redundant symbols and the data
symbols on which the redundant ones depend. This makes the topology a crucial characterization of the structure of the code
used under distributed storage settings. With the purpose of deploying longer codes in storage, Gopalan et al. [15] proposed a
family of topologies called grid-like topologies, which unified a number of topologies considered both in theory and practice.
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2Consider anm×n matrix, each entry storing a data from a finite field F. Every row satisfies a given set of a parity constraints,
and every column satisfies a given set of b parity constraints. In addition, there are h global parity constraints that involve all
mn entries from the matrix. The topology of the code under these three constraints is denoted by Tm×n(a, b, h). In [15], the
authors considered the maximal recoverable codes for general grid-like topologies, and they established a super-polynomial
lower bound on the field size needed for achieving maximal recoverability in any grid-like topologies Tm×n(a, b, h) with
a, b, h ≥ 1. They also tried to characterize correctable erasure patterns for grid-like topologies of the form Tm×n(a, b, 0), and
obtained a full combinatorial characterization for the case of Tm×n(1, b, 0).
The general lower bound given in [15] is obtained from the case of a basic topology Tn×n(1, 1, 1), where the lower bound
requires field size q = 2Ω((logn)
2). Recently, by relating the problem to the independence number of the Birkhoff polytope
graph, Kane et al. [21] improved the lower bound to q ≥ 2(n2−2) using the representation theory of the symmetric group. They
also obtained an upper bound q ≤ 23n using recursive constructions.
As for other related works, Gandikota et al. [12] considered the maximal recoverability for erasure patterns of bounded size.
Shivakrishna et al. [35] considered the recoverability of a special kind of erasure patterns called extended erasure patterns
for topologies T(m+m′)×n(2, b, 0). It is worth noting that, Gopi et al. [16] recently obtained a super-linear lower bound for
maximally recoverable LRCs which can be viewed as the MR codes for topology Tn
r
×r(a, 0, h).
In this paper, we focus on the maximally recoverable codes that instantiate topologies of the form Tm×n(1, b, 0), which can
be regarded as tensor product codes of column codes with a single parity constraint and row codes with b parity constraints. In
order to describe the parity constraints globally, we introduce the notion of pseudo-parity check matrix, which can be viewed as
a generalization of the parity check matrix. Based on this, using tools from extremal graph theory and additive combinatorics,
we prove the following results:
• The first polynomial upper bound on the minimal size of the field required for the existence of MR codes that instantiate
topologies Tm×n(1, b, 0):
q ≤ C0(m, b) · n2b(m−1) + n(b−1),
where C0(m, b) = (m+ 1)! ·
(
m·b(m−1)
≤2b(m−1)
)
;
• Further improved upper bounds on the field size required for MR codes instantiating topologies T4×n(1, 2, 0) and
T3×n(1, 3, 0):
q ≤ O( n
5
log(n)
);
• A polynomial lower bound on the minimal size of the field required for MR codes instantiating topologies T4×n(1, 2, 0):
q ≥ (n− 3)
2
4
+ 2,
and a linear lower bound on the minimal size of the field required for MR codes instantiating topologies T3×n(1, 3, 0):
q ≥
√
n2 − 11n+ 34
2
.
The paper is organised as follows: In Section II, we give the formal definitions for general topologies, grid-like topologies
and maximal recoverability, we also include some known results for topologies Tm×n(a, b, 0) and the tools from hypergraph
independent set. In Section III, we introduce the notion of pseudo-parity check matrix and regular irreducible erasure patterns.
In Section IV, we present our proof for the general polynomial upper bound on the minimal size of the field required for the
existence of MR codes that instantiate topologies Tm×n(1, b, 0). In Section V, we improve the general upper bound for MR
codes that instantiate topologies T4×n(1, 2, 0) and T3×n(1, 3, 0), and we also establish non-trivial lower bounds for both cases.
In Section VI, we conclude our work and list some open problems.
II. PRELIMINARIES
A. Notation
We use the following standard mathematical notations throughout this paper.
• Let q be the power of a prime p, Fq be the finite field with q elements, Fnq be the vector space of dimension n over Fq
and Fm×nq be the collection of all m× n matrices with elements in Fq .
• For any vector v = (v1, · · · , vn) ∈ Fnq , let supp(v) = {i ∈ [n] : vi 6= 0} and ω(v) = |supp(v)|. For a set S ⊆ [n], define
v|S = (vi1 , . . . , vi|S|), where ij ∈ S for 1 ≤ j ≤ |S| and 1 ≤ i1 < · · · < i|S| ≤ n.
• [n, k, d]q denotes a linear code of length n, dimension k and distance d over the field Fq. We will write [n, k, d] instead
of [n, k, d]q when the particular choice of the field is not important.
• Let C be an [n, k, d] code and S ⊆ [n], |S| = k. We say that S is an information set if the restriction C|S = Fkq .
• An [n, k, d] code is called Maximum Distance Separable (MDS) if d = n− k + 1. Particularly, an [n, k, d] code is MDS
if and only if every subset of its k coordinates is an information set. Alternatively, an [n, k, d] code is MDS if and only
if it corrects any collection of (n− k) simultaneous erasures (see [24]).
3• Let C1 be an [n1, k1, d1] code and C2 be an [n2, k2, d2] code. The tensor product C1 ⊗ C2 is an [n1n2, k1k2, d1d2] code
such that the codewords of C1⊗C2 are matrices of size n1×n2, where each column belongs to C1 and each row belongs
to C2. If U ⊆ [n1] is an information set of C1 and V ⊆ [n2] is an information set of C2, then U × V is an information
set of C1 ⊗ C2 (see [24]).
• Let In be the n× n identity matrix. And let 1n and 0n be the all-one and all-zero vectors, respectively.
B. Maximal recoverability for general topologies
Let z1, . . . , zm be variables over the field Fq . Consider an (n− k)× n matrix P = {pij} where each pij ∈ Fp[z1, . . . , zm]
is an affine function of the zis over Fp:
pij(z1, . . . , zm) = cij0 +
m∑
k=1
cijkzk, cijk ∈ Fp. (1)
We refer the matrix P as a topology. Fix an assignment {zi = αi}mi=1, where αi ∈ Fq . Viewing P (α1, . . . , αm) as a parity
check matrix, then it defines a linear code which is denoted by C(α1, . . . , αm). And we say code C instantiates P . A set
S ⊆ [n] of columns of P is called potentially independent if there exists an assignment {zi = αi}mi=1 where αi ∈ Fq such
that the columns of P (α1, . . . , αm) indexed by S are linearly independent.
Definition II.1. [13] The code C(α1, . . . , αm) instantiating the topology P is called maximally recoverable if every set of
columns that is potentially independent in P is linearly independent in P (α1, . . . , αm).
Using the Sparse Zeros Lemma (see Theorem 6.13 in [23]), Gopalan et al. [13] proved the following upper bound on the
size of field over which the maximally recoverable codes for any topologies P exist.
Theorem II.2. [13] Let P ∈ (Fp[z1, . . . , zm])(n−k)×n be an arbitrary topology. If q > (n− k) ·
(
n
≤n−k
)
, then there exists an
MR instantiation of P over the field Fq.
C. Grid-like topologies
Unifying and generalizing a number of topologies considered both in coding theory and practice, Gopalan et al. [15] proposed
the following family of topologies called grid-like topologies via dual constraints.
Definition II.3. [15] Let m ≤ n be integers. Consider an m × n array of symbols {xij}i∈[m],j∈[n] over the field Fq. Let
0 ≤ a ≤ m− 1, 0 ≤ b ≤ n− 1, and 0 ≤ h ≤ (m− a)(n − b)− 1. Let Tm×n(a, b, h) denote the topology where there are a
parity check equations per column, b parity check equations per row, and h global parity check equations that depend on all
symbols. Topologies of the form Tm×n(a, b, h) are called grid-like topologies.
Furthermore, we say a collection of arrays C in Fm×nq to be a code that instantiates the topology Tm×n(a, b, h), if there exist
{α(k)i }i∈[m],k∈[a], {β(k)j }j∈[n],k∈[b] and {γ(k)ij }i∈[m],j∈[n],k∈[h] in Fq such that for each codeword C = (cij)i∈[m],j∈[n] ∈ C:
1. Each column j ∈ [n] satisfies the constraints
m∑
i=1
α
(k)
i cij = 0, ∀k ∈ [a]. (2)
2. Each row i ∈ [m] satisfies the constraints
n∑
j=1
β
(k)
j cij = 0, ∀k ∈ [b]. (3)
3. All the symbols satisfy h global constraints
m∑
i=1
n∑
j=1
γ
(k)
ij cij = 0, ∀k ∈ [h]. (4)
Definition II.4. An erasure pattern is a set E ⊆ [m]× [n] of symbols. Pattern E is correctable for the topology Tm×n(a, b, h) if
there exists a code instantiating the topology where the variables {xij}(i,j)∈E can be recovered from the parity check equations
(2), (3) and (4).
Clearly, constraints in (2) and (3) guarantee the local dependencies in each column and row respectively, and constraints in
(4) ensure some additional recoverability. Notably, constraints (2) specify a code Ccol ⊆ Fmq and constraints (3) specify a code
Crow ⊆ Fnq . If h = 0, i.e., there are no extra global constraints for all symbols, then the code specified with the settings from
Definition II.3 is exactly the tensor product code Ccol ⊗ Crow.
4Definition II.5. A code C that instantiates the topology Tm×n(a, b, h) is Maximally Recoverable (MR) if it can correct every
failure pattern that is correctable for the topology.
The maximally recoverability requires a code that instantiates the topology Tm×n(a, b, h) to have many good properties,
especially the MDS property.
Proposition II.6. [15] Let C be an MR instantiation of the topology Tm×n(a, b, h). We have
1. The dimension of C is given by
dim C = (m− a)(n− b)− h. (5)
Moreover,
dim Ccol = m− a and dim Crow = n− b. (6)
2. Let U ⊆ [m], |U | = m− a and V ⊆ [n], |V | = n− b be arbitrary. Then C|U×V is an
[(m− a)(n− b), (m− a)(n− b)− h, h+ 1]
MDS code. Any subset S ⊆ U × V , |S| = (m− a)(n− b)− h is an information set.
3. Assume
h ≤ (m− a)(n− b)−max {(m− a), (n− b)}, (7)
then the code Ccol is an [m,m− a, a+ 1] MDS code and the code Crow is an [n, n− b, b+ 1] MDS code. Moreover, for all
j ∈ [n], C restricted to column j is the code Ccol, and for all i ∈ [m], C restricted to row i is the code Crow.
Considering the topology Tm×n(a, b, 0), the MR code C that instantiates this topology can be viewed as the tensor product
code Ccol ⊗ Crow. Based on the MDS properties for both Ccol and Crow, for a corresponding erasure pattern, we know that if
some column has less than a+ 1 erasures or some row has less than b+ 1 erasures, we can decode it. Therefore, the erasure
pattern that really matters shall have at least a+ 1 erasures in each column and at least b+ 1 erasures in each row.
Definition II.7. An erasure pattern E ⊆ [m]× [n] for the topology Tm×n(a, b, 0) is called irreducible, if for any (i, j) ∈ E,
|I(j)| = |{i′ ∈ [m] : (i′, j) ∈ E}| ≥ a+ 1 and |J(i)| = |{j′ ∈ [n] : (i, j′) ∈ E}| ≥ b+ 1.
These kinds of patterns were originally mentioned in [15] and also appeared in [35]. While Gopalan et al. [15] were trying
to characterize the correctable erasure patterns for grid-like topologies, they considered the natural question: are irreducible
patterns uncorrectable? In order to address this question, they introduced the following notion of regularity for erasure patterns.
Definition II.8. [15] Consider the topology Tm×n(a, b, 0) and an erasure pattern E. We say that E is regular if for all
U ⊆ [m], |U | = u and V ⊆ [n], |V | = v we have
|E ∩ (U × V )| ≤ va+ ub− ab. (8)
By reducing the regular erasure patterns to the irreducible case, the authors proved the following equivalent condition of the
correctable erasure patterns for the topology Tm×n(1, b, 0).
Theorem II.9. [15] An erasure pattern E is correctable for the topology Tm×n(1, b, 0) if and only if it is regular for
Tm×n(1, b, 0).
D. Independent sets in hypergraphs
A hypergraph is a pair (V,E), where V is a finite set and E ⊆ 2V is a family of subsets of V . The elements of V are
called vertices and the subsets in E are called hyperedges. An independent set of a hypergraph is a set of vertices containing
no hyperedges and the independence number of a hypergraph is the size of its largest independent set.
There are many results on the independence number of hypergraphs obtained through different methods (see [2], [3], [9],
[22]). In the following section, we will apply the general lower bound derived by Kostochka et al. [22]. Before stating their
theorem, we need a few definitions and notations. Let H(V,E) be a hypergraph with vertex set V and hyperedge set E. We
call H a k-uniform hypergraph, if all the hyperedges have the same size k, i.e., E ⊆ (V
k
)
. For any vertex v ∈ V , we define the
degree of v to be the number of hyperedges containing v, denoted by d(v). The maximum of the degrees of all the vertices is
called the maximum degree of H and denoted by ∆(H). The independence number of H is denoted by α(H). For a set R
of r vertices, define the r-degree of R to be the number of hyperedges containing R.
Theorem II.10. [22] Fix r ≥ 2. There exists cr > 0 such that if H is an (r+1)-graph on n vertices with maximum r-degree
∆r < n/(logn)
3r2 , then
α(H) ≥ cr( n
∆r
log
n
∆r
)
1
r , (9)
where cr > 0 and cr ∼ r/e as r →∞.
5III. PSEUDO-PARITY CHECK MATRIX AND REGULAR IRREDUCIBLE ERASURE PATTERNS
In this section, we shall introduce two important notions: pseudo-parity check matrix and regular irreducible erasure patterns,
which are crucial in the proofs of both upper and lower bounds.
A. Pseudo-parity check matrix
Let C be an [n, k] linear code with a parity check matrix H ∈ F(n−k)×nq , then we have the following well-known fact about
H.
Fact III.1. [24] Assume a subset E ⊆ [n] of the coordinates of C are erased, then they can be recovered if and only if the
parity check matrix H restricted to coordinates in E has full rank.
Take C = Ccol⊗Crow as the tensor product code that instantiates the topology Tm×n(a, b, 0), where Ccol and Crow are codes
specified by (2) and (3), respectively. For simplicity, for each codeword c ∈ C write
c = (c11, . . . , c1n, c21, . . . , c2n, . . . , cm1, . . . , cmn),
where for each j ∈ [n], (c1j , . . . , cmj) is a codeword in Ccol and for each i ∈ [m], (ci1, . . . , cin) is a codeword in Crow.
Denote Hcol and Hrow as the parity check matrices of Ccol and Crow respectively, assume
Hcol =


α
(1)
1 α
(1)
2 · · · α(1)m
α
(2)
1 α
(2)
2 . . . α
(2)
m
...
...
. . .
...
α
(a)
1 α
(a)
2 . . . α
(a)
m

 and Hrow =


β
(1)
1 β
(1)
2 · · · β(1)n
β
(2)
1 β
(2)
2 . . . β
(2)
n
...
...
. . .
...
β
(b)
1 β
(b)
2 . . . β
(b)
n

 .
Then consider the following (an+ bm)×mn matrix:
H(a,b,0) =


H1 H2 · · · Hm
Hrow 0 . . . 0
0 Hrow . . . 0
...
...
. . .
...
0 0 . . . Hrow

 , (10)
where
Hi =


~αi 0 0 · · · 0
0 ~αi 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . ~αi

 is a matrix of size (a · n)× n with ~αi =


α
(1)
i
α
(2)
i
...
α
(a)
i

 . (11)
From the above construction, we can see that H(a,b,0) includes all the parity check constraints of C, and it can be easily verified
that H(a,b,0) ·cT = 0 for each codeword c ∈ C. Since the size of H(a,b,0) is (an+bm)×mn, instead of the parity check matrix
of C, it can only be regarded as an approximation of the parity check matrix. Therefore, we call H(a,b,0) a pseudo-parity check
matrix of the code C.
Similar to III.1, using basic linear algebra arguments, we have the following proposition for pseudo-parity check matrix of
code C.
Proposition III.2. Assume a subset E ⊆ [mn] of the coordinates of C are erased, then they can be recovered if and only if
the pseudo-parity check matrix H(a,b,0) restricted to coordinates in E has full column rank.
When a = 1, if C is MR, from the MDS property of the code Ccol, we know that Hcol has rank 1. Especially, when
considering the existence of MR codes for topologies Tm×n(1, b, 0), w.l.o.g, we can fix Ccol to be the simple parity code Pm,
i.e., Hcol = (1 1 · · · 1). Hence, the pseudo-parity check matrix H(1,b,0) of C = Pm ⊗ Crow has the form:
H(1,b,0) =


In In · · · In
Hrow 0 . . . 0
0 Hrow . . . 0
...
...
. . .
...
0 0 . . . Hrow


=
(
H1
H2
)
. (12)
Remark III.3. Let r|n and g = n
r
, an (n, r, h, a, q)-MR LRC (for specific definition, see [16]) can be viewed as an MR code
for topology Tg×r(a, 0, h). Therefore, it has simpler erasure patterns compared to the tensor product cases. And instead of
6using the pseudo-parity check matrix, it can be verified that the parity check matrix of any (n, r, h, a, q)-MR LRC admits the
form
H =


A1 A2 · · · Ag
H1 0 . . . 0
0 H2 . . . 0
...
...
. . .
...
0 0 . . . Hg


,
where for each i ∈ [g], Hi is a parity check matrix of an [r, r − a, a + 1] MDS code and Ai is an h × r matrix over Fq
corresponding to the global parities.
Compared to MR LRCs, MR codes for topologies Tm×n(a, b, 0) have another difference. For an (n, r, h, a, q)-MR LRC, the
[r, r− a, a+1] MDS codes within each local group can be different, this results in that the corresponding parity check matrix
H above can admit different His. However, since an MR code for topology Tm×n(a, b, 0) is actually a tensor product code
C = Ccol ⊗ Crow. Thus, for each i ∈ [m], if we take coordinates in {n(i − 1) + 1, . . . , ni} as a local group, once the code
Crow is fixed, the corresponding [n, n− b, b+1] MDS codes within each local group are all Crow and the corresponding parity
check matrices in H(a,b,0) are all Hrow.
B. Regular irreducible erasure patterns
Let E ∈ [m]× [n] be an erasure pattern of the topology Tm×n(a, b, 0), then it can be presented in the following form:
E =


∗ ∗ ∗ ∗ · · · ◦ ◦
∗ ∗ ◦ ∗ · · · ◦ ∗
◦ ∗ ◦ ∗ · · · ∗ ◦
...
...
...
...
. . .
...
...
◦ ◦ ◦ ∗ · · · ∗ ∗


,
where ∗ stands for the erasure and ◦ stands for the non-erasure. Give two different erasure patterns E1 and E2, we say that
E1 and E2 are of the same type, if E2 can be obtained from E1 by applying elementary row and column transformations.
For a reducible erasure pattern E, there exists some i0 ∈ [m] or j0 ∈ [n], such that the number of the erasures in E∩[i0]×[n]
or E ∩ [m] × [j0] is less than b + 1 or a + 1. Therefore, from the MDS properties of the code Crow and Ccol, erasures in
E ∩ [i0]× [n] or E ∩ [m]× [j0] can be simply repaired by using only the parities within Hrow or Hcol. Hence, the very erasure
patterns that affect the MR property of the code C are irreducible erasure patterns. In other words, if we can construct a code
C instantiating the topology Tm×n(a, b, 0) that can correct all correctable irreducible erasure patterns, then this code C is an
MR instantiation for the topology Tm×n(a, b, 0).
Now, we focus on the irreducible erasure patterns that are correctable. Given an irreducible erasure pattern E, denote |E| as
the number of ∗s in E, UE = {i ∈ [m] : ∃j ∈ [n] such that E(i, j) = ∗} and VE = {j ∈ [n] : ∃i ∈ [m] such that E(i, j) = ∗}.
From the irreducibility of E, we have
|E| ≥ (a+ 1)|VE | and |E| ≥ (b+ 1)|UE |.
Meanwhile, from Theorem II.9, we know that for topology Tm×n(1, b, 0), an erasure pattern E is correctable if and only if E
is regular. Thus we have
|E| = |E ∩ (UE × VE)| ≤ a|VE |+ b|UE | − ab = |VE |+ b|UE | − b.
Combining the above three inequalities together, we have
|UE|+ b ≤ |VE | ≤ b|UE| − b, (13)
for every correctable irreducible erasure patterns E in Tm×n(1, b, 0). Therefore,
max{2(|UE|+ b), (b+ 1)|UE |} ≤ |E| ≤ 2b(|UE| − 1), (14)
which indicates that once |UE| (or |VE |) is given, the magnitude of |E| can not be too large.
Denote E as the set of all the types of regular irreducible erasure patterns for topology Tm×n(1, b, 0), i.e., for each E ∈ E ,
one can regard E as a representative of all the erasure patterns that have the same type as E. Since UE ⊆ [m] and VE ⊆ [n],
for each regular irreducible erasure pattern E, we have |VE | ≤ b(m− 1) and |E| ≤ 2b(m− 1). For convenience, we can take
each type of erasure patterns in E as a submatrix of an m× b(m − 1) matrix with elements from {∗, ◦}. Therefore, we can
obtain the following upper bound of |E|:
|E| ≤
(
m · b(m− 1)
≤ 2b(m− 1)
)
. (15)
7IV. A POLYNOMIAL UPPER BOUND ON THE MAXIMUM FIELD SIZE REQUIRED FOR MR CODES
In this section, we take the prime p = 2, which is the natural setting for distributed storage. And we will establish our
polynomial upper bound on the minimal field size required for MR codes that instantiate the topology Tm×n(1, b, 0).
Theorem IV.1. Let m, b ≥ 1. Then for any q ≥ C0(m, b) · n2b(m−1) + n(b−1), there exists an MR code C that instantiates the
topology Tm×n(1, b, 0) over the field Fq, where C0(m, b) = (m+ 1)! ·
(
m·b(m−1)
≤2b(m−1)
)
.
In order to do this, we will exhibit a column code Ccol and a row code Crow over a relative small field, so that for every
correctable irreducible erasure pattern E, the code Ccol ⊗ Crow can correct E. Thus the tensor product code C = Ccol ⊗ Crow
is an MR code that instantiates the topology Tm×n(1, b, 0). We also need the following lemma known as the Combinatorial
Nullstellensatz.
Lemma IV.2. (Combinatorial Nullstellensatz) [1] Let F be an arbitrary field, let P ∈ F[t1, . . . , tn] be a polynomial of degree
d which contains a non-zero coefficient at td11 · · · tdnn with d1 + · · · + dn = d, and let S1, . . . , Sn be subsets of F such that
|Si| > di for all 1 ≤ i ≤ n. Then there exist x1 ∈ S1, . . . , xn ∈ Sn such that P (x1, . . . , xn) 6= 0.
Proof of Theorem IV.1. Since the case m = 1 is trivial, w.l.o.g., we assume m ≥ 2. For simplicity, we fix Ccol as the simple
parity code Pm and focus on obtaining the code Crow.
Denote E as the set of all the types of regular irreducible erasure patterns for topology Tm×n(1, b, 0). Assume the parity
check matrix of the code Crow is Hrow, then the pseudo-parity check matrix H is of the form in (12). Thus, our goal is to
construct a b× n matrix Hrow such that:
(i) Every b distinct columns of Hrow are linearly independent.
(ii) For each regular irreducible erasure pattern E, the pseudo-parity check matrix H ∈ F(n+bm)×mnq of C satisfies:
rank(H|E) = |E|.
Given a regular irreducible erasure pattern E ∈ [m]× [n], w.l.o.g., assume UE = [u0] ⊆ [m] and VE = [v0] ⊆ [n], then E
has the form
E =


∗ ∗ ∗ ∗ · · · ◦ ◦
∗ ∗ ∗ ◦ · · · ∗ ◦
◦ ∗ ◦ ∗ · · · ∗ ◦
...
...
...
...
. . .
...
...
◦ ◦ ◦ ∗ · · · ∗ ∗


=


E1
E2
E3
...
Eu0

 ,
where Ei represents the sub-erasure pattern of E over the ith row. Thus
H|E =


In|E1 In|E2 · · · In|Eu0
Hrow|E1 0 . . . 0
0 Hrow|E2 . . . 0
...
...
. . .
...
0 0 . . . Hrow|Eu0


=
(
H1|E
H2|E
)
.
Let supp(Ei) = {j ∈ [n] : Ei(j) = ∗}. Since
⋃u0
i=1 supp(Ei) = [v0], by applying elementary row and column transformations,
we have
H|E =


Iv0 0v0×(|E|−v0)
Au0b×v0 Bu0b×(|E|−v0)
0(n−v0)×(v0) 0(n−v0)×(|E|−v0)

 , (16)
where A consists of all the columns in H2|E corresponding to an Iv0 in H1|E and B consists of all the rest columns in
H2|E by substituting columns of A with the same parts in H1|E . Thus a non-zero element of A equals to some hij in
Hrow and a non-zero element of B equals to hij or −hij for some hij in Hrow. For example, take UE = VE = {1, 2, 3},
Hrow = (h1, . . . , hn) and
E =


∗ ∗ ◦
∗ ◦ ∗
◦ ◦ ∗

 ,
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H|E =


1
1
1
h1 h2 −h1
h3 h1 −h3
h3
0(n−3)×3 0(n−3)×2


.
From the above simplified form of H|E in (16), we have
rank(H|E) = rank(Iv0) + rank(Bu0b×(|E|−v0))
= v0 + rank(Bu0b×(|E|−v0)).
By Definition II.8 and (14), we have |E| ≤ v0+u0b− b. Thus rank(H|E) = |E| if and only if there exists an (|E|− v0)×
(|E| − v0) minor B′ in B such that det(B′) 6= 0.
Now, take
Hrow =


x11 x12 x13 · · · x1n
x21 x22 x23 · · · x2n
x31 x32 x33 · · · x3n
...
...
...
. . .
...
xb1 xb2 xb3 · · · xbn


,
where each xij is a variable over Fq. Therefore, our goal is to find a proper valuation of these x
′
ijs over Fq such that the
resulting matrix Hrow satisfies both requirement (i) and requirement (ii).
• For requirement (i)
For any J = {j1, . . . , jb} ⊆ [n], let MJ be the b× b submatrix of Hrow formed by the b columns indicated by J , i.e.,
MJ =


x1j1 x1j2 x1j3 · · · x1jb
x2j1 x2j2 x2j3 · · · x2jb
x3j1 x3j2 x3j3 · · · x3jb
...
...
...
. . .
...
xbj1 xbj2 xbj3 · · · xbjb


.
Define
P =
∏
J∈([n]b )
det(MJ).
Since each det(MJ) is a homogeneous polynomial of degree b, we know that P is a homogeneous polynomial of degree b
(
n
b
)
,
and each variable xij has degree at most
(
n−1
b−1
)
. According to the definition of P , if there is a valuation (h11, . . . , hbn) of
(x11, . . . , xbn) such that P (h11, . . . , hbn) 6= 0, then the resulting matrix Hrow = (hij)i∈[b],j∈[n] satisfies requirement (i).
• For requirement (ii)
For each regular irreducible erasure pattern E ∈ [m]× [n], set |UE | = u0 and |VE | = v0 and consider the u0b× (|E| − v0)
submatrix B(E) of H|E in (16). For each (|E| − v0) × (|E| − v0) minor B′(E) in B(E), det(B′(E)) can be viewed as a
multi-variable polynomial in Fq[x11, . . . , xbn] with degree at most |E| − v0. Since each non-zero element of B equals to xij
or −xij for some xij in Hrow, and each variable xij appears in at most u0− 1 columns of B, thus for each minor B′(E) we
have
det(B′(E)) =
∑
∑
1≤i≤b,1≤j≤n aij=|E|−v0,
0≤aij≤u0−1
c(a11,...,abn) · xa1111 xa1212 · · ·xabnbn , (17)
where c(a11,...,abn) equals to 0, 1 or −1.
Noticed that the structure of B′(E) is determined by the erasure pattern. Therefore, once E is given, for each minor B′(E)
in B(E), det(B′(E)) can be viewed as a polynomial in F2[x11, . . . , xbn] with a fixed form.
Since for each regular irreducible erasure pattern E, |E| ≤ v0 + bm − b. Thus, when q > bm − b ≥ deg(det(B′(E))),
det(B′(E))|
F
(bn)
q
≡ 0 if and only if det(B′(E)) = 0 (i.e. the zero polynomial).
According to the proof of Theorem II.9 in [15], when the size of the field is large enough, there exists a code C0 such that
the tensor product code C = Pm⊗C0 can correct E. This means that there exists a valuation of the bn variables in Hrow such
9that det(B′(E)) 6= 0 for some (|E| − |VE |) × (|E| − |VE |) minor B′(E) in B(E). By this, we know that the multi-variable
polynomial det(B′(E)) corresponding to this minor B′(E) can not be zero polynomial. From the previous analysis, we know
that the form of this polynomial det(B′(E)) is irrelevant to the size of the field. Therefore, for any q > bm− b as a power
of 2, this det(B′(E)) is a non-zero polynomial in Fq[x11, . . . , xbn].
For each regular irreducible erasure pattern E, denote fE as the non-zero determinant polynomial corresponding to some
(|E| − |VE |)× (|E| − |VE |) minor B′(E) in B(E). Define
F =
∏
E∈[m]×[n],
E is a regular irreducible erasure pattern
fE . (18)
Similarly, if there is a valuation (h11, . . . , hbn) of (x11, . . . , xbn) such that F (h11, . . . , hbn) 6= 0, then the resulting matrix
Hrow = (hij)i∈[b],j∈[n] satisfies requirement (ii).
In order to apply the Combinatorial Nullstellensatz, we shall estimate the degree of each variable in F . Noted that
F =
∏
E∗∈E
∏
E is a regular irreducible
erasure pattern of the same type with E∗
fE ,
and for each E∗ = (E1, E2, . . . , Em)T ∈ E , there are at most m! ·
∏m
i=1
(
n
|Ei|
)
different regular irreducible erasure pattern of
the same type with E∗. By (17), for every regular irreducible erasure pattern E, we have the degree of each variable xij in
fE is at most m− 1. Therefore, the degree of each variable xij in F is at most (m− 1) · |E| ·m! ·
∏m
i=1
(
n
|Ei|
)
. Since for each
regular irreducible erasure pattern E∗ ∈ E , ∑mi=1 |Ei| = |E∗| ≤ 2b(m− 1), combined with the inequality (15), we have
(m− 1) · |E| ·m! ·
m∏
i=1
(
n
|Ei|
)
≤
(
m · b(m− 1)
≤ 2b(m− 1)
)
· (m+ 1)! · n2b(m−1).
Now, consider the polynomial P · F , by Lemma IV.2, there is a valuation (h11, . . . , hbn) of (x11, . . . , xbn) over a field Fq
of size
q =
(
m · b(m− 1)
≤ 2b(m− 1)
)
· (m+ 1)! · n2b(m−1) + n(b−1)
>
(
n− 1
b − 1
)
+ (m− 1) · |E| ·m! ·
m∏
i=1
(
n
|Ei|
)
,
such that P ·F (h11, . . . , hbn) 6= 0. Therefore, the corresponding matrixHrow = (hij)i∈[b],j∈[n] is the objective matrix satisfying
both requirement (i) and requirement (ii). This completes the proof.
Remark IV.3. Considering the MR codes for topologies Tm×n(1, b, 0), the general bound given by Gopalan et al. [13] is
q > (n+ bm− b) ·
(
mn
≤ n+ bm− b
)
= Ω((n+ bm− b)2( mn
n+ bm− b)
(n+bm−b)), (19)
which is exponentially increasing for both m and n, while the bound given by Theorem IV.1 is only a polynomial of n.
But, even so, when considering the growth rate corresponding to m,
q =
(
m · b(m− 1)
≤ 2b(m− 1)
)
· (m+ 1)! · n2b(m−1) + n(b−1) = Ω(m2b(m−1)+mn2b(m−1))
grows exponentially.
Actually, m is often considered as the number of data centers in practice, which is very small compared to n. Therefore,
the when n≫ m, the bound given by Theorem IV.1 is better than that in [13].
V. MR CODES FOR TOPOLOGIES T4×n(1, 2, 0) AND T3×n(1, 3, 0)
In this section, we will discuss the MR codes that instantiate topologies T4×n(1, 2, 0) and T3×n(1, 3, 0). For each topology, we
will prove a non-trivial lower bound and an improved upper bound on the field size required for the existence of corresponding
MR codes.
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A. MR codes for topologies T4×n(1, 2, 0)
First, using the results from Section III.B, we will give a complete characterization of the regular irreducible erasure patterns
for topology T4×n(1, 2, 0).
Denote E as the set of all the types of regular irreducible erasure patterns for topology T4×n(1, 2, 0). For each E ∈ E , by
(13), we have |UE |+2 ≤ |VE | ≤ 2|UE|−2, which leads to |UE | ≥ 4. Since UE ⊆ [m] = [4], we have |UE | = 4 and |VE | = 6.
Therefore, from (14), we have |E| = 12 and from the irreducibility, each erasure pattern has exactly 2 erasures in each column
and 3 erasures in each row. Finally by checking the regularity case by case, there are 2 different types of erasure patterns in
E :
• Type I
E1 =


∗ ∗ ∗ ◦ ◦ ◦
∗ ∗ ◦ ∗ ◦ ◦
◦ ◦ ∗ ◦ ∗ ∗
◦ ◦ ◦ ∗ ∗ ∗

 ,
• Type II
E2 =


∗ ∗ ∗ ◦ ◦ ◦
∗ ◦ ◦ ∗ ∗ ◦
◦ ∗ ◦ ∗ ◦ ∗
◦ ◦ ∗ ◦ ∗ ∗

 .
1) Upper bound:
Now, we are going to prove the following existence result for MR codes instantiating the topology T4×n(1, 2, 0), which
improves the general upper bound from Theorem IV.1 for this special topology.
Theorem V.1. For any q > n
5
log(n) · C1, there exists an MR code C that instantiates the topology T4×n(1, 2, 0) over the field
Fq, where C1 ≥ (10c5 )5 is an absolute constant.
Proof. Similar to the proof of Theorem IV.1, let Ccol be the simple parity code P4. Our goal is to construct a 2 × n matrix
Hrow such that:
(i) Every 2 distinct columns of Hrow are linearly independent.
(ii) For each regular irreducible erasure pattern E of Type I or Type II, the pseudo-parity check matrix H ∈ F(n+8)×4nq of
P4 ⊗ Crow satisfies: rank(H|E) = 12.
Different from the general strategy, we are going to obtain an objective matrix based on the Vandermonde matrix.
Suppose there exists an objective matrix A0 of the form
A0 =
(
1 1 1 · · · 1
a1 a2 a3 · · · an
)
,
where {ai}i∈[n] are pairwise distinct elements in Fq. Then the distinctness of {ai}i∈[n] guarantees that A0 satisfies (i).
Now take Hrow = A0 and consider the pseudo-parity check matrix HA0 . For each s ∈ [2], we have
HA0 |Es =


I6 06×6
A
(s)
8×6 B
(s)
8×6
0(n−6)×6 0(n−6)×6

 ,
where
A
(1) =


1 1 1
a1 a2 a3
1
a4
1 1
a5 a6
02×6


and A(2) =


1 1 1
a1 a2 a3
1 1
a4 a5
1
a6
02×6


,
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B
(1) =


−1 −1 −1
−a1 −a2 −a3
1 1 −1
a1 a2 −a4
1 −1 −1
a3 −a5 −a6
1 1 1
a4 a5 a6


and B(2) =


−1 −1 −1
−a1 −a2 −a3
1 −1 −1
a1 −a4 −a5
1 1 −1
a2 a4 −a6
1 1 1
a3 a5 a6


.
Since B(s) can be simplified as
B
(1) =


1
1
1
a2 − a1 a4 − a1
a3 − a4
a5 − a4 a6 − a5
02×6


and B(2) =


1
1
1
a1 − a4 a1 − a5
a4 − a2 a2 − a6
a5 − a3 a6 − a3
02×6


,
we have
• rank(B(1)) = 6 if and only if (a2 − a1)(a4 − a3)(a6 − a5) 6= 0.
• rank(B(2)) = 6 if and only if (a1 − a4)(a2 − a6)(a3 − a5)− (a2 − a4)(a1 − a5)(a3 − a6) 6= 0.
Take f(x1, x2, . . . , x6) = (x1−x4)(x2−x6)(x3−x5)−(x2−x4)(x1−x5)(x3−x6), we have deg(f) = 3. From the assumption
that {ai}i∈[n] are pairwise distinct, we know that erasure patterns of Type I can be easily corrected. Then if we also want to
correct all erasure patterns of Type II, {ai}i∈[n] only need to have the property that for any {ai1 , ai2 , . . . , ai6} ⊆ {ai}i∈[n]
and each π ∈ S6, f(aipi(1) , . . . , aipi(6)) 6= 0.
Different from the proof of Theorem IV.1, here we use the hypergraph independent set approach.
Let H be a 6-uniform hypergraph with vertex set Fq, each set of 6 vertices {v1, . . . , v6} forms a 6-hyperedge if and only if
f(vpi(1), . . . , vpi(6)) = 0 for some π ∈ S6. From the construction of the hypergraph H, if there exists an independent set I such
that |I| ≥ n, then we can construct an objective matrix A0 by arbitrarily choosing n different vertices from I as elements for
its 2nd row.
Since degxi(f) = 1 for each xi, and f(v1, . . . , xi, . . . , v6) is a non-zero polynomial for any 5-subset {vj}j∈[6]\{i} ⊆ Fq.
Thus the maximal 5-degree of H ∆5(H) ≤ 6!. By Theorem II.10,
α(H) ≥ c5
5
(q log q)
1
5 > n.
Denote I(H) as the maximum independent set in H, therefore, there exists a subset A = {a1 . . . , an} ⊆ Fq such that the
matrix A0 of the form
A0 =
(
1 1 1 · · · 1
a1 a2 a3 · · · an
)
satisfies both (i) and (ii). Thus, the resulting tensor product code C = P4 ⊗ Crow is an MR code instantiating topology
T4×n(1, 2, 0).
2) Lower bound:
The above theorem says that for any q > n
5
log(n) · C0, there exists an MR code C for topology T4×n(1, 2, 0) over Fq . This
actually gives an upper bound n
5
log(n) · C0 on the minimal field size required for the existence of an MR code. But is this
polynomial trend really necessary? Recall the MDS Conjecture:
MDS Conjecture. If there is a nontrivial [n, k] MDS code over Fq, then n ≤ q + 1, except when q is even and k = 3 or
k = q − 1 in which case n ≤ q + 2.
Since the code Crow is always an MDS code, thus from the MDS Conjecture we know that a linear lower bound is necessary,
but will it be sufficient? Sadly not. The next theorem gives a polynomial lower bound on the smallest field size required for
the existence of an MR code for the topology T4×n(1, 2, 0).
Theorem V.2. If q < (n−3)
2
4 +2, then for any tensor product code C = Ccol⊗Crow over Fq with Ccol as a [4, 3, 2] MDS code
and Crow as an [n, n− 2, 3] MDS code, C can not be an MR code that instantiates the topology T4×n(1, 2, 0).
To give the proof, we need the following two propositions:
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Proposition V.3. Take ω ∈ F∗q as the primitive element. If there exist six distinct ti ∈ Zq−1 such that t1+t6 = t2+t5 = t3+t4,
then the polynomial f(x1, x2, . . . , x6) = (x1 − x4)(x2 − x6)(x3 − x5)− (x2 − x4)(x1 − x5)(x3 − x6) has a zero of the form
(ωt1 , . . . , ωt6).
Proof. By substituting (ωt1 , . . . , ωt6) to f(x1, x2, . . . , x6) directly, we have
(ωt1 − ωt5)(ωt2 − ωt4)(ωt3 − ωt6)− (ωt1 − ωt4)(ωt2 − ωt6)(ωt3 − ωt5)
=ωt1+t2+t3 [(1− ωt5−t1)(1− ωt4−t2)(1 − ωt6−t3)− (1− ωt6−t2)(1 − ωt5−t3)(1 − ωt4−t1)].
Since t1 + t6 = t2 + t5 = t3 + t4, then we have 

t5 − t1 = t6 − t2
t4 − t2 = t5 − t3
t6 − t3 = t4 − t1
.
Using these three identities, we have f(ωt1 , . . . , ωt6) = 0.
Let N ≥ 2 be a positive integer, for any subset A ⊆ ZN , we say A is a 2-Sidon set if for any 2-subset {a1, b1} ⊆ A there
exists at most one other {a2, b2} ⊆ A different from {a1, b1} such that a1 + b1 = a2 + b2.
Proposition V.4. For any A ⊆ ZN , if A is a 2-Sidon set, then we have |A| ≤ 2
√
N + 1.
Proof. Since A+A ⊆ ZN , by a simple double counting, we have(|A|
2
)
≤ 2N.
Thus |A| ≤ 2√N + 1.
Proof of Theorem V.2. Different from the proof of the upper bound, since we want to obtain a necessary condition for the
existence of an MR code, we have to deal with the general case.
For any [4, 3, 2] MDS code C1 and [n, n− 2, 3] MDS code C2, take
H1 = (a1, a2, a3, a4) and H2 =
(
b11 b12 · · · b1n
b21 b22 · · · b2n
)
as their parity check matrices. Then the pseudo-parity check matrix of C = C1 ⊗ C2 has the following form
H =


a1 · In a2 · In a3 · In a4 · In
H2 0 0 0
0 H2 0 0
0 0 H2 0
0 0 0 H2

 .
Take H1 = (a1, a2, a3, a4) as a vector in Fq and consider its Hamming weight w(H1).
Since C1 is a [4, 3, 2] MDS code, we have w(H1) = 4. Therefore, ai 6= 0 for each i ∈ [4] and
H|Es =


A
′(s)
6×6 06×6
A
(s)
8×6 B
(s)
8×6
0(n−6)×6 0(n−6)×6

 ,
where
A
′(1) =


a1
a1
a1
a2
a3
a3


and A′(2) =


a1
a1
a1
a2
a2
a3


,
A
(1) =


β1 β2 β3
β4
β5 β6
02×6

 and A(2) =


β1 β2 β3
β4 β5
β6
02×6

 ,
13
B
(1) =


−a2
a1
β1 −a2a1β2 −
a3
a1
β3
β1 β2 −a4a2β4
β3 −a4a3β5 −
a4
a3
β6
β4 β5 β6


and
B
(2) =


−a2
a1
β1 −a3a1 β2 −
a4
a1
β3
β1 −a3a2 β4 −a4a2β5
β2 β4 −a4a3β6
β3 β5 β6

 ,
for the column vectors {β1, . . . , β6} ∈ H2 corresponding to Es.
It can be easily verified that the first row of B(s) can be linearly expressed by the other three rows. Thus rank(B(1)) =
rank(B(2)) = 6 if and only if the following two systems of linear equations only have zero solutions.

x1 · β1 + x2 · β2 − x4 · a4a2 β4 = 0
x3 · β3 − x5 · a4a3β5 − x6 ·
a4
a3
β6 = 0
x4 · β4 + x5 · β5 + x6 · β6 = 0
(20)


x1 · β1 − x4 · a3a2β4 − x5 ·
a4
a2
β5 = 0
x2 · β2 + x4 · β4 − x6 · a4a3 β6 = 0
x3 · β3 + x5 · β5 + x6 · β6 = 0
(21)
For (20), if there exists a non-zero solution (c1, . . . , c6), then
c3 · β3 = a4
a3
· (c5β5 + c6β6) and c4 · β4 = −(c5β5 + c6β6).
By this, we have that β3 and β4 are linearly dependent, which contradicts the MDS property ofH2. Therefore, when w(H1) = 4,
despite the size of the field, rank(B(1)) = 6.
For (21), different from (20), it can have non-zero solution (d1, . . . , d6) and does not violate the MDS property of H2. For
example, take ω ∈ F∗q as the primitive element, if βi = (1, ωti) for some distinct ti ∈ [q−1] such that t1+t6 = t2+t5 = t3+t4,
then the resulting B2 has rank(B2) ≤ 5 and this guarantees the existence of non-zero solution for (21).
W.o.l.g., assume n ≥ 8, then from the MDS property of H2, we know thatH2 contains at least n−2 weight-2 columns. Since
any six distinct elements of [n] can be chosen to form an erasure pattern E2 of Type II, therefore, the maximal recoverability
requires that rank(B(2)) = 6 for any six distinct columns in H2. Especially, we can take all these columns with weight equal
to 2. Assume βi = (bi1, bi2)
T with bis 6= 0 for each i ∈ [6], s ∈ [2]. Then B(2) can be formulated as
B
(2) =


−a2b11
a1
·
(
1
r1
)
−a3b21
a1
·
(
1
r2
)
−a4b31
a1
·
(
1
r3
)
b11 ·
(
1
r1
)
−a3b41
a2
·
(
1
r4
)
−a4b51
a2
·
(
1
r5
)
b21 ·
(
1
r2
)
b41 ·
(
1
r4
)
−a4b61
a3
·
(
1
r6
)
b31 ·
(
1
r3
)
b51 ·
(
1
r5
)
b61 ·
(
1
r6
)


,
where ri =
bi2
bi1
for each i ∈ [6]. Since the first row of B(2) can be linearly expressed by the other three rows and the scaling
of each column doesn’t affect the linear dependency, we have rank(B(2)) = rank(B˜(2)), where
B˜
(2) =


(
1
r1
)
−a3
a2
·
(
1
r4
)
−a4
a2
·
(
1
r5
)
(
1
r2
) (
1
r4
)
−a4
a3
·
(
1
r6
)
(
1
r3
) (
1
r5
) (
1
r6
)


.
And it can be simplified as
B˜
(2) =


1
1
1
a3
a2
(r1 − r4) a4a2 (r1 − r5)
r4 − r2 a4a3 (r2 − r6)
r5 − r3 r6 − r3


.
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Therefore, rank(B(2)) = rank(B˜(2)) = 6 if and only if (r1 − r4)(r2 − r6)(r3 − r5)− (r2 − r4)(r1 − r5)(r3 − r6) 6= 0. ∗
In order to show that the tensor product code C can’t correct all erasure patterns of Type II, we need to prove that if q isn’t large
enough, there will always be six distinct columns {bi1·(1, ri)T }i∈[6] with (r1−r4)(r2−r6)(r3−r5)−(r2−r4)(r1−r5)(r3−r6) =
0, which is shown as follows.
Consider n − 2 distinct columns of H2 with weight 2, {bi1 · (1, ri)T }i∈[n−2], according to the MDS property, we know
that ri 6= rj for all i 6= j ∈ [n − 2]. Therefore, if we take ri = ωti for each i ∈ [n − 2], we know that ti 6= tj for all
i 6= j ∈ [n− 2]. Denote A = {ti}i∈[n−2], then A is an (n− 2)-subset of Zq−2. Since q < (n−3)
2
4 + 2, by Proposition V.4, we
know that A can’t be a 2-Sidon set. Thus, there are at least three different 2-subsets {t1, t6}, {t2, t5}, {t3, t4} ∈ A, such that
t1 + t6 = t2 + t5 = t3 + t4 and tis are all distinct. By Proposition V.3, the corresponding {rj}j∈[6] such that rj = ωtj for
each j ∈ [6], satisfies (r1 − r4)(r2 − r6)(r3 − r5)− (r2 − r4)(r1 − r5)(r3 − r6) = 0.
Therefore, C can not correct the erasure patterns of Type II formed by the corresponding six columns {bj1 · (1, rj)T }j∈[6],
which means C is not an MR code that instantiates the topology T4×n(1, 2, 0).
B. MR codes for topologies T3×n(1, 3, 0)
First, we will give a complete characterization of the regular irreducible erasure patterns for topology T3×n(1, 3, 0).
Denote E as the set of all the types of regular irreducible erasure patterns for topology T3×n(1, 3, 0). For each E ∈ E ,
by (13), we have |UE | + 3 ≤ |VE | ≤ 3|UE| − 3, which leads to |UE | ≥ 3. Since UE ⊆ [m] = [3], we have |UE | = 3 and
|VE | = 6. Therefore, from (14), we have |E| = 12, and from the irreducibility, each erasure pattern has exactly 2 erasures in
each column and 4 erasures in each row. Finally by checking the regularity case by case, there is only one type of erasure
patterns in E :
E0 =


∗ ∗ ∗ ∗ ◦ ◦
∗ ∗ ◦ ◦ ∗ ∗
◦ ◦ ∗ ∗ ∗ ∗

 .
1) Upper bound:
The following upper bound on the field size required for the existence of an MR code that instantiates the topology
T3×n(1, 3, 0) also improves the general upper bound from Theorem IV.1.
Theorem V.5. For any q > n
5
log(n) · C2, there exists an MR code C that instantiates the topology T3×n(1, 3, 0) over the field
Fq, where C2 ≥ (10c5 )5 is an absolute constant.
Sketch of the proof. Since the idea of the proof is the same as that of Theorem V.1, we only sketch the main steps here.
Let Ccol be the simple parity code P3, we are going to construct a 3× n matrix Hrow such that:
(i) Every 3 distinct columns of Hrow are linearly independent.
(ii) For each erasure pattern E of type E0, the pseudo-parity check matrix H ∈ F(n+9)×3nq of P3 ⊗ Crow satisfies:
rank(H|E) = 12.
Suppose there exists an objective matrix A0 of the form
A0 =

 1 1 1 · · · 1a1 a2 a3 · · · an
a21 a
2
2 a
2
3 · · · a2n

 ,
where {ai}i∈[n] are pairwise distinct elements in Fq. Then we have the corresponding pseudo-parity check matrix
HA0 |E0 =


I6 06×6
A9×6 B9×6
0(n−6)×6 0(n−6)×6

 ,
where
A =


1 1 1 1
a1 a2 a3 a4
a21 a
2
2 a
2
3 a
2
4
1 1
a5 a6
a25 a
2
6
03×6


and B =


−1 −1 −1 −1
−a1 −a2 −a3 −a4
−a21 −a22 −a23 −a24
1 1 −1 −1
a1 a2 −a5 −a6
a21 a
2
2 −a25 −a26
1 1 1 1
a3 a4 a5 a6
a23 a
2
4 a
2
5 a
2
6


.
∗Recall the condition of B(2) having full rank and the polynomial f(x1, x2, . . . , x6) we defined in the proof of Theorem V.1, the condition we obtain
here for the general case is actually the same.
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Since B can be simplified as
B =


1
1
a2 − a1 a1 − a5 a1 − a6
a22 − a21 a21 − a25 a21 − a26
a4 − a3 a5 − a3 a6 − a3
a24 − a23 a25 − a23 a26 − a23
03×6


,
thus we have
• rank(B) = 6 if and only if f(a1, . . . , a6) 6= 0, where
f(x1, . . . , x6) = (x1 − x2)(x3 − x4)[(x1 − x6)(x2 − x6)(x3 − x5)(x4 − x6)− (x1 − x5)(x2 − x5)(x3 − x6)(x4 − x6)].
Let H be a 6-uniform hypergraph with vertex set Fq, each set of 6 vertices {v1, . . . , v6} forms a 6-hyperedge if and only if
f(vpi(1), . . . , vpi(6)) = 0 for some π ∈ S6. If there exists an independent set I ⊆ Fq such that |I| ≥ n, then we can construct
an objective matrix A0 by arbitrarily choosing n different vertices from I as {ai}i∈[n].
Since degxi(f) ≤ 2 for each xi, and f(v1, . . . , xi, . . . , v6) is a non-zero polynomial for any 5-subset {vj}j∈[6]\{i} ∈ Fq,
we have ∆5(H) ≤ 2 · 6!. Thus, by Theorem II.10,
α(H) ≥ c5
5
(q log q)
1
5 > n,
therefore, there exists a subset A = {a1, . . . , an} ⊆ Fq such that the corresponding Vandermonde matrix A0 is the objective
parity check matrix of the row code Crow.
2) Lower bound:
The next theorem gives a linear lower bound on the smallest field size required for the existence of an MR code for topology
T3×n(1, 3, 0).
Theorem V.6. If q <
√
n2−11n+34
2 , then for any tensor product code C = Ccol ⊗ Crow over Fq with Ccol as a [3, 2, 2] MDS
code and Crow as an [n, n− 3, 4] MDS code, C can not be an MR code that instantiates the topology T3×n(1, 3, 0).
Sketch of the proof. For any [3, 2, 2] MDS code C1 and [n, n− 3, 4] MDS code C2 , take
H1 = (a1, a2, a3) and H2 =

 b11 b12 · · · b1nb21 b22 · · · b2n
b31 b32 · · · b3n


as their parity check matrices. Then the pseudo-parity check matrix will be
H =


a1 · In a2 · In a3 · In
H2 0 0
0 H2 0
0 0 H2

 .
Take H1 = (a1, a2, a3) as a vector in Fq and consider its Hamming weight w(H1). Similarly, from the MDS property of
C1, we have w(H1) = 3. Thus we have
H|E0 =


A
′
6×6 06×6
A9×6 B9×6
0(n−6)×6 0(n−6)×6

 ,
where
A
′ =


a1
a1
a1
a1
a2
a2


and B =

−a2a1β1 −a2a1β2 −a3a1β3 −a3a1 β4β1 β2 −a3a2 β5 −a3a2 β6
β3 β4 β5 β6

 ,
for the column vectors {β1, . . . , β6} ∈ H2 corresponding to E0.
Different from the case for topology T4×n(1, 2, 0), first, we shall divide the columns of H2 into the following two parts.
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• Part one: (b1i, b2i, b3i)T ∈ H2 with b1i 6= 0;
• Part two: (b1i, b2i, b3i)T ∈ H2 with b1i = 0.
Denote the set of columns in Part two as C2, if |C2| ≥ 6, we can choose six distinct column vectors from C2 as the
corresponding {β1, . . . , β6} in B. Since βj(1) = 0 for each j ∈ [6], we have rank(B) ≤ 4. Thus C can not correct all erasure
patterns of type E0 if |C2| ≥ 6.
Assume |C2| ≤ 5. Denote the set of columns in Part one as C1. Assume |C1| ≥ 6, take any six distinct column vectors
from C1 as the corresponding {β1, . . . , β6} in B. Similarly, after some scaling process for columns in B, we can get a matrix
B˜ of the form
B˜ =



 1r11
r12



 1r21
r22

 −a3
a2
·

 1r51
r52

 −a3
a2
·

 1r61
r62



 1r31
r32



 1r41
r42



 1r51
r52



 1r61
r62




,
such that rank(B) = rank(B˜), where βj = βj(1) · (1, rj1, rj2)T for each j ∈ [6]. And B˜ can be simplified as
B˜ =


1
1
γ2 − γ1 a3a2 (γ1 − γ5) a3a2 (γ1 − γ6)
γ4 − γ3 γ5 − γ3 γ6 − γ3

 ,
where γj = (rj1, rj2)
T for each j ∈ [6].
In order to show that the tensor product code C can’t correct all erasure patterns of type E0, we need to prove that if q isn’t
large enough, there will always be six distinct columns {bj1 · (1, γj)T }j∈[6] in C1 with the resulting B˜ having rank less than
6.
Let A ⊆ F2q such that for any {a1, a2} ⊆ A, there exists at most one other 2-subset {a3, a4} ⊆ A different from {a1, a2}
satisfying a2 − a1 = a4 − a3.† Thus we have (|A|
2
)
≤ 2 · (q2 − 1),
and |A| ≤ 2
√
q2 − 1516 + 12 .
Since q <
√
n2−11n+34
2 , we have |C1| = n − |C2| ≥ n − 5 > 2
√
q2 − 1516 + 12 . Therefore, there exist six distinct columns
{bj1 · (1, γj)T }j∈[6] in C1 such that γ2 − γ1 = γ4 − γ3 = γ6 − γ5 and the matrix B˜ corresponding to {bj1 · (1, γj)T }j∈[6] has
rank(B˜) = 5 < 6. Thus C can not correct all erasure patterns of type E0.
VI. CONCLUDING REMARKS AND FURTHER RESEARCH
In this paper, we obtain a polynomial upper bound on the minimal size of fields required for the existence of MR codes that
instantiate the topology Tm×n(1, b, 0), which improves the general upper bound given by Gopalan et al. [13]. We also consider
some special cases with fixed m and b, for each of which, we obtain an improved upper bound and a non-trivial lower bound.
Though many works have been done, there is still a wide range of questions that remain open. Here we highlight some of the
questions related to our work.
• Due to the rough estimation on the number of regular erasure patterns, the upper bound given by Theorem IV.1 still grows
exponentially with m. If one can give a better characterization of the regular erasure patterns (probably using tools from
extremal graph theory), we believe the general upper bound in Theorem IV.1 can also be improved.
• As for the lower bound, we only considered the two simplest cases. For general case, due to the complexity of the erasure
patterns, our method might not work. Therefore, a general non-trivial lower bound on the field size of codes achieving
the MR property for topologies Tm×n(1, b, 0) remains widely open.
• Under the limitations of the methods themselves, the Combinatorial Nullstellensatz and the hypergraph independent set
approach can only give existence results. Therefore, explicit constructions of MR codes for topologies Tm×n(1, b, 0) over
small fields are still interesting open problems. In particular, is it possible to give an explicit construction of MR codes
for the topology T4×n(1, 2, 0) over a field of size between Ω(n2) and O(n5/ log(n))?
• Unfortunately, the lower bound given by Theorem V.6 doesn’t beat the lower bound q ≥ n − 1 or q ≥ n − 2 given by
the MDS conjecture. But considering the matrix B˜ in the proof, the MDS property already ensures B˜ has full rank when
restricting to most of the columns. Thus, probably the upper bound given by Theorem V.5 can be improved to be a linear
function of n.
†This subset A here can be viewed as a generalized 2-Sidon set over the vector space.
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