Abstract-Hitless defragmentation has been introduced as an approach to limit the spectrum fragmentation in elastic optical networks without traffic disruption. It facilitates the accommodation of new requests by creating large spectrum blocks as it moves active lightpaths (retuning) to fill in gaps left in the spectrum by expired ones. Nevertheless, hitless defragmentation witnesses limitations for gradual retuning with the conventionally used first-fit allocation. The firstfit allocation stacks all lightpaths to the lower end of the spectrum. This leads to a large number of lightpaths that need to be retuned and are subject to interfering with each other's retuning. This paper proposes a route partitioning scheme for hitless defragmentation in order to increase the admissible traffic in elastic optical networks. The proposed scheme uses route partitioning with the first-last fit allocation to increase the possibilities of lightpath retuning by avoiding the retuning interference among lightpaths. The first-last fit allocation is used to set a bipartition with one partition allocated with the first fit and the second with the last fit. Lightpaths that are allocated on different partitions cannot interfere with each other. Thus, the route partitioning avoids interference among lightpaths when retuning. We define the route partitioning problem as an optimization problem to minimize the total interference. We then introduce an integer linear programming problem (ILP) that yields an optimal routing and partitioning. We prove that the route partitioning problem is non-deterministic polynomialtime hard (NP-hard). We present a heuristic algorithm for large networks, where the ILP used to represent the route partitioning is not tractable. The simulation results show that the proposed route partitioning scheme using the first-last fit outperforms the conventional first-fit allocation for hitless defragmentation in term of allowable traffic.
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I. INTRODUCTION
T he traffic volume in communication networks witnesses continuous growth due to the increasing number of connection demands and higher capacity requirements.
This trend becomes more and more highlighted each passing year with the spread of high-definition television, threedimensional video on demand, e-learning, and cloud computing. As the volume of traffic and the capacity requirement rapidly increase, the network resources used to accommodate them must be spent efficiently.
The elastic optical network (EON) [1, 2] has been shown to offer an efficient use of the network spectrum resources for future high-speed optical communications. It relieves the actual International Telecommunication Union Telecommunication Standardization Sector frequency grid, which has already reached its limits for traffic above 100 Gb/s. EONs offer a flexible and elastic frequency allocation, as only the necessary bandwidth for a given traffic demand is allocated. Due to their flexibility, EONs provide new features in terms of the segmentation and aggregation of spectral resources (sub-wavelength and super-wavelength), efficient accommodation of multiple data rates, and elastic variation of allocated resources [2] .
The routing and spectrum allocation (RSA) problem [3] [4] [5] is considered one of the key functionalities in EONs. It is, given a set of traffic demands, the problem of setting up lightpaths by routing and allocating the necessary spectrum (required sub-wavelengths) to each traffic demand. RSA is performed under EON constraints, which are mainly a traffic constraint, sub-wavelength consecutiveness constraint, spectrum continuity constraint, and guard band constraint. The sub-wavelength consecutiveness and spectrum continuity constraints differentiate the RSA problem from the routing and wavelength assignment problem in wavelength division multiplexing networks. They ensure that, with the flexible spectrum allocation in EONs, the lightpath allocated to a demand is of the requested size and consists of consecutive sub-wavelengths (slot blocks) that are available through its routing path.
In EONs, connections are added or terminated at any moment dynamically. The resources previously utilized by terminated connections need to be reallocated to new requests. As the requests are of varying sizes, this leads to the appearance of small-sized spectrum slot blocks (non-consecutiveness) and to dispersed slot blocks that are not available through contiguous links (non-alignment). This phenomenon is referred to as spectrum fragmentation. Due to the RSA constraints, spectrum fragmentation leads to requests being blocked, and hence the traffic admissibility of the network is reduced. An analytical model to capture the spectrum fragmentation in a two-service elastic optical link is presented in Ref. [6] .
To overcome the issue of spectrum fragmentation in EONs, several defragmentation approaches have been presented. In Ref. [7] , the authors show that avoiding spectrum fragmentation mainly comes from promoting the availability of large slot blocks and furthering their alignment through consecutive links. For that, both preventive and reactive approaches have been considered [8, 9] . A defragmentation scheme is proactive when it is applied without waiting for a new request. It takes evasive actions to avoid the spectrum fragmentation. For example, a defragmentation-aware RSA or a periodic spectrum defragmentation scheme is referred to as a proactive scheme. However, most of the proactive schemes do not consider the effect of expired connections on the spectrum, while the removed lightpaths often create new fragmentation with the gap they left behind. On the other hand, a defragmentation scheme is reactive when it is triggered at the arrival of a new connection request to avoid blocking due to spectrum fragmentation. Therefore, it needs a delay before establishing a new connection and often causes traffic disruption due to the necessary rerouting.
A palliative is offered in Ref. [10] , where the authors presented a defragmentation method that works during network operation without traffic disruption, namely, hitless defragmentation. With hitless defragmentation, the spectrum of a given lightpath is instantaneously retuned and shifted down to fill in the available slots gaps left by terminated connections. During the retuning operation, the traffic on the lightpath is still active. By retuning lightpaths and keeping the spectrum at its lowest index, hitless defragmentation facilitates the alignment and consecutiveness of the spectrum slot blocks, therefore leading to the accommodation of more subsequent demands. Different hitless defragmentation approaches have been presented [11] [12] [13] [14] [15] . These approaches either use gradual spectrum retuning [11] or jump retuning [12] . The gradual spectrum retuning approaches proceed to a gradual move of the lightpath(s) through the spectrum, while the jump retuning approaches directly move the retuned lightpath from its initial index to its destination. In both cases, hitless defragmentation approaches are mostly proactive and have been deployed using the first-fit allocation policy.
However, with the first-fit allocation policy, the full potential of hitless defragmentation may not be reached using gradual retuning. This is due to the first-fit allocation policy assigning new lightpath connections to the lowest available bandwidth. In this case, all the lightpaths are stacked, and as a result, the possibilities to maneuver are limited. Therefore, using gradual retuning, we are not able to move all lightpaths to their intended index; a lightpath can be moved only as far as to the next spectrum index being used on one of its links. Furthermore, when the number of connections increases, the number of retuning operations needed to rearrange the spectrum also increases. This leads to more retuning operations being uncompleted due to the interference of new connections. On the other hand, hitless defragmentation with jump retuning is not tractable for fine granular EONs (7.5-12.5 GHz grid) [12] . This paper proposes a route partitioning scheme for a proactive push-pull hitless defragmentation in order to increase the amount of allowable traffic in EONs. The proposed scheme uses the first-last fit allocation with route partitioning to further the possibilities of lightpath retuning by avoiding retuning interference among connections. A retuning interference occurs when a lightpath could not be moved to its intended index without jumping part of the spectrum. This is due to the lightpath enabled to be gradually moved only as far as to the next spectrum index being used on one of its links. To be able to gradually retune a lightpath whenever possible without recurring to spectrum jump, the first-last fit allocation is used. It offers more options than the first-fit allocation. In particular, the route partitioning used as a side selection policy reduces the retuning time and limits lightpath interference.
We define the route partitioning problem as an optimization problem. We formulate it with an integer linear programming (ILP) problem. We prove that the route partitioning problem is non-deterministic polynomial-time hard (NP-hard). A heuristic algorithm is introduced for large networks, where the ILP used to represent the route partitioning is not tractable. We evaluate the proposed scheme through different networks and varied retuning speeds. The results indicate that it reduces the bandwidth blocking probability in EONs and allows for additional traffic load compared to the first fit.
The remainder of this paper is organized as follows. Section II discusses related works. The limits of hitless defragmentation using the first fit are provided in Section III. Section IV presents the proposed scheme. The performance of the proposed scheme is evaluated in Section V. Finally, Section VI concludes this paper.
II. RELATED WORKS ON SPECTRUM DEFRAGMENTATION
One of the major concerns in EONs is the spectrum fragmentation induced by the dynamic allocation and tearing down of connections with variable sizes. When larger connections are replaced by smaller ones, spectrum gaps are left, and this increases the possibility for new connections to be rejected due to the spectrum consecutiveness and continuity constraint of the RSA problem. In the literature, several defragmentation methods have been presented to limit the fragmentation effect and reduce the network bandwidth blocking probability (BBP). The BBP is defined as a ratio of the number of blocked connection requests to the number of connection requests in the network. The following subsections present related works on defragmentation schemes with or without considering hitless.
A. Non-hitless Defragmentation Schemes
Shi et al. studied [7] the theoretical effect of bandwidth fragmentation on blocking probability in EONs in order to reduce the BBP. Their results indicate that the available slot blocks' (SB) alignment over links and the size of the SBs are critical to the assignment of new demands. Taking this direction, Yin et al. considered this issue in Ref. [16] and formulated the fragmentation as a two-dimensional problem, such as i) a fragmentation problem and ii) a misalignment problem. They presented proactive fragmentation-aware algorithms to prevent the blocking of incoming lightpath requests. The algorithms are presented as routing and spectrum allocation schemes that aim to fragment the least number of continuous spectral blocks on candidate links while filling up as many misaligned spectral slots as possible on neighboring links. One of the proposed algorithms also includes congestion avoidance to limit request blocking due to network congestion when the network is heavily loaded. In Ref. [17] , the authors presented a fragmentationaware RSA scheme based on the distribution of the traffic bandwidth. They advocate the use of several different schemes for each step of the RSA process to increase the RSA efficiency and reduce computational complexity.
In Ref. [18] , Wang and Mukherjee have shown that the lightpath provisioning efficiency is improved by using dedicated partitions for different bandwidth lightpaths in dynamic EONs. They studied three spectrum management methods, namely, i) complete sharing with partitioning; ii) pseudopartitioning, where the connections with high and low bandwidth requests are respectively allocated lightpaths at the high and low ends of the spectrum; and iii) dedicated partitioning, where each partition of spectrum carries a uniform data rate and where they seek an optimal partitioning. A similar approach was presented in Refs. [19, 20] , as the authors use subcarrier slot partitions in order to promote both slot block alignment and spectrum consecutiveness. They use the first-last fit allocation and assign lightpaths to the partitions based on the links utilized by particular connections.
Zhang et al. in Refs. [8, 9] presented a study on the defragmentation process. They considered the questions of when, what, and how to defragment. The joint answer to these questions led them to algorithms that accomplish defragmentation through proactive network reconfiguration with little rerouting and minimum traffic disruption. They employ connection selection strategies, defragmentation-based RSA, and dependency graphs to perform rerouting with best effort traffic migration and minimum traffic disruption. Additionally, they studied in Ref. [9] the effect of the relation between the initial routing algorithm and the rerouting algorithm. They also added an adaptive defragmentation timing selection policy.
The above-mentioned defragmentation methods are either proactive with no reactive measure to additional fragmentation induced by the expired connection or cause traffic disruption when they are reactive. Chen et al. introduced in Ref. [21] a multi-path defragmentation instead of applying proactive solutions or reactively rearranging the spectrum. They use traffic splitting to aggregate spectrum fragments. In Ref. [22] , the authors explored the split spectrum approach and presented mechanisms to attack the problem. However, this method challenges some of the RSA problem constraints, such as the spectrum consecutiveness, and presents path differential delay considerations.
B. Hitless Defragmentation Schemes
Hitless defragmentation has been presented as a defragmentation method that works continuously in EONs without service disruption [23] . It advocates retuning the spectrum of the already established lightpaths after a connection is terminated to fill in the gap left behind. This process is executed without rerouting, and therefore it does not require any traffic interruption. Figure 1 shows an example of hitless defragmentation, where the horizontal axis indicates the routing paths and the vertical axis indicates the spectrum. In this example, we use five signals, such as l1 (200 Gbps between A-B), l2 (100 Gbps between C-D), l3 (100 Gbps between A-C), l4 (400 Gbps between B-D), and l5 (200 Gbps between A-D). Initially, signals l1 to l4 are active. Then l1 is terminated. Hitless defragmentation is applied to move down l3 and l4. Eventually, l5 is added.
Two retuning approaches, namely, i) hop retuning [12] and ii) push-pull retuning [13] , have been demonstrated in the literature for hitless defragmentation and are discussed in the following subsections.
1) Hop Retuning:
Hop retuning allows the retuning of a lightpath to any available spectrum slot regardless of whether it is contiguous or not. Its enabling technology was introduced in Ref. [12] . The authors use fast tunable lasers at the transmitter and burst-mode coherent receivers with fast wavelength tracking at the receiver. The fast auto-tracking technique involves an athermal arrayed waveguide grating (AWG) with a detector array sensing a change in the transmission wavelength.
Zhang et al. [14] presented two hitless defragmentation algorithms to maximize the spectrum rejoins (MSR) and to minimize the number of operations (MMO), respectively. The MSR algorithm is applied in both hop retuning and spectrum sweeping (push and pull), while the MMO is used for hop tuning only. Their results indicate that both algorithms reduce the BBP compared to the spectrum sweeping technique. However, as stated in Ref. [12] , hop-retuning technology is not easy to deploy in the case of a fine granular grid. This is due to the sensitivity of the spectrum wavelength detection. With each fast-tuning laser/coherent receiver couple covering only the range of a spectrum slot, the number of photodetectors needed is equal to the number of spectrum slots. As an example, in a 12.5 GHz grid, a 400 port AWG and 400 photodetectors are required; this increases the system complexity. Therefore, hop-retuning technology is not preferred as a defragmentation approach for a fine granular grid.
2) Push-Pull Retuning: The technology demonstrated in Ref. [13] for a push and pull approach is used for all spectrum grid ranges. The authors introduced a dynamic and flexible network node architecture using modulation flexible universal transceivers. The retuning is executed gradually, and the spectrum change cannot be jumped. It is performed by all involved devices in a coordinated manner under a distributed control environment or a centralized network controller. This process is executed without rerouting and therefore does not require any traffic interruption.
The retuning time in push-pull retuning is determined by considering a retuning step width of 2.5 GHz and sweeping rates of 1, 10, 100, or 1000 ms/step [13] . For an example, in a 12.5 GHz granular EON, 5 ms per slot block is needed at each step for a sweeping rate of 1 ms/step (0.5 s is needed for 100 ms/step).
The self-optimizing defragmentation method also presented in Ref. [13] is further explored in Ref. [10] with various considerations, such as distance adaptive modulation.
In Ref. [15] , the authors presented a hitless optical path shift approach using push and pull retuning. Initially, they considered a proactive defragmentation that maintains the spectrum to a delta state where no lightpath is reallocated. Their proposed algorithm is triggered when a lightpath leaves. Considering that frequent defragmentation upon each lightpath termination is undesirable, they introduced a reactive defragmentation. With the reactive approach, a defragmentation is executed only when necessary, namely, when a connection cannot be established without defragmentation. Also, only relevant lightpaths are defragmented to accommodate the incoming request to avoid lightpath provisioning delays.
C. Summary of Related Works
In summary, several works have been presented to reduce spectrum bandwidth fragmentation in EONs, some proactive and others reactive. They can be categorized into non-hitless defragmentation schemes and hitless defragmentation schemes. Non-hitless defragmentation schemes offer some advantages: most of them can be deployed without additional equipment. However, they often lead to traffic disruptions. In the case of sensitive data transmissions, for which traffic disruption is to be avoided, hitless defragmentation schemes are preferable.
For hitless defragmentation schemes, the presented works indicate that hop retuning yields better performances. However, hop retuning is difficult to deploy for a fine granular spectrum. On the other hand, push-pull retuning is used for all spectrum granularity and offers significant request blocking reduction. In this work, we consider a proactive hitless defragmentation scheme using push-pull retuning to offer a defragmentation of the spectrum without traffic disruption. Table I summarizes the different defragmentation methods with some related works in the literature.
III. END-OF-LINE IN HITLESS DEFRAGMENTATION
Spectrum defragmentation reduces the bandwidth blocking probability in EONs. In other words, it increases the possibility of adding more traffic by avoiding the rejection of incoming lightpath requests due to the spectrum fragmentation. Several works have been presented for that effect. Mostly, defragmentation schemes aim to promote slot block alignment and spectrum consecutiveness. Taking that direction, hitless defragmentation retunes the spectrum slots in order to fill in emptied slot blocks without interrupting established traffic. It presents a viable option to avoid traffic disruption. Hitless defragmentation can be deployed with push-pull retuning for all spectrum grid ranges. However, with hitless defragmentation, when a spectrum jump is not allowed, end-of-line situations may occur. An endof-line situation is defined by a situation where a lightpath [7] , Y. Yin [16] X. Chen [21] , W. Fadini [19] Reactive Rerouting M. Zang [9] M. Zang [9] No rerouting R. Wang [15] cannot be retuned to fill in a gap left by an expired connection due to the interference of another lightpath preventing it from being moved further. When an end-of-line situation occurs, the retuning of a lightpath, if started, is stopped. Figure 2 is an illustration of an end-of-line situation. In this example, there are initially four lightpaths l1, l2, l3, and l4, and the minimum-hop routing leads to the use of routes A-B-D and A-B-E for demands from node A to nodes D and E, respectively [see Fig. 2(b) ]. When l1 is removed [see Fig. 2(c) ], its emptied slot could be refilled by already established connection(s) (l3). However, in this case, it cannot be retuned with hitless defragmentation without a spectrum jump; l3 (route A-B-E) cannot be retuned before l2 (route A-B-D), as l3 shares link AB with l2.
Hitless defragmentation-based schemes conventionally are implemented using the first-fit allocation policy, where incoming requests are allocated to the lowest available spectrum slots. While this has the advantage of simplicity, it is exposed to the end-of-line situation. With all lightpaths stacked one over the other, it is likely to have the retuning of a lightpath blocked by the interference of another one. This restrains the possibility of retuning.
A similar effect is observed when several retuning operations are required after a connection expires. A retuning operation corresponds to the action of moving one lightpath from an initial spectrum index to another index. Multiple retuning operations may be required after a connection expires. When a lightpath is removed, the next movable lightpath is retuned to fill in the gap left behind, thus creating new space. In turn, other lightpath(s) may need retuning to fill in for the retuned lightpath(s). As a result, the retuning after an expired lightpath takes time, and newly added lightpaths between retuning operations lead to more end-of-line situations, particularly when the retuning speed is not high enough.
While hitless defragmentation offers spectrum defragmentation without traffic disruption, its effectiveness is limited by the end-of-line situation when the first-fit allocation policy is used. Therefore, the challenge of this work is to define a hitless defragmentation scheme to maximize the admissible traffic by avoiding end-of-line situations without a spectrum jump.
Note that, for the remainder of this paper, we refer to the push-pull hitless defragmentation method as hitless defragmentation.
IV. PROPOSED SCHEME

A. Overview
With the objective to increase the admissible traffic in the network, we aim to minimize the BBP in dynamic EONs. The proposed route partitioning scheme considers hitless defragmentation with the first-last fit allocation. Hitless defragmentation allows us to tackle spectrum fragmentation without any effect on the ongoing traffic, and the route partitioning helps to reduce end-of-line situations, which furthers the defragmentation possibilities.
Using hitless defragmentation, the wavelength allocated to an active lightpath is retuned to a new spectrum index, where it can fill in the gap within the spectrum. This leads to increased slot block availability. However, this spectrum reconfiguration procedure is performed between request arrivals, and the time needed to perform the retuning affects its result. The speed at which the retuning is executed impacts the performance of hitless defragmentation [13] . The time needed to retune a lightpath from an initial wavelength to a new wavelength is considered as a combination of two limitation factors: i) physical, as the speed limit at which the equipment can perform the retuning (α time per retuning step), and ii) operational (β), for operations such as synchronization. We formulate the retuning time for a lightpath as
where s is the distance between the spectrum index of the initial wavelength and the spectrum index of the new wavelength.
The first-last fit allocation policy reduces the retuning distances due to the reduced number of lightpaths that need to be retuned in one direction or the other. Our approach takes advantage of this. Furthermore, we adapt the route partition as a side selection policy, where the routing paths and the partitions are selected to avoid lightpath interference, thus managing end-of-line situations. With the multitude of offered routing possibilities in mesh networks, we define an optimization problem to find the combination of routing paths and route partitioning that minimizes the probability of lightpath interference.
The concepts of our introduced route partitioning approach are presented as follows.
B. Route Partitioning (RP)
In the proposed scheme, we aim to define a bipartition that minimizes the interference among lightpaths while using the first-last fit allocation. The partitioning is determined alongside the routing paths selected for the route requests. The spectrum bandwidth allocated to each lightpath request depends on which partition its routing path belongs to. The allocation can be either first fit or last fit.
The approach is to use an auxiliary graph where the routing paths are considered as nodes and the routes that share a link are connected by an edge. The partitions are set by seeking a cut to take advantage of the separation offered by the first-last fit allocation. The cut is defined by the set of edges that have their two edge endpoints in different sets. Given the first-last fit allocation, we use a bipartition where lightpaths with a routing path in one partition set are allocated using first fit and the other lightpaths using the last-fit allocation. This way, lightpaths with routing paths in different partitions cannot interfere with each other. Therefore, the more edges there are in the cut, the more potential lightpath interference we avoid with the partitioning.
With the effect of the cut in mind, we seek to minimize the interference among routes within the same side of the cut; the edges that are not in the cut represent the remaining interference between lightpaths allocated on the same side. For that, we seek the routing and partitioning that minimize the total interference from edges that do not belong to the cut. In other words, we want to determine the routing that, when translated into an auxiliary graph, has the lowest interference among routes after the cut is defined.
We define the edge cost of the auxiliary graph as the interference penalty to favor the grouping of some routes over others. Two different parameters are considered, namely, the ratio of uncommon links between routes and the traffic load for different source/destination pairs. When using the ratio of uncommon links as the edge cost between two routes, we aim to group the lightpaths that have parallel routings. This is given by the ratio of the number of links not shared by the routes over the number of links used by the two routes. On the other hand, with the traffic load, the grouping is set with regard to the probability of having si- Figure 3 illustrates the principle of route partitioning. It shows how the two-side selection using the first-last fit with the route partitioning affects the spectrum compared to the first-fit allocation. In this example, the routing paths P i are presented in Fig. 3(a). Figures 3(b) and 3(c) represent the derived auxiliary graphs, respectively for the first fit and the first-last fit. By assigning p2 in one partition and p1 and p3 to p5 in the other partition [see Fig. 3(c) ], we allocate lightpath l2 (routed through p2) using the first fit and lightpaths l1, l3, and l4 (respectively routed through p1, p3, and p4) using the last fit. As a result, the end-of-line situation that arises in the firstfit allocation [see Fig. 3(d) ] is avoided with the first-last fit allocation [see Fig. 3(e) ]. Note that this paper considers all lightpaths that are from the same source to the same destination to follow the same route. If multiple end-to-end routing paths are considered in order to distribute the traffic load, the proposed scheme can still be applied. That is, given the number of possible alternate routes set as a parameter, each alternate route is a new routing candidate for the route partitioning. This paper focuses on a single end-to-end routing path to present and evaluate the proposed scheme.
C. ILP Formulation
We formulate the RP optimization problem as an ILP in order to minimize the total interference after the cut. The inputs are the source/destination pairs p s; d requesting routing paths and the interference cost between them. Our formulation consists of three parts: i) determining the routing, ii) constructing an auxiliary graph where the routes are the nodes and those sharing a link are connected with an edge, and iii) defining the cut from the resulting auxiliary graph.
We summarize the used notations in Table II . The network is represented as a directed graph GV; E, where V is a set of nodes and E is a set of links. Let P denotes the collection of all route requests p s; d. The interference cost between routes p and q is given by w pq . The outputs are the routing path 
Since Eq. (2) is not a linear form, the equivalent Eq. (3a) is used for the ILP formulation. Variable k pq is introduced with constraints (3g)-(3i) to pass from a quadratic to a linear formulation: (3c)
k pq ≤ y pq ∀ p; q ∈ P; (3g)
x p ij f0; 1g ∀ i; j ∈ E; p ∈ P; (3j) y pq ; d pq ; k pq f0; 1g ∀ p; q ∈ P:
Equations (3b) and (3c) represent the traffic flow constraint. They ensure that all traffic leaving a source node is routed to its destination without any traffic lost. The constraint on the destination node is not added, as it has been proved to be redundant when the constraints at the source in Eq. (3b) and the intermediate nodes in Eq. (3c) are stated [24] . Equation (3f) defines the auxiliary graph from the routing paths. It sets y pq to 1 if routes p and q share at least a link i; j; otherwise, it is forced to 0 (x p ij 0 or x q ij 0 on all i; j links). Equations (3d) and (3e), called triangle inequalities, introduce the cut [25] . The triangle inequalities induce facets of the cut, where every three nodes define a facet, which either does or does not intersect with the cut plane. When a facet intersects with the cut plane, two of its nodes are on one side of the cut and the last one is on the opposite side. Therefore, for the two nodes on the same side, d pq is equal to zero; in Eq. (3d), the sum of d pq is less than or equal to 2. Equation (3e) guarantees that d pq is equal to 1 for nodes on opposite sides. When a facet does not intersect with the cut plane, d pq is equal to zero for all pairs, which does not 
D. NP Hardness of RP
This subsection proves that the RP problem is NP hard. Since RP is an optimization problem, its NP hardness is proved by proving that the RP decision problem defined below is NP complete.
Definition 1:
The RP decision problem (RPD). Given a network GV; E, a set of route requests P, and a real number h, is it possible to define all routes in P through GV; E and partition them with at most h total interference? Theorem 1: RPD is NP complete.
Proof: RPD is in NP, as we can verify in polynomial time that a given routing and partitioning instance of the RPD has at most h total interference. The time complexity to verify it is OjPj 2 .
We show that the maximum cut decision problem (maxcut), a well-known NP-complete problem [26] , is polynomial time reducible to RPD. Max-cut is defined as follows: is there a bipartition of the nodes in a given graph G c V c ; E c such that the total capacity of edges with two endpoints in different sets is at least k, which is a given number? First, we construct an instance of RPD from any instance of max-cut in polynomial time. An instance of max-cut is expressed by G c V c ; E c , k, w pq , y pq , and d pq , where p; q ∈ E c . w pq is the link capacity. y pq is equal to 1 if nodes p and q are adjacent, and 0 otherwise. d pq is set to 1 if nodes p and q are on different sides of the cut, and 0 otherwise.
We apply the idea of the transformation in Ref. [27] , which translates any instance of the graph coloring problem to an instance of the static lightpath establishment problem. In our case, we seek the cut capacity, which is the total capacity of edges with two endpoints in different sets, instead of the number of colors. Using the same polynomial time algorithm as in Ref. [27] , we translate any graph G c V c ; E c , for which we seek the cut capacity, into a network G 0 V 0 ; E 0 , in which we apply RPD as follows (see an example in Fig. 4 
In the following, we show that with this transformation algorithm, if a max-cut instance is feasible, then the corresponding RPD instance is feasible.
Suppose that a max-cut instance is a feasible instance. It means
If we subtract the terms of this equation from P p;q∈E c w pq , then we have
Since y pq is equal to 1 if p; q ∈ E c and 0 otherwise, y pq w pq is equal to w pq if p; q ∈ E c and 0 otherwise. Therefore, we can replace w pq , where p; q ∈ E c , by y pq w pq , where p; q ∈ P. This gives us
The left-hand side of Eq. (7) is, as expressed in Eq. (2), the total interference after partitioning in G 0 V 0 ; E 0 , translated from G c V c ; E c . Therefore, Eq. (7) establishes that if the max-cut instance is a feasible instance, then the total interference of the RPD instance is at most h 0 . To conclude that the RPD instance is a feasible instance, we verify that the routings of all routes in P exist in the network G 0 V 0 ; E 0 . This is true, since the transformation algorithm defines a unique routing for each route request. Thus, if the maxcut instance is feasible, then the RPD instance is feasible.
Finally, to complete this proof, we show that if an RPD instance in G 0 V 0 ; E 0 is feasible, then the corresponding max-cut instance in G c V c ; E c is feasible. Suppose that an instance of RPD is feasible in G 0 V 0 ; E 0 ; then, Eq. (7) is verified. By taking the opposite direction of the previous approach to verify that Eq. (5) leads to Eq. (7), we show that Eq. (7) leads to Eq. (5). With Eq. (7) verified, the max-cut instance is feasible in G c V c ; E c . Thus, if the RPD instance in G 0 V 0 ; E 0 is feasible, then the max-cut instance in G c V c ; E c is feasible.
E. Heuristic Algorithm
We introduce a heuristic algorithm for a large network where the ILP for the RP problem is not tractable. The presented heuristic algorithm is a relaxation of the RP problem by decomposing it into two separate problems solved sequentially, namely, i) the load balancing problem and ii) the maximum cut problem. The load balancing problem is solved using an ILP that is tractable for the considered networks. The maximum cut problem is solved using a heuristic algorithm. We translate the routing paths yielded by the load balancing problem to an auxiliary graph that is used as input for the maximum cut problem. The heuristic algorithm, which is referred to as load balanced routing with minimum cut (LBR-MC), is described below.
In step 1, we determine all the routing paths by using load-balanced routing in order to minimize the number of routes sharing the same link (minimum used indexes). We formulate the load balanced routing as the following ILP. The objective to minimize in Eqs. (8a) and (8b) is the number of used indexes. It is subject to the traffic continuity constraint in Eqs. (8c) and (8d). Thus,
In case the ILP for load balancing is not tractable for the considered networks, the algorithm for physical path allocation presented in Ref. [28] can be used. The steps of the algorithm in Ref. [28] are described in the following. i) All the source/destination pairs are randomly sorted and routed through the first found minimum-hop path. ii) For each pair considered, an alternative minimum-hop path substitutes the one previously assigned if and only if the number of channels (congestion) of the most loaded link in the alternative path is lower than the congestion of the most loaded link in the previously assigned path. This process is repeated for all node pairs. iii) Repeat step ii until no more substitution is possible.
In step 2, we draw an auxiliary graph from the defined routing paths. A node of the auxiliary graph expresses a route, and an edge of the auxiliary graph expresses that the two nodes connected by it share a physical link.
In step 3, we determine the partitioning. We seek the maximum cut, and then separate the routes that are allocated using first fit from the routes allocated using last fit. We use in this part a local search algorithm [29] to find a suitable cut. The local search algorithm can be resumed as follows:
i. Start with an arbitrary partition (for example, φ).
ii. Pick a node v such that moving it across the partition would yield a greater cut value.
iii. Repeat step ii until no such v exists.
Since the cut result of the local search depends on the initial settings (partition φ), we run the algorithm with varied initial settings and choose the ones that yield the best cut. Then, we define the partitioning using those settings.
Algorithm 1. LBR-MC Heuristic Algorithm
Input: Network, set of routes Output: Routing and partitions 1.
Step 1: Determine routing paths with LBR 2.
Step 2: Draw auxiliary graph from routes 3.
Step 3: Define partitions 4. 3.1: Find maximum cut 5. 3.2: Set partition for maximum cut
V. PERFORMANCE EVALUATION
We evaluate the bandwidth blocking probabilities of the proposed route partitioning scheme through simulation to assess the allowable traffic load. We compare the proposed scheme to the conventional push-pull retuning with first fit [10] and random first-last fit allocation policies. We investigate the effect of the retuning speed on the proposed scheme with varied values of α (see Eq. (1): α is in ms and β is supposed to be fixed and negligible). The effect of end-ofline and its correlation with the number of performed retuning operations are also investigated.
The following assumptions are considered for purpose of the simulation. The channel spacing and the total number of spectrum subcarrier slots per channel are considered as 12.5 GHz and 400, respectively. The connection requests are generated randomly based on a Poisson distribution process (λ), and the holding time of connection requests follows an exponential distribution (H 1∕μ). The traffic load is given in Erlangs by ρ λ H. The source and destination of each request are supposed to be independent from the previous ones, and the number of requested lightpaths is uniformly distributed from 1 to 16. We run the simulation for 200 different seeds, with each of which 10,000 lightpath connection requests are generated. The interval of confidence of the reported results is 95%. The three networks presented in Fig. 5 are used as simulation supports.
We compute the ILP formulation to solve the RP problem and determine the cut and route partitioning in network 1. For the remaining networks, we use the LBR-MC heuristic algorithm due to the NP hardness of the RP problem. Therefore, all the results presented for the proposed scheme in network 1 are obtained by means of the ILP, and the results for networks 2 and 3 are obtained by the heuristic. Note that, in our evaluation of network 1, the heuristic algorithm yields the same route partitioning as the ILP. Figure 6 presents the bandwidth blocking probabilities of the proposed route partitioning scheme compared to the conventional push-pull with first fit and a random first-last fit allocation. It shows that the proposed scheme reduces considerably the bandwidth blocking probability and that it outperforms the conventional push-pull retuning. The results presented in Fig. 6 are from network 1 and for an α set to 0.05 ms.
In Fig. 7 , we compare the bandwidth blocking probabilities of the proposed scheme and the conventional first fit on different networks for variable retuning speeds. We observe that the bandwidth blocking probabilities of both the route partitioning and the first fit are improved by increasing the retuning speed (decreasing α). However, the performances of the route partitioning improve at a higher rate than those of the first fit. When the retuning speed is slow (α ≠ 0), the effect of the proposed route partitioning using the first-last fit is highlighted. When the retuning time is negligible (optimal α ≈ 0), the route partitioning scheme, while offering a better performance, presents no significant improvement compared to the conventional approach. However, when the retuning time is taken into account (α ≠ 0), the difference is clearly noticeable. For bandwidth blocking probabilities less than 0.01, the route partitioning offers up to 10% additional traffic compared to the conventional first fit.
In Fig. 8 , we study how the relative additional traffic load allowed by the proposed scheme, with regard to the traffic load that is allowed by the conventional scheme, changes according to the retuning speed. The relative added traffic load is computed using the following equation:
Added traffic%
where ρ 1 and ρ 2 are the traffic load values taken when the blocking probability is 0.01, respectively, for the proposed and conventional schemes. We observe that when the retuning speed is very low (close to no retuning), the performances of the conventional scheme and the proposed scheme are comparable. However, a slight increase of the retuning speed results in a significant improvement of our scheme compared to the conventional one. This trend continues until the additional traffic reaches a peak and then decreases gradually for higher retuning speeds. The proposed scheme still offers better results when the retuning speed is high enough for the retuning time to be neglected. This shows that the performances of the conventional push-pull with first fit greatly depend on the retuning speed, while the route partitioning with first-last fit allocation is less subject to it. In other words, hitless defragmentation using the route partitioning with first-last fit can still be effective with reduced retuning speed.
In Fig. 9 , we weigh the effect of the route partitioning as an allocation policy by comparing its results with that of a random first-last fit allocation policy that uses alternate side selection as an allocation policy. The results of the random first-last fit allocation policy show the raw benefits of using the first-last fit compared to the first fit when the retuning speed is not fast enough. Due to the two-side spectrum allocation policy, the number of retuning operations and the retuning distances are reduced (see Fig. 10 ). As a result, the effect of the retuning speed is reduced. However, this also illustrates the fact that without a proper side selection policy, the advantage of the first-last fit is limited. It is shown with the first-fit allocation performing better than the random first-last fit allocation when the retuning speed is fast enough. On the other hand, when we use the route partitioning as a side selection policy, the performance of the first-last fit policy is always better than that of the first fit, even if the range of improvement is reduced with a higher retuning speed. By avoiding end-of-line situations, the route partitioning guarantees an edge to the first-last fit allocation over the conventional push-pull retuning that uses the first-fit allocation policy.
We evaluate the number of end-of-line occurrences considering that the retuning speed is fast enough to perform the retuning of a lightpath without delay (α 0). In this case, all retuning operations are performed at once. Therefore, after each retuning, we record an end-of-line occurrence whenever there is a slot block in which a lightpath could be retuned but is not due to the interference of other lightpath(s). Figure 11 presents the ratio of the number of accounted end-of-line situations when the proposed scheme is used to when the first fit is used for a range of traffic loads. It shows that our route partitioning scheme considerably reduces the number of end-of-line situations. Moreover, when put in correlation with Fig. 12 , it highlights the effect of end-of-line situations on the retuning capacity when the retuning speed is reduced. With a high number of end-of-line situations, the percentage of performed retuning operations over the necessary number of retuning operations (corresponding to α ≈ 0) is very low when the retuning speed is low (α 0.05). The low percentage of performed retuning operations also corresponds to the cases where the bandwidth blocking probabilities are the farthest from their smallest values (see Fig. 7 , α 0.05).
Our results show that end-of-line limits hitless defragmentation by reducing the possibility of retuning. By using the route partitioning, it can be reduced, therefore reducing the bandwidth blocking probability and incidentally increasing the traffic load allowable with a given quality of service threshold. 
VI. CONCLUSION
This paper proposed a route partitioning scheme for hitless defragmentation using first-last fit allocation in order to increase the allowable traffic in EONs. The proposed scheme increases the possibilities of lightpath retuning by avoiding the retuning interference among lightpaths. The use of the first-last fit reduces the number of needed retuning operations and the retuning time, while the route partitioning furthers the possibility of retuning by avoiding end-of-line situations. We defined the route partitioning problem as an optimization problem and formulated an ILP problem to solve it. We proved that the route partitioning problem is NP hard. We presented a heuristic algorithm for large networks, where the ILP used to represent the route partitioning is not tractable. The numerical results showed that the proposed scheme offers reduced bandwidth blocking probability with limited retuning speed. Furthermore, the proposed scheme allows up to 10% more traffic compared to the conventional hitless defragmentation.
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