Abstract-This paper considers a stabilizing hybrid scheme to control a class of underactuated mechanical systems. The hybrid controller consists of a collection of state feedback controllers plus a discrete-event supervisor. When the continuous-state hits a switching boundary, a new controller is applied to the plant. Lyapunov theory is used to determine the switching boundaries and to guarantee the stability of the closed-loop hybrid system. This approach is applied to the well-known swing up and balancing control problem of the inverted pendulum.
I. INTRODUCTION
In many practical applications, it is required that the controlled plant exhibit a variety of closed-loop behaviors. Let us consider a head positioning control on magnetic disk drives. In this case, it is common to split the control problem into two behaviors: track seeking and track regulation [18] . A servo controller is designed for each behavior, and a logic device switches between these controllers according to the relative position of the head with respect to the target track. Although, there are well-established techniques to design the Manuscript received August 8, 1997; revised July 11, 1999 . This paper was recommended by Associate Editor J. Lee.
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Publisher Item Identifier S 1083-4427(99)08399-X. low-level controllers, the design of the logic device (i.e., supervisor) is still ad-hoc. The design of this kind of multibehavior controller becomes considerably more involved for the case of underactuated systems. A very important underactuated system from both the academic and practical point of view is the inverted pendulum. This system and its variants [15] (e.g., Acrobot, Pendubot, cart-pole system, etc.) have served as a testbed of conventional (e.g., PID, LQR) and intelligent control methods (e.g., fuzzy logic, neural networks).
The problem of swinging up and balancing an inverted pendulum has received considerable attention by the control community, and many approaches of hybrid nature have been proposed. Most of these techniques use an energy-based controller to swing up the pendulum, and then switch to a linear controller to balance the pole at its upward position. In this paper, we consider the swing up and balancing control task for a class of underactuated systems. The control task is divided into subtasks. Then, a discrete-event supervisor switches between subtasks when a switching event is generated. Lyapunov functions are used to determine the switching boundaries and to guarantee the stability of the closed-loop hybrid system. The swing up subtask follows the lines of [2] ; however, we use a sigmoid-like function instead of a saturation function. Some advantages of this choice are discussed in Section IV. Finally, we implement the hybrid controller on an actual underactuated mechanical system.
A. A Hybrid System Model
In this section, we consider a simple hybrid dynamical system which is general enough to represent the class of underactuated systems considered herein. The hybrid system will evolve in continuous time on the interval T = [t0; tN ] < + : The continuous state evolution function may have discontinuities as a result of the switching between controllers. Let the switching times be given by a strictly increasing sequence TS = t0 ; t1; t2 ; 111 ; t k ; 111 with t k < t N ; assume there exists a positive constant t min such that t min t k+1 0 t k for all k 2 IN:
A hybrid dynamical system is shown in Fig. 1 . The hybrid state is given by the cross product of the continuous-state and the discrete-
The dynamics of the hybrid-state are given by _ x(t) = f (q(t); x(t); u(t)) x(t 0 ) = x 0 ; 8 t 2 [t k ; t k+1 ] Continuous evolution y(t) = h(q(t); x(t); u(t)); q(t) = q(t k ) (1) : Q 2 X ! Q discrete dynamics.
The set Q is a countable set.
II. SWITCHING AS A TOOL FOR INTELLIGENT HYBRID CONTROL
A formal study of switching strategies is mandatory in hybrid systems. In general an intelligent hybrid system is a hierarchical structure where switching occurs at different levels in the hierarchy. A higher-level supervisor defines the operating modes (i.e., behaviors of lower systems). For every mode or behavior, a higher-level planner generates a smooth trajectory. The smooth trajectory becomes the input to the regulation level. An example of high-level switching is Brook's subsumption architecture [5] . In the subsumption architecture, mobile robot behaviors are realized by finite state machines. According to the robot state and environment state a new behavior may be switched in. Each behavior can be represented by a vector field f i (x): If more than one behavior may be active at the same time, the supervisor may combine these primitive behaviors to generate an emergent behavior. The resultant vector field can be given by the convex combination fe = n i=1 ifi; i 0;
Low-level switching has been studied in different contexts such as sliding mode control/variable structure systems [16] , multicontroller systems [11] , [12] . We group these systems into a single class called classical hybrid systems. The main concerns in classical hybrid systems are stability and performance. The former can be analyzed by means of nonsmooth Lyapunov theory [13] . Some switching techniques have been proposed (e.g., [18] ) to improve the performance of positioning control systems.
A. Switching Based on Nonsmooth Lyapunov Functions
A nonsmooth Lyapunov function V (x; t) is assumed to be left continuous on t 2 [t 0 ; 1); and differentiable almost everywhere on (t0; 1) except on the set TS = ft0;t1;t2; 11 1;t k ; 11 1g when switches occur. The constraint _ V (x; t) < 0 is replaced by a stronger condition-the nonincreasing condition
Consider a system whose dynamics are given by (1) . Assuming that the control signal u is provided by the qth controller K q (x; t) u = Kq(x; t); with q = 1; 2 11 1;N then the closed-loop system becomes
The continuous state space X < n is partitioned into a finite number of connected open regions q where X = [; q 2 Q = Since each closed-loop system is stable for all _ x = f q (x; t)is stable for all x 2 q; a standard Lyapunov function Vq(x; t): X 2 < ! < + exists in q : These Lyapunov functions can be combined to produce a nonsmooth Lyapunov function which globally represents the dynamics of the hybrid system. In designing a DES (i.e., switching device), we need to define an event function. We use an event function based on the individual Lyapunov functions. To be specific, the DES will switch to the controller whose corresponding Lyapunov function is minimum If V q (x; t) = min[V 1 ; V 2 ; 111 ; V N ] ! u = K q (x; t): (6) This strategy has been previously used in [11] . The event function associated with K i (x; t) and K j (x; t) is now given by
and the set fxjh ij (x; t) = 0g is called a switching boundary which is denoted by @ ij with i; j 2 Q: It may be required to move the switching boundary in order to improve the performance of the system. This can be done by considering that if V q (x; t) is a Lyapunov function, then the following transformation is also a Lyapunov function [14] V q = V q ; with > 0 and > 1: (8) For a given application, specific choices of V q (x; t); ; and yield better results than others.
This stabilizing switching strategy is based on the theory of Differential Equations with Discontinuous Righthand Sides developed by Filippov in [10] . The next result formalizes the stability properties of the minimum Lyapunov function switching strategy.
Theorem 1 [11] : The system (5) is stable if the control input given by the minimum Lyapunov function switching strategy (6) is used.
All proofs are available in [8] .
III. DYNAMICS AND CONTROL OF A CLASS OF UNDERACTUATED SYSTEMS
A generalized underactuated mechanical system having an ndimensional configuration space C C C with generalized coordinates (q 1 ; 11 1;q n ) and m actuators with m < n is depicted in Fig. 2 [15]. The dynamics are given by In illustration, a simplified model of the well-known inverted pendulum expressed as (10) is given by where uc is used for regulating the cart state and up is used for swinging up and balancing the pole. Three basic control tasks corresponding to three primitive behaviors B i are described next.
A. Swing Up Control Task
The first primitive behavior B1; the swing up task, consists of driving the pole from its downward vertical position = to the inverted position = 0: The energy-based approach proposed in [2] is used in this work. Initially, the cart state is not considered, that is, u c = 0: The total energy of the pole is given by 
and the energy of the system converges to the desired energy E 0 : Instead of using the sat (1) 
The closed-loop system with control (19) has the same stability properties than the closed-loop system with control (16) . We formalize this with the following theorem. Theorem 2: If the swing up control (19) is used, then the energy of the inverted pendulum given by (15) converges globally asymptotically to E 0 : Moreover, the state of the pendulum converges to an invariant manifold that contains the point = 0 and _ = 0 (i.e., the pole upward position).
B. Balancing Control Task
The energy controller presented in the previous subsection makes the system stable with respect to an invariant manifold 0 which contains the equilibrium point of interest
In order to regulate the pole at this unstable equilibrium point, a second primitive behavior B 2 ; a balancing controller, is switched in. The balancing controller is given by (20) is used, and the initial state of the pendulum is close enough to the origin, that is, kx p (t 0 )k < p for some small p ; then the inverted pendulum given by (13.a) converges (locally) asymptotically to the origin.
C. Cart Position and Velocity Control Task
The third primitive behavior B 3 considers the regulation of the cart position and velocity. The previous controllers for swinging up and balancing the inverted pendulum do not consider the full state of the cart. In fact, the control problem becomes considerably more involved when one tries not only to swing up and balance the pole but also to regulate the cart state 
As in the previous section, we assume that we can separate the balancing task from the cart regulation task (i.e., u p = 0).
Theorem 4:
If the control (21) is used, then system (13.b) is asymptotically stable.
IV. DISCRETE-EVENT SUPERVISOR DESIGN
The DES will coordinate the available stable closed-loop behaviors Bi to perform a given task. The primitive behaviors defined in the previous section are: B 
A. DES Design for Swinging Up and Balancing the Pole
In this section, we present the DES for balancing the pole at its upward position from its downward position without considering the cart position and velocity. That is, the task is performed by the sequence B 1 ! B 2 :
To be specific, define the boundary @12; where the switchings occur, by the set fxjh 12 (x; t) = 0g with h 12 (x; t) V 1 0 V 2 ; V 1 = 1 E 2 p + ; 1 > 0 and > 0; and V 2 = x T p P 2 x p ; P 2 > 0;
respectively. The DES selects the energy controller (19) in the region 1 = Xn 2 where V 1 < V 2 ; and the controller (20) in the region 2 where V 2 < V 1 : According to Theorem 1, the cart-pole system is stable with respect to the swinging up and balancing switching sequence.
A phase-transition graph shown in Fig. 3 , describes the hybrid automaton for this control task. Each location or phase is defined by a different continuous-state dynamics. Furthermore, the discretestate transitions are governed by discrete events that depend on the corresponding Lyapunov functions. The switching boundary can be visualized in Fig. 4 where the almost flat Lyapunov function corresponds to the energy controller. We can infer from the shape of V 1 (x) that the energy controller (19) does not perform well near the equilibrium point.
B. Design of Emergent Behaviors
When two or more primitive behaviors are combined, the resulting behavior is called an emergent behavior. This concept has been used in developing reactive controllers in highly autonomous robotic systems [5] .
For complete state control of the cart-pole system (13), we define two emergent behaviors: B 4 = B 1^B3 and B 5^B2^B3 : Let Bi B 0 j denote that Bi has higher priority than Bj: The DES in this paper assigns the highest priority to controlling the pole and secondary priority to regulating the cart, i.e., B 1 B 3 and B 2 B 3 :
The composite control signal for an emergent behavior is a combination of the control signal for each primitive behavior.
Swing Up and Cart Control Emergent Behavior B 4 :
This emergent behavior is generated by using (19) and (21) in (14) 
We may think of the cart-pole system as a connection of two asymptotically stable systems (cf., [6] ), namely (23) and (24).
There are various techniques to study the stability of the composite system (23) and (24) such as singular perturbation, small-gain theorem, averaging method, and passivity. These techniques can be used to estimate some bounds on the design parameters such that the closed-loop system is (locally) stable. We shall use a Lyapunov theoretic approach to prove (local) stability of the emergent behavior B4 using control (22) . it can be shown that under certain conditions the emergent behavior B 5 is locally asymptotically stable.
Theorem 6:
If the control (25) is applied to (13) , x5(t0) 2 5 where 5 fx 5 j kx p (t)k p ; and kx c (t)k c g; and p is small enough, then the cart-pole system is (locally) asymptotically stable, that is, kx5(t)k ! 0 as t ! 1:
Remark: We cannot just add primitive Lyapunov functions to define an emergent valid Lyapunov function.
C. DES Design for the Cart-Pole System
In this section, we present the DES for balancing the pole at its upward position from its downward position considering both the cart position and its velocity. That is, the control task is performed by the emergent behaviors B 4 and B 5 : Since the highest priority is assigned to controlling the pole and secondary priority to regulating the cart, the switching function is the same as h 12 (x) in Section IV-A, that is, the cart state is of no consequence in the switching decision.
V. EXPERIMENTAL IMPLEMENTATION
The hybrid control design presented in Section IV has been successfully implemented on the PC-PC real-time controller built by the third author and co-workers. The PC-PC controller is connected to the underactuated mechanical system shown in Fig. 5 . The base of the pendulum was driven by a dc motor. Two optical encoders were used to measure the position of the base and the angular position of the pendulum. The corresponding velocities were estimated by numerical differentiation, so that state feedback can be implemented.
The experimental results obtained from the swing up and balancing control tasks are depicted in Figs. 6-9 . Initially, the pole is at rest in its downward position (0) = ; _ (0) = 0; x(0) = x 0 ; and _ x(0) = 0: As it can be seen the inverted pendulum is successfully regulated at its unstable equilibrium point, that is = 0; _ = 0: For the swing up task, energy-based controllers seem to be superior to other approaches such as fuzzy logic [17] or knowledge-based controllers.
VI. CONCLUSIONS
A hybrid controller is required in situations where the plant has to perform efficiently in different contexts. These different contexts are defined by internal/external and controllable/uncontrollable events such as component failures, changing operating conditions, and so forth. In this paper, we have presented an implementation of a hybrid controller on an underactuated mechanical system. Ideally, the linear controller balances the pendulum and regulates the position and velocity of the cart to zero. However, in practice the cart state reaches a limit cycle and oscillates about its equilibrium point. This behavior is due to the actuator nonlinearities (e.g., dead-zone, saturation, backlash, etc.), disturbances and car-on-track friction which were not considered in our design. The effect of the unmodeled nonlinearities is also present in the swing up energy-based controller. For the ideal case, the energy of the pendulum converges to the desired energy E0: In practice an energy offset has to be included to compensate for cart-on-track friction and unmodeled disturbances.
In summary, we have designed a hybrid system that solves the inverted pendulum problem. Global stability is guaranteed with respect to the swing up and balancing control task. For the case of the full state regulation problem we provide stability results which are valid locally. Learning techniques can be use to improve the performance of the hybrid system, and robust/adaptive techniques (e.g., neural networks) can be used to deal with parametric and nonparametric uncertainties.
I. INTRODUCTION
In this paper, we propose neural gain scheduling networks to improve the gain scheduling techniques for nonholonomic systems. In general, gain scheduling is a technique commonly used in designing controllers for time-varying systems [1] - [6] . Roughly speaking, design of controllers using the gain scheduling technique is as follows:
1) linear time-invariant approximations are obtained; 2) linear time-invariant controllers are designed for each linearized representation of the system at the selected operating points so that the stability and certain performance objectives are achieved; 3) these controllers are then linked together in order to obtain a single controller for the entire range of operation. Shahruz and Behtash [7] first proposed a new algorithm to design a controller for a linear multi-input multi-output (MIMO) system whose dynamics depend on a time-varying parameter. However, this method can only obtain the piece-wise linear controller. Although continuousparameter gain scheduling techniques have good performance, these algorithms require much computing time. Hence, we propose a new method which uses neural networks to overcome these problems.
In general, there are two types of connections in neural networks. Neural networks with only feedforward connections are called "feedforward networks," and neural networks with arbitrary connections are "recurrent networks." Since the introduction of the back-propagation learning algorithm by Rumelhart et al. [8] , several applications of feedforward neural networks have been reported, specifically, in static information processing such as kinematics control, pattern recognition, and function approximation. Mathematically
