We study novel spectra from 310 nm to 5.5 μm obtained during the 2017 August 21 eclipse. Four spectrometers were deployed at Camp Wyoba (altitude 2402 m) on Casper Mountain, WY. Three low-resolution (  1000) Avantes spectrometers obtained useful spectra from 310 nm to 2.3 μm, at cadences from 8 to 500 ms. To maximize photometric precision, these instruments were fed with optical fibers placed in the pupil planes of two small (D = 5 cm) telescopes, thereby integrating all light from the field of view. We also acquired higher-resolution ( ≈ 30000) spectra with a new infrared Fourier Transform Spectrometer, fed by a Sun-tracking heliostat, at a 2.5 s cadence. We calibrate the fluxes using counts obtained during partial eclipse, with known limb-darkened photospheric intensities. Fluxes of chromospheric lines, including Ca II H, K, and Hα, obtained near third contact, were measured every 20 ms, a sampling in height above the limb of 5.6 km. The behavior found corresponds to that found in traditional (image-plane) flash spectra. Two unknown chromospheric emission lines are noted. Based upon our measurements and earlier calculations, we propose new eclipse experiments to uncover clues to the origin and structure of spicules.
Introduction
The chromosphere is the physical interface between the high-pressure photosphere and very low-pressure corona. Spanning several pressure scale heights, the chromospheric plasma experiences both hydrodynamic and magnetic forces, changing dramatically with increasing height owing to the stratification. Thermal conditions are far from LTE, as pressures are insufficient to maintain thermal populations in the presence of radiation losses. The chromosphere is the source region for spicules, mysterious jet-or sheet-like extensions of the chromosphere into coronal plasma, perhaps supplying mass and energy to the overlying corona. Owing to these considerations, our lack of knowledge of the physics of the chromosphere represents a major impediment to our understanding of the entire solar atmosphere above the photosphere (e.g., Judge 2010).
The present paper has two objectives: first, to analyze photospheric and chromospheric data obtained at high time resolution and at wavelengths previously unobserved; second, to test a modified "flash spectrum" technique designed to optimize photometric precision at the expense of spatial information along the solar limb. This is one of two papers analyzing data from the eclipse of 2017 August 21 involving seven different instruments. In the companion paper (P. G. Judge et al. 2019 , in preparation), we review our entire campaign, focusing on data from imaging instruments, instrument inter-comparisons, and infrared atmospheric transmission windows in relation to chromospheric and coronal emission lines.
Our modified observing technique feeds one-dimensional (1D) detector arrays with light from pupil planes using small telescopes as light collectors. This method increases count rates and permits very rapid acquisition. In this configuration, we also minimize the detrimental effects of poor atmospheric seeing. Spatial information is recovered as a function of time, but only in the direction through the second and third contact points of the eclipse. The spatial resolution along this locus is fixed by the speed of the lunar limb across the solar disk and the cadence of the spectral measurements.
We obtained high-cadence spectra (8 ms cadence) from three commercial spectrometers, and with a new Fourier transform spectrometer developed by J. Hannigan with the help of S. Sewell, the "NCAR Airborne Interferometer" (NAI). We report on spectra of the photosphere and chromosphere spanning second (C2) and third (C3) contact with spectral resolution of between 100 and 300 above 1 μm, and between 250 and 1000 below 1 μm. The spectrometers were fed by optical fibers from pupil planes. With two of these spectrometers, chromospheric and prominence emissions were registered. In the longest-wavelength spectrometer, only photospheric data were clearly registered. We examine center-to-limb variations of brightness at the extreme solar limb (μ < 0.1, cos m J = , where ϑ is the angle between the local vertical on the Sun and the line of sight). We also document the dependence of the chromosphere's average variations with projected height into the corona. Table 1 lists some historical chromospheric observations made during eclipse. The reader will notice that the observations of the solar chromosphere are unevenly spaced in time, even though total eclipses are observed regularly. Notice also the uniquely broad coverage in wavelength of our new measurements. Our technique is similar to the earlier observations made in the traditional "slitless" mode, where images of the bright, narrow solar arc substitute for spectrometer slits; the resulting dispersed images are registered, usually on film, as a function of wavelength and position along the arc to produce the familiar "flash spectrum" plots. In contrast, our data are registered on sensitive 1D electronic detector arrays.
During this eclipse, the Moon traversed solar features at a projected rate of 280.7 kms −1 . At a cadence of 10 ms, the Moon uncovers the Sun's atmosphere along the line between C2 and C3 once every 2.8 km. For comparison, the pressure scale height of the photosphere and chromosphere is ≈120 km. Previous work has observed chromospheric spectra typically at lower cadences (see Table 1 ).
Observations
The observations were acquired at Camp Wyoba (longitude W 106°19′ 15 0, latitude N 42°44′ 7 0, height 2402 m), situated on Casper Mountain, in Wyoming. Second contact at Camp Wyoba was at 17:42:37.2 UT, computed from the Naval Observatory eclipse calculator. This prediction was confirmed by visual observations from Wyoba to within roughly 1 s. Third contact was 146.9 s later. Cirrus was present some tens of minutes before C2. By eye, the sky appeared clear between C2
and C3 and during all observations discussed here. Additional details of the observing campaign are listed by P. G. Judge et al. (2019, in preparation) .
Avantes Instruments
Three low-resolution spectrometers were kindly loaned to our team by the Avantes corporation. We label these as G0.70, G1.43, and G1.73 (the names correspond to the central wavelengths in microns of the instruments). The spectral sampling is almost constant for each spectrometer in microns per pixel; thus, each instrument's resolution increases with wavelength. Table 2 lists the configurations of the instruments provided to us by the Avantes Corporation.
The longer-wavelength G1.43 and G1.73 spectrometers were both fed via optical fibers from a single telescope comprising a 250 mm focal length (FL) lens of 50 mm aperture, and a 100 mm FL negative lens in a telephoto configuration, yielding an effective FL of 1200 mm. A 50 mm FL lens collimated the image and formed a pupil plane of 2.1 mm diameter into which Note.This table was compiled using the NASA ADS, using a search key such as "eclipse 1945", and as such is incomplete, particularly for non-Western literature sources. Only studies of chromospheric data are included; there are many more papers concerning other phenomena. "Slitless" refers to a spectrometer fed with light from an image of the narrow crescent of the brightest solar limb. "Slitless, gr. inc." is the same setup but with grazing incidence to shrink the width of the narrow crescent in the spectrometer dispersion direction. "Slit" means that light from the crescent was focused on to a narrow slit. "Imaging" means that no spectrometer was used; only broad-band light images were acquired. "Afocal" means that the spectrometers were fed with light from a pupil plane. Missing data entries arise because of incomplete information in the published data or inability to access published data.
the two 1 mm diameter fibers were placed. Each fiber therefore receives light from the telescope with an effective collecting area corresponding to a 24 mm diameter telescope. All three lenses were CaF uncoated singlets. Spectra from G1.43 and G1.73 therefore include light from the entire Sun and corona within the ±2 R e field of view of the telescope. The G0.70 spectrometer was fed with another 50 mm aperture telescope comprising a 250 mm FL lens and 100 mm FL negative lens in a telephoto configuration, yielding an effective FL of 1200 mm. A radial slot of angular width ≈100″×1000″ length with an adjustable position angle was placed in the focal plane of this telescope. A 30 mm FL collimating lens formed a 1.25 mm diameter pupil image into which the 1.5 mm fiber feeding the G0.70 spectrometer was placed. The three lenses of this optical system are all broadband anti-reflecting (AR) coated doublets. The configuration of the field stop in the plane-of-the-sky is shown in Figure 1 . The rectangular aperture was oriented and centered along the line of passage of the center of the Moon's disk across the solar disk. Spectra from this spectrometer therefore include all light from a 100″-wide slot extending radially above the lunar limb during eclipse. At C2, light was admitted only from above the east limb of the Sun and Moon. This slot was rotated in position angle at mid-eclipse to acquire C3 data on the west limb. Thus, the spectrometers' slits were fed with afocal light that includes all contributions from light passing through the telescopes' fields of view. Unlike most "flash spectra", our spectra contain no information as a function of position angle around the Sun or Moon, except as limited by the focal-plane mask of the G0.70 experiment. Both telescopes were mounted on a single Losmandy GM-8 mount. Characteristics of the three spectrometers are listed in Table 4 , along with calibration data, which we describe below.
Our first task was to correct the approximate clock times of the instruments. The contact times were determined from the symmetry of the light curves for the ingress and egress of the lunar disk, assuming that the duration of totality was precisely 146.9 s, as given by the Naval Observatory ephemeris. Table 3 lists the times of second contact as reported by the instruments, plus 6 hr, to convert to UT.
Given the low spectral resolution of the spectrometers, we used the nominal wavelengths from the instrument specifications. By feeding light into the spectrometers at a pupil, not focal plane, we can measure only the total flux density f λ of all light within the acceptance angle of the telescopes on the sky, at each wavelength λ. Series of dark and data frames were acquired close to the time of totality, but no flat or gain correction calibration data was acquired. The Avantes detector specifications place ±5% limit on nonlinearity. The sequence of G0.70 spectra are shown stacked as an image in Figure 2 as a function of wavelength and time. Those flagged in time as "C2" and "C3" are science data, the others are those used in those calibrations that we were able to obtain (Table 4).
NAI Instrument
The NAI instrument is a Fourier transform spectrometer developed by one of us (JH), and deployed along side the experiments at Camp Wyoba. Some details of the instrument are given in the paper by P. G. Judge et al. (2019, in preparation) . The spectral resolution (one-half of the spectral sampling) is 0.18 cm −1 , corresponding to a resolution of 3 10 4  »´at 2 μm. The NAI acquired useful data of the photosphere and of some chromospheric/prominence lines. The instrument clock was calibrated differently from the Avantes instruments. By fitting the slope of the measured Note.The numbers 2048 and 256 refer to the number of wavelength pixels in each instrument. 16-bit AD converters apply to each instrument. All instruments are specified as having a linear response within operational design parameters to within ±5%. a Includes 2-stage thermo-electric cooling to reduce dark noise. Figure 1 . A Sobel-enhanced POLCAM polarized brightness (pB) coronal image is shown in relative equatorial coordinates, superimposed with data for the lunar trajectory and the slot position for the Avantes G0.70 spectrometer, respectively. Note.The second contact ephemeris time is 17:42:37.2 UT. a The clock time for NAI was determined from the slope of the flux measurements as a function of time, using computed visible areas and known limb-darkening functions from Allen (1973) .
fluxes to the area-weighted center-to-limb intensity functions tabulated by Allen (1973) , we found that the NAI instrument clock was 21±1 s behind UT. The limb darkening is modest at these mid-infrared wavelengths, and so this timing is determined mostly by the accurately known visible area of the solar disk. The NAI data were acquired between 19 and 2 s prior to second contact. Figure 3 shows raw data (counts versus wavelength) for wavelengths spanning several spectral lines of interest The figure is included to highlight three features. First, several panels show chromospheric lines of hydrogen in emission above the photospheric continuum. Second, it reveals properties of the photospheric spectra and the telluric absorbers, the dominant molecules are listed in each panel. Third, it reveals some limitations and systematic problems with the instrument at very low intensities. When the spectra are separated very evenly in counts, we can have confidence that solar light is dominating the signal. For example, the H n n 7 5 =  = transition at 4.654 μm has very even splittings between different scans. However, looking at the wavelengths of 1.92 and 2.843 μm, it is clear that a nonlinear response is present. These are the scans with the lowest counts because of deep telluric absorption (refer to Figure1 of P. G. Judge et al. 2019, in preparation) . Such data cannot be trusted. As noted by P. G. Judge et al. (2019, in preparation) , who displayed the average of these data, the combination of the Air-Spec and NAI data provide us with the unique combination of data obtained above and below the bulk of the telluric absorbers. Thus, we are able to confirm that the coronal lines of [Si IX], [Si X] should be prime candidates for magnetometric work with the DKIST and other future instruments, but that [Mg VIII] is going to be very challenging. This is a pity, as Mg 7+ forms at lower temperatures than these lines of silicon.
Flux Calibrations
Flux calibrations for all the instruments were done relative to the Sun's disk-center brightness, I λ (0), which we relate to the fluxes f λ measured in each instrument. The data used for the calibrations are listed as "Fcal" in Table (4) . We assume that the responses of the instruments at wavelength λ are given by the sum of a dark (D λ ) and a linear gain term (G λ ):
where C λ is the number of counts per wavelength bin (width δλ) acquired over exposure time τ. In the field experiment, we had no ability to determine the gain, and we had no active control of the detector temperature during the changing eclipse conditions. Therefore, we determined values of the gain for each exposure time, to try to minimize nonlinear behavior of the detectors, as follows. First, dark counts D λ (τ) were measured for each value of τ, averaged and subtracted from science data frames having the same exposures. Next, we adopt a model for the photospheric flux f λ visible at each phase of the eclipse, assuming that the intensity of the un-eclipsed area of the solar disk does not depend on azimuthal angle f:
where limb darkening is given by the function L λ (r), and r=heliographic radius (from Allen 1973). The flux density df λ from an element of area rdfdr measured at Earth (distance d from the Sun) is
We are free to select units for I λ . For convenience, let I λ be measured in units of the intensity I λ (0), denoted I ¢ l . Then, at each time that fixes the geometry, and given the limb-darkening
where Δ(t), is the visible area of the Sun's disk at time t, measured in units of R 2 p  . We computed f t ¢ l ( ) numerically for the areas Δ(t) visible to each spectrometer during the periods when the photosphere was observed. The final step in determining G λ (τ) using Equation (1) is to replace the net counts C λ −D λ (τ) with a spline interpolation across the peaks of the net counts, because we are seeking a rough calibration relative to the continuum intensity of the Sun, with the line spectrum (solar and telluric) removed. The physics of the detectors dictates that this function will be a relatively smooth function of wavelength. One example is shown in Figure 4 . The peak near 400 nm corresponds to the UV-enhanced region of this particular Avantes spectrometer. Its form agrees well with the instrument sensitivity plot shown on page 20 of Avantes' "Catalog X" (2019) .
Average values of the gain are listed in Table 4 for each exposure time. These averages do not represent more than a crude estimate of the wavelength-dependent gains, as can be seen from the example shown in Figure 4 . If the responses were linear, we would find the same values of G λ independently of τ. They differ by less than a factor of two for the G0.70 instrument, variations probably due to changing thermal conditions during eclipse.
The G1.43 500 ms exposures were saturated close to the limb after C3, and so any calibration is especially sensitive to uncertainties in timing (±1 s) and limb darkening very close to the limb. A comparison of the measured coronal fluxes in the 10 and 500 ms exposures suggests that the gain factor of the latter should be closer to that of the 10 ms exposure, rather than the uncertain value listed in Table 4 . We adopted gain factors for the 10 ms exposure in both cases.
Specific Intensities (Brightnesses)
Using Equation (4), the brightness (intensity) of the corona or chromosphere, in units of I λ (0), is readily computed, but only if the area from which the flux f t ¢ l ( ) emerges is known. For example, if it comes from an annulus between radius 1 and 1+x (in units of R e ), such as occurs for the G1.43. G1.73 and NAI spectrometers,
where Δf=2π. For the G0.70 spectrometer, the 100″ focalplane slot extends only 0.1 radians around the limb, so that Δf=0.1. For coronal light, we could use x 50 Mm  » = or R e /14, where  is the pressure scale height of the corona. Measurements are, however, to be preferred, and so we adopt a value for R 10  =  that yields a better match to a mean of the coronal K and F component intensities listed on page 176 of Allen (1973) . This need to estimate x leads to a significant uncertainty in intensities, perhaps a factor of two, given the obvious azimuthal brightness variations of the white-light corona seen during this eclipse. For chromospheric lines, we should use x=β −1 ≈2 Mm=R e /350, from measurements of the intensity scale height β −1 for the Ca II shown in Figure 10 below; the fluxes and intensities vary with height above the limb h as h exp b µ -. The largest contributions to the measured fluxes arise from the areas closest to the contact points. The intensities therefore reflect typical conditions in these regions.
We can estimate the sensitivity of the various instruments in terms of the brightness of the corona as follows. We have, assuming negligible statistical uncertainties in τ, Δf and x,
Here we have propagated errors in G λ that are identical to those of C λ using Equation (1), a reasonable approximation because for G0.70 and G1.43, C λ ?D λ for both the science and Fcal data. The noise estimates of Equation (6) are listed as the last column in Table 4 . Evidently, the actual measured noise is not random, since the sensitivities from Equation (6) do not scale with the actual exposure times τ as τ −1/2 . As noted already, any temperature changes and nonlinearities in gain are not accounted for. Yet during eclipse, ambient air temperatures at Camp Wyoba changed significantly. Therefore, these statistical sensitivities must be considered as lower limits owing to systematic changes in experimental conditions, in addition to the unknown systematic errors made in estimating x.
Intensity estimates for coronal emission from the NAI instrument can be obtained in a similar fashion to those of the Avantes instruments. The noise level for one 2.5 s exposure is close to 2.9. The value of G á ñ l is 5.4×10 4 , yielding a sensitivity of 86 millionths of the disk-center intensity, in the coronal brightness. Figures 5-7 show stacks of calibrated brightness spectra displayed in time as images with wavelength and time of exposure on the abscissae and ordinates, respectively. P. G. Judge et al. (2019, in preparation) show that the photospheric spectra, attenuated by telluric molecules, from the G1.43, G1.73, and NAI spectrometers are in agreement within calibration uncertainties. This result gives us some confidence in the photometric part of the analysis of the chromosphere and corona below.
Analysis

Near-limb Photospheric Center-to-limb Behavior
We have used the disk measurements to calibrate the flux measurements and have used the time dependence of the NAI amplitudes to determine the time of the NAI scans prior to second contact. With these calibrations, we can examine the center-to-limb behavior for values of cos m J = below 0.1. The results are shown in Figure 8 . It appears that the near-limb continuum brightness lies significantly below the tabulated values. However, some of this behavior may result from a systematic over-correction for dark counts. Tests using different levels of dark corrections did not reveal further insight as to the discrepancies in the Avantes data seen in Figure 8 .
It is perhaps significant that the NAI data in Figure 8 have slopes entirely consistent with the model at all wavelengths, even though the instrumental clock timing has been adjusted to minimize differences between observed and computed behavior. This was not guaranteed in using the one free timing parameter, suggesting that the model calculations are not grossly in error and that remaining discrepancies for G1.43 and G1.73 are due to uncorrected systematic errors in our analysis.
The Continuum Corona
A glance at the data between C2 and C3 in Figures 5-7 shows that only the G1.43 instrument detected the continuum corona. The corona was seen neither with the NAI nor the G1.73 spectrometers. This result is consistent with the sensitivities listed in Table 4 . The total coronal flux as estimated from the data listed by Allen (1973) is of the order of three millionths of the solar flux, lying below the noise levels of all instruments except for G1.43. The data from the G1.73 instrument (Figure 7 during totality before t = 0) differ from those of G1.43. They are structure-less, except for the bright edges near 1000 and 2400 nm. These data are entirely of instrumental origin, combining a high and variable thermal background with the small gain in the denominator of Equation (1) to produce the measured signals. The lower panel of Figure 9 illustrates this result in a line plot, in which the G1.73 "coronal spectrum" shows no sign of telluric absorption, in contrast with the chromospheric and coronal spectra shown from the G1.43 instrument (green and black lines, respectively). Note that the 1.083 μm lines of He I are seen in emission in both the chromospheric and coronal spectra. This is in stark contrast to the lines of hydrogen and all other lines. The black spectrum is the average of data obtained from 15 to 25 s from C2 (see the similar C2 spectrum from G1.43 in Figure 6 ).
The mean intensity of the corona, using our best values of G λ , is about 4-5 millionths of the disk brightness (Figures 6  and 9 ). This yields a coronal flux integrated over the corona of about 2-3 millionths of the solar flux, close to Allen (1973) 's data. This suggests that our approximate calibration, based only on dark and photospheric disk spectra, has reasonably estimated the actual gains achieved to within factors of 1.5 to 2. . Center-to-limb fluxes (not brightnesses) are shown for the four spectrometers, on a scale where the total solar flux is one. The black symbols mark the "Fcal" data used to make the flux calibration. The measured data (red and colored symbols for NAI) are compared with calculations (blue) using the limb-darkening coefficients of Allen (1973) . The Avantes data indicate that the continua are darker at the extreme limb (μ < 0.1) than tabulated by Allen (1973) . The clock time of the NAI data (i.e., zero-point of the x-axis) was adjusted so that the observed and computed limb-darkening curves agreed. Figure 9 . Spectra of the chromosphere obtained with the Avantes instruments between 5 and 0 s before C3 are shown together with wavelengths of the observed lines. The G0.70 spectra drop below zero near 480 and 870 nm because of large and time-variable dark counts at these wavelengths. Lines marked "(cor)" are coronal line positions, but none was observed. The black spectrum in the lowest panel shows the average spectrum of the G1.43 instrument obtained between 15 and 25 s prior to third contact, where the bulk of the chromospheric emission is occulted by the moon (refer to Figure 6 ). The red (G1.73) "coronal" spectrum is entirely due to systematic errors due to variations in dark frames as the eclipse progressed.
The G1.73 spectrometer shows no hint of coronal emission in Figure 9 , indeed the red curve in this figure exceeds the G1.43 intensities. In the coronal scans shown, the telluric absorption bands seen in photospheric data are not visible. This discrepancy must arise from thermal variations in the large dark counts in the G1.73 instrument, which can dominate any weak solar signal, for example, all spectra obtained during totality. A secular change in dark counts due to thermal variations of only 1% between totality and the dark measurements obtained some 3.5 minutes later would lead to an equivalent solar signal of eight millionths, exceeding the measurements with the more sensitive G1.43 instrument.
We conclude that the data and our approximate calibrations lead to mutually consistent results compatible with known properties of the continuum corona. Figure 5 shows a series of spectra stacked in time obtained close to C2 and C3. These data have been linearly interpolated onto evenly spaced wavelength and time grids. The wavelength grid reported by the instrument has a smooth, parabolic departure from a linear behavior. The exposures were not evenly spaced in time. The effects of jumps in time are most clearly seen below 360 nm as vertical stripes in the noise, between 1 and 4 s before C3, and near 24 s before C3.
Chromospheric Lines
These spectra are from the restricted (100″-wide) slot of all emission above the lunar limb. No continuum corona is visible in these spectra. Noting that the continuum corona is of order 3 10 6 -of the disk intensity, we emphasize again that this non-detection with the G0.70 spectrometer is consistent with the sensitivities listed in Table 4 .
The G0.70 C3 spectra show a host of bright lines characteristic of the chromosphere and prominences. The near-limb behavior is illustrated in Figure 10 for the brightest and two unidentified lines. The Balmer series is prominent, and the last line of the Balmer series that is resolved in the spectra is the n=11 to n=2 transition at 377.0 nm. The Ca II H and K lines are prominent; their ratio changes from near 1:1 close to 0 km height above the visible limb, to about 1.5:1 above 2000 km. The K/H ratio as well as measured fluxes (measured in DN) are shown in Figure 10 for several of the prominent lines in the G0.70 spectrum obtained as third contact was approached.
Under optically thin conditions where the two upper upper levels of the Ca II K and H lines ( p P 4 2 3 2 o and p P 4 2 1 2 o , respectively) are statistically populated, by collisions for example, the K/H line ratio would be 2:1. The departure from this ratio in low-resolution spectra can be influenced by the presence of the n=7 to n=2 (Hò) Balmer line in emission, lying in the wing of Ca II H. But Hò is certainly weaker than Ca II H because the Balmer series of lines visible in Figure 5 are not visible until about 4 s (≡800 Mm) before third contact, whereas H appears near 15-20 s before.
The observed K/H ratio is near 1 for projected heights below 500 km, increasing to 1.5 higher up, with some significant scatter. The mean ratio does not approach the collisional, optically thin limit of 2:1. This result agrees with the work of Zirker (1958; see Section5 of Linsky & Avrett 1970) . To depart from this ratio, several processes might occur.
1. These lines can be excited by radiation from the underlying atmosphere as well as by collisions, at UV and IR wavelengths through radiative excitation of the H and K lines. If the radiating ions are part of an accelerated upflow such as in spicules, the two lines are also sensitive differently to "Doppler brightening" (Hyder & Lites 1970 Using the convenient relation between collisional to radiative transition rates of Van Regemorter (1962) , we can estimate radiative excitation as a function of height. It is important only above heights of 2000 km, i.e., above the stratified chromosphere. In these estimates, we used an upper limit on both radiation temperatures of 5000 K and electron densities n e 10 11 cm −3 for spicules and other cool plasma above 2000 km. We can estimate the differential effects of Doppler brightening using observed H and K line profiles shown in Figure2 of Linsky & Avrett (1970) . Radiative excitation via the infrared transitions is smaller owing to lower Boltzmann populations of their lower levels and lower gfvalues. The two lines have identical quiet Sun profiles between −0.2 and +0.1 Å from line center. A shift of 0.2 Å corresponds to a Doppler shift of 15 kms −1 . Thus, for flow speeds in this range, no significant differential effect is expected. At higher outflow speeds, the observed H-line intensities are ≈20% higher than those of the K-line, except near +0.8 Å (≡60 km s −1 ) where a strong absorption line of Fe I absorbs the H-line radiation. Outside of this narrow line, Doppler brightening may therefore alter the relative brightnesses of H and K above the limb at the modest level of 20% or so. Further work on radiative excitation with improved data may be worth exploring, given discussions by Linsky & Avrett (1970) and Judge & Carlsson (2010) .
The Ca II H and K lines have β at C3 of ≈4.5×10 −9 cm −1 between h=1000 and 3000 km above the limb. This differs a little from that of β=6.8×10 −9 cm −1 measured by Zirker (1958) , using film, during the 1952 February 25th eclipse in Khartoum. If anything, the Sun was more active during the 1952 eclipse than in 2017. Given our inability to construct a gain table and thermal variations, these differences are perhaps not significant. These results suggest that the bulk of the emission at C3 is from the chromosphere, with minor, if any contribution from the prominence at the west solar limb. This conclusion is consistent with our estimate of the position angle of the 100″ slot shown in Figure 1 , in which the prominence is clearly outside of the slot.
Two chromospheric lines are not convincingly identifiable. These features are not artifacts of the instrument or processing. In emission, they are seen most clearly close to 5-10 s before C3. These are marked with question marks in Figure 9 , lying close to 368.4 and 660.9±0.3 nm. The latter might be a second-order feature at 330.5 nm. Unfortunately, this lies close to the atmospheric cutoff (310 nm) and eclipse measurements are available (Zirker 1958) only above 336 nm. The former is certainly not due to a Balmer line or O I 3p 5p P 3p 3s S 
Coronal Lines
No coronal line was convincingly seen in the spectrometers deployed on the ground at Camp Wyoba. One example is illustrated by the G1.43 data displayed in the lowest panel of Figure 9 . The panel compares spectra obtained 5-0 s before C3 in green, and spectra obtained between −25 and −15 s before C3, in black. The green line shows mostly chromospheric emission, the black should highlight any coronal emission. In the neighborhood of the He I 1083 nm multiplet lie the strong 1074.7 and 1079.8 nm forbidden lines of Fe XIII. The spectral sampling of the G1.43 instrument is 3.9 nm/pixel (Table 4), so that the Fe XIII lines are separated by 2.1 and 0.8 pixels, respectively, from the 1083 helium line. The black line is centered close to the 1083 nm line, but there is some emission remaining to the blue side of the line. If we assume that this emission is due to Fe XIII, its peak brightness estimated from the figure is I 2 10 C 6 »´-. Such emission is spread by the spectrometer over ≈2 pixels or 8 nm. Therefore, the wavelength-integrated intensity integrated for both lines would be ≈160×10 −6 I C , roughly 160 ergcm −2 s −1 sr −1 . This is some six times higher than expected when the Sun's activity is moderate (Judge 1998) . Therefore, the G1.43 instrument failed to detect coronal line emission even in these two strong coronal lines.
A similar argument applies to the forbidden line of Si X at 1430 nm. In Figures 6 and 9 , there is a feature that might be interpreted as emission or a gap in absorption in the G1.43 spectrometer. The peak intensity of this feature in G1.43 is, during totality, about 2×10 −6 of the disk brightness ( Figure 9 ). When spread over 2 G1.43 pixels, we again find a wavelength-integrated brightness of the feature of 160 ergcm −2 s −1 sr −1 , some 30 times larger than predicted by Judge (1998) . But this upper limit can be checked against an actual measurement during this eclipse. Samra (2018) reports a typical wavelength-integrated intensity of just 40 ergcm −2 s −1 sr −1 close to the bright west limb of the Sun. These data were acquired from above the bulk of the Earth's atmosphere using the Air-Spec instrument on the NCAR GV aircraft. Again, the ground-based spectrometers were too insensitive to detect this line.
The analysis of P. G. Judge et al. (2019, in preparation) (Münch et al. 1967; Samra et al. 2018) .
We conclude that both line and continuum coronal measurements from our ground-based eclipse campaign are consistent with other measurements and theoretical expectations.
A Future Eclipse Experiment
We have made hare-and-hound calculations of the time dependence of the Ca II H line during eclipse, using the model calculations of Judge & Carlsson (2010) . We have computed the fluxes of the Ca II H line as a function of time and wavelength as the lunar disk crosses the solar limb at second or third contact, exactly as might be measured using the afocal technique used here. We used intensities from the exploratory ad-hoc model of Judge & Carlsson (2010) . Below 2 Mm height, the intensity in the model is dominated by the chromosphere, while above this height, the "spicules" dominate. The modeled intensities are shown in the leftmost panel of Figure 11 , as a function of height above the limb photosphere. In the next panel (labeled "Eclipse versus time"), we integrated all light from the un-eclipsed chromosphere relative to the second or third contact, generating the time series shown. The second panel is equivalent to the real data acquired on 2017 August 21, shown, for example, in Figure 5 , but only for the narrow range of wavelengths centered at the core of the H line. The rightmost two panels show the result of subtracting each of these "Eclipse versus time" spectra from the spectrum obtained closer to the contact time, yielding the spectrum of just the tiny slice of the limb chromosphere, using a cadence of 0.01 s (10 ms). The results are shown in the two rightmost panels in Figure 11 , for a cadence of 10 Hz (a sampling in height of roughly 30 km for all eclipse conditions). The noise used in the rightmost panel corresponds to random noise assuming a nearly full detector well with 64000 electrons. It is seen, by comparison of the first and last panels, that the characteristic profiles of the stratified chromosphere and spicules can be recovered from the time series, using the afocal technique demonstrated using the high-cadence, but low spectral resolution Avantes spectrometers deployed with small telescopes at the 2017 August 21 eclipse.
Given the results of the Avantes experiments, it seems possible and desirable to employ a spectrometer with a resolution of at least 20000 to try to obtain spectra of the H or infrared lines of Ca II afocally. A larger telescope, smaller pupil, and higher system throughput would be required to offset the factor 25 increase in spectral resolution, as well to increase the signal-to-noise ratio to over 200 as seems desirable from the hare-and-hound exercise carried out above.
Conclusions and Future Work
We have documented and calibrated data obtained with four spectrometers during our field campaign of 2017 August 21. Commercial grating spectrometers were fed with small (D = 5 cm) telescopes using optical fibers fed from pupil planes. The choice of pupil plane was dictated by the desire to integrate light from the chromosphere and corona to produce high signal-to-noise spectra as a function of time, approaching 100 Hz cadence. In this way, the hope was to resolve changes in lines as a function of height above the limb that might offer a clue as to the origin of spicules and the nature of the connection between chromosphere and corona.
However, the telescopes used on 2017 August 21 were too small, and the spectrometers had too low a resolution to derive more than wavelength-integrated intensities. Also, the highest quality G0.70 data did not include a stable stream of measurements close to C3 (see the data gaps in Figure 10 ).
Judge (2010, unpublished internal memo to HAO staff) proposed using this technique to study the changes in line profiles with height projected above the limb with spectrometers with at least a resolution of 20000. In this way, the adhoc calculations of Judge & Carlsson (2010) , which seem to be the only way of explaining the peculiar appearance of spicules observed with Hinode across the solar limb, might be tested, confirmed, or refuted. This might be a profitable experiment at a future eclipse. Future work should also focus on increasing the sensitivity in the largely unexplored thermal IR region of the coronal spectrum, both with grating and Fourier Transform instruments.
Another novel technique was used during eclipses in the 1980s (see Table 1 ). The Kuiper Airborne Observatory was used to observe sub-mm continuum emission, formed in the low chromosphere (Lindsey et al. 1986; Roellig et al. 1991) .
We suggest that such work should be pursued further.
We gratefully acknowledge: the HAO-NCAR director Scott McIntosh and NASA-LWS program (two proposals: P. Bryans PI, P. G. Judge PI) who supported the NAI and Avantes and other experiments; Damon Lenski, Janel Kane, and Adam Karcz of AVANTES corporation for their support and the Figure 11 . The figure shows results from a hare-and-hounds exercise using model intensities at the solar limb for the Ca II H line (Judge & Carlsson 2010) . Measurements are assumed to be made with a spectral sampling of 0.1 Å. The first panel shows profiles of the Ca II H-line as a function of wavelength from line center and height. The stratified chromosphere lies between about 0.5 and 2 Mm, spicules dominate above heights of 2 Mm. The second panel shows a time series of eclipse profiles as a function of time close to second or third contact. The contact height corresponds to height=0. The third panel shows the inverse of this set of profiles, taken from the time series that has a sampling rate of ν=10 Hz, constructed by subtracting each spectrum from its neighbor in time. The last panel shows the same calculation but with noise at a level of 0.3% (10 5 counts per pixel).
