Pooling designs are standard experimental tools in many biotechnical applications. It is well-known that all famous pooling designs are constructed from mathematical structures by the "containment matrix" method. In particular, Macula's designs (resp. Ngo and Du's designs) are constructed by the containment relation of subsets (resp. subspaces) in a finite set (resp. vector space). Recently, we generalized Macula's designs and obtained a family of pooling designs with more high degree of error correction by subsets in a finite set. In this paper, as a generalization of Ngo and Du's designs, we study the corresponding problems in a finite vector space and obtain a family of pooling designs with surprisingly high degree of error correction. Our designs and Ngo and Du's designs have the same number of items and pools, respectively, but the error-tolerant property is much better than that of Ngo and Du's designs, which was given by D'yachkov et al. [4] , when the dimension of the space is large enough.
Introduction
A group test is applicable to an arbitrary subset of clones with two possible outcomes: a negative outcome indicates all clones in the subset are negative, and a positive outcome indicates otherwise. A pooling design is a specification of all tests so that they can be performed simultaneously with the goal being to identify all positive clones with a small number of tests [1, 2, 3, 7] . A pooling design is usually represented by a binary matrix with columns indexed with items and rows indexed with pools. A cell (i, j) contains a 1-entry if and only if the ith pool contains the jth item. By treating a column as a set of row indices intersecting the column with a 1-entry, we can talk about the union of several columns. A binary matrix is s e -disjunct if every column has at least e + 1 1-entries not contained in the union of any other s columns [9] . An s 0 -disjunct matrix is also called s-disjunct. An s e -disjunct matrix is called fully s e -disjunct if it is not s e 1 1 -disjunct whenever s 1 > s or e 1 > e. An s e -disjunct matrix is ⌊e/2⌋-error-correcting [4] . For positive integers k ≤ n, let [n] = {1, 2, . . . , n} and [n] k denote the set of all k-subsets of [n]. Macula [8, 9] proposed a novel way of constructing disjunct matrices by the containment relation of subsets in [n]. In [6] , we generalized Macula's construction and obtained a family of pooling designs with a higher degree of error correction. 
e 1 +1 = +∞.
Now we introduce the q-analogue of Theorems 1.1 and 1.2. Let F q be a finite field with q elements, where q is a prime power. For a positive integer n, let F n q be an n-dimensional vector space over F q . For positive integers k ≤ n, let
be the set of all k-dimensional subspaces of F n q . A matrix representation of a subspace P is a matrix whose rows form a basis for P. When there is no danger of confusion, we use the same symbol to denote a subspace and its matrix representation.
Let m 1 , m 2 be two integers. For brevity we use the Gaussian coefficient
.
By convenience
Ngo and Du [11] constructed a family of disjunct matrices by the containment relation of subspaces in F n q . D'yachkov et al. [4] discussed the error-tolerant property of M q (d, k, n).
Definition 1.3. ([11]) For positive integers
Nan and Guo [10] generalized Ngo and Du's construction and obtained a family of pooling designs.
be the binary matrix with rows indexed with
and columns indexed with , n) have the same size. In [10] , the error-tolerant property of M q (i; d, k, n) is not well expressed. In this paper, we discuss again the error-tolerant property of M q (i; d, k, n).
Main results
In this section, we discuss the error-tolerant property of M q (i; d, k, n). We begin with a useful lemma. Proof. Since the general linear group GL n (F q ) acts transitively on the set of such pairs (P 0 , Q 0 ), we may assume that P 0 = (I (m) 0 (m,n−m) ), Q 0 = (I ( j) 0 ( j,n− j) ). Let Q be an r-dimensional subspace of F n q satisfying P 0 ∩ Q = Q 0 . Then Q has a matrix representation of the form
where A 2 is an (r − j) × (m − j) matrix and A 3 is an (r − j)-dimensional subspace of F n−m q . Therefore,
the desired result follows.
Theorem 2.2. Let i, d, k, n be positive integers with
, then the following hold: B 0 , B 1 , . . . , Bs ∈ 
Proof. (i) Let
Clearly, D ∩ B 0 = P and dim(D ∩ B j ) i for each j ∈ {1, 2, . . . ,s}. Therefore, the number of d-dimensional subspaces D in F n q satisfying dim(D ∩ B 0 ) = i and dim(D ∩ B j ) i for each j ∈ {1, 2, . . . ,s} is at least 
Hence, (i) holds.
(ii) is straightforward by (i) and Theorem 1.3.
Theorem 2.3. Let i, d, k, n be positive integers with
, then the following hold:
(ii) For a given k, lim n−→+∞ē 2 +1 e 1 +1 = +∞.
Proof. The proof is similar to that of Theorem 2.2, and will be omitted.
For q = 2, k = 8, n = 60, Table 1 shows the disjunct property of our designs and Ngo and Du's designs for small i, d,s. (ii) Ngo [12] improved the error-tolerant property of M q (d, k, n) fors ≥ q + 2,s ≥ q + 3 ands ≥ q + 4, respectively.
Concluding remarks
By a similar method, we also can improve the error-tolerant property of M q (i; d, k, n) for these cases.
(iii) For positive integers 1 ≤ d < k < n, how about the error-tolerant property of M q (0; d, k, n)?
