Abstract-This paper focuses on the comparison of the low-level sensor failure detection capabilities of model-based Kalman filtering and a model-free Fuzzy voting approach. The ability to identify failing and degrading sensors is essential when dealing with error-prone data acquired in harsh application environments as can be typically found in the field of embedded systems. In order to investigate the respective performance concerning rejection of faulty data several experiments were conducted in a simulation environment. The two candidates were selected to gain more insight into the advantages and limitations of system modeling (or the lack thereof) in signallevel data fusion. The Kalman filter was selected as a typical candidate that relies on extensive models for both the system and information sources. The fuzzy approach, however, employs a heuristic that requires no modeling at all. This results in a broader field of possible applications since detailed knowledge is no longer required. Thus, it can be employed in scenarios that one would not be able to use a model-based algorithm. Such applications include scenarios with ongoing reconfiguration (e. g. wireless sensor networks) or systems with limited detail knowledge about the devices.
I. INTRODUCTION
Sensor fusion has become a research area of great interest over the last decades for a very diverse audience originating from various fields. This is because these techniques allow for combination of information to receive results that none of the individual sensing devices would be capable of providing. Furthermore, the proper application of fusion methods can result in increased system robustness, cost reduction, and a significantly higher temporal resolution. The broad field of information fusion approaches can be subdivided according to the different abstraction levels of the data inferred. Lowlevel fusion focuses on data inference close to the source (i. e. the sensors) with a quite moderate level of abstraction while high-level methods are employed to intersect more abstract (symbolic) information.
One key aspect in this regard is the ability to identify the most reliable sources of information. In case false data is not rejected by such a system the results can be potentially fatal. A good example for this is an adaptive cruise control system as it can be ordered with most modern passenger cars. In case e. g. a leaf or bird passing through the car's radarbased distance sensor on a highway is not rejected as noise, the resulting false emergency stop will put the passengers and traffic following behind in tremendous danger. The same
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To avoid the above unpleasant events sensor error detection techniques are an essential aspect of any given fusion approach. Two examples for such techniques are presented in [1] and [2] . The former approach employs fuzzy c-means clustering combined with an artificial immune system approach while the latter focuses on cross validation to determine a sensor's faultiness. The common point is to find the outliers in a given set of inputs. At the same time one tries to avoid to get overly sensitive and reject valid (but noisy) data. The philosophy behind this is that even sensors with below-average output quality might contain a unique contribution to the truth and should not be ignored as long as they are functional.
In this paper we will investigate the capabilities of two candidates: the a Kalman filter and a voting approach employing fuzzy heuristics (often referred to as fuzzy-or soft voter). The former relies on extensive modeling and probabilistic theory while the latter has no need for modeling at all, but rather utilizes the relative distances of a given set of measurements to identify the most reliable sources of information. It should be noted that the emphasis of the investigations is set on the fuzzy method while the established Kalman filter will serve as a reference to put the achieved results into a perspective.
In order to investigate the robustness w. r. t. false measurements both approaches were tested simultaneously in a simulated environment. For this paper we selected the fusion of ground speed information on an autonomous outdoor robotic vehicle as a scenario. This choice, however, does not alter the generality of the observed results since the algorithms don't assign any kind of semantics to the signals they process. In order to maximize the coverage of the simulation w. r. t. the inputs that one would experience in the real world, several ground truth patterns and sensor configurations were employed for each scenario.
The remaining sections of this paper are organized as follows: In section II the two low-level fusion approaches are briefly introduced. Furthermore, the failure detection principles employed in each method are outlined. In the following paragraph (section III) the overall simulation scenarios will be illustrated and the results discussed. In the final section the observations are summarized and an outlook concerning the future research is given.
II. SENSOR FAILURE DETECTION IN LOW-LEVEL FUSION

A. Fusion Algorithms
In [3] a fuzzy voting approach for low-level fusion of sensor data was introduced and its fusion performance w. r. t. the accuracy and computation demand was analyzed. A brief outline of the algorithm is presented in figure 1 and a short overview is given in the following paragraph. Given an input of n sensors the first step of the algorithm is to determine the
Euclidean distances between the sensors s i and s j (i, j ∈ {1, . . . , n}) denoted as d ij = |s i − s j |. In order to receive a relative and unified measure the distances are normalized based on the user-defined level of accuracy. The processed distances are then mapped onto fuzzy sets that represent three classes of agreement (high, medium and small). The elements of the membership vectors for each sensor contributing to the respective distance d ij are then summed up to compute a "score". High agreement increases the score while low agreement will decrease it. The scores are then employed as weights for averaging all sensor readings according to their assumed accuracy.
At the same time, the scores also serve as a base to compute the fusion-as well as an individual sensor-confidence metric on a scale of [0, 1]. In order to be able to adapt to changing general levels of sensing quality (introduced through e. g. influences of the environment) the fuzzy set borders are shifted based on a threshold. This closed-loop feedback kind of approach enables the algorithm to achieve an optimized selectivity concerning the rejection of less accurate sensor data while ensuring a sufficient number of measurements to be maintained. For this purpose the general confidence measure is essential to properly interpret the result on higher levels in the system architecture. This is because it expresses the degree of certainty of the algorithm that the computed output is within the previously defined acceptable range.
As opposed to other fuzzy-based approaches like [4] no classic rule inference is performed which dramatically increases the computational performance especially in case of highly redundant systems and thus makes this fuzzy voting approach ideally suited for embedded applications.
The second candidate under investigation in this paper is the well known Kalman filter. Since it has become more or less standard textbook knowledge the filter will not be introduced in detail at this point 1 . The idea behind it is a two-stage approach structured into a projection and correction (or measurement update) step based on statistical models. In the former part the system model is (among other parameters) employed to project the most likely future development of the variables of interest (referred to as the state vector) based on its previous state. Besides the mere expected value, a probability distribution is provided. When new measurements become available this projection is fused with them dependent on the plausibility of the respective component.
B. Sensor Failure Definition
An informal and fairly universal definition of the term "sensor failure" could be given as permanent or transient malfunction of a physical sensing unit resulting in loss or corruption of the device's output in any given form. However, since the approaches considered here are fundamentally different in their nature, the same is true for their respective failure definitions.
In case of the fuzzy voter a malfunctioning sensor will be detected based on its high distance to all others. Hence, each distance that the faulty sensor is contributing to will be significantly larger than those of properly working sensing devices. As a result of this the sensor will receive a very low score via the fuzzy mapping process. At the same time the functional units will be assigned with a significantly higher score due to their lower distance to each other. If the distance between the assumed true signal and the sensor output becomes greater than the user-defined level of accuracy the score will degrade towards 0. Thus, the sensor will be eliminated from the fused result entirely. Given that more than half of the sensors that serve as inputs are operational one should be able to single out the corrupted sensor(s) reliably.
A totally different approach is employed for detection of incorrect data in the Kalman filter. As pointed out in [7] the criterion for rejection of faulty measurements can be formulated as denoted in equation 1.
The basic idea is to consider the relation of the measurement residual r k in the filter measurement update step and its modeled probability distribution. The left hand side of equation 1 can be denoted as r k = z k − H ·x − k where z k represents the piece of data provided by the sensor, H is the measurement model, andx − k is the projected system state. The probability distribution of the residual can be derived as the sum of the measurement variance R and the product of the variance in the projected state P − k and H.
The factor 3 originates from the assumption that anything outside of a 3σ environment in a normal distribution (i. e. ≈ 99.7% according to the empirical rule) is highly unlikely and should be rejected as a faulty measurement. Thus, we receive a confidence function on the right hand side of the equation that can be used as a binary data rejection criterion as suggested by Grewal et al.
Comparing the two presented approaches one can see that two fundamentally different methods are employed to detect corrupted sensor data. In the former case other inputs are employed as reference (i. e. no system knowledge is assumed or required here) while in the latter case the system relies on the quality of its models to make that decision. Furthermore, the point in time when that decision is made differs. In the fuzzy voting approach contradictory information is eliminated in the fusion step while in case of the Kalman estimation approach the sensor measurements are verified and fused one after another. In other words the fuzzy approach relies on good error detection to allow for good fusion results while the Kalman filter follows the exact opposite path by relying on superior fusion in order to detect corrupted measurements.
III. EXPERIMENTS
In robotics one usually tends to experiments on a real machine in order to get the most meaningful results. In case an unlikely event like sensor failure is to be observed this becomes a problem. Since we focus on the detection of corrupted sensor data that is hard to systematically reproduce with a high degree of controllability in the real world simulation seems to be a well suited tool for the task. Furthermore, the availability of an absolute ground truth signal that cannot be acquired with comparable precision for an actual vehicle is another argument in favor of simulated experiments.
In order to receive results that come close to what one will experience in the real application the sensor modeling has to be pursued with great care and actual recorded sensor data as a base of reference. The same applies to the experimental scenarios selected.
A. Setup & Sensor Model
At first let us take a look at the overall setup and the models utilized to simulate the characteristics of the actual physical sensors. For the results presented below a Simulink environment consisting of three main elements was implemented. The signal source is a block representing an arbitrary definable ground truth signal. A copy of its output is then modified by each of the sensor modules that form the second element. Through parameterization one is capable of emulating the signal properties as they can be observed in the actual sensor. For this process a mathematical model was derived as given in equation 2.
As indicated by the subscript letter the overall process is discrete rather than continuous in order to replicate the signal processing as performed in a real digital system. There are two overall cases that define the specific sensor output: the regular output or an signal imitating an error pattern. The transition between the two is triggered by a probability that defines the reliability of the device. In the first case the ground truth x gt is altered by various influences. The most basic one is a linear transformation in terms of a scaling factor a and an additive bias term b. The second contribution is a noise term denoted as e n . It can be modeled as a normal, uniform, or Poisson distribution. Furthermore, the temporal correlation w. r. t. the previous state can be set via the parameter κ.
In case of the trigger variable e (computed at each time step according to e ∼ U (0, 1)) is greater than the defined reliability threshold τ the second case applies for the output computation. Here an arbitrary definable error signal x e transformed by a and b is emitted. In addition to the above, the model's additional components allow for simulating the effects of sampling and modulation of the signal.
The last of the three components is the sensor fusion block containing the Kalman filter and the fuzzy voter algorithm. Both methods were modeled to the best of the authors knowledge in order to receive a fair base for comparison of the results.
B. Scenarios and Results
In the following lines the experiments conducted to test the sensor data corruption detection ability of the two candidates will be presented. A very important aspect in the design stage is to come up with a setup that will produce results that can give an accurate impression of the achievable performance in the real application. The best way to do so is to perform tests that are intended to assess the strengths and shortcomings of the respective approaches.
The overall scenario selected here is low-level fusion on a robotic outdoor vehicle for (semi-)autonomous operations like e. g. transport, surveillance, exploration etc. The information to be combined is the vehicle's ground speed as measured by several sensor systems. Two different sensor configurations were employed in the simulation. At first a (synthetic) uniform sensor set was used while in the second run a more heterogeneous set was employed.
The first set does not directly relate to the behavior of a specific physical sensor but is more or less a generic one with the setting (a, b, κ, e n ) = (1, 0, 0, N (0, 2) ).
The second sensor set on the other hand was modeled according to data acquired from its real-world counterpart. The heterogeneous set consists of a wheel encoder (Kübler LI/RI 20), ground radar (Phillips RGS-201), high-spec GPS receiver (John Deere Starfire iTC), and a high resolution camera used to compute optical flow. The sensor model parameters were set accordingly to receive a high degree of similarity between the recorded reference samples and the simulated sensor signal. In addition to the previously used sensor model the measurement delay is introduced to receive e. g. more realistic GPS data.
In the first experiment the homogeneous set will be used. This is quite handy since this way the specific characteristics of the malfunctioning sensor can be neglected since they are all somewhat identical except for their statistical noise contribution. Hence, one receives results with more general evidence rather than the outcome for a specific set. Since this, however, will be needed too in order to get an idea of what kind of real world performance to expect, the remaining experiments will be based on data generated from the more diverse set.
The scenarios considered focus on different signal drift and failure patterns. Delay and other error modes are not explicitly addressed but are included implicitly in the afore mentioned cases as long as they remain sporadic. This is because a delayed sensor signal can be interpreted without the timing aspect as a simple error in form of drift of deviation since it is no longer based on the same piece of observed evidence.
A total of four different classes of ground truth signals were used with different amplitude levels. The patterns spanned from constant over linear incline to a sinus function and mixed patterns combining steady and dynamic parts. Using those signals a speed range between 0 and approx. 20 km/h was covered. In figure 2 the fuzzy voter's reaction to a ramp-like drift in two out of the four homogeneous sensors in opposing directions is depicted. On the top (black line) the cumulated sensor deviation (computed as the squared sum of the square roots of the absolute deviation for each sensor) w. r. t. the ground truth is given. In the middle, one can find the threshold adaption (red line) as outlined in the preceding paragraph, while the bottom plot (blue line) shows the resulting deviation of the fused output. As can be seen the rather drastic increase in sensor deviation equivalent to about four times the ground truth's amplitude (constant pattern with 5 km/h) causes the algorithm to increase the threshold as intended. However, it is kept low enough to ensure sufficient selectivity and thus reliable rejection of faulty data. This becomes obvious when considering the ratio of the resulting maximum difference of the fused output from the truth and the input error. It can be noticed that the fusion error is not peaking simultaneously with input as one might expect but rather declines once a certain input error is exceeded. This can be seen in even more detail in figure 3 . The illustration shows the normalized confidence values assigned to a sensor output by the two algorithms based on the methods described earlier. This value can be interpreted as the algorithm's believe in the correctness of the data source. The plot depicts the averaged confidence and the respective standard deviation σ in reference to the deviation from the ground truth. For this purpose a total of 29,500 points per algorithm was sorted into 100 equidistant classes according to their deviation. In the next step the average confidence and σ for each class was computed.
As can be seen the result of the Kalman filter shown in figure 3a is not fundamentally different from the outcome for the fuzzy voter depicted below in figure 3b. However, one can point out some distinct discrepancies: For very small deviations (≤ 0.2) the Kalman filter is capable of distinguishing between the usual sensor noise and excessive corruption due to its sensor model. The binary decision making results in a confidence average of 1 while the fuzzy voter is not equipped with such models and therefore gradually starts to reduce the confidence from the beginning on. This mechanism allows for sensor specific error detection (deviation above the expected noise level) while the fuzzy approach relies on a non-specific rejection method. This, however, is not necessarily an advantage for the filter since this implies a heavy dependence on the correctness of the modeling and might be the cause for incorrect rejection. Since the filter does not employ any form of majority principle the selection of a false hypothesis with locally catastrophic consequences is a constant threat.
For deviations larger than 0.2 both algorithms show a gradual decline of the confidence. However, it should be pointed out that the fuzzy voter's descent is fast which indicates a higher selectivity. This can also be observed when the plots of the two standard deviations are compared. The fuzzy voter's vagueness is less distinctive and also narrower. In summary it can be stated that both approaches seem to be well suited to detect faulty data as soon as a certain deviation level is reached.
A different view on this topic is provided in figure 4 . Here the confidence (red line) for a linear drifting sensor signal (relative deviation to the ground truth marked in blue) is given over time instead of relative to the deviation as before. On top (figure 4a) the reaction of the Kalman filter is presented. The same features identified in the previous plot can be found here. Furthermore, the illustration gives details about the behavior in the uncertainty region (around t = 5sec). The fuzzy voter's performance for the same setup is given in the plot below in figure 4b. Here the threshold was set to be equal to 10 % of the ground truth signal. As one can see, the previously found degree of selectivity can be observed once more. The confidence starts to decline once a relative deviation greater than 0.075 is reached. It remains equal to zero once a value of 0.15 is exceeded. The descent shows quite constant characteristics as desired.
Now that the error detection is discussed let us take a look at the fusion performance that the two candidates are able to deliver in presence of malfunctioning sensors. For this purpose two sensor configurations and several ground truth signals (differing in both shape and amplitude) were simulated as described in the beginning of this section. In order to receive statistically sound results the outcome of approximately 100 simulated runs were combined and processed. The results are depicted in figures 5 and 6. For all but the first scenario in each figure at least one malfunctioning sensor was included in the input data. (5) and random pattern (6) In the first figure the set of four similar sensors was emulated. The received data was averaged over all ground truth signals for each scenario. In order to provide an intuitive way of interpreting the resulting average root mean square error (RMSE) of both algorithms was related to the best sensor (in terms of smallest deviation to the ground truth) as RM SEsen /RMSE alg . Hence, a ratio bigger than 1 states that the fused result is more accurate than the most accurate input alone. Fortunately, this was the case for all but one scenario for the fuzzy voter and for four out of six for the Kalman filter. Only scenario three in which half of the inputs are drifting in the same way turned out to be a real challenge for both candidates. However, if one chooses the average sensor RMSE rather the minimum, a ratio of approx. 1 can be achieved. Therefore, the results should still be labeled as below average but acceptable since they are approximately equivalent to a weighted average approach. For the fuzzy voter this is not surprising since it has to evaluate two contrary pieces of evidence with equal significance (in terms of number of sensors that backup the hypothesis). In an almost equal setting with drifts in opposing directions (scenario four) the corrupted data was recognized reliably resulting in a ratio of approx. 1 due to the small number of remaining sensors (two out of four). For all remaining cases the Kalman filter was able to slightly outperform the fuzzy method (average ratios of ≈ 1.5 compared to ≈ 2) due to its additional model knowledge. Figure 6 depicts simulation runs equal to the ones of the previous graphic but this time a diverse sensor set was modeled. Due to this fact the number of scenarios needed to be extended to 11 instead of five in order to investigate the impact of a failure. This is caused by the specific sensor properties concerning e. g. the noise level. The overall smaller ratios have to be blamed on the more accurate best sensor rather than the decreasing performance of the algorithms.
However, a noticeable difference from the result achieved for the homogeneous sensor set can be observed. While before the Kalman filter was nearly always the superior approach now the ratio has shifted in favor of the fuzzy Fig. 6 . Results in terms of average RMSE ratios between the algorithm and the best sensor for the second sensor set. Scenarios: functional sensors (1), 1 drifting sensor (2-5), misc. short failure bursts (6), GPS failure (7), 2 drifting sensors (8,11), constant bias in 2 sensors (9-10) method. This can be explained in the following way: As stated in preceding sections the Kalman filter relies on the correctness of its models and utilizes them to determine abnormal sensor characteristics that point towards a malfunction of some kind. Here, this is sometimes a disadvantage since this mechanism causes the filter to follow the wrong hypothesis for a while. This is especially unfavorable in this situation since the sensors are weighted differently based on their modeling and update rate and therefore the diverging one gains substantial influence on the results. This was not observable in the previous experiment since the sensors were modeled equally, while this is no longer true for the current case. The fuzzy voter has no use for system modeling and thus cannot fall victim to this issue.
The ability to rely on models that sometimes harm the performance can on the other hand be beneficial as well. This can be observed in scenarios 5, 7, 9 and 11. Since the data from the most reliable sensor is lost the Kalman filter can benefit from its modeled knowledge while the fuzzy approach has to cope with less accurate information being available. In scenario 10 the two most accurate sensors fail at the same time. Therefore, the remaining two acquire the highest impact on the fused results that is therefore significantly less accurate.
IV. CONCLUSIONS AND FUTURE WORKS
In this paper the sensor failure detection capabilities of both the Kalman filter and a fuzzy voter for low level fusion were investigated. A series of experiments was performed based on simulated sensor data generated according to a previously derived model. For the sake of statistical soundness of the results different ground truth patterns and sensor configurations were employed. The results were analyzed with respect to the performance of the algorithm's overall accuracy in presence of corrupted data and its ability to reliably assign a confidence parameter to a respective correct or faulty signal.
In general it can be stated that both approaches demonstrated their ability to identify and reject data originating from malfunctioning or biased sources quite solidly. The Kalman filter demonstrated in parts superior performance but at the same time revealed its vulnerability to situations with a significant overestimation of the sensing quality and the resulting overproportional impact w. r. t. the fused output. This results in false positives and negatives at the same time and therefore causes a very severe transient deviation from the given ground truth. In absence of those errors the achievable accuracy is significantly higher than with most other methods.
The fuzzy voter has proven to be very reliable. During the experiment this approach demonstrated good overall performance. Especially the false classification issues experienced with the Kalman filter could not be found here. The adaption mechanism introduces additional flexibility w. r. t. the present sensing quality and thus helped to improve results. Even the common drawback of this family of approaches (namely the need for a absolute majority among the inputs) did not post a noticeable problem here, as was shown in the scenarios with two out-of four failing sensors. In conclusion it can be stated that the observed characteristics are steadier than what can be found in case of the Kalman filter but the achievable bestcase accuracy is lower due to the lack of system knowledge. On the other hand the voter can be applied in systems where the detailed knowledge is inaccessible or too costly to acquire.
In the near future the extension of the error detection in the fuzzy voting approach is to be considered. Here the temporal focus is to be shifted to a larger time frame as an addition to the snapshot-based fault recognition. This will enable the algorithm to detect different kinds of malfunctions and corrupted signals (like e. g. small systematic biases) and might even put it into a position to correct for them. A long time research goal is the integration of the approach at hand into a fusion framework suited for embedded applications with very little knowledge requirements about the sensing hardware.
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