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Nonlinear dynamical systems, ranging from insect populations to lasers and chemical reactions,
might exhibit sensitivity to small perturbations in their control parameters, resulting in uncertainties
on the predictability of tunning parameters that lead these systems to either a chaotic or a periodic
behavior. By quantifying such uncertainties in four different classes of nonlinear systems, we show
that this sensitivity is to be expected because the boundary between the sets of parameters leading
to chaos and to periodicity is fractal. Moreover, the dimension of this fractal boundary was shown
to be roughly the same for these classes of systems. Using an heuristic model for the way periodic
windows appear in parameter spaces, we provide an explanation for the universal character of this
fractal boundary.
The topology of solutions of nonlinear dynamical sys-
tems can be severely affected by small perturbations in
their control parameters [1]. The so-called parameter
sensitivity has been experimentally observed in dynami-
cal and nonlinear models of systems in different areas of
knowledge [2–5]. The cause of this sensitivity is the exis-
tence of bifurcations, such as the ones leading to crisis [6]
where chaotic attractors abruptly bifurcate into periodic
ones (or vice-versa). The most profund consequence of
this parameter sensitivity is to limit the ability of some-
one to set a parameter of a system that surely places it
into either a chaotic or a periodic behavior.
In parameter spaces and bifurcation diagrams of dis-
crete and continuous-time nonlinear dynamical systems,
the set of parameters leading to chaotic behavior is inter-
twined with hierarchical structures of sets of parameters
leading to periodic stable behavior, the complex peri-
odic windows (CPWs) [7, 8]. The structure of CPWs
describes a scenario for the way that periodicity and
chaos appear in a large variety of nonlinear dynamical
systems: lasers [9], electronic circuits [10], population dy-
namics [11], nonlinear oscillators [18], etc [12–15]. These
periodic structures were numerically shown to have self-
similar-like properties, i.e., the structure of the CPWs
is preserved for any scale of the parameter space [16].
Moreover, the CPWs appear aligned in infinite torsion
and period-adding sequences [15, 17, 18]. Recently, many
researchers have been carrying out additional theoreti-
cal, experimental, and numerical works to find mecha-
nisms to explain the existence, the genesis, and the or-
ganization of CPWs. Important results were found in
two-dimensional parameter spaces of dynamical systems
for which the Shilnikov theorem [19, 20] can be applied,
and homoclinic orbits converge to saddle-focus equilib-
rium points. It was found that CPWs are connected to
each other forming spiral-like structures emerging from
the homoclinic bifurcation points, i.e, the parameters cor-
responding to the saddle-focus for which homoclinic or-
bits converge. Moreover, sets of homoclinic bifurcation
points are aligned forming homoclinic bifurcation curves.
From each point in these curves an entire spiral-like struc-
tures emerge [21–26]. This configuration is suggesting
that these spiral-like structures are accumulating in a
fractal way in two-dimensional parameter spaces. These
spiral-like structures of CPWs have also been observed in
real-world experiments [27–29]. Additionally, in Ref. [30]
it has been argued that the width (Lebesgue measure) of
the CPWs decreases exponentially with the period of the
attractor and the topological entropy of the surrounding
chaotic region [See supplementary material].
Parameter sets corresponding to CPWs not only ap-
pear in all scales of parameter spaces (self-similar), but
they also have positive Lebesgue measure. Self-similar
sets with non-zero Lebesgue measure are called fat Can-
tor sets. These sets are topologically equivalent to the
usual Cantor set, but their properties are different, spe-
cially, their capacity dimension. In the case of fat Cantor
sets, the capacity dimension is equal to the dimension
of the embedding euclidean space [31, 32]. Therefore,
the dimension of CPWs in two-dimensional parameter
spaces would be D = 2. CPWs form fat Cantor sets.
Consequently, the likelihood of CPWs being experimen-
tally found in any scale of parameter spaces is high. In
fact, both periodicity and chaos in the asymptotic limit
are likely to be found by either making a controlled tun-
ning of the parameters or by taking a random sample
of parameters. However, if CPWs are self-similar, it
could lead to uncertainties for the predictability of tun-
ning the parameters to produce either periodic or chaotic
behaviors, since that, even though possessing integer di-
mensions, self-similar sets can have fractal boundaries.
Consequently, if CPWs of a nonlinear dynamical system
have fractal boundaries, predictability in the setting of
parameters that would surely take the system to either a
periodic or a chaotic behavior could be severely compro-
mised.
Even though chaotic regions appearing in many bi-
furcation diagrams of one-dimensional systems [33] are
2known to be self-similar fat cantor sets, the kind of self-
similarity present in CPWs appearing in two-dimensional
parameter spaces was so far an open problem. Visual in-
spections of sucessive enlargements of parameter spaces
regions [34, 35] have suggested that CPWs are self-
similar. Recently new evidences are pointing out that
CPWs are self-similarly organized, occurring for param-
eters in the center of spiral-like structures. [19–24].
In this work, we indeed show that CPWs are self-
similar. Self-similarity appears not only in the parameter
widths of the CPWs but also in the boundaries between
them and the chaotic regions. We show that the func-
tionality of the self-similarity of CPWs regarding their
widths can be both, power-law or even exponential as
proposed in [30] and observed in [36]. We numerically
estimate the capacity dimension of the boundaries be-
tween parameters corresponding to CPWs and parame-
ters leading to chaos, showing that they are usual skin-
nies fractals possessing a non-integer exterior capacity di-
mension. Consequently, in any scale in two-dimensional
parameter spaces of a large class of nonlinear systems,
there are always uncertainties associated with the pre-
dictability for tunning the parameters that surely lead
the system to either a periodic or a chaotic behavior. In
our simulations, the capacity dimension of these bound-
aries seem to be universal for different classes of nonlin-
ear dynamical systems. We then developed an heuristic
model for the appearance of CPWs and showed that the
self-similarity of the widths of the CPWs appearing in
this model produce fractal boundaries. This was quanti-
fied by the relation between the capacity dimension of the
parameter boundaries and the decreasing rate of CPWs
widths along accumulating sequences. The capacity di-
mension of the boundaries predicted by the model agrees
with the values obtained in our simulations. So, the uni-
versal character of these boundaries is attributed to the
way CPWs appear. They appear in sequences organized
by their ”order” and have parameter widths that decay
as a power-law with their order [37].
To calculate the dimension of the boundary of two sets,
a special capacity dimension has been defined. Defining
the set S as a boundary between two regions, considering
S(ε) a new set formed by all points within a distance ε
from S, then, defining S¯(ε) = S(ε) − S, the exterior
capacity dimension dx [38] was defined by:
dx = lim
ε→0
lnV [S¯(ε)]
ln ε
, (1)
where V [S¯(ε)] is the volume of the set S¯(ε). This oper-
ation is however difficult to be calculated directly. An
alternative way is done by considering the uncertain ex-
ponent.
Along a direction transversal to S, we take three pa-
rameter values ε-distant to each other. Count the num-
ber of uncertain triplets, i.e., we take three neighboring
parameter values and check whether these parameters do
not lead to an unique type of behavior (chaos or period-
icity). From the uncertain parameters one can calculate
the uncertain fraction f(ε) of parameters [38]. It has
been verified for certain one-dimensional quadratic maps
that the uncertain fraction f(ε) varies as a power-law
with ε, i.e., f(ε) = Kεα, where the factor K was believed
to be dependent of the parameter range considered, and
the exponent α has been called uncertainty exponent,
and believed to be independent of the considered param-
eter interval [38].
The uncertainty exponent can be directly related to
the exterior dimension of a set [39]. It has been heuris-
tically demonstrated by considering N(γ) as the mini-
mum number of D-dimensional cubes of side γ required
to cover the boundary of the set [39]. It is well-known
that N(γ) scales with the cube side γ as N(γ) = γ−dx .
Setting γ to be equal to the parameter error ε, the uncer-
tain region will be of the order of the total volume of all
N(ε) D-dimensional cubes required to cover the bound-
ary. The volume of one uncertain cube is given by εD, so
the total uncertain volume is given by εDN(ε) ∼ εD−dx .
Assuming that the uncertain fraction is proportional to
the uncertain volume, then:
dx = D − α. (2)
Our numerical results are based on simulations of four
different classes of dynamical systems. We consider pa-
rameter spaces regions for which the parameters corre-
sponding to CPWs are hierarchically distributed giving
self-similar features to the region.
We consider the Ro¨ssler oscillator for which the
Shilnikov theorem can be applied. This system is de-
scribed by the following set of nonlinear differential equa-
tions:
x˙ = −y − z,
y˙ = x+ ay,
z˙ = (b+ z)x− cz.
(3)
We investigate an extension of the parameter plane a×c,
where the complex periodic structures emerge from ho-
moclinic orbits and are spiral-shaped organized in se-
quences. The other parameter b of Eq. (3) is fixed at
b = 0.3 [14].
The class of nonlinear forced oscillators are represented
by the Morse oscillator which is governed by the following
nonlinear differential equation [40]:
x¨+ dx˙ + 8e−x(1 − e−x) = 2.5 cos(ωt), (4)
in the parameter plane ω × d, the CPWs are aligned in
sequences of period and torsion-adding.
We also work with a loss-modulated CO2 laser de-
scribed by a rate-equation with a time-dependent param-
eter:
u˙ =
1
τ
(z − k(t))u,
z˙ = (z0 − z)γ − uz,
(5)
3where k(t) = k0(1+a cos2pift). We investigate a complex
periodic sequence in the a×f parameter plane. All other
parameters are fixed: τ = 3.5 × 109 s, γ = 1.978 × 105
s−1, z0 = 0.175, and k0 = 0.1731 [9].
Finally, we consider a sequence of CPWs in the K ×ω
parameter spaces of the well-known circle map described
by the discrete-time equations [41]:
xn+1 = xn + ω −
K
2pi
sin(2pixn), (6)
In the two-dimensional parameter spaces of those sys-
tems, we select 3.0×104 pairs (a0, b0) of random parame-
ters uniformly space distributed and compute the largest
Lyapunov exponents to determine if the correspondent
state is periodic (λ < 0) or chaotic (λ > 0). Then, each
pair of parameters is perturbed by an error ε in both ori-
entations along one parameter. This process generates
6.0 × 104 pairs (a0 ± ε, b0) of parameters. We also ob-
tain the Lyapunov exponent of states corresponding to
the perturbed parameter pairs. We compare only the
unperturbed chaotic parameters (that produces chaotic
attractors, i.e., λ > 0) to their two correspondent per-
turbed pairs along the horizontal direction. If at least
one of them is not chaotic, the pair (a0, b0) is counted
as an uncertain pair for the error value ε. We record the
uncertain fraction for an error interval.
In Figure 1(Left), we show the parameter spaces for
the four systems considered, for which f(ε) and conse-
quently dx are calculated. The black regions indicate
the set of parameters leading to chaos, while the white
regions correspond to parameters leading to periodic sta-
ble behavior. In these figures, CPWs are aligned along
sequences accumulating in periodic regions of parameter
spaces. Here, a specific sequence of CPWs is ordered by
its characteristic period-adding rule. The CPWs where
attractors have theirs periods added along the sequence
are identified by their order 1, 2, 3, .... The window with
the largest width of a sequence has the lowest order,
i = 1. For dynamical systems where torsion and rota-
tion numbers are defined, sequences can also be identi-
fied by those parameters where frequency locking occurs
[18]. There exists infinite sequences with different period-
adding rules and CPWs sizes. For this work, we measure
the width of periodic windows beloging only to the main
sequences (larger width) identified by the filled circles in
Fig. 1(Left). In Figure 1(Center), for the correspondent
parameter space shown in Fig. 1(Left), we show the frac-
tion f(ε) of uncertain periodic parameters as a function
of the error ε. The straight line is a power-law fitting
between f(ε) and ε which provides the uncertainty expo-
nent α. We observe that the exponent α is in the same
confidence interval given by α = 0.40 ± 0.04 for the dif-
ferent classes of dynamical systems considered here. The
standard deviation of α has been obtained by considering
that the occurrence of uncertain parameters are random
events. From α in Eq. (2) we obtain that the dimension
of the boundary between the chaotic and periodic param-
eter sets is given by dx = 1.60±0.04. In Figure 1(Right),
we show the width of the first 10 CPWs as a function
of the order it appears along the main accumulation se-
quence. We fit a power-law of the form W (i) = A/il to
the way that CPW widths decrease [37].
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FIG. 1. (Left) Two-dimensional parameter spaces of the four
considered dynamical systems. Black regions represent the
chaotic parameter set. White regions represent the periodic
parameter set. (Center) The uncertain fraction f(ε) of the
chaotic sets shown in (Left) scales as power law with the error
ε. (Right) The width of the periodic windows shown in (Left)
versus their order i. The window width is obtained by tak-
ing an one-dimensional cut of the two-dimensional parameters
space and measuring the distance from the initial saddle-node
bifurcation to the final crisis of a peridic windows [42].
The measurements of Fig. 1 indicate that the exte-
rior capacity dimension of the boundaries between pa-
rameters corresponding to CPWs and parameters lead-
ing to chaos is universal for different classes of dynamical
systems. To understand why that would be so, we for-
mulate an heuristic model for the appearance of CPWs
and chaotic regions where the observed decreasing of the
CPWs width is considered. In our model, CPWs are
created by removing pieces of a one-dimensional cut of
the two-dimensional parameters space, Fig. 2. The gaps
represent a CPW and the remaining intervals represent
chaotic regions. One begins with a chaotic interval of
length L0 and removes the amount correspondent to the
width W1 of a CPW of first order, W1 = AL0/1
l, leaving
4a chaotic interval of length L1 = L0 − AL0/1
l. Next,
one removes from L1 the amount correspondent to the
width of a CPW of second order, W2 = AL0/2
l, leaving
a chaotic interval of length L2 = L1 − AL0/2
l. Con-
tinuing in this manner, ad infinitum, we will obtain a
set of elements corresponding to the chaotic parameters
from which the intervals corresponding to CPWs of one
sequence have been removed. To decide if this asymp-
totic set is a fat fractal, we obtain its uncertainty expo-
nent αM , the set will be a fat fractal for 0 < αM 6 1
[31, 32]. Moreover, for one-dimensional quadratic maps,
the parameters corresponding to chaotic behavior have
been demonstrated to have nonzero Lebesgue measure
(fat fractal) [33].
FIG. 2. (a) A two-dimensional parameter space, the white
regions represent parameters corresponding to CPWs. (b)
Schematic of the formation of CPWs that have fractal bound-
aries. For i = 1 and l = 2.2, a periodic window is created by
the removal of A/12.2 = A of the initial line. For i = 2, a
periodic window is created by removal A/22.2 ≃ A/0.22 of
the line, and so on. The remaining pieces of the line repre-
sent chaotic regions. Secondary accumulation of CPWs can
be created by removing two intervals at each iteration. fM is
the number of uncertain points of each iteration.
In order to obtain the uncertainty exponent of the
heuristic model, we count the number of uncertain pa-
rameters fM (i) as the CPWs width W decreases. The
number of uncertain parameters of each iteration is given
by fM (i) = 2i, a number representing the numbers of
boundaries between the remaining pieces and the gaps.
The width of the CPW decreases at each iteration by
Wi = A/i
l, Fig. 2. The uncertain fraction of parameter
f(ε) is written as function of the error ε, i.e., f(ε) ∝ εα.
So, the number of uncertain parameters of the model can
be written as fM (i) ∝ ε
αM
M
. Considering that the model
error εM is inversely proportional to the CPW width,
εM ∝ i
l, using that fM (i) = 2i, we derive the uncer-
tainty exponent, αM , of the heuristic model:
αM = lim
i→∞
log(2i)
log(il)
=
1
l
. (7)
In this heuristic model we consider only the main se-
quence of peridic windows, numbered in Fig. (1). We
believe that the uncertain exponent, αM , is independent
of the number of sequences considered, once that, for a
larger number of sequences the fraction of uncertain ele-
ments, fM (ε), per iteration is higher, but the error, ε, will
be lower, so the limit of Eq. (7) must be the same despite
of the number of sequences considered by the model. In
fact, we obtain that αM = α (see Table I), an evidence
that smaller sequences do not contribute much for αM .
Using Eq. (2) in Eq. (7), we obtain the exterior capacity
dimension dMx of the model:
dMx =
lD − 1
l
, (8)
where l is the exponent of the width decreasing and D
is the dimension of the embedding euclidean space (for
two-dimensional parameters space, D = 2). Substituting
the values of l, obtained in Fig. 1, in Eq. (8), we obtain
the exterior capacity dimension expected for the bound-
ary between CPWs and chaos according to the heuristic
model. The standard deviations of l, αM and dMx are
obtained by propagating the uncertainties of the window
width measured in bifurcations diagrams.
In Table I, for all dynamical systems considered here,
we compare the measurements from the simulations with
the results provided by the model when the measured
exponents l for the decreasing of CPWs are given. We
verify that the exterior capacity dimension dMx provided
by the model agrees with the exterior capacity dimension
obtained in our simulations shown in Fig. 1.
In conclusion, we have shown that the boundaries
between parameters corresponding to CPWs and pa-
rameters leading to chaos in two-dimensional parameter
spaces are fractals. Consequently, the ability of tunning a
parameter of a nonlinear dynamical system to set its be-
havior to be surely either chaotic or periodic is seriously
compromised by this fine structure of the boundary in
all scales of the parameter space. In our simulations,
we found that the capacity dimension of such boundaries
seems to be universal for different classes of dynamical
systems treated in this work. From an heuristic model
for the appearance of CPWs, we deduce a relation be-
tween the exterior capacity dimension and the exponent
of decreasing of the CPWs widths along sequences. The
dimension deduced from the model agrees with values
observed in our simulations. This fact strongly suggests
that the universality observed for this boundary between
chaos and periodicity is a consequence of the power-law
fashion with which periodic windows decrease their sizes
as a function of their order. We also remark that the
decreasing of the width of periodic structures immersed
in parameters corresponding to quasi-periodic behavior,
called Arnold tongues [43], has been observed to have a
power-law dependence on its period [44]. These facts give
support to our main claim that the decreasing of the win-
dow width of the CPWs in period-adding sequences can
be described by a power-law function. However, CPWs
can also have their sizes exponentially decreasing with
their order, when the accumulation of CPWs forms the
5Dynamical System l dx = D − α dMx=(lD−1)/l α αM
Ro¨ssler Oscillator 2.7± 0.1 1.59± 0.04 1.63 ± 0.06 0.41± 0.04 0.37 ± 0.01
Morse Oscillator 2.1± 0.1 1.60± 0.04 1.52 ± 0.07 0.40± 0.04 0.48 ± 0.02
CO2 Laser 2.7± 0.1 1.60± 0.04 1.63 ± 0.06 0.40± 0.04 0.37 ± 0.01
Circle Map 2.1± 0.1 1.58± 0.04 1.52 ± 0.07 0.42± 0.04 0.48 ± 0.02
TABLE I. In this table, we show in the first column the value of the exponent l obtained from the fitting in Fig. 1(right), in
the second column the values of dx calculated from the data in Fig. 1(center), and in the third column, the values of dMx using
Eq. (8). In fourth column, the values of α and fifth column the values of αM .
spiral-like structures due to the homoclinic bifurcation
scenario (see supplementary material). These spiral-like
structures are however not predominant all over the do-
main of the parameter space, but coexist with accumula-
tion sequences where CPWs have their widths decreasing
in a power-law fashion.
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