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Abstract
A 2-d or 3-d fluid–structure interaction model in its linear form is considered, for which semigroup
well-posedness (with explicit generator) was recently established in [G. Avalos, R. Triggiani, The coupled
PDE-system arising in fluid–structure interaction. Part I: Explicit semigroup generator and its spectral prop-
erties, in: Fluids and Waves, in: Contemp. Math., vol. 440, Amer. Math. Soc., 2007, pp. 15–55; G. Avalos,
R. Triggiani, The coupled PDE-system arising in fluid–structure interaction. Part II: Uniform stabiliza-
tion with boundary dissipation at the interface, Discrete Contin. Dyn. Syst., in press]. This is a system
which couples at the interface the linear version of the Navier–Stokes equations with the equations of linear
elasticity (wave-like). In this paper, we establish a backward uniqueness theorem for such a parabolic–
hyperbolic coupled PDE system. If {eAt }t0 is the (contraction) s.c. semigroup describing its evolution
on the finite energy space H, then eAT y0 = 0 for some T > 0 and y0 ∈H, implies y0 = 0. This prop-
erty has implications in establishing unique continuation and controllability properties, as in the case of
thermoelastic equations [M. Eller, I. Lasiecka, R. Triggiani, Simultaneous exact/approximate boundary
controllability of thermoelastic plates with variable coefficient, in: Marcel Dekker Lect. Notes Pure Appl.
Math., vol. 216, February 2001, pp. 109–230, invited paper for the special volume entitled Shape Op-
timization and Optimal Designs, J. Cagnol, J.P. Zolesio (Eds). (Preliminary version is in invited paper
in: A.V. Balakrishnan (Ed.), Semigroup of Operators and Applications, Birkhäuser, 2000, pp. 335–351.);
M. Eller, I. Lasiecka, R. Triggiani, Simultaneous exact/approximate boundary controllability of thermoelas-
tic plates with variable thermal coefficient and moment control, J. Math. Anal. Appl. 251 (2000) 452–478;
M. Eller, I. Lasiecka, R. Triggiani, Simultaneous exact/approximate boundary controllability of thermoelas-
tic plates with variable thermal coefficient and clamped controls, Discrete Contin. Dyn. Syst. 7 (2) (2001)
283–301].
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1. Introduction. Backward uniqueness. Implications
1.1. Physical model
Let Ω be an open bounded domain in Rd , d = 2,3, with sufficiently smooth boundary ∂Ω .
The present paper is focused on a fluid–structure interaction problem defined on Ω , as it has
arisen in the applied science and mathematical literature. See the 1969 monograph [20, p. 120],
which, in turn, states: “Problems of the type here considered occur in Biology [8].” Further lit-
erature will be given below. The model consists of a fluid-like equation (Navier–Stokes equation
in the velocity field and the pressure) defined on a bounded doughnut-like, exterior sub-domain
Ωf of Ω , which is suitably coupled with an elastic structure equation defined on an interior sub-
domain Ωs of Ω , with boundary interaction taking place at the common boundary Γs = ∂Ωs of
Ωs and Ωf . Thus, we have Ω = Ωs ∪Ωf , Ωs ∩Ωf = ∂Ωs ≡ Γs . The exterior boundary of Ωf
will be denoted by Γf ; see Fig. 1.
1.2. Mathematical model
In this paper, as in [2], we make two simplifications: (i) in the structure domain Ωs we consider
the pure d-dimensional wave equation (instead of the more cumbersome and physically more
appropriate d-elastic equation: this is not mathematically crucial); (ii) in the fluid domain Ωf we
take a linear version of the Navier–Stokes problem. This is done mostly for reasons of clarity. In
a subsequent paper, we intend to cover the technically more demanding elastic wave equation on
Ωs , as well as the full (nonlinear) Navier–Stokes model in Ωf .
Hereafter, u = [u1, · , ud ] is a d-dimensional velocity field; the scalar p denotes pressure;
w = [w1, · ,wd ] is a d-dimensional displacement field. Moreover, ν denotes throughout the unit
normal vector which is outward with respect to Ωf (hence inward with respect to Ωs on Γs ): see
Fig. 1. The fluid–structure interaction problem to be studied in the present paper is the following
linear problem [2]:
Fig. 1. The physical model.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
{
ut −u+ ∇p ≡ 0 in (0, T ] ×Ωf ≡ Qf , (1.1a)
divu ≡ 0 in Qf , (1.1b)
wtt −w +w ≡ 0 in (0, T ] ×Ωs ≡ Qs, (1.1c)
B.C.
⎧⎪⎨
⎪⎩
u|Γf ≡ 0 on (0, T ] × Γf ≡ f , (1.1d)
u ≡ wt on (0, T ] × Γs ≡ s, (1.1e)
∂u
∂ν
− ∂w
∂ν
= pν on s, (1.1f)
I.C. u(0, · ) = u0, w(0, · ) = w0, wt (0, · ) = w1 on Ω. (1.1g)
Henceforth, we let Γ ≡ ∂Ωf ≡ Γf ∪ Γs . By (1.1b) and the divergence theorem
0 ≡
∫
Ωf
divudΩf =
∫
Γ
u · ν dΓ =
∫
Γs
u · ν dΓs =
∫
Γs
wt · ν dΓs, (1.2)
after recalling also (1.1d), (1.1e). With respect to the system (1.1), the paper [2] provides a
solution to the following three problems: (i) semigroup well-posedness; (ii) spectral properties
of the (explicit) generator; (iii) strong stability of problem (1.1) (and its adjoint) in the variable
[w(t),wt (t), u(t)] ∈ H, where the space H is defined by
H ≡ [H 1(Ωs)]d × [L2(Ωs)]d × H˜f , (1.3)
(f1, f2)H 1(Ωs) =
∫
Ωs
[∇f1 · ∇f 2 + f1 · f 2]dΩs, (1.4)
H˜f =
{
f ∈ L2(Ωf ): divf ≡ 0 in Ωf ; f · ν ≡ 0 on Γf
}
. (1.5)
In addition, paper [3] proves uniform stabilization (with uniform decay rates) on H, if
Eq. (1.1e) (a matching of velocities at the interface) is replaced by the dissipative equation:
u = wt − ∂w∂ν at the interface Γs . (This conclusion holds without geometric conditions on the
structure Ωs , except for smoothness, a non-trivial achievement.) Corresponding generalizations
of [2,3] to the more technically involved Lamé–Stokes dynamics are obtained in [4,5]. For the
purposes of the present paper, we only need to recall the semigroup well-posedness result of [2].
Theorem 1.1. (See [2].) With reference to model (1.1a–g), one has that the map {w0,w1, u0} →
{w(t),wt (t), u(t)} ≡ eAt [w0,w1, u0] defines a strongly continuous contraction semigroup eAt
on the energy space H given by (1.3).
Paper [2] was motivated by paper [9] where well-posedness results of different type were
given, using a (radically different) Faedo–Galerkin approximation approach. There is, essentially,
empty intersection between the results and the methods of the two papers [9] and [2] regarding
the common fluid–structure interaction model.
We note that elimination of the pressure and the coupling at the interface present the analysis
with additional serious challenges in establishing Theorem 1.1 (with an explicit generator), and
thus require a novel approach to overcome them.
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The goal of the present paper is to show a backward uniqueness theorem for the s.c. semigroup
eAt asserted in Theorem 1.1 on the energy space H; that is, the property that eAT y0 = 0 for some
T > 0 and y0 ∈ H implies y0 = 0.
Theorem 1.2. The s.c. contraction semigroup eAt on H, which according to Theorem 1.1, de-
fines the well-posedness of the initial value problem (1.1a–g), satisfies the backward uniqueness
property: eAT y0 = 0 for some T > 0 and y0 ∈ H, implies y0 = 0.
1.4. Backward uniqueness literature
Backward uniqueness is trivial for s.c. groups; simple to prove for s.c. analytic semigroups;
and it may be patently false, as in the case of nilpotent semigroups. The latter case may very
well arise from physically significant models (consider the one-dimensional wave equation with
dissipative boundary conditions):
wtt −wxx = 0 in Q = (0, T ] ×Ω,
w|x=0 ≡ 0, wx |x=1 = −hwt |x=1, Ω = (0,1),
for the positive constant h taking up the value 1: h = 1 [24]. In our present case, dealing with
fluid–structure interaction, our coupled PDE system displays a parabolic/hyperbolic character.
Thus, the present fluid–structure semigroup does not fit into any of the above cases.
Our proof below of backward uniqueness of the present fluid–structure semigroup is based
on the application of a recent, new, abstract backward uniqueness theorem for s.c. semigroups
in Banach space [18, Theorem 3.1, p. 225], reported as Theorem 1.3 below. This theorem was
motivated by the desire to show backward uniqueness results for s.c. semigroups arising from
(uncoupled) thermoelastic plate systems, which account for rotational forces under all canonical
boundary conditions. Accordingly, the assumptions of the abstract backward uniqueness theorem
were tailored to PDE systems, which display a parabolic/hyperbolic interaction. These include:
(i) the original, motivating case of thermoelastic plates with rotational forces [18]; (ii) the sub-
sequent case (which critically relies on the result of [18]) of a structural acoustic chamber with
an elastic or a thermoelastic flexible wall (including the Gevrey class/hyperbolic interaction case
for the elastic wall) [25]; (iii) and, of course, the present model of fluid–structure interaction. In
all such cases, one generally expects—and in a canonical case can be precisely verified [7]—
two parts of the spectrum of the generator: one which aligns vertically along a line parallel to
the imaginary axis (hyperbolic component), and one which aligns along the negative real axis
(parabolic component). Thus, on a line which goes at an angle in between, one expects to have a
bounded resolvent operator. As already noted, positive backward uniqueness results are proved
in [18] for thermoelastic plates with rotational forces under all canonical boundary conditions;
in [25] for structural acoustic chambers with elastic or thermoelastic walls, under two settings:
when the coupled PDE system displays a hyperbolic/parabolic interaction, and when it displays
a hyperbolic/Gevrey class interaction.
The present note gives a third non-trivial example, wherein the abstract backward uniqueness
theorem (Theorem 1.3 below) is used to advantage in the case of ‘concrete’ PDE interactions
of different dynamical type or character. If R( · ,A) denotes the resolvent operator, the abstract
result is
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semigroup eAt in a Banach space X. Assume that there exist constants a ∈ (π2 ,π), r0 > 0, C > 0,
such that ∥∥R(re±ia,A)∥∥L(X) = ∥∥(re±iaI −A)−1∥∥L(X)  C (1.6)
for all r  r0. Then, the backward uniqueness property holds true; that is, eAT x0 = 0 for T > 0,
x0 ∈ X implies x0 = 0.
In the case of thermoelastic plates with rotational forces, under all canonical boundary condi-
tions, the rate of decay of the resolvent operator is actually O( 1|λ| ) along said rays λ = |λ|e±ia ,
π
2 < a < π [18]. By using critically such a decay rate, along said rays, of the thermoelastic com-
ponent, paper [25] then achieves the same rate O( 1|λ| ), along said rays, for the semigroup arising
from a structural acoustic chamber with a thermoelastic wall. Instead, in the case of the present
fluid–structure interaction semigroup (Theorem 1.4 below), of parabolic–hyperbolic coupling,
the rate O( 1|λ|6 ) will turn out to hold true on suitable rays. Thus, in all these cases, the assump-
tions of the abstract backward uniqueness Theorem 1.3 are a fortiori fulfilled. The main result
of the present paper is Theorem 1.4 below, which provides a considerably stronger and more
precise resolvent estimate on suitable rays than what is strictly required by estimate (1.6) of the
abstract result.
To state our result, we shall specify—once and for all—that the complex parameter λ = α+ iβ
should lie on any one of the following rays:⎧⎪⎨
⎪⎩
(i) λ = α + iβ = |λ|e±iϑ , for fixed 3π4 < ϑ < π, so that
0 	= | tanϑ | < 1, |β| = |α|| tanϑ |, |λ|2 = α2 + β2 = α2(1 + tan2 ϑ);
(ii) |α| 1 is sufficiently large.
(1.7)
For such rays in the left complex plane, we intend to show the following result.
Theorem 1.4. Let λ = α + iβ lie on one of the rays specified in (1.7). Let A be the generator
of the s.c. contraction semigroup identified by Theorem 1.1. Then, the following estimate holds
true: there exist constants Cϑ > 0, r0,ϑ > 0, depending on the angle ϑ in (1.7), such that the
resolvent R(λ,A) = (λI −A)−1 satisfies the following estimate:
∥∥R(λ,A)∥∥H  Cϑ|α| 16 , ∀|α| r0,ϑ , λ = |λ|e±iϑ . (1.8a)
Explicitly, this means the following: Consider the resolvent equation given by (2.2) below.
Then, any solution {v1, v2, f } ∈D(A) of (2.2) obeys the following estimate:
‖v1‖1,Ωs + ‖v2‖Ωs + ‖f ‖Ωf 
Cϑ
|α| 16
∥∥[v∗1 , v∗2 , f ∗]∥∥H, (1.8b)
λ = α+iβ = |λ|e±iϑ , for all |α| large enough, with constant Cϑ independent of [v∗1 , v∗2 , f ∗] ∈ H,
but depending on ϑ , 34π < ϑ < π . Here and throughout the paper, we use the notation ‖x‖r,Ω =‖x‖[Hr(Ω)]d . Moreover, H is the energy space defined in (1.3).
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In addition to being of interest in itself, the property of backward uniqueness has critical
implications on asserting unique continuation of over-determined evolution problems. The latter
feature is, in turn, a main standing issue in PDE theory of great relevance, which arises in various
contexts. One is the setting of controllability in PDE control theory. Here a statement of unique
continuation of an over-determined problem (called ‘observability’ in the area’s jargon) is equiv-
alent, by duality, to a corresponding statement of approximate controllability. A case in point,
where our present discussion is critical, is given by the parabolic–hyperbolic coupled system
that arises in thermoelasticity accounting for rotational forces. Here the issue arises in asserting
unique continuation of a corresponding over-determined problem, either under zero Cauchy data
on the entire boundary [15], or else on an arbitrarily small portion (of positive measure) of the
boundary [10,11].
The proof proceeds in two steps [10, pp. 141, 160, Section 11]. First, one shows that the
semigroup solution corresponding to the over-determined problem vanishes at some positive
time T > 0, by use of technical Carleman estimates in a non-trivial pseudo-differential setting
[15], [10, Section 11], [11]. Next, to conclude, one then needs to invoke a corresponding back-
ward uniqueness theorem. In the case of thermoelastic systems of parabolic–hyperbolic type
(that is, accounting for rotational forces) under all canonical boundary conditions, such a the-
orem is provided in [18]. This reference was motivated precisely by the presently described
issues. Approximate controllability of the entire thermo-elastic system (that is, unique continu-
ation or observability of the dual over-determined system) is then one of the two ingredients in
the strategy of [10,12,13], to obtain a result of exact controllability in the elastic variables and,
simultaneously, approximate controllability in the thermal variable.
We expect the backward uniqueness result of the present paper to play a similar role for the
parabolic–hyperbolic fluid–structure interaction system, in future control-theoretic studies of this
model.
2. Proof of Theorem 1.4
Step 1. Preliminary background from [2].
We shall confine to reporting from [2] the background strictly necessary for the present proof.
Let λ = α + iβ = |λ|e±iϑ , 3π4 < ϑ < π , throughout, α and β real, so that |β| = |α||tanϑ |,
0 < |tanϑ | < 1 as in (1.7). Eventually, we shall also take |α| sufficiently large.
(i): The resolvent equation
(λI −A)x = y ∈ H, x = [v1, v2, f ] ∈D(A) ⊂ H, y =
[
v∗1 , v∗2 , f ∗
] ∈ H, (2.1)
means [2, Eqs. (6.1)–(6.3); Theorem 2.1 and Definition 2.1]
λ
[
v1
v2
f
]
−
[
v2
v1 − v1
f − ∇π
]
=
⎡
⎣ v
∗
1
v∗2
f ∗
⎤
⎦ ∈ H = [H 1(Ωs)]d × [L2(Ωs)]d × H˜f , (2.2)
where, more completely, the following holds true: [v1, v2, f ] ∈D(A) if and only if
v1 ∈
[
H 1(Ωs)
]d
, v2 ∈
[
H 1(Ωs)
]d
, f ∈ [H 1(Ωf )]d ∩ H˜f , (2.3a)
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v1 ∈
[
L2(Ωs)
]d
, f − ∇π ∈ H˜f , (2.3b)
v2 = λv1 − v∗1 ∈
[
H 1(Ωs)
]d
,
∫
Γs
v2 · ν dΓs = 0, (2.3c)
(−+ I )v1 + λ2v1 = v∗2 + λv∗1 , (2.3d)⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
f − λf − ∇π = −f ∗ ∈ H˜f ⊂
[
L2(Ωf )
]d
, (2.4a)
divf ≡ 0 in Ωf , (2.4b)
f |Γf ≡ 0, f |Γs = v2|Γs =
[
λv1 − v∗1
]|Γs ∈ [H 12 (Γs)]d, (2.4c)
∂f
∂ν
− ∂v1
∂ν
= πν, (2.4d)
where π is the harmonic function defined by the following problem [2, Eq. (2.18)]:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
π ≡ 0 in Ωf , (2.5a)
π = ∂f
∂ν
· ν − ∂v1
∂ν
· ν ∈ H− 12 (Γs) on Γs,
[
v1
v2
f
]
∈D(A), (2.5b)
∂π
∂ν
= f · ν ∈ H− 32 (Γf ) on Γf . (2.5c)
1(ii): Moreover, the dissipativity property of the generator A is quantitatively expressed by
the relationship [2, Proposition 3.1, Eq. (3.1)]:
Re
(
A
[
v1
v2
f
]
,
[
v1
v2
f
])
H
= −
∫
Ωf
|∇f |2 dΩf  0 for [v1, v2, f ] ∈D(A). (2.6)
With λ = α + iβ = |λ|e±iϑ , 3π4 < ϑ < π , as specified on two rays, where |β| = |α||tanϑ |,
0 < |tanϑ | < 1 as in (1.7), we first take the H-inner product of the resolvent equation (2.1) with
x = [v1, v2, f ] ∈ D(A); next, we take the real part of the resulting identity; finally, we invoke
the dissipativity identity (2.6). We obtain with α < 0:
α‖x‖2H = Re(Ax, x)H + Re(y, x)H,
|α|∥∥[v1, v2, f ]∥∥2H =
∫
Ω
|∇f |2 dΩf − Re(y, x)H. (2.7)
1(iii): We need to estimate the ∇f -term by working on the f -problem (2.4a–c). To this end,
we shall first establish the following identity (as in the dissipativity proof in [2, Eqs. (3.6), (3.7)]):
∫
Ω
|∇f |2 dΩf =
∫
Γ
∂v1
∂ν
· f dΓs − λ‖f ‖2Ωf + (f ∗, f )Ωf . (2.8)
f s
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Ωf
f · f dΩf −
∫
Ωf
∇π · f dΩf − λ‖f ‖2Ωf = −(f ∗, f )Ωf .
Integrating by parts via Green’s theorems on both integral terms yields
[∫
Γs
∂f
∂ν
· f dΓs −
∫
Ωf
∇f · ∇f dΩf
]
−
[∫
Γs
πf · ν dΓs −
∫
Ωf



π divf dΩf
]
− λ‖f ‖2Ωf
= −(f ∗, f )Ωf , (2.9)
where on both boundary integrals in (2.9)—originally on ∂Ωf —we use the B.C. f |Γf = 0 from
(2.4c); moreover, divf ≡ 0 in Ωf , by (2.4b), producing a cancellation of the interior integral
term in (2.9). Next, from (2.5b) or (2.4d), we obtain ∂f
∂ν
= πν+ ∂v1
∂ν
on Γs , which once substituted
in the first boundary integral term in (2.9) yields after a cancellation
∫
Γs
∂v1
∂ν
· f dΓs +
∫
Γs



πf · ν dΓs −
∫
Ωf
|∇f |2 dΩf −
∫
Γs



πf · ν dΓs − λ‖f ‖2Ωf
= −(f ∗, f )Ωf , (2.10)
and (2.10) leads to (2.8), as desired.
1(iv): Next we take the real part of identity (2.8) and obtain
∫
Ωf
|∇f |2 dΩf = Re
(∫
Γs
∂v1
∂ν
· f dΓs
)
− α‖f ‖2Ωf + Re(f ∗, f )Ωf . (2.11)
A critical part of the proof will consist of obtaining a sharp estimate of the real boundary term
on the RHS of (2.11). This will be done in Section 3. We shall conveniently rewrite this term as
Re
(∫
Γs
∂v1
∂ν
· f dΓs
)
=
∫
Γs
Re
(
∂v1
∂ν
· f
)
dΓs
=
∫
Γs
∂ Rev1
∂ν
· Ref dΓs +
∫
Γs
∂ Imv1
∂ν
· Imf dΓs
=
〈
∂ Rev1
∂ν
,Ref
〉
Γs
+
〈
∂ Imv1
∂ν
, Imf
〉
Γs
. (2.12)
1(v): In Section 5, we shall also need the imaginary part of identity (2.8):
β‖f ‖2Ωf = Im
(∫
∂v1
∂ν
· f dΓs
)
+ Im(f ∗, f )Ωf , (2.13)
Γs
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Im
(∫
Γs
∂v1
∂ν
· f dΓs
)
=
∫
Γs
Im
(
∂v1
∂ν
· f
)
dΓs
= −
∫
Γs
∂ Rev1
∂ν
· Imf dΓs +
∫
Γs
∂ Imv1
∂ν
· Ref dΓs
= −
〈
∂ Rev1
∂ν
, Imf
〉
Γs
+
〈
∂ Imv1
∂ν
,Ref
〉
Γs
. (2.14)
Identities (2.12) and (2.14) point out that we need to solve the v1-problem explicitly, indeed
in the Re v1- and in the Im v1-variables. This will be done in the subsequent Step 2.
Step 2. The operator AD ; the boundary operator D; abstract model and explicit solution of
the v1-, Rev1- and Imv1-problems.
In what follows we will need the following operator-theoretic machinery which was used in
[1] and [3] in the style of [19].
2(i): We define the operator AD :D(AD) ⊂ [L2(Ωs)]d → [L2(Ωs)]d by
AD = (−+ I ), D(AD) =
[
H 2(Ωs)∩H 10 (Ωs)
]d
. (2.15)
By elliptic theory [21], AD is a positive definite and self-adjoint operator on [L2(Ωs)]d , with
compact resolvent, as Ωs is bounded in Rd .
We should also note that with respect to this operator, we have the following “analyticity”
inequality for the resolvent R(−r;AD), for r ∈ ρ(AD)∩ R+:
∥∥AηDR(−r;AD)∥∥ C(1 + r)1−η , for all η ∈ [0,1] (2.16)
(see [17, Expression (5.15), p. 115], [22]).
2(ii): Associated with AD :D(AD) ⊂ [L2(Ωs)]d → [L2(Ωs)]d is the so-called Dirichlet map
[19]: We define D : [L2(Γs)]d → [L2(Ωs)]d by
(−+ I )Dg = 0 in Ωs, Dg|Γs = g on Γs. (2.17a)
By elliptic theory; see, e.g., [21], we have the well-definition of this map, with
D ∈ L([Hr(Γs)]d; [Hr+ 12 (Ωs)]d), for all real r. (2.17b)
In particular, for r = 0, we shall use below that
⎧⎨
⎩D :
[
L2(Γs)
]d → [H 12 (Ωs)]d ⊂ [H 12 −2(Ωs)]d ≡ D(A 14 −D ), ∀ > 0, (2.17c)
hence A
1
4 −
D ∈ L([L2(Γ )]d; [L2(Ω )]d), (2.17d)D s s
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domains of fractional powers of AD [14,19]. We then note that by (2.17), we may write for any
“smooth enough”  on Ωs , and g on Γs :
(−+ I ) = (−+ I )( − Dg) = AD( − Dg) ∈
[
L2(Ωs)
]d
, (2.18)
since [ − Dg] ∈D(AD), in particular [ − Dg]Γs = 0.
2(iii): We return to the v1-equation (2.3d), which by virtue of (2.17), (2.18), we rewrite as
(−+ I )v1 + λ2v1 = v∗2 + λv∗1 , or
(−+ I )(v1 − D(v1|Γs ))+ λ2v1 = v∗2 + λv∗1 in Ωs, (2.19)
or: AD
(
v1 − D(v1|Γs )
)+ λ2v1 = v∗2 + λv∗1 ∈ [L2(Ωs)]d, (2.20)
or: ADv1 + λ2v1 = ADD(v1|Γs )+ v∗2 + λv∗1 ∈
[D(AD)]′. (2.21)
In (2.21), we have extended the original operator AD in (2.14) to AD : [L2(Ωs)]d →
[D(AD)]′ (the dual of D(AD) with respect to [L2(Ωs)]d as a pivot space), while maintaining
the same notation, as usual [19]. We now take the real part and imaginary part of Eq. (2.21),
using Re(λ2v1) = (Reλ2)(Rev1)− Im(λ2)(Imv1), Im(λ2v1) = (Reλ2)(Imv1)+ (Rev1)(Imλ2)
with Re λ2 = α2 − β2, Imλ2 = 2αβ , and obtain
[(
β2 − α2)I −AD]Rev1 = −ADD(Rev1|Γs )− 2αβ Imv1
− (Rev∗2 + α Rev∗1 − β Imv∗1), (2.22a)
[(
β2 − α2)I −AD] Imv1 = −ADD(Imv1|Γs )+ 2αβ Rev1
− (Imv∗2 + α Imv∗1 + β Rev∗1). (2.22b)
Applying the resolvent R(β2 − α2;AD)—recall |β| < |α| from (1.7), so R(β2 − α2;AD) is
well defined—now yields
Rev1 = −R
(
β2 − α2;AD
)
ADD(Rev1|Γs )− 2αβR
(
β2 − α2;AD
)
Imv1
−R(β2 − α2;AD)(Rev∗2 + α Rev∗1 − β Imv∗1), (2.23)
Imv1 = −R
(
β2 − α2;AD
)
ADD(Imv1|Γs )+ 2αβR
(
β2 − α2;AD
)
Rev1
−R(β2 − α2;AD)(Imv∗2 + α Imv∗1 + β Rev∗1). (2.24)
2(iv): The values Rev1|Γs and Imv1|Γs on Γs . We complement identities (2.23), (2.24) with
corresponding expressions for Rev1|Γs and Imv1|Γs at the boundary Γs , via a simple argument.
Proposition 2.1. Suppose α 	= 0 in (2.1). Then, any solution [v1, v2, f ] to Eqs. (2.1) or (2.2)
satisfies, on Γs , the following relations:
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1
[1 + (β
α
)2]
{
Ref |Γs
α
+ Rev
∗
1 |Γs
α
+
(
β
α
)(
Imf |Γs
α
+ Imv
∗
1 |Γs
α
)}
, (2.25)
Imv1|Γs =
1
[1 + (β
α
)2]
{
Imf |Γs
α
+ Imv
∗
1 |Γs
α
−
(
β
α
)(
Ref |Γs
α
+ Rev
∗
1 |Γs
α
)}
. (2.26)
Proof. First, taking real part and imaginary part of λv1 − v2 = v∗1 on Γs , see (2.3c), where
v2|Γs = f |Γs by (2.4c), we obtain the relations
α Rev1 = Ref + β Imv1 + Rev∗1 on Γs, (2.27)
α Imv1 = Imf − β Rev1 + Imv∗1 on Γs. (2.28)
Next, using the range relation (2.27), we write
Rev1|Γs =
Ref |Γs
α
+ β
α
Imv1|Γs +
Rev∗1 |Γs
α
. (2.29)
Subsequently, applying the range relation (2.28) for Imv1, we have
Rev1|Γs =
β
α
(
Imf |Γs
α
− β
α
Rev1|Γs +
Imv∗1 |Γs
α
)
+ Ref |Γs
α
+ Rev
∗
1 |Γs
α
= −
(
β
α
)2
Rev1|Γs +
Ref |Γs
α
+ Rev
∗
1 |Γs
α
+ β
α
(
Imf |Γs
α
+ Imv
∗
1 |Γs
α
)
, (2.30)
from which (2.25) follows readily. The details of proof for (2.26) are identical. 
2(v): The operator D∗AD . In the course of our analysis in Section 3, in taking the normal
derivative “ ∂
∂ν
” of Rev1 in (2.23) and of Imv1 in (2.24)—as required by (2.13)—we shall need
the following (well-known [19]) result.
Lemma 2.2. For all g ∈ [L2(Γs)]d and  ∈D(AD), we have
〈D∗AD,g〉Γs = −
〈
∂
∂ν
,g
〉
Γs
; hence D∗AD = −∂
∂ν
. (2.31)
Proof. The reproduction of a well-known proof [19] is as follows: We apply Green’s second
lemma (where ν is the inward unit vector to Ωs ) and obtain for  ∈ D(AD), hence  |Γs = 0,
via (2.15) for AD :
〈D∗AD,g〉Γs = (AD,Dg)Ωs =
(
(−+ I ),Dg)
Ωs
= (,

(−+ I )Dg)Ωs −
〈
∂
∂ν
,g
〉
Γs
, (2.32)
and (2.31) follows from (2.32), where the vanishing of the term over Ωs is due to the definition
of D in (2.15). 
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moment-type boundary inequalities [6, p. 39], [23, p. 26]: Let Ω be bounded domain in Rd ,
d  2, with sufficiently smooth boundary ∂Ω . Then
(i) ‖h|∂Ω‖∂Ω  C∗‖h‖
1
2
Ω‖h‖
1
2
1,Ω, for every h ∈ H 1(Ω); (2.33)
(ii)
∥∥∥∥∂h∂ν
∣∣∣∣
∂Ω
∥∥∥∥
∂Ω
 C∗‖h‖
1
2
2,Ω‖h‖
1
2
1,Ω, for every h ∈ H 2(Ω), (2.34)
where C∗ is a positive constant independent of h.
3. Critical estimates for the boundary terms in (2.12) and (2.14)
The goal of the present section is to show the following critical estimates for the boundary
terms occurring in (2.12) and (2.14). Throughout this section, it will be convenient to introduce
the following notation:
the symbol f 0 stands for either (Ref ), or (Imf ), or even
f, indifferently: f 0 = Ref, Imf,f. (3.0)
The two cases of our direct interest in the terms (2.12) and (2.14) refer to f 0 = Ref , Imf .
Theorem 3.1. Given λ = α+ iβ which satisfies the criteria of Eq. (1.7), we have that any solution
[v1, v2, f ] of (2.1) or (2.2) satisfies the following estimate for all 1 > 0 arbitrarily small:∣∣∣∣
〈
∂ Rev1
∂ν
,f 0
〉
Γs
∣∣∣∣+
∣∣∣∣
〈
∂ Imv1
∂ν
,f 0
〉
Γs
∣∣∣∣ Cϑ,1|α| 13
(‖f ‖21,Ωf + |α|3‖v1‖2Ωs )+ 1|α|‖f ‖2Ωf
+ Cϑ,1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (3.1)
where Cϑ,1 is a constant depending on the angle ϑ ∈ ( 34π,π), as well as on 1.
Proof. We will focus here on proving the following estimate:
∣∣∣∣
〈
∂ Rev1
∂ν
,f 0
〉
Γs
∣∣∣∣ Cϑ,1|α| 13
(‖f ‖21,Ωf + |α|3‖v1‖2Ωs )+ 1|α|‖f ‖2Ωf
+ Cϑ,1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (3.2)
of the first term in (3.1). The details of proof for this estimate will render it manifest that the
term |〈 ∂ Imv1
∂ν
, f 0〉Γs | likewise satisfies the bound on the right-hand side of (3.2), thereby estab-
lishing (3.1).
Proof of (3.2). To start, we substitute the relations (2.23) to the left-hand side of (3.2), so as to
have
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〈
∂ Rev1
∂ν
,f 0
〉
Γs
= −
〈
∂
∂ν
[R(β2 − α2;AD)ADD(Rev1|Γs )], f 0
〉
Γs
−
〈
∂
∂ν
[
2αβR(β2 − α2;AD) Imv1], f 0
〉
Γs
−
〈
∂
∂ν
[R(β2 − α2;AD)(Rev∗2 + α Rev∗1 − β Imv∗1)], f 0
〉
Γs
(3.3a)
= T1 + T2 + T3. (3.3b)
We proceed to majorize the terms T1, T2, T3 on the right-hand side of (3.3).
(i) Term T1. Using the resolvent identity, R(λ,AD)AD = λR(λ,AD)− I , we have
T1 = −
〈
∂
∂ν
[R(β2–α2;AD)ADD(Rev1|Γs )], f 0
〉
Γs
= −
〈
∂
∂ν
[(
β2 − α2)R(β2 − α2;AD)D(Rev1|Γs )], f 0
〉
Γs
+
〈
∂
∂ν
D(Rev1|Γs ), f 0
〉
Γs
(3.4a)
= T1a + T1b. (3.4b)
(i.a) Term T1a . Using the relation (2.31), we have by (3.4)
T1a = −
(
β2 − α2)〈 ∂
∂ν
[R(β2 − α2;AD)D(Rev1|Γs )], f 0
〉
Γs
= (β2 − α2)〈D∗AD[R(β2 − α2;AD)D(Rev1|Γs )], f 0〉Γs
= (β2 − α2)(R(β2 − α2;AD)D(Rev1|Γs ),ADD(f 0∣∣Γs ))Ωs
= (β2 − α2)(D(Rev1|Γs ),R(β2 − α2;AD)ADD(f 0∣∣Γs ))Ωs . (3.5)
We now invoke relations (2.17c–d) with  = ρ8 , 0 < ρ < 1, and obtain from (3.5) with β2 =
α2 tan2 ϑ , 0 < tan2 ϑ < 1; see (1.7):
|T1a | =
∣∣∣∣(β2 − α2)
〈
∂
∂ν
[R(β2 − α2;AD)D(Rev1|Γs )], f 0
〉
Γs
∣∣∣∣
= α2∣∣1 − tan2 ϑ∣∣∣∣(A 14 − ρ8D D(Rev1|Γs ),A 12 + ρ4D R(β2 − α2;AD)A 14 − ρ8D D(f 0∣∣Γs ))∣∣
 Cα2
∥∥A 12 + ρ4D R(β2 − α2;AD)∥∥L(L2(Ωs))‖Rev1|Γs‖Γs∥∥f 0∣∣Γs∥∥Γs . (3.6)
Subsequently, applying the analyticity estimate (2.16) to the right-hand side of (3.6) now gives
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∣∣∣∣(β2 − α2)
〈
∂
∂ν
[R(β2 − α2;AD)D(Rev1|Γs )], f 0∣∣Γs
〉
Γs
∣∣∣∣
 Cα
2
1 + (α2 − β2) 12 − ρ4
‖Rev1|Γs‖Γs
∥∥f 0∣∣
Γs
∥∥
Γs
= Cα
2
(1 + α2[1 − tan2 ϑ]) 12 − ρ4
‖Rev1|Γs‖Γs
∥∥f 0∣∣
Γs
∥∥
Γs
 Cϑ |α|1+ ρ2 ‖Rev1|Γs‖Γs
∥∥f 0∣∣
Γs
∥∥
Γs
. (3.7)
For the right side of (3.7), we now invoke Proposition 2.1 for Rev1|Γs , Eq. (2.25). Doing so
gives, with |β
α
| = |tanϑ | < 1, see (1.7), and recalling (3.0):
|T1a| Cϑ |α|1+ ρ2 ‖Rev1|Γs‖Γs
∥∥f 0∣∣
Γs
∥∥
Γs
= Cϑ |α|
1+ ρ2
[1 + (β
α
)2]
∥∥∥∥Ref |Γsα + Rev
∗
1 |Γs
α
+
(
β
α
)(
Imf |Γs
α
+ Imv
∗
1 |Γs
α
)∥∥∥∥
Γs
∥∥f 0∣∣
Γs
∥∥
Γs
 Cϑ |α|1+ ρ2
(‖f ‖2Γs
|α| +
1
|α|
∥∥[v∗1 , v∗2 , f ∗]∥∥2H
)
(3.8)
= Cϑ |α| ρ2
(‖f ‖2Γs + ∥∥[v∗1 , v∗2 , f ∗]∥∥2H), (3.9)
where, in obtaining (3.8), we have also invoked trace theory on v∗1 .
Remark 3.1. We note that (3.8) follows regardless of whether f 0 denotes (Ref ), (Imf ), or f ,
as stipulated in the notation of (3.0).
To handle the right-hand side of inequality (3.9), we recall trace inequality (2.33): Applying
it to the right-hand side of (3.9), we have now
T1a =
∣∣∣∣(β2 − α2)
〈
∂
∂ν
[R(β2 − α2;AD)D(Rev1|Γs )], f 0
〉
Γs
∣∣∣∣
 Cϑ |α| ρ2
(
(C∗)2‖f ‖Ωf ‖f ‖1,Ωf +
∥∥[v∗1 , v∗2 , f ∗]∥∥2H). (3.10)
Set now ρ ≡ 23 in (3.10). Therewith, we have with |α|
ρ
2 = |α| 13 = |α| 12 1|α|1/6 :
|T1a| =
∣∣∣∣(β2 − α2)
〈
∂
∂ν
[R(β2 − α2;AD)D(Rev1|Γs )], f 0
〉
Γs
∣∣∣∣
 Cϑ |α| 13
(
(C∗)2‖f ‖Ωf ‖f ‖1,Ωf +
∥∥[v∗1 , v∗2 , f ∗]∥∥2H)
 Cϑ(C∗)2
(|α| 12 ‖f ‖Ωf )‖f ‖1,Ωf1 +Cϑ |α| 13 ∥∥[v∗1 , v∗2 , f ∗]∥∥2H,|α| 6
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‖f ‖21,Ωf
|α| 13
+Cϑ |α| 13
∥∥[v∗1 , v∗2 , f ∗]∥∥2H. (3.11)
(i.b) Term T1b . For the second term T1b on the right-hand side of (3.4b): Since D(Re v1|Γs ) is
harmonic, we have by elliptic theory (see [16]), the estimate∥∥∥∥ ∂∂νD(Rev1|Γs )
∥∥∥∥− 12 ,Γs  C
∥∥D(Rev1|Γs )∥∥1,Ωs , (3.12)
where C is independent of λ = α + iβ . (Indeed, h = 0 in Ωs and φ ∈ [H 1(Ωs)]d yield∫
Γs
∂h
∂ν
· φ dΓs =
∫
Ωs
∇h · ∇φ dΩs , with φ|Γs ∈ [H
1
2 (Γs)]d , and (3.12) follows for h =
D(Rev1|Γs ) ∈ [H 1(Ωs)]d .) Combining this estimate (3.12) with the regularity of D in (2.17)
gives via (3.4b)
|T1b| =
∣∣∣∣
〈
∂
∂ν
D(Rev1|Γs ), f 0
〉
Γs
∣∣∣∣ C∥∥D(Rev1|Γs )∥∥1,Ωs∥∥f 0∥∥ 12 ,Γs
 Cϑ‖Rev1|Γs‖ 12 ,Γs
∥∥f 0∥∥ 1
2 ,Γs
. (3.13)
To deal with this term, we can again appeal to Proposition 2.1 for Rev1|Γs , Eq. (2.25), and
estimate as in (3.8):
|T1b| Cϑ‖Rev1|Γs‖ 12 ,Γs
∥∥f 0∥∥ 1
2 ,Γs
= Cϑ[1 + (β
α
)2]
∥∥∥∥Ref |Γsα + Rev
∗
1 |Γs
α
+
(
β
α
)(
Imf |Γs
α
+ Imv
∗
1 |Γs
α
)∥∥∥∥ 1
2 ,Γs
∥∥f 0∥∥ 1
2 ,Γs
 Cϑ
(‖f ‖21,Ωf
|α| +
1
|α|
∥∥[v∗1 , v∗2 , f ∗]∥∥2H
)
, (3.14)
after using trace theory. (Again, as in Remark 3.1, we note that (3.14) follows regardless of
whether f 0 denotes (Ref ), (Imf ), . . . , as stipulated in the notation of (3.0).) We rewrite (3.13)
and (3.14) as
|T1b| =
∣∣∣∣
〈
∂
∂ν
D(Rev1|Γs ), f 0
〉
Γs
∣∣∣∣Cϑ
(‖f ‖21,Ωf
|α| +
1
|α|
∥∥[v∗1 , v∗2 , f ∗]∥∥2H
)
. (3.15)
Recalling T1 = T1a +T1b from (3.4b) and using the estimates for |T1a | and |T1b| in (3.11) and
(3.15), respectively, we obtain
|T1| =
∣∣∣∣
〈
∂
∂ν
[R(β2 − α2;AD)ADD(Rev1|Γs )], f 0
〉
Γs
∣∣∣∣
 1|α|‖f ‖2Ωf +C1,ϑ
‖f ‖21,Ωf
|α| 13
+ Cϑ
|α| 23
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (3.16)
where 1 is arbitrarily small and |α| 1.
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readily, recalling |β| = |α||tanϑ | from (1.7):
|T2| =
∣∣∣∣2αβ
〈
∂
∂ν
R(β2 − α2;AD) Imv1, f 0
〉
Γs
∣∣∣∣
 2α2|tanϑ |
∥∥∥∥ ∂∂νR
(
β2 − α2;AD
)
Imv1
∥∥∥∥
Γs
∥∥f 0∣∣
Γs
∥∥
Γs
. (3.17)
By the moment trace inequality (2.34) and the analyticity estimate (2.16), we have further∥∥∥∥ ∂∂νR
(
β2 − α2;AD
)
Imv1
∥∥∥∥
Γs
 C∗
∥∥R(β2 − α2;AD) Imv1∥∥ 122,Ωs∥∥R(β2 − α2;AD) Imv1∥∥ 121,Ωs
 C
∥∥A 12DR(β2 − α2;AD) Imv1∥∥ 12Ωs∥∥ADR(β2 − α2;AD) Imv1∥∥ 12Ωs (3.18)
(
by (2.16))  [ C
[1 + (α2 − β2)] 12
‖v1‖Ωs
] 1
2 [
C‖v1‖Ωs
] 1
2
 C
(1 + α2(1 − tan2 ϑ)) 14
‖v1‖Ωs 
Cϑ
|α| 12
‖v1‖Ωs , (3.19)
since R(β2 − α2;AD) Imv1 ∈ D(AD) ≡ [H 2(Ωs) ∩ H 10 (Ωs)]d ⊂ D(A
1
2
D) ≡ [H 10 (Ωs)]d , for
Imv1 ∈ [L2(Ωs)]d (conservatively).
Applying (3.19) to the RHS of (3.17) then gives, with |α|2
|α| 12
= |α| 32 :
|T2| =
∣∣∣∣2αβ
〈
∂
∂ν
R(β2 − α2;AD) Imv1, f 0
〉
Γs
∣∣∣∣
 Cϑ |α| 32 ‖v1‖Ωs
∥∥f 0∣∣
Γs
∥∥
Γs
= Cϑ
( |α| 32
|α| 16
‖v1‖Ωs
)
|α| 16 ∥∥f 0∣∣
Γs
∥∥
Γs
 Cϑ
|α|3
|α| 13
‖v1‖2Ωs +Cϑ |α|
1
3
∥∥f 0∣∣
Γs
∥∥2
Γs
. (3.20)
For the second term on the RHS of (3.20), we re-invoke the moment trace estimate (2.33) as well
as (3.0):
Cϑ |α| 13
∥∥f 0∣∣
Γs
∥∥2
Γs
 Cϑ(C∗)2|α| 13 ‖f ‖Ωf ‖f ‖1,Ωf
 Cϑ(C∗)2
(|α| 12 ‖f ‖Ωf )
(
1
|α| 16
‖f ‖1,Ωf
)
 |α|1‖f ‖2Ωf +Cϑ,1
‖f ‖21,Ωf
1 . (3.21)|α| 3
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|T2| =
∣∣∣∣2αβ
〈
∂
∂ν
R(β2 − α2;AD) Imv1, f 0
〉
Γs
∣∣∣∣
 Cϑ,1
|α| 13
(‖f ‖21,Ωf + |α|3‖v1‖2Ωs )+ 1|α|‖f ‖2Ωf . (3.22)
(iii) Term T3 in (3.3b). We now estimate term T3 in (3.3). For |α| 1 and |β| < |α|, as assumed
in (1.7), we obtain
|T3| =
∣∣∣∣
〈
∂
∂ν
[R(β2 − α2;AD)(Rev∗2 + α Rev∗1 − β Imv∗1)], f 0
〉
Γs
∣∣∣∣

∥∥∥∥ ∂∂ν
[R(β2 − α2;AD)(Rev∗2 + α Rev∗1 − β Imv∗1)]
∥∥∥∥
Γs
∥∥f 0∣∣
Γs
∥∥
Γs
 C|α|∥∥f 0∣∣
Γs
∥∥
Γs
2∑
i=1
∥∥∥∥ ∂∂νR
(
β2 − α2;AD
)
v∗i
∥∥∥∥
Γs
. (3.23)
Proceeding now as in (3.18), that is, invoking the moment trace inequality (2.34), as well as
the analyticity estimate (2.16), we obtain for i = 1,2:
∥∥∥∥ ∂∂νR
(
β2 − α2;AD
)
v∗i
∥∥∥∥
Γs
 C∗
∥∥R(β2 − α2;AD)v∗i ∥∥ 122,Ωs∥∥R(β2 − α2;AD)v∗i ∥∥ 121,Ωs
 C
∥∥ADR(β2 − α2;AD)v∗i ∥∥ 12Ωs∥∥A 12DR(β2 − α2;AD)v∗i ∥∥ 12Ωs (3.24)
(
by (2.16))  C∥∥v∗i ∥∥ 12Ωs
[
C
[1 + (α2 − β2)] 12
∥∥v∗i ∥∥Ωs
] 1
2
= C
[1 + (α2 − β2)] 14
∥∥v∗i ∥∥Ωs , (3.25)
where, in obtaining (3.25), we used (as in (3.18)): R(β2 − α2;AD)v∗i ⊂ D(AD) ≡ [H 2(Ωs) ∩
H 10 (Ωs)]d ⊂D(A1/2D ) ≡ [H 10 (Ωs)]d , for v∗i ∈ [L2(Ωs)]d (conservatively for i = 1).
Substituting (3.25) on the RHS of inequality (3.23) then yields, as |tan2 ϑ | < 1:
|T3| C |α|
(1 + α2(1 − tan2 ϑ)) 14
∥∥f 0∣∣
Γs
∥∥
Γs
2∑
i=1
∥∥v∗i ∥∥Ωs
 Cϑ |α| 12
∥∥f 0∣∣
Γs
∥∥
Γs
2∑∥∥v∗i ∥∥Ωs
i=1
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|α| 16
[
|α| 12
( 2∑
i=1
∥∥v∗i ∥∥Ωs
)]
|α| 16 ∥∥f 0∣∣
Γs
∥∥
Γs
(3.26)
 Cϑ
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H +Cϑ |α| 13 ∥∥f 0∣∣Γs∥∥2Γs
(
by (2.33))  CϑC∗
(
1
|α| 16
‖f ‖1,Ωf
)(|α| 12 ‖f ‖Ωf )+ Cϑ|α| 13 |α|
∥∥[v∗1 , v∗2 , f ∗]∥∥2H (3.27)
 1|α|‖f ‖2Ωf +
Cϑ,1
|α| 13
‖f ‖21,Ωf +
Cϑ
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (3.28)
where in (3.27) we have re-invoked the trace moment inequality (2.33).
We rewrite explicitly (3.28) via (3.3):
T3 =
∣∣∣∣
〈
∂
∂ν
[R(β2 − α2;AD)(Rev∗2 + α Rev∗1 − β Imv∗1)], f 0
〉
Γs
∣∣∣∣
 1|α|‖f ‖2Ωf +
Cϑ,1
|α| 13
‖f ‖21,Ωf +
Cϑ
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H. (3.29)
Final step. Invoking now estimate (3.16) for |T1|, estimate (3.22) for |T2|, and estimate (3.29)
for |T3| in identity (3.3), we finally obtain the sought-after estimate (3.2). The proof of (3.2) is
complete. 
Proof of second estimate in (3.1). From the course of the above proof, it should be self-evident
that one can invoke relation (2.24) on Imv1, along with Proposition (2.1)(ii), Eq. (2.26), as well
as the moment inequalities (2.33) and (2.34), so as to generate the analogous estimate
∣∣∣∣
〈
∂ Imv1
∂ν
,f 0
〉
Γs
∣∣∣∣ Cϑ,1|α| 13
(‖f ‖21,Ωf + |α|3‖v1‖2Ωs )+ 1|α|‖f ‖2Ωf
+ Cϑ,1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H. (3.30)
The attainment of estimates (3.2) and (3.30) concludes the proof of Theorem 3.1. 
Next, we rewrite the basic estimate (3.1) of Theorem 3.1 in a more convenient form, to be used
henceforth: (i) first, we replace v1 penalized in [L2(Ωs)]d (an unnatural topology for v1) by v2
penalized in [L2(Ωs)]d (a natural topology for v2), at the price of absorbing the coefficient |α|2;
(ii) second, we express ‖f ‖21,Ωf by ‖∇f ‖2Ωf via the Poincaré inequality, which is applicable as
f |Γf ≡ 0.
Corollary 3.2. Under the same setting of Theorem 3.1, we have
∣∣∣∣
〈
∂ Rev1
∂ν
,f 0
〉 ∣∣∣∣+
∣∣∣∣
〈
∂ Imv1
∂ν
,f 0
〉 ∣∣∣∣
Γs Γs
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|α| 13
(‖∇f ‖2Ωf + |α|‖v2‖2Ωs )+ 1|α|‖f ‖2Ωf
+ Cϑ,1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H. (3.31)
Proof. We return to estimate (3.1) of Theorem 3.1. We then use two things:
(i) |α|‖v1‖Ωs 
1√
1 − tan2 ϑ
[‖v2‖Ωs + ∥∥v∗1∥∥Ωs ], |tanϑ | < 1, (3.32)
hence
|α|3‖v1‖2Ωs 
2
(1 − tan2 ϑ)
[|α|‖v2‖2Ωs + |α|∥∥v∗1∥∥2Ωs ]; (3.33)
(ii) ‖f ‖21,Ωs < CP ‖∇f ‖2Ωf . (3.34)
Estimate (3.32) follows from (2.3c) and |λ|2 = α2 + β2 and (1.7):
|λ|‖v1‖Ωs =
√
α2
(
1 − tan2 ϑ)‖v1‖Ωs = |α|√1 − tan2 ϑ‖v1‖Ωs
= ∥∥v2 + v∗1∥∥Ωs ,
while estimate (3.34) is due to the Poincaré inequality, where f |Γf ≡ 0. Then, (3.33) and (3.34),
used on the RHS of (3.1) readily yield (3.31) for |α| 1. 
4. An estimate for ‖∇f ‖Ωf ; new version of the basic trace estimate (3.31)
Armed with the basic trace estimate (3.31) of Corollary 3.2, we now obtain an [L2(Ωf )]d -
bound for the gradient ∇f of the fluid component.
Proposition 4.1. Consider the setting of Theorem 3.1 (or Corollary 3.2), so that estimate (3.31)
holds true. Let 1 > ρ > 0 be given, and restrict further |α| so that |α| 13  Cϑ,1/ρ. Then, the
following estimate holds true:
∫
Ωf
|∇f |2 dΩf  Cϑ,1
(1 − ρ)
1
|α| 13
{|α|‖v2‖2Ωs + |α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H}
+ 1 + 21
(1 − ρ) |α|‖f ‖
2
Ωf
. (4.1)
Proof. We return to identity (2.11) (with α < 0), here rewritten, via (2.12), as
∫
Ω
|∇f |2 dΩf = Re
(∫
Γ
∂v1
∂ν
· f dΓs
)
+ |α|‖f ‖2Ωf + Re(f ∗, f )Ωf
f s
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∣∣∣∣
〈
∂ Rev1
∂ν
,Ref
〉
Γs
∣∣∣∣+
∣∣∣∣
〈
∂ Imv1
∂ν
, Im f
〉
Γs
∣∣∣∣
+
(
|α| + 1
2
)
‖f ‖2Ωf +
1
21
‖f ∗‖2Ωf . (4.2)
Invoking estimate (3.31) for the two boundary integral terms on the RHS of (4.2) (in the first
term with f 0 = Ref , and in the second term with f 0 = Imf , as allowed by (3.0)), we obtain
for |α| 1:
‖∇f ‖2Ωf 
Cϑ,1
|α| 13
(‖∇f ‖2Ωf + |α|‖v2‖2Ωs )+
[
(1 + 1)|α| + 12
]
‖f ‖2Ωf
+ Cϑ,1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H + 121 ‖f ∗‖2Ωf . (4.3)
Hence, restricting further to |α| 13  Cϑ,1/ρ, for 0 < ρ < 1, we obtain from (4.3), after absorbing
the last term by the penultimate term in (4.3):
(1 − ρ)‖∇f ‖2Ωf 
[
1 − Cϑ,1
|α| 13
]
‖∇f ‖2Ωf
 Cϑ,1
|α| 13
{|α|‖v2‖2Ωs + |α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H}
+
[
(1 + 1)|α| + 12
]
‖f ‖2Ωf . (4.4)
Then, (4.1) follows from (4.4), a fortiori. 
Next, we find a promising estimate, that reduces the desired decay of the elastic vari-
ables {v1, v2} ∈ [H 1(Ωs) × L2(Ωs)]d in terms of the desired decay of the fluid variable f ∈
[L2(Ωf )]d , along the prescribed rays λ = |λ|e±iϑ , 3π4 < ϑ < π , as in (1.7).
Corollary 4.2. In the setting of Proposition 4.1, we have the following estimate for all |α| 
some a > 0:
‖v1‖21,Ωs + ‖v2‖2Ωs 
3(21 + 1)
(1 − ρ) ‖f ‖
2
Ωf
+ Cϑ,1
(1 − ρ)|α| 13
∥∥[v∗1 , v∗2 , f ∗]∥∥2Ωf . (4.5)
Proof. We return to identity (2.7): on its RHS we substitute estimate (4.1). We obtain, with
x = [v1, v2, f ] ∈D(A), y = [v∗1 , v∗2 , f ∗] ∈ H:
|α|∥∥[v1, v2, f ]∥∥2H = ‖∇f ‖2Ωf − Re(y, x)H (4.6)(
by (4.1))  Cϑ,1
(1 − ρ)
1
|α| 13
{|α|‖v2‖2Ωs + |α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H}
+ 1 + 21 |α|‖f ‖2Ωf +
1∥∥[v1, v2, f ]∥∥2H, (4.7)(1 − ρ) 2
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a fortiori 12  |α|):[
|α| − 1
2
]
‖v1‖21,Ωs +
{[
1 − Cϑ,1
(1 − ρ)|α| 13
]
|α| − 1
2
}
‖v2‖2Ωs +
[
|α| − 1
2
]
‖f ‖2Ωf
 (1 + 21)
(1 − ρ) |α|‖f ‖
2
Ωf
+ Cϑ,1
(1 − ρ)
1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H. (4.8)
Next, for 0 < ρ < 1, ϑ and 1 > 0 given, select |α| large enough so that, say:
1
2

[
1 − Cϑ,1
(1 − ρ)|α| 13
]
; hence 1
3
|α| 1
2
|α| − 1
2

{[
1 − Cϑ,1
(1 − ρ)|α| 13
]
|α| − 1
2
}
.
(4.9)
Then, for all such |α| large, we obtain from (4.9)
1
3
|α|[‖v1‖21,Ωs + ‖v2‖2Ωs ] 1 + 21(1 − ρ) |α|‖f ‖2Ωf
+ Cϑ,1
(1 − ρ)
1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (4.10)
and then (4.10) yields (4.5), as desired. 
Having obtained, in Proposition 4.1, a bound on ‖∇f ‖2Ωf , we next use it on the RHS of the
basic estimate (3.31) in Corollary 3.2.
Corollary 4.3. Consider the setting of Theorem 3.1 (or Corollary 3.2) and of Proposition 4.1,
hence (1.7) with |α| sufficiently large, 0 < ρ < 1. Then the following estimate holds true in the
notation of (3.0) for f 0:∣∣∣∣
〈
∂ Rev1
∂ν
,f 0
〉
Γs
∣∣∣∣+
∣∣∣∣
〈
∂ Imv1
∂ν
,f 0
〉
Γs
∣∣∣∣
 Cϑ,1
(1 − ρ)|α| 13
[|α|‖v2‖2Ωs + |α|‖f ‖2Ωf + |α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H]+ 1|α|‖f ‖2Ωf . (4.11)
Proof. Using estimate (4.1) on ‖∇f ‖2Ωf on the RHS of estimate (3.31) yields∣∣∣∣
〈
∂ Rev1
∂ν
,f 0
〉
Γs
∣∣∣∣+
∣∣∣∣
〈
∂ Imv1
∂ν
,f 0
〉
Γs
∣∣∣∣
 Cϑ,1
|α| 13
{
Cϑ,1
(1 − ρ)|α| 13
[|α|‖v2‖2Ωs + |α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H]+ 1 + 211 − ρ |α|‖f ‖2Ωf + α‖v2‖2Ωs
}
+ 1|α|‖f ‖2Ωf +
Cϑ,1
|α| 13
|α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (4.12)
and (4.12) readily implies (4.11). 
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the next section.
5. A bound for ‖f ‖Ωf in terms of v2 and [v∗1 , v∗2 ,f ∗]
Theorem 5.1. Consider the setting of Theorem 3.1 (or Corollary 3.2) and Proposition 4.1 (or
Corollary 4.3), in particular, (1.7) for all |α| sufficiently large. Then, the following estimate
holds true:
‖f ‖2Ωf 
Cϑ,1
(1 − ρ)|α| 13
[‖v2‖2Ωs + ∥∥[v∗1 , v∗2 , f ∗]∥∥2H]. (5.1)
Proof. We return to identity (2.13), which via (2.14) is rewritten here as
β‖f ‖2Ωf = Im
(∫
Γs
∂v1
∂ν
· f dΓs
)
+ Im(f ∗, f )Ωf (5.2)
= −
〈
∂ Rev1
∂ν
, Imf
〉
Γs
+
〈
∂ Imv1
∂ν
,Ref
〉
Γs
+ Im(f ∗, f )Ωf . (5.3)
Thus, for any 1 > 0,[
|β| − 1
2
]
‖f ‖2Ωf 
∣∣∣∣
〈
∂ Rev1
∂ν
, Imf
〉
Γs
∣∣∣∣+
∣∣∣∣
〈
∂ Imv1
∂ν
, Re f
〉
Γs
∣∣∣∣+ 121 ‖f ∗‖2Ωf . (5.4)
Invoking the basic trace estimate (4.11) for the two boundary integral terms on the RHS of
(5.4) (in the first term with f 0 = Imf , and in the second term with f 0 = Ref , as allowed by
(3.0)), we obtain for |α| sufficiently large and 0 < ρ < 1:
[
|β| − 1
2
]
‖f ‖2Ωf 
Cϑ,1
(1 − ρ)|α| 13
[|α|‖v2‖2Ωs + |α|‖f ‖2Ωf + |α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H]
+ 1|α|‖f ‖2Ωf , (5.5)
where we have absorbed the last term in (5.4): 121 ‖f ∗‖2Ωf 
Cϑ,1
(1−ρ)|α|1/3 |α|‖f ∗‖2Ωf . For all |α|
sufficiently large, with |β| = |α||tanϑ |, 1 > |tanϑ | > 0, as in (1.7), we have, say:
0 <
|tanϑ |
2
|α|
[
|tanϑ | − Cϑ,1
(1 − ρ)|α| 13
]
|α| − 1
2
= |β| − Cϑ,1
(1 − ρ)|α| 13
|α| − 1
2
. (5.6)
Then, moving ‖f ‖2Ωf from the RHS to the LHS and using (5.6), we arrive at[ |tanϑ |
2
− 1
]
|α|‖f ‖2Ωf 
Cϑ,1
(1 − ρ)|α| 13
[|α|‖v2‖2Ωs + |α|∥∥[v∗1 , v∗2 , f ∗]∥∥2H], (5.7)
and then (5.7) implies (5.1), as desired, as |tanϑ | > 21, see (1.7), for 1 > 0 small enough. 
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We can now begin to collect the fruits of the analysis. We begin with the required bound on
the elastic variables {v1, v2}.
Theorem 6.1. We consider the setting of Theorem 3.1, i.e., (1.7). Then for all |α| sufficiently
large, the following estimate holds true
‖v1‖21,Ωs + ‖v2‖2Ωs 
Cϑ,1
(1 − ρ)|α| 13
∥∥[v∗1 , v∗2 , f ∗]∥∥2H. (6.1)
Proof. We invoke estimate (5.1) of Theorem 5.1 for ‖f ‖2Ωf on the RHS of estimate (4.5) of
Corollary 4.2. We obtain
‖v1‖21,Ωs + ‖v2‖2Ωs 
3(21 + 1)
(1 − ρ)
Cϑ,1
(1 − ρ)|α| 13
[‖v2‖2Ωs + ∥∥[v∗1 , v∗2 , f ∗]∥∥2H]
+ Cϑ,1
(1 − ρ)|α| 13
∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (6.2)
for |α| sufficiently large. Further restraining |α|, if necessary, so that
1
2

[
1 − 3(21 + 1)
(1 − ρ)
Cϑ,1
|α| 13
]
,
we then obtain by (6.2):
1
2
[‖v1‖21,Ωs + ‖v2‖2Ωs ] C˜ϑ,1
(1 − ρ)|α| 13
∥∥[v∗1 , v∗2 , f ∗]∥∥2H, (6.3)
and (6.1) follows from (6.3). 
7. The sought-after bound for the fluid variable f
We next obtain the required bound of the fluid variable f .
Theorem 7.1. We consider the setting of Theorem 3.1, i.e., (1.7). Then for all |α| sufficiently
large, the following estimate holds true
‖f ‖2Ωf 
Cϑ,1
(1 − ρ)|α| 13
∥∥[v∗1 , v∗2 , f ∗]∥∥2H. (7.1)
Proof. We substitute estimate (6.1) for ‖v2‖2Ωs on the RHS of estimate (5.1) and then (7.1)
follows at once. 
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Theorem 8.1. Let λ = α + iβ = |λ|e±iϑ , 34π < ϑ < π , as in (1.7). Recall (2.1). For all |α|
sufficiently large, the following estimate holds true for the resolvent R(λ = α + iβ;A) of the
generator A:
∥∥∥∥∥
[
v1
v2
f
]∥∥∥∥∥
2
H
=
∥∥∥∥∥R(λ;A)
[
v∗1
v∗2
f ∗
]∥∥∥∥∥
2
H
 Cϑ,1
|α| 13
∥∥∥∥∥
[
v∗1
v∗2
f ∗
]∥∥∥∥∥
2
H
. (8.1)
Proof. We combine estimate (6.1) of Theorem 6.1 for the elastic variables {v1, v2} with estimate
(7.1) of Theorem 7.1 for the fluid variable f and make reference to (2.1), thereby obtaining
estimate (8.1), as desired.
The proof of Theorem 1.4 is now complete. 
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