1 2 1. Measurement error and other forms of uncertainty are commonplace 3 in ecology and evolution and may bias estimates of parameters of inter-4 est. Although a variety of approaches to obtain unbiased estimators are 5
Introduction error caused by spatial variability or uncertainty in the observation of climate vari-48 ables (Bishop and Beier, 2013; Stoklosa et al., 2014) or biodiversity metrics (Haila We start by outlining how SIMEX works in its simplest form, as originally proposed by Cook and Stefanski (1994) . Assume that a continuous variable of interest x is blurred by classical additive measurement error, such that only w = x + u can be observed, where the measurement error u is assumed to be independent of x and distributed as u ∼ N(0, σ 2 u ) with error variance σ 2 u . Further assume that w instead of the unobservable x is used as a covariate in a simple linear regression model, y = α + β w w + . This is a typical measurement error, or errors-in-variables problem, known to lead to a biased regression parameter estimate, whenever σ 2 u > 0 (Fuller, 1987; Carroll et al., 2006) . Using σ 2 w = σ 2 x + σ 2 u and the assumption that the error u is independent of x, it is quite straightforward to see that the error-prone regression parameter β w is an estimator of
which is less than the true slope β x by an attenuation factor λ = σ 2 x /(σ 2 x + σ 2 u ), so 6 presence of interactions, or in logistic regression (Carroll et al., 2006; Freckleton, 2011; 136 Muff and . 137 To obtain estimates of the true slope β x instead of the biased β w , the SIMEX 138 algorithm is based on the heuristic that more error will generally lead to more bias. By 139 systematically increasing the error in a simulation (SIM) step and then extrapolating 140 (EX) the pattern of change in parameter estimates with increasing error backward, 141 one approximates the parameter that one would obtain if there was no error in the 142 data. Figure 1 depicts the SIMEX idea graphically. In the case introduced above of 143 classical additive measurement error in a continuous covariate, the error variance σ 2 u 144 is artificially increased by adding more random error to the covariate of interest. For given in section 1 of Appendix 1. In addition, the reader is referred to Stefanski and 157 Cook (1995) and Apanasovich et al. (2009) .
158
To apply the SIMEX algorithm and to know when zero error is reached, the initial 159 error model (e. g. u ∼ N(0, σ 2 u )) and error model parameter (e. g. the value of σ 2 u ) 160 must be known. The error model defines the mechanism according to which more 161 error must be generated in the simulation phase, and the parameter value defines the 1999; Hwang and Huang, 2003; Carroll et al., 2006, pp. 121 -123) .
Extensions of SIMEX
Since the original contribution by Cook and Stefanski (1994) , SIMEX has been ex-175 tended to account for different types of errors and models. Examples include non-176 additive error models (Eckert et al., 1997) 
where ζ X is the effective error proportion that has to be added to obtain a nominal 196 error level of ζ. As an example, assume that the initial parentage error rate is ζ I = 0.17 197 and that the aim is to increase this proportion to ζ = 0.30 (0.17+0.13). If only a 198 proportion of 0.13 of the parental relations is randomly picked and reassigned, it is 199 expected that some parents that were already misassigned are randomly misassigned 200 again. The effective error proportion is then less than 0.30. In fact, equation (1) 201 shows that we need to pick and re-assign ζ X = 1 − 1−0.30 1−0.17 = 0.16 of the parents to 202 obtain an expected error proportion of 0.30.
203
Each randomly selected parent is then replaced by connecting the offspring to an-204 other individual according to a known error-generating mechanism (e. g. some parents 205 might be more likely to be chosen than others, see below). For each error propor-206 tion ζ the procedure is repeated a fixed number of K (e. g. 100) times, and for each 207 k = 1, 2, . . . , K, the pedigree is recalculated including the newly misassigned con-208 nections and estimated quantities of interest, denoted asΘ k (ζ), are stored. The 209 algorithm then averages over the K values ofΘ k (ζ) to obtain the desired estimate at 210 error proportion ζ,Θ(ζ) = K −1 K k=1Θ k (ζ). Given that these means are calculated 211 for a sequence of values ζ > ζ I , it is possible to estimate a functional dependence 212 betweenΘ k (ζ) and ζ. The estimate at zero errorΘ(0), obtained by extrapolating in 213 the direction of decreasing error, corresponds to the error-corrected estimate denoted 214 asΘ simex . Different extrapolation functions, as well as criteria to select it, are reported 215 in the following sections of the manuscript.
216
When applying PSIMEX, precise knowledge of the initial error proportion ζ I and 217 the mechanisms leading to this value are necessary. An intrinsic assumption of the 218 simulation phase, when additional error is generated, is that the same error-generating 219 mechanism is used as in the observed data. As an example, the percentage of misas-220 signed parents may fluctuate over time with fluctuating population size or sex ratio.
221
In many situations, misassignments might affect solely fathers and occur within the To illustrate how the PSIMEX idea works, we apply it to the estimation of two 230 important quantitative genetic parameters, heritability and inbreeding depression.
231
Heritability quantifies the proportion of phenotypic variance in a trait that is due to 232 additive genetic factors and is key to predicting the response to selection (Lynch and 233 Walsh, 1998). Inbreeding depression quantifies the reduction in fitness of offspring 234 resulting from matings among relatives and is key to understanding mating system 235 evolution and dispersal (Keller and Waller, 2002; Charlesworth and Willis, 2009 ).
236
Both quantities can be estimated by fitting (generalized) linear mixed models to 237 phenotypic or fitness data, using the so called animal model (Henderson, 1976; Lynch 238 and Walsh, 1998; Kruuk, 2004) . For a continuous trait with multiple measurements 239 per individual the animal model can be written as
where µ is the population mean, β is a vector of fixed effects, x ij is the vector of 241 covariates for individual i at the j th measurement occasion, f i is the inbreeding co-242 efficient of individual i, which reflects how related an animal's parents are, and β f is the fixed effect of inbreeding depression (Lynch and Walsh, 1998) . The last three components of equation (2) are random effects, namely the additive genetic effects (or 245 breeding values) a i with dependency structure (a 1 , . . . , a n ) T ∼ N(0, σ 2 A A), the inde-246 pendent effects for the animal identity id i ∼ N(0, σ 2 P E ) accounting for the permanent 247 environmentally-induced differences among individuals, and an independent Gaussian 248 residual term R ij ∼ N(0, σ 2 R ) that captures the remaining (unexplained) variability.
249
The dependency structure of the breeding values a i is given by the additive genetic 250 relatedness matrix A (Lynch and Walsh, 1998) , which is traditionally derived from 251 the pedigree. In this framework, the narrow-sense heritability h 2 is defined as
Inbreeding depression is estimated by the regression coefficient β f , with a negative 253 slope indicating inbreeding depression.
254
Not all components of the animal model (2) recommended (Reid et al., 2008; Becker et al., 2016) . Also, inbreeding f i is not always 258 included as a covariate when estimating heritability, although it is generally recom-259 mended to account for potentially higher phenotypic similarity between individuals 260 with similar levels of inbreeding (Reid et al., 2006; Reid and Keller, 2010) , but also 261 because ignoring the effects of inbreeding may lead to biases in estimates of the addi-262 tive genetic variance σ 2 A (Wolak and Keller, 2014) . On the other hand, model (2) can to specify an error model.
280
Simulation study 281 To illustrate and test the PSIMEX procedure we carried out a simulation study with 282 a set of simulated pedigrees, generated using the function generatePedigree() from 283 the R package GeneticsPed (Gorjanic and Henderson, 2007) . We then introduced in- To understand the effect of pedigree error on heritability, we simulated phenotypic 292 traits y i as
with µ = 10, β sex = 2, (a 1 , . . . , a n ) ∼ N(0, σ 2 A A) and independent R i ∼ N(0, σ 2 R ), 2013), although we used MCMCglmm throughout this paper.
302
A total of 50 different pedigrees were generated, with 50 mothers and 50 fathers 303 in each of 30 generations. For each pedigree, we simulated error proportions ζ of 304 paternal misassignments ranging from 0 to 1.0 in steps of 0.1, and the procedure was 305 repeated 100 times for each error level and each pedigree. At each iteration, the naive 306ĥ 2 was calculated together with its standard error. Following Wilson et al. (2010, 307 Supplementary File 5), inverse gamma priors were used for all variance components, 308 namely IG(1/2, σ 2 P /2), where σ 2 P is the total phenotypic variance of the trait, but the 309 results were not sensitive to the prior choice. For example, we obtained the same 310 results when assigning σ 2 A ∼ IG(1/2, σ 2 P /3) and σ 2 R ∼ IG(1/2, σ 2 P /6), which reflects a 311 prior belief that a larger proportion of variance is captured by the additive genetic 312 component rather than by the environment.
Effects on inbreeding depression 314
Given that the relatedness structure and inbreeding in a population depend -among 315 other things -on the effective population size and the variance in reproductive suc-316 cess , it seemed likely that the structure and topology of the 317 pedigree influence the effects of pedigree error on inbreeding depression. We therefore 318 considered different pedigree structures that induce different levels of inbreeding in 319 a population. Different pedigree structures were simulated through different N e/N c 320 ratios, defined as the ratio of the effective population size (N e) to the census size 321 (N c) (Frankham, 1995; Palstra and Fraser, 2012) . Different N e/N c ratios were ob- Individual inbreeding coefficients (f i ) were derived from the pedigree using the 336 calcInbreeding() function from the R package pedigree (Coster, 2013) . Fitness 337 traits y i for individual i were then simulated according to
with a population mean of µ = 10, sex effect of β sex = 2, inbreeding depression 339 β f = −7, and a residual term R i ∼ N(0, 0.1). For each of the three pedigree topologies, 340 we generated 100 distinct error-free pedigrees. Error was then added, ranging from ζ 341 0 to 1.0 in steps of 0.1. A total number of 100 pedigrees were simulated for each error 342 level and each originally generated pedigree. In each iteration, the linear regression 343 model (4) was fitted, but using the inbreeding coefficients f i that were estimated from 
362
Simulation results
363
The effects of pedigree error on heritability 364 Misassigned paternity error caused a clear decreasing trend in heritability, with a 365 continuous decline in the estimate as the error proportions increased (Figure 2) . This 366 is a consequence of the decrease in the estimates of σ 2 A due to the increasing pedigree 367 error, which causes information loss in the relatedness matrix A.
368
In our simulations, all mothers were always correctly assigned to their offspring.
369
Thus, even when all paternities were assigned randomly (ζ = 1), we do not expect 370 heritability estimates of h 2 = 0, since at least half of the parent-offspring pairs in 371 the pedigree were still correct. With all mothers assigned correctly and all fathers 372 assigned incorrectly, one would expect heritability estimates to equal half the true 373 heritability of 0.75, i. e. h 2 = 0.375 (the heritability estimate from a mother-offspring 374 regression, Lynch and Walsh (1998) ). However, for complete paternal misassignments 375 (ζ = 1) we obtained an average heritability of h 2 = 0.44 (95% quantile interval from 376 0.40 to 0.49). This is higher than expected, because the misassigned fathers were, 377 on average, still related to the true fathers due to the small population size (100 378 individuals per generation). We tested this explanation for the higher than expected 379 heritability estimates with ζ = 1 by increasing the number of individuals in each 380 generation to 1000 in 50 pedigrees. This reduced the relatedness between true and 381 randomly assigned fathers and resulted in an average heritability estimate close to expectations (h 2 = 0.37, 95% quantile interval from 0.34 to 0.40).
383
The effects of pedigree error on inbreeding depression 384 As expected, the trend in estimates of inbreeding depression (β f ) depended on the 385 structure of the simulated pedigree (Figure 3 ). Adding misassigned paternities to 386 pedigrees with N e/N c = 1 (low average inbreeding) led to underestimation of in-related individuals (Reid et al., 2006) . The corresponding estimates from the actual 453 (error-free) pedigree served as a benchmark for the error-corrected estimatesΘ SIMEX .
454
To estimate heritability of tarsus length we fitted the model
where y ij is the j th measurement of tarsus length for individual i, and sex i and inbreeding coefficient f i are fixed effects. Random effects were as defined in equation
(2). The model was fitted with MCMCglmm and posterior means and variances were extracted from the MCMC samples. Inverse gamma priors IG(1/2, 1/6σ 2 P ) were used for the three variance components σ 2 A , σ 2 P E and σ 2 R . On the other hand, juvenile survival y i is a binary trait indicating survival of individual i from an age of six days to one year (1=yes, 0=no), thus we used a GLMM. The binary survival variable y i can be interpreted as the realization of a slow count process, thus a complementary log-log (cloglog) link was used, which encodes for P(k = 0) of a Poisson model (McCullagh and Nelder, 1989, pp. 151-153) . The model was thus given as
where E(y i ) = p i is the Bernoulli distributed survival probability of individual i, and 455 g is a complementary log-log link function. Besides the sex of the individual, we also 456 included the year a bird was born as a categorical covariate. More complex models can 457 be formulated, for example including an interaction term between sex and inbreeding 458 coefficient (see Reid et al., 2014) , but we ignored these extensions for the purpose of 459 this paper. The model was fitted in a likelihood framework using lme4 in R, as in 460 Reid et al. (2014) .
461
In both the heritability and the inbreeding depression analysis, we set the number 462 of iterations in the PSIMEX procedure to K = 100. Linear, quadratic and cubic 463 functions were used to describe the trend of the estimate of interest and to extrapolate 464 a value for the PSIMEX estimateΘ simex . The code for the application of PSIMEX to 465 the song sparrow data is given in Appendices 6 and 7.
466

Song sparrows results
467
The error-corrected PSIMEX estimates given by the best fitting (i. e. minimum AIC) 468 extrapolating functions were closer to the actual values obtained with the genetically 469 correct actual pedigree than the corresponding naive estimates, both for heritability 470 and for inbreeding depression (Table 1 ). Figure 5 shows both the trend of the simu-471 lated values for increasing error proportions and the extrapolated values for zero error 472 given by PSIMEX. Both for heritability and inbreeding depression, the AIC-criterion suggested that a quadratic extrapolation function fitted the error trend best.
For heritability, the naive h 2 estimator was found to be lower with respect to 475 its actual value ( Figure S3 of Appendix 1). A closer inspection of the additive (σ 2 A ), 476 residual (σ 2 R ) and permanent environmental (σ 2 P E ) variance components indicated that 477 this was due to an increase in σ 2 P E and a decrease in σ 2 A .
478
For inbreeding depression, the error in the apparent pedigree induced an attenua-479 tion bias in β f that was comparable to case a) from the simulations (Figure 5b) . The 480 song sparrow pedigree has an architecture with N e/N c ≈ 0.6, which corresponds to 481 a value between the simulated cases a) and b) with N e/N c = 1 and N e/N c = 0.3, 482 respectively.
483
Interestingly, pedigree errors biased estimates of inbreeding depression more strongly 484 than estimates of heritability (Table 1) . This is not surprising, because information 485 about inbreeding requires both parents to be known correctly, while information about 486 additive genetic effects can be obtained from a single correctly assigned parent. As We have employed the case of pedigree error to promote a very general strategy to 496 account for measurement error in ecology and evolution. By adapting the philoso-497 phy of the SIMEX approach, originally proposed to account for measurement error 498 in continuous regression covariates (Cook and Stefanski, 1994) package PSIMEX, which is available from the CRAN repository (Ponzi, 2017) .
We used simulation studies and a dataset from wild-living song sparrows to il-practical approach to obtain error-corrected parameter estimates in the presence of 587 measurement error. θ simex θ actual θ naive θ simulated Figure 5 : Results of the PSIMEX procedure when error-correcting heritability of tarsus length (a) and inbreeding depression of juvenile survival (b) in the song sparrow dataset. The initial error proportion was ζ = 0.17. The trend upon increasing error proportions is shown together with the extrapolated values obtained from the best extrapolation function (quadratic). The naive and the actual estimates from the genetic pedigree are also shown. PSIMEX estimates are much closer to the actual values than the naive estimates both for heritability and inbreeding depression. Table 1 : Estimates of heritability (ĥ 2 ) of tarsus length and inbreeding depression (β f ) of juvenile survival in the song sparrow dataset. Actual, naive and PSIMEX estimates are reported together with their 95% confidence intervals (CIs). The quadratic function was chosen as the best extrapolating function (lowest AIC).
