In this note, we present two general classes of integral inequalities motivated by their applications to infinite dimensional systems. The inequalities possess general structures in terms of weight functions and lower quadratic bounds. Many existing inequalities in the published literature, including those with free matrix variables, are the special cases of our inequalities. An relation on the lower bounds of the proposed inequalities is also established. For specific applications, our inequalities are applied to construct a Liapunov-Krasovskii functional for the stability analysis of a linear coupled differential-difference system with a distributed delay, which gives to equivalent stability conditions based on the properties of the proposed inequalities. Finally, it is worthy to note that the inequalities in this note can be applied in general contexts such as the stability analysis of PDE-related systems or sampled-data systems.
I. INTRODUCTION
Many control and optimization problems involve the applications of integral inequalities. Notable examples can be found in the stability analysis and stabilization of linear delay systems [1] , [2] and PDE-related systems [3] , [4] , [5] , [6] based on the application of the direct Liapunov method. Unlike analyzing the stability of an LTI system, functionals with integral structures are required to be constructed for the stability analysis of infinite dimensional systems, and the existing approaches may only lead to sufficient stability conditions due to the intrinsic limitations of their underlying mathematical structures.
In this note, we present two classes of integral inequalities which could be applied to a variety of applications such as delay (time-varying) related systems, PDE-related systems, and sampled-data systems, etc. In Section II, we present the first class of integral inequalities which contain no extra matrix variables other than the original matrix term in the quadratic lower bound. This class of inequalities possesses general structures which can be reflected by the fact that it can generalize many existing inequalities in [7] , [1] , [8] , [2] , [9] , [10] , [11] , [12] . On the other hand, the second class of integral inequalities, which is of the free matrix type, is derived in Section III which can generalize the existing inequalities in [13] , [14] , [15] . We then prove an important conclusion with respect to the relation between the lower bounds of the two classes of inequalities in this note, through which relations with respect to the lower bounds of many existing inequalities could be established. To show a specific application of our inequalities, we apply them in Section IV to derive stability conditions for a linear coupled differential-difference system (CDDS) [16] with a distributed delay by constructing a parameterized complete Liapunov-Krasovskii functional. We show
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qfen204@aucklanduni.ac.nz, nguang@auckland.ac.nz that equivalent stability conditions, whose solvability is invariant with respect to a parameter of the LiapunovKrasovskii functional, can be obtained by the application of our inequalities. The core contributions in this note are rooted in the generality of the proposed inequalities supported by their nice properties. This provides great potential to apply them to tackle problems in the contexts of control and optimizations.
NOTATION
Let S n := {X ∈ R n×n : X = X ⊤ } and R ≥a := {x ∈ R : x ≥ a} and R n×m [r] = {X ∈ R n×m : rank(X) = r}.
L ∫ (X Y) denotes the space of all functions which are Lebesgue integrable from the set X onto Y. We frequently utilize the notations of universal quantifier ∀ and the existential quantifier ∃ in this paper. Sy(X) := X + X ⊤ stands for the sum of a matrix with its transpose. Col
a column vector containing a sequence of mathematical objects (scalars, vectors, matrices etc.). The symbol * is
. O n×n denotes a n × n zero matrix which can be abbreviated into O n , while 0 n represents a n × 1 column vector. We frequently use
to denote the diagonal sum of two matrices, respectively. ⊗ stands for the Kronecker product. Finally, we assume the order of matrix operations to be matrix (scalars) multiplications > ⊗ > ⊕ > +.
II. FIRST INTEGRAL INEQUALITIES
In this section, we present the first general class of inequalities whose generality can be demonstrated by its structures and the fact that it generalizes many existing inequalities.
We will frequently apply the following lemma concerning the property of Kronecker product throughout the entire paper.
The following lemma is partially taken from Lemma 4.1 in [17] which is crucial for the derivation of the results in this note.
Lemma 2. Given matrices
where the inequality in (2) becomes an equality with
To present the first class of inequalities in the theorem in this section, we define the weighted Lebesgue function
with d ∈ N and the semi-norm ∥ϕ(·)∥ 2,ϖ :
) and ϖ(·) has only countably infinite or finite numbers of zero values. Furthermore, K ⊆ R ∪ {±∞} and the Lebesgue measure of K is non-zero.
with U ∈ S n ≻0 , where ϑ = (6) , the second inequality in (6) becomes an equality where (6) can be written as (5) .
Now apply (1) to U F ⊤ (τ ) in (7) with
Moreover, applying (8) to
where
. By (9) and (10), the expressions in (7) can be simplified as
Now given U ⪰ 0 with ω = (F⊗I n )ϑ, (11) gives (5). Furthermore, assume
by the application of Lemma 2, where the inequality in (12) becomes an equality with ω = (F ⊗ I n )ϑ. By both (12) and (5), then (6) and the rest of the statements in Theorem 1 is proved.
Remark 1. The constraint in (4) indicates that the functions 
with general options for ϖ(·), hence the generality of the structure of f (·) is clearly evident, which provides a tremendous degree of freedom for the structures of (5). For instance, one may assume that f (·) contains orthogonal functions [8] , elementary functions or other types of functions as long as
Remark 2. Note that ε(τ ) = x(τ ) − F ⊤ (τ )ω in the proof of Theorem 1 can be interpreted as using all the functions in f (·) to approximate the functions in each row of x(·) individually, where ε(·) here measure the error of approximation. Specifically, we have
where ω = Col d i=1 ω i with ω i ∈ R n , by which it is clear that ω can be interpreted as an approximation coefficient. Indeed, one can regard the lower bound of (6) as an optimization problem
with given f (·), U ≻ 0 and x(·) and by treating ω as a decision variable. Based on the proof of Theorem 1, we have shown that ω = (F ⊗ I n )ϑ is the 'best' coefficient one can construct to obtain the largest lower bound for (13) with given f (·), U ≻ 0 and x(·). This shows the optimality of the inequality in (5) with U ≻ 0.
Remark 3. The optimal value of ω for (13) may be determined by differentiating ω in the expression of (13) . This kind of idea has been considered in page 2 of [19] and the proof of Lemma 3 in [20] , which may also require the application of Hessian matrix [20] . On the other hand, the use of Lemma 2 in the proof of Theorem 1 also provides a way to show the optimality of (5) with U ≻ 0. (9)] is the special case of (5) with appropriate ϖ(·) and f (·). Finally,
Remark 5. One can conclude that the polynomials in [9, eq. (13)- (14)]; [11, eq. (3)- (4) 
Remark 6. Note that an substitution Gf (τ ) → f (τ ) for (5) with an invertible G ∈ R n×n gives a lower bound which is equivalent to the lower bound of (5).
III. SECOND CLASS OF INTEGRAL INEQUALITIES
This section is devoted to presenting another general class of inequalities named as the free matrix type. This type of inequalities has been previously researched in [13] , [14] , [15] , which can be useful in dealing with the stability analysis of systems with time-varying delays. Finally, a relation between the proposed inequalities in Sections II and III is established in a theorem.
The following lemma, which will be applied for the derivations of Theorem 2, can be obtained via the definition of matrix multiplications and Kronecker products.
Lemma 3. Given a matrix
Theorem 2. Given ρ ∈ N and the same ϖ(·), and f (·) defined in Theorem 1 and
then we have for all
Furthermore, let Υ ∈ R dn×ρn and z ∈ R ρn be any matrix and vector satisfy
Proof: Given (15), we have
Now using (1) and (14) to the terms in (19) yields
where (20)- (21) into (19) yields (16) . With the (16) becomes (18) . Since f (·) in Theorem 2 is subject to the same constraints (4) as in Theorem 1, hence (18) gives a free matrix type inequality with more general structures compared to existing results in the literature. The following theorem shows an "equivalent" relation between the lower bounds of (5) and (18) . (15) (15) . Now consider W in Theorem 2 with Y ⪰ X ⊤ U −1 X and (14), we have
Proof. Let
with
It is clear that the inequality in (22) becomes an equality with Y = X ⊤ U −1 X for any U ≻ 0 and X ∈ R n×ρdn .
By (22) and (2), one can conclude that
holds for any Y and X satisfying (15) with Υ ∈ R dn×ρn in (17) . Moreover, by Lemma 1, one can conclude that the two inequalities in (23) become equalities with X = (F ⊗ U ) Υ and Y = X ⊤ U −1 X where the value of X here can be uniquely determined by X = (F ⊗ U ) Υ with given U and Υ. By (23) with its aforementioned property and considering the assumption in (17), we have
holds for any Y and X satisfying (15) 
, where Υ and z satisfy (17) . Moreover, (25) is a special case of (18) and the largest lower bound of (25) is identical to (5) with X = (F ⊗ U ) for (25) . (22), with which the inequality in (18) becomes (25) . Moreover, one can conclude by the application of Lemma 2 that the largest lower bound of (25) (25) is identical to the lower bound of (5) under the same ϖ(·), f (·) and U ≻ 0, it also indicates that relations in terms of lower bounds can be established among the inequalities in [11] , [24] .
Proof. Let the same ϖ(·), U ≻ 0 and f (·) in Theorems 1 and 2 to be given. Now let
, ϖ(·) = 1 and f (τ ) to contain the Legendre polynomials over [a, b] , then the conclusion of Theorem 1 in [14] can be obtained from Theorem 3 with appropriate Υ and z considering the substitutioṅ
x(·) → x(·). As we have proved that (25) is equivalent to (5), thus (18) is equivalent to (25). Consequently, it is
possible to show that equivalent relations 1 in terms of lower bounds can be established between the inequalities in [14] , [11] , [24] given what we have presented in Remark 8.
The conclusion in Theorem 3 is very important to understand the relationship among (5), (18) and (25) . Since all these three inequalities are essentially equivalent in terms of their lower bounds under the same ϖ(·), f (·) and U ≻ 0, hence if one finds a special example of one of these three inequalities then it corresponds to two 'equivalent' inequalities.
Remark 10. Similar to Remark 6 and also consider Theorem 3, an invertible linear transformation G acting on f (·), namely, Gf (·) → f (·), gives an equivalent lower bound as the one in (18).
IV. APPLICATIONS OF INTEGRAL INEQUALITIES TO THE STABILITY ANALYSIS OF A SYSTEM WITH DELAYS
The proposed inequalities could be applied to various contexts such as the stability analysis and control of infinite dimensional systems such as delay [1] , [2] and ODE-PDE coupled system [5] , [6] . To show an application in this paper, we derive two stability conditions in this section for a linear CDDS with a distributed delay via the application of (5) and (25) . We also show that the resulting stability conditions are equivalent whose solvability is invariant with respect to a matrix parameter in the Liapunov Krasovskii functional.
Consider a linear CDDS of the forṁ
with a distributed delay, where t 0 ∈ R and ξ ∈ R n and ϕ(·) ∈ C([−r, 0) R ν ). The notation C([−r, 0) R n ) stands for the space of bounded right piecewise continuous functions endowed with the norm ∥ϕ(
We also assume that ρ(A 5 ) < 1 which ensures [16] 
In addition, we assume that f (·) here satisfies the following constraints
Remark 11. Examples of the functions in f (·) in Assumption 1 can be the solutions of homogeneous differential equations. Many models of delay systems are encompassed by (26) , which is the main reason why (26) is chosen as the foundation of the analysis in this note. Specifically, see the examples in [2] , [16] and the references therein.
To prove the results in this section, we present the following lemma which contains a Liapunov-Krasovskii stability criteria for (26) .
Lemma 4. Given r > 0, the system in (26) is globally uniformly asymptotically stable at its origin, if there exist
for any ξ ∈ R n and ϕ(·) ∈ C([−r, 0) R ν ) in (26) , where t 0 ∈ R and (30) is defined by the equality ∀t ≥ t 0 , ∀θ ∈ [−r, 0), y t (θ) = y(t + θ) where x(t) and y(t) satisfying (26) .
Proof. Let u(·), v(·), w(·)
in Theorem 3 of [16] be quadratic functions with the multiplier factors ϵ 1 ; ϵ 2 ; ϵ 3 > 0.
Since (26) is a particular case of the general system considered in Theorem 3 of [16] , then Lemma 4 is obtained. ■ To analyze the stability of the origin of (26), consider the following parameterized Krasovskii functional
and f (·) in Assumption 1, where ξ ∈ R n , ϕ(·) ∈ C([−r, 0) R ν ) in (31) are the initial conditions in (26) , and P ∈ S n+dν and S; U ∈ S ν are unknown parameters to be determined.
based on the property of Kronecker product in (1) . Note that also (31) can be regarded as a parameterized version of the complete Liapunov-Krasovskii functional proposed in [16] .
We will show in the following theorem that the solvability of the resulting stability conditions remain unchanged for any value of G ∈ R d×d [d] in (31) when (5) or (25) is applied for the derivation.
, then the origin of (26) under Assumption 1 is globally uniformly asymptotically stable if there exists P ∈ S n+dν and S; U ∈ S ν such that
hold, or equivalently if there exist P ∈ S n+dν , S; U ∈ S ν and X 1 ;
hold, where
the solvability of the matrix inequalities in (32)-(35) is invariant for any value of
and f (·) with M in Assumption 1 be given. Given the fact that the eigenvalues of S+(τ +r)U , τ ∈ [−r, 0] are bounded and G(τ ) = (G ⊗ I n )F (τ ), it is obvious to see that (31) satisfies the following property that there exist λ; η > 0 such that
for any ξ ∈ R n and ϕ(·) ∈ C ([−r 2 , 0) R ν ) in (26), where (41) is derived via the property of quadratic forms: 
for any ξ ∈ R n and ϕ(·) ∈ C ([−r 2 , 0) R ν ) in (26 
. By viewing P as a new variable, it shows that the solvability of the last matrix inequality in (43), namely (32), is invariant with respect to the values of G.
Now we start to construct stability conditions inferring (30) via (31). Differentiate v(x(t), y t (·)) along the trajectory of (26) at t = t 0 and consider the relation
and (44) is obtained by considering (28). Then we have
where H, A, G and Γ have been given in (38)- (40) and
Given U ≻ 0 in (32) and apply (5) with ϖ(τ ) = 1 to
for any ξ ∈ R n and ϕ(·) ∈ C ([−r 2 , 0) R ν ) in (26) . By using (47) to (45) with U ≻ 0, we have
in (32), where Φ 1 is given in (36). By (48) and (46), it is easy to see that the feasible solutions of (33) infer the existence of ϵ 3 > 0 and (31) satisfying (30).
Now considering the property of congruence transformations with the fact that
, it is true that
and H in (38) and
which can be derived via (1). By treating P as the same in (43) and as a new variable, it is clear to see that the solvability of Φ 1 ≺ 0 in (49) is invariant with respect to the values of G ∈ R
n×n
[n] , which indicates the feasibility of (33) remains unchanged for any invertible G.
Finally, let Υ = I dν and X = X 1 ∈ S dν ; X = X 2 ∈ S dν in (25), respectively, then one can apply (25) [n] do not affect the solvability of (32)-(35), it can be still beneficial to use orthonormal functions Gf (τ ) with We will calculate the delay margins of (51) (52) with our methods over the polynomials approximation approach in [27] .
VI. CONCLUSION
In this note, two general classes of integral inequalities have been proposed which generalize many existing integral inequalities in the existing literature. Moreover, the relation between (5) and (18) is established in Theorem 3 by which one can conclude that the lower bounds in many existing quadratic integral inequalities are essentially equivalent. For a specific application, the inequalities presented in this note have been utilized to derive equivalent stability conditions for a linear CDDS with a distributed delay. Finally, the proposed inequalities have great potential to be applied in wider contexts such as the stability analysis of PDE-related systems or sampled-data systems or other types of infinite dimensional systems whenever the contexts are suitable.
