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1. INTRODUCTION
In [1, 2], Cac et al. have studied the range of values of the parameter λ
for which
y ′′ + N − 1x−1y ′ + λqxf y = 0
in (0, 1) with y ′0 = 0 and y1 = 0 has nontrivial nonnegative solutions,
under various assumptions on qx and f y.
This paper represents a generalization of the papers mentioned above to
a more general type of equations, having as a linear part a rather general
Sturm–Liouville operator.
More precisely, we consider the following nonlinear problem
P
{
Lu = −λf 	
 u in 0
ω,
u′0 = 0
 uω = 0,
where ω ∈0
∞ and L is a second order differential operator on 0
ω
deﬁned by
Lu = 1
A
Au′′	 (1)
We adopt the following assumptions.
H1 A is continuous on 0
ω, differentiable, and positive on 0
ω.
(H2) limt→0
1
At
∫ t
0 Asds = 0.
(H3)
1
A
is integrable in a neighbourhood of ω.
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(H4) f: 0
ω × 0
∞→ 0
∞ is a continuous and increasing func-
tion with respect to the second variable.
(H5) For each x > 0
 f 	
 x is continuous and not identically zero on
0
ω.
(H6) For each c > 0

∫ ω
0 G0
 sf s
 cds <∞, where
Gt
 s = As
∫ ω
t∨s
dr
Ar 
 (2)
and t ∨ s = maxt
 s.
(H7) For each c > 0
 limt→0
1
At
∫ t
0 Asf s
 cds = 0.
The main results can be stated as follows.
Theorem 1.1. Suppose that the assumptions H1–H7 are satisﬁed.
Moreover assume that f 	
 0 is continuous and not identically zero on 0
ω.
Then there exists λ∗ ∈0
∞ such that
(i) for any λ ∈0
 λ∗, (P) has a positive continuous solution on 0
ω
and for any λ > λ∗, there is no such solution.
Moreover, we have
λ∗ ≥ sup
α>0
(
α∫ ω
0 G0
 sf s
 αds
)
	 (3)
(ii) If there exist b ∈0
ω and δ > 0 such that for every x ≥ 0,
inf t∈0
b f t
 x ≥ δx then
λ∗ ≤ −λ1b
δ

 (4)
where λ1b is the ﬁrst eigenvalue of the operator L on 0
 b.
Example 1.1. Let At = t2 on 0
 1 and f t
 x = ex on 0
 1 ×
0
∞. Then
λ∗ ∈
[
6
e


π2
e
]
	
In particular, the following problem{
u′′t + 2
t
u′t + λeut = 0

u′0 = 0
 u1 = 0

has a positive continuous solution for λ < 6
e
while there is no such solution
for λ > π2/e.
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Given ε > 0, consider the following perturbed equation (cf. [1])
Pε
{
Lu+ λf 	
 u+ ε in 0
ω,
u′0 = 0
 uω = 0.
Then we have
Theorem 1.2. Assume that f 	
 0 ≡ 0 on 0
ω and H1–H7 are sat-
isﬁed. Let ε0 > 0 and λ be an eigenvalue of Pε0.
Moreover suppose that there exist a
 b ⊂ 0
ω and δ > 0 such that
1
λ
< inf
t∈a
b
∫ b
a
Gt
 sf s
 c
c
ds
 for c ∈0
 δ	 (5)
Then λ is an eigenvalue of P.
As an immediate consequence of the preceding theorem, we have
Corollary 1.1. Assume that f satisﬁes H4–H7 with
lim
x→∞
(
max
t∈0
ω
f t
 x
x
)
= 0 and lim
x→0
(
min
t∈a
 b
f t
 x
x
)
= +∞

where a
 b ⊂ 0
ω. Then 0
∞ is the set of eigenvalues of P.
Example 1.2. Let 0 < γ < 1 and f t
 x = 1− e−txγ on 0
 1 × 0
∞.
Then, applying Corollary 1.1, we get that 0
∞ is the set of eigenvalues
of P.
Example 1.3. Let 0 < γ < 1
At = t2 on 0
 1, and f t
 x =
t + xγ − tγ on 0
 1 × 0
∞. Then γ + 2γ+3/γγ + 1γ+1
∞ is
contained in the set of eigenvalues of P.
The remainder of the paper is organized as follows. In Section 2, we
give some preliminary results which are useful. In Section 3, we study the
eigenvalues of the operator L on 0
 a under the conditions u′0 = 0 and
ua = 0, for a ﬁxed a ∈0
ω. In Section 4, we prove Theorem 1.1. Finally,
the proof of Theorem 1.2 will be given in Section 5.
2. PRELIMINARIES
In this section, we are interested in the following problem{
Lu = λu in 0
ω,
u′0 = 0
 u0 = 1, (6)
for λ ∈ C.
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Theorem 2.1. Assume H1 and H2. Then for every λ ∈ C, problem (6)
has a unique solution ϕλ ∈ C10
ω ∩ C20
ω which is entire with
respect to λ and satisﬁes for each λ ∈ C
ϕλt ≤ exp
[
λ
( ∫ t
0
1
As
( ∫ s
0
Ardr
)
ds
)]

 t ∈ 0
ω	 (7)
Proof. We denote by B+0
ω the set of nonnegative measurable func-
tions on 0
ω and we deﬁne the operator K in B+0
ω by
Kf t =
∫ t
0
1
As
( ∫ s
0
Arf rdr
)
ds
 t ∈ 0
ω	 (8)
It is clear to see that for each t ∈ 0
ω and n ∈ N ,
0 ≤ Kn1t ≤ K1t
n
n!
	 (9)
Thus the series
∑
n≥0 λnKn1t converges locally uniformly on 0
ω to a
function ϕλ ∈ C0
ω which satisﬁes the integral equation
ϕλt = 1+ λ
∫ t
0
1
As
( ∫ s
0
Arϕλrdr
)
ds	 (10)
This implies from H1 and H2 that ϕλ ∈ C10
ω ∩ C20
ω and
satisﬁes (6).
Finally to prove the unicity, assume that there exist two solutions u and
v of problem (6). Then we have for each t ∈ 0
ω,
ut − vt ≤ λ
∫ t
0
1
As
( ∫ s
0
Arur − vrdr
)
ds
≤ λ
∫ t
0
Arur − vr
( ∫ t
r
ds
As
)
dr	
Thus, for each a ∈0
ω and for each t ∈ 0
 a
ut − vt ≤ λ
∫ t
0
Arur − vr
( ∫ a
r
ds
As
)
dr	
From H2, we have
∫ a
0 Ar
∫ a
r
ds
As dr < ∞, so by the Gronwall lemma,
we deduce that u = v on 0
 a.
Remark 2	1	 It is obvious from (10) that if λ ≥ 0 then the function ϕλ
is nondecreasing and satisﬁes
1 ≤ ϕλt ≤ expλK1t
 t ∈ 0
ω	 (11)
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Remark 2	2	 If A is nondecreasing on 0
ω then the hypothesis H2
is satisﬁed and for any λ ≤ 0 and t ∈ 0
ω, we have ϕλt ≤ 1. Indeed,
consider
Fλt = −λϕ2λt + ϕ′λt2
 t ∈ 0
ω	
Then Fλ is nonincreasing on 0
ω. So for t ∈ 0
ω, we have Fλt ≤
Fλ0. Thus we obtain for t ∈ 0
ω
 ϕλt ≤ 1.
Now, we state some basic properties of the function ϕλ.
Proposition 2.1. Let λ ∈ R such that ϕλ is positive on 0
ω. Then for
any µ ∈ R and t ∈ 0
ω, we have
ϕµt = ϕλt + µ− λϕλt
×
∫ t
0
1
Asϕ2λs
( ∫ s
0
Arϕλrϕµrdr
)
ds	 (12)
Moreover, if λ ≤ µ. Then ϕλ ≤ ϕµ on 0
ω.
Proof. Let λ ∈ R such that ϕλ is positive on 0
ω. Then the func-
tion Aϕ2λ satisﬁes the same hypotheses as the function A. We consider the
problem 

1
Aϕ2λ
Aϕ2λu′′ = µ− λu in 0
ω,
u′0 = 0
 u0 = 1.
(13)
It is easy to see that ϕµ/ϕλ is a solution of (13). Then it follows from
Theorem 2.1 and (10) that ϕµ/ϕλ is the unique solution of problem (13)
and satisﬁes
ϕµt
ϕλt
= 1+ µ− λ
∫ t
0
1
Asϕ2λs
( ∫ s
0
Arϕλrϕµrdr
)
ds	
Hence
ϕµt = ϕλt + µ− λϕλt
×
∫ t
0
1
Asϕ2λs
( ∫ s
0
Arϕλrϕµrdr
)
ds
 t ∈ 0
ω	
Moreover, by Remark 2.1, ϕλ ≤ ϕµ on 0
ω if λ ≤ µ.
Proposition 2.2. Let a ∈0
ω. Then the zeros of the entire function λ→
ϕλa are negative and simple.
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Proof. The proof is divided into three steps.
Step 1. We show that the function λ→ ϕλa has at least one zero.
We assume, arguing by contradiction, that the function λ→ ϕλa has no
zero.
From (7) the function λ → ϕλa is of ﬁnite type (i.e., ϕλa ≤
eλK1a); then by the Hedamard factorization theorem, there exist two
complex numbers ca and ba such that
ϕλa = expcaλ+ ba
 for λ ∈ C	
Since ϕ0 ≡ 1, we deduce that for every λ ∈ C,
ϕλa =
∑
n≥1
λn
can
n!


which leads to the result that for every n ≥ 0
 can/n! = Kn1a, where
K is the operator given in (8).
In particular
ca = K1a and ca
2
2
= K21a	
Hence we have∫ a
0
1
As
( ∫ s
0
ArK1s −K1rdr
)
ds = 0

which is in contradiction with K1s −K1r > 0 for each r ∈0
 s.
Step 2. We prove that the zeros of the function λ→ ϕλa are neg-
ative. Let λ ∈ C such that ϕλa = 0.
Multiplying the equation Lϕλ = λϕλ by Aϕλ and integrating by parts,
we obtain
−λ
∫ a
0
ϕλt2Atdt =
∫ a
0
ϕ′λt2Atdt	
It follows that λ is negative.
Step 3. We prove that the zeros of the entire function λ → ϕλa
are simple. Let λ and µ be two real numbers such that λ = µ. Then by (6),
we have
ϕµLϕλ = λϕλϕµ and ϕλLϕµ = µϕλϕµ

which implies that
µ− λ
∫ a
0
ϕλtϕµtAtdt =
∫ a
0
ϕλLϕµ − ϕµLϕλtAtdt	
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Integrating by parts, we obtain∫ a
0
ϕλtϕµtAtdt
= Aa
[
ϕ′λa
(
ϕµa − ϕλa
µ− λ
)
− ϕλa
(
ϕ′µa − ϕ′λa
µ− λ
)]
	
It follows if µ tends to λ that
∫ a
0
ϕ2λtAtdt = Aa
[
ϕ′λa
[
d
dµ
ϕµa
]
µ=λ
− ϕλa
[
d
dµ
ϕ′µa
]
µ=λ
]
	
Hence if ϕλa = 0, then
[
d
dµ
ϕµa
]
µ=λ = 0.
3. EIGENVALUES OF THE OPERATOR L
Let a ∈0
ω. We shall say that λ ∈ R is an eigenvalue of the operator
L on 0
 a if there exists a nontrivial function u ∈ C10
 a satisfying{
Lu = λu on 0
 a,
u′0 = 0
 ua = 0. (14)
In the sequel, E denotes the set of the eigenvalues of L on 0
 a.
Remark 3	1	 If u ∈ C10
 a is a solution of (14), then u = u0ϕλ on
0
 a. So
E = λ ∈ R  ϕλa = 0	
Moreover, it is obvious that the eigenvalues are simple.
Now, we shall investigate to determine the set E of the eigenvalues of L.
So, we need the following two results.
Proposition 3.1. Consider the set
F = λ ∈ R
ϕλ > 0 on 0
 a	
Then there exists λ1 = λ1a < 0 such that
F =λ1
+∞	
Moreover, the function ϕλ1 is positive on 0
 a and λ1 is the ﬁrst eigenvalue
of the operator L on 0
 a.
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Proof. It follows from the continuity of the function t
 λ → ϕλt on
0
 a × R that F is an open set. Moreover, we have from Propositions 2.1
and 2.2 and Remark 2.1 that F is an interval containing 0
∞ and different
from R. Then, we deduce that there exists λ1 = λ1a ∈ −∞
 0 such that
F =λ1
+∞	
We claim that λ1 is the ﬁrst eigenvalue of the operator L on 0
 a. In fact,
since for each n ≥ 1
 ϕλ1+1/n > 0 on 0
 a, it follows that ϕλ1 ≥ 0 on 0
 a.
We assume, arguing by contradiction, that there exists a real t0 ∈0
 a such
that ϕλ1t0 = 0. Then by (6) we have
At0ϕ′λ1t0 = λ1
∫ t0
0
Asϕλ1sds < 0	
Hence there exists a real δ > 0 such that ϕλ1 is negative on t0
 t0 + δ,
which is impossible. Then we have ϕλ1 > 0 on 0
 a and ϕλ1a = 0.
In the sequel of this section, we consider λ > λ1 = λ1a and we deﬁne
the function ψλ on 0
 a by
ψλt = ϕλt
∫ a
t
ds
Asϕ2λs
	 (15)
It is easy to verify that ψλ is a solution of the equation Lu = λu on 0
 a
satisfying ψλa = 0 and
Atψλtϕ′λt − ϕλtψ′λt = 1	
Let Gaλ be the Green’s function of the operator u → −Lu + λu on 0
 a
with u′0 = 0 and ua = 0. Then we have for t
 s ∈ 0
 a,
Gaλt
s=Asϕλtϕλs
∫ a
t∨s
dr
Arϕ2λr
=Asϕλt∧sψλt∨s
 (16)
where t ∧ s = mint
 s.
Let B+0
 a be the set of nonnegative measurable functions on 0
 a
and Bb0
 a be the set of bounded measurable functions on 0
 a.
For λ > λ1
 f ∈ B+0
 a, we set
Vλf t =
∫ a
0
Gaλt
 sf sds
 t ∈ 0
 a	 (17)
Then we have the following results.
Proposition 3.2. Vλλ>λ1 is a self adjoint resolvent with respect to the
measure mdt = Atdt. Moreover, for every f ∈ Bb0
 a and λ > λ1
 Vλf
is the unique solution in C10
 a of the equation{
Lu− λu = −f on 0
 a,
u′0 = 0
 ua = 0. (18)
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Proof. (i) It is easy to verify for α
β ∈λ1
+∞ and t
 s ∈ 0
 a, that
Gaαt
 s = Gaβt
 s + β− α
∫ a
0
Gaαt
 rGaβr
 sdr

which implies for every f ∈ B+0
 a that
Vαf = Vβf + β− αVαVβf 	
On the other hand, we have for f
 g ∈ Bb0
 a,∫ a
0
Vλf tgtAtdt =
∫ a
0
∫ a
0
AtGaλt
 sf sgtdsdt
=
∫ a
0
Vλgsf sAsds	
(ii) It is clear that Vλf is a solution of (18). Moreover, if u and v ∈
C10
 a are two solutions of (18), then h = u − v belongs to C10
 a
and satisﬁes {
Lh− λh = 0 on 0
 a,
h′0 = 0
 ha = 0.
So from Remark 3.1 h = h0ϕλ. Since λ > λ1 then ϕλ > 0 on 0
 a and
hence h ≡ 0 on 0
 a. That is, u = v on 0
 a.
We can now prove the main result in this section.
Theorem 3.1. E = λn
 n ≥ 1 with λ1 > λ2 > λ3
 	 	 	 
 and limn→∞×
λn = −∞.
Proof. Consider the Hilbert space H = L20
 a
Atdt. Then V0 is a
selfadjoint positive and injective operator on HV0 is deﬁned by (17) for
λ = 0. Moreover, we have
∫ a
0
( ∫ a
t∨s
dr
Ar
)2
AsAtdsdt ≤
[ ∫ a
0
1
At
( ∫ t
0
Ardr
)
dt
]2
<∞	
Then we deduce that V0 is a compact operator on H. Hence the set of
the eigenvalues of V0 is a decreasing sequence γn
 n ≥ 1 which veriﬁes
limn→∞ γn = 0. Since the eigenvalues of L are −1/γn
 n ≥ 1, our result
follows.
Example 3.1. Let α > − 12 and L be the Bessel operator deﬁned on0
∞ by
Lut = u′′t + 2α+ 1
t
u′t	
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Then for every λ < 0 and t ∈ 0
∞, we have
ϕλt =
{
2α0α+ 1 Jα
√−λt
√−λtα 
 if
√−λt = 0

1
 if
√−λt = 0,
where Jα is the Bessel function of the kind and order α.
The eigenvalues of this operator on 0
 a with the conditions u′0 = 0
and ua = 0 are given by λn = −x2nα/a2, where xnα is the nth positive
zero of the Bessel function Jα.
In particular, if α = 12 and λ < 0, then ϕλt = sin
√−λt/√−λt and
λn = −n2π2/a2
 n ≥ 1.
Example 3.2. Let L be the Jacobi operator deﬁned on 0
∞ by
Lut = u′′t + 2 cothtu′t	
Then for every λ < −1, we have
ϕλt
{
sin
√−λ−1 t√−λ−1 sht if t = 0
1 if t = 0	
It follows that the eigenvalues of the operator u → Lu on 0
 a with the
conditions u′0 = 0 and ua = 0 are given by λn = −n2π2/a2 − 1
 n ≥ 1	
4. PROOF OF THEOREM 1.1
To prove Theorem 1.1, we need the following lemma.
Lemma 4.1. Let A and f be two functions satisfying the hypotheses of
Theorem 1.1. Suppose that there exists α > 0 such that∫ ω
0
G0
 sf s
 αds ≤ α

where G is the function given in (2). Then the following nonlinear problem{
1
A
Au′′ + f 	
 u = 0 in 0
ω

u′0 = 0
 uω = 0

has a positive continuous solution on 0
ω.
Proof. Let C0
ω = v ∈ C0
ω such that limt→ω vt exists . It
is obvious to see that C0
ω endowed with the uniform norm is a Banach
space. Put X = C+0
ω and consider the operator T deﬁned on X by
Tvt =
∫ ω
0
Gt
 sf s
 vsds
 t ∈ 0
ω	 (19)
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Since f s
 	 is increasing, then T is nondecreasing on X and we have
Tαt =
∫ ω
0
Gt
 sf s
 αds ≤
∫ ω
0
G0
 sf s
 αds ≤ α	
It follows that the sequence of positive functions Tnαn≥0 is nonincreas-
ing converging to a positive function u deﬁned on 0
ω. Since for every
n ≥ 0
 T nα ≤ α and Tnαt = ∫ ω0 Gt
 sf s
 T n−1αsds, it follows
by the Lebesgue theorem that
ut =
∫ ω
0
Gt
 sf s
 usds
 t ∈ 0
ω	
Moreover for every t ∈ 0
ω,
ut ≥
∫ ω
0
Gt
 sf s
 0ds > 0 with uω = 0 and u′0 = 0	
Proof of Theorem 1	1	
Proof of (i). Let
J = λ > 0  P has a solution u ∈ C+0
ω	
Put
ρ = sup
α>0
(
α∫ ω
0 G0
 sf s
 αds
)
	
Then J is a nonempty interval. In fact, by Lemma 4.1, we have 0
 ρ⊂ J.
On the other hand, let λ0 ∈ J and u0 be a corresponding solution. Consider
for λ < λ0 the operator Tλ deﬁned on X by
Tλvt = λ
∫ ω
0
Gt
 sf s
 vsds
 t ∈ 0
ω	
Hence Tnλ u0n≥0 is a nonincreasing sequence of positive functions and it
converges to a positive function u satisfying for every t ∈ 0
ω,
ut = λ
∫ ω
0
Gt
 sf s
 usds	
It means that λ ∈ J. Put λ∗ = sup J. Then λ∗ ≥ ρ.
Proof of (ii). Let λ ∈0
 λ∗ and u be a corresponding solution. Then u
satisﬁes
Au′′ = −λAf 	
 u in 0
ω	
Multiplying this equation by ϕλ1b and integrating by parts on 0
 b, we get∫ b
0
Atϕλ1btλ1but + λf t
 utdt = ubAbϕ′λ1b ≤ 0	
Since for every t ≥ 0
 infs∈0
b f s
 t ≥ δt, it follows that λ∗ ≤
−λ1b/δ.
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5. PROOF OF THEOREM 1.2
Let ε0 > 0 and λ be an eigenvalue of Pε0. Since f t
 	 is increasing
on 0
∞, then λ is also an eigenvalue of Pε for every ε ∈0
 ε0. Let
ε ∈0
 ε0 and θε be solution of Pε corresponding to λ.
Let X = C+0
ω and consider the operator Tε  X → X deﬁned by
Tεvt = λ
∫ ω
0
Gt
 sf s
 vs + εds
 t ∈ 0
ω	
We obtain for every t ∈ 0
ω,
Tε0t = λ
∫ ω
0
Gt
 sf s
 εds ≥ 0	
Thus Tnε 0n≥0 is a nondecreasing sequence of positive functions bounded
above by θε. So, it converges to a positive function uε satisfying
uεt = λ
∫ ω
0
Gt
 sf s
 uεs + εds	
Put bε = inf t∈a
b uεt. Then bε > 0 and for every t ∈ 0
ω,
λ
∫ b
a
Gt
 sf s
 bεds ≤ uεt	
This implies that inf t∈a
b
∫ b
a Gt
 sf s
 bε/bε ds ≤ 1λ . It follows from (5)
that δ ≤ bε.
On the other hand, for 0 < ε2 < ε1 < ε0 and n ≥ 0, we have Tnε20 ≤
Tnε10. From this, we deduce that uε2 ≤ uε1 .
Let εnn≥0 be a sequence in 0
 ε0 decreasing to zero. Then uεnn≥0
is a nonincreasing sequence of positive functions. So, it converges to a
nonnegative function u deﬁned on 0
ω, satisfying δ ≤ inf t∈a
b ut and
ut = λ
∫ ω
0
Gt
 sf s
 usds	
This implies that u is a nontrivial nonnegative solution of P corresponding
to λ.
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