An exact nonre ecting boundary condition was derived previously for use with the time dependent wave equation in three space dimensions 1]. Here it is shown how to combine that boundary condition with nite di erence methods and nite element methods. Uniqueness of the solution is proved, stability issues are discussed, and improvements are proposed for numerical computation. Numerical examples are presented which demonstrate the improvement in accuracy over standard methods.
Introduction
We wish to calculate numerically the time dependent eld u(x; t) scattered from a bounded scattering region in three-dimensional space. In this region, there may be one or more scatterers, and the equation for u may have variable coe cients and nonlinear terms. As usual, we surround the scattering region by an arti cial boundary B, and con ne the computation to the region bounded by B. Then, to formulate a problem for u in , we make u satisfy a boundary condition on B. The boundary conditions commonly imposed produce spurious re ections from B. To avoid this spurious re ection, we have devised an exact nonre ecting boundary condition 1]. In doing so, we chose B to be a sphere of radius a, and we assumed that u satis ed the wave equation outside B. The boundary condition is local in time and nonlocal on B, and it does not involve high-order derivatives on B.
Now we shall show how to combine this boundary condition with the nite di erence method, or with the nite element method, to obtain a computational problem in . In formulating the computational problem, it is necessary to truncate the exact boundary condition and to retain only a nite number of spherical harmonics. We shall show how to modify this truncated boundary condition to improve its accuracy. We shall also examine the stability of the ordinary di erential equation which occurs in the boundary condition.
Finally, we shall solve a sequence of scattering problems by using an explicit nite di erence method and our boundary condition. We shall also solve the same problems by using two of the standard arti cial boundary conditions. Comparison of these solutions with the \exact" solution, obtained by computing in a very large domain so that spurious re ections are postponed, shows that our boundary condition is much more accurate than the standard ones. Our boundary condition also has the advantage that it remains accurate when the radius of the arti cial boundary is made smaller, so that the computational domain is reduced.
Previously, we proved that the problem in with our exact boundary condition is satis ed by the restriction to of the solution of the initialboundary value problem in the in nite region 1]. Now we shall prove that the problem in has a unique solution.
Formulation
We consider time dependent scattering from a bounded scattering region in three-dimensional space. We surround this region by a sphere B of radius a. Outside B, we assume that the scattered eld u(x; t) satis es @ 2 u @t 2 ? u = 0; u(x; 0) = 0; @ t u(x; 0) = 0:
We suppose that the domain within B is bounded internally by the smooth surface ?. In , we consider the following simple model problem: @ 2 u @t 2 ? r (cru) = f in (0; T) (2.2) u(x; 0) = u 0 (x) Here is the outward normal on ?, and Y nm ( ; ') is the nm-th spherical harmonic normalized over the unit sphere, Y nm ( ; ') = (2n + 1)(n ? jmj)!=4 (n + jmj)!] 1=2 e im' P jmj n (cos ): (2.8) If the problem considered is real, one can use real instead of complex spherical harmonics. In that case everything remains the same, but the normalization constant in (2.8) will change. In (2.2) we require that c = c(x) > 0. The source term f(x; t; u; ru) may be nonlinear. Equation (2.6) is the exact nonre ecting boundary condition which was derived in 1]. It involves the vector functions z nm (t), which are the solutions of the linear rst-order ordinary di erential equations (2.7). In (2.6) the vectors c n = fc j n g are de ned by c j n = n(n + 1)j 2a j ; (2. Both u nm and z nm vary in time, whereas c n and A n are constants.
It was shown in 1] that the restriction to of the solution to the initialboundary value problem (2.2){(2.5), with replaced by the in nite region outside ?, solves the initial-boundary value problem (2.2){(2.7). Now we shall show that the solution of this problem is unique. Theorem 2.1 Suppose that the initial-boundary value problem (2.2){ (2.5) in the in nite region outside ? has a unique smooth solution. Then so does (2.2){(2.7). The two solutions coincide in .
The proof of theorem 2.1 is given in appendix A.
The Cauchy problem (2.2){(2.5) with f 0 and c 1 in the in nite region outside ? is well-posed with respect to the initial data u 0 (x) and _ u 0 (x). Since its solution coincides with that of the initial-boundary value problem (2.2){(2.7), we immediately obtain the following result: Corollary 2.1 The initial-boundary value problem (2.2){(2.7) with f 0 and c 1 is well-posed with respect to the initial data u 0 (x) and _ u 0 (x).
We remark that corollary 2.1 does not imply that (2.2){(2.7) is well-posed with respect to arbitrary perturbations in the boundary condition (2.6).
3 Finite element formulation
We shall now derive the nite element formulation for the problem (2.2){(2.7) in the computational domain . To derive the weak form of the problem, we denote by V the Sobolev space H 1 ( ), which contains square-integrable functions with square-integrable rst derivatives. Next we de ne the sesquilinear forms Next, we use (2.6) to eliminate @ r u on B from (3.5).
These calculations lead to the weak form of the problem, which can be stated as follows:
Find u(t) 2 V such that for all w 2 V, z nm (t) = A n z nm (t) + u nm (t); z nm (0) = 0:
The nite element method 2] is obtained by approximating the weak form (3.6){(3.9). The domain is discretized into a nite number of elements, and each element is associated with a nite number of nodes. Then u and w are Here is the set of nodes, N I is the shape function associated with node I, and d I (t) and w I are coe cients. We now substitute (3.10) and (3.11) into (3.6){(3.9) with the sum over n truncated at some nite value N, and require The quantities d, _ d, and d are the displacement, the velocity, and the acceleration vectors, respectively. M is the mass matrix, K is the sti ness matrix, and C is a damping term due to the absorbing boundary condition. We note that M is symmetric and positive de nite, and that both K and C are symmetric and positive semi-de nite. Thus, we can use a standard timemarching scheme from the Newmark family 3], such as the central di erence method, to integrate (3.12). The solution of (3.13) is computed concurrently, for instance using the explicit second-order Adams method, or the implicit trapezoidal rule 4]. The matrix C is almost empty, since only terms along the boundary contribute to its nonzero entries.
6
Instead of using the nite element method, we can use a nite di erence method to solve (2.2){(2.7). We shall now describe how to do this, choosing c(x) = 1 in for simplicity.
We opt for the leap-frog method, which is a standard explicit time-marching method for the wave equation. The wave equation (2.2) is discretized both in time and in space at (x; t) using second-order centered nite di erences. We denote by U h the numerical grid function. Let U k be the numerical solution and f k the source f at some grid point x at time t k = k t. Then To calculate h r U h at r`= a, we need U`+ 1 which lies outside . We eliminate it by using the nite di erence approximation to (2.6) at r`= a, i , ' j , with the sum over n truncated at some nite value N. This yields r`+ 1 U k +1 ? r`? 1 Thus we have the two equations (4.1) and (4.3) for the two unknowns U k+1 and U k +1 , which enables us to solve for U k+1 on B. We underline that to compute U k+1 on B, we only need the values of z nm (t) at t = t k , because both the di erential equation and the boundary condition are discretized in time about t = t k .
7
The numerical solution z h nm to the ordinary di erential equation (2.7) is computed concurrently with U h . Because the eigenvalues of A n lie in the left half of the complex plane (see section 6), we opt for the implicit second-order trapezoidal rule ( 4] , sect. II.7): I ? t 2 A n z k+1 nm = I + t 2 A n z k nm + t 2 (u k+1 nm + u k nm ):
The inner products (Y nm ; U h j r=a ), needed for u k nm and u k+1 nm , are computed using Simpson's fourth-order quadrature rule. Since the trapezoidal rule is unconditionally stable, there is no restriction on t in the integration of (2.7). The work required in solving the linear systems (4.4) is negligible, because the matrices A n are very small and remain constant in time. We have also implemented the explicit second-order Adams method ( 4] , sect. III.1) to integrate (2.7), which lead to similar results. The additional stability constraint on t, imposed by the explicit Adams method, is usually less restrictive than that due to the leap-frog method. Of course, this depends on N and on the mesh size used in the computation. The complete algorithm proceeds as follows:
0. Initialize U h at t 0 and t 1 , and set z 0 nm and z 1 nm to zero.
1. Compute U k+1 at all inner points in using (4.1).
2. Compute U k+1 at B using (4.1) and (4.3).
3. Compute z k+1 nm using (4.4), and go to 1.
Modi ed boundary conditions
In computation, the sum over n in (2.6) must be truncated at a nite value N. Then the boundary condition becomes inexact for the modes beyond the point of truncation. It reduces to (@ r + @ t ) ru nm ] = 0 at r = a for the modes u nm = (U; Y nm ), n > N. This raises the question whether we can replace this inexact condition by a more accurate one, as we did in 5] for the reduced wave equation. We shall show how to modify the truncated boundary condition so that it remains exact for the low modes n N, but becomes more accurate for the high modes n > N.
We now brie y recall the derivation of (2.6){(2.7). First, we introduce the polar coordinates r; ; '. Next An exact boundary condition is (5.3) applied to u nm (r; t) at r = a.
To use this boundary condition in computation, we must reformulate (5.3) and derive an equivalent but more tractable form, which does not involve integrals or high-order derivatives. In (Lemma 7. d n?j dt n?j w nm (t); j = 1; : : : ; n: (5.11) In deriving (5.6), we applied B 1 = @ r + @ t to (5.4) . This operator annihilates any spherically symmetric outgoing wave, such as the leading term of the large r expansion of ru(x; t), where u is any solution of (2. Instead of applying B 1 = @ r + @ t to (5.4), we can apply a higher order di erential operator B`with`> 1. Thus, when the sum over n is truncated at a nite value N, the boundary condition on the modes n > N becomes B` ru] = 0; r = a: (5.18) In view of (5.17), we expect that using (5.18) with`> 1 instead of with`= 1 will yield a smaller error.
When we apply B 2 to (5. @ n?j @t n?j G n u nm ](r; t); r a: (5.20) We note that the term j = 1 in (5.6) vanishes in (5.19), and that the terms j = 1 and j = 2 vanish in (5.20). As a consequence, B 2 ru] = 0 is an exact boundary condition for the harmonic modes n = 0; 1, and B 3 ru] = 0 is an exact boundary condition for the modes n = 0; 1; 2. Hence, annihilating the leading`terms of the large distance expansion (5.12) naturally imposes the exact boundary condition on the harmonic modes 0 n `? 1. This suggests that the local boundary conditions, derived in (Theorem 5.1, 1]) and also derived by Thompson and Pinsky 7] , coincide with those derived in 6]. Both sequences of local operators require increasingly highorder derivatives to reduce the amount of spurious re ection at B. In contrast, the formulation (2.6) corresponding to B 1 does not involve any derivatives beyond rst-order, and can be made arbitrarily accurate by increasing the value of N.
For later reference, we derive the full boundary condition with`= 2. We multiply (5.19) by Y nm , and sum over n and m. Next, we set r = a, and use Here z nm is the solution of (2.7), andc n replaces c n in (2.9): c n (j) = j(j ? 1) n1 a j+1 ; j = 1; : : : ; n: (5.22) 6 Stability When used in computation, the exact boundary condition (2.6) is truncated at some nite value N. We now show that the energy of the solution of the initial-boundary value problem in remains bounded, despite the incorrect boundary condition imposed upon the higher modes n > N. Because the higher and lower modes are treated di erently in the boundary condition, we shall assume that they remain independent of one another for all time. We assume that ? is either a sphere or absent, and that c = 1 in . For simplicity, we let h and f equal zero. Then the energy of the system in the absence of external forces is E u](t) = Z 1 2 ju t (x; t)j 2 + kru(x;t)k 2 dx: The boundary condition imposed at r = a on u N is exact. Therefore, as a consequence of theorem 2.1, u N coincides with the lower modes of the restriction to of the solution to the initial-boundary problem (2.2){(2.5) in the in nite region outside ?. The energy of a solution to the homogeneous initial-boundary value problem is conserved ( 8], sect. 6.8). Since the initial data is con ned to , we have By adding (6.4) to (6.5), we conclude that the total energy E u](t) remains bounded by the initial energy E u](0) for all time.
When used in computation, the truncated boundary condition is approximated numerically. This introduces both discretization and rounding errors, which could lead to numerical instability. We shall now discuss the stability of the rst-order system of ordinary di erential equations (2.7), which is used to update the quantities z nm (t).
The stability of the ordinary di erential equation (2.7) is determined by the eigenvalues of A n . Let D n = D ij n ] be the n n diagonal matrix with D jj n = nj . Then D ?1 n A n D n is the companion (or Frobenius) matrix associated with the polynomial P n (x) = x n + n1 a x n?1 + : : : + nn a n : (6.6) Hence, the eigenvalues of A n coincide with the zeroes of P n . We multiply (6.6) by 2 n a n , set z = 2ax, and denote the resulting polynomial by Q n (z). It is Q n (z) = n X j=0 (n + j)! (n ? j)! j! z n?j :
The roots of P n are simply the roots of Q n multiplied by 1=(2a). For n = 1, Q 1 (z) = z + 2, and the root is ?2. For n = 2, Q 2 (z) = z 2 + 6z + 12, and the roots are ?3 i p 3 . In gure 1 we see that for small values of n, the roots of Q n lie on a curve of parabolic shape in the left half plane. Therefore for small values of n, the real parts of the eigenvalues of A n are strictly negative, and the ordinary di erential equation (2.7) is asymptotically stable. As we increase n from 10 to 20, we observe that the roots tend to move farther away from the imaginary axis. This results in a stronger obliteration of the past for the higher Fourier modes of the solution on B.
For larger values of n, the problem of computing the eigenvalues is extremely ill-conditioned, so that meaningful results cannot be obtained even in double precision. To show that the roots lie strictly in the left half of the complex plane without calculating them, we shall use the Routh-Hurwitz criterion ( 4] , sect. I.13). This criterion provides a nite algorithm based solely on the coe cients of Q n , which are integers, to decide whether the roots lie strictly in the left half of the complex plane. We have implemented this algorithm in Mathematica using exact arithmetic, and we have veri ed that the roots of Q n lie strictly in the left half of the complex plane for all n up to n = 150. Therefore the ordinary di erential equation (2.7) is asymptotically stable for n 150, and probably for all n. 
Numerical examples
We shall now compare the accuracy of the various boundary conditions via numerical experiments. First, we shall present a detailed study of the accuracy and the convergence properties of the di erent boundary conditions. To do so, we shall consider a model problem, where a locally supported time-harmonic source excites the medium inside . Second, we shall present computations for two standard test problems: scattering of an incident plane wave from a sphere, and radiation from a piston on a sphere.
Model problem 7.1.1 Description
We consider the problem (2.2){(2.7) with c(x) = 1, h = 0, and both u 0 and _ u 0 equal to zero. The obstacle ? is the sphere of radius 0:5, and the arti cial boundary B is located at r = 1. Hence the computational domain is the region 0:5 r 1. Initially, the medium is at rest; it is then excited locally by a time-harmonic source distributed within a sphere of radius r f = 0:15 We shall compare the numerical solution U h of (2.2) Since the solution can be scaled by any constant, the magnitude of the absolute error E h (t) is irrelevant. We shall only use it as a means to compare the performance of the various boundary conditions in relationship to one another.
Implementation details
The test problem described above is axisymmetric and independent of '. up to r = R. Both U h and U h 1 are computed using the explicit second-order leap-frog method described in section 4.
The stability condition for the leap-frog method on an equispaced grid with spacing h, in three space dimensions, and with c = 1, is t h= p 3.
Since we shall use a polar grid, we simply set t equal to the shortest edge in the mesh divided by p 3. We keep t xed throughout the computation. In gure 3, the solution U h 1 is shown at t = 3:5 for a frequency ! = 2 , just before the wave front reaches the external boundary r = R.
We shall compute U h by using various boundary conditions at B. The boundary condition B` ru] = 0 with`= 1 and`= 2 is denoted by BT1 and BT2, respectively, to acknowledge 6]. We denote (2.6) by NR1(N) and (5.21) by NR2(N). We recall that NR1(0) coincides with BT1, and that NR2(0) and NR2 (1) (7.4) All the terms but the cross derivatives can be approximated with a secondorder nite di erence formula centered at r = a and t = t k . The radial derivative in the term @ r @ t is approximated by second-order extrapolation into , by passing a parabola through rU h at the grid locations r`? 2 , r`? 1 , and r`= a. The error E h (t) is shown on the right. By using NR1(20) instead of BT1 or BT2, the error is reduced by almost three orders of magnitude in accuracy. The error in using NR1(20) is mainly due to the discretization error, and not to the boundary condition.
Numerical results
In gure 5, we perform the same comparison with a higher frequency ! = . Here the solution is shown at the south pole, r = 1 and = . We see that imposing BT1 introduces a large error both in the amplitude and in the phase. The error due to the second-order condition BT2 is pointwise about 10% at the south pole, and is smaller than in the previous case ! = =4. This is to be expected, since local boundary conditions tend to be more accurate for higher wave numbers. coincides with U h 1 on the graph. The error E h (t) for NR1(20) is slightly larger than in the previous case ! = =4, because we have used the same grid in both calculations.
We shall now verify that the numerical solution U h computed using NR1(N) indeed converges to U h 1 inside if N is large enough. We set N = 25, and progressively re ne the initial grid 10 60 by a factor two in r and in . At each re nement, the error drops by a factor four, as is shown in gure 6. This shows the second-order convergence to the exact solution U h the mesh further, it may be necessary to increase the value of N to ensure that the error due to the boundary condition remains negligible.
Next, we compare the solutions U h computed using the boundary conditions NR1(N) and NR2(N). The grid 20 120 is kept xed while we increase the value of N. We recall that NR1(0) is identical to BT1, and that NR2(0) and NR2(1) are identical to BT2. Figure 7 shows that we obtain an improvement of two or three orders in magnitude over BT1 and BT2 if we use the exact boundary condition. We attribute the small discrepancy between NR1 and NR2 for large values of N to the less accurate nite di erence approximation used in (7.4) . Figure 7 also displays the subtle interplay between the error due to discretization, and the error due to truncating the boundary condition. For a xed grid, there is a maximal value for N, below which the error does not decrease anymore. From that point on, the boundary condition becomes more accurate than the numerical method, and it is pointless to increase N without further re ning the underlying mesh.
Long time stability
The issue of long time stability has arisen in the numerical implementation of an exact nonre ecting boundary condition due to Ting and Miksis 9]. By using Kirchho 's formula for the time-dependent wave equation in three space dimensions, they derived an exact nonre ecting boundary condition. It is nonlocal in both space and time, but involves only a xed amount of past information. When Givoli and Cohen 10] combined this boundary condition with a standard nondissipative nite-di erence scheme in the interior domain, the numerical solution exhibited a long time instability. They were able to eliminate this instability by using the dissipative Lax-Wendro scheme in the interior domain. In contrast, the boundary conditions, which were derived in this paper and combined with a nondissipative second-order centered nite di erence stencil inside , never exhibited any unstable behavior. Whether the explicit Adams method or the trapezoidal rule was used to integrate the system of ordinary di erential equations on the arti cial boundary, the overall numerical scheme was stable in all our test runs.
To demonstrate the long time stability of our numerical method, we proceed as in 10]. We consider the model problem in 7.1.1 with the source f a short-time pulse, that is with the temporal part sin(!t) of f(x; t) set to zero for t =!. In gure 8, the solutions U h for ! = =4, using the boundary conditions BT1, BT2, NR1(20), and NR2(20), are shown on B at = 0 for a long time interval. The results indicate that the numerical method using any one of these boundary conditions is stable. Figure 9 : Left: the maximal errors E h T , computed over 0:5 r 1 using the boundary conditions BT1 and BT2, are shown versus the radius a for ! = =4. Right: the smallest radius a, for which E h T obtained using BT1 (or BT2) is less than E h T obtained using NR1(N) (or NR2(N) respectively), is shown versus N.
Computational e ort and storage requirement
To improve the accuracy of local boundary conditions, one can either use increasingly higher order di erential operators B`, or simply move the arti cial boundary farther away from the region of interest. Typically the latter is done, because it does not require any major modi cations of the computer program. The price, of course, is the increased amount of memory and execution time required to store and compute the solution in the super uous external layer appended to .
We now compare the e ect of increasing the radius a of the arti cial boundary using a local boundary condition, with that of increasing N in (2.6) or (5.21). The results displayed in gure 9 are computed for ! = =4 on the 20 120 mesh. The maximal error E h T is always computed over 0:5 r 1, regardless of a. On the left E h T is shown versus the radius a for BT1 and BT2. 24
As expected, both local boundary conditions improve as we move the arti cial boundary farther away from the obstacle. On the right, a is displayed versus N, to answer the question: "how far away must the arti cial boundary be located, so that the error obtained using BT1 or BT2 be at least as small as that using NR1(N) or NR2(N), respectively ?" Here for BT1, the radius a must be larger than 3.5 to reduce by a factor 1=3 the initial error obtained by using BT1 at a = 1. This increases memory requirements and execution time by a factor 7. In contrast, we obtain the same reduction in the error by applying NR1(8) at a = 1. This results in less than 10% extra computer time to compute the inner products (U; Y nm ) over B and advance the functions z n0 (t) for 1 n 8. For BT2, the error decays much faster as we increase a. Still, to achieve the tenfold reduction in the error obtained with NR2 (8), we must take a greater than 1.5 . This doubles the size of the computational domain, which doubles both storage requirements and total execution time. Using NR2(8) with a = 1 instead of BT2 with a = 1:5 again increases the total execution time by less than 10%. We conclude this section with the following three key remarks.
First, the boundary conditions NR1 and NR2 achieve the desired accuracy with a minimal amount of storage. Indeed, the additional memory needed to store the functions z nm (t), jmj n, n = 1; : : : ; N is only of the order of Third, for xed values of N and a, the accuracy of the boundary conditions NR1 and NR2 improves as the frequency ! is reduced, because the solution becomes smoother. In contrast, the accuracy of local boundary conditions such as BT1 and BT2, which are based on the large distance expansion of the solution, tends to deteriorate as the low frequency content of the solution increases.
Plane wave scattering
We shall now calculate the scattered eld of a plane wave impinging upon the sphere of radius r 0 . At the surface of the sphere, we impose the acoustically \hard" boundary condition @ r u = 0. The incident eld u i propagates along the z-axis. If we let t = 0 at the time of impact, the incident eld is u i (x; t) = sin !(z ? r 0 + t)H z ? r 0 + t]; (7.5) where H x] denotes the Heaviside function. By di erentiating u i with respect to r, we obtain a boundary condition for the scattered eld u at r = r 0 , @ @r u(r 0 ; ) = ! cos cos (!(r 0 cos ? r 0 + t)) H r 0 cos ? r 0 + t]: (7.6) We choose ! = 4 , r 0 = 0:5, and as previously set the arti cial boundary B at r = 1. The numerical solution in the ini nite domain U h 1 is computed until t = 4 inside the region r 0 r 3. Thus, the truncation at r = 3 will not be sensed inside until t = 4:5.
Both U h 1 and U h , computed using BT1, BT2 and NR1(20), are shown in gure 10. The computational domain is discretized using the nest mesh 40 240. All three boundary conditions perform extremely well for this test problem. On the left, the solutions are shown at B for 0 180 and t = 4, and are hard to distinguish from each other. On the right, the L 2 -error E h (t) is shown: NR1(20) yields but a small improvement in accuracy over BT2. The high accuracy of the local boundary conditions was observed throughout the frequency range =4 ! 4 . For small wave numbers, the scattered eld from a sphere is itself nearly spherical. Since BT1 and BT2 are both derived to annihilate such waves, they perform well for this simple test problem. In gure 11, the scattered eld U h 1 is shown inside at t = 4. The scattered eld separates into two parts, the re ected and the shadow-forming wave, which appears behind the sphere.
Piston on a sphere
As the nal example, we consider the radiation from a circular piston on a sphere of radius 0:5 { see 7] and ( 11] , sect. 11.3). The portion of the sphere from = 0 to = 15 is a piston, moving with radial velocity sin !t, ! = 2 . Elsewhere, the sphere is rigid and the solution vanishes. To avoid the extra numerical complications due to a discontinuous boundary condition, we let the solution decay smoothly to zero for 15
30 . In addition, we use a third-order polynomial up to t = 0:25 to enforce C 1 continuity in t of the boundary data at t = 0. This problem is challenging because the waves generated at the piston pole = 0 are attenuated by a geometric spreading loss, as they travel along longitudes down to the south pole. In the region opposite the piston, the amplitude of the waves is signi cantly lower than it is near the piston.
We take the nest mesh 40 240 inside , with B at r = 1. For the exact solution U h 1 , we take the outer boundary at R = 6. Thus, the truncation at r = R will not be sensed inside until t = 10:5. In gure 12, the contour lines for U h 1 and U h are shown at time t = 10. In the top part, U h is computed using BT1, and we see that the contour lines di er severely, especially in the southern hemisphere 90 . In the bottom part, U h is computed using BT2. Here U h captures the physics of the solution much better, especially in the vicinity of the piston. Yet behind the sphere, a spurious re ection from B travels towards the obstacle. The contour lines of U h , calculated using NR1(20), coincide with those of U h 1 perfectly, and cannot be discerned on this gure.
Since the spurious re ections introduced by the local boundary operators appear to be most severe at the south pole, we take a closer at that region. 
Conclusion
The original exact boundary conditions (2.6) derived in 1], and the modi ed boundary conditions (5.21), have both been found to be very accurate in numerical computations. Condition (2.6) requires only rst derivatives of the solution, which makes it robust and easy to use. Condition (5.21) reduces the error on the truncated harmonic modes, but it is slightly more complicated to implement. They both can be viewed as improvements on the local boundary conditions BT1 and BT2 proposed in 6]. Exact boundary conditions allow the arti cial boundary to be brought in as close as desired to the scatterer. They are easy to implement and require little extra memory. Although the formulation is global over the arti cial boundary, it is explicit and does not require the solution of any large linear system. It only requires inner products with spherical harmonics of the solution on the arti cial boundary. For equations with variable coe cients which
