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In this paper, we study the problem of computing smooth feature curves from CAD type point clouds models. The proposed method
reconstructs feature curves from the intersections of developable strip pairs which approximate the regions along both sides of the features. The
generation of developable surfaces is based on a linear approximation of the given point cloud through a variational shape approximation
approach. A line segment sequencing algorithm is proposed for collecting feature line segments into different feature sequences as well as
sequential groups of data points. A developable surface approximation procedure is employed to reﬁne incident approximation planes of data
points into developable strips. Some experimental results are included to demonstrate the performance of the proposed method.
& 2015 Society of CAD/CAM Engineers. Production and hosting by Elsevier. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Nowadays, with the rapid development of laser scanning
technology, many CAD models are stored in the form of
unorganized point clouds. Extracting interesting information
directly from the point cloud without ﬁrst converting it to other
compact representation, such as meshes, is an important and
challenging problem. In this paper, we study the problem of
feature curve extraction from point clouds and our proposed
method has numerous applications in geometric processing
such as model reconstruction and geometry compression.
We propose a framework for extracting feature curves from
point cloud models. Refer to Fig. 1 for a point cloud model and
those associated feature curves extracted using our method.
Our method ﬁrst computes a piecewise linear approximation of
the point cloud. Based on this linear approximation, we devise
a technique for ﬁtting smooth developable surfaces to indivi-
dual feature regions of the model. Finally, the smooth feature/10.1016/j.jcde.2015.07.001
15 Society of CAD/CAM Engineers. Production and hosting by E
mmons.org/licenses/by-nc-nd/4.0/).
g author.
sses: lee.kai.wah@gmail.com (K.W. Lee),
du.cn (P. Bo).curves are computed as the intersection curves of correspond-
ing neighboring developable surfaces.
1.1. Related works
Variational shape approximation: A variational framework
was ﬁrst proposed by Cohen et al. to tackle the problem of
shape approximation for triangular mesh, using a normal-based
error metric L2;1 [1]. Kobbelt et al. [2] enriched the variety of
geometric proxy from simple plane to include sphere, cylinder
and rolling-ball as additional geometric proxies. The key
observation here is that technical CAD objects mostly have
patches exhibiting these similar geometric forms. Following a
similar vein, Yan et al. [3] generalized the proxy set with
quadric surface and proposed a new algorithm for smoothing
irregular boundary curves between segmented regions. Their
generalization has expanded the scope of the approximation
not only for technical CAD objects but also for organic models
like the Stanford Bunny. We extend the variational framework
for point cloud segmentation which serves as the ﬁrst stage of
our feature extraction pipeline from point cloud.
Feature extraction: Though feature extraction has been
taken as a preprocessing step for many digital mesh processinglsevier. This is an open access article under the CC BY-NC-ND license
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of better feature extraction algorithm for mesh and point cloud
still attracts many researchers' attention.
Chica [4] has recently proposed to extract features from
dense point clouds by ﬁrst turning the point cloud into discrete
volume representation and from which a visibility map is
computed. Surface components such as vertex, edge and face
are detected based on visibility information. Daniel et al. [5]
leveraged the concept of Robust Moving Least Squares
(RMLS) [6] and proposed a multi-step reﬁnement method
for robust smooth feature extraction from point clouds.
Potential feature points are ﬁrst identiﬁed with a RMLS
operator which are then projected onto the intersecting surfaces
near the feature locally approximated by the RMLS framework
[6]. A smoothing method based on principal component
analysis (PCA) is applied to remedy the jagged edges resulted
from the RMLS projection. More works on extracting feature
lines from point cloud data are reported in Gumhold et al. [7]
and Pauly et al. [8].
Developable surface: A developable surface is a ruled
surface which can be unfolded into the plane without distor-
tion. It is the envelope of a one parameter family of planes and
it has vanished Gaussian curvature everywhere [9]. These nice
properties make developable surfaces widely applied in
industry, like ship building [10]. The geometry properties of
developable surfaces make it a good representation and a
design tool for freeform shape modeling in architecture [11]. A
tangent developable surface is constructed by tangent lines of a
curve in 3D space with this curve as the singular curve, or
regression curve [9]. Rectifying developable surface is used in
paper [12] for modeling paper bending, whose shape is
editable by editing the geodesic curve.
There are some papers discussing developable surfaces
ﬁtting problem. In paper [13], cones are used as proxies in
variational framework to approximate a triangle 3D model. In
[14], developable surfaces ﬁtting to point cloud are studied in
dual space. Paper [11] proposes developable strip model for
freeform shape design. This semi-discrete representation of
surface is a new way for shape design which is more powerful
than plane elements and needs less effort than double curved
surfaces [15,16].Fig. 1. (a) Original data points of a CAD mo2. Linear feature extraction
In this section, we propose an algorithm for ﬁnding linear
features from point clouds. Our algorithm consists of two
steps: (1) ﬁnding feature line segments as intersections of
planes which approximate the given point cloud. The linear
approximation is computed using a variational shape approx-
imation approach; (2) a sequencing algorithm for collecting
feature line segments into groups for feature curves in model.
2.1. Linear approximation of point cloud
We extend the well-known variational shape approximation
approach to point clouds. Given an unstructured point cloud
P ¼ fp1;…; pNg, where piAR3. Suppose each data point pi
has an associating normal denoted by nðpiÞ. Our goal is to
partition P into k disjoint point clusters Ci such that Ci⋂Cj ¼
∅; 8 ia j and ⋃ki¼1Ci ¼ P, and eventually represents each
cluster with a best ﬁtting plane subject to a deﬁned error
metric.
Denote a shape proxy to a point cluster Ci as a representative
pair Pi ¼ ðXi;NiÞ where Xi is the barycenter of points in the
cluster Ci while Ni is the direction indicated by the eigenvector
associated with the smallest eigenvalue of the covariance
matrix of the cluster Ci.
The approximation error between a cluster of data points Ci
and its corresponding proxy Pi is measured by
EðCi;PiÞ ¼
X
pjACi
Eðpj;PiÞ
¼
X
pjACi
JnðpjÞNi J2
An optimal piecewise linear geometric approximation to the
point cloud is arrived when a set of proxies Pi associated to the
point cluster Ci of a partition C ¼ fC1;…; Ckg of P minimizes
the total distortion error:
EðC;PÞ ¼
X
i¼1…k
EðCi;PiÞdel; and (b) reconstructed feature curves.
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seeds for k clusters. The proxy Pi ¼ ðXi;NiÞ of each cluster
Ci is computed as the least-square ﬁtting plane to the set of
points NKðsiÞ which are the K nearest neighbors collected
from the initial seed using [17]. Typically, K is chosen
within the range from 15 to 20.2. Cluster growing: We then grow a cluster Ci with proxy
Pi ¼ ðXi;NiÞ out from the initial seed si by adding points pj
to the cluster that has the smallest error Eðpj;PiÞ than with
any other clusters. Starting with the initial seed si, we
compute the errors Eðpj;PiÞ of the points pj which are the K
nearest neighbors of the initial seed. Each error together
with a label i indicating from which cluster Ci the error
Eðpj;PiÞ is computed is inserted into a global priority queue.
The cluster growing process is then performed by repeat-
edly popping points from the priority queue with the least
error until the queue is empty. Nothing will be done if the
popped point pj has already been assigned to a cluster.
Otherwise, the point pj will be assigned to the cluster Ci
indicated by the associated label i.3. Proxy ﬁtting: Once the point cloud P is segmented into k
clusters, we need to update the representative proxies of the
clusters so that the proxies can best represent the newly
found clusters. For a new cluster Ci, the new proxy
Pi ¼ fXi;Nig is computed where Xi is the centroid of the
cluster and Ni is the average of the point normals of the
cluster Ci.4. Stopping criteria: The stopping criteria are set as either a
maximum number of iterations is reached or the difference
between the total approximation errors of two successive
iterations is smaller than a deﬁned threshold.
Refer to Fig. 2 for the segmentation result of a CAD model.
A polygonal mesh is easily generated by computing intersec-
tions of proxy planes of neighboring clusters of data points.
2.2. Piecewise linear feature curves
The linear approximation to the point cloud, i.e, the
polygonal mesh formed with the intersections of planeig. 2. Variational segmentation of point cloud. (a) Original point cloud; (b) seproxies, provides a faithful geometric blueprint from which
feature segments can be extracted. We are going to identify
feature line segments and then propose a novel procedure to
collect disjoint segments into a sequence of feature line
segments corresponding to the same feature curve.
2.2.1. Feature line segments extraction
The intersection line segments are the intersection line
between any two neighboring proxies. Once the intersection
segments are collected, feature line segments are identiﬁed
as those intersection segments with dihedral angle greater
than a pre-deﬁned threshold. This simple and yet effective
procedure is widely used in other feature edges identiﬁca-
tion [18]. In our experiments, we ﬁnd that setting the
threshold at 361 is adequate for the CAD-like point clouds
being used.
Example. In Fig. 7(d), the intersection line segment between
neighboring proxies is rendered in red color. There are initially
145 line segments but end up with 105 line segments, which
are identiﬁed as feature segments as shown in Fig. 7(e).
2.2.2. Finding feature line sequences
The feature line segments we have obtained by now are
unorganized even though some of them may contribute to
the same feature curve. We then propose a novel algorithm
to organize all segments into groups of sequential line
segments, where each group refers to a single feature curve.
In addition, each group of feature lines is coupled with
associated data point clusters on either sides of it. These
clusters of data points are easily found by identifying those
clusters which contribute to the intersection computation of
these feature lines. Refer to Fig. 4 for some sequential line
segments and associating clusters of data points.
Our sequencing algorithm for feature line segments is
based on some geometric conditions for identifying incident
line segments which compose the same feature curve.
Roughly speaking, we want to ﬁnd for each feature line
segment si a neighboring feature line segment sj where the
transition between them is smooth. Let Spherei denote a
bounding sphere for a line segment si whose center is the
middle point of si and the radius is half of the length of si. In
the following, we will derive necessary conditions for
sequential line segments in 2D where the bounding spheregmentation result; and (c) polygonal mesh from the intersection of proxies.
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get directly work in 3D space.
Condition 1: (circle intersection constraint). We require that
the bounding circles of two sequential line segments intersect
with each other. Suppose the two bounding circles of line
segments are C1 and C2 with centers c1 and c2 and radii r1 and
r2 respectively. It is easy to see that C1 and C2 intersect with
each other if (Fig. 3(a))
Jc1c2 Jrr1þr2: ð1Þ
Condition 2: (line closeness constraint). Two sequential
segments should have their endpoints falling within the
intersecting region of the two enclosing circles as shown in
Fig. 3(b). This constraint is deﬁned as
δ1rr2 and δ2rr1 ð2Þ
where δ1 is the distance from the endpoint e1 of segment s1 to
the center c2 and δ2 is the distance from the endpoint e2 of the
segment s2 to the center c1.
Condition 3: (line intersection constraint). Two line seg-
ments intersect with each other, as shown in Fig. 3(c). The
condition under which the segments will be intersecting with
each others is
Je1e2 Jr Ju1u2 J : ð3Þ1C 2C
1r 2r
1 2c c−1c 2
c
1C 2C
1c 2c 2
s
1s
1e
2e
1u2u
Fig. 3. Constraints for deciding sequential feature line segments. (a) Circle intersect
(d) smoothness constraint.Since we have
Ju1u2 J ¼ Jc1c2 J Jc1u2 Jjc2u1 J
¼ Jc1c2 JðJc1c2 Jr2ÞðJc1c2 Jr1Þ
¼ r1þr2þ Jc1c2 J
where r1 and r2 are the radii of the circles C1 and C2
respectively.
Thus, condition (3) becomes
Je1e2 Jrr1þr2þ Jc1c2 J : ð4Þ
Condition 4: (smoothness constraint). Line segment sequence
grows as smooth as possible. In order to minimize the bending
during the development process, neighboring segment with the
smallest departure angle is selected among those potential segments.
See Fig. 3(d).
arg min
sjANðsiÞ
∠sisj ð5Þ
A segment sequence Si ¼ fs1;…; skg is an order set of k feature
segments. Given a point cloud with a set S of N feature segments,
we are going to ﬁnd a partitionR of the set S by dividing S into m
disjoint segment sequences such that ⋃mi ¼ 1Si ¼ S. Starting with
an arbitrary segment si, there will be at most two potential
segments sj and sk which satisfy the conditions (1), (2), (4) and
(5) since there are two endpoints with segment si. Thus, a single
sequence can be grown by exploring the potential segments sj and
sk recursively until the sequence experience any sharp turn This1C 2C
1c 2c 2
s
1s
2δ 1δ
1e2e
1C 2C
1c 2c 2
s
1s
3C
3c
3s
ion constraint; (b) line closeness constraint; (c) line intersection constraint; and
Fig. 4. Feature line sequence and associating data point clusters.
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so sequences will terminate at corner of the CAD-like point cloud
models. The algorithm of extracting a single segment sequence
starting with a segment s is outlined in Algorithm 2.1 while
growing all sequences from a given set of feature segments S is
outlined in Algorithm 2.2.
Algorithm 2.1. GROWSEQUENCE(s).procedure EXPLORE(s)
θ’601
comment: Collect the two potential segment of s
ðsi; sjÞ’NðsÞ
if sia∅ & ∠sisoθ
then
Seq’Seq [ fsig
EXPLOREðsiÞ
(
if sja∅ & ∠sjsoθ
then
Seq’sj [ Seq
EXPLOREðsjÞ
(
main
global Seq
Seq ’∅
EXPLORE(s)
return (Seq)Algorithm 2.2. GROWALLSEQUENCES S.
R’∅
m’0
while Sa∅
s’S
Sm’ GrowSequenceðsÞ
S’S⧹Sm
R’R [ Sm
m’mþ1
8>>>><
>>>:return R3. Computing smooth feature curves by developable
surface ﬁtting
Suppose all feature line segments S are already divided into
m groups: Si; i¼ 1;…;m. Each group Si ¼ fs1;…; skg is a
sequence of line segments and for each feature in the point set
model, we also have two sequences of planar proxies and
related point set to these planar proxies.
At this point, we have obtained a sequence of feature segments
Si which could serve as polyline approximation to the feature
curves of the point cloud model. Apparently, increasing the
number of planar proxies to approximate the point cloud model
Fig. 5. Developable surface initialization. (a) Original data points; (b) a sequence of planes; (c) control polygon of surface; and (d) initial ruled surface.
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imation to the feature curves. However, large numbers of planar
proxies could induce instability to our feature line segments
extraction with too many neighbouring proxy intersections and
tiny line segments. Therefore, instead of directly increasing the
number of proxies to improve the approximation accuracy, we
propose a novel approach to make use of developable surfaces to
further enhance the feature curve extraction process.
Our approach is to ﬁrst ﬁnd a pair of developable surfaces to
approximate the planar proxies on both sides of a extracted
feature sequence. The developable surface pair is then further
optimized to ﬁt the original data points represented by the
proxies. Finally, the new feature sequence is extracted as the
intersection of the developable surface pair. This idea stems
from the knowledge that the envelope of a single parameter
family of planes is a developable surface. The advantages of
using developable surfaces are the following:(1) Handling developable surfaces is much easier than hand-
ling a lot of planes.(2) A developable surface can be further optimized to improve
its closeness to the point set and its developability.(3) The intersection curve of two developable surfaces is a
smooth curve than a polyline.3.1. Ruled surface initialization
Our developable surface ﬁtting algorithm needs a ruled
surface as initialization which is then further reﬁned by
improving its developability as well as its closeness to
reference data points. The surface representation we employ
is tensor product B-spline surfaces, which is deﬁned as
Xðu; vÞ ¼ vpðuÞþð1vÞqðuÞ;
where p(u) and q(u) are two B-spline curves.
Recall that for either side of a feature sequence, we have a
sequential set of data point clusters Ci. Our objective is to
computing a developable surface approximating to each cluster
sequence. To generate the control polygon for an initial ruled
surface, we make use of the plane proxies Pi corresponding to Ci.We ﬁrst compute intersection lines of neighboring proxy
planes. The result is a sequence of straight lines L. Using the
knowledge of planar proxies we ﬁnd two parallel planes PL1
and PL2 which are roughly perpendicular to these straight lines
and have the data points inside between them. After computing
intersections of L with PL1 and PL2, we have two polylines
which are treated as control polygons for two B-spline curves
p(u) and q(u).
A ruled surface constructed in this way may not be quite
developable and not close to reference point set very well, but
it is good enough as an initial state for further optimization
which improves its quality. Refer to Fig. 5 for the process for
generating initial rule surface.
3.2. Developable surface ﬁtting
Our objective is reﬁning the initial ruled surface to improve
its developability and closeness to data points D. We formulate
the objective function as
f approxþλf dev: ð6Þ
fapprox is a term measuring closeness of the developable surface
to data points D. It is a sum of distances from point DiAD to
developable surface Xðu; vÞ. fdev is a sum of developability at
some samplings on the developable surface. λ makes a balance
between fapprox and fdev.
A developable surface has the same normal direction along
one ruling. We use a developability condition which forces
zero distance of two lines. We use p3q to denote a line
spanned by points p and q. At parameter ui, the ruling segment
is pðuiÞ3qðuiÞ. A line segment attached at pðuiÞ or qðuiÞ which
is tangent to the boundary curve is denoted as
p uið Þ3 p uið Þþ _p uið Þ JpðuiÞqðuiÞJJ _pðuiÞJ
 
;
and
q uið Þ3 q uið Þþ _q uið Þ
JpðuiÞqðuiÞJ
J _qðuiÞJ
 
:
These two line segments form a quadrilateral. The devel-
opability condition is equal to a zero distance of diagonal lines
of this quadrilateral. Denote the distance between two diagonal
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1 and li
2 by
di ¼ distðl1i ; l2i Þ; ð7Þ
where
l1i ¼ p uið Þ3 q uið Þþ
JpðuiÞqðuiÞJ
j _qðuiÞJ
_q uið Þ
 
and
l2i ¼ q uið Þ3 p uið Þþ
JpðuiÞqðuiÞJ
J _pðuiÞJ
_p uið Þ
 
:
The developability for the whole ruled surface as a sum of
condition at samplings is
f dev ¼
X
i
d2i : ð8Þ
Distance computation from a data point Di to developable
surface Xðu; vÞ requires footpoint computation of Di on Xðu; vÞ.
The footpoint of Di is denoted as tðDiÞ. Footpoint ﬁnding is the
most time-consuming step [19] and is studied in many papers
[20]. This problem is nonlinear and iterative method is needed.
In order to reduce the time used in optimization, we ﬁrst
sample dense enough points on the developable surface in a
pre-processing step and build a ANN Tree [17] to accelerate
nearest point querying. When querying a footpoint of a point
Di, the nearest point Fi is found as its rough footpoint on
Xðu; vÞ. Then a Newton method is applied to improve the
footpoint computation with Fi as the initial value. Since the
Newton method has quadratic convergence, no more than 5
iterations can reach a good footpoint. The formula of closeness
term is
f approx ¼
X
i
dist2ðDi; tðDiÞÞ: ð9Þ
The objective function (6) is minimized using a Gauss–
Newton method. Thanks to the local property of B-splines, the
matrices of linear systems to be solved in each optimization
step are sparse matrices. We use Levenberg–Marquardt reg-
ularization [21], so these matrices are positive deﬁnite. We
compute the solution, using Cholesky factorization, with the
sparse matrix solver library TAUCS [22]. For models in this
thesis, the most complex feature needs about 15 s for
optimization, without code optimization.
3.3. Developable surface intersection
Having two developable surface ﬁtting to data points, the
intersection curve should be a good approximation to the
feature. Suppose the two developable surface are X1 and X2.
We ﬁrst discretize X1 into a family of triangles or quadrilat-
erals, denoted as TR. Then we travel on X2 from one end to the
other end, by stepping forward in the parameter domain ½0; 1.
At each position vi, we compute the intersection point of ruling
Li ¼ X2ðviÞ with TR. All intersection points form a polyline
which is a discrete representation of the intersection curve,
thus a good representation for the feature. Refer to Fig. 6(a) for
an example.A developable surface ﬁtting to a point set D is a little
bigger than the size of D, since it is hard to decide exactly how
big the ﬁtting developable should be. As a result of this
strategy, parts of the intersection curve may be run away form
the point set. This part is easily identiﬁed by computing the
distance to the point set and is simply discarded as a post-
processing step.
3.4. Corner points detection
A corner is the cross point of two and more feature lines.
Take a cube for example. Its corner is the cross point of three
lines which is the intersection point of three planes. The
discussion in previous sections handle each single feature line
at each time. Therefore, there will be three intersection lines
around a corner and these lines may not be crossing exactly
one point. We notice that points close to more than two feature
lines are quite close to exact corner points.
In order to get a consistent corner point, we force a
constraint in optimization that two developable surfaces
contributing to two different features and the same face should
share the same tangent planes at the corner point. Refer to
Fig. 6(b) for an example.
4. Experimental results
In this section, the FanDisk and L-joint point clouds are
used for the experiment. The FanDisk and L-joint point cloud
models are ﬁrst segmented into 50 and 60 point clusters
respectively using our proposed variational point cloud seg-
mentation framework in Figs. 7(b) and 8(b). A linear planar
approximation to the point cloud models is derived from the
intersection of the planar proxies of the point clusters as shown
in Figs. 7(c) and 8(c). Once the intersection lines from
neighboring proxies are collected, ﬁltering is applied to distill
those feature line segments from all the intersection segments
(Figs. 7(d) and 8(d)) and the result is shown in Figs. 7(e) and 8
(e). By applying our novel sequence development algorithm,
feature segments are grouped into different disjoint order
sequence sets for developable surface ﬁtting.
Once the feature sequences are collected, the incident planar
proxies to each individual segments of the sequence are used
for developable surface ﬁtting on both side of the sequence.
Smooth feature lines are obtained from the intersection
between the two ﬁtting developable surfaces of the sequence.
Figs. 7(f) and 8(f) show the smooth feature lines obtained on
FanDisk and L-joint. The closeup views in Fig. 9 demonstrate
the difference in smoothness between feature segment
sequences and smooth feature lines.
5. Conclusions
We have proposed a framework for feature extraction from
point clouds sampled from technical CAD objects. We extend
the framework of variational shape approximation to point
cloud segmentation and derive a linear geometric approxima-
tion to the point cloud with the planar proxies. Feature
Fig. 6. (a) Developable surface optimization and surface intersection. (b) Corner points detection on model.
Fig. 7. (a) Original data points; (b) clustering results; (c) linear planar approximation; (d) intersection lines; (e) feature line segments; and (f) smooth feature lines.
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ordered sets of segment sequence are collected with our
proposed algorithm. The feature line sequence together with
the planar proxies is then ﬁtted with optimized developable
surfaces from which smooth feature lines are extracted in theform of polylines from the intersections between the develop-
able surfaces. Experimental results are reported by applying
our algorithm to the point cloud models of CAD models.
For future works, we would like to investigate the relation-
ship between the number of clusters in the point cloud
Fig. 8. (a) Original data points of a L-shape model; (b) clustering results; (c) linear planar approximation; (d) intersection lines; (e) feature line segments; and (f)
smooth feature lines.
Fig. 9. Comparison on some details of feature line segments and smooth feature curves. (a) Feature line segments; (b) smooth feature curves; (c) feature line
segments; and (d) smooth feature curves.
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Besides, the user-speciﬁed number of clusters is used until the
shape approximation error is below a certain threshold. Itwould be worthwhile to understand how the approximation
error will affect the developable surface ﬁtting which even-
tually affects the quality of the feature lines.
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