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Abstract Kustaanheimo-Stiefel (KS) transformation depends on the choice
of some preferred direction in the Cartesian 3D space. This choice, seldom
explicitly mentioned, amounts typically to the direction of the first or the
third coordinate axis in celestial mechanics and atomic physics, respectively.
The present work develops a canonical KS transformation with an arbitrary
preferred direction, indicated by what we call a defining vector. Using a mix of
vector and quaternion algebra, we formulate the transformation in a reference
frame independent manner. The link between the oscillator and Keplerian first
integrals is given. As an example of the present formulation, the Keplerian
motion in a rotating frame is re-investigated.
Keywords KS variables · Kepler problem · quaternions · regularization
1 Introduction
There are many ways to convert the Kepler problem into the isotropic har-
monic oscillator. A comprehensive summary can be found in the monograph
by Cordani (2003) and in the work of Deprit et al (1994), the two sources
overlapping only partially. Among all the methods, the Kustaanheimo-Stiefel
(KS) transformation stands exceptional by its simplicity, popularity, and his-
tory (traced back to Heinz Hopf, or even Carl Friedrich Gauss – see Volk
(1976)). The literature concerning theoretical and practical aspects of the KS
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variables is already vast, yet there is a feature which, to our knowledge, has
not brought enough attention by either being too obvious, or by not being
realized. We mean the existence of some preferred direction in the definition
of the KS variables. Kustaanheimo, Stiefel, and most of their followers in the
realm of celestial mechanics, use the set of variables so designed, that only the
first Cartesian coordinate x1 involves the squares of the KS coordinates. In the
present paper, we will refer to it as KS1. However, in atomic physics a different
set, to be named KS3, is considered standard, at least since late 1970s (e.g.
Duru and Kleinert 1979). There, only the x3 involves the squares. The choice
of the preferred direction is of marginal significance for the unperturbed Kep-
lerian problem, but it may either simplify, or complicate expressions resulting
from added perturbations. Thus we have found it worthwhile to establish a
general KS transformation with the preferred direction left unspecified.
In section 2 we give a brief outline of how the KS1 transformation has set-
tled down in the realm of celestial mechanics. Not attempting a detailed biblio-
graphic survey, we mark five turning points: i) the first paper of Kustaanheimo
(1964) where the transformation is born in spinor form, ii) the metamorphosis
into the L-matrix setup done by Kustaanheimo and Stiefel (1965), iii) early
quaternion formulation by Vivarelli (1983), iv) the refinement of the quater-
nionic form due to Deprit et al (1994), and v) interpretation of the KS vari-
ables as rotation parameters (Saha 2009). Save for the last point, the reader
may observe how the special role of the Ox1 axis direction is transferred from
one setup to another, and how the presence of a preferred direction becomes
more and more evident.
Once the stage has been set, we discuss the main theme in Section 3. Intro-
ducing the notion of a defining vector, we build the KS transformation (and
its canonical extension) with an arbitrary preferred direction. Working within
the general quaternion and vector formalism, we refrain from using explicit
expressions in terms of coordinates. Hopefully, it should allow capturing the
intrinsic, coordinate independent features of the KS transformation.
Section 4 considers the general properties of the Hamiltonian in KS vari-
ables. Special attention is paid to linking the invariants of the unperturbed
problem in its two incarnations: the Kepler problem in Cartesian coordinates,
and the isotropic oscillator in KS variables.
Finally, in order to give an example that the choice of the defining vector
does matter in a perturbed problem, we return to the Kepler problem in the
rotating reference frame. Compared to earlier works which used the KS1 set,
the task can be considerably facilitated by the appropriate selection of the
preferred direction, as demonstrated in section 5.
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2 KS1 transformation
2.1 The roots
What Paul Kustaanheimo announced at the Oberwolfach conference on Math-
ematical Methods of Celestial Mechanics and published the same year (Kustaanheimo
1964) is worth a brief recall, because neither Annales Universitatis Turkuen-
sis, nor the Publications of the Astronomical Observatory of Helsinki are
widespread enough. Moreover, an awkward notation has masked some features
that emerge immediately when the more common conventions are applied.
Given a Cartesian position vector x = (x1, x2, x3)
T, Kustannheimo ex-
tended it formally to a null 4-vector of the Minkowski space, using the length
r =
√
x · x = x0 as an extra coordinate. These served as the coefficients for a
linear combination of a unit matrix σ0 and the Pauli matrices (Cartan 1966)
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (1)
The result is a complex matrix
S = rσ0 + x1σ3 + x2σ1 − x3σ2 =
(
r + x1 x2 + ix3
x2 − ix3 r − x1
)
, (2)
assigned to the vector (x0, x1, x2, x3)
T. The difference between the treatment
of x1 in the diagonal and the complex pair x2 ± ix3 can be spotted already at
this stage.1
Any Hermitian matrix S can be expressed in terms of two complex numbers
S1 and S2. Using a complex 2-vector s = (S1, S2)
T, Kustaanheimo (1964)
defined S in terms of its Hermitian outer product
S = 2
(
S1
S2
)(
S1 S2
)
= 2
(
S1S1 S1S2
S1S2 S2S2
)
. (3)
By the equivalence of (2) and (3), the vector s becomes a rank 1 spinor,2 and
the matrix S – a rank 2 spinor associated with x (c.f. Bellandi Filho and Menon
1987; Steane 2013). Equating respective elements of (2) and (3), one readily
finds
x1 = S1S1 − S2S2,
x2 = S1S2 + S1S2, (4)
x3 = i
(
S1S2 − S1S2
)
,
r = S1S1 + S2S2.
1 The disparity of indices associated with xi and σj , was originally not visible, since
Kustaanheimo used a different set of the Pauli matrices (namely: ix = σ3, iy = σ1, and
iz = −σ2). It took some time until the physicists swapped to S =
∑
3
j=0 xjσj , the KS3
convention.
2 Intriguingly, although the initial name of the KS transformation was ‘the spinor reg-
ularization’, Kustaanheimo (1964) uses the word ‘spinor’ only twice: once in the title, and
once in the abstract. Kustaanheimo and Stiefel (1965) use it only once – in the title.
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As noted by Kustaanheimo, the transformation is not unique; indeed it involves
only the products with conjugates, so using any spinor q = (Q1, Q2)
T =
s exp iφ, leads to the same result. Geometrically, it means that any pair of
complex numbers resulting from rotations of S1 and S2 on a complex plane
by the same angle, generates the same position vector x in (4)
The regularization of the Keplerian motion does not appear until the co-
ordinate transformation (4) is augmented by the time transformation of the
Sundman type. There, Kustaanheimo proposed a general formula relating the
pseudo-time τ to its physical counterpart t
dτ
dt
=
β
r
exp
∫
K dt, (5)
where K could be an arbitrary function of position, velocity and time. This
flexibility has never been seriously explored, and the simplest choice of K = 0
has became standard. The regularization converts the Kepler problem with
energy constant h into a spinor oscillator problem
s′′ =
h
2
s, (6)
yet, this simple form does not show up, until the bilinear constraint
S1S
′
1 − S
′
1S1 + S2S
′
2 − S
′
2S2 = 0, (7)
is imposed,3 where the prime stands for the derivative with respect to the
Sundman time τ . Kustaanheimo justified this choice by observing the invari-
ance of the left hand side of (7) in the perturbed Kepler problem with a
particular form of perturbation (linear in coordinates, velocities and angular
momentum).
One can only speculate what would be the fate of the Kustaanheimo’s
transformation, has it not attracted the attention of Eduard Stiefel who coau-
thored the paper published next year (Kustaanheimo and Stiefel 1965). In the
new mise-en-sce´ne, the complex variables and unnecessary generalization were
dropped, and the discussion focused on a real 4-vector u = (u1, u2, u3, u4)
T,
containing the parameters of the substitution
S1 = u1 + iu4, S2 = u2 − iu3. (8)
Then, eq. (4) takes the form
x1 = u
2
1 − u22 − u23 + u24,
x2 = 2(u1u2 − u3u4), (9)
x3 = 2(u1u3 + u2u4),
r = u21 + u
2
2 + u
2
3 + u
2
4,
3 Another wording of condition (7), provided by Kustaanheimo (1964), is: S1S′1 + S2S
′
2
,
being a half of r′, is a real quantity.
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and the constraint (7) is turned into
u4u
′
1 − u3u′2 + u2u′3 − u1u′4 = 0. (10)
This derivation, however, cannot be found in the paper; Kustaanheimo and Stiefel
(1965) have burnt the bridge leading back to the 1964 work and started
the presentation from the matrix equation that related u with a 4-vector
x = (x1, x2, x3, 0)
T through the matrix product
x = L(u)u. (11)
The L-matrix definition, given by Kustaanheimo and Stiefel (1965) with an
intriguing clause ‘for example’, was
L(u) =


u1 −u2 −u3 u4
u2 u1 −u4 −u3
u3 u4 u1 u2
u4 −u3 u2 −u1

 . (12)
This definition leads to the first three equations (9) for xj , whereas the last of
equations (9) had been postulated as a required property of L(u). Noteworthy,
the special role of x1 has been conserved, as visible in the first of equations
(9): other coordinates are defined by products uiuj, whereas x1 is composed
of the pure squares u2i .
The work, published in a more widespread journal and written in a manner
friendly to the celestial mechanics audience, considerably helped to promul-
gate what is now known as the Kustaanheimo-Stiefel transformation. By the
influence of the Stiefel and Scheifele (1971) monograph, the matrix approach
became paradigmatic in the celestial mechanics community, and the ‘for ex-
ample’ choice (12) has been taken for granted and obvious, save for occasional
renumbering of indices and the change of sign in u4.
2.2 Enter quaternions
The close relation between spinors and quaternions was known already to Car-
tan. But in the framework of the L-matrix formulation, the relation of the KS
variables to the quaternion algebra is merely an additional aspect, mentioned
by Kustaanheimo and Stiefel (1965) or Stiefel and Scheifele (1971) as an in-
teresting, but probably unimportant curio. Setting the KS transformation in
the quaternion formalism, originated by Vivarelli (1983) and applauded by
Deprit et al (1994), offered new paths to understanding the known properties
of the transformation, as well as to its generalization to higher dimensions.
Following Deprit et al (1994) we treat a quaternion v = (v0, v1, v2, v3),
or v = (v0,v), as a union of a scalar v0 and of a vector v = (v1, v2, v3)
T.
Conjugating a quaternion, we change the signs of its vector part, i.e.
v¯ = (v0,−v1,−v2,−v3) = (v0,−v). (13)
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Extracting the vector part is performed by means of the operator ♮, so that
for v = (v0,v)
v = v♮. (14)
The usual scalar product, marked with a dot,
v · w = v0w0 + v ·w, (15)
is commutative, but the quaternion product
v w = (v0w0 − v ·w, v0w + w0v + v ×w) , (16)
is not. Using a standard basis
e0 = (1,0), e1 = (0, e1), e2 = (0, e2), e3 = (0, e3), (17)
we recover the classical ‘1ijk’ multiplication rules of Hamilton for the basis
quaternions: e0e1 = e1 for 1i = i, e1e2 = e3 for ij = k, etc. The inverse of a
quaternion is, in full analogy with complex numbers, v−1 = v¯/|v|2, where the
norm is |v| = √v · v. The conjugate of a product is, typically for noncommu-
tative operations,
uv = v¯u¯. (18)
Let us observe a useful property of the mixed dot product,
u¯ · (vw) = w¯ · (uv) = v¯ · (wu), (19)
echoing the mixed product rule of the standard vector algebra.
Another useful operation is called a quaternion outer product (Morais et al
2014) or a quaternion cross product (Stiefel and Scheifele 1971; Vivarelli 1988;
Deprit et al 1994). Conventions vary among the authors; we adopt the one of
Deprit et al (1994)
u ∧ v = vu¯− uv¯
2
= (0, u0v − v0u+ u× v) . (20)
A remarkable property of the cross product, not mentioned by Deprit et al
(1994), is a factor exchange rule
(uv) ∧ w = u ∧ (wv¯), (21)
following directly from (20) and (18).
Note that the cross product always results in a quaternion with null scalar
part, called a pure vector (Deprit et al 1994) or, more often, a pure quaternion
(e.g. Morais et al 2014). We adopt the former convention.
Casting the KS transformation in a quaternion form is not a novelty. It can
be found already in Stiefel and Scheifele (1971). In spite of the discouraging
comments attached by the authors, Vivarelli (1983) returned to this formalism
and issued a different quaternion form of the transformation. Feeling obliged
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to adhere to the ‘for example’ convention of Kustaanheimo and Stiefel (1965),
she reconstructed the transformation (9) as a quaternion product
(x1, x2, x3, 0) = u [e3 u¯ e¯3] = u u∗, (22)
where u = (u1, u2, u3, u4), and the product in square brackets is an ‘anti-
involute’ u∗ of u (an operation, that actually amounts to a trivial change of
sign in u4)
4 . Of course, the presence of e3 in (22) does not mean that the
direction of x3 gains some special position; the transformation of Vivarelli
remains the pure KS1.
Deprit et al (1994), decided to link a more natural, vector type quaternion
x = (0, x1, x2, x3) with a KS quaternion v = (v0, v1, v2, v3) and then, not
needing an anti-involute, found that5
x = v e1 v¯, (23)
which is not far from the original quaternion formulation of Stiefel and Scheifele
(1971). Converting a Stiefel-Scheifele-Vivarelli quaternion u to a Deprit-Elipe-
Ferrer quaternion v can be effected by the rule
(v0, v1, v2, v3)→ (−u4, u1, u2, u3). (24)
With this rule, the outcome of (23) is equivalent to the transformation of
Kustaanheimo and Stiefel (1965). In particular, the distinguished role of x1
remains unaffected, and clearly marked by the presence of e1 in equation (23),
as it will follow from the interpretation given below.
2.3 Kustaanheimo-Stiefel meet Euler-Rodrigues
For practitioners, the most enjoyed property of quaternions is their straight-
forward relation to rotation. Rotation of a vector x, formally treated as a
quaternion with null scalar part (0,x), is specified by a unit quaternion q,
including the complete information about the rotation angle 0 ≤ θ ≤ π, and
rotation axis given by the unit vector n. Then, with
q =
(
cos
θ
2
, sin
θ
2
n
)
, (25)
the rotated vector y is obtained through the quaternion product
(0,y) = q (0,x) q¯. (26)
4 The ‘anti-involute’ was later reinvented as a ‘star conjugate’ by Waldvogel (2006, 2008).
His formulation of KS1, similar to (22), offers an interesting interpretation of the invariant
(43).
5 setting their additional parameter α = 1.
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If we write the unit quaternion appearing in (26) simply as q = (q0, q1, q2, q3),
its components are the Euler-Rodrigues parameters (sometimes called the Cay-
ley parameters) of the rotation matrix. Indeed, skipping the scalar part, equa-
tion (26) may be rewritten in the matrix form as
y = R(q)x, (27)
with the rotation matrix
R(q) =

 q20 + q21 − q22 − q23 2 (q1q2 − q0q3) 2 (q0q2 + q1q3)2 (q1q2 + q0q3) q20 − q21 + q22 − q23 −2 (q0q1 − q2q3)
−2 (q0q2 − q1q3) 2 (q0q1 + q2q3) q20 − q21 − q22 + q23

 . (28)
This property reveals the meaning of the quaternion KS transformation
(23):
up to the reassignment (24), the normalized Kustaanheimo-Stiefel vari-
ables ui/
√
r are the Euler-Rodrigues parameters of the rotation turning
the unit vector of the first axis e1 into the unit radius vector x/r.
Thus we find another argument in favor of the claim that the KS1 trans-
formation attaches a special role to the axis Ox1.
The existence of some relation between KS variables and rotation was
mentioned ‘for the record’ by Stiefel and Scheifele (1971), who declared the
lack of interest in studying it closer. Then Vivarelli (1983) returned to this
issue, but her description is based on a statement that since a unit quaternion
q ‘represents a rotation’, so a product qq∗ also ‘represents’ some rotation with
the axis and angle expressions provided. But, unlike (23), the assignment x =
qq∗ is not a formula for rotation of some vector, leaving the whole argument
in suspense. It took years until Saha (2009), issued an explicit reference to the
rotation. His variant of the KS transformation
(0,x) = v¯ e3 v, (29)
differs from (23) in two aspects: the conjugation sequence is different, and the
basis quaternion e3 is used instead of e1 (a rare example of the KS3 convention
in celestial mechanics). According to Saha (2009), equation (29) implies the
rotation of the third axis to the x direction, although actually it describes the
inverse rotation: x to e3. Then – up to the signs mismatch – the right-hand
side of (29) coincides with the third column of the matrix R(v).
3 KS transformation with arbitrary defining vector
3.1 Point transformation
The most straightforward generalization of the quaternion formulation pro-
posed by Deprit et al (1994) is to consider an arbitrary unit quaternion
c =
3∑
j=0
cjej , (30)
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and the transformation
αx = v c v¯, (31)
where a positive real parameter α, having the dimension of length, is intro-
duced as in Deprit et al (1994) to allow the components of v have the same
dimension as x, as well as to facilitate a comfortable units choice later on.
Since the scalar component of (31) is x0 = c0 v · v, and c0 does not appear in
the vector part of x, we may simply set c0 = 0. Thus c = (0, c), and its vector
part will be called a defining vector. By definition, we assume the unit length
of the defining vector ||c|| = 1 throughout the text.
The remaining subsystem of (31) may be set in the matrix-vector form
αx = R(v) c, (32)
where R is defined in eq. (28). Alternatively, we can represent (32) as
αx =
(
v20 − v · v
)
c+ 2 (c · v)v + 2v0v × c, (33)
or
αx = (c · v) v + [v ∧ (v ∧ c)]♮ . (34)
The fibration property, known since Kustaanheimo (1964), may be stated
in the general case as follows: quaternions v and
w = v (cosφ, sinφ c) =
= (v0 cosφ− (v · c) sinφ, cosφv + (v0c+ v × c) sinφ) , (35)
generate the same vector x for all values of angle φ. In other words, the point
x maps onto a fiber consisting of all quaternions w generated from a given
representative v. The proof is elementary, once we recall equation (18). Then
w(0, c)w¯ = v [(cosφ, sinφ c) (0, c) (cosφ,− sinφ c)] v¯ = v(0, c)v¯, (36)
because the part in square brackets describes the rotation of c around itself.
Thus, to a given rotation/scaling matrix R(v), exactly two quaternions can
be assigned (v and −v), but the product of R and a specified vector c allows
more freedom. This means also that the ‘geometrical interpretation’, stated in
Section 2.3, refers to only one representative of the fiber.
According to the fibration property, inverting the transformation (32) amounts
to picking up some particular v that serves as the generator of the fiber. Since
R is homogenous of degree 2, introducing a unit quaternion q = v/|v| we
obtain
αx
|v|2 = R(q) c, (37)
where R(q) ∈ SO(3,R). Accordingly
||x|| = r = v · v
α
, (38)
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since ||c|| = 1 by the assumptions. Thus, the transformation
xˆ = R(q) c, where xˆ =
x
r
, (39)
has the meaning of rotation from c to xˆ.
Recalling the axis-angle decomposition (25) we can aim at some ‘natural’
choice of q based upon rotation axis n and angle θ resulting from elementary
vector identities. Thus, the vector part of q is
q = sin
θ
2
n =
c× xˆ
2 q0
, (40)
whereas,
q0 = cos
θ
2
=
√
1 + c · xˆ
2
. (41)
Note the singular case c · xˆ = −1, when the actual choice should be q =
(0,n), with an arbitrary unit vector n orthogonal to c (and thus to xˆ). For a
(perturbed) Kepler problem, it may only happen on a polar orbit, with c placed
in the (osculating) orbit plane. Another problematic situation concerns the
collision x = 0, when the KS quaternion v = 0 simply cannot be normalized
to q, and the notion of rotation is inappropriate.
Thus we first propose an inversion rule
v =
√
α
2
(√
r + c · x, c× x√
r + c · x
)
, for c · xˆ > −1, (42)
and
v =
√
αr (0,n) , n · x = 0, for c · xˆ = −1. (43)
It differs from the rules of Stiefel and Scheifele (1971), effectively based upon
the sign of c · x (with c = e1).
An interesting alternative was proposed by Saha (2009), who used the
inversion rule implying a pure vector (0,v) form. We can obtain it from (42)
through a quaternion product of v with (0, c) or its conjugate (both being
particular cases of (35)). The result is indeed considerably simpler:
v = ±
√
α
2r (1 + c · xˆ) (0, x+ rc) , for c · xˆ > −1, (44)
and (43) otherwise. The sign plus or minus can be chosen at will (both v and
−v belong to the same fiber). In practice, while converting a sequence of posi-
tions forming an orbit x(t), we can swap the signs at the instants, where the
motion in v appears discontinuous. Note that the choice (44) allows plotting
the evolution of KS variables in R3, furnishing spatial trajectory v(t). The vec-
tor v defined by (44) will be called an SKS vector (after Saha, Kustaanheimo,
and Stiefel). In order to distinguish general formulae from the ones referring
to the SKS vector, we will use the subscript ‘s’ for the latter.
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Any KS quaternion v with v0 6= 0 can be reduced to the SKS vector by the
product
(0,vs) = ± v qs, (45)
where the gauge function is a unit quaternion
qs =
(v · c, v0c)√
v2
0
+ (v · c)2 . (46)
This reduction rule can be used if KS coordinates are followed without refer-
ence to the Cartesian position x.
3.2 Canonical extension
3.2.1 KS momenta
Being interested in Hamiltonian formulation of the Kepler problem, we need
to match the KS variables v with their conjugate momenta V. This goal can
be achieved by a dimension raising Mathieu transformation X · dx = V · dv,
where X are the momenta conjugate to the Cartesian x coordinates. We will
also use a formal quaternion X, postulating X0 = 0. Following the standard
procedure (Kurcheeva 1977; Deprit et al 1994), we generalize it from e1 to a
unit quaternion c = (0, c) obtaining
X =
Vcv¯
2r
, (47)
wherefrom the vector part is
X =
(c · v)V + [V ∧ (v ∧ c)]♮
2r
=
=
1
2r
[(c · v)V + (v0V0 − v · V ) c+ (V0v + v0V )× c+ (c · V )v] . (48)
Since the scalar component of (47) should be null, we obtain the constraint
X0 =
J · c
2r
= 0, where J = −v0V + V0v + v × V . (49)
Remarkably the vector J , orthogonal to c, is directly related to the quater-
nion cross product (20)
J = (0,J) = v¯ ∧ V¯, (50)
so we can rewrite the condition (49) as
X0 =
(
v¯ ∧ V¯) · c
2r
= 0, (51)
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valid regardless of c0. This is the general equivalent of the KS1 phase space
constraint (7) or (10) for the transformation (31). Using c = e1, we can recover
the formula of Deprit et al (1994),
J · e1 = v · (Ve1) = 0. (52)
The presence of constraint (51) allows a unique determination of V0 in
terms of the remaining variables. This, combined with a possibility of reduc-
tion to vs and Vs implies that in spite of using eight variables, we follow the
dynamics of a system with effectively three degrees of freedom.
The inverse of the transformation (53) is given as a quaternion product
V =
2Xv c¯
α
, (53)
or, explicitly (setting X0 = 0)
V0 =
2 (v¯ ∧ X) · c
α
=
2 (v0c+ v × c) ·X
α
,
V =
2
α
[(c · v)X + (v ·X) c − (c ·X)v + v0(c×X)] . (54)
Notably, the definition of the new momenta is given in a mixed form,
involving old momentaX and new coordinates v. It means, that for a given set
of values x,X, the phase space fiber contains not only the family of coordinates
v implied by (35), but also the family of momenta V – one quaternion for each
member of (35). Thus, if we try to provide the explicit form of V(x,X), we may
choose some particular representative of the fiber. Let us comfortably choose
the SKS vector (44), because then we can simplify expressions, remaining on
the ground of usual vector calculus.
In the absence of v0, the scalar part V0 simplifies to V0s = −2(vs×X)·c/α.
Substituting vs from (44), with the plus sign selected, into the first of equations
(54), we find
V0s = −
√
2
α r (1 + c · xˆ) (x×X) · c, (55)
whereas for xˆ = −c, the scalar part of V is V0s = 0. In both cases the conclusion
is the same: whenever the SKS vector is taken for coordinates, the scalar part
of the KS momenta quaternion is a product of a coordinates dependent factor
and the projection of angular momentum on the defining vector c.
The vector part V is also linked with familiar quantities when the same
SKS vector is used, leading to
V s =
√
2
α r (1 + c · xˆ) (rX + (x ·X) c+ (x×X)× c) , (56)
where the Cartesian momentum, radial velocity and angular momentum ap-
pear.
KS transformation with an arbitrary defining vector 13
Finding Vs is possible without the knowledge of x and X . Let us multi-
ply both sides of eq. (53) by a quaternion product cqsc¯. Then, the equation
becomes
Vcqsc¯ =
2X (v qs) c¯
α
, (57)
and we see that its left hand side should represent Vs. But one may easily
verify that cqsc¯ = qs, so if momenta V are determined by X with an arbi-
trary quaternion v, then the momenta Vs determined by the same X and the
equivalent SKS vector vs are
Vs = ±Vqs, (58)
where the sign choice should be the same as in (45).
4 KS Hamiltonian and its invariants
4.1 Perturbed Hamiltonian and equations of motion
As long as the defining vector is constant, the canonical KS transformation is
time independent, so the Hamiltonian function transforms without a remain-
der. Thus, the first step is to obtain H⋆(v,V, t) = H(x,X, t), where H is a
perturbed two body problem Hamiltonian
H(x,X, t) = H0(x,X) +R(x,X, t), (59)
with the Keplerian part
H0 = X ·X
2
− µ
r
, (60)
depending on the gravitational parameter µ, and we make no assumptions
about the order of magnitude for the perturbation R.
The distance r may be considered a known function of v thanks to (38),
so we retain this symbol in H0. The square of |X| is easily found from XX¯ =
X ·X+X20 . Substituting eq. (47), using the rule (18) and defining X0 by (49),
we find6
X ·X = α
4r
V · V − (J · c)
2
4r2
. (61)
Thus the transformed Keplerian Hamiltonian is
H⋆0(v,V) =
α
8r
V · V − µ
r
− (J · c)
2
8r2
. (62)
Dropping the last, zero valued term in (62) is allowed, but it should not
be done without reflection. It is to be remembered that while x0 = 0 is the
property of the point transformation (31) itself,X0 = 0 is only postulated. Two
separate questions should be addressed. First: is the value of J · c conserved
during the motion? Here the answer is conditionally positive: it is not so for an
6 The equivalent equation (22) of Deprit et al (1994) is incomplete by the omission of X2
0
.
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arbitrarily invented Hamiltonian function of v and V. But if the Hamiltonian is
a transformed functionH(x,X, t), then its KS imageH⋆(v,V, t) conserves J ·c,
because all the Poisson’s brackets {J · c, xj} = {J · c, Xj} = 0, for 0 ≤ j ≤ 3,
similarly to the argument of Deprit et al (1994). The second question, less
often considered, is: does the presence of J · c influence the solution? Worth
asking, because a zero valued function may still have nonzero derivatives.
For a while the answer is obvious, because H⋆0 contains the square (J · c)2,
so its gradient will vanish. But the problem may reappear in the context of
variational equations or when the rotating reference frame will be considered.
The Hamiltonian (60) remains singular at r = 0, so we proceed with the
Sundman transformation (5)
dτ
dt
=
β
r
, (63)
with an arbitrary parameter β. In the canonical framework, switching from
physical time t to the Sundman time τ requires the transition to the extended
phase space, appending to the KS coordinates and momenta a conjugate pair
v∗ and V ∗. The former is an imitator of the physical time (up to an additive
constant); the latter serves to fix a zero energy manifold for the motion, being
a doppelganger of the HamiltonianH∗. Thus, on the manifoldH⋆+V ∗ = 0, we
can divide the extended Hamiltonian by the right hand side of (63), obtaining
the Hamiltonian function
K(v,V, v∗, V ∗) = α
8β
V · V − µ
β
+
r
β
R⋆(v,V, v∗) + V
∗r
β
= 0, (64)
independent on the new time variable τ . What remains, is a judicious choice
of α and β. Assuming
β =
α
4
, hence
dτ
dt
=
α
4r
, (65)
we secure v′ = V. If then α is equal to major axis (i.e. α = 2a) of the elliptic
orbit, τ will run on average at half rate of t for the Kepler problem, in accord
with the angle doubling property of the KS transformation.
Although the constant term has no influence on equations of motion, we
retain it for its role in fixing the K = 0 manifold. And so we finally set up the
KS Hamiltonian
K(v,V, v∗, V ∗) = K0(v,V, V ∗) + P(v,V, v∗), (66)
K0(v,V, V ∗) = 1
2
V · V + 4V
∗
α2
v · v − 4µ
α
, (67)
P(v,V, v∗) = 4r
α
R⋆(v,V, v∗). (68)
The value of V ∗ should secure K = 0.
Equations of motion resulting from (66) are those of a perturbed harmonic
oscillator with frequency
ω0 =
2
√
2V ∗
α
, (69)
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namely
v′ = {v,K} = V +
3∑
j=0
∂P
∂Vj
ej , (70)
V′ = {V,K} = −ω20 v −
3∑
j=0
∂P
∂vj
ej, (71)
(v∗)′ = {v∗,K} = 4r
α
, (72)
(V ∗)′ = {V ∗,K} = ∂P
∂v∗
, (73)
where the prime marks the derivative with respect to Sundman time τ . We
can note, that using an arbitrary defining vector c has no influence on the
unperturbed problem in KS variables. Whatever change results from a partic-
ular choice of c, may be revealed only by the form taken by P in a specific
problem.
4.2 Invariants
Including the perturbation P , we can only mention two invariants: if P does not
depend explicitly on v∗ (hence on time t), the momentum V ∗ = −E = const,
where E is the total energy; regardless of P , the scalar product J · c = 0 is
also invariant, as already mentioned. Thus, let us focus on the first integrals
of the unperturbed system K0, i.e. the two body problem.
There are two points of view for the unperturbed system. We can see it
as a four dimensional isotropic harmonic oscillator with its own first integrals.
But we can also see it as a transformed Kepler problem with the well known
first integrals, potentially expressible in terms of the oscillator constants.
4.2.1 Oscillator
In the absence of perturbation, we can consider the Hamiltonian K0 as a
separable system of four independent oscillators
K0 = −4µ
α
+
3∑
j=0
Nj = 0, where Nj =
V 2j
2
+
ω20v
2
j
2
= Ej . (74)
Each HamiltonianNj is a first integral in involution with the rest {Ni,Nj} = 0,
but only three of them are independent, since their sum is fixed by (74). Yet,
the system is superintegrable and more integrals can be found. First, we can
introduce a four-dimensional variant of the Fradkin tensor F (Fradkin 1967)
Fij =
ViVj
ω0
+ ω0vivj . (75)
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The symmetric matrix F contains 10 different first integrals (not all indepen-
dent), including four diagonal terms Fii = 2Ei/ω0.
Another set of integrals constitutes an antisymmetric angular momentum
matrix L
Lij = viVj − vjVi, (76)
with 6 distinct elements (again, not all independent).
Considering Fij and Lij as the generators of Hamiltonian equations, we
signal their different, somewhat complementary roles. Equations
v′ = {v, Fij} = Vjei + Viej
ω0
, V′ = {V, Fij} = −ω0 (vjei + viej) , (77)
define a phase plane rotation: either in a phase plane (vi, Vi/ω0) (diagonal
terms Fii), or in two phase planes (vi, Vi/ω0) and (vj , Vj/ω0). The angular
momentum terms Lij lead to equations
v′ = {v, Lij} = −vjei + viej , V′ = {V, Lij} = −Vjei + Viej, (78)
that generate rotation on a coordinate plane (vi, vj) and on a momentum plane
(Vi, Vj).
Two important cross products that appeared in the KS transformation are
expressible in terms of Lij and thus are first integrals of unperturbed motion:
(v ∧ V)♮ = (L01 + L23) e1 + (L02 + L31) e2 + (L03 + L12) e3, (79)(
v¯ ∧ V¯)♮ = (L10 + L23) e1 + (L20 + L31) e2 + (L30 + L12) e3. (80)
Accordingly, the condition (51) can be seen as a constraint on the angular
momentum of the oscillator.
4.2.2 Kepler problem
The energy integral of the Kepler problem has been already discussed in Sec-
tion 4, so let us pass to the two vector-valued first integrals: angular momentum
and Laplace (Runge-Lenz) vector.
Expressing the angular momentum
G = x×X, (81)
in terms of the KS variables is a formidable task if a brute force attack is
attempted by substitution of (33) and the second line of (48) into (81). It is
much better to start from plugging in a cross product x ∧ X, so that
x×X = [ x ∧ X]♮ +X0x, (82)
with x0 = 0. Substituting the quaternion product forms (31) for x and (47)
for X, one can resort to the factor exchange rule (21)
x ∧ X = (vcv¯) ∧ (Vcv¯)
2αr
=
(vc) ∧ (Vcv¯v)
2αr
=
v ∧ (Vcc¯)
2
=
v ∧ V
2
, (83)
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where we used v¯v = αr, and cc¯ = 1. Thus we obtain
G = x×X = [ v ∧ V]
♮
2
+X0x =
1
2
[
v ∧ V + J · c
αr
vcv¯
]♮
. (84)
An analogous expression was obtained by Deprit et al (1994) with a statement:
‘Proof. - By straightforward calculation using Symbol Processor’. We have
decided to provide the proof in full length (or rather shortness), as a good
example of the situation where quaternion formalism beats standard vector
calculus.
If the expression (84) is used for the sole purpose of computing the value
of G, then X0 = 0 can be safely set. But if G is to appear in the perturbing
Hamiltonian P , one should not forget that derivatives of X0 do not vanish in
general.
Linking the Keplerian G with the oscillator’s angular momentum tensor L
is straightforward: inserting (79) into (84) results in
G =
L01 + L23
2
e1 +
L02 + L31
2
e2 +
L03 + L12
2
e3 +X0x. (85)
Notably, the defining vector c has no direct effect on the direction of the
angular momentum. Its action is only indirect, through the constraint J ·c = 0.
The Laplace vector e is primarily given with a cross product of momentum
and angular momentum, but in order to express it in terms of KS variables, a
version resulting form the ‘BAC-CAB’ identity is more convenient
µe = X ×G− µxˆ = (X ·X − µr−1) x− (x ·X)X. (86)
Most of the building blocks are ready in equations (33), (34), (48), and (61).
The remaining product is elementarily found applying the identity (19)
x ·X = x · X = (vcv¯) · (Vcv¯)
2αr
=
V¯ ·
(
cv¯(vcv¯)
)
2αr
=
V¯ · (cv¯vc¯v¯)
2αr
=
V¯ · v¯
2
=
v · V
2
.
(87)
And so the Laplace vector can be expressed as a quaternion product
µe =
1
2r
[((
V · V
2
− 2µ
α
+
(J · c)2
2αr
)
v − v · V
2
V
)
cv¯
]♮
. (88)
The formula does not look friendly, but one should expect it to be expressible
in terms of Fradkin integrals. Indeed, after rather tedious manipulations, we
have found that
µe = −αω0
4
Ec−X0G+ αK0
4r
x, (89)
where the second term to the right vanishes due to the KS constraint J ·c = 0,
and the third is null on the Keplerian manifold K0 = 0. It is not by chance,
that the form of matrix E
E =

 E11 F12 − F03 F13 + F02F12 + F03 E22 F23 − F01
F13 − F02 F23 + F01 E33

 , (90)
18 S. Breiter, K. Langner
with diagonal terms
E11 =
F00 + F11 − F22 − F33
2
=
K0
ω0
+
4µ
αω0
− F22 − F33,
E22 =
F00 − F11 + F22 − F33
2
=
K0
ω0
+
4µ
αω0
− F11 − F33, (91)
E33 =
F00 − F11 − F22 + F33
2
=
K0
ω0
+
4µ
αω0
− F11 − F22,
mimics the matrix R(v) defined by eq. (28), present in the KS transformation
formula (32). In contrast to the angular momentum G, the defining vector c
is explicitly present in the definition of e.
4.3 Dynamical role of the invariant J · c
In Sections 4.1 and 4.2.2, some warnings have been issued concerning the
presence of the invariant J ·c = 0, which should not be dropped blindly in some
expressions. Let us now inspect its influence, by considering a Hamiltonian
M = ΨJ · c, where Ψ is an arbitrary function of KS variables. Canonical
equations of motion generated by M, can be cast into a quaternion product
form
v′ = {v,M} = Ψ vc¯, V′ = {V,M} = Ψ Vc¯. (92)
The solution of this system is a quaternion product
v = u (cosφ, sinφ c) , V = U (cosφ, sinφ c) , (93)
with arbitrary constants u,U, provided φ is a function of time (possibly im-
plicit) satisfying φ′ = −Ψ . But, recalling the fiber definition (35), we see that
the resulting evolution of KS variables (93) happens on a fiber referring to
constant values of the Cartesian variables.
Considering any Hamiltonian K+M, where K is a KS transform of some
function of the Cartesian variables, we recall that both terms commute ({K,M} =
0), so the the solution will be a direct composition of flows resulting from both
Hamiltonians separately. As it follows, adding or retracting a J · c term to a
Hamiltonian function can modify a trajectory in the KS phase space, but it
has no influence on the resulting motion in the Cartesian variables x,X. We
encourage an interested reader to consult a related work of Roa et al (2016)
in the framework of the KS1 set.
5 Kepler problem in rotating reference frame
5.1 General equations of motion
The Kepler problem in a uniformly rotating reference frame is a necessary
building block for a number of dynamical problems handled by analytical per-
turbation techniques or symplectic integrators with partitioned Hamiltonian.
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Recently, the problem has been solved by Langner and Breiter (2015), where
the account of earlier works can be found as well. Since Langner and Breiter
(2015) solved the problem in the frame rotating around e3 using the KS1 set
(based upon the defining vector c = e1), it may be interesting to confront the
solution with a new one, assuming an arbitrary direction of rotation axis and
benefiting from the freedom in the defining vector choice. Intuitively, selecting
c directed along the rotation axis seems most appropriate, so we assume the
angular velocity vector of the reference frame to be Ωc from the onset.
The KS transformation, as described in Section 3, will be applied to the
coordinates x and momenta X of the rotating frame. If at the epoch t = 0
the rotating frame and the fixed frame axes coincide, then the transformation
linking x,X with the fixed frame coordinates xf and momenta X f
x = R(q)xf , X = R(q)X f , (94)
involves rotation matrix from eq. (28) with the rotation quaternion
q =
(
cos
(
Ωt
2
)
,− sin
(
Ωt
2
)
c
)
. (95)
The transformation is canonical and, being time-dependent, it creates the
remainder −ΩG ·c supplementing the transformed Hamiltonian. Accordingly,
the Hamiltonian function to be considered is a sum of K0 from eq. (66) and of
P = −4rΩ
α
G · c. (96)
5.2 Simplification
Recalling the conclusion of Section 4.3, and benefiting from the choice of c,
we can modify P and use
Pm = P − 2Ω
α
(x · c+ r) J · c. (97)
According to equations (84), (79) and (50), the modified term is simply
Pm = −4r
α
ΩH, H = (v × V ) · c, (98)
so it contains only the vector parts of the KS quaternions, save for v0 present
in r.
Deriving canonical equations of motion from
K = V · V
2
+
4V ∗ v · v
α2
− 4µ
α
− 4Ω v · v
α2
(v × V ) · c, (99)
we observe that they neatly split into a scalar part
v′0 = V0, V
′
0 = −w2v0, (100)
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and the vector part
v′ = V − 4r
α
(Ωc × v) , V ′ = −w2v − 4r
α
(Ωc× V ) , (101)
where the frequency
w =
2
√
2(V ∗ −ΩH)
α
, (102)
is a constant of motion, because H ′ = {H,K} = 0, and the last two equations
of motion are
(v∗)′ =
4r
α
, (V ∗)′ = 0. (103)
Initial conditions for this system at τ = 0 will be
v(0) = u, V(0) = U, v∗(0) = t = 0. (104)
Thus, the situation is much more comfortable than in Langner and Breiter
(2015) and all earlier works. Equations (100), describing a simple, one-dimensional
harmonic oscillator, are easily solved, rendering
v0 = cos (wτ) u0+sin (wτ)
U0
w
, V0 = −w sin (wτ) u0+cos (wτ)U0, (105)
similarly to the fixed frame case.
Looking at the equations (101), we recognize two parts referring to har-
monic oscillator dynamics and to the kinematics of rotation. Introducing the
cross product matrix
C = Ω

 0 −c3 c2c3 0 −c1
−c2 c1 0

 , (106)
we rewrite (101) in the vector-matrix form
dv
dτ
= V − 4r
α
Cv,
dV
dτ
= −w2v − 4r
α
CV , (107)
which suggest to postulate the solution
v = A (b1u+ b2U) , V = A (b3u+ b4U) , (108)
involving a common matrix A and four scalars bj, with the initial conditions
A = I, b2 = b3 = 0, and b1 = b4 = 1 at τ = t = v
∗ = 0. Substitution into
(107) leads to
dA
dτ
(b1u+ b2U) +A
(
db1
dτ
u+
db2
dτ
U
)
= A (b3u+ b4U)
−4r
α
CA (b1u+ b2U) , (109)
dA
dτ
(b3u+ b4U) +A
(
db3
dτ
u+
db4
dτ
U
)
= −w2A (b1u+ b2U)
−4r
α
CA (b3u+ b4U) . (110)
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Collecting the term preceded by A, we obtain the system(
db1
dτ
− b3
)
u+
(
db2
dτ
− b4
)
U = 0,(
db3
dτ
+ w2b1
)
u+
(
db4
dτ
+ w2b2
)
U = 0, (111)
with an obvious solution
b1 = b4 = cos (wτ), b2 =
sin (wτ)
w
, b3 = −w sin (wτ), (112)
actually known from (105). In the remaining part of (109) and (110) we change
the independent variable using (103), and letting v∗ = t for brevity, we find
4r
α
(
dA
dt
+CA
)
(b1u+ b2U) = 0, (113)
4r
α
(
dA
dt
+CA
)
(b3u+ b4U) = 0, (114)
solved by the orthogonal matrix A, which represents rotation around c by an
angle (−Ωt). Thus, the final solution consists of the scalar equations (105) and
the vector system
v = R(q)
[
cos (wτ)u+ sin (wτ)
U
w
]
,
V = R(q) [−w sin (wτ)u+ cos (wτ)U ] , (115)
where q is defined as in (95). Since the solutions for physical time v∗(τ) and
distance r(τ) do not depend on rotation of the reference frame, we omit them –
the readers may find them in Stiefel and Scheifele (1971), Langner and Breiter
(2015) or any other KS-related text.
It is common to select the reference frame rotation axis as c = e3. In that
case, the solution is further simplified, because then the rotation matrix R(q)
does not influence v3 and V3. Thus the appropriate choice of the rotation axis
and of the defining vector leads to the simplest form of the solution, where
only two degrees of freedom, namely v1, V1, and v2, V2, are affected by the
rotation.
6 Concluding remarks
We dare to hope that pinpointing the presence of the defining vector in the
Kustaanheimo-Stiefel transformation may help in both the understanding and
the efficient use of this ingenuous device. We do encourage those of the readers
who practice the use of KS variables, to choose the defining vector best suited
for the problem at hand, instead of inertially following the ‘for example’ choice
made by Kustaanheimo and Stiefel. Actually, a common habit in physics is to
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align the third axis with a symmetry axis of the potential. It means that the
KS3 set (c = e3) should be widespread, which is true in physics but not yet in
celestial mechanics. Of course (as noticed by a reviewer), from a purely formal
point of view, the adjustment of, say, KS1 to a different preferred direction
c may be achieved by means of a rotation matrix M ∈ SO(4), applied to
the left-hand side of (11) or (23). But then, in the quaternion formalism, one
should associate to M a unit quaternion m, so that
αmxm¯ = ve1v¯, (116)
and, finally
α x = m¯ve1v¯m. (117)
The next step towards the form (31) is blocked by the lack of commutativity in
the quaternion product, leaving the relation of m to c unclear, and simplicity
is lost, unless some trivial m has been considered.
Another way of using an arbitrary preferred direction is implicitly present
in the theory of generalized L-matrices worked out by Poleshchikov (2003), yet
its geometrical interpretation, analogous to the one we propose, would need
an additional effort.
Performing the canonical extension of the KS coordinates (point) trans-
formation, we went a step further than usual, providing the direct expression
of new momenta V in terms of x and X. It has revealed the dependence of
the KS momenta on the Cartesian angular momentum vector. The explicit
relation between Fradkin tensor and Laplace vector, derived in this paper, is
another point of novelty, at least to our knowledge.
While working on some parts of the present study, we have been occasion-
ally surprised by the power of the quaternion algebra when applied to the KS
formulation of Deprit et al (1994). It was not our intention to contradict the
part of their conclusions that praised symbolic processors and lengthy calcu-
lations, but some proofs happened to be shorter than expected and we could
not help it.
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