ABSTRACT Considering the increase of communication requirements from marine users, more studies try to introduce terrestrial wireless communication techniques into maritime communications to improve communication qualities. However, different communication scenarios introduce challenges for the application of terrestrial techniques to maritime networks. Furthermore, the communication coverage requirement is much larger than that of terrestrial networks, while the quality of service (QoS) requirement of marine users is expected to be like that on land, which makes network design more complicated. To address these problems, a user-centric communication architecture based on distributed antennas is proposed for maritime communications. The scenario of coastal networks based on cellular techniques is modeled mathematically, based on which the performance of such a network is analyzed and closed-form expressions of network performance are presented. To guarantee the QoS requirements of users, an antenna selection scheme is proposed, which can form a virtual service cloud for a targeted user. In addition, the precondition of the antenna selection scheme is discussed. Simulation results verify the analyses and indicate that the proposed scheme can guarantee the QoS of marine users under different cases.
I. INTRODUCTION
As the increase of human activities in the ocean such as environment monitoring, offshore exploration, tactical surveillance and cruise, more attention is paid to the investigation of maritime communications [1] - [3] . Current network technologies providing marine Internet services mainly include maritime radio systems (UHF (ultra high frequency radio) and Ultra-high frequency (UHF) radio), satellite system and cellular networks. The maritime VHF radio operates in frequency bands between 156 and 162.025 MHz, with a typical channel spacing of 50 and 25 kHz, respectively. The UHF ranges from 300 to 3, 000 MHz, six frequencies between 450 and 470 MHz with a 25-kHz channel spacing used for maritime communications [4] . Thus, UHF and VHF based maritime communications networks have small capacity and are unavailable for popular Internet applications in marine environments [5] . For marine Internet depending on the satellite communication system [6] - [8] , although bandwidth is improved, the cost of satellite system becomes a serious problem [9] . For example, the advanced Fleet Broadband (FBB) system can be enabled to establish wideband transmissions with a data rate of up to 432 kb/s. Nonetheless, high capital expenditure to launch satellites results in high service cost (e.g., voice service costs 13.75 U.S. dollars per minute) [10] . Inspired by prosperous development of terrestrial communications, some terrestrial communication techniques are used for maritime communications while most of existing works are investigated for the undersea applications [11] - [13] . Considering communication requirements of over-sea users, some terrestrial mobile communication technologies such as Worldwide Interoperability for Microwave Access (WiMAX), Wireless Fidelity (WiFi) and Long-Term Evolution (LTE) are studied to improve the quality of service (QoS) for over-sea users in coastal networks [14] , [15] . For example, existing mesh network technologies for maritime communications are classified and a combined network based on cellular and satellite system is proposed in [16] to improve the network performance of maritime communications. A testbed for shore communications based on LTE cellular networks is described in [17] , which provides a possible way of supplying services for cellular devices in marine Internet. To further improve the performance based on cellular networks, a call admission control scheme is proposed based on the estimation of the usable link capacity of WiMAX communications in [18] . Multiple antenna technique is introduced for maritime communications in [19] . The fog computing technique of fifth-generation (5G) cellular networks is introduced for maritime communications in [20] .
However, few of existing works focus on differences between the scenario of maritime communications and that of terrestrial communications when terrestrial techniques are used. Actually, these differences introduce challenges to the application of terrestrial communication technologies to maritime communications. The main differences are three folds: (1) the distributions of users and serving equipments are different. In marine networks, users are clustered by ships and these ships are distributed on routes. Infrastructure in the ocean is unavailable due to harsh environment. In terrestrial networks, users are scattered in the plane and base stations (BSs) are densely deployed on the land, (2) the density of users is non-uniform of marine networks. The density of ships is low while the density of users is high in a small area (ship), and (3) distances of communication links are usually longer than that of terrestrial networks while the QoS requirement is still not reduced by users. Particularly, marine users such as fishermen and ship passengers inherently expect high-quality communication service like on land. Due to these differences, many design problems such as communication architecture, system modeling, network evaluation and QoS-guaranteed mechanisms need to be re-considered. To the best of my knowledge, few researches address these problems.
As we known, 5G cellular networks can support highquality communications (up to 10 Gbps communication rate) [21] and seamless service thanks to more advantaged wireless techniques. As one of key techniques of 5G, massive distributed antennas (DAs) can improve the network performance without deploying more BSs [22] - [24] . In this paper, we try to introduce the 5G cellular network into coastal communications to provide QoS-guaranteed communications. To achieve this goal, a user-centric service architecture is proposed based on DAs. The network performance is analyzed based on this architecture and a QoS-guaranteed scheme is proposed. The feasibility of QoS provisions based on the proposed architecture is also discussed and a scheme to make QoS provisions feasible is proposed. Some simulation results are presented for further verification. The paper is organized as follows. In Section II, the system model is set up and the architecture of maritime communications based on DAs is formulated. In Section III, a concept of user-centric service cloud is proposed in which the service cloud size is dynamic to cover targeted users. Closed-form expressions of the downlink data rate and the QoS-guaranteed probability are provided to evaluate the network performance. In Section IV, the QoS requirement of users is analyzed and a cloud selection scheme is proposed to satisfy the QoS requirement. Then the feasibility of the selection scheme is discussed. Simulation results and related discussions are presented in Section V. Finally, Section VI concludes this paper.
II. SYSTEM MODEL
As shown in Fig.1 , we consider the coastal communications based on cellular networks where DAs are located along the coastline. The number of DAs on the coastline follows a homogeneous point Poisson process (PPP) with density ρ, which is a convenient and effective model for characterizing one-dimension or two-dimension randomly deployed nodes with an arbitrary node density [25] , [26] . For DA deployment in cellular networks or vehicular networks where antennas are distributed in plane or along lines, it is also widely used for tractable analyses [22] , [27] . These DAs connect with BSs by fibers. The dominant users in the network are people on ships who expect to experience high-quality communication services like on land. These ships travel along pre-designated routes.
Since oversea user equipments (UEs) are usually on ships, each ship is regarded as a cluster and the cluster head (CH) is a transceiver equipped in the center of a ship. UEs in the ship are cluster members (CMs) and communicate with DAs through the CH. For characterizing the distribution of these clustered UEs, one of the most popular model is Thomas cluster process [28] , in which the locations of CMs can be expressed as follows.
where y is the location of CM and l 0 can be seen as the length of ship which is constrained by the ship area. σ is a constant affected by the density of UEs. For example, a smaller σ leads to more UEs around the cluster center. Sometimes, several neighboring ships on a dense waterway can be seen as a cluster and the clustering method can be referred to abundant existing schemes. The main difference among these models is the settings of l 0 and σ . For easy illustration, here we regard a ship as a cluster in the following work. To avoid the interference among clusters, orthogonal resources are allocated to different clusters. To satisfy the QoS requirement of UEs, we propose a user-centric architecture for communication service here. In this architecture, a set of DAs is selected to serve a cluster according to its QoS requirement and the set is called as a service cloud here. How to select this service cloud will be discussed in Section IV. As the mobility of a ship (cluster), its service cloud changes due to the handover of serving DAs. Which DAs are used for serving a given cluster is determined by QoS requirements and channel qualities of the cluster. Thereby, for a cluster, the size and shape of its serving cell covered by selected DAs varies with these parameters such as QoS requirements and channel qualities. That is, the serving cell is dynamic and user-centric which is called as virtual cell here and is different from the serving cell of users in traditional cellular networks. This antenna tracking architecture can effectively enlarge the coverage of coastal networks for maritime communications by selecting serving antennas based on QoS requirements and mobility of users, which also makes the best use of the fact of low density of ships and massive DAs in coastal cellular networks. Therefore, it is in favor of supplying a seamless coverage and improving communication quality for marine users.
By regarding a ship (cluster) i as a big user and assuming that a service cloud C i constructed by K DAs is used for supplying the communication service for i, then the received signal at i can be expressed by
where H C i ,i is a K -by-1 channel matrix which can be expressed by
where h C i ,i and l C i ,i are K -by-1 vectors which characterize small-scale and large-scale fading from K DAs to the user, respectively. For the modeling of large-scale fading in maritime communications, there are various models such as two-ray model, free space loss and International Telecommunication Union Recommendation (ITU-R) [29] . One of the simplest and most common model is used here which is the empirical path loss model where path loss is inversely proportional to transmission distance with path loss exponent α [30] . For small-scale fading, Rician, Nakagami-m, and Rayleigh distributions are widely known as the modeling functions [31] . In this work, the Rayleigh fading is used for modeling small-scale fading. The methodology can be used for other path loss and fast fading models.
• represents the Hadamard product. X C i ,i is the transmitted signal vector from the service cloud to user i which can be written as
where w C i ,i is the 1-by-K pre-coding vector with w C i ,i = 1. g i is the information-bearing signal and the total transmission power for i is assumed to be fixed at P. z i is complex white Gaussian with zero mean and two-sided power spectral density N 0 . We assume that full channel state information (CSI) is perfectly known at both the transmitter side and the receiver side. Linear precoding are used at the transmitters and the precoding vector is given by
where * denotes conjugate transpose of a variable.
III. PERFORMANCE ANALYSIS
To evaluate the proposed architecture for maritime communications, the network performance is analyzed in term of data rate and QoS-guaranteed probability in this section. Taking ship i as an example, we firstly study the achievable rate of i, R i . Based on (2)- (4), R i can be written as
where ω 0 is the allocated bandwidth which is normalized into unity here. Including (3) and (5) into (6), we have
Denoting the distance between the antenna a k and i as d a k ,i , then the corresponding path loss is d −α a k ,i , where α is the path loss exponent.
2 , it can be expressed as
which is a Hypoexponential random variable with distribution
where ξ k = d α a k ,i and β k is the Lagrange basis polynomial associated with the point ξ k . Then β k (0) can be expressed by
The proof of (9) can be referred to Appendix -A. Hence, the data rate can be derived by
where Ei (x) = x −∞ e t /tdt. The proof of (11) can be referred to Appendix -B.
Given a rate requirement of user i, R th i , the data rate should satisfy R i ≥ R th i . From (11) , it is shown that the achievable data rate increases with the service cloud size, K . Thereby, there is a minimum of K to satisfy the rate requirement, which should be the solution of (12) .
With pre-known link distances between antennas and i which can be evaluated via Automatic Identification System (AIS) or the receiving signal strength, (12) can be calculated based on numerical computation. For more convenient computation and clearly showing the impacts of different parameters on the service cloud, here we also present an approximate expression of the data rate in (11) as follows.
Given K antennas which construct a cloud serving the cluster i, the probability that the QoS requirement of i is satisfied can be calculated by
where F ψ (·) is the cdf function of ψ, which can be expressed by (15) as follows.
Substituting (15) into (14), we have
IV. QoS-GUARANTEED SERVICE CLOUD
As analyzed in the last section, the QoS-guaranteed probability for a ship depends on the service cloud. To find an appropriate service cloud for a given ship, we firstly investigate the QoS-requirement of a ship and then propose a scheme to form the service cloud in this section.
A. DISCUSSION ON THE QoS REQUIREMENT
For the data rate requirement R th i , it can be seen as the minimum of required data to be received per second of all UEs on i, which depends on the volume of required traffic per second of all UEs and the inter-cluster link quality. Assuming that the arrival of data requirements from all UEs on i follows Poisson process with rate λ, then the total data rate successfully transmitted from the CH to CMs should be λ to satisfy the data requirements of UEs. Denoting the average successful transmission probability of an inter-cluster link as P succ , the total received data rate of UEs on i should be larger than λ/P succ . Thus, the data rate requirement R th i can be written as
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where A i is the location set of UEs on i and dφ is an infinite small area. P m succ is the successful transmission probability of the inter-cluster link between the CH and CM m. Denoting the transmission power and the inter-cluster link distance for a UE m to be E i and d mi , respectively, the link transmission is successful when the receiving signal power is larger than a threshold γ i . Calculating (18) yields to
where H mi is the inter-cluster channel fast fading factor and the channel is modeled by Rayleigh fading with unit mean.
is the distribution of inter-cluster distance between the CH and a CM, which can be derived based on (1) and expressed as follows [32] .
Including the pdf of inter-distance shown in (20) into (19), we have
Thus, the total data rate requirements of UEs on i can be obtained by including (21) into (17) as follows.
B. ANTENNA SELECTION BASED ON QoS REQUIREMENT
To guarantee the QoS requirement of marine users, the selection of antennas should be investigated for the user-centric service cloud. Considering the transmission performance of a channel is determined by path loss on average especially for the maritime communication scenario, the closest K antennas are selected for a big user to improve the service efficiency. For a ship i, assuming that o is the projection point of the ship on the coastline (as shown in Fig.2 ), the distance from the kth closest antenna to it can be written as
where ρ is the density of DAs. The proof of (23) can be referred to Appendix -C. Then the cdf of the distance from the kth nearest antenna, a k , to the ship can be written as
where d oi and d a k ,o are distances from ship i to o and the kth closest antenna a k to o, respectively. Served by the service cloud consisting of K closest antennas, the ergodic downlink data rate shown in (13) is further calculated as follows by regarding the link distance d a k ,i as a variable.
The proof of (25) can be referred to Appendix -D. To satisfy the QoS requirement, the optimal problem on the size of service cloud can be formulated as follows.
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Substituting R th i obtained by (22) into the constraint of the optimal problem presented in (26) , the optimal solution can be expressed by
where · is round ceil function and K is the solution of (28) . (28) can be numerically solved by including R i in (25) into (28). Based on above analyses, here we propose an antenna selection scheme to provide a user-centric service cloud with guaranteed QoS for marine users. In this scheme, for a cluster i, BS firstly prepares an ordered antennas set i based on the distance to ship i, i.e., the closer antenna to the ship, the priority is higher. Then the CH of a ship calculates the sum data rates requirements (R th i ) of all CMs in the cluster based on (22) and feeds it to BS. BS adds antennas in i one by one according to the priority to the service cloud of i and BS calculates R i after the service cloud is assigned a new antenna. When the service cloud can satisfy the rate requirement of cluster i, i.e., R i ≥ R th i , BS stops adds new antennas to the service cloud. Finally, the service cloud constructed by selected antennas will be used for serving i. The pseudocode of the scheme is listed in Table 1 .
C. DISCUSSION ON THE SELECTION FEASIBILITY
To enable the cloud to serve a ship, the premise is that there are at least K antennas for candidate. Since the number of antennas follows Poisson process, the probability that there are k antennas on a coastline with length l can be expressed by e −ρl (ρl) k k! . Thereby, the probability that there are at least K antennas on a coastline with length l can be written as
Denoting the transmission radius of the CH on i is d c , part of the coastline and deployed antennas can be covered by the requesting access signal from the CH as shown in Fig.2 
To guarantee there are at least K antennas with probability ζ 0 , (31) should be satisfied.
Since ζ K monotonously increases with the length of L, there is a minimum value of |L|, x 0 . Taking the equal case of (31), x 0 is the solution of (32) .
Thus, we have the minimum of d c as
To form a QoS-guaranteed service cloud for ship i, a scheme on the construction of candidate set i is proposed as follows. In this scheme, CH of i firstly sends an access request with transmission power P t . All antennas receiving the request feed ACK back to the CH. Then the CH adds these antennas to its antenna candidate set i and calculates the set size. After this procedure, the CH calculates the minimum number of antennas in i , K , based on (27) . If the number of antennas is not enough, CH will enlarge its transmission power based on (34) and resends the access request to antennas until | i | ≥ K . The pseudocode of the scheme is listed in Table 2 . Given a targeted receiving power η 0 , the transmission power P t of sending access request in the scheme should satisfy
where δ is a multiplier coefficient which is used for determining the redundancy of transmission power. Usually, we have δ ≥ 1 to select enough candidate antennas. When there are no enough antennas, δ is increased by δ = δ + . is a step factor which can be an empirical value. 
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, some simulation results will be presented to evaluate the performance of maritime communications based on the proposed user-centric communication architecture. In addition, the proposed QoS-guaranteed scheme is also verified by simulation under different cases. In the simulation, antennas are randomly deployed following Poisson distribution with a certain density ρ. The performance of a random user i on the route is evaluated with allocated bandwidth ω 0 . The default simulation parameters are shown in Table 3 . Firstly, the data rate R i against the service cloud size K is evaluated and results are shown in Fig.3 . It is shown that results derived by (11) are in line with the simulation results, which certifies the correction of our analyses. As shown in Fig. 3(a) , the data rate decreases with the increase of the distance between ship and shore, and the rate reduction can be compensated by increasing the average SNR ( P N 0 ) as indicated by Fig. 3(b) . Furthermore, it is shown that the data rate increases with K under different cases. The increase is more significantly when d oi is smaller or the SNR is larger. From these simulation results, we can also conclude that data rate can be guaranteed by selecting appropriate K as analyzed in this paper.
As shown in Fig. 4 , data rates based on simulation and (13) are compared for different K and d oi . From this figure, we see that data rates derived by (13) are similar to that of simulation results under different parameters. It provides a convenient way to evaluate the data rate based on (13) . Thereby, we can easily calculate the minimum size of service cloud K based on (13) to make the data rate larger than a given QoS requirement (minimum required data rate). In addition, we see that the approximate data rate increases with the increase of K and decreases with the increase of d oi . Thus, it can be resort to selecting appropriate cloud size (K ) to cover users with different distances to the shore as analyzed.
The QoS-guaranteed probabilities under different parameters are shown in Fig.5 . As shown in this figure, the QoS requirement of user cannot be well satisfied (very low Q i ) under severe transmission environment such as longer transmission distance (at smaller ρ which leads to longer distance between serving antenna and user) or lower transmission energy (at smaller average SNR P N 0 ). Thus, the service cloud should be designed appropriately for the QoS-guaranteed data transmission. To achieve this goal, the size of cloud needs to be adjusted dynamically according to different parameters as shown in this figure. In addition, we see that results derived by (16) match well with that of simulation, which certifies our VOLUME 5, 2017 FIGURE 5. QoS-guaranteed probability Q i against cloud size K . analyses, thereby, these analyses provide valid reference for the antenna selection of service cloud.
In Fig. 6 , the average successful transmission probability of inter-ship links is compared for different ship sizes and user densities which are determined by l 0 and σ , respectively. Common ships in coastal networks such as fishing boats, cargo ships, yachts and cruises have different lengths. For example, fishing boats are divided into minitype, medium ships and large ones, length ranges of which are smaller than 12m, 12m 60m, and larger than 60m, respectively. Cargo ships ranges from tens of meters to hundreds of meters, which depends on type of goods. The length of yachts usually ranges from 6m 60m. The length of cruise is usually very long especially for some famous cruises, the length of which is usually longer than 300m and shorter than 340m. Here we consider that l 0 ranges from 5m to 350m to show the effect of ship length on the successful transmission probability. It can be seen that P succ approximates to 1 for smaller ship size. As the increase of ship size, P succ decreases quickly for larger σ since more UEs are subjected to longer intership link distances at larger σ . Hence, the ship size and user distribution should also be considered for the intra-cluster transmission. For example, CH is expected to explore some methods to cover most of UEs in the ship. From example, CH can also use multiple antennas to improve P succ at larger ship size and σ .
In Fig.7 , the QoS-guaranteed scheme proposed in Algorithm 1 is simulated for different QoS requirements. From this figure, we see that the rate performance is better than the rate requirement (plotted by dotted line). When the communication condition is worse, e.g., link distance increases (led by the increases of d oi ) or the SNR decreases, the performance gain is reduced. However, R i is also larger than R th i . That is, the proposed scheme can adjust the service cloud dynamically to satisfy the QoS requirement of users under different cases.
VI. CONCLUSION
In this paper, mobile cellular techniques have been introduced to maritime communications to provide quality of service (QoS)-guaranteed communication service. A service cloud concept and corresponding cloud construction schemes based on distributed antennas (DAs) have been proposed for targeted marine users according to their communication requirements.
With the profound understanding and insight of the impacts of service cloud on marine users, the quantitative analyses well evaluate the performance of coastline communication system. It is derived that the probability of guaranteeing QoS requirements increases with the cloud size while this increase reduces significantly with path loss. Furthermore, it is shown that marine users can benefit from the dynamic service cloud architecture, i.e., hybrid of QoS requirements of users under different communication environments can be guaranteed by appropriate antenna selection through the proposed scheme. Achievable data rate will be much better than existing marine Internet depending on satellite or maritime radio systems (Here we only simulated very low transmission power at antennas). In addition, the power of request access signal should be well adjusted to provide enough candidate antennas to construct the service cloud for a user. The preparation of candidate antenna set can be guaranteed by our proposed scheme. Thereby, this work provides a feasible way to support guaranteed communication service for marine users. 
, then the pdf of ψ can also be expressed by (35).
which is the convolution of pdfs of h a k ,i and h a k ,i = h a k ,i 2 d −α a k ,i . Taking the Laplace transform of f ψ (x), we have
Since
where ξ k = d α a k ,i , (36) can be written as
where
Based on Heaviside Expansion Theorem, (38) can be expressed as
Hence, we have
B. PROOF OF EQUATION (11)
Including the pdf of ψ into (11), we have 
where Ei (x) = x −∞ e t /tdt.
C. PROOF OF EQUATION (23)
Since distributed antennas follow one-dimension Poisson process, the probability that there are m antennas in a closed line with length d can be expressed by
According to the definition, the cdf of d a k ,o can be expressed by F d a k ,o (d) = Pr {x ≤ d}. The complementary set of event x ≤ d is that there is less than n antennas in , the probability of which can be calculated by
Then the probability of x ≤ d, i.e., F a k ,o (d) can be written as 
D. PROOF OF EQUATION (25) By averaging R i of (25), we have
Including the cdf of d a k ,i in (24) into (45), we obtain 
Including (47) into (46) yields the conclusion of (25) .
