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Abstract
These are introductory lectures on application of the free field representation (bosonization) techniques to the
solid-on-\S olid (SOS) and eight-vertex models. We start from the very beginnings, including the physical badcground
of lattice models and some basic information on quantum integrability. After definitions of the eight-vertex and
SOS models, we describe their relation known as the vertex-face correspondence. Then, skipping the Bethe ansatz
solution, wc turn to the problem of calculation of correlation functions by mcaiis of the fit.c ficld rcprcscntation.
We explain, how the vertex-face correspondence works on the level of vertex operators and bosonization, making it
possible to express the correlation functions of the eight-vertex model in terms of the free field representation aimed
to describe the SOS model.
1 Eight-vertex model arid commuting traxisfer Ilatl$\cdot$ice.\’
Since we shall speak about some models of physical importance. let us formulate first the general physical
framework. Consider a classical system of interacting particles. Let $C$ be a state of this system, which can
run some (generally infinite) set of admissible states. Let $E(C)$ be the energy of the state C. defined by usual
IIamiltonian mechanics. Suppose that the system weakly interacts with a thermal bath of the temperature $T$ .
The most fundamental postulate of statistical mechanics, the Gibbs law, says that the probability of the state
$C$ is given by
$w(C)= \frac{1}{Z}e^{-B(C)/T}$ . (1.1)
lt is easy to understand, what is the proportionality coefficient $1/Z$ . As the total probability for thc system
to be in any state is unity. we have for the partition functions of the system
$Z= \sum_{c}e^{-F_{}(C)/\mathit{7}}$ . (1.2)
Since the space of configurations can be continu $\mathit{0}\prime 18,$ $\dagger,11\mathrm{e}_{\backslash }\mathrm{s}\mathrm{u}\mathrm{m}$ may turn out to be an $\mathrm{i}\mathrm{t}\iota \mathrm{t}\mathrm{e}\mathrm{g}\mathrm{r}\mathrm{a}\downarrow\downarrow \mathrm{i}o\mathrm{n}$, but we shall
not consider this general case in these lectures.
The partition function encodes the most fundamental observable thermodynamic function of the model,
the free eneryy:
$F=E-TS=-T\log$ Z. (1.3)
Here $E$ is the total energy of the system,
$E= \sum E(C)w(c,)=\frac{T^{\sim}d}{Z(T)dT},Z(T)=-T^{2}\frac{dF}{dTT}=F-T\frac{dF}{dT}$ ,
while
$S=- \sum w(c,)\log w(C)=-\frac{d\Gamma’}{dT}$
is the entropy. The first equality in (1.3) is the thermodynamic definition of the free energy, which, in
principle, was established before Gibbs, while the second equality provides its statistical interpretation.
Let $f_{i}\langle C$) be some functions of the state of the system. The correlation functions are generic expectation
values
$\langle f_{1}\ldots f_{r}‘)=\sum_{c}|\iota)(C)f\iota(C)\ldots f_{n}(C)$ .
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Note, that the correlation functions can be expressed in terms of derivatives of a generalized partition function
of t,he syst,em with external fiields $F_{i}$ coupled $\dagger_{1}0$ the $\mathrm{v}\mathrm{a}\mathrm{r}\mathrm{i}_{\Lambda}1$ )[ $\mathrm{e}\mathrm{s}\int_{i}$ :
$Z(F_{1} \ldots., F_{\mathrm{A}}\cdot)=\sum_{c}r^{-P_{2}(C,F_{1},.,F_{N})/T}.$ , $E(C;F_{1}, \ldots, F_{l}\mathrm{v})=F_{\text{ }}(C)-\sum_{1}$.
$F_{*} \int_{i}$ .
Usually, from the physical point of view the most interesting objects are local correlation functions, i.e.
the correlation functions of the amounts $f_{i}(C)$ that can be measured at some space points. We shall discuss
examples of such functions in detail later.
Naturally, evaluation of’ the part,ition function and correlation $\mathrm{f}\mathrm{u}\mathrm{r}\mathrm{i}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\iota \mathrm{s}$ is a difficult task, except }’ $0\iota \mathrm{n}\mathrm{e}$
trivial examples solved by classics of the science. Most these solved examples are systems of independent
particles, each of which possesses a finite set or, at least, a finite-dimensional space of states and a simple
function for $E(C)$ (like a quadratic function in the Bolt $\mathrm{z}\iota \mathrm{I}\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{I}\mathrm{l}$ gas). But how to do in the case of $i\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{t}_{l}\mathrm{i}\mathrm{n}\mathrm{g}$
particles? The usual approach in physics is developing some approximate methods, based either on the
perturbation theory or on some experimentally supported assumptions. It is a very effective $\mathrm{w}\mathrm{a}\mathrm{v}$, but
sometimes physicists need some additional support to their assumptions.
How mathematicians can help physicists? First, they can propose some rigorous estimates, which can
prove the effects predicted by physicists. Many of such important estimates were proposed (see, $\mathrm{e}$ . $\mathrm{g}$ . $[1,2]$ ).
Second, they may proposc some sophisticated mcthods to solve exactly some particular nontrivial examplcs.
Though these methods can be not completely rigorous, they better convince physicists, because they are
uiore in the way of physical thinking, and can be used by physicists theniselves.
Let us now slightly specify the problem. Forget about motion of particles. We can do it for some
problems, for example. if positions of particles are fixed by the crystalline lattice. The set of states of the
system (configu,,$ati\mathrm{o}ns$) is reduced to the direct product of sets of internal states of particles $(‘ \mathrm{s}\mathrm{p}\mathrm{i}\mathrm{n}\mathrm{s}’)$ . We
shall assume these ‘spins’ to be discrete variables. Physically the discrete ‘spins’ may originate in quantum
states of atoms (e.g. physical spin $\mathrm{s}\mathrm{t},\mathrm{a}\mathrm{l}\mathrm{e}.\mathrm{s}$ ) with diagonal interaction or in other sources, e.g. in types of atoms
in the substitutional solutions or in positions of atoms in differcnt quantum wells as in thc ice-type systems.
In these lectures we shall discuss two-dimensional models of statistical aechanics. Why two-dimensional?
Be($:\mathrm{a}\mathrm{u}\mathrm{s}\mathrm{e}$ iri one dimension the lattice stat,ist,ical moclels are trivially redueed t,o $\mathrm{q}\iota \mathrm{l}\mathrm{a}\mathrm{n}\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{m}$ niechanies of srnall
systems without phase transitions or other interesting fcatures. On thc other hand, in threc dimensions thc
problem is too complicated and the classes of solvable models are too narrow. We restrict our attention onto
two classes of two-dimensional solvable lattice models, which arc in a sense basic: cight-vcrtex model and
solid-on-solid (SOS) solvable model.
Let us start with the ice model on the square lattice called also the six-vertex model [3]. Consider
a square lattice made of oxygen ions $(\mathrm{O}^{2-})$ in the verticcs and hydrogcn ions $(\mathrm{H}^{+})$ on thc vertical and
horizontal bonds of the lattice, which we shall call edges. (Do not think of all this too seriously, because
experirnentalists are unable to produce any $\mathrm{t}\mathrm{w}\mathrm{c}\succ \mathrm{t}\mathrm{l}\mathrm{i}\mathrm{r}\iota\downarrow \mathrm{e}n\mathrm{s}\mathrm{i}\mathrm{o}|\mathrm{l}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{t}^{\backslash }.6$-like systems, but this $\mathrm{p}\mathrm{i}(’.\mathrm{t}_{1}\mathrm{u}\mathrm{r}\mathrm{e}$, of ice can help
you both to remember the formulation of the model and to better understand the physical origin of such
kind of problems.) We know that the hydrogen ions can form with the oxygen ions two types of bonds:
$\mathrm{s}\mathrm{t},\mathrm{r}\mathrm{o}\mathrm{n}\mathrm{g}$ and narrow polar bond and weak and long ‘hydrogen’ bollcl. It irieans that a hydrogen ion lying on
an edge of the lattice must be positioned near one of the oxygen ion and far from another oxygen ion. There
are two such positions on each edge. It forms discrete ‘spin’ $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{t}_{}\mathrm{e}$, on each edge. We shall think that the
‘spin’ is equal to $‘+$ ’ or $:+1$ ’ if the hydrogcn ion is positioned near the right end of a horizontal edgc or near
the upper end of the vertical edge, and is equal to ‘-, or $‘-1$ ’ if it is positioned near the left or lower end of
the edge.
Further, from the neutrality condition we conclude, that in thc vicinity of each oxygen ion therc must
be just two hydrogen ions. It imposes a restriction onto values of ‘spins’ at edges surrounding each vertex.
Namely, denote these spins by $\epsilon_{1},$ $\epsilon_{2},$ $\epsilon_{1}’,$ $\epsilon_{2}’$ :
$\epsilon_{2}’$.
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Then this restriction, called the ice rule, can be expressed as
$\epsilon_{1}+\vee\sigma_{2}=\epsilon_{1}’+\epsilon_{2}’$. (1.4)
There are six $\mathrm{c}:\mathit{0}$nfigurati $o\mathrm{n}\mathfrak{d}\neg$ around each vertex that satisfy the ice rule:
$\frac{++^{+}+-+=+-}{a}$ $\frac{-+_{+}^{+}-++=+}{b}$ $\frac{-+_{+}+++^{+}---}{c}$
Let us think that each of this vertex configuration may have its own energy $E_{1},$ $\ldots,$ $E_{6}$ . The energy of the
system is equal to the sum of energies of vertices. It defines the model nearly completely. The only thing to
specify is the boundary conditions. We shall consider three possibilities:
1. The model of $M$ columns and $N$ rows with cyclic (toroidal) boundary conditions.
2. The model with fixed spins at the boundary.
3. The moclel on an infinite lattice, considered as a liiriit of any of these models as $M,$ $Narrow\infty$ .
rl’he six-vertex model is known to be solvable if
$E_{1}=E_{2}$ , $E_{3}=E_{4}$ , $E_{5}=E_{6}$ .
It means that the configurations braced together on the picture possess the same energies and the same
Boltzmann weights:
$a=e^{-B_{1}/T}=e^{-B_{2}/T}$ , $b=\epsilon^{-E,/T}=e^{-E_{4}/\tau}$ , $c=e^{-B_{6}/\tau}=e^{-E_{6}/T}$ . (1.5)
This model is called the homogeneous six-vertex model without external field.
The disadvantage of the six-vertex model is that it possesses some pathologic physical properties, related
to scvcrencss of the ice condition. Namely, consider its phase diagram:
AF : $c>a+b$ ,
$\mathrm{F}_{1}$ : $a>\dagger$) $+c$ ,
$\mathrm{F}_{2}$ : $b>a+c$ ,
$\mathrm{D}$ : $\frac{1}{2}(a+b+c)\geq a,$ $b,$ $c$ .
The ant,iferroelectric $(\mathrm{A}\mathrm{F})$ region is the region of antiferroelectric order considered as excitations above the
following ground statcs:
(1.6)
The excitations can be $\mathrm{c}\mathrm{o}\iota\downarrow \mathrm{s}\mathrm{l}\mathrm{U}\mathrm{t}\mathrm{r}\mathrm{e}\mathrm{u}$ as $\mathrm{S}\mathrm{O}\mathrm{I}\prime 1\mathrm{G}$ Joops $0\mathrm{I}\mathfrak{c}\mathrm{J}\mathrm{i}\mathrm{a}\mathrm{n}\mathrm{g}\mathrm{e}\mathrm{U}8\mathrm{P}^{\mathrm{l}\mathrm{n}\mathrm{s}}\mathrm{d}\mathrm{I}\mathrm{l}\mathrm{U}$ can nave finite energy even on the
infinite lattice. Thc corrclation functions of spins decrease as $e^{-r/\xi}$ as the distance $rarrow\infty$ . The constant $\xi$
is called correlation length. It is a normal behavior of correlation functions out of special point called critical
$\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t},\mathrm{s}$ .
In thc ferroelectric rcgions ( $\mathrm{F}_{1}$ and $\mathrm{F}_{2}$ ) the situation is strangc: all excitations consist of the lines of
flipped spins in the SW-NE direction, which are infinite in the infinite volume limit! It means that these
excitations posscss large encrgy, and their contribution tends to zcro as $M,$ $Narrow\infty$ . We have the situation
of a frozen order. The free $\mathrm{e}\mathrm{n}\mathrm{e}\mathrm{r}\mathrm{g}\}^{r}$ of such system per site tends to zero.
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Another patholo ical feature is related to the disordered (D) region. The whole region turns out to be
cntical. It mearis that $\mathrm{t}\mathrm{I}_{1}\mathrm{e}$ correlations between loeal variables like spins decrease with dist,ance $r$ like $r^{-2d}$
with an appropriatc scaling dimension $d$ . From physics we know that critical points ahvays lie on surfaces
that separate phases in the system. But here we have a situation where the critical points form a region
on the phase diagram. One can expect,. that if we add to the Inodel riew configurations that break t,he ice
conditions, this critical rcgion will become a surface that separates two phases.
Unfortunately. physically reasonable solvable generalizations of the six-vertex model are unknown. If we
relatc somc cnergy to disbalance of charge at a vertex, we shall losc solvability. But it is possible to generalize
the model in a ‘mathematical’ way without lost of solvabihty as follows $[4, 5]$ . Suppose the configurations
around a vertex to be admissible if
$\epsilon_{1}+\epsilon_{2}=\epsilon_{1}’+\epsilon_{2}’$ mod 4. (1.7)
It means that we admit two more vertex configurations:
$\underline{+++----+^{+}+}$
$d$
Such model is called eight-vertex. If, in addition to (1.5), the corresponding energies $E_{\mathit{7}}$ and $E_{8}$ are equal,
$d=e^{-E\gamma/\tau}=e^{-E_{\epsilon}/\tau}$ .
the model turns out to be solvable [6]. The properties described below can be found in [7].
The phase diagram of the eight-vertex model looks like:
$\Lambda \mathrm{F}_{1}$ : $c>a+b+d$ ,
$\Lambda \mathrm{F}_{2}$ : $d>a+b+c$ ,
$\mathrm{F}_{1}$ : $a>b+C+d$ , (1.8)
$\mathrm{F}_{2}$ : $l_{J}>a+c+d$ ,
$\mathrm{D}$ : $\frac{1}{2}(a+b+c+d)>a,$ $b,c,$ $d$ .
In this case the disordered region $\mathrm{D}$ is not critical. The correlation length is finite and correlation functions
decrease exponentially. The critical points lie on the boundaries of the regions
$a=b+\mathrm{c}+d_{j}$ $b=a+c+d$; $c=a+b+d$; $d=a+b+c$
and at the special surfaces
$a=0$, $\frac{1}{2}(b+c+d)\geq b,$ $c,d$ ;
$b=0$ , $\frac{1}{2}(\mathfrak{a}+c+d)\geq a,$ $c.d$ ;
$\mathrm{c}=0$ , $\frac{1}{2}(a+b+d)\geq a,$ $b.d$ ;
$d=0$ , $\frac{1}{2}(a+b+c)\geq a,$ $b,$ $c$ ;
There are special maps $(’\mathrm{d}\mathrm{u}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{i}\infty^{)})$ that can map each of the regions (1.8) on to another [5]. So it is enough
to study only one region, e.g. $\mathrm{A}\mathrm{F}_{1}$ . In this region the ground $\mathrm{s}1$,ates again look like (1.6).
I rcpeatcd many times the words $‘ \mathrm{s}\mathrm{o}\mathrm{l}\mathrm{v}\mathrm{a}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}^{)},\mathrm{s}\mathrm{o}1\prime \mathrm{v}\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{c}’$ . What docs thcy mcan? Though thcrc is no rig-
orous definition of this term, it must mean approximately the following: there are some quantities of physical
importancc (partition function, correlation functions) that could bc found cxactly in thcsc modcls. What
are the conditions for solvability of this or that model? Let us make several steps to see such (presumably
sufficient) condition.
First introduce the weight matrix (callcd also $R$ matrix) of the eight-vertex model:
$R_{\epsilon_{1}^{1}e_{2}^{2}}^{\epsilon e}=\epsilon_{2}\prime\prime+_{\epsilon_{1}}^{\mathrm{g}’}\epsilon_{2}’$ (i.9)
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We added the arrows to the lines to define the orientation on the lattice, so that we could rotate or distort
it. The $R$ matrix can be writ ten as
$++$ $+-$ $-+$ $–$
$R=+++=^{+=}$ . (1.10)




$=R_{\mu r-\downarrow\epsilon \mathrm{v}}^{\mu’.\epsilon_{\mathrm{Y}}’}.R_{\mu_{1}\epsilon_{2}^{\acute{l}}}^{\mu_{2}e}’\cdot\ldots R_{\mu^{1}\epsilon_{1}}^{\mu\epsilon_{1}’}$ . (1.11)
$\epsilon_{1}\mp_{\mu}^{\epsilon_{2}’}\epsilon_{2}\epsilon_{1}$
’
We shall consider this object as a matrix in indices $\mu,$ $\mu’$ and an operator in the product $’.q\otimes \mathbb{C}^{2}\otimes\cdots\otimes^{\prime\neg}|\vee^{2}$
$(\mathit{1}\mathrm{V}\mathrm{t}\mathrm{i}\mathrm{m}\dot{\mathrm{e}}\mathrm{s})$ spanned on the vectors $\prime le_{1}\mathfrak{G}v_{e_{2}}\otimes\cdots\otimes v_{e_{N}}$ . where $v_{+}\mathrm{a}\mathrm{I}\iota \mathrm{d}r$)-form the $\mathrm{n}\mathrm{a}\mathrm{t}_{}\mathrm{u}\mathrm{r}\mathrm{a}1$ basis in $G$ . The
product associated to $\epsilon_{1},$ $\ldots$ : $\epsilon_{N}$ is called quantum spacc, whilc the space $\mathbb{C}^{l}$ associated to $\mu$ is called auniliary
space. We shall always omit the ‘quantum’ indices and sometimes omit the auxiliary indices, substituting
them by a numeric subscript labeling the space, e.g. $T_{\lrcorner 1}$ .
Now we are ready to define thc transfcr matrix
$\prime J’=\mathrm{t}\mathrm{r}_{1}L_{1}\equiv\sum_{l},L_{\mu}^{\mu}$
. (1.12)
Consider the eight-vertex modcl of $M$ columns and $N$ rows with cyclic boundary conditions. It is casy to
see that the partition function is equal to
$Z=\mathrm{T}\mathrm{r}T^{M}$ .
where the trace TM is taken over the quantum space. Let $\Lambda_{1}\geq\Lambda_{2}\geq\cdots\geq\Lambda_{2^{N}}$ be the eigenvalues of the
transfer matrix. Then
$Z= \sum_{:}\Lambda_{i}^{M}$ .
In the large $M$ limit the leading contribution is given by $\Lambda_{1}^{M}$ and we have
rc $\equiv Z^{1/MN}arrow\Lambda_{1}^{1/N}$ , $f \equiv\frac{F}{\mathit{1}1f\mathit{1}\mathrm{V}}arrow-\frac{T}{N}\log\Lambda_{1}$ as $Marrow\infty$ ,
where the partition function per site rc and the partial free energy $f$ are introduced. Surely, it is necessary
to study the behavior of subleading contributions at large $M$ and $N$ to substantiatc these formulas, and it
can be done, but in these lectures we shall assume these formulas to be correct without a proof.
Anyhow the problem is reduced to that of the quantum mechanics: we have an operator $T$ of evolution by
one step in the ‘time’ direction and we have to diagonalize it. When this can be done exactly? bbom classical
mechanics we know that the system is solvable (more precisely, integrable) if we have sufficiently many
integrals of Inotion in involution (the Liouville theory). Though t,here is no $‘ \mathrm{q}\mathrm{u}\mathrm{a}\mathrm{n}\mathrm{t}_{\mathrm{z}}\mathrm{u}\mathrm{m}$ Liouville theorem’ it
can be expected that in quantum mechanics the situation is similar. We have to find some other commutative
integrals of motion, i.e. operators that commute with the transfer matrix and with each other. Let us look
for thein in the same form as the transfer Inatrix. Namely, let $R’$ be the matrix of the form (1.10) with some
new (weights’ $\mathfrak{a}’,$ $b’,$ $c_{:}’d’$ . Define the $L$ operator $L’$ and the transfer matrix $T’$ in terms of $R’$ according to
(1.11) and (1.12). Besides, for any product $V_{1}\otimes\cdots\otimes \mathrm{t}_{n}^{\gamma}=\mathbb{C}^{2}\otimes\cdots \mathrm{c}\sim$ we shall denote by $\mathrm{R}_{i\mathrm{j}}$ the matrix $R$
acting on the $i\mathrm{t}\mathrm{h}$ and $j\mathrm{t}\mathrm{h}$ components of the product. Thcn there is a
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Theorem [8]. If there $ex\mathrm{i}sts$ an invertible matnx $R”$ of the form (t.10), such that the Yang-Baxter
equation holds
$R”\mathrm{t}’ R’\iota \mathrm{a}R,\mathrm{a}=R_{23}R_{13}’R_{12}’’$ (1.13)
$TT’=T’T$. (1.14)
The proof is elementary in graphical form:
Note, that the third equality means that
$R_{12}’’L_{1}’L_{2}=\Gamma_{J}2\Gamma’,R_{1_{\sim}^{)}}1^{\cdot}$ . (J.16)
which generalizes the Yang-Baxter cquation to thc situation where the space 3 is substitutcd by thc whole
quantum space.
What are the $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathfrak{d}\neg$ to the Yang-Baxter equation? It turns out that they can be written in the form
$R=R(u_{2}-u_{3}.)$ , $R’=R(u_{1}-u_{3})$ , $R”=R(\mathrm{u}_{1}-u_{2})$
with some analytic function $R(u)$ . The spectral $pa\tau amet\epsilon rs\mathrm{u}_{i}$ can be associated with the spaces $V_{i}$ . The
Yang-Baxter equation takes the form
$R_{12}(u_{1}-u_{2})R_{1\mathrm{S}}(\mathrm{u}_{1}-u_{\mathrm{S}})R_{2\mathrm{S}}(u_{2}-u_{3})=R_{23}(u_{2}-\mathrm{u}_{3})R_{13}(u_{1}-u_{3})R_{12}\{u_{1}-u_{2}$ ). (1.16)
$\mathrm{T}1\mathrm{l}\mathrm{e}$ soltltion matrix elemenffi $a(u),$ $\ldots,$ ($l(u)$ of $\mathrm{I},1\iota \mathrm{e}\mathrm{r}\mathrm{n}\mathrm{a}\mathrm{t}_{}\mathrm{r}\mathrm{i}\mathrm{x}R(u)$ are writ,ten in terlns of the $\mathrm{J}\mathrm{a}(,\mathrm{o}\mathrm{b}_{\dot{1}}$ theta
functions $\theta:(uj\mathcal{T})(\dot{f}=1\ldots.,4)$ with quasipcriods 1 and $\tau$ (lm $\tau>0$). Namely, in the region $\mathrm{A}\mathrm{F}_{1}$ we have
$a(u)=\rho(u;\epsilon, r)s(1-\mathrm{u}_{:}.\epsilon, r)$ ,
$b(u)=\rho(u;\epsilon, r)s(\mathrm{u};\epsilon.r)$ ,
(1.17)
$c(u)=p(u;\epsilon, r)s\langle 1;\epsilon,$ $r)$ .
$d(u\rangle=\rho\langle \mathrm{u};\epsilon, r)s\{1-u;\epsilon,$ $r)s(u:\epsilon,r)s(1;\epsilon, \mathrm{r})$ ,
where
$s( \mathrm{u};\epsilon, r)=\frac{\theta_{1}(_{2f2\epsilon r}^{u;\pi};)}{\theta_{2}(_{2r}^{u};_{2er})1\pi}==$ .
$\prime \mathrm{r}\mathrm{h}\mathrm{e}$ parameters $\zeta>0,$ $r>1$ are fixed numbers. The scalar function $\rho(u;\epsilon, \mathrm{r})$ is arbitrary.
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In the limit $rarrow\infty$ we obtain the six-vertex model:
$a(u)\sim \mathrm{s}\mathrm{h}\epsilon(1-u)$ ,
$b(u)\sim \mathrm{s}\mathrm{h}\epsilon u$ ,
$c(u)\sim \mathrm{s}\mathrm{h}\epsilon$ ,
$d\langle u)=0$ .
The presence of a continuous set of solutions $R(u)$ means that there is an infinite family of commuting
transfer matrices:
$\prime \mathit{1}^{\tau}(u_{1})’\mathit{1}’(u_{2})=^{r}I(u_{2})T(u_{1})$ . (1.18)
The matrix $R(\mathrm{O})$ is proportional to the transposition matrix
$P=$ .
It means that the transfer matrix $T(\mathrm{O})$ is proportional to the shift operator. Define now a set ofHamiltonians
$H_{1},$ $H_{2},$
$\ldots$ as follows
$T^{-1}(0)T(u)=1+H_{\iota u}+H_{2u^{2}}+\ldots$ . (1.19)
They all commute with each other and with the shift operator
$[H_{m}, H_{n}]=0$ , $[H_{m}, T(0)]=0$ .
Not all of them are independent. In a finite system only a finite number of them are independent. It tnrns
out that the model is indeed solvable. It is not easy to prove this, and it demands some other ideas to find
even the partition function. You can find the solution in Baxter’s book [7].
What are the Hamiltonians $H_{n}$ ‘! The general $H_{n}$ is a complicated operator, but the simplest one is given
by
$H_{1}=$ const $- \frac{1}{2}\sum_{k=1}^{N}(J_{x}\sigma_{k}^{\mathrm{r}}\sigma_{k+1}^{v}+\cdot J_{y}\sigma_{k}^{y}\sigma_{k+1}^{y}+J_{z}\sigma_{\overline{k}}\sigma_{k+1}^{z})$
with $\sigma_{k}^{a}$ are the Pauli sigma-matrices,
$\sigma^{x}=$ , $\sigma^{y}=$ , $\sigma^{z}=$ ,
acting on thc $k\mathrm{t}\mathrm{h}$ component of thc tcnsor product. Thc coefticicnts $J_{a}$ arc functions of $\epsilon,$ $f$ . The common
factor is not so interesting, but the ratios of these coefficients are important $u$ independent combinations of
weights:
$\Delta=\frac{2,J_{z}}{\prime J_{l}+J_{y}}=\frac{a^{2}+b^{2}-c^{2}-d^{2}}{2ab}$ , $\Gamma=.\frac{J_{l}-.\Gamma_{y}}{r_{x}+\prime I_{y}}=\frac{cd}{ab}$ .
In the case of the six-vertex model $\Gamma=0$ and we have the XXZ Inodel $(,\gamma_{r}=,I_{y})$ .
It can be said that the XYZ chain is much more physical model than the eight-vertex model itself.
The largest eigenvalue of $T$ corresponds t,o t,he lowest eigenvatue of $H_{1}$ . The next-txlarge eigenvalues of $T$
correspond to the first excitations above the ground state of the XYZ model. In the infinitc-volume limit
the lowest two states are degenerate, while the gap between these lowest states and the other excitations
$\mathrm{r}\mathrm{e}\mathrm{I}\mathrm{r}\iota \mathrm{a}\mathrm{i}\mathrm{n}\mathrm{s}$finit,e and only vanishes at the critical points. This gap is the inverse correlation length in the $|_{}\mathrm{i}\mathrm{t}\mathrm{n}\mathrm{e}$
dimension, while the spcctrum abovc the gap defines the correlation length in the spatial dimcnsion.
Generally, the two-dimensional lattice models of classical statistical mechanics are related to the one-
dimensional models of quantum mechanics.
If the function $\rho$ satisfies the conditions
$\rho(u)\rho(-u)=(\epsilon(u|\epsilon, r)\epsilon(-u;\epsilon, r)+s^{2}(1:\epsilon, r))^{-1}$ , $\rho(u)=\rho(1-u)$ , (1.20)
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the $R$ matrix satisfies two additional conditions.
$R_{12}(u)R_{21}(-u)=\mathrm{i}\mathrm{d}$ (Unitarity), (1.21)
$R(u)_{\epsilon_{1}\epsilon_{2}}^{\epsilon_{1^{\zeta}2}’’}=R(1-u)_{\epsilon_{2}’}^{\epsilon_{2}},,=_{e_{\mathrm{t}}^{1}}^{e’}$ (Crossing symmetry). (1.22)
It is possible to find the solution to the equations (1.20), such that $R(u)$ has the minimal number of poles
on the strip $0<{\rm Re} u<1$ . It reads
$\rho(u;c, r)=x^{1-r/}\underline’\frac{(x^{2r+24r}jX)_{\infty}(x^{2r-2};x^{4t})_{\infty}}{\{x^{2r};x^{4r})_{\infty}^{2}}\frac{(x^{2r}z;x^{4\mathrm{r}})_{\infty}(x^{\prime r}z^{-1};x^{4r})_{\infty}g(z^{-1})}{(x^{4r-2}z;x^{4r})_{\infty}(x^{2}z^{-1}jx^{4r})_{\infty}g\langle z)},$.
$g(z) \equiv j’(z;\epsilon_{:}r)=\frac{(x^{2}z;x^{4},x^{2r})_{\infty}\{x^{2r+2}z;x^{4},x^{2\mathrm{r}})_{\infty}}{(\prime x^{4}z;x^{4},x^{2r})_{\omega}(x^{2r}Z_{)}x^{4},x^{2r})_{\mathrm{m}}}.$
’ (1.23)
with the brace function
$(z;p_{1}, \ldots,p_{\mathit{1}}\mathrm{v})=\prod_{n_{1}\ldots..n_{N}=0}^{\infty}(1-zp_{1}^{n_{1}}\ldots p_{\mathrm{A}’}^{n_{N}})$
and the ‘multiplicative’ parameters $x,$ $p$ ) $z$ defined as
$x=e^{-\epsilon}$ , $p=x^{2r}$ , $z=x^{2\mathrm{u}}$ .
Tt turns $011\dagger_{1}$ t,hat this solution gives just the $R$ matrix for which the part,ition $\mathrm{f}\mathrm{u}\mathrm{t}\mathrm{l}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ per site is equal
to 1 according to Baxter’s solution. It means that solutions of such simple ‘reflection equations’ (1.‘21) and
(1.22) make it possible to easily reproduce the result of tedious and involved calculations based on the Bethe
equations!
2 SOS model and vertex-face correspondence
To understand better the origin of the SOS model let us sketch the Bethe ansatz for the six-vertex model,
where $d=0$ . In this case we can introducc thc operator $6^{\mathrm{v}}z$ of ‘total spin’, which counts thc signs along a
column:
$S^{l}(v_{\epsilon_{1}} \otimes\cdots\otimes v_{e,\mathrm{v}})=\frac{1}{2}\sum_{i=\perp}^{N}\epsilon_{j}(v_{\epsilon_{1}}\otimes\cdots\otimes v_{e_{N}})$ .
Due to the ice condition this operator commutes with the transfer matrix
$[T(u), S^{z}]=0$ .
This is a trivial fact: the number of $‘ \mathrm{m}\mathrm{i}\mathfrak{n}\mathrm{t}\mathrm{l}\Re,\mathrm{S}$ ’ is conserved.
So wc can casily cstablish at least two eigenvectors (pseudovacuums)
$|\Omega_{\pm}\rangle=v\pm\otimes\cdots\otimes v\pm$
with the eigenvalue $a^{N}+b^{N}$ . But this is generally (everywhere except in the ferroelectric regions $\mathrm{F}_{2}$ ) NOT the
largest one. How to find t,he other eigenvectors? Let us start from $|\Omega_{+}\rangle$ and flip spins one by one. Any state
with the eigenvalue of $S^{z}$ being $N/2-n$ will be $c$alled a state of $n$ pseudoparticles. Let $\sigma_{k}^{-}=(P-i\sigma^{\prime/})/2$
be the operator that turns the $k\mathrm{t}\mathrm{h}$ spin down.
Consider the state of one pseudoparticle. From the translational invariance we conclude, that it has the
form
$|p \rangle=\sum_{k=1}^{N}e^{\mathrm{i}\mathrm{p}k}\sigma_{k}^{-}|\Omega_{+}\rangle$ .
IFVom cyclic boundary condition wc concludc that
$e^{;_{\mathrm{p}N}}=1$ ,
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so that we have $N$ states with $\mathrm{P}j=\frac{2\pi}{h’}j,$ $j=0,$ $\ldots,$ $l\mathrm{V}-1$ . You can easily find the corresponding eigenvalues.
There are larger ones than $a^{N}+1_{J}^{N}$ , but they are also $\mathrm{e}\mathrm{l}\mathrm{o}$ not $\mathrm{t}0$ntain the largest, orie.
Consider thc statc of 2 pseudoparticles. Substitute the following ansatz:
$|p_{1},p_{2} \rangle=\sum_{k_{1}<k_{2}}(A_{12}e^{ip_{l}k_{1}+1p_{l}k_{\lrcorner}}.+A_{21}e^{\mathrm{i}p_{2}k_{1}+\mathrm{i}_{\mathrm{P}1}k_{\lrcorner}})\sigma_{k_{1}}^{-}\sigma_{k_{2}}^{-}|\Omega_{+}\rangle$.
Apply the operator $T$ or, simpler. $H_{1}$ . A miracle! This is an eigenvector if
$\frac{A_{12}}{A_{\lrcorner 1}}.\cdot=z(\mathrm{P}1\cdot \mathrm{P}_{\sim}^{l})$
with some given function $z(p_{1},p_{2})$ . The cyclic boundary condition impopsses the restrictions
$e^{\iota \mathrm{p}_{1}N}=z_{(}’p_{1},p_{2})$ , $e^{\mathrm{i}\rho_{2}N}=z(\mathrm{p}_{2},p_{1})$ .
In the general case of $n$ pseudoparticles the same miracle takes place. The wave function can be made of
plaiie waves. The cyclic boundary condit,ions impose the Bethe equations
$e^{\mathrm{i}_{\mathrm{P}\mathrm{j}}N}= \prod_{j’(\neq j)}^{n}z(\mathrm{p}_{j}.p_{\mathrm{j}’})$ , $\acute{J}=1,$ $\ldots,$ $n$ .
It is generally impossible t,o solve these equations analyticallv. Bnt in the limit $Narrow\infty,$ $n/N=\mathrm{e}:\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ they
arc rcduced to an integral equation. The case $n=.\wedge r/2_{:}$ corrcsponding to thc largcst cigcnvalue, admits an
analytic solution. This is how the six-vertex model is solved.
What is wrong with the general eight-vertex model? The obstacle is that
$[S^{-}\sim,T]\neq 0$ for $d\neq 0$ .
It destroys the whole picture of pseudoparticles. There is a nice construction of the $Q$ operator proposed
by Baxter, that makes it possible to obtain the Bethe equations without any reference to the Bethe ansatz.
Nevertheless, there is a question: is it possible to relate this model to another one that admits the whole
const ruction of Bet,he ansatz? Ts it possible $\mathrm{t}_{l}\mathrm{o}$ construct somet,hing similar to tlle six-vert,ex model, but,
involving elliptic $\mathrm{f}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}?\prime 1’ \mathrm{h}\mathrm{e}$ answer is YES.
Consider again the square lattice on the plane, but associate the variables to the vertices of the lattice
and the Boltzmann weights to the plaquet or $\mathrm{f}w^{\backslash },\mathrm{e}\mathrm{s}$ . Namely, associate to eaclt vertex a variable $n\in \mathbb{Z}+\delta$ ,
whcrc thc real shift 6 is introduced for convenience. Thc partition function will bc indepcndcnt of this shift.






The dashed lines, fl $r\mathrm{s}\mathrm{t}$ , denote the orientation and, second, carry the $\mathrm{s}\mathrm{l}$) $\mathrm{e}.\mathrm{c}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{l}$ parameters. The configuration
sum is taken over all $n\mathrm{s}$ at all vertices such that
$|n_{i}-n_{j}|=1$ (admissibility condition) (2.1)
on the neighboring vertices.
What does the admissibility condition mean? Consider the dual (dashed) lattice. Define on each edge of
this lattice a variable $\epsilon=+1$ if the variable $n_{i}=n_{j}+1$ , if $i$ denotes the vertex on the left or upper end of










In these notations the variables $\epsilon$ satisfy the ice condition by definition. But the weight $W$ at each vertex
of the dual lattice depend not only on $\mathrm{t}l_{1}\mathrm{e}$ variables $\epsilon_{1},$ $\epsilon_{A}.,$ $\epsilon_{1}’,$ $\epsilon_{2}’$ . but also on the value of $n$ at e.g. $\mathrm{t}\mathrm{l}\iota \mathrm{e}$ right
lower corner of the face, which is (up to 6) thc sum of all es on any path along the initial (solid) lattice from
some fixed point at the lattice to this right lower corner of the face.
The Boltzmann $\mathrm{w}\mathrm{e}\mathrm{i}\mathrm{g}1_{\mathrm{i}}\mathrm{t}\mathrm{s}$ . analogous to a, $|$) and $c$ of $\mathrm{t}$he bix-verI,ex model, are $\mathrm{g}\mathrm{i}1’\mathfrak{k}’ 11$ by
$a_{n}^{\pm}(u)=W[_{n\pm 1}^{n\pm 2}$ $n\pm 1n|u]=R_{0}(u)$ .
$b_{n}^{\pm}(u)=W[_{r\iota\pm 1}^{n}$ $n \mp 1\tau\iota|u]=R_{0}(u)\frac{[r\iota\mp]][[\mathrm{z}]}{[ll][1-u]}$ (2.2)
$c_{n}^{\pm}(u)=W[_{n\pm 1}^{n}$ $n \pm 1n|u]=R_{0}(¿)\frac{[n\pm u][1]}{[r\iota][1-u]}$,
with an arbitrary function $R_{)}‘\langle\tau\iota$ ) artd
$[u]_{i}= \sqrt{\frac{\pi}{\epsilon r}}e^{\mathrm{A}\epsilon r}4\theta_{i}(\frac{u}{r}$ ; $\frac{\mathrm{i}\pi}{\epsilon r})$ ,
$[u]=[u]_{\rceil}=x^{u^{2}/r-u}(z;\rho)_{\infty}\{pz^{-1}$ ; $p)_{a}(p;p)_{\infty}$ .
The weights $W$ satisfy the Yang-Baxter equation of the form
$\sum W[_{n}^{n_{1}’}$ $n_{3}’n_{21u_{1}-u_{2]}}W[_{n_{2}}^{n}$ $n_{1}^{31u_{1}-u_{3]W}}n’[_{n_{3}^{1}}^{n’}$ $n_{2}n|u_{2}-u_{3}]$
$n$
$= \sum_{n}W[_{n}^{n_{2}’}$ $n_{S1u_{2}-u_{3]}}’n_{1}W[_{n_{\theta}}^{n_{1}’}$ $n’,n-|u_{1}-u_{3}]W[_{n_{2}}^{n_{3}}$ $n_{1}n|u_{1}-u_{2}]$ . (2.3)
Graphically it looks like:
$\mathrm{T}1_{\mathrm{i}}\mathrm{e}\mathrm{c}\mathrm{l}\mathrm{a}." \mathrm{h}\mathrm{e}\mathrm{c}\mathrm{l}$ lines here [$)[\mathrm{a}\mathrm{y}$ the roie of solid lines in $\mathrm{t}\mathrm{I}_{1}\mathrm{e}\mathrm{Y}\mathrm{a}\mathrm{I}\mathrm{t}\mathrm{g}$ Baxter $\mathrm{t}\cdot,(\iota \mathrm{u}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\mathrm{l}$ for the eight,-vertex model,
while the solid lines here simply form the lattice dual to the dashed one.
If the function $R_{0}(u)$ satisfy the relations
$R_{0}(u)R_{0}(-u)=1$ , $R_{0}(u)[|\mathrm{z}]=R_{0}(1-n)[1-|\iota]$ ,
the weights satisfy the relations





$R_{0}(u) \equiv R_{0}(u;\epsilon, t)=z^{(r-))/2r}‘\frac{g(z^{-1})}{J(z)}$ (2.6)
makae the partition function per site equal to 1.
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$n_{\mathit{1}\mathrm{V}+1 ,r\iota_{N}’}’|u]\cdots W[_{f\iota_{2}}^{n_{3}}$ $7\iota_{2}’n_{81u]}’W[_{n_{1}}^{n_{2}}$ $n_{1}n_{21u]}’$, $(‘ 2.7)$
and the transfer lnatrix
$T(u)_{n_{1}^{\mathrm{t}}}n’:::_{n_{N}^{N}}=L(n’\mathrm{u})_{n_{1}^{1}}n’::_{n_{N}^{N}n_{1}^{1}}.n’n’$. (2.8)
The transfer matrices form a commuting family,
$T\langle u_{1})T(u_{2})=T(u_{2})T(u_{1})$ ,
and $T(\mathrm{O})$ is again the shifl operator.
Now we formulate Baxter’s fundamental statement about the relation between two models [9]. There




for arbitrary $u_{0}$ . This relation is referred to as the vertex-face correspondence. Explicitly, these intertwining
functions have the form
$t_{+}(u)_{n}^{n’}=(-1)^{(n-\delta)(n’-n-1)/2}e^{\mathrm{i}\pi/4}f(u) \theta_{3}(\frac{(n’-n)u+n’}{2r}$ ; $\mathrm{i}\frac{\pi}{2\epsilon r})$ ,
(2.10)
$t_{-}(u)_{r\iota}^{n’}=-(-1)^{(n-\delta)(n’-n*1)/2}e^{-\mathrm{i}\pi/4}f(u) \theta_{4}(\frac{(n’-n)u+n’}{2\mathrm{r}}$ ; $\mathrm{i}\frac{\pi}{2\epsilon r})$ .
Here $f(u)$ is an arbitrary function and 6 is the shift discussed above.
To understand better the fundamental identity (2.9), let us represent it graphically. Introduce the





With this notation t,he vertex-face correspondence looks like ( $u_{0}$ line is not $\mathrm{d}\mathrm{e}\mathrm{p}\mathrm{i}c,\mathrm{t}\mathrm{e}\Lambda$)
Note that this relation looks like the Yang-Baxter equation of mixed vertex-face type!
This means that if we take a square finite SOS lattice with open boundaries and attach intertwining
functions to their left and lower boundaries sunmiing over necessary boundary variables $r\iota$ , we can push the
intertwining functions up and right using the vertex-face correspondence and obtain a square lattice of the
eight-vertex model with the intertwining funct,ions attached to the right and upper boundaries. In physics we
usually expect that the contribution of boundarics to thc partition function is ncglectable in a large system.
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It means that the large volume limit of the partition functions per site of the eight-vertex model and of the
SOS ntodel coiiicide.
Moreover, it can be rigorously dcrivcd that the spectra of eigenvalues of the transfer matrices of thc





$=t_{\epsilon_{\backslash }}.\cdot(-u_{0})_{n_{N}^{N-1}}^{n}\ldots t_{\epsilon_{2}}(-u_{0})_{n_{\theta}^{2}}^{n}t_{\epsilon_{1}}(-u_{0})_{n_{2}}^{n_{1}}$ (2.11)
$\epsilon_{23_{n_{1}}^{n_{2}}}\epsilon_{1}n_{3}$
and the transfer matrix typc opcrator
$\tau(u_{0})_{e_{1}\epsilon_{N}}^{n_{1}.\cdot.\cdot.\cdot n_{N}}=\lambda\{u_{0})_{e_{1}e_{N}}^{n_{1}.\cdot.\cdot.\cdot n_{N}n_{1}}$ .
Then
$\sum_{n*\cdots n_{N-1}}L(u)_{n_{1}^{1}}:.\sim_{n_{\mathrm{N}+1}}\lambda(n’,n_{N+1}’u_{0})^{n_{1}\ldots n_{N+t_{1}(u-u_{0})_{n_{1}’}^{n_{1}}}}‘=\sum_{n}\lambda(u_{0})^{n_{1}’\ldots n_{N+1}’}t_{1}(u-u_{0})_{n^{N+1}}^{n’}L_{1}(u)$
$\sum_{\epsilon}t_{e}(u)_{n’}^{n}t_{\epsilon}.(u)_{n}^{n’’}=\delta_{n’n’’}$ or $\sum_{\hslash’}t_{e}^{*},(u)_{n}^{n’}t_{e}(u)_{n’}^{\mathfrak{n}}=\delta_{ee’}$ .
or. graphically,
$t:(u-u_{0})_{n}^{n’}=$ $n’n—-\perp_{\mathrm{I}}^{\mathit{6}}arrow u_{0}u\dagger$ $nll’,,$ $\mathrm{I}_{t^{*n}}^{tn}$
‘
$=\delta_{n’n’’}$ , $\sum_{n’}(n^{\prime+_{\epsilon}^{\mathrm{g}’}}n)$ $=\delta_{e}.’$ .
Attaching these $\ell*$ functions to the upper boundary and imposing the cyclic boundary condition we obtain
$r(1l_{0})T_{8\mathrm{v}}(u)=T_{\mathrm{S}\mathrm{O}\mathrm{S}}(\tau\iota)\tau(’ p_{0})$ , (2.13)
where $’\tau_{8\mathrm{v}}$ and $\prime \mathit{1}_{\acute{\mathrm{S}}}$os $(u)$ are transfer matrices of the eight-vertex and SOS models respectively. Note that this
equation has been obtained in the full analogy to the derivation of commutativity of transfer matrices.











It means that $|\Lambda\rangle_{8\mathrm{v}}=\tau^{*}(u_{0})|\Lambda\rangle_{\mathrm{S}\mathrm{O}\mathrm{S}}$ is an eigenvector of the operator $T_{8\mathrm{v}}(u)$ with the same eigenvalue
function A(u). It proves that the spectra of both models coincide.
To conclude, let us say something about the ground statcs in this thcory. We shall consider the SOS
model in the so called regime III region:
$\epsilon>0$ , $r\geq 1$ , $0<u<1$ .
In t,his region the ground states ( $\mathrm{t}_{1}\mathrm{h}\mathrm{e}$ states of maximal we.ight) are numerated by $m\in 7/_{l}+\delta$ and $m’=m\pm 1$ ,




The conclusion is the following. There is a highly nonlocal transformation that relates the eight-vertex
model to anothcr model, the solid-on-solid $\mathrm{o}\mathrm{n}\mathrm{c}$ , which can be treatcd by mcans of the Bethe ansatz approach.
Though this relation is not a direct one-to-one correspondence between configurations, it is nevertheless a
‘detailed’ correspondence that makes it possible to express any expectation value of the eight-vertex model
to an expectation value defined in terms of the SOS model. We discuss this point in the Lecture 4.
3 Corner transfer matrices and vertex operators
Consider the eight-vcrtcx model on a large but finitc lattice with fixed boundary condition. Set the spcctral
parameter on the horizontal lines to be equal to $0$ , while on the vertical lines to be equal to $u$ always except
$k$ neighboring lines, where it will be equal to $u_{1}\ldots.,$ $\tau\ell_{k}$ . Let us partition the lattice into several pieces as
follows:
As it is shown in the picture au eacn oi vne $\kappa$ exceptlona\iota sines we uloeea $\mathrm{c}\mathrm{u}\mathfrak{r}$ rne bond in the very middle
and fix the variables $\epsilon_{1},$ $\epsilon_{1}’$. at the ends.
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The pieces $A(u)$ . $B(u),$ $C(u),$ $D(u)$ can be considered as matrices acting clockwise, e.g.
The matrices $A(u),$ $B(u),$ $C(u),$ $D(u)$ are called corner transfer matrices.
The pieces $\Phi_{\epsilon_{j}}(u_{i}\rangle$ arc $\Phi_{e}^{+},$ $(u_{1})$ act as matrices in thc lcft-to-right and $\mathrm{r}\mathrm{i}\mathrm{g}\mathrm{h}\mathrm{t}- \mathrm{t}\infty \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t}$directions respectively.
They are called half tmnsfer matnces and (because of some properties in the infinite volume limit) vertex
$Oj)emtor\cdot\alpha$ .
We have to specify the boundary conditions at the outcr boundary. We shall fix the spins at the boundary
so as if they belong to one of the ground states described in the first lecture. We shall denote the boundary
condition bv the superscript (i) $(i\in \mathbb{Z}_{2})$ . if $\hat{\mathrm{c}}_{1}=(-1)$ : in the corresponding ground state. To avoid multiple
usage of this superscript at any corner transfer matrix and vertex operator like $A^{(i)},$ $B^{(:)},$ $C^{(i+n)},$ $D^{(*+n)}$ ,
$\Phi_{e_{j}}^{(1+j,*+j-1)}\langle u_{j}$ ), we shall put it at the trace signs below.
Let $Z^{(i)^{e.s}}\epsilon:|_{s_{*}^{k}}’$, be the partition function of the lattice with the given boundary conditions and fixed
variables at the upper and lower banks of the cut. Let $Z^{()}’= \sum_{\vee 1},\ldots\epsilon_{k}e_{1}:Z^{(\cdot)e_{1}e_{k}}::**$ bc the partition functions of
the lattice $\tau\backslash ’\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{o}\mathrm{u}\mathrm{t}$ the cut. Now consider the ratio $P^{(i)^{\epsilon_{1}}},|\epsilon_{1}||_{\epsilon_{k}^{k}}^{*},=Z^{(i)\epsilon_{1}},|\mathcal{E}_{1}||_{\epsilon_{n}}^{e_{k}},/Z^{(j)}$. In particular, $P^{(i)\epsilon_{1}}e_{1}:::_{*}‘$ : is
the probability that the configuration of spins on thc bonds in the middle of the exceptional lines is $\epsilon_{1}\ldots.,$ $\epsilon_{k}$ .
These quantities are basic for calculation of local correlation functions. For example, let us calculate the
average $\langle\epsilon_{1}\epsilon_{2}\rangle\equiv\langle\sigma_{1}^{z}\sigma_{2}^{z}\rangle$ of the product of two neighboring spins on the lattice without any cut. It is given
by
$\langle\sigma_{1}^{z}\sigma_{2}^{z}\rangle^{(i)}=P^{(1)++}.+++P^{(j)}---P^{(j)+}=+-P^{(i)}=_{+}^{+}$ .
Other local correlation functions are expressed similarly.
From the partition of the lattice dcscribcd above it is easy to obtain
$P^{(i)e_{1}},| \epsilon_{1}|_{e_{n}}^{e_{k}},’=\frac{1}{Z^{(:)}}\mathrm{T}\mathrm{r}^{(:)}(\Phi_{\epsilon_{1}}^{+},(u_{1})\ldots\Phi_{\iota_{\backslash }}^{+},(u_{k})C(u)D(u)\Phi_{\epsilon_{k}}(u_{k}\rangle\ldots\Phi_{\iota_{1}}(u_{1})A(u)B(u))$ . (3.1)
Surely, we have not yet approached the exact solution to the problem. Nevertheless, in the large volume
limit the objects defined above get remarkable properties.
First of all. not all of these objects are indcpcndcnt. From the crossing symmetry it is casy to find that
$C(u)=QA(u)Q$ , $B(u)=QD(u)Q=A(1-u)Q$ , $\Phi_{e}^{+}(u)=Q\Phi_{e}(u)Q$ , (3.2)
where $Q=\sigma^{x}\otimes\sigma^{x}\otimes\ldots$ is the operator that flips all spins.
Baxter observed [10] that in the large volunie $1\mathrm{i}_{1}\mathrm{n}\mathrm{i}\mathrm{t}$
$A(u)=F(u)e^{-\epsilon uH}$
with some scalar (not operator) function $\Gamma^{l}(u)$ and some constant operator $H$ with the discrete spectrum
$\{0,1,2, \ldots\}$ .
Let us sketch Baxter’s argumentation. Consider thc product $A(u)B(u-v)$ . On the infinite lattice this
product. considered as a vector, must be an eigenvector corresponding to the largest eigenvalue of the transfer
$\downarrow \mathrm{I}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{x}$ of an inhomogeneous model. Hence, the product $A(u)A(1+v-u)$ as a function of $u$ is a constant
operator times a scalar function. As $A(\mathrm{O})=1$ , we have the equation






Solving this differential equation we obtain
$\Lambda(u)=F_{1}(u)e^{F_{2}(u)A’(0)}$ ,
with some functions $F_{1}(u),$ $F_{2}(u))$ such that
$F_{1}(0)=\rceil$ , $F_{\wedge},(0)=0$ , $F_{2}’(0)=1$ .
Substituting this solution back into the difference equation (3.4), we obtain that $F_{2}(u)=u$ . We obtain
$A(u)=F_{1}(u)e^{uA’(0)}$ . (3.5)
From the deflnition of the model we know that the Boltzmann weight without the function $\rho(u)$ are doubly
periodic. They are unchanged after the substitutions $uarrow u+2r$ and $uarrow u+2\mathrm{i}\pi/\epsilon$ . The function $\rho(u)$ written
out in the first lecture do not respec $t$ the firs$t$ periodicity and respects the second. This is very important.
The function $\rho(u)$ can be obtained directly from the Bethe ansatz, i.e. from first principles. Moreover, it
can be concludecl from Lhe Bethe ansatz solution that all physical quantities respect this second periodicity.
Thcrefore, impose this periodicity on the solution (3.5). We immediatcly obtain that the spectrum of $\sim 4’(u)$
is equidistant with the separation $\epsilon$ . This ‘proves‘ (on the physical level of rigorousness) the equation (3.3).
Frorii now $on$ we shall omit the factor $F(\tau‘)$ and write
$A(u)=e^{-\epsilon uH}=z^{H/2}$ . (3.6)






$\mathrm{T}1\downarrow \mathrm{e}$ first $\alpha_{1}\mathfrak{l}1\mathrm{a}t\mathrm{i}o\mathrm{r}\iota$ is trivial. The second equat,ion cnn be proven as follows. Take the prod $\mathrm{t}\mathrm{l}\mathrm{c}\mathrm{t}_{}\Phi_{e}(v)A(\tau\ell)$
and, using the $\mathrm{Y}\mathrm{a}\mathrm{n}\mathrm{g}-\mathrm{B}\mathrm{a}\mathrm{Y}f\rho r\mathrm{m}\prime 1\mathrm{f}\mathrm{l}\mathrm{t}\mathrm{i}\mathrm{n}\mathrm{n}\cap 1\mathrm{l}\mathrm{Q}\mathrm{h}*\mathrm{h}\mathrm{a}1i\mathrm{n}\mathrm{e}\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{r}\cap \mathrm{n}A\mathrm{i}\mathfrak{n}\sigma \mathrm{t}_{\cap}\Phi_{-}i\mathrm{n}*\mathrm{h}\rho 1_{\theta}\mathrm{f}*$:
$arrow$
Any physicist knows $\mathrm{t}\mathrm{h}_{a\iota}\iota \mathrm{u}\mathrm{e}$ uuullury $\mathrm{L}1\cup\infty \mathrm{u}\mathrm{o}\mathrm{t}$ affect $\mathrm{e}\mathrm{m}\mathrm{c}\mathrm{u}\iota \mathrm{l}\mathrm{a}\mathrm{l}\iota y\iota \mathrm{u}\epsilon\cup \mathrm{u}\mathrm{l}\mathrm{R}$ . $i\mathrm{J}\backslash []$ let us forget completely
about the skew line on the right picture. Its only efiect is the boundary condition. The lower horizontal line
is just the operator $\Phi_{e}(u-v)$ .
The derivation of $\mathrm{t}\mathrm{h}^{\rho}$ last lina is Rimilar $\mathrm{f}’\cap \mathrm{n}\mathrm{s}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{r}$ the product in the r.h.s. and push the $R$ matrix upside:
$arrow$
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Now the $R$ matrix at the infinity‘ can be erased and we obtain the third equation.
From $\mathrm{t}$ hese equat ions we derive that
$\Phi_{\epsilon}^{+}(u_{j})C(u)D(u)=Q\Phi_{-\epsilon}(u_{j})e^{-2\epsilon H}=Qe^{-2\epsilon H}\Phi_{-e}(u_{j}-1)=C(u)D(u)\Phi_{-\epsilon}(u_{j}-1)$ .
Let us introducc thc notation
$\Phi_{\epsilon}^{*}(u)=\Phi_{-\zeta}(u-\perp)$ . (3.8)
Then
$\Phi_{\epsilon}^{+}(u_{\mathrm{j}}\rangle$ $C(u)D(u)=C(u)D(u)\Phi_{e}(u_{j})$ . (3.9)
It means that we can move the product $C(u)D(u)$ to the left simultaneously replacing $\Phi_{\epsilon}^{+}(u_{j})$ by $\Phi_{e}^{l}(u_{j})$ .
From the $\mathrm{f}u_{d}t$ t,hat $\sum_{\epsilon}\Phi_{\epsilon}(u)\otimes(\Phi_{t}^{+}(u))^{t}$ is $\mathrm{j}\mathrm{u}s\mathrm{t}$ the transfer rnatrix on tlte infinite $\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{i}\zeta \mathrm{a}\mathrm{e}$ with the largest
eigenvalue 1 we conclude that
$\sum_{e}\Phi_{\epsilon}^{*}(u\rangle\Phi_{\epsilon}(u)=1. \Phi_{\epsilon}(u)\Phi_{e}^{\mathrm{r}},(u)=\delta_{\epsilon\epsilon’}$
. (3.10)
Now consider the product of the product of thc corner transfer matrices. It is easy to find from (3.6)
that
$A(u)\theta(u)C,(u)O(\mathrm{z}\iota)=e^{-4rH}=x^{2H}$. (3.11)
We can also specify what we mean under $\mathrm{T}\mathrm{r}^{(:)}$ in the infinite volunie limit. Consider the consequences of
spin vari ables $\epsilon(1),$ $\epsilon\{2$), $\ldots$ that stabilize t,o $\epsilon(n)=(-):+n$ . The space of such patias will be denotecl by $\mathcal{H}^{(:)}$ .
Then $\mathrm{T}\mathrm{r}^{(i)}=\mathrm{T}\mathrm{r}_{\mathcal{H}(\cdot)}$ .
Substituting (3.9) and (3.11) to (3.1) we obtain
$P^{\langle\dot{\iota})e_{1}}e_{1}’|||_{p}^{e\iota},$. $= \frac{1}{x^{(j)}}$ Tr$\mathcal{H}^{(:)}(\Phi_{\mathrm{s}_{1}},(u_{1})\ldots\Phi_{e},,$ $(?\iota_{k})\Phi_{\epsilon_{k}}(n_{k})\ldots\Phi_{\epsilon_{1}}(1l_{1})x^{2H})$. (3.12)
with
$\chi^{(\dot{\iota})}=\prime \mathrm{n}_{\mathcal{H}^{(\cdot)X^{2H}}}$ , (3.13)
It was shown [12], that
$\mathrm{T}\mathrm{r}_{\mathcal{H}^{(’)}}q^{H}=\frac{1}{(q;q^{2})_{\omega}}$ .
This result was proven in the limit $xarrow \mathrm{O},$ $rarrow\infty$ , but, since degeneracy cannot change continuously, it
holds in the whole $\mathrm{A}\mathrm{F}_{1}$ phase.
Generally, we can consider the trace functions
$F_{e}^{(\dot{\mathrm{i}}^{)}..e_{h}\mathrm{t}u_{1},\ldots,u_{k})}.= \frac{1}{\chi^{\langle j)}}\mathrm{R}_{\mathcal{H}1,)}(\Phi_{e_{\mathrm{k}}}(u_{k})\ldots\Phi_{c_{1}}(u_{1})x^{2H})$. (3.14)
Evidently,
$P^{(|)es*}.,‘||.‘’=F_{e}^{(\mathrm{i}^{)}\ldots\epsilon,-e_{;}’\ldots.,-e_{1}’}e_{1}.\cdot,\prime k(u_{1}, \ldots, u_{k}, u_{k}-1, \ldots, u_{1}-1)$ .
$\prime 1^{\backslash }\mathrm{h}\mathrm{e}$ functions $F^{(j)}(u_{1}, \ldots, u_{k})$ satisfy a number of diffcrcncc cquations, that follow from the properties of
the corner transfer matrices and vertex operators:
$F_{e_{1}\ldots e_{k}}^{(i)}(u_{1}+v_{:}\ldots, u_{k}+v)=F_{1}^{(j)}.\ldots(e_{k}u_{1}, \ldots, u_{\mathrm{k}})$ , (3.15)
$F_{*_{12\cdots\cdot k}}^{(i)}.(u_{1}+2\mathrm{i}\pi/\epsilon, u_{2}, \ldots, u_{k})=F_{\epsilon_{1}e_{2}\ldots e_{\mathrm{k}}}^{\langle i_{\grave{J}}}\langle u_{1}.u_{2},$
$\ldots,$
$u_{k}$ ). (3.16)
$F_{e_{1}e_{2}\ldots e_{k}}^{(:)}(u_{1}, u_{2}\ldots., u_{k})=F_{\epsilon_{2}..\epsilon*\epsilon_{1}}^{(j+.1)}\{u_{2},$
$\ldots,$
$u_{k},$ $u_{1}-2$), (3.17)
$\sum_{e}F_{1,\ldots,k,e.-\epsilon}^{(\mathrm{i})}\overline{.}‘(u_{1}, \ldots, u_{k}, u, u-1)=F_{\epsilon}^{(\dot{\mathrm{i}}^{)}..e_{k}}.(u_{1)}\ldots, u_{k})$, (3.18)
$F^{(*:)}’\cdot\cdot.ji;+1\cdots$
$(..., u_{j}, u_{j+\iota}, \ldots)=\sum_{e_{\mathrm{j}}’e_{\mathrm{j}+1}’}R(u_{j+1}-u_{j})_{ee\iota}^{\epsilon_{\mathrm{j}}’\epsilon_{j+1}’}\mathrm{j}\mathrm{j}+F^{(\dot{\mathrm{s}})}\ldots(\epsilon’;+1t_{j}’\ldots\cdots, \mathrm{u}_{j+1},u_{\mathrm{j}}, \ldots)$
. (3.19)
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In principle, it is possible to find the functions $F$ and probabilities $P$ by solving these equations under some
analyticity conditions. In $\mathrm{I}$) $\mathrm{r}\mathrm{a}(:\mathrm{t}\mathrm{i}\mathrm{t}j\mathrm{e}$ , the case $n=2$ in $F$ only $\mathrm{a}\kappa 1\iota \mathrm{I}\downarrow \mathrm{i}\mathrm{l}\mathrm{s}$ a direct soltition. In Itiore general case
we need some additional idcas to solvc thc cquations.
Consider now the SOS model. The necessary partition of $t$he lattice looks like:
Here we introduce the corner transfer matrices $A_{mn}(u),$ $\ldots,$ $D_{mn}(u)$ , which depend on the ‘central site’
variable $n$ and the boundary condition $(m, m+1)$ or $(m+1, m)$ depending on the parity of $n-m_{i}$ and the
vertex operators $\Phi(u_{j})_{n_{j-1}^{j}}^{n}$ and $\Phi^{+}(u_{j})_{n_{j}^{j^{-\mathrm{t}}}}^{n’}j$ which depend on the variables at their feet.
In the same way as for the eigh$t$-vertex model one can write tlle quantities
$P_{m}(n_{n_{1}^{\prime:::_{n_{k-1}’}^{n_{k-1}}}}^{n_{1}}n’)= \frac{1}{Z_{m}}\mathrm{T}\mathrm{r}(\Phi^{+}(u_{1})_{n}^{n_{\ddagger}}\ldots\Phi^{+}(u_{k})_{r\iota’}^{n_{k-1}’}C_{mn},(\tau\ell)D_{mn}(u)$
$\mathrm{x}\Phi(u_{k})_{n_{k-1}}^{n’}\ldots\Phi(u_{1})_{n^{1}}^{n}A_{mn}(u)B_{mn}(u))$ . (3.20)
In particular, for $n_{j}’=n:(i=1, \ldots, k-1)$ they are the multipoint local height probabililies, which describe
the probabilities of configurations along a finite line on the lattice.
In the infinite volume limit, we have up to a scalar $\mathrm{f}\mathrm{a}\mathrm{c}to\mathrm{r}$
$A_{mn}(u)=e^{-l\mathrm{c}uH_{nn}}$ . (3.21)
The product of the corner transfer matrices is given by
$A_{mn}(u)B_{mn}(u)C_{mn}(u)D_{mn}(u)=[n]x^{4H_{nn}}$ . (3.22)
The additional factor 2 before the corner Hamiltonian in comparison with the eight-vertex model is related
to the (quasi)periodicity of all quantities with the period $\mathrm{i}\pi/\epsilon$ instead of $2\pi \mathrm{i}/\epsilon$ , while the factor $[n]$ in the
product is related to the similar factors in the crossing property.
Another important property is
$\Phi^{+}(u)_{n}^{n’}C_{mn}(v)D_{mn}(t))=C_{mn’}(v)D_{mn’}\langle v$) $\Phi\cdot(u)_{n}^{n’}$ , (3.23)
where
$\Phi^{*}(u)_{\mathfrak{n}}^{\mathfrak{n}’}=[n]\Phi(u-1)_{n}^{n’}$ . $\sum_{n},$ $\Phi^{*}(u)_{n}^{n},\Phi(u)_{n}^{n’}=1$ , $\Phi(u)_{n’}^{n’},\Phi^{\mathrm{r}}(u)_{n}^{n’’}=\delta_{n}^{n’}$ . (3.24)
The basic commutation relations look like
$\Phi\langle u)_{n}^{n’}x^{2vH_{\mathrm{n}*}}=x^{2vH_{nn’}}\Phi(u-v)_{n}^{n’}$ , (3.25)
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$\Phi(u_{1})_{s}^{n’}\Phi(u_{2})_{n}^{s}=\sum_{s’}W[_{\mathit{8}}^{n}$ $r\iota s’,|u_{1}-u_{2}]\Phi(u_{2})_{s’}^{n’}\Phi(u_{1})_{n}^{\iota’}$ . (3.26)
In the infinite volume limit define the trace functions
$F_{nnn_{k}}^{m}‘..( \uparrow 1_{1}, \ldots.\uparrow\iota_{k})=\frac{[n]}{\chi.,\iota}\mathrm{T}\mathrm{r}_{\mathcal{H}_{m}}.(\Phi(1\iota_{k})_{n_{k}}‘\ldots\Phi(?l_{2})_{n_{1}^{2}}^{n}\Phi(u_{1})_{n}^{rs_{1}}x^{4H_{n*)}}$ (3.27)
with
$\chi_{m}=\sum_{n}[r\iota]\chi_{mn}$ , $\chi_{mn}=\mathrm{T}\mathrm{r}_{7t_{n\hslash}}x^{4H_{mn}}$ . (3.28)
Here $\mathcal{H}_{mn}$ is the space of paths $n\{0$) $=n,$ $n(1),$ $n(2))\ldots$ that stabilize to the sequence. .., $m,$ $m+1,$ $m,$ $m+$
$1,$





Notice an important property of $\chi_{mn}$ :
$\sum_{n\epsilon 2\mathrm{Z}+m+i}[n]\chi_{mn}=[m]’\chi^{(:)}$
, $[u]’=[u]|_{rarrow t-1}$ . (3.29)
From the properties (3.22) and (3.23) we, obtain
$P_{m}(n_{n_{1}}^{n_{1}n_{k1}},:::_{n_{k}’}=_{1}n^{l})=F_{nn_{1}\ldots n*-\iota n’n_{*-\iota}’\ldots n_{1}’}^{m}(u_{1}, \ldots, u_{k}, u_{k}-1, \ldots, u_{1}-1)[n’]\prod_{j=1}^{k-1}[n_{k}’]$.
Using the commutation relations (3.25), (3.26) we obtain
$F_{nn_{1}\ldots n_{k-1}}^{m}$ $(u_{1}+v, \ldots : u_{k}+v)=F_{nn_{1}\ldots n_{k-1}}^{m}(u_{1:}\ldots, u_{k})$ , (3.30)
$F_{nn_{1}n_{\mathrm{J}}\ldots n_{k-}}^{m}‘(u_{1}+\mathrm{i}\pi/\mathfrak{c}, u_{2}, \ldots, u_{k})=-c^{i\pi(n_{1}^{2}-n^{2})/2r}t_{nnn_{2}\ldots nk}^{\prime m}‘(u_{1}.u_{2}, \ldots, u_{k})$ , (3.31)
$F_{nn_{1}n_{2}\ldots n_{k}}^{m}(u_{?\mathrm{J}}, u_{2}, \ldots, u_{k})=\frac{[n]}{[n_{1}]}F_{n_{1}n_{2},..n_{k}n}^{m}(u_{2}, \ldots, \mathrm{t}I_{k}, u_{1})_{:}$ (3.32)
$\sum_{n},$
$[n’]F_{nn_{1}\ldots n_{k-1}nn}^{m},\langle u_{1}\ldots.,$ $u_{k},$ $u,$ $u-1$ ) $=F_{nn_{1}\ldots n_{k_{1}}}^{m}(u_{1}, \ldots, u_{k})$ . (3.33)
$F^{m}\ldots n\iota-\mathrm{t}^{\hslash}knk+’\cdots$ $(... , u_{k}., u_{k+1}, \ldots)=\sum_{n_{k}’}W[_{n_{k}}^{n_{k-1}}$ $n_{k+1}n_{k}’|u_{k+1}-u_{k]\ldots n_{k-1}n_{k}’n_{k+1}}F^{m}\ldots(\ldots, u_{k+1:}u_{k}, \ldots)$ .
(3.34)
The problem of solving these equations in the SOS model will be discussed in the next lecture. The respective
problem for the eigh$t$-vertex model is inore difficul $t\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}$ will be $t$he topic of the last lec $t\mathrm{u}\mathrm{r}\mathrm{e}$ .
4 Free fleld representation: SOS model
The $\mathrm{b}\mathrm{o}\mathrm{s}\mathrm{o}\mathrm{t}\mathrm{l}\mathrm{i}’\ell$ation or free field representation appeared in conforinal fie.ld theory in the works by Feigin and
Fuchs [14] and by Dotsenko and Fateev $[1_{\delta}^{\ulcorner}]$ in 1983. It is no use to rccall these papers for our purposes. ’i’he
most important outcome of these papers for us is that some linear equations can be solved by representing
the $\mathrm{s}\mathrm{o}\mathrm{t}_{1},\mathrm{t}_{t}\mathrm{i}\mathrm{o}\mathrm{n}$ in terrris of $\mathrm{e}\mathrm{x}\iota$) $\mathrm{e}\mathrm{c}\mathrm{t}_{}\mathrm{a}1,\mathrm{i}\mathrm{o}\mathrm{n}$ values of’ sorne quantum operators. The trace form of the functions
we want to obtain prompt us that it must be a thermal average. If the Hamiltonian $H$ is quadratic in the
bosonic field and the operators $\Phi(’u)_{n}^{n’}$ is expressed as exponentials of this field, the problem will be solvable.
Let me first formally introduce thc construction by Lukyanov and Pugai [16] and then to explain how it
can be obtained.
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Consider a Heisenberg algebra of operators $a_{k}(k\in \mathbb{Z}\backslash \{0\})$ and a pair of ‘zero-mode‘ operators $\mathcal{P}$ and
$Q$ with the cornrnutation relations
$[P, Q]=-\mathrm{i}_{:}$ $[a_{k}, a_{l}]=k \frac{\mathbb{I}k\mathrm{I}_{x}\mathbb{I}(r-1)k]_{x}}{\mathbb{I}^{2k}\mathrm{I}_{\tau}\mathrm{I}^{rk}\mathrm{I}_{x}}\delta_{k+l,0}$ with [$u \mathrm{J}_{x}=\frac{x^{u}-x^{-u}}{x-x^{-1}}$ . (4.1)
The $‘ q$-number’ [$u\mathrm{I}\iota$ hcrc should not be confuscd with the ‘elliptic $q$-numbers’ $[u]_{i}(i=1, \ldots, 4)$ . It is also
useful to introduce the operators
$\tilde{a}_{k}=\frac{\mathrm{I}^{rk}\mathrm{I}_{r}}{[(r-1)k\mathrm{J}_{r}}a_{k}$. (4.2)
The normal ordering operation :...: places IP to the right of $Q$ and $a_{k}$ with positive $k$ to the right of $a_{-k}$ . It
will be convenient to assign
$\alpha_{+}=\sqrt{a_{+}}=\sqrt{\frac{r}{r-1}}$, $\alpha_{-}=-\sqrt{a_{-}}=-\sqrt{\frac{1-1}{r}}$ . $2\alpha_{0}=\alpha_{+}+\alpha_{-=\frac{1}{\sqrt{\mathrm{r}(r-1)}}}$. (4.3)
Now introduce thc fields
$\varphi(z)=\frac{\alpha_{-}}{\sqrt{2}}(Q-\mathrm{i}\mathcal{P}\log z)-\sum_{k\neq 0}\frac{\mathfrak{a}_{k}}{\mathrm{i}k}z^{-k}$
.
di $(z)= \frac{\alpha_{+}}{\sqrt{2}}\langle Q-\mathrm{i}\mathcal{P}\log z)+\sum_{k\neq 0}\frac{\tilde{a}_{k}}{\mathrm{i}k}z^{-k}$ .
(4.4)
These fields enter the exponential operators
$V(u)=z^{(t-1)/4t}:e^{\mathrm{i}\varphi(z)}:$ , $\overline{V}(u)=z^{(r-1)/f}:e^{-\mathrm{i}\varphi(x^{-1}z)-\mathrm{i}\varphi(xz)}:$ ,
(4.5)
$\tilde{V}(u)=z^{r/4(r-1)}:e^{\mathrm{i}\overline{\varphi}(z)}$ : $V(u)=z:e^{-\mathrm{i}}:\simeq f/(r-1)\{\tilde{\rho}(\mathrm{r}^{-1}z)-\mathrm{i}\tilde{\varphi}(x\mathrm{z})$ ,





The constants $\eta,$ $\eta’$ will be fixed as
$\eta^{-1}=\mathrm{i}[1]x^{\mathrm{L}^{-}}’ r\lrcorner.\frac{(x^{2};x^{2\mathrm{r}})_{\infty}}{(x^{2r-2};x^{2r})_{\alpha)}}.\frac{(x^{6};x^{4},x^{2r})_{\infty}(x^{2r+2};x^{4},x^{2r})_{\infty}}{(x^{4};x^{4},x^{\mathit{1}r})_{\infty}\langle x^{2r+4};x^{4}x^{2r})_{\infty}1}$ ,
(4.7)
$\eta^{\prime-1}=-\frac{2\epsilon}{\pi}[1]’x^{-\frac{r}{2(r-1)}}\frac{(x^{\mathrm{o}_{r-2}}\sim;x^{2r-2})_{\infty}^{2}}{(x^{2r};x^{2r-2})_{\infty}^{2}},’\frac{(x^{4.4r-2}x,x^{\sim})_{\infty}(x^{2r+2};x^{4},x^{2r-2})_{\infty}}{(x^{2};x^{4},x^{2r-2})_{\infty}(x^{2r+4};x^{4},x^{2r-2})_{\infty}}$ .
Now let us fix the contours. Let $C^{-},$‘ and $C_{1l}^{+}$ go from $u- \frac{:\pi}{2\epsilon}$ to $u+ \frac{\mathrm{i}\pi}{2\epsilon}$ to the left and to the right of $u$
respect,ively.
(We assume that the contours $C_{u}^{\pm}$ go to the left of all poles in the ‘main rectangle’ related to the operators
that are to the right of the screening operator and to the right of all poles related to the operators placed
to the left of the screening operators. The ‘main rectangle’ is understood as a rectanglc with sides $r$ along
the real axis and $\frac{\pi}{\epsilon}$ along the imaginary axis that contains all points $u:,$ $v_{j}$ etc. It is well defined for large
enough $r$ and for points $u:,$ $v:,\ldots$ close enough to each other. In the general case the operator products are
considered as analytic continuation from this region.)
Then
$X(u)=x(u, C_{u+1/2}^{-})$ , $Y(u)=x(u-1, C_{u-1/2}^{+})$ ,
(4.8)
$\overline{X}\langle u)=\tilde{x}(u, C_{u-1/2}^{-})$ , $\tilde{Y}(u)=\overline{x}(u+1, C_{u+\iota/2}^{+})$ .
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These operators satisfy the equations
$Y(u)V(u)=V(u)X(u)$ , $\overline{Y}(u)\tilde{V}(u)=\tilde{V}(u)\tilde{X}(u)$ . (4.9)
Define the Foc.$\mathrm{k}$ spaces $\mathcal{F}_{mn}$ generated by the operat$o\mathrm{r}\mathrm{s}a_{-k}(k>0)$ from the highest weight vectors
$|P_{mn})$ such that
$a_{k}|P_{mn}\rangle=0$ $(k>0)$ , $\mathcal{P}|P_{mn}\rangle=P_{mn}|P_{mn}\rangle$ , $P_{mn}= \frac{1}{\sqrt{2}}(a_{+}rn+\alpha_{-}n)$ . (4.10)
There are strong evidences that $F_{mn}$ can be identified with $\mathcal{H}_{mn}$ for generic $f$ .





The corner Hamiltonian $H_{\iota},,,$‘ is the restriction $\mathrm{t},0\mathcal{F}_{mr\iota}$ of the operat$o\mathrm{r}$
$H= \frac{\mathcal{P}\vee}{2},+\sum_{k=1}^{\infty}\frac{\mathrm{I}2k\mathrm{Q}_{x}[rk]_{x}}{\mathbb{I}^{k}\ovalbox{\tt\small REJECT}_{x}\mathrm{I}(r-\iota)k]_{l}}a_{-k}a_{k}$ . (4.12)
Ooh! This is the end at last!
The operators $H$ and $\Phi(u)_{n}^{n’}$ satisfy the necessary algebra of commutation relations. Besides, the opera-
tors $\Psi^{*}(u)_{n}^{\mathrm{n}’}$ satisfy a similar algebra
$\Psi\cdot(u)_{m}^{m’}x^{2vII_{m\alpha}}=x^{2vtI_{n}}$‘ $\hslash\Psi^{*}(u-v)_{m}^{m’}$ , (4.13)
$\sum_{\iota’}$
rv $[_{S}^{rn’},$ $ms|u_{1}-u_{2}]\Psi^{\mathrm{s}}(u_{1}\rangle^{m’},,\Psi^{\mathrm{r}}(u_{2})_{m}^{\iota’}=\Psi^{*}(u_{2})_{l}^{m’}\Psi^{*}(u_{1})_{m}^{\delta}$ , (4.14)
$\Psi\langle u’)_{n^{l}}^{m’},,\Psi^{*}(u)_{m}^{m’’}=\frac{1}{\pi},\frac{\delta_{\pi\prime}^{m’}}{u-u}+O(1)$, $\Psi(u)_{m}^{m’}=\frac{1}{[m]’}\Psi\cdot\langle u-1)^{m_{l}’},,$ . (4.15)
Here
$\overline{W}[_{m_{1}}^{m_{4}}$ $m_{31u]}m_{2}=-W[_{m_{1}}^{m_{4}}$ $m_{31l]}m_{2}’|_{farrow r-1}$
The operators $\Phi(u)$ are called the type $I$ vertex operators, while $\Psi$“ $(u)$ are called the type II vertex operators.
Thc diffcrcncc bctwccn thaee operators is in their physical meaning. The type I operators are, as wc already
said: the half transfer matrices, while the type II vertex operators represent one-particle excitation states.
Both types of operators satisfy the relation
$\Phi(u_{1})_{n}^{n’}\Psi.(\mathrm{u}_{2})_{m}^{m’}=\tau(u_{1}-u_{2})\Psi^{*}(u_{2})_{m}^{m’}\Phi(u_{1})_{n}^{n’}$, $\tau(u)=\mathrm{i}\frac{\theta_{1}(\frac{1}{4}-^{\mathrm{u}}\mathit{2};^{\mathrm{i}\pi}2\epsilon)}{\theta_{1}(\frac{1}{4}+_{2}^{u};_{2e}^{\mathrm{i}\pi})}==$ . (4.16)
The function $\prod_{\mathrm{j}=1}^{l}\tau(u-v_{j})$ is the eigenvalue of the transfer matrix $T_{\mathrm{S}\mathrm{O}\mathrm{S}}(u)$ on the excited states of $l$
particles. The functions $\overline{W}[_{m_{1}}^{n\iota_{4}}$ $m_{31v_{1}-v_{2]}}m_{2}$ provide the scattering matrix of two excitations. A trace
function with a product of $\Psi(v)$ and V(v) inserted represents a matrix element of alocal operator described
by Qs instead of its vacuum cxpcctation valuc. Namcly,
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$\langle mm’\iota_{1}\cdot.\cdot.\cdot..,l’-m’1|\eta\prime’?J_{l}’,m’n_{\gamma\iota_{1}’}^{n_{1}n_{k1}}O($: : $:_{n_{k}},=_{1}n’)|^{mm_{1}...\cdot.m_{t-1}m’}lJ1,.,\uparrow jl\rangle$
$= \frac{1}{\chi_{m}}\mathrm{T}\mathrm{r}_{F_{m\hslash}}(\Psi(v_{1}’)_{m_{1}’}^{m}\ldots\Psi(v_{l}’,)_{r\iota’}^{rn_{\mathfrak{l}’-1}’},\Psi^{*}(v_{l})_{m_{1-1}}^{m’}\ldots\Psi^{\mathrm{r}}(v_{1})_{m^{1}}^{m}$
$\mathrm{x}\Phi^{*}(u_{1})_{n_{1}}^{n},\ldots\Phi^{*}(u_{k})_{n}^{n_{k-1}’},\Phi(u_{k})_{n_{k-1}}^{n’}\ldots\Phi(u_{1})_{n^{1}}^{n}x^{4H})$,
whcre $O(n_{n_{1}}^{n_{1}},$ : : $:_{r\iota_{k-1}}^{n_{k-1}},n’)$ is the opcrator corresponding to the picture in the last lecture. ’Ihe corresponding
vacuum expectation values are just the probabilities $P(^{n_{1}}n_{n_{1}},$ : : $:_{n_{k}}^{n_{k}},$ $=_{1}^{1}n’)$ .
Now let us make some comments on the construction. Derivation of the construction above starts from
the following observation. Consider first the commutation relation
$\Phi(u_{1})_{n+1}^{n+2}\Phi(u_{2})_{n}^{n+1}=W[_{||+1}^{n+2}$ $n+1n|u_{1}-u_{2}]\Phi(u_{2})_{n+1}^{n+2}\Phi(u_{1})_{n}^{n+\iota}$ .
Since
$W[_{n+1}^{n+2}$ $n+1n|u]=R_{0}(u)=z^{(\Gamma-1)/2r} \frac{g(z^{-1})}{g(z)}$ , $z=x^{2u}$ ,
we can rewrite it as
$(_{\sim 2}’/z_{1})^{(r-1)/4r}g^{-1}\langle z_{2}/z_{1})\Phi(u_{1})_{n+1}^{n+:}\Phi(u_{2})_{n}^{n+1}=(z_{1}/z_{2})^{(r-1)/4r}g^{-1}(z_{1}/z_{2}\rangle\Phi(u_{2})_{n+1}^{\iota+2}’\Phi\langle u_{1})_{n}^{n+1}$
This can be reproduced if $\Phi(n)_{n}^{n+1}\sim:r^{\mathfrak{i}\varphi(u)},$ : wit,h g(ti) has the form (4.4). The pairs $(a_{n}, a_{-n})$ are supposed
to form independent Heisenberg algebra, but the normalization from (4.1) is not supposed. It is known that
$:e^{\mathrm{i}p_{1}}::e^{\mathrm{i}\varphi_{2}}:=e^{-\{0|\varphi_{1}\varphi_{2}|0)}:e^{\mathrm{i}\varphi_{1}+\mathrm{i}’\rho_{d}}’$ :
where $\varphi_{1},$ $\varphi_{2}$ are any linear combinations of $\mathcal{P},$ $Q,$ $a_{k}$ . It means that if
$\langle 0|\varphi(u_{1})\varphi(u_{2})|0\rangle=-\log((z_{2}/z_{1})^{-(r-1)/4\prime}.g(_{\sim}^{\nu_{J}}.\sim/z_{1}))$,
we will be able to satisfy our equation.
Let us represent $\log g(z)$ in the form of a series in $z$ . Namely, use the identity
$1 \circ_{\mathrm{o}}^{\sigma}(z;p_{1},p_{2})_{\infty}=\sum_{n_{1},n_{l}=0}^{\infty}\log(1-^{\gamma}\sim p_{1}^{n_{1}}p_{2}^{n_{2}})=-\sum_{n_{1},n_{2}=0}^{\infty}\sum_{m=1}^{\infty}\frac{z^{m}p_{1}^{mn_{1}}p_{2}^{mn_{2}}}{\gamma\gamma/}=-\sum_{m=1}^{\infty}\frac{z^{m}}{(1-p_{1}^{m}\rangle(1-\gamma\prime^{m})?}$ .
Applying it to the definition of.$q(z)$ , we ob$t$ain
$\log j\mathrm{t}(z)=-\sum_{m=1}^{\infty}\frac{\{x^{2m}+x^{(2r+2)m}-x^{4m}-x^{2tm})z^{m}}{(1-x^{4m})\langle 1-x^{2rm})}$ .
This reproduces the normalizations in (4.1).
Obtaining Ilhe ot,her relations, e.g.
$\Phi(\tau\iota_{1})_{n-1}^{n}\Phi(u_{2})_{n}^{n-1}=(\mathrm{s}\mathrm{o}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{i}\mathrm{n}\mathrm{g})\mathrm{x}\Phi(u_{2})_{n-1}^{n}\Phi(u_{1})_{n}^{r\iota-1}+\{\mathrm{s}\mathrm{o}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{h}\mathrm{i}\mathrm{n}\mathrm{g})\mathrm{x}\Phi(u_{2})_{n+1}^{n}\Phi(u_{1})_{n}^{n+1}$
Without the second term it could bc rcproduccd by pure exponentials (but with a wrong coefficient!), but the
second term spoils everything. From conformal field theory it is known that such commutation relations can
by obtained by use of the $\theta C,\Gamma \mathrm{P}P,n$ ; opemtors, which are integral of exponentials. The particular form of the
screening operator (4.6) was guesscd after long attempts to use a simpler form without an elliptic function
of the zero mode operator. The normalization constant $\eta$ is extracted from the normalization property for
the vertex operators.
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The $\Psi$ operators appeared as a natural generalizations of some operators in the conformal field theory.
$\mathrm{T}1_{1}\mathrm{e}\mathrm{i}\mathrm{r}$ meaning as representatives of $\mathrm{e}\mathrm{x}\mathrm{c}\mathrm{i}\mathrm{t}|\mathrm{e}\mathrm{d}\mathrm{b}1$ ates was est, $\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{i}_{\mathrm{b}}1\iota \mathrm{e}\mathrm{d}$ by comparing $\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{l}\iota$ sirnilar construction
for the six-vertcx modcl by Jimbo and Miwa and with Lukyanov’s construction for form factors in quantum
field theory.
Sirnilar (1)$\mathrm{e}\mathrm{r}\mathrm{a}\downarrow|\mathrm{o}\mathrm{r}\mathrm{s}\Psi_{\epsilon}^{*}(u)$ must exist for $\mathrm{t}_{}11\mathrm{e}\mathrm{e}i\mathrm{g}1_{1}\uparrow\sim$ -vertex model. The $\mathrm{a}1_{\mathrm{o}}\sigma \mathrm{c}^{\mathrm{s}},\mathrm{t}$) $\mathrm{r}\mathrm{a}$ of these operators was
established by Foda, Iohara, Jimbo. Miwa, and Yan in 1994 in the study of the elliptic algebra $A_{q,p}(sl_{2})\wedge[17]$ .




$\Psi_{e}$ , $(u’) \Psi_{\epsilon_{2}}(u)=\frac{1}{\pi},\frac{\delta_{g_{1^{\zeta}J}}}{u-u}+O(1)$ , $\Psi_{e}(u)=\Psi_{-\epsilon}^{*}(u-1)$ . (4.19)
Here the $\tilde{R}(u)$ ritatrix is definecl by the weights
$\overline{a}(u)=-a(u)|_{rarrow r-1}$ , $\tilde{b}(u)=-b(u)|_{rarrow r-1}$ , $\tilde{c}(u)=-c(u)|_{rarrow r-1_{!}}$ $\tilde{d}(u)=d(u)|_{rarrow r-1}$ (4.20)
and provides the $S$ matrix of the eight-vertex model. This form of the. $S$ matrix was confirmed by Takebe
by means of the Bethe ansatz [18].
The function $\tau(u)$ here is the same function as in the similar commutation relation (4.16) for the SOS
model. It is not surprising, because we know that the spectra of transfer matrices of both models coincide.
How to calculate anything with these bosonic $\mathrm{f}\mathrm{i}\mathrm{e}\mathrm{l}\mathrm{d}_{\mathrm{S}}$? Denote by Tr. the trace over oscillator modes and
by $H^{*}$ the oscillator contribution to $H_{mn}$ . Besides, let
$\chi^{*}=\mathrm{T}\mathrm{r}_{*}(x^{4H}.)=\frac{1}{(x^{4};x^{4})_{\infty}}$.
Then, according to the Wick theorem,
$\mathrm{T}\mathrm{r}_{F_{m}}..([l^{r_{N(u_{N})\ldots U_{1}(u_{1}))}}=\langle P_{mn}|U_{N}^{0}(u_{N})\ldots U_{1}^{0}(u_{1})|P_{mn})\chi^{\iota}\prod_{:=1}^{N}c:\prod_{1<j}.q:\mathrm{j}(u_{*}-u_{j}\rangle$
with
$\log c_{i}=\frac{1}{\chi}*1^{\backslash }\ulcorner \mathrm{r}_{*}(\phi_{i}^{+}\langle 0)\phi_{j}^{-}(0)x^{4H}.)$,
1
$\log g_{ij}(u)=-\chi$. Tr. $(\phi_{j}(0)\phi_{j}(u)x^{4H}))$ $\varphi’,(u)=\phi_{i}^{+}(u)+\phi_{\dot{*}}^{-}\langle u)$.
The $\mathrm{c}:0\iota\iota \mathrm{s}\mathrm{I}\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{s}\mathrm{q}$ and functions $jt_{ij}$ are expressed in terms of t,he infinite products $(z_{:}p_{\rceil}, \ldots,p_{k})_{\alpha)}$ defined
above. Thc rcsulting form factors arc cxprcsscd in terms of integrations of the products of these functions.
We know the $\mathrm{v}\mathrm{e}\mathrm{r}t\mathrm{e}\mathrm{x}-\mathrm{f}\mathrm{a}\mathrm{c}\mathrm{e}$ correspondence for the weights. Is it possible to relate somehow the vertex
operator $\mathrm{a}[\mathrm{g}\mathrm{e}\mathrm{b}_{\Gamma \mathrm{a}6}?$ Surely, it $\mathrm{i}_{8_{)}}$ but we need again a kind of ‘physical reasoning’. You rerneniber the relation
$[m’] \mathrm{T}\mathrm{r}_{\mathcal{H}^{\langle j\rangle}}(x^{2H})=\sum_{n\in 2\mathrm{Z}+m+j}\mathrm{T}\mathrm{r}_{\mathcal{H}_{\hslash\hslash}},x^{4H_{m}}\cdot$
.
Analysis of the low temperature expansion really indicates the relation between $i\mathrm{t}\mathrm{h}$ ground state of the eight
vertex model and Lhe $n-rn=i$ (inod 2) ground states of the SOS model. So, suppose that there exist the
operators
$T(u_{0})_{mn}$ : $\mathcal{H}_{mn}arrow \mathcal{H}^{(\cdot)}$ , $T(u_{0})^{mn}$ : $\mathcal{H}^{(i)}arrow \mathcal{H}_{mn}$ . $i=n-m$ (mod 2), (4.21)
such that







The operators $T(u_{0})^{\mathrm{m}n}$ and $T(u_{0})_{mn}$ can be considered as a half of the $\tau(u_{0})$ transfer matrix and its
$‘ \mathrm{c},\mathrm{o}\mathrm{n}\mathrm{j}\mathrm{u}\mathrm{g}\mathrm{a}t\mathrm{e}’\tau$
‘
$(u_{0})$ in the inlinite volume liinit:
How the operators $T(u_{0})^{n_{l}}$ ancl 1 $(u_{0})_{mn}$ lntertwme the type 11 operators ( $\ln$ the spirit of this algebraic




where $\Delta u_{0}$ is some shift and $t_{\iota}(u)_{m}^{m’}\sim$ are intertwining functions after the substitution $rarrow\gamma-1$ and erasing
$e^{\pm \mathrm{i}\mathrm{r}/4}$ :
$t_{+}^{\sim}(u)_{n}^{n’}= \overline{f}(u)\theta_{3}(\frac{(n’-n)u+n’}{2r},$ ; $\mathrm{i}\frac{\pi}{2\epsilon r’})$ ,
(4.25)
$\overline{t}_{-}(u\rangle_{n}^{n’}=\overline{f}(u)\theta_{4}(\frac{(n’-n)u+n’}{2\prime},$ ; $\mathrm{i}\frac{\pi}{2\epsilon r’})$ , $r’=’\cdot-1$ .
The normalization conditions fix $t$he overall factors $f(u)$ and $\tilde{f}(u)$ to be solutions of the equations
$[u]’ \tilde{f}(u)\tilde{f}(u=1)=C’\equiv[u]f(u)f\{u1)=C\equiv\frac{[0]\frac{}{4},}{2\frac{\theta_{3}(0;\mathrm{i}\pi/2\epsilon r)\theta_{4}(0;\mathrm{i}\pi/2\epsilon r)[0]_{4}^{\prime 2}}{2\theta_{3}(0;\mathrm{i}\pi/2\epsilon\mu)\theta_{4}(0;\mathrm{i}\pi/2\epsilon r’)}},,$
.
The function $f(u)$ is not essential for the answers since the type I vertex operators $\Phi$ are always accompanied
by the ‘conjugates’ $\Phi\cdot$ . But the particular form of $\tilde{f}(u)$ is essential and will be fixed on the basis of the
bosonization procedure as well as the value of the shift $\Delta u_{0}$ .
Consider any form factor from the eight-vertex model
$\frac{1}{\chi^{(:)}}$ Tr$\mathcal{H}(\cdot)(\Phi_{e_{1}’}^{*}(u\downarrow)\ldots\Phi_{:_{k}}.,(u_{k})\Phi_{e_{\mathrm{t}}}(u_{k})\ldots\Phi_{,-\iota},(u_{1})\Psi_{\alpha’}^{\wedge}(v_{l})\ldots\Psi_{\alpha_{1}}^{*}(v_{1})x^{2H^{(\cdot\rangle}})$
We can represent the operator $x^{2H^{(\prime)}}$ according to (4.22) and push $T(u_{0})_{mn}$ to the left and $T(u_{0})^{mn}$ to the
right by use of t,he intertwining relations (4.23) and (4.24). We $\mathrm{o}\mathrm{b}\uparrow|\mathrm{a}\mathrm{i}\mathrm{n}$ an infinite liner combination of the
traces
$\frac{[n]}{[m’]\chi^{(i)}},\prime \mathrm{b}_{\ell_{n’}}$, . $(\Phi\cdot(u_{1})_{n_{1}}^{n},\ldots\Phi\cdot(u_{k})_{n}^{n_{\hslash-1}’},,\Phi(u_{k})_{n_{k-1}}^{n’’}\ldots\Phi(u_{1})_{n’}^{n_{1}}\Lambda(u_{0})_{mn}^{m’n’}\Psi(u\iota)_{m_{l-1}}^{m}\ldots\Psi(u_{1})_{m}^{m}\dagger x^{4H_{n’*\rangle}}$
with
$\Lambda(u_{0})_{mn}^{m’n’}=T(u_{0})^{m’n’}T(u_{0})_{mn}$ : $\mathcal{H}_{mn}arrow \mathcal{H}_{m’n^{l}}$ . (4.26)
All ingredients in this trace are known from the free field representation except the operators $\mathrm{A}(u_{0})_{mn}^{m’n’}$ . In
the next lecture we fix the bosonic form of these operators using the commutation relations of this operator
with the vertex operators.
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5 Free field representation: cight-vertex modcl via SOS model
At the end of the last lecture we introduced the operator $\Lambda(u_{0})^{m’n’},,,r\iota=T(u_{0})^{m’n’}T(u_{0})_{rr\iota},.$ . We said that, hav-
ing a bosonization of the SOS model. this operator is the only thing to be bosonizcd. To obtain bosonization
for the A operator le $t$ us consider its commutation relations with the vertex operators. From the commutation
relations of the operators $T(u_{0})^{mn}$ and $T(u_{0}),,,,l$ we find
$\Lambda(u_{0})_{m\wedge}^{m’n’}\Phi(u)_{n}^{s}=\sum_{t’}L[_{\delta}^{r\iota’}$ $s’n|u-u\mathrm{o}]\Phi(u)_{s’}^{n’}\Lambda(u_{0})_{mn}^{m’s’}$ , (5.1)
V $(u)^{m’}, \Lambda(u_{0})_{mn}^{\iota n’}=\sum_{*},$ $\Lambda(u_{0})_{s’ n}^{m’n’}\Psi^{*}(u)_{m}^{s’}\overline{L}[_{R}^{m’},$ $ms|u-u_{0}-\Delta u_{0}]$ , (5.2)
where
$L[_{n_{1}}^{n_{4}}$ $n_{31u]}n_{2}= \sum‘ t_{\epsilon}^{l}(u)_{n_{1}^{J}}^{n}t_{e}(u)_{n}^{n}:$ , $\tilde{L}[_{m_{1}}^{\pi\iota 4}$ $m_{2} \mathrm{r}r\iota_{31u]}=\sum_{\epsilon}t_{e,\vee}^{\sim}.(u)_{n_{1}}^{m_{J}},t_{t}^{\sim}(u)_{m}^{m};=L[_{m_{1}}^{1n_{4}}$ $m_{\sim}m\S,|u]|_{rarrow r-1}$
(5.3)
Explicitly, we have
$L[_{n}^{n’}$ $n’ \pm 1n\pm 1|u]=\frac{[u\pm\frac{1}{2}(n-n’\rangle][\frac{1}{2}(n+n’)]}{[u][n]}$ :
(5.4)
$L[_{n}^{n’}$ $n’ \mp 1\mathrm{r}\iota\pm 1|u]=\frac{[u\pm\frac{1}{2}(n+n’)][\frac{1}{2}(n-n’)]}{[u][n]}$
for $n’-n\in 2\mathbb{Z}$ . Note, that the nrrrnber of type I vertex operators and that of type II vert,ex operators in
any meaningful trace is even. This means that considering the A operator for $n’-n\in 2\mathbb{Z}$ and $m’-m\in 2\mathbb{Z}$
is natural.
Evidcntly,
$\Gamma_{J}[_{n}^{n}$ $n”n^{\prime 1u]}=\delta_{n’n’’}$ . (5.5)
As the A operator is a (half infinite product’ of $L\mathrm{s}$ , we easily conclude that
A $(\tau\ell)_{mn}^{m’’\iota}=\delta_{m^{r}m}$ . (5.6)
Besides,
$\Lambda(u_{0})_{mn}^{m’n’}=0$ if $m’<m,$ $n’>n$ or $m’>m,$ $n’<n$ . (5.7)
Indeed, if, for example $m’\leq m,$ $n’>n$ for nonzero $\Lambda(u)_{mn}^{m’n’}$ , there must be a point $j$ at the paths where
$n(j)=n’(j)$ . But, due to (5.5), it toearis that $n(j+1)=n$‘ $(j+1)$ and, by induction $r\downarrow\{k$) $=n’\{k$ ) for any
$k>j$ . Thcrcfore, $m’=m$ .
Let us start derivation from the case $m’=m$ . This case is sufficient for calculation ofcorrelation functions.
Consider the commutation relation (5.1) in the limit $uarrow u_{0}$ . In this limit $L(s, n|s’, n|u-u\mathrm{o})arrow$ oo so that
$L(n\pm 1, n:n+1, n|u-u_{0})/L(n\pm 1, n;n-1, n|u-u\mathrm{o})arrow 1$ .
We obtain the relation (we omit the indices $m$ for simplicity)
$\Phi\{u)_{n’-1}^{n’}\Lambda(u)_{n}^{n’-1}=-\Phi(u)_{n^{1}+1}^{n’}\Lambda(u)_{n}^{n^{l}+1}$
which amounts
$V \langle u)\Lambda(u)_{n}^{n’-1}=,\frac{[n’-1]}{[n+1]}V(u)X(u)\Lambda\{u)_{n}^{n’+1}$ .
We can conjecture that
$\mathrm{A}(u)_{mn}^{mn-2l}=\frac{[n-2l]}{[n]}X^{l}(u)$ for $l\geq 0$ . (5.8)
151
If we substitute this solution to the commutation relation (5.1) in its general form, we can make sure that
$\mathrm{t}\mathrm{l}\iota \mathrm{i}\mathrm{s}$ is ittdeed the solut,ion to tl $\iota \mathrm{e}\mathrm{s}e$ cornrnutation relations $r\iota’\leq r\iota$ .
But what to do in the case $n’>n$? Look at thc weights of the $\mathrm{S}O\mathrm{S}$ model. They are invariant with
respect to the reflection
$marrow-\mathit{7}Yl$ , $narrow-r\iota$ .
It means that we can identify with $\mathcal{H}_{mn}$ not only $F_{mn}$ . but also $F_{-m,-n}$ . With this identification we have





In this alternate bosonization we have
$\Lambda(u)_{mn}^{mn+2l}=\frac{[n+2l]}{[n]}X^{l}(u)$ for $l\geq 0$ . (5.10)
We use different free fleld representation in different cases. This fac$t$ inus $t$ not embarrass you, because the
A operator enters the trace once. Hence, we simply need to use different bosonization for different traces.
This is sufficient for calculation of correlation functions. But the constrnction contains two free parameters
$u_{0}$ and $m$ . If therc would bc a rigorous proof of our construction, we would be sure that the answer is
independent of these parameters. But from the mathematical point of view our construction is nothing but
a conjecture. As a test we must, check the $n_{1\mathrm{I}}$ arid $m|$ndependence. The $u_{()}$ inclepe’idence can be proven
from periodicity properties: it turns out that the correlation function constructed from this bosonization
procedure must be periodic in $u_{0}$ with two periods, 2 and $2t$ . As $f$ is, generically, irrational, the answer
is a constant. We have no proof of $m$ independence, but the simplest examples of the one- and two-point
functions demonstrate this independence. The answer for the one-point function is nothing but the famous
Baxter’s staggered spontaneous polarization:
$\langle\sigma^{z}\rangle^{(:)}\equiv P^{(i)+}-+P^{(i)}==(-)^{j}\frac{(x^{2};x\underline’)_{\infty}^{2}(-x^{2t},x^{2r})_{\infty}^{2}}{(-x^{2};r^{2})_{\infty}^{2}(x^{2r};x^{2r})_{\infty}^{2}}.$.
Now turn our attention to the case $m’\neq m$ . Due to the selection rule (5.7), we have to use the first
bosonization in the case $n’<n,$ $m’<m$ and the aiternative bosonization in the case $n’\geq n,$ $m’\geq m$ . First
of all, let us try to find $\Lambda(u\overline{)}_{mn}^{m-2n-}\overline{\underline’.}$ Take the commutation relation (5.2) for $s=m,$ $m’=m-1$ . In this
case it beco$m$es
$\Psi^{4}(\uparrow s)_{m}^{r\prime l-1}\mathit{1}\backslash (u_{0})_{mn}^{\iota\iota\prime\prime’}’=\Lambda(u_{0})rr\iota=m1r\prime’\Psi^{*}1(nu)_{m}^{rr\iota-1}+\Lambda(u_{0})_{n\backslash +1n}^{\prime\prime-1\cdot l’}’\Psi^{\mathrm{r}}\langle u)_{m}^{m+1}==\frac{[uu_{0}\Delta u_{0}-m]’[1]’}{[uu_{0}\Delta u_{0}]’[m+1]},$ .
For $n’=n-2$ we have
$\frac{[n-2]}{[1l]}\tilde{\mathrm{Y}}(u)X(u_{0})\overline{V}(u)=\frac{[n-2]}{[n]}X(u_{0})\tilde{Y}(u)\tilde{\mathrm{t}}^{\gamma}(u)+(-1)^{n-m}\Lambda(u\mathrm{o})_{m}^{m}=_{1n}^{1n-\tilde{V}(u)\frac{[uu_{\mathrm{t})}\Delta \mathrm{t}r_{1)}-m]’[1]’}{[uu_{0}\Delta u_{0}]’[m+1]}}\underline’==,$ .
Erasing $\overline{V}(u)$ we $\mathrm{o}\mathrm{b}t$ain
$\Lambda(u)_{mn}^{m-2n-2}\tilde{V}\{u_{0}$ ) $=(-)^{n-rr\iota}, \frac{[u-u_{0}-\Delta u_{0}-m+1]’[1]’[n-2]}{[?l-\iota\iota_{0}-\Delta_{l40}][rn][r\iota]},,[1^{-_{r}}\langle u), X(u_{0})]\tilde{V}(u)$. $\langle$S. 11)
What is the commutator $[\tilde{Y}(u), X(u_{0})]$? If the contours of the commutator would not catch poles it would
be zero. But it can be proven that this commutator is a simple combinations of exponentials:
$[ \tilde{Y}(u’).X(u)]|_{F_{n*}}=\frac{\epsilon}{\eta\eta’\mathrm{s}\mathrm{h}\epsilon}(\frac{[m-1]’}{\partial[0]’}\frac{[u’-u+^{1}-n]}{[u’-u\frac{\mathrm{t}}{2}]}=’ W_{+}(u’)$
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$+ \frac{[n-1]}{\partial[0]},\frac{[u^{J}-u+\frac{3}{2}-m]’}{[u-u+\frac{1}{2}]},W_{-}(u))$ . (5.12)
Here $\partial[0]=d[u]/du|_{u=0},$ $\partial[0]’=d[u]’/du|_{u=0}$ and
$\nu V_{+}(u)=W(u+\frac{r}{2})$ . $W_{-}(u)=W$(u– $\frac{r-1}{2}$ ) (5.13)
with
$W(u)=z^{1/\mathrm{r}(r-1)}:e^{\mathrm{i}\varphi_{\cap(=)}}:$ ,
$\varphi \mathrm{o}(z)=-2\sqrt{2}\alpha_{0}(Q-\mathrm{i}\mathcal{P}\log z)-\sum_{k\neq 0}\frac{[2k\mathrm{J}_{x}a_{k}}{[(r\cdot-1)k]_{x}\mathrm{i}k}.z^{-k}$ .
$(^{r_{)}},.14)$
It can be checked that
$W_{+}(u)\overline{V}(u)=0$ .
Therefore the first term in the commutator does not affect the operator $\Lambda(u)$ . But the second exponential
$W$-has the argument of the $X$ screening operator. The difference $n-n0$ drop out of (5.11) with these
subs$t$ itution, if we accept that
$\Delta u_{0}=-1/2$ . (5.15)
Finally, we obtain
$\mathrm{A}(u)_{mn}^{m-2n-2}=\langle-)^{n-m}\frac{\epsilon}{\eta\eta \mathrm{s}\mathrm{h}\epsilon},\frac{[m]’}{[1]},\frac{[n-1][n-2]}{\theta[0][n]}W_{-}(u)$. (5.16)
We see that $\Lambda(u)_{mn}^{m-2n-2}$ is proportional to $W_{-}(u)$ . If we return to the commutation relation $[\tilde{Y}(u’),X(u)]$
we shall see that at the point $u’=u-1/2$ the second term with $W_{-}\langle u$ ) has a pole, while the first one
rcmains finite. Therefore,
$, \lim_{uarrow u-1/2}[u’-u+1/2]’[\tilde{Y}(u’), X(u)]\sim W_{-}(u)$ .
One can check that this pole is appears in $t$hc product $\overline{Y}(u’)X(u)$ , while the product $X(u)\tilde{\mathrm{Y}}(u’)$ is regular
at that point. It means that
$\Lambda(\mathrm{u})_{mn}^{m-2n-2}\sim,\lim_{uarrow u}[u’-u]’\tilde{Y}(u’-1/2)X(u)$ .
We may conjecture that
$\Lambda(u)_{mn}^{m-2kn-2l}\sim u’arrow \mathrm{u}1\mathrm{i}\mathrm{n}1[u’-u]’\tilde{Y}^{k}(u’-1/2)X^{l}\langle u$) for $k,$ $l>0$ . (5.17)
It can be checked that the product in the right hand side has just a simple pole and that
$\mathrm{u}’arrow u1\mathrm{i}\iota \mathrm{I}1[u’-u]’\tilde{Y}^{k}(u’-1/2)X^{l}(u)\sim\tilde{\mathrm{Y}}^{k-1}(u-1/2)W_{-}(u)X^{l-1}(u)$.
The coefficients in (5.17) can be obtained from the intertwining relation (5.2) in the limit $uarrow u_{0}-1/2$ just
in the same way as we obtained the coefficient in (5.8) using the equation
V‘ $(u)_{m2k}^{mk+1}-^{\circ}\sim\Lambda(u_{0})_{m}^{rl}’$‘ $zknn$ ‘ $2l=\Psi$ “ $(u)_{m}^{m}=_{2k+2}^{2k+1}$A $(¿ 0)_{mn}^{m-2k+2r\iota-2l}+O(1)$ as $? \ellarrow u_{0}-\frac{1}{2}$
and one more equation that follows from (5.1) in the limit $uarrow u_{0}$ (but written in the form $\Phi(u)\Lambda\langle u_{0}$ ) $=\ldots)$ .
Then we have to substitute $t$he answer into $t$he relations $(\mathit{0}.1\ulcorner)$ and (5.2) in the general form and to check
it. It is a very cumbersome calculation, but it was done. Now the answer is
$\Lambda(u)_{mn}^{r\iota-2kn-2l}’|_{F,}.‘$ . $=C_{\text{ }^{}\prime n-2kn-2l}1 \mathrm{i}_{\mathrm{l}}\mathrm{n}[mn,u’-u,]’\mathrm{Y}^{\tilde{\prime}k}(?l’\mathrm{u}arrow u - \frac{1}{2})X^{l}(\tau\iota)$
$=D_{m}^{m-2k}:-2\mathrm{t}_{\tilde{X}^{k-1}(u-\frac{1}{2})W_{-}(u)Y^{l-1}(u)}$ , $(r\iota.18)$
A $(u)_{mn}^{m+2kn+2l}|_{\mathcal{P}_{-,n-n}}.=C_{mn}^{\mathrm{v}m+2kn+2l}, \lim_{uarrow u}[u’-u]’\overline{Y}^{k}(u’ - \frac{1}{2})X^{l}(u)$
$=D_{mn}^{m+2kn+2l} \tilde{X}^{k-1}(u-.\frac{1}{l})W_{-}(u)Y^{l-1}(u)$ (5.19)
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for $k,$ $l>0$ with
$D_{mn}^{n-2kn-2l}’=(-)^{(m-n+1)k+l+1} \frac{\epsilon}{\eta\eta’\mathrm{s}\mathrm{h}\epsilon}\frac{[rn]’}{[1]},\frac{[l][r\iota-l][n-2t]}{\partial[0][1][n]}$ .
$C_{mn}^{m-2kn-2l}’=(-)^{(m-n)k} \frac{[rr\iota]’[f\ell-2l]}{[k]’[m-k]’[n]}$ .
The two-particle form factors of any of operators $\sigma^{a}$ can be obtained without integrations. Any of these
calculat,ions (for example for $\sigma^{z}$ ) allows to fix t,he function $\overline{f}(\tau‘)$ from the condition of $u_{()}$ independence of
thc answer. Thc cxplicit (and rcadable) answers for these quantities can be found in the paper by Lukyanov
and Terras [19].
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