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Abstract
We justify the validity of the discrete nonlinear Schro¨dinger equation for the tight-binding approx-
imation in the context of the Gross–Pitaevskii equation with a periodic potential. Our construction
of the periodic potential and the associated Wannier functions is based on the previous work [7],
while our analysis involving energy estimates and Gronwall’s inequality addresses time-dependent
localized solutions on large but finite time intervals.
1 Introduction
We consider the Gross–Pitaevskii (GP) equation with a periodic potential in the form
iφt = −φxx + V (x)φ+ σ|φ|
2φ, (1.1)
where the solution φ : R×R+ 7→ C decays to zero sufficiently fast as |x| → ∞, the potential V : R 7→ R
is a bounded 2π-periodic function, and the parameter σ = ±1 is normalized for the cubic nonlinear
term. In particular, we consider the piecewise-constant potential in the form
V (x) =
{
ε−2, x ∈ (0, a) mod(2π)
0, x ∈ (a, 2π) mod(2π)
(1.2)
for some fixed 0 < a < 2π and small ε > 0. The asymptotic limit of small ε represents the so-called
tight-binding approximation, for which the potential V (x) is a periodic sequence of large walls of a non-
zero width and the lowest bands in the spectrum of the linear operator L = −∂2x+V (x) are exponentially
narrow with respect to ε. According to the tight-binding approximation [1], time-dependent solutions
of the GP equation (1.1) are approximated by the time-dependent solutions of the discrete nonlinear
Schro¨dinger (DNLS) equation in the form
iφ˙n = α (φn+1 + φn−1) + σβ|φn|2φn, (1.3)
where α and β are ε-independent constants and the sequence {φn(t)}n∈Z represents a small-amplitude
solution φ(x, t) evaluated at the periodic sequence of potential wells.
We proved in the previous work [7] that stationary localized solutions of the GP equation in the form
φ(x, t) = Φ(x)e−iωt with Φ ∈ H1(R) and ω /∈ σ(L) are approximated for small values of ε by stationary
1
localized solutions of the DNLS equation in the form φn(t) = Φne
−iΩt, where ~Φ ∈ l1(Z) and Ω is related
to the rescaled parameter ω. Here and henceworth, we use the standard notations for the Sobolev space
H1(R) of scalar complex-valued functions equipped with the squared norm
‖φ‖2H1(R) =
∫
R
(
|φ′(x)|2 + |φ(x)|2
)
dx
and the space l1(Z) of vectors representing complex-valued sequences equipped with the norm ‖~φ‖l1(Z) =∑
n∈Z |φn|. In this work, we extend our analysis to time-dependent localized solutions of these equations
and prove that the formal tight-binding approximation of [1] can be justified for small values of ε on
large but finite time intervals. It will be clear from our analysis that the appropriate space for the time-
dependent localized solution of the GP equation (1.1) is associated with the quadratic form generated
by operator −∂2x + V (x) + 1. We denote this space by H
1(R) and equip it with the squared norm
‖φ‖2H1(R) =
∫
R
(
|φ′(x)|2 + V (x)|φ(x)|2 + |φ(x)|2
)
dx. (1.4)
Since V (x) ≥ 0 for all x ∈ R, it is clear that ‖φ‖H1(R) ≤ ‖φ‖H1(R).
Our analysis is closely related to the recent works on justifications of nonlinear evolution equations for
pulses that exist in space-periodic potentials near edges of spectral bands [3] and in narrow band gaps
of one-dimensional [10] and two-dimensional [4] potentials. A similar work in the context of a nonlinear
heat equation with a periodic diffusive term was developed in [9] with the invariant manifold reductions.
Although the justification of lattice equations for the time-dependent solutions of dissipative (reaction–
diffusion) equations can be extended globally for t ≥ 0, the justification of the DNLS equation can only
be carried out for finite time intervals because the GP equation is a conservative (Hamiltonian) system.
Reductions to the DNLS equation on a finite lattice for a finite time interval were also discussed in the
context of the GP equation with a N -well trapping potential [2].
Methods of our analysis follow closely to arguments from [5] and rely on the Wannier function
decomposition from [7] as well as on energy estimates and Gronwall’s inequality. The Wannier function
decomposition is reviewed in Section 2. The energy estimates and the bounds on the remainder terms
are studied in Section 3. The main theorem is formulated in Section 2 and proved in Section 3.
2 Wannier function decomposition
Let ul(x; k) be a Bloch function of the operator L = −∂
2
x+V (x) for the eigenvalue ωl(k), such that l ∈ N,
k ∈ T =
[
−12 ,
1
2
]
mod(1), ul(x+2π; k) = ul(x; k)e
i2pik for all x ∈ R, and the following orthogonality and
normalization conditions are met∫
R
u¯l′(x, k
′)ul(x, k)dx = δl,l′δ(k − k′), ∀l, l′ ∈ N, ∀k, k′ ∈ T, (2.1)
where δl,l′ is the Kronecker symbol and δ(k) is the Dirac delta function in the sense of distributions. To
normalize uniquely the phase factors of the Bloch functions [6], we assume that ul(x;−k) = u¯l(x; k) is
chosen as a Bloch function for ωl(−k) = ω¯l(k) = ωl(k).
Since the band function ωl(k) and the Bloch function ul(x; k) are periodic with respect to k ∈ T for
any l ∈ N, we represent them by the Fourier series
ωl(k) =
∑
n∈Z
ωˆl,ne
i2pink, ul(x; k) =
∑
n∈Z
uˆl,n(x)e
i2pink, ∀l ∈ N, ∀k ∈ T, (2.2)
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where the coefficients satisfy the constraints
ωˆl,n = ˆ¯ωl,−n = ωˆl,−n, uˆl,n(x) = ˆ¯ul,n(x), ∀n ∈ Z, ∀l ∈ N, ∀x ∈ R (2.3)
and
uˆl,n(x) = uˆl,n−1(x− 2π) = uˆl,0(x− 2πn), ∀n ∈ Z, ∀l ∈ N, ∀x ∈ R. (2.4)
The real-valued functions uˆl,n(x) are referred to as the Wannier functions. The following two proposi-
tions from [7] summarize properties of the band and Wannier functions for the potential V (x) given by
(1.2) in the limit of small ε > 0.
Proposition 1 Let V be given by (1.2). For any fixed l ∈ N, there exist ε0 > 0 and ε-independent
constants ζ0, ω0, cn > 0, such that, for any ε ∈ [0, ε0), the band functions of the operator L = −∂
2
x+V (x)
satisfy the properties:
(i) (band separation) min
∀m∈N\{l}
inf
∀k∈T
|ωm(k)− ωˆl,0| ≥ ζ0, (2.5)
(ii) (band boundness) |ωˆl,0| ≤ ω0, (2.6)
(iii) (tight-binding approximation) |ωˆl,n| ≤ cnε
ne−
na
ε , n ∈ N. (2.7)
Proposition 2 Let V be given by (1.2). For any fixed l ∈ N, there exists ε0 > 0 and ε-independent
constants U0, C0, Cn > 0, such that, for any ε ∈ [0, ε0), the Wannier functions of the operator L =
−∂2x + V (x) satisfy the properties:
(i) (boundness of norms) ‖uˆl,n‖H1(R) ≤ U0, n ∈ N, (2.8)
(ii) (compact support) |uˆl,0(x)− uˆ0(x)| ≤ C0ε, ∀x ∈ [0, 2π], (2.9)
(iii) (exponential decay) |uˆl,0(x)| ≤ Cnε
ne−
na
ε , (2.10)
∀x ∈ [−2πn,−2π(n− 1)] ∪ [2πn, 2π(n + 1)], n ∈ N,
where
uˆ0(x) =
{
0, ∀x ∈ [0, a],√
2√
2pi−a sin
pil(2pi−x)
2pi−a , ∀x ∈ [a, 2π].
(2.11)
Figure 1 illustrates the spectrum of L and the Wannier functions for the potential V in (1.2) with
a = π and ε = 0.5. The left panel shows the first spectral bands of L computed from the trace of
the monodromy matrix [7]. The right panel shows the Wannier function uˆ1,0(x) computed by using
the integral representation uˆ1,0(x) =
∫
T
u1(x; k)dk and the finite-difference approximation of the Bloch
function u1(x; k). The solid lines for the Wannier function uˆ1,0(x) approach the dotted line for the
asymptotic approximation (2.11) with l = 1 as ε gets smaller.
We use the set of Wannier functions {uˆl,n}n∈Z for a fixed l ∈ N to represent formally solutions of the
GP equation (1.1) in the form
φ(x, t) = µ1/2 (ϕ0(x, T ) + µϕ(x, t)) e
−iωˆl,0t, T = µt, µ = εe−
a
ε , (2.12)
where
ϕ0(x, T ) =
∑
n∈Z
φn(T )uˆl,n(x). (2.13)
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Figure 1: Left: the band-gap structure of the spectrum σ(L) for ε = 0.5. Right: the Wannier functions
uˆ1,0(x) for ε = 0.5 and ε = 0.25. The dotted line shows the asymptotic approximation (2.11).
Let us assume that the sequence {φn}n∈Z satisfies the DNLS equation (1.3) with α =
ωˆl,1
µ and β =
‖uˆl,0‖
4
L4(R). Since the Wannier functions satisfy the ODE system from [7]
− uˆ′′l,n(x) + V (x)uˆl,n(x) =
∑
n′∈Z
ωˆl,n−n′uˆl,n′(x), ∀n ∈ Z, (2.14)
we obtain an inhomogeneous PDE system for the function ϕ(x, t) in the form
iϕt = −ϕxx + V (x)ϕ− ωˆl,0ϕ+
1
µ
∑
n∈Z
∑
m≥2
ωˆl,m (φn+m + φn−m) uˆl,n
+ σ
(
|ϕ0 + µϕ|
2 (ϕ0 + µϕ)− β
∑
n∈Z
|φn|
2φnuˆl,n
)
. (2.15)
The term |ϕ0|
2ϕ0 gives projections both to the selected l-th spectral band and to its complement in
L2(R). The following two lemmas allow us to control both projections.
Lemma 1 Let El be the invariant closed subspace of L
2(R) associated with the l-th spectral band and
assume that El ∩ Em = ∅ for a fixed l ∈ N and all m 6= l. Then, 〈uˆn,l, uˆn′,l〉 = δn,n′ for any n, n
′ ∈ Z
and there exists constants ηl > 0 and Cl > 0, such that
|uˆl,n(x)| ≤ Cle
−ηl|x−2pin|, ∀n ∈ Z, ∀x ∈ R. (2.16)
Moreover, if ~φ ∈ l1(Z), uˆl,n ∈ H
1(R), and φ(x) =
∑
n∈Z φnuˆl,n(x) for a fixed l ∈ N, then φ ∈ El,
(φ,ψ) = 0, ∀ψ ∈ ∪m6=lEm, and φ ∈ H1(R).
Proof. The orthogonality and exponential decay of Wannier functions follows from the orthogonality
relations (2.1) and complex integration (see [7] for the proof). The assertion that φ ∈ El and (φ,ψ) = 0,
∀ψ ∈ ∪m6=lEm follows from the L2 spectral theory for the operator L = −∂2x + V (x) (if ~φ ∈ l1(Z), then
~φ ∈ l2(Z) and φ ∈ L2(R)). The assertion that φ ∈ H1(R) follows from the triangular inequality. 
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Remark 1 According to property (i) of Proposition 1, the l-th spectral band for a fixed l ∈ N becomes
disjoint from the rest of the spectrum of L in the asymptotic limit ε→ 0. According to property (i) of
Proposition 2, uˆl,n ∈ H
1(R) for all n ∈ N uniformly in ε ≥ 0. Therefore, the assumptions of Lemma 1
are satisfied for sufficiently small ε ≥ 0.
Lemma 2 Let Π be an orthogonal projection from L2(R) to El ⊂ L
2(R). There exists a unique solution
ϕ ∈ H1(R) of the inhomogeneous equation(
−∂2x + V (x)− ωˆl,0
)
ϕ = (I −Π) f, (2.17)
for any f ∈ L2(R), uniformly in ε ≥ 0, such that (ϕ,ψ) = 0, ∀ψ ∈ El.
Proof. By property (i) of Proposition 1, if f ∈ L2(R), then ϕ ∈ L2(R) uniformly in ε ≥ 0. By property
(ii) of Proposition 1, we obtain
‖ϕ′‖2L2(R) + ‖V
1/2ϕ‖2L2(R) ≤ |ωˆl,0|‖ϕ‖
2
L2(R) + |(ϕ, f)| ≤ C‖f‖
2
L2(R), (2.18)
where the constant C > 0 is ε-independent. Therefore, if f ∈ L2(R), then ϕ ∈ H1(R) uniformly in
ε ≥ 0. Uniqueness of ϕ follows from the fact that the operator L− ωˆl,0 is invertible in L
2(R)\El. 
We can also use the following elementary result.
Lemma 3 The space H1(R) forms Banach algebra under the pointwise multiplication, such that
∀u, v ∈ H1(R) : ‖uv‖H1(R) ≤ C‖u‖H1(R)‖v‖H1(R), (2.19)
for some C > 0.
Proof. The result follows from the representation ‖u‖2H1(R) = ‖u‖
2
H1(R) + ‖V
1/2u‖2L2(R) and the Sobolev
embedding theorem ‖u‖L∞(R) ≤ C‖u‖H1(R) for some C > 0. 
Let us return back to the evolution problem (2.15) and decompose the solution ϕ(x, t) into two
parts ϕ(x, t) = ϕ1(x, T ) + ψ(x, t), where ϕ1 is a solution of the inhomogeneous equation (2.17) with
f = −σ|ϕ0(x, T )|
2ϕ0(x, T ), while ψ satisfies the evolution problem in the abstract form
iψt = (L− ωˆl,0)ψ + µR(~φ) + µσN(~φ, ψ), (2.20)
where
R(~φ) =
1
µ2
∑
n∈Z
∑
m≥2
ωˆl,m (φn+m + φn−m) uˆl,n +
σ
µ
(
Π|ϕ0|
2ϕ0 − β
∑
n∈Z
|φn|
2φnuˆl,n
)
(2.21)
and
N(~φ, ψ) = −iσ∂Tϕ1 + 2|ϕ0|
2(ϕ1 + ψ) + ϕ
2
0(ϕ¯1 + ψ¯)
+µ
(
2|ϕ1 + ψ|
2ϕ0 + (ϕ1 + ψ)
2ϕ¯0
)
+ µ2|ϕ1 + ψ|
2(ϕ1 + ψ), (2.22)
with ϕ0 =
∑
n∈N φnuˆl,n, ϕ1 = −σ(I −Π)(L− ωˆl,0)
−1(I −Π)|ϕ0|2ϕ0, and σ = ±1. The following lemma
gives a bound on the vector field of the evolution problem (2.20).
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Lemma 4 Let Dδ1 ⊂ l
1(Z) be a ball of finite radius δ1 centered at 0 ∈ l
1(Z), Dδ2 ⊂ H
1(R) be a ball of
finite radius δ2 centered at 0 ∈ H
1(R) and Rµ0 ⊂ R be an interval of small radius µ0 centered at 0 ∈ R.
Then, for any µ ∈ (0, µ0), ‖~φ‖l1(Z) ∈ [0, δ1) and ‖ψ‖H1(R) ∈ [0, δ2), there exists µ-independent constants
CR, CN > 0 such that
‖R(~φ)‖H1(R) ≤ CR‖~φ‖l1(Z), ‖N(~φ, ψ)‖H1(R) ≤ CN
(
‖~φ‖l1(Z) + ‖ψ‖H1(R)
)
. (2.23)
Proof. By the last assertion of Lemma 1, if ~φ ∈ l1(Z) and φ(x) =
∑
n∈Z φnuˆl,n(x) for a fixed l ∈ N, then
φ ∈ H1(R). Therefore, there exists C0 > 0 such that ‖ϕ0‖H1(R) ≤ C0‖~φ‖l1(Z). By Lemmas 2 and 3, there
exists C1 > 0 such that ‖ϕ1‖H1(R) ≤ C1‖~φ‖3l1(Z), where we have used the fact that ‖|ϕ0|
2ϕ0‖H1(R) ≤
C3‖ϕ0‖
3
H1(R) for some C > 0. The vector field R(~φ) can be represented by R(~φ) =
∑
n∈Z rn(~φ)uˆl,n(x),
where
rn(~φ) =
1
µ2
∑
m≥2
ωˆl,m (φn+m + φn−m) +
σ
µ
∑
(n1,n2,n3)∈Z3\{(n,n,n)}
Kn,n1,n2,n3φn1 φ¯n2φn3 ,
where Kn,n1,n2,n3 = (uˆl,n, uˆl,n1 uˆl,n2uˆl,n3). The first bound in (2.23) is proved if ~r ∈ l
1(Z) for every
~φ ∈ l1(Z) and the map ~r(~φ) is uniformly bounded for small µ > 0. The first term in ~r(~φ) is estimated
as follows ∥∥∥∥∥∥
∑
m≥2
ωˆl,m (φn+m + φn−m)
∥∥∥∥∥∥
l1(Z)
≤
∑
n∈Z
∑
m∈Z\{0,1,−1}
|ωˆl,m+n||φn| ≤ K1‖~φ‖l1(Z),
where K1 = supn∈Z\{0,1,−1}
∑
m∈Z |ωˆl,n+m|. Since ωl(k) is analytically extended along the Riemann
surface on k ∈ T (by Theorem XIII.95 on p.301 in [8]), we have ωl ∈ H
s(T) for any s ≥ 0, such that
K1 <∞. The second term in ~r(~φ) is estimated as follows∥∥∥∥∥∥
∑
(n1,n2,n3)∈Z3\{(n,n,n)}
Kn,n1,n2,n3φn1φ¯n2φn3
∥∥∥∥∥∥
l1(Z)
≤
∑
n∈Z
∑
(n1,n2,n3)∈Z3\{(n,n,n)}
|Kn,n1,n2,n3 ||φn1 ||φn2 ||φn3 |
≤ K2‖~φ‖
3
l1(Z),
where K2 = sup(n1,n2,n3)∈Z\{(n,n,n)}
∑
n∈Z |Kn,n1,n2,n3 |. Using the exponential decay (2.16), we obtain∑
n∈Z
|uˆl,n(x)| ≤ Cl
∑
n∈Z
e−ηl|x−2pin| ≤ Al
for some Al > 0 uniformly in x ∈ R and∑
n∈Z
|Kn,n1,n2,n3 | ≤ Al
∫
R
|uˆl,n1(x)||uˆl,n2(x)||uˆl,n3(x)|dx ≤ Al‖uˆl,0‖
2
L4(R)‖uˆl,0‖L2(R)
uniformly in (n1, n2, n3) ∈ Z
3. By the Sobolev embedding theorem and property (i) of Proposition 2,
‖uˆl,0‖L4(R) ≤ C‖uˆl,0‖H1(R) ≤ C‖uˆl,0‖H1(R) for some C > 0, such that K2 < ∞. Therefore, the norm
‖R(~φ)‖H1(R) is bounded from above by the norm ‖~φ‖l1(Z).
To show that the constant CR is uniform for small µ > 0, we use Propositions 1 and 2. By property
(iii) of Proposition 1, ωˆl,m = O(µ
m) for all m ≥ 2, such that K1/µ
2 is uniformly bounded for small µ.
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By property (iii) of Proposition 2, Kn,n1,n2,n3 = O
(
µ|n1−n|+|n2−n|+|n3−n|+|n2−n1|+|n3−n1|+|n3−n2|
)
for all
n1, n2, n3 ∈ Z
3\{(n, n, n)}, such that K2/µ is uniformly bounded for small µ. Thus, the first bound in
(2.23) is proved.
The second bound in (2.23) follows from the fact that both H1(R) and l1(Z) form Banach algebras
with respect to pointwise multiplication. As a result, if ~φ ∈ l1(Z) and ~φ(T ) is a solution of the DNLS
equation (1.3), then ∂T ~φ ∈ l
1(Z) and if ϕ0, ϕ1 ∈ H
1(R) and ~φ ∈ l1(Z), then N(~φ, ψ) maps ψ ∈ H1(R)
to an element of H1(R). 
We can now prove that the initial-value problem for the time-evolution equation (2.20) and the
initial-value problem for the DNLS equation (1.3) are locally well-posed.
Theorem 1 Let ~φ(T ) ∈ C1(R, l1(Z)) and ψ0 ∈ H
1(R). Then, there exists a t0 > 0 and a unique
solution ψ(t) ∈ C1([0, t0],H
1(R)) of the time-evolution problem (2.20) with initial data ψ(x, 0) = ψ0(x).
Proof. Since L is a self-adjoint operator, the operator e−it(L−ωˆl,0) forms a strongly continuous semi-group
and
‖e−it(L−ωˆl,0)‖ ≤ K0,
for some K0 > 0 uniformly in t ∈ R+. Using the variation of constant formula, we rewrite the time-
evolution problem (2.20) in the integral form
ψ(t) = e−it(L−ωˆl,0)ψ0 +
∫ t
0
e−i(t−s)(L−ωˆl,0)
(
µR(~φ(s)) + µσN(~φ(s), ψ(s))
)
ds. (2.24)
By using bounds (2.23) on R(~φ) andN(~φ, ψ) and the contraction mapping principle for sufficiently small
t0 > 0, one can show with a standard analysis that there exists a unique solution ψ(t) ∈ C
1([0, t0],H
1(R))
of the integral equation (2.24). 
Theorem 2 Let ~φ0 ∈ l
1(Z). Then, there exist a T0 > 0 and a unique solution ~φ(T ) ∈ C
1([0, T0], l
1(Z))
of the DNLS equation (1.3) with initial data ~φ(0) = ~φ0.
Proof. By the variation of constant formula, we have
~φ(T ) = ~φ0 − i
∫ T
0
(
α∆~φ(s) + σβΓ(~φ(s))
)
ds,
where (∆~φ)n = φn+1 + φn−1 and (Γ(~φ))n = |φn|2φn. Since l1(Z) forms a Banach algebra, the right-
hand-side of the integral equation maps an element of l1(Z) to an element of l1(Z). Therefore, there
exists a unique solution ~φ(T ) ∈ C1([0, T0], l
1(Z)) of the integral equation for sufficiently small T0 > 0.

We can now formulate the main theorem of our article.
Theorem 3 Fix l ∈ N and let ~φ(T ) ∈ C1([0, T0], l
1(Z)) be a solution of the DNLS equation (1.3) with
initial data ~φ(0) = ~φ0 satisfying the bound∥∥∥∥∥φ0 − µ1/2
∑
n∈Z
φn(0)uˆl,n(x)
∥∥∥∥∥
H1(R)
≤ C0µ
3/2 (2.25)
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for some C0 > 0. Then, for any µ ∈ (0, µ0) with sufficiently small µ0 > 0, there exists a µ-independent
constant C > 0 such that equation (1.1) has a solution φ(t) ∈ C1([0, T0/µ],H
1(R)) satisfying the bound
∀t ∈ [0, T0/µ] :
∥∥∥∥∥φ(·, t) − µ1/2
∑
n∈Z
φn(T )uˆl,n
∥∥∥∥∥
H1(R)
≤ Cµ3/2. (2.26)
Remark 2 Since µ = εe−a/ε, the finite interval [0, T0/µ] is exponentially large with respect to parameter
ε, similar to the bounds obtained in [2].
Theorem 3 is proved in the following section.
3 Bounds on the remainder terms
We develop the proof of Theorem 3 by using the energy estimates for the time-evolution problem (2.20)
and Gronwall’s inequality for a scalar first-order differential equation. The GP equation (1.1) has two
conserved quantities
Q(φ) =
∫
R
|φ|2dx, E(φ) =
∫
R
(
|φx|
2 + V (x)|φ|2 +
1
2
σ|φ|4
)
dx, (3.1)
which have the meaning of the charge and energy invariants, such that Q(φ) = Q(φ0) and E(φ) = E(φ0)
for any solution φ(x, t) starting from the initial data φ0(x). We shall consider the quantity EQ(ψ) =
‖ψ‖H1(R), which is not a constant in t if ψ(x, t) satisfies the time-evolution problem (2.20). The time
evolution of EQ(ψ) obeys the following estimate.
Lemma 5 Let ~φ(T ) ∈ C1(R+, l
1(Z)) be any function and ψ(t) ∈ C1([0, t0],H
1(R)) be a local solution
of the time-evolution problem (2.20) for some t0 > 0. Then, for any µ ∈ [0, 1] and every M > 0, there
exist a µ-independent constant CE > 0 such that∣∣∣∣ ddtEQ(ψ)
∣∣∣∣ ≤ µCE (‖~φ‖l1(Z) + EQ(ψ)) (3.2)
as long as EQ(ψ) ≤M .
Proof. By direct differentiation, for any ψ(t) ∈ C1([0, t0],H
1(R)), we have
d
dt
‖ψ‖2H1(R) = −iµ
∫
R
(
ψ¯xRx(~φ)− ψxR¯x(~φ)
)
dx− iµσ
∫
R
(
ψ¯xNx(~φ, ψ)− ψxN¯x(~φ, ψ)
)
dx
−iµ
∫
R
(1 + V (x))
(
ψ¯R(~φ)− ψR¯(~φ)
)
dx
−iµσ
∫
R
(1 + V (x))
(
ψ¯N(~φ, ψ)− ψN¯(~φ, ψ)
)
dx.
Using the Cauchy–Schwartz inequalities and the bounds (2.23) of Lemma 4, we obtain∣∣∣∣ ddt‖ψ‖2H1(R)
∣∣∣∣ ≤ 6µ‖ψ‖H1(R) ((CR + CN )‖~φ‖l1(Z) + CN‖ψ‖H1(R)) ,
where σ = ±1 has been used. By canceling one power of ‖ψ‖H1(R), we arrive to the bound (3.2). 
Theorem 3 is then a direct consequence of the following corollary.
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Corollary 1 A local solution ψ(t) ∈ C1([0, T0/µ],H
1(R)) of the time-evolution problem (2.20) for any
ψ(0) ∈ H1(R) and any ~φ(T ) ∈ C1([0, T0], l
1(Z)) satisfies the bound
sup
t∈[0,T0/µ]
‖ψ(t)‖H1(R) ≤
(
‖ψ(0)‖H1(R) + CET0 sup
T∈[0,T0]
‖~φ(T )‖l1(Z)
)
eCET0 . (3.3)
Proof. By using the bound (3.2), we obtain
EQ(ψ(t)) ≤ EQ(ψ0) + µCE
∫ t
0
(
‖~φ(µs)‖l1(Z) + EQ(ψ(s))
)
ds.
The bound (3.3) follows by Gronwall’s inequality on t ∈ [0, T0/µ]. 
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