This is the accepted version of the paper. This version of the publication may differ from the final published version. Permanent repository link: http://openaccess.city.ac.uk/15148/ Link to published version: http://dx.Abstract Systemic risk analysis reveals the interdependencies of risk factors especially in tail event situations. In applications the focus of interest is on capturing joint tail behavior rather than a variation around the mean. Quantile and expectile regression are used here as tools of data analysis. When it comes to characterizing tail event curves one faces a dimensionality problem, which is important for CoVaR (Conditional Value at Risk) determination. A projection based single index model specification may come to the rescue but for ultra high dimensional regressors one faces yet another dimensionality problem and needs to balance precision vs. dimension. Such a balance is achieved by combining semi parametric ideas with variable selection techniques. In particular, we propose a projection based single index model specification for very high dimensional regressors. This model is used for practical CoVaR estimates with a systemically chosen indicator. In simulations we demonstrate the practical side of the semiparametric CoVaR method. The application to the US financial sector shows good backtesting results and indicate market coagulation before the crisis period.
Introduction
It is known to be a challenging task to manage financial risk due to joint extreme events, reflecting the fact that in times of crisis losses tend to spread across a portfolio. The key interest is to understand and forecast the risk exposure of e.g. a financial institution in the market for firm leaders or to identify and select sys- The underlying statistical setting involved is a two-stage linear quantile regression. Several elements of the existing CoVaR methodology are, however, based on questionable assumptions: First, a significant degree of nonlinearity occurs when modeling conditional tail curves. Second, the number of potential risk factors is large in comparison with the amount of available observations. Third, the selected factors are difficult to be interpreted, and need to be summarized to an index. Therefore, one calls for a data driven technique that combines dimension reduction, variable selection and generalized tail events e.g. expectiles. In this paper we address these points and provide a practical CoVaR estimate together with a systemically chosen indicator. The systemic indicator is chosen by the single index approach, which has a unique feature: the index that yields interpretability and low dimension simultaneously. However, in the case of ultra high dimensional regressors X the single index approach suffers from singularity problems. Efficient variable selection is the strategy to employ here. Specifically we consider composite regression with general weighted loss and possible ultra high dimensional covariates. Our setup is general, and includes quantile, expectile (and therefore mean as a special case) regression.
We offer theoretical properties and demonstrate our method with applications to firm risk analysis in a CoVaR estimation context.
The basic element of our CoVaR estimation is quantile regression(QR). In many fields of applications such as quantitative finance, econometrics, marketing and also medical and biological sciences, QR is a fundamental element for data analysis, modeling and inference. An application in finance is the analysis of time varying Valueat-Risk (VaR) using the Conditional Autoregressive Value at Risk (CaViaR) model, see Engle and Manganelli (2004) . The QR estimation may be seen as an estimation problem by assuming an asymmetric ALD (asymmetric Laplace distribution) pseudo likelihood, which not necessarily return an efficient estimator. Therefore, different flexible loss functions are considered in the literature to improve the estimation efficiency, such as, composite quantile regression, Zou et al. (2008) , Kai et al. (2010) and Kai et al. (2011) . Moreover, Bradic et al. (2011) propose a general loss function framework for linear models, with a weighted sum of different kinds of loss functions, and the weights are selected to be data driven. Another type of loss considered is in Newey and Powell (1987) corresponding to expectile regression (ER). This is similar in spirit to QR but contains mean regression as a special case.
Nonparametric expectile smoothing work with applications to demography can be found in Schnabel and Eilers (2009) . The ER curves are alternatives to the QR curves and give us an alternative regression picture.
The difficulty of characterizing an entire distribution partly arises from the high dimensionality of covariates. This asks to strike a balance between model flexibility and statistical precision. To crack this tough nut, dimension reduction techniques of semiparametric type, such as the single index model, came into the focus of statistical modeling. Wu et al. (2010) and Kong and Xia (2012) consider quantile regression via a single index model. However, to our knowledge there is no further literature on generalized QR for the single-index model.
In addition to the dimension reduction, there is also the problem (incurred in our CoVaR estimation procedure) of choosing the right variables for projection. This motivates our second goal of this research: variable selection. Kong and Xia (2007) , Wang and Yin (2008) and Zeng et al. (2012) focus on variable selection in mean regression for the single index model. The set of ideas presented there, however, have never been applied to a quantile, composite quantile framework or to a even more general (composite) quasi-likelihood framework. The semiparametric single index approach that we consider herein will be a good tool for practitioners, as it combines flexibility in modeling with applicability for even very high dimensional data.
This article is organized as follows: In Section 2, we introduce the basic setup and the estimation algorithm. In Section 3, we build up asymptotic theorems for our model. In Section 4, simulations are carried out. In Section 5, we illustrate our methodology by estimating CoVaR. All the technical details can be found in the appendix.
MACE for Single Index Model
Let X and Y be p dimensional, continuous random variables respectively, (p can be very large, namely of the rate exp(n δ ), where (δ is a constant whose range will be defined in Condition 4 in Section 3. The single index model (SIM) is defined to be:
where g(·) : R 1 −→ R 1 is an unknown smooth link function, β * is the vector of index parameters, ε is a continuous variable with mean zero. The interest here is to simultaneously estimate β * and g(·). The assumptions on error structure can be seen in Condition 3.
Quasi-Likelihood for the Single Index Model
Several estimation techniques exist for (2.1), among which the average derivative estimator (ADE) method is one of the oldest ones, see Härdle and Stoker (1989) . The semiparametric SIM (2.1) also permits a one-step projection pursuit interpretation, therefore estimation tools from this stream of literature might also be employed, see Huber (1985) . The minimum average variance estimation (MAVE) technique aimed at simultaneous estimation of (β * , g(·)) was proposed by Xia Third, we implement a composite estimation technique for efficiency improvement.
In our theoretical setup, we identify the parameter via a minimum contrast with ρ w as the contrast function. It corresponds, as mentioned above, to a quasi maximum likelihood framework: the direction β * (for known g(·)) is the solution of
with the general quasi-likelihood loss function ρ w (·) = K k=1 w k ρ k (·), where ρ 1 (·) , . . . , ρ K (·) are convex loss functions and w 1 , ..., w K are positive weights.
Equivalently, β is the solution to
(where ψ w (·) is the derivative (a subgradient) of ρ w (·) ). This weighted loss function includes many situations such as ordinary least square, quantile regression(QR), expectile regression(ER), composite quantile regression(CQR) and so on. For model identification, we assume that the L 2 -norm of β * , β * 2 = 1 and the first component of β * is positive.
The standard situation of QR is with K = 1 and the conditional quantile function F −1 ε|X (τ ) = 0. This means to take the loss function as:
where 1(A) is equal to 1 if A is true and 0 otherwise. Moreover, for ER with K = 1, we have:
The general form of ρ w (·) boils downs to CQR when one employs K different quantiles τ 1 , τ 2 , . . . , τ K , with w k = 1/K, k = 1, . . . , K and
where b k is the τ k quantile of the error distribution, see Bradic et al. (2011) .
Let us now launch the MACE. First, we approximate g(X i β) for x β near X i β:
In the context of local linear smoothing, a first order proxy of β (given x) can therefore be constructed by minimizing:
The empirical version of (2.7) requires minimizing, with respect to β and function g(·):
where K h (·) is a kernel function with K h (u) = h −1 K(u/h) and h is a bandwidth parameter. We adopt now the double integration idea of MAVE, i.e. we integrate with respect to the empirical distribution function of the covariates leading to the following loss function:
Minimizing (2.9) with respect to β and g(·) is the basic idea.
For simplicity, from now on we write g(X j β) and g (X j β) as a(X j ) and b(X j ) or a j and b j respectively. The calculation of the above minimization problem can be decomposed into two subproblems, motivated by e.g. Leng et al. (2008) , a) Given β, the estimation of a(·) and b(·) are obtained through local linear minimization. b) Given a(·) and b(·), the minimization with respect to β is carried out by the interior point method.
Variable Selection for Single Index Model
The dimension of covariates (p) is large, even one can allow p = O{exp(n δ )}, so selecting important covariates is a necessary step. Without loss of generality assume that the first q components of β * minimizing (2.2) are non-zero. To point this out
. . , β q ) = 0 and β * (0) def = (β q+1 , . . . , β p ) = 0 element-wise. Accordingly we denote X (1) and X (0) as the first q and the last p − q column of design matrix X, corresponding to β * (1) and β * (0) respectively.
are n independent and identically distributed (i.i.d.) copies of (X, Y ). Consider first estimating the SIM coefficient β * by solving the optimiza-
Here γ λ (t) is some nonnegative function, andβ (0) is an initial estimator of β * (eg. linear QR with variable selection). The penalty term in (2.10) is quite general and it covers the most popular variable selection criteria as special cases: the Lasso Tibshirani (1996) with γ λ (x) = λ , the SCAD Fan and Li (2001) with
with (c 1 > 2) and γ λ (x) = λ|x| −c 2 for some c 2 > 0 corresponding to the adaptive Lasso, Zou (2006) .
We propose to estimate β * in (2.10) with the MACE iterative procedure described below. Denoteβ w the final estimate of β * . Specifically, for t = 1, 2, · · · , iterate the following two steps. Denoteβ (t) as the estimate at step t. a) Givenβ (t) , standardizeβ (t) so thatβ (t) has length one and positive first com-
. Please note here that the kernel weights ω ij (·) use thê β (t) from the step before.
When choosing the penalty parameter λ, we adopt a C p -type criterion as in Yuan and Lin (2006) instead of the computationally involved cross validation method.
We choose the optimal weights of the convex loss functions ρ w by minimizing the asymptotic variance of the resulting estimator of β * , and the bandwidth h by criteria proposed in Yu and Jones (1998) for g(·).
Main Theorems
Defineβ w def = (β w(1) ,β w(2) ) as the estimator for β * def = (β * (1) , β * (2) ) attained by the procedure in (2.11) and (2.12) . Letβ w(1) andβ w(2) be the first q components and the remaining p−q components ofβ w respectively. If in the iterations, we have the initial estimatorβ (0) (1) as a n/q consistent one for β * (1) (2.12), we will obtain with a very high probability, an oracle estimator of the following type, sayβ w = (β w(1) , 0 ) , since the oracle knows the true active set M * def = {l : β * l = 0}. The following theorem shows that the penalized estimator enjoys the oracle property. Defineβ 0 (note that it is different from the initial estimatorβ (0)
(1) ) as the minimizer with the same loss in (2.10) but within subspace {β ∈ R p : β M c * = 0}.
We make the following assumptions for the proofs of the theorems in this paper.
Condition 1. The kernel K(·) is a continuous symmetric function. The link function g(·) ∈ C 2 , where C 2 is the function space consisting of functions with second order continuous derivatives.
Condition 2. Assume that for all k = 1, · · · , K, ρ k (x) is convex and not continuous on finite number of points. Suppose ψ k (x), the derivative (or a subgradient of ) of ρ k (x), satisfies E{ψ k (ε)|Z i } would only be a function related to k such that
is the partial derivative with respect to v, and c and C 1 are positive constants.
be n i.i.d. copies of (X, Y ). The density of β * X is bounded with bounded absolute continuous first-order derivatives on its support.
Let X i(1) denote the sub-vector of X i consisting of its first q elements.
Define
for positive constants L 1 and L 2 . There exists a constant C 3 such that for all
where for a matrix B, B 2,∞ = max u =1 Bu ∞ . be the true model. Assume that lim inf n→∞ min j {d j /λ : j ∈ M c * } > 0. Furthermore assume qh → 0 and h −1 q/n = O(1) as n goes to infinity, q = O(n α 2 ), p = O{exp(n δ )}, nh 3 → ∞ and h → 0. Also, 0 < δ < α < α 2 /2 < 1/2, α 2 /2 < α 1 < 1.
Condition 5. The error term ε i satisfies Var(ε i ) < ∞. Assume that for any integer
where s 0 and M are constants, and ψ w (·) is the derivative (a subgradient) of ρ w (·).
Condition 6. The conditional density function f (ε|Z i = u) is bounded and absolutely continuous differentiable.
Condition 1 is commonly-used and the standard normal probability density function is a kernel satisfying this condition. Condition 2 is made on the weighted loss function so that it admits a quadratic approximation. Condition 2 assumes the dependence structure between errors and the covariates. For the CQR estimation 
for a positive constant C .
It is worth noting that the above results imply the usual sign consistency, see e.g. Fan and Lv (2010) . In addition, the theorem requires a relationship between the order of p, q, and the parameter α, see Condition 4.
Theorem 2. Under Conditions 1-6, we have
where racall that
is a choice of the subgradient of ρ w (ε) and
It is worth noting that in the case of quantile regression, σ 2
Let us now look at the distribution of the estimated link functionĝ(x β w ) with the consistent estimate for β * and the estimateĝ (x β w ) with the consistent estimate of β * plugged in. 
,
are the scaling according to the standard deviations of the estimates, and recall σ 2
All the proofs of the theorems can be found in Appendix (supplementary materials).
Simulation
In this section, we evaluate our technique in several settings, involving different combinations of link functions g(·), distributions of ε, and different choices of (n, p, q, τ )s, where n is the sample size, p is the dimension of the true parameter β * , q is the number of non-zero components in β * , and τ represents the quantile level. The evaluation is first done with a simple quantile loss function, and then with the composite L 1 − L 2 and the composite quantile cases. The weights w 1 , · · · , w K are preestimated by minimizing the object K
i s are residuals for the initial estimator.
Link functions
Consider the following nonlinear link functions g(·)s. Model 1:
where Z i = X i β * , D 1 = 0.01 is a scaling constant and ε i is an error term. Model 2:
with the parameters A = 0.3, B = 3. Finally Model 3 is with D 2 = 0.1:
Criteria
For estimation accuracy for β and g(·), we use the following five criteria to measure:
2) Sign consistency:
4) Average squared error:
L 1 -norm quantile regression
We adopt the algorithm for the L 1 -norm quantile regression developed by Li and Zhu (2008) . The initial estimate of β * can be calculated by the L 1 -norm quantile regression, and then we perform the two-step iterations mentioned in Section 2.
Recall that X is a p × n matrix, and q is the number of non-zero components in β * . The jth column of X is an i.i.d. sample from N(j/2, 1). Two error distributions are considered: ε i ∼ N(0, 0.1) and t (5) . Note that β * (1) is the vector of the non-zero components in β * . In the simulation, we consider different β * (1) : β * (1) = (5, 5, 5, 5, 5), β *
(1) = (5, 4, 3, 2, 1) and β * (1) = (5, 2, 1, 0.8, 0.2). Here the indices Z i s are re-scaled to [0, 1] for nonparametric estimation. The bandwidth is selected as in Yu and Jones (1998) :
where h mean can be calculated by using the direct plug-in methodology of a local linear regression described by Ruppert et al. (1995) . To see the performance of the bandwidth selection, we compare the estimated link functions with different bandwidths. Figure 1 is an example showing the true link function (grey) and the estimated link function (black). The left plot in Figure 1 is with the bandwidth (h = 0.68) selected by applying the aforementioned bandwidth selection. We can see that the estimated link function curve is relatively smooth. The middle plot shows the estimated link function with a smaller bandwidth (h = 0.068). It can be seen that the estimated curve is wiggly shape. The right plot shows that the estimated link function with a larger bandwidth (h = 0.8), the deviation between the estimated link function curve and the true curve is very large. Table 1 shows the criteria evaluated with different models and quantile levels.
Here β * (1) = (5, 5, 5, 5, 5), the error ε follows a N (0, 0.1) distribution or follows a t(5) distribution. In 10000 simulations we set p = 10, q = 5. Standard deviations are given in brackets. We find that for quantile levels 0. 95 (1) are considered: (a) β * (1) = (5, 4, 3, 2, 1), (b) β * (1) = (5, 2, 1, 0.8, 0.2), the error ε follows a N (0, 0.1) distribution. In 10000 simulations we set p = 10, q = 5, τ = 0.95. Standard deviations are given in brackets. We notice that for the case (b), the estimation results are not better than (a) since the smaller values of β * (1) in case (b) would be estimated as zeros, and the estimation of the link function Table 1 : Criteria evaluated with different models and quantiles. β * (1) = (5, 5, 5, 5, 5), N means the error ε follows a N (0, 0.1) distribution, t means the error ε follows a t(5) distribution. In 10000 simulations we set n = 100, p = 10, q = 5. Standard deviations are given in brackets. Dev, Acc, Angle, Error and their standard deviations are reported in 10 −1 . ASE and its standard deviations are reported in 10 −2 . would be affected as well. Figure 5 and Figure 6 are the plots of the estimated link functions in these two cases. Table 3 shows the criteria evaluated under the p > n case. Here β * (1) = (5, 5, 5, 5, 5), the error ε follows a N (0, 0.1) distribution. In 10000 simulations we set p = 200, q = 5, τ = 0.05. Standard deviations are given in brackets. We find that the errors are still moderate in the p > n situation compared with Table 1. Figure 7 shows the graphs in this case. Table 3 : Criteria evaluated with different models p ≥ n case. β * (1) = (5, 5, 5, 5, 5), the error ε follows a N (0, 0.1) distribution. In 10000 simulations we set p = 200, q = 5, τ = 0.05. Standard deviations are given in brackets. Dev, Acc, Angle and their standard deviations are reported in 10 −1 , ASE and its standard deviations are reported in 10 −2 . 
Composite L 1 -L 2 Regression
In this subsection, a combined L 1 and L 2 loss is considered and thus, the corresponding optimization is formed as:
It can be further formulated as arg min
be the residual at t-th step, and the final estimate can be acquired by the iteration between g(·) and β until convergence:
Three different settings are conducted. The results are reported in Table 4 . Figure 8 (the upper panel) shows the difference between the estimated and true g(·)
functions. The level of estimation error is roughly the same as the previous level.
Also the results would not change too much with respect to the error distributions and the increasing dimension of p, since only the dimension of q matters.
Composite L 1 Quantile Regression
We use Majorize-Minimization (MM) algorithm for a large scale regression problem. Table 5 shows the estimation quality. Compared with the results in Table 1 , the estimation efficiency is improved, even in the case of p > n. Figure 8 presents the plots of the estimated link functions for different models using both the composite L 1 regression and the L 1 -L 2 regression. 
Application
In this section, we apply the proposed methodology to analyze risk for a specific firm conditioning on macro and other firm variables. More specifically, for small financial firms, we aim to detect the contagion effects and the potential risk contributions from larger firms and other market variables. As a result one identifies a risk index, which is expressed as a linear combination, composed of selected large firm returns and market prudential variables. (Table 8 to Table 10 ) can be found in the Appendices.
To evaluate the risk exposure of the firm CYN, we adopt a modified two-step quantile regression procedure which involves our quantile single index model in the second step. The first one is a quantile regression to calculate the VaR of all the covariates respectively. For this propose, one performs QR of log returns of each covariate on all the lagged macro variables:
where X i,t represents the asset return of financial institution i at time t. Then the
2)
Now the second regression is performed using the proposed MACE method. The response variable is log returns of CYN, and the explanatory variables are potential risk factors which includes the log returns of those covariates and the lagged macro variables:
where S def = [M t−1 , R], R is a vector of log returns for different firms. β j|S is a p × 1 vector. A detailed list of factors can be found in Table 8 to Table 10 in the Appendix.
With F −1 ε j,t (τ |S) = 0 the CoVaR for firm j is estimated as:
CoV aR τ j| S = g( S β j|S ), (5.4) where S def = [M t−1 , V ], with V as the estimated VaR in (5.2).
To evaluate the preciseness of the proposed CoVaR risk measure, we launch a back-testing procedure. First, one calculates the violations over time, which is defined as the days on which the log returns are lower than the estimated VaR 
where u i,t has a logistic distribution. The Wald test is then applied with null hypothesis: β 1 = β 2 = 0, see Franke et al. (2004) for more details.
Results
We use a moving window size of n = 126 (corresponding approximately to half a
year of trading days) to calculate VaR of the log returns for the 199 firms, macro variables, and CYN. Figure 9 and Figure 10 show one illustration of the estimated VaR of JPM (one covariate in the second step) and CYN respectively. It can be seen that the estimated VaR traces the low values of returns closely, and becomes more volatile when the volatility of the returns is large. With the VaR estimation in previous step, we show further the estimation of the CoVaR for CYN. The estimation is conducted in a moving window of size 126. Our technique is applied with τ = 0.05. We use p = 206 covariates, and the CoVaR for CYN is estimated with different variables selected in each window. Figure 11 shows the estimation results. We further summarize the selected variables in different windows. To compare the performance of our proposed measure with existing measures, we further apply CaViaR test for backtesting. Figure 13 shows theÎ i,t sequence of With T = 2335, the violation proportion is then τ = 0.009. From Figure 14 we get theÎ i,t sequence of CoV aR of CYN, there are 28 violations out of T = 2335, which means τ = 0.012.
The p-values of the CaViaR tests are then shown in
Application
The macro variables are the same as suggested by Adrian and Brunnermeier (2011) and Chao et al. (2012) . The macro variables and the corresponding source are listed as follows:
1. VIX, which measures the implied volatility in the market.
2. The short term liquidity spread, which is calculated by the difference between 
