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La takphonie mobile du type TDMA (<<Time Division Multiple Access,) est 
dkfinie par plusieurs normes dont la norme nord-amdricaine ANSI-136. Un des tldments 
essentiels decrits par cette nonne est l'interface radio. Plus particulii?rement, il s'agit de 
I'ensemble des messages et des proce'dures qui permettent aux tenninaux mobiles 
d'dtablir des cornexions tilc5phoniques. La compagnie Ericsson propose une solution qui 
implante cette norme au sein de sa gamrne de comrnutateurs nurn6riques B usage gdn6ral 
appele's AXE-10. 
Dam notre projet de recherche, nous avons conGu le prototype d'une plate-forme 
flexible permettant l'acquisition des 6v6nements asynchrones. Ces dvhements rdsultent 
du fonctionnement de l'interface radio de 1'AXE-10, c'est-&-dire, qu'ils sont g6ne're's par 
les diffkrents modules du logiciel de contr6le du commutateur et leurs sequences refl&tent 
directement l'architecture et le fonctionnement de l'implantation de la norme ANSI-136. 
Ils peuvent Cue observ6s et analyst% &n de superviser ou optimiser l'efficacitd de 
l'interface radio. Cependant, les evtnements individuels ne constituent que de faibles 
sources d' information. C'est pourquoi notre plate-forme doit reconstmire leur s6quence 
pour chaque appel afin d'obtenir des informations intdressantes. L'objectif ultime de 
notre plate-forme est de servir de fondation pour des applications d'analyse avancke en 
temps qresquew reel de ces sdquences d'dvdnements. 
Afin d'atteindre cet objectif le systhne congu est compose de quatre ddments 
principaux. Premi&ement, une interface TCP/IP est utilis6e afin de permettre le transfed 
des c5vdnements & partir du commutateur vers un poste de travail exteme sur lequel rdside 
notre plate-forme. Deuxii?mement, au sein de notre plate-forme, un dkcodeur permet de 
transformer les dve'nements requs en structures de d o ~ e e s  utilisees par le reste du 
vii 
systeme ainsi que par les applications d'analyse. Troisiemement. B l'aide d'algorithmes de 
dispersion les kvenements sont ai6s selon une cM qui identifie les differents appels en 
cows. Findement, les sequences d96v6nements sont reconstruites B l'aide d'un algorithme 
d'analyse syntaxique de type LR(0). Cet algorithme se base sur une grammaire fournie 
par l'usager qui decrit les egles de fonctio~ement de l'interface radio du commutateur 
numerique. 
Nous avons verifi6 le fonctio~ement de notre plate-forme par une analyse 
thdorique et par une skrie de tests de performance avec des domdes rkelles. Durant ces 
tests nous avons remarquC que le temps de traitement des 6venernents individuels Ctait 
pratiquement ind6pendant de la quantite de domees pksentes dam le systeme ainsi que 
leur t aw d9arriv6e. D'autre part. I'exdcution en temps rdel prend environ un dixi6me du 
temps disponible. Cela nous dome une borne indication que notre systbne pourra servir 
comme base aux applications dont l'exdcution doit se faire temps apresquem &el. 
ABSTRACT 
The TDMA ("Time division multiple access") mobile telephony systems are 
specified by various standards; the North American version of TDMA is specified by the 
ANSI-136 standard. One of the key parts described by that standard is the radio interface. 
In fact, among other elements, these specifications present a set of messages and 
procedures that allow mobile terminals to establish telephone connections. Ericsson 
Company implements ANSI- 136 on its general-purpose AXE- I0 digital switches. 
In our project, we have deveioped and prototyped a flexible platform to acquire 
asynchronous events which are generated by the AXE-I0 radio interface. These events 
are, in fact, generated by various modules of the controlling software. Their sequences 
represent the architecture and performance of the ANSI- 1 36 implementation. These 
events may be analysed in order to monitor or optimise the radio interface performance. 
Taken separately, the amount of information they provide is very small. This is why our 
platform has to rebuild their sequences for each call in progress in order to extract 
information of interest. Our main goal is to provide a foundation for some advanced 
analysis applications running in "near" real-time. 
In order to achieve this goal our system is divided into four rn-&in parts. The first 
part is the TCP/IP interface that allows extracting the asynchronous events from the 
AXE-10 and transferring them into a workstation where the main part of our platform is 
running. The second part of our system is a decoder that transforms the asynchronous 
events received into some advanced structures that are the input for the rest of the system, 
as well as, for the applications running on top of it. The third part consists in hashing 
algorithms that correlate the asynchronous events for each active call. Finally, a fourth 
part of the system is responsible for rebuilding the sequences of the acquired events. This 
part is based on an LR(0) parsing algorithm with a user provided grammar defining the 
rules followed by the radio interface procedures. 
We have verified the performance of our platform by means of a theoretical 
analysis and by performing several experiments based on some real radio activity data. 
During our experimentation we have observed that the mean execution time per event 
remains practically independent of the number of events currently being processed by the 
system and of their arrival rates. On the other hand the execution time is about one tenth 
of the available time. These observations show that our system may be used as a base for 
some "near" real time analysis applications. 
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INTRODUCTION 
L a  version nord arne'ricaine du sysdme de te'liphonie mobile de  type TDMA 
(<<Time Division Multiple Accessn) est de'crite par la nonne ANSI-136 1161. Cette norme 
pre'sente, entre autres, l'interface radio et plus particulierement les ensembles de messages 
et de procidures qui permettent aux tenninaux mobiles d'e'tablir les communications 
tt5liphoniques. La compagnie Ericsson propose une implantation de la norme ANSI- 136 
dam sa gamme de commutateurs nume'riques B usage ge'n6ra.l AXE-10. 
Les commutateurs nume'riques AXE-10 contiennent un logiciel de contr6le qui est 
compose de plusieurs sous-systkmes responsables de l'implantation des diffdrentes parties 
de la norme ANSI-136. Ces sous-syst2mes sont compose's, B leur tour, des modules 
appelis ablocs>~ qui communiquent entre eux par le biais de messages asynchrones. 
Chacun des blocs est responsable d'un ou plusieurs dats de l'appel t6le'phonique. C'est 
pourquoi les messages envoye's entre les blocs mernbres du sous-sysdrne r6gissant 
l'interface radio refl8tent fidilement son activitd. D'ailleurs, la plupart de ces messages 
correspondent directement aux ivinements qui surviennent entre les terminaux mobiles et 
le commutateur nume'rique, tels que de'crits par la norme ANSI-136. Nous pouvons 
reprsenter un comrnutateur nume'rique par un syst&me de contr6le par ive'nements 
discrets qui peut etre modelis6 par un ge'ne'rateur de langage formel. Les symboles 
terminaux de ce langage sont constituis par les e'venements asynchrones de'finis par 
l'irnplantation de  la norrne ANSI-136 au sein de 1'AXE-LO. La grammaire de ce langage 
est dkcrite par les differentes proce'dures et machines B e'tats sp'cifiies dans cette nonne. 
Dans ce projet, nous nous proposons de  concevoir et de bstir le prototype d'une 
plate-forme d'acquisition des ev6nements asynchrones. Cette plate-forme servira de 
fondation pour des applications d'analyse e'volu6es fonctiomant en temps qxesquew del. . 
Pour des raisons pratiques que nous expliquerons plus tard, la plate-forme d'acquisition 
doit se trouver & I'extdrieur du commutateur numdrique. Du point de vue fonctionnel la 
plate-forme doit effectuer quarte itapes de traitement sur les dom6es avant que cenes-ci 
ne soient Livrties ZL i'application d'analyse. La premiike &ape consiste B extraire les 
donnees du commutateur et 2 les transfe'rer vers la plate-forme exte'rieure oii le reste du 
travail sera effectud. La deuxi&me &ape consiste 5 transformer ces d o ~ k e s  en un format 
tvolue' pour la plate-forme d'acquisition qui sera utilisee lors des &apes subsequentes, 
ainsi que par l'application d'analyse. La troisiihne &ape consiste B trier les dvdnements 
asynchrones afin de separer les eve'nements relatifs aux differents appels. Finalement, la 
troisikme &ape, qui constitue le caur  de la recherche, consiste B reconstruire les skquences 
d'dvknements acquis. Lors de cette &ape nous d o n s  utiliser les algorithmes d'analyse 
syntaxique afin de reconstruire ces sdquences. 
Met hodologie 
Actuellement, il existe de nombreux outiIs d'analyse au sein de 1'AXE-10. Notre 
syst2me doit comger les dksavantages dont souffrent les outils actuels. C'est pourquoi 
nous allons dans un premier temps dablir une liste de contraintes que notre systkme devra 
respecter afin d'offrir une solution supt5rieure a m  solutions existantes. 
Ensuite, en vertu de nos objectifs et des contraintes, nous allons dresser un aperqu 
syste'mique de notre plate-forrne et nous d o n s  de'crire l'architecture de celle-ci. Afin de 
valider notre conception architectwale nous d o n s  effectuer une implantation des 
fonctiomalite's de base de pouvoir re'aliser une expdrience pre'iminaire qui servira de 
preuve de concept pour la continuation de notre projet. 
Puisque, le caxr  de notre projet est constitue' d'algoritbmes d'analyse syntaxique, 
nous d o n s  nous pencher, par la suite, sur deux problimes essentiels. Le premier probleme 
consiste 2 determiner le niveau de laagage qui permettra de repr6senter et decrire les 
sp'cifications de la norme ANSI-136. Le dewrieme problime consiste B choisir une 
me'thode d'analyse syntaxique qui permet d'analyser les sequences d'Cvdnements decrites 
avec notre langage. Pendant cette &ape nous ge'ne'raliserons aussi notre approche en 
de ' f~ssan t  deux langages. Le langage DDL (<<Data Description Language>>), qui permettra 
de de'crire les structures des evdnements r e p s  de I'AXE-10, ainsi que le langage ADL 
(uAcquisition Description Language,), qui perrnettra de dkcrire la grammaire qui 
representera le fonctiomement de I'implantation de la norme ANSI436 au sein de lTAXE- 
10. 
Fialement, nous effectuerons une breve &valuation des performances de tous les 
algorithmes choisis durant le projet. Ce sommaire sera suivi par une sine d'expe'riences 
sur des donndes rkelles qui perrnettront de valider notre mkthode. 
Tel que nous l'avons precis6 plut6tT l'objectif ultime de notre syst2me est de servir 
de fondation aux applications d'analyse elaborees. Ces applications doivent pouvoir 
produire des rksultats en temps <cpresque>> reel. C'est pourquoi tout au long de notre projet 
nous devrons choisir des me'thodes dont l'exkcution est constante en temps et espace pour 
le traitement des ive'nements individuels. Si nous re'ussissons dam cette tiche et que notre 
syst2me est en mesure de traiter les Mnements sans variation significative de ddlai, il 
nous sera possible d'atteindre notre objectif. Cependant, il y a certains param&tres que 
nous ne co~a issons  pas assez bien ou qui sont difficiles ii prddire. ll s'agit 1% des 
distributions des taux dTarrivt5e des e'v6nements pendant une pkriode de 24 heures et de 
lTefficacit6 de la plate-forme physique (processeur, et systeme d'exploitation) que nous 
allons choisir. C'est pourquoi il nous est tr5s difficile de p&voir les n5sdtats finaux. 
Contenu du rnkmoire 
Le me'moire est divisd en cinq chapitres principaux. Le premier chapitre dome un 
bref apequ de la littkrature qui a semi de base et de source d'informations pour ce projet. 
Dans le dewci2me chapitre, nous dons  justifier la r6alisation de notre projet en presentant 
les contraintes auxquelles le sysPme devra se plier afin d'apporter une amelioration aux 
m6thodes d' analyse qui existent actuellement. Dans le troisi2me chapitre, nous dons  
pdsenter l'architecture cornpl5te de notre solution. Nous allons y prdsenter aussi 
lTexp6rience pre'liliminaire avec ses r6sultats. Dans le quatri5me chapitre nous allons 
discuter des probkmes principaux de notre travail c'est-Mire des classes de langages, de 
la me'thode utilisee lors de la reconstruction des sdquences, ainsi que des structures des 
dewc langages conGus lors de ce projet. Enfm, dans le cinquieme chapitre nous dons  
presenter l'e'tude theorique des performances ainsi que les r6suItats e~~r imentaux  obtenus 
avec les donnees reeiles. Nous dons  conchre en faisant un sommaire des re'sultats 
obtenus et en domant des indications pour les travaux jr venir. 
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CHAPITRE I - REVUE DE LA LIT'I%RATURE 
Dans le pr6sent projet il s'agit de concevoir une plate-forme d'acquisition 
d'dvdnements asynchrones. Ces e'v6nements proviewent de l'interface radio d'un 
commutateur nume'rique utilise' en teldphonie mobile. La plate-forme d'acquisition doit 
pennettre la reconstruction de kquences d'6ve'nements et leur agrkgation en dom6es 
statistiques. Elle doit aussi pennettre l'exdcution d'actions associees B chacune des 
skquences de'finies par les usages. Pour ce faire, des algorithmes d'analyse syntaxique 
sont utilisis, La de'fmition des sequences est r6alisee B h i d e  d'une grammaire sans 
contexte basee sur la comaissance de l'implantation des normes dgissant l'interface radio. 
Le travail de recherche est centd sur les techniques d'analyse syntaxique. Cependant, afin 
de pouvoir comprendre et te'soudre le problZxne, il nous faut e'tudier plusieurs autres 
domaines de la recherche. Pour cette raison nous proposons une revue de litte'rature qui 
aborde le probl2me de plusieurs points de w e  diffdrents et compldmentaires. 
1.1 Source des BvBnements asynchrones et situation actuelle 
Un des premiers dt5ments B analyser est la source des ive'nements asynchrones au 
sein du commutateur numdrique. Dans [13] les auteurs1 ddcrivent l'architecme du 
commutateur nume'rique AXE-10 d7Ericsson utilisk dans la pre'sente recherche. Les 
' Plusieurs des documents de formation ou dkrivant les differents produits de  Ericsson inc. ne 
pr6sentent pas les noms des auteurs. Pour cette raison les references sans nom reviennent a 
plusieurs reprises dans ce rn6moire. 
auteurs mettent l'accent sur l'architecture logicielle de haut niveau. Notamment, ils 
pdsentent la structure des sous-systcmes et des blocs dTex6cution (les programmes). Ils 
pdsentent aussi les diffkrents types de messages pennettant la communication entre les 
blocs d'exkcution, en d6crivant leurs formats et les avantages de chacun des types de  
messages. En particulier, les auteurs prdcisent que les messages du type aombin6>> sont 
les plus efficaces. C'est pourquoi, nous utiliserons les messages de ce type afin de 
recueillit les informations des diffe'rents blocs du sous-systhe radio. 
Nguyen et Ragosta [14] dkcrivent l'implantation de la norme ANSI-136 [16] au 
sein du commutateur numerique. En effet, ce document couvre toutes les phases d'un 
appel tddphonique utiiisant plusieurs sous-syst5mes. Dans ce projet nous nous interessons 
uniquement l'interface radio. D'autre part, dam [17] les auteurs decrivent toutes les 
r&gles de conception de l'interface radio selon la norme ANSI-136 [16]. Il s'agit surtout 
d'un document decrivant la mise en cEuvre du s y s t h e  en utilisant les produits et les 
solutions conpes  par Ericsson. Un certain nombre de statistiques conventionnelles 
fournies par le commutateur y est dkcrit. Dans le cadre de ce projet nous concevons un 
syst&me d'analyse beaucoup plus flexible et permettant d'obtenir des statistiques plus 
dvoluees que les syst5mes classiques d6crits dans [17]. Kelly Coursey 1361 presente de 
maniere gen6rale tous les aspects de la norme ANSI-136. Il prksente aussi son 
implantation, son integration et son evolution dans les systkmes typiques. 
Minichiello [39] de'crit des exp'riences effectukes avec l'approche prkconisee dans 
le present projet mais avec des syst6mes batis exclusivement pour ces exp'riences. Dans 
notre projet, nous concevrons un syst5me ge'nkrique permettant de  constmire rapidement 
des moteurs d' acquisition permettant d'effectuer ce genre d' analyses. 
1.2 Systkmes de contriile par 6v6nements discrets 
Les syst&mes dynamiques B kvknements discrets peuvent are modklis6s par des 
automates dont l'tvolution dynamique est determinee par les sequences d't5vinements 
discrets [21]. Ce mod5le est souvent a p p l e  <<gdne'rateur de langage formel>> [22]. Un 
commutateur numdrique g6rant la tdle'phonie mobile ou un rdseau de takphonie commute' 
conventiomel peut &re considkr6 c o m e  un systeme de contr6le 5 kvdnements discrets 
[23]. Thistle et a1 [23] pgsentent une rn6thode de modelsation de contr6leurs pour des 
syst2mes fonctionnant par dvdnements discrets. Les exemples pr6sentks concement un 
rdseau tddphonique simplift5 Thistle et a1 expliquent que ce syst5me est mode'lise comme 
dam [22] par un gdndrateur de langage formel, dont I'ensemble des Cvenements constitue 
l'alpbabet du langage en question. Les <qh.rases>> repdsentent les sequences des 
dvdnements pouvant survenir. Le r6le du contr6leur est de d6sactiver de manihre 
dynamique certains Bvenements contr6lables afin d'obtenir le comportement d6s W. Les 
sp&ifications des contr6leurs de ces systemes prennent la forrne d'un langage, le systeme 
contr6M ne pouvant gdndrer que des <qhrases valides,,. Dam notre projet, il ne s'agit que 
d'observer les sequences d'evdnements discrets pouvant survenir dam l'interface radio 
d'un commutateur dgissant les communications sans fil. Un des nos objectifs est de 
determiner dam queue mesure il est possible d'analyser les sequences de ces 6ve'nernents B 
l'aide d'un langage qui respecte les contraintes LR(O), ou plut6t' quel sera le 
comportement d'un tel systeme dans un enviromement reel. 
1.3 Syst&mes d'acquisition et de traitement de donnkes en temps reel 
Yarnashita et a1 [ I ]  traitent d'un syst2me d'acquisition et d'analyse en temps reel. ll 
s'agit de domees de mesure gkn6rdes par un acdl&ateur de particules. L'architecture du 
systcme est bade  sur plusieurs postes de  travail UNM interconnect& par un reseau 
TCP/IP utilisant 1'Ethernet 10Base-T (norrne IEEE 802.33'-1993) c o m e  couche physique. 
Us  proposent un traitement de donndes sous fonne de pipeline, c'est-&-dire, que les 
donnks sont passees d'une poste de travail B l'autre pour effectuer les differentes 
transformations. Cette appruche rend le systeme flexible et sa capacite faciiement 
adaptable aux variations des contraintes. D'autre part, ils proposent de partager le rdseau 
en deux parties : une pour les transferts de  domees 5 partir de la source vers les postes 
effectuant le traitement et  l'autre pour les ~ C C ~ S  des usagers. Chacun de ces postes, en 
effet, possede deux interfaces TCPIIP. De cette mani&re, le traf~c des d o ~ e e s  est is016 de 
l'activite' du r6seau d'acch. 
Les domees acquises par le systeme c o n g ~  sont reCues sous forme de blocs. 
Chacun de ces blocs contient un nombre variable de structures de donndes presentant les 
dvknements asynchrones. Belovitch et a1 [2] decrivent un syst2me de stockage flexible. Ce 
systkme permet de stocker des series d'khantilloas acquis ;1 des Mquences variables. 
Toutes les domdes acquises sont grouges en blocs et les recherches se font de fagon 
dichotomique de rnani&re B obtenir une efficacitk de log2(n) oir n est le nombre de blocs 
stock&. Notons aussi que le syst2me de stockage pr&ente' peut f tre acct5d6 en lecture par 
plusieurs usagers simultankment pendant que le syst&me est en acquisition. 
Arras et al [53] presentent la notion de temps qxesque>> &el (asoft-real-time>>) 
comme caracte'ristique de certains systkrnes de communication par paquets qui permettent 
des ddlais variables et meme des pertes de donnks. Il s'agit surtout de syst2mes de 
transferts de dome'es sonores ou video. Le syst5me que nous voulons concevoir doit 
pennettre un stockage et une analyse continue sur une plate-forme peu coQteuse et flexible. 
Nous voulons nous limiter 5  off^ les rdsultats dam des delais r a i s o ~ a b l e s  ans offrir la 
possibilitk d'implanter une boucle de contr6le [54]. C'est pourquoi, notre s y s t h e  doit se 
cornporter comme un systeme fonctiomant en temps qresque>> rdel, sans pertes de 
donnt5es. 
Le syst5me consu est un systeme d'observation d'un rt5seau tdldphonique sans fil. 
Le de'bit des Cve'nements acquis depend directement du trafic t616phonique. Bratt Ell] 
prdsente des exemples de  distribution du de%it de trafic tt516phonique ventilk selon les 
h e w s  de  la joumde, les jours de la semaine et les mois de l'annde. Il pksente aussi le 
mod5le 6tabli par le chercheur danois Erlang ainsi que les dgles  dites aheures de pointe, 
utilisdes lors du dimensionnement du re'seau tele'phonique. On voit qu'il est impossible de 
d6crire le comportement du r6seau 5 long terme par une distribution statistique simple. Les 
arrive'es des appels suivent la loi de Poisson mais le taux d'arrivees est variable. Plus 
particuli&rement, il depend des activitks des usagers, des plans de service offerts, des jours 
de la semaine, des mois de I'annde, etc. Le de%it des domkes acquises par le prksent 
syst5me va suivre exactement le meme comportement, puisque l'activite' de I'interface 
radio depend directement du comportement des usagers. 
1.4 Systemes de traitement de donn6es avancks  data Miningw 
Le <<Data Mining>, prdsentee par Chen et a1 [4] et Colin [5] permet de stocker 
d'abord les donndes dans des bases de donnees sp5cialis6es [5] et ensuite de dtablir les 
relations en faisant des jointures entre les diffe'rentes tables d'dvdnements de manibre 
efficace. Cette technique est souvent proposde dam les situations oh on ne comait pas la 
relation entre les diffe'rentes donnees. C'est pourquoi plusieurs chercheurs tels que 
Nakajima [6], Hirota, Pedrycz [7, 81, Baldwin [9] et Lin [LO] e'tendent cette technique B 
l'aide de la logique floue qui permet d'dargir la notion d'ensembles afin d'accroitre le 
nombre de possibilites. Selon Askerup 1473, dans notre cas, le <<Data Mining>> permettrait 
d'effectuer des analyses beaucoup plus pussees. Puisque l'acquisition et l'organisation 
initiale des dome'es sont essentielles [5, 471, notre plate-forme doit pennettre d'organiser 
Ies d o ~ k e s ,  de rnaniere B ce que des techniques teUes que la ge'n6rdisation [4] soient plus 
faciles & re'aliser. 
1.5 Applications similaires des algorithmes d'analyse syntaxique 
L'aspect essentiel du prdsent systcme est la reconstruction des skquences 
d'bv6nements asynchrones en utilisant des algorithmes d'analyse syntaxique. Yost et a1 
[12] ddcnvent une me'thode permettant d'extraire les informations dites <<se'mantiquement 
int&essantes>, B partir des rdsultats de simulation. Ils ddcrivent aussi un langage de 
de'finition des ive'nements dits <<significatifsn. En effet, ce langage sert h de'crire une 
machine B itats qui inspecte les domees lors de la simulation et en construit un arbre 
d'analyse syntaxique (iparse tree>>). Si certaines sdquences d'bv6nements sont de'tectdes et 
que les donn6es qui contribuent B ces sequences ont des valeurs respectant des regles 
semantiques d 6 f ~ e s  par l'usager, les re'sultats sont convertis en repksentation graphique. 
Bobick et Ivanov [19] d6crivent un systkme qui permet de recomaitre les gestes de 
la main. Ce systhne est cony  en deux couches : la premi2re ddtecte les primitives du 
mouvement et la deuxieme ddtecte les gestes en utilisant l'analyse syntaxique probabiliste. 
L'analyse syntaxique probabiliste est basee sur les algorithmes ge'nkraux d'analyse 
syntaxique des grammaires sans contexte de Earley dtendue par Stolcke [20] pour les 
grammaires probabilistes. Dans cette m6thode tout comme dans le pksent projet les 
auteurs basent le processus de ddtection des gestes sur la connaissance h priori des 
sequences de mouvements pouvant suwenir. Dam ce cas particulier, l'univea des 
possibilitds est consid6rable car il y a trks peu de rkges fiables qui dgissent cet univea. 
C'est pourquoi, ils doivent utiliser un algorithme ge'ne'ral. Dans le pdsent projet Ie nombre 
de possibilite's est limit6 et bien ddfini par les normes et par l'implantation logicielle de ces 
normes. C'est pourquoi nous avons choisi d' utiliser un algorithme LR(0) beaucoup moins 
puissant, mais plus efficace en espace et en temps. 
1.6 Litt6rature gkdrale sur les algorithmes d'analyse syntaxique 
Le ceur  de notre travail de recherche est constitu6 par diffe'rentes mdthodes 
d'analyse syntaxique. Il s'agit 18 aussi bien de la thdorie que des m6thodes d'implantation. 
Grune et Jacobs [27] ddcrivent le probDme d'analyse syntaxique de fason t&s gdndrale. Ils 
pdsentent les algorithmes pour les approches LL (<<Left to Right, Left Recursive>>) et LR 
(de f t  to Right, Right  recursive^). Us traitent des algorithmes gkne'raux, comrne 
I' algorithme de Earley [27], qui constituent plu t6t des me'thodes the'oriques. Ils prksentent 
aussi les m h o d e s  pratiques telles que la m6thode LALR (<<Look Ahead LRD). Parsons 
[26] fait en  quelque sorte une introduction au domaine de l'analyse syntaxique et B la 
construction des compilateurs en ne prdsentant que les m6thodes de base. Aho. Sethi et 
Cniman [24] presentent un veritable recueil de recettes decrivant un grand nombre de 
mkthodes pratiques disponibles pour effectuer l'analyse syntaxique ainsi que la ge'neration 
automatique des programmes d' analyse. Finalement, Chapman [25] de'cri t I' analyse 
syntaxique de rnani5re tks formelle, en faisant des preuves trks rigoureuses pour chaque 
de'ment de l'analyse syntaxique. 
1.7 Littkrature g6nhle  sur les algorithmes de base et le design 
Un autre des principaux dldments de notre projet est l'implantation de l'algorithme 
d'analyse syntaxique du type LR(0). Nous voulons verifier jusqu'k quel point il est 
possible de reconstmire les sequences d'Ev6nements et dans quelle mesure cette approche 
permet d'obtenir des re'sultats en temps qresquen reel. Cette partie du projet requiert des 
coonaissances approfondies dans le domaine des algorithmes din que le logiciel conqu 
soit efficace. Knuth [28, 291 et Sedgewick 1301 dkcrivent les diffdrents algorithmes de 
base. La re'fe'rence [30] est plut6t un document traitant des algorithmes de manikre 
gendrale, tandis que les re'fdrences 128, 291 constituent des discussions t r k  ditailldes 
decrivant I'efficacitc5 des algorithmes du point de we du temps et de  I'espace d'execution. 
L'implantation comprend aussi la ge'niration de matrices LR(0) ii partir des 
~ ~ c i f i c a t i o n s  ddcrites dam un langage c o n y  dans le cadre du prksent projet. Aho, Sethi et 
Ullman [24] decrivent plusieurs mdthodes pour gdnt5rer les matrices LR(0). Lemone [34] 
donne une methode de  haut niveau de conception d'un compilateur LR(0). Sethi [35] 
decrit la forme Backus-Naur de description de grammaires sur laquelle le langage de 
description des acquisitions   acquisition Description Language., ADL) de notre projet 
est bask. Levine, Mason et Brown 1331 offrent un guide pratique des outils LEX et YACC 
utilis6 dam le pgsent projet pour gendrer les compilateurs du langage pennettant de 
d6crire les domees DDL (((Data Description Language,,) et du ADL. 
Enfin, toute I'irnplaatation du pksent projet est bade sur la me'thode orientke objet 
et est programme'e en Ci+ [3 11. La plupart des concepts de design sont d6crits par Gamma 
et a1 [32] qui presentent un vdritable recueil de me'thodes de design orientd objet. 
CHAPITRE II - DEFINITION DU CADRE DE 
RECHERCHE 
Dans ce chapitre, nous d o n s  pre'senter la problCmatique du syst*me cony dans le 
cadre de notre projet. Tel qu'dnonce dans les chapitres pnicedents, il s'agit d'une plate- 
forme flexible permettant ['acquisition dT6v6nements asynchrones. Ces dvdnements 
correspondent 2 la signalisation de I'interface radio d'un kseau sans fd qui suit la norme 
ANSI436 [16]. Cette interface est gdrde par un commutateur num6rique AXE-10 
dTEricsson. L'objectif principal est de permettre a u  ing6nieurs d'analyser le 
comportement de I'interface radio par le biais de statistiques et d'observations en temps 
qxesquem rdel. Nous commencerons notre discussion par une brbe description de la 
norme ANSI436 et par un apequ de l'architecture logicielle du commutateur. Ensuite, 
nous pr6senterons la situation actuelle, la motivation du projet, ainsi que les contraintes et 
objectifs. Nous continuerons avec la prdsentation syste'mique de la plate-forme 
d'acquisition. Enfin, nous conclurons par une description des limites de notre projet. 
La norme ANSI-136 [16] a it6 mise en place par le groupe TR-45.3 de la TIA 
(Telecommunication Industry Association) qui travaille en association avec la EIA 
(Electronic Industry Association). Cette norme est une agegation de plusieurs normes et 
protocoles du PCS (Personal Communication Service) numCrique tels que IS- 136, IS- 137. 
IS- 138, IS-64 1, IS- 130 et IS- 1 35 de la TIA (<<IS>) voulant dire <<Interim Standard >>) [36]. 
Elle d6finit tous Les aspects du PCS, des protocoles physiques jusqu'h la ddfinition des 
services. Dam le cadre de ce projet, nous sommes uniquement intdress6s par le 
fonctiomement logique de l'interface radio. A ce sujet, la nome d 6 f ~ t  une s&ie de 
machines B Ctats et algorithrnes qui ddcrivent les diffdrentes prockdures utilisdes. Nous 
allons revenir sur ce point dam les chapitres ultdrieurs. Un autre aspect important de la 
norme ANSI-136 pour notre travail de recherche est l'architecture typique du kseau [36] 
dont une version simplifide est prdsent6e 5 la figure 2.1. Sur cette figure nous rernarquons 
que l'architecture comprend des stations d'antemes BS (<<Base Stations>>) relides au centre 
de commutation mobile MSC (<Mobile Switching Centre>>). Le MSC gere l'interface radio 
aussi bien que les acc& aux Lignes du r6seau commutd de telephonic publique PSTN 
  public Switched Telephony Network,), ou l'acces aux lignes des autres MSC. Cette 
architecture est une particularit6 de la norrne ANSI-136 car la plupart des autres normes 
comme les normes GSM 1371, CDMA IS-95 [38] ou cdma2000 [38] comprennent aussi un 
contr6leur de stations d'antemes BSC (<<Base Station Controllem), qui est exclusivement 
responsable de la gestion de l'interface radio. Dans ces cas, la responsabilitd du MSC est 
r6duite B la gestion des accbs au PSTN et aux autres MSC. Dans notre projet la plate- 
forme d'acquisition devra interagir directement avec le MSC. 
MS MS: Mobile rtafon (terminal Wife] 
BS Base Station (statlon dbntennes) 
MSC: Mobile Switching Centre (centre 
de commutation moblie) 
MS PSN: Public witched telephone network (r&eau public commute). 
Figure 2.1 Architecture typique du &eau selon la norme ANSI-136 
2.2 Architecture du commutateur AXE40 d'Ericsson 
Tel qu'il a e't6 mentiom6 plus t6t, I'e'le'ment cle' en communications mobiles r6gies 
par la norme ANSI- 136 est le MSC ou dans notre cas I' AXE- 10 d'Ericsson. Il remplit 
fonctions pnncipales : premierement, il dgit I'interface radio, deuxikmement, il permet 
d'ktablir les communications entre les diffe'rents usagers du systerne te'le'phonique. Le 
commutateur nume'rique requiert un logiciel de contr6le 6crit dans un langage s@cial 
appele' PLEX (<<Programming Language for Exchanges>>) [13]. D'une part, ce logiciel est 
subdivis6 en <<blocs>>. D'autre part, un appel tde'phonique peut i3re visualisk c o m e  une 
machine B e'tats. C'est pourquoi, chacun de ces blocs est responsable d'un ou plusieurs 
itats de I'appel. Au fur et B mesure qu'un appel ivolue (change d'itat) les ressources sont 
saisies au sein des diffirents blocs. Cela forme une <<chatne d'appelm (<<call pathu [14]). La 
figure 2.2 dome un exemple tr2s simplifZ de I'&ablissement d'un appel. Tout d' abord, un 
usager compose un nume'ro qui est d6codd par le bloc <A>,. Ensuite, le bloc cd3u ve'rifie le 
nume'ro demand6 aupres d'un registre des num6ros valides. Par la suite, le bloc <<Cw 
localise et virifie la ligne de l'usager appele'. Findement, un bloc <<Dm e'tablit la 
communication entre Ies deux usagers. La communication entre les blocs est effectuke par 
l'envoi de signaux. Lorsqu'un bloc a fini de faire sa part de travail (il est alors temps de 
changer d'e'tat) il envoie un signal vers le bloc suivant. Chaque signal est un message 
asynchrone qui contient les informations ne'cessaires (sur I'appel en cours) pour que le 
bloc suivant puisse exe'cuter sa tiiche. Une fois B l'intkrieur du bloc, les signaux sont 
copies dans une structure appelee <<enregistrementn (ccrecord>,) pour toute la duree de 
l'appel. Cela correspond B la saisie des ressources au sein des blocs et B la creation de la 
achatne d'appeb. Les signaux sont en effet des 6v6nements asynchroncs. Les donnkes 
contenues 2i l'inte'rieur de ces evenements pourraient ecre observkes afm de su~e i l l e r  
l'activite' du commutateur numdrique. Elles pourraient aussi Ctre stocke'es afin d'effectuer 
des analyses plus daborkes sur le fonctiomement du kseau (e. g. <<Data Mining>>). C'est 
en effet ce que nous nous proposons de faire dans ce projet. Cependant, nous somrnes 
uniquement intkresds par l'activitk de I'interface radio. Notre systkme ne permettra donc 
que d'acqut5rir les signaux envoy& par les blocs qui gkrent l'interface radio. 
Signal Signal Signal 
Bloc A Bloc B Bloc C Bloc D 
S d i  du V&ffkotion V&ifkolion Sable 
num6ro du numeto de la ligne de des lignes 
de Pusoger B de rusoger B I'usoger B 
Figure 2.2 Exemple simplif16 d'itablissement d'un appel 
2.3 Situation actuelle 
Actuellement, au niveau du commutateur nume'rique, il existe de nombreux outils 
pour observer son fonctionnement. Tous ces outils souffrent de trois d6savantages 
majeurs : 
1. Il s'agit d'outils intt5gr6s au commutateur dont le fonctionnement augrnente la 
charge de I'UCT (Unit6 Centrale de Traitement) au point que de nombreuses 
sociit6s exploitantes interdisent leur utilisation durant les heures de pointe. Or, 
c'est pendant ces heures, que les observations seraient les plus inte'ressantes. 
2. C o m e  ces outils sont int6gris au logiciel de contr6le du MSC, leur 
de'veloppement doit suivre les rgggles strictes du d6veloppement de ce logiciel. 
Or, il est formellement interdit de faire des changements rapides et non certifib 
car ceci pourrait avoir des rdpercussions ne'gatives sur la fiabiliti du syst5me. 
C'est pourquoi il est impossible de les adapter ou de les optimiser pour des 
analyses particuliires. 
3. L' AXE- 10 est une plate-forme entihment <qxopridtaire>>, c'est-&-dire qu'elle 
se base uniquement sur des produits d6vel0p~s k I'inteme. C'est pourquoi, elle 
offre tr&s peu de possibilites d'interopdrabilitd avec d'autres syst8mes 
commerciaw tels que les syst8mes de fichiers re'seaux, bases de donndes ou 
syst8mes d'interfaces graphiques. I1 est donc mcile, voire impossible, 
d'intdgrer au logiciel de contr6le des me'thodes et outils commerciaux qui 
permettraient d'effectuer des analyses plus poussdes. 
2.4 Motivation et id6e generale 
~ t a n t  domes les inconvknients des outils actuels, nous nous proposons de 
concevoir une plate-forme d'acquisition des dv6nements asynchrones (signaux) du logiciel 
de contr6le correspondant B l'activit6 de I'interface radio. Cette approche garantira un 
maximum de flexibilitd aux inge'nieurs et permettra d'effectuer des analyses complexes en 
temps <cpresque>> &el lors des seances d'acquisition (<<online analysis~), aussi bien 
qu'aprh que les seances d'acquisition soient termides (<(offline analysis>>). En effet, cette 
me'thode doit aller totalement B l'encontre des mdthodes traditiomelles qui ont tendance B 
offrir du <<tout cuit~, mais avec un nombre limit6 de possibilite's. Elle doit pennettre de 
faire des traitements qui incluent du <<data mining>> avec les domees obtenues, tout en 
minimisant le taux d'utilisation de I'UCT lors de son fonctionnement. 
2.5 Contraintes et objectifs 
La solution proposee doit respecter cinq contraintes principales pour que le 
syst5me conp apporte une amt5lioration B la situation actuelle ou plutet, qu'il corrige les 
lacunes des me'thodes actueUes. 
1. Traitement externe et minimisation de I'utilisation de I'UCT : D'une part, il 
faut minimiser le taux d'utilisation de L'UCT. D'autre part, un commutateur ne 
poss6de pas d'unit6 de stockage dont la capacit6 pourrait &re dediee au 
stockage des donnkes acquises. Ceci implique que le traitement et le stockage 
doivent se faire 2 I'extirieur du MSC. 
2. Cordlation et reconstruction des shuences : Seuls, les e've'nements acquis 
n'offrent que t&s peu d'informations. En effet, ils ne permettent pas d'offrir 
plus d'informations que les systemes existants. Cependant, les se'quences 
d'e'v6nements reconstitukes entikrement, ou en partie, permettent d'observer 
tres exactement le fonctiomement de l'interface radio. Cette reconstruction 
doit se faire en trois &apes. La premi2re 6tape consiste 2 extraire les 
6v6nements d9intkr6t pour l'analyse. La deuxi2me ktape, consiste h classer les 
el6ments regus selon une clk qui identifie les instances sur lesquelles l'analyse 
est effectuee. Dans la plupart des cas, il s'agit d'anlyser des appels en cours 
dam le r6seau. La cle' est alors l'identification des terminaux mobiles. En 
pratique, il s'agit du nurnkro de telc5phone de ces terminaux. Findement, la 
troisieme &ape consiste h reconstruire chaque sequence d'e've'nernents selon 
des r5gles connues d'avance, qui correspondent directement B la description de 
la machine B 6tats analyske. 
3. Facilit6, flexibilit6 et ouverture pour d'autres a~~lications : Le systeme doit 
Btre facilement modifiable et aussi flexible que possible afin de maximiser les 
possibilitds d'analyses. En effet, il doit offrir une interface de  programmation 
pennettant aux usagers de l'utiliser de manibre facile sans comaitre les dktails 
de son implantation. Il doit aussi pouvoir Btre intkgr6 avec n'importe quelle 
application disponible sur le marche'. 
4. Traitement en temm u~resauew &I : Tel nous l'avons explique' dam le 
chapitre pkc6dent, le traitement doit s'effectuer en temps qresque,, reel sans 
pertes de domees, afim de pennettre I'observation continue du commutateur. 
Ceci impose l'utilisation d'algorithmes dont I'ex&ution est Lin6aire en temps et 
en espace. Il est important de rappeler que dans le cadre du pksent travail il ne 
s'agit pas d'offrir des bases pour biltir une boucle de contr6le 1541. C'est 
pourquoi nous conside'rons uniquement le traitement en temps qresqueu d e l  
avec des de'lais de de'passant pas plus que 5 secondes. 
5. Infrastructure w u  coiiteuse : La plate-forme physique ainsi que l'interface 
avec le MSC doivent Ctre le plus communes possibles, peu coQteux, facilement 
transportables et faciles B installer. Ceci doit pennettre aux inge'nieurs 
d'effectuer les analyses sans investir au pr6alable beaucoup de  temps, d'argent 
et d'e'nergie pour mettre en place toute l'infrastructure. 
2.6 Aperqu systhique de la plate-forme 
En vertu des contraintes e'nume'r6es dans la section pr6cedente nous pouvons 
Ctablir une image syste'mique de la plate-forme. Cette image est presentde 2 la figure 2.3. 
On peut y distinguer les caracte'ristiques suivantes. Tout d'abord, la plate-forme 
d'acquisition f o n c t i o ~ e  2 l'exte'rieur du MSC (contrainte 1, <<Traitement exteme et 
minimisation de l'utilisation de I'UCT*). Il s'agit, 12, de n'importe quel type d'ordinateur 
personnel (ou poste de travail) relie au MSC via une interface TCPIIP, ce qui permet 
d'utiiiser la plupart des outils disponibles sur le march6 (contrainte 3, &lexibiiitd et 
ouverture pour d'autres applications>>). Ceci rend 1'6quipement peu coGteux, facile B 
installer et surtout facilement accessible (contrainte 5, dnfrastructure peu coQteuseu). 
Ensuite. la plate-forme est sous-divisee en deux parties principales. La premiere partie est 
caract&Me par les aigorithrnes constants, inddpendants du type d'analyse exdcut6e. La 
deuxii5me partie constitue l'implantation de l'analyse effectue'e. Entre ces deux parties se 
trouve I'interface de programmation (contrainte 3, {<Hexibilit& et ouverture pour d'autres 











Figure 2 3  Aperqu sysdmique de la plate-forme d'acquisition 
Le flux des donnies est pre'sentd B la figure 2.3 ob nous pouvons remarquer quatre 
&apes ~ ~ c i f i q u e s .  Premikrernent, Zt I'entrde du syst&me les dvknements doivent Ctre 
traduits en un format utile pour le reste du traitement. Dans les chapitres ultirieurs, nous 
d o n s  voir que ces e've'nements arrivent en groups pour des raisons d'efficacite'. Cette 
&ape permet aussi d'extraire les kv6nements qui sont intiressants pour l'analyse 
subsdquente (contrainte 2, cCorre'lation et reconstruction des sdquencew). Deuxihnement, 
tous les ivinements doivent &tre classe's selon l'instance qui est analyske. Comme il a it6 
mentionne' plus t6t (contrainte 2, <Corrdation et reconstruction des sc5quences>>) l'analyse 
consiste B observer plusieurs instances actives simultane'ment, donc les dv6nements 
doivent &re classis selon une cli identifiant ces instances. Troisi*mement, I'activite' de 
chaque instance est ddcnte par une sirie de machines h itats decrivant les diffe'rentes 
proc6dures (contrainte 2, dorrdlation et reconstruction des siquencesu). La responsabilite 
de cette partie est de ddclencher des actions sp6cifiques chaque fois qu'une proce'dure ou 
une partie de cette proc6dure est exdcutee. Plus tard nous verrons comment l'utilisation 
des algorithmes d'analyse grammaticale du type LR(0) permettra une execution en temps 
qresquen kel  (contrainte 4, <<Traitement en temps apresques reel,,). Finalement, la 
quatri6me partie est constituk par un ensemble d'actions particulitres irnplantdes pour 
chaque type d'anaiyse (cootrainte 3. &lexibilitk et ouverture pour d'autres applications>>). 
2.7 Limites du cadre de recherche 
Tel que pre'sente il la figure 2.3, dam le cadre de ce projet d o n s  nous pr6occuper 
de la partie ge'ndrique du flux de domees se trouvant ITint&ieur de la plate-forme 
d'acquisition. L'interface de programmation constitue la limite de nos responsabilite's. Plus 
particufi&rement, le coeur du travail sera constitue' par l'analyse et I'implantation des 
algorithmes de d6codageT de classification et de reconstruction des s6quences 
d'6vdnements. Ces 6v6nements vont nous parvenir des blocs du MSC ge'rant l'interface 
radio. Sur un second plan, nous allons d'dvaluer de fa~on g6nkrale comment la plate-forme 
ainsi conSue se comporte avec les donnees provenant d'un te'seau gel. 
Dam ce chapitre nous presenterons les details de I'architecture du syst2me en 
&endant la pre'sentation syste'mique du chapitre pkce'dent. Plus particuli&ement, nous 
parierons de l'implantation au sein du MSC. Ensuite, nous montrerons le ditail de la plate- 
forme d'acquisition et nous allons tenniner avec une pksentation de haut niveau du 
traitement des donnees. 
3.1 Implantation au sein du MSC 
La premi6re phase du processus d'acquisition se trouve au niveau du MSC, mais 
comrne il a e'td m e n t i o ~ i  dans le chapitre 2, la performance du MSC doit rester 
pratiquement inchangee. C'est pourquoi cette implantation doit rester minimale. Nous 
avons pris la dkcision d' implanter un bloc simple pennettant uniquement d'extraire les 
ivinements du MSC. Ce bloc re~oi t  les copies de messages, qui sont passdes entre les 
blocs du logiciel de contr6le, par le biais des messages dits <ccombinis>> [13]. LR contenu 
de ces messages est copii dam un espace tampon qui est transfe'ri vers la plate-forme 
exte'rieure 2 travers une interface TCP/IP [40,43]. Ce transfert est effectui quand l'espace 
tampon est suffisamment rempli, ou aprh qu'un temps prddefini se soit kcoule'. Les 
messages dits <<combine'su sont t&s efficaces car leur transfert est effect& en appelant une 
routine au sein du bloc cible sans passer par un stockage intermediaire tel qu'une pile ou 
une frle d'attente de messages [I3]. Il s'agit la de ce que nous pourrions appeler un i<gotou 
avec pararn&res. Il faut aussi noter que gr5ce aux procedures de maintenance', les 
messages combines peuveot etre facilernent ajoutks quand le MSC est actif. Ceci rend 
notre approche particulii?rement interessante, car de cette manikre, outre 1'activW de 
l'interface radio, il sera possible d'observer le comportement de pratiquement n'importe 
quel bloc du logiciel de contr6le. La figure 3.1 schdmatise ce processus. On y voit que tous 
les blocs envoient me copie des messages via le message combink avant de les envoyer 
vers leur destination finale. 
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Figure 3.1 Block d'acquisition au sein du MSC 
3.2 Plate-forme d 'acquisition 
Pour des raisons pratiques nous avons choisi un ordinateur personnel 
travail) avec Ie syst5me d'exploitation Linux comme plate-fome extkrieure 
(poste de 
physique. 
' CAXE-10, grace a son architecture redondante, perrnet de changer des parties du code pendant 
qu'il est en utilisation. 
Pour des raisons de flexibilitd nous avons ddcide' d'utiliser une interface TCPTP appelee 
<<Signalling Terminal for Open Communications>> (STOC) [40] pour la comexion entre le 
MSC et le poste de travail. Cette approche est inspirde d'un syst5me congu pour 
l'acquisition en temps reel des e've'nements provenant d'un accele'rateur de particules [I]. 
Les auteurs de ce syst&me d'acquisition suggerent que l'ordinateur, qui effectue les 
acquisitions, poss&de deux interfaces re'seau, une qui sert exclusivement au Lien avec la ou 
les sources de donne'es et l'autre pour acce'der 5 la plate-forme Zt partir d'un kseau 
corporatif- Nous avons suivi exactement la meme approche. 
3.2.1 Performances de I'interface 
Dam notre cas le lien physique entre le MSC et le poste de travail est un lien 
Ethernet 10Base-T bidirectionnel (&ll duplexn) suivant la norme EEE 802.3i-1990. 
Ethernet offre un acces non de'terministe au medium partage', c'est-Mire que n'importe 
quel ele'ment du re'seau peut commencer B transrnettre 5 n'importe quel moment. Si deux 
4le'ments transmettent simultane'ment, une collision a lieu et les deux e'le'ments doivent 
attendre un temps aliatoire avant de rgessayer une transmission. Tel que nous avons 
expliqu6 dans la section pr&e'dente, nous avons decide de connecter le MSC au poste de 
travail avec un lien isole' de tout autre trafic. Dans le prksent projet, il s'agit d'un lien 
bidirectionnel sans autres applications. Nous pouvons donc ne'gliger les pertes de 
performances dues aux collisions. L'Ethernet dont nous parlons offre une capacit6 
the'orique maximale 8 12 trarnes de 1500 octets par seconde (ou 9,744,000 bit&) [42]. 
Dans notre cas il faut aussi comptabiliser 20 octets par trame pour l'entete des paquets IP 
et 20 octets pour l'entete TCP' ce qui kduit la capacite' the'orique maximale B 1,185,520 
' Le protocole TCP, pour dviter la fragmentation, insere les paquets complets dans chaque paquet 
IP [43], donc nous pouvons assumer que tous les paquets envoyes contiennent un en-t6te TCP. 
octetds (ou 9,484,160 bitds). Bien e'videmment, ces chiffres doivent titre interpre'te's 
comme des ordres de grandeurs uniquement car l'efficacite' exacte de l'interface de'pend 
d'un grand nombre de param&es, tels que l'efficacite' des logiciels pilotes, l'efficacit6 de 
I'implantation du protocole TCP/IP, etc. En effet, la seule fagon d'e'tablir les performances 
rdelles est d'effectuer un certain nombre d ' e ~ ~ r i e n c e s  1421. Nous n'avons pas pu trouver 
de rapports faisant part de telles expe'riences et, faute de temps, nous ne pouvions pas les 
faire nous-memes. C'est pourquoi, nous nous en tiendrons B des ordres de grandeur 
uniquernent. 
La capacite' the'orique du lien depend de la taille des trames, et la taille maximale 
(utile) de ceUes-ci est de 1,500 octets [42]. En rkgle ge'ndrale, plus les trarnes sont longues 
plus l'efficacite' est eleve'e [41], c'est pourquoi nous avons decide' d'avoir une taille 
d'environ 8.5k octets pow l'espace tampon au sein du MSC. De cette rnaniere, nous nous 
asswons de transmettre environ 6 trames de 1500 octets pour chaque espace tampon 
transmis. ll est important de remarquer que TCP est un protocole de transfert dit afiable>> 
du type GO BACK N [44] (ou A fenCtre coulissante) ce qui offre, entre autres, un 
me'canisme de contr6le de flux de donndes (<<data flow control>>) qui bloque le transfert si 
l'application recevant les donndes est satude 1431. Dans ce cas, l'application qui envoie 
les domees doit sT&ter sinon des domdes seront perdues. Dam le prksent projet, 
puisqu'il est impossible d'adter ou diminuer le taux d'arrive'e des domdes A la source, 
car celui-ci depend de l'activite' de l'interface radio, il nous faut implanter une fde 
d'attente oB les donnees pourront Stre stockdes. Or, cornme nous voulons re'duire l'impact 
sur le fonctio~ement du MSC, nous avons decide' d'implanter cette file d'attente au 
niveau du poste de travail. Afin de re'aliser ceci, nous avons divisk l'application au niveau 
du poste de travail en deux parties. La premiere partie est trks simple, elle ne fait que 
recevoir Ies domdes et les stocker dam des fichiers sur le disque, la deuxieme partie lit ces 
fichiers et effectue tout le traitement. De cette mani$re, le me'canisme de contr6le de flux 
de donndes ne peut pas Etre enclenche et provoquer des pertes de domees. Ceci nous 
perrnet aussi d'offrir la possibilite de conserver les domdes dm de pouvoir executer 
d'autres analyses sur des dondes  d6jA acquises (<<offline analysisn). La presence d'une file 
d'attente est d'autant plus importante que l'activite' du MSC n'est pas constante, car eUe 
depend de l'heure de la journee, du jour de la semaine ou de la pe'riode de l'annke [ l  I]. LR 
systime doit donc Gtre en mesure de resorber des fluctuations de l'activite' du MSC. 
D'autre part, avec cette approche, si le traitement est plus lent que les arrivees et  que le 
lien TCP/IP n'est pas satud, seul le ddai va augrnenter. Le syst5me continuera 2 
fonctionner normdement en consomant  presque la totalit6 du temps de I'UCT mais il 
n'y aura pas d'effondrement. Finalement, cette architecture proti3ge le systi3me contre les 
pertes de donnkes car en effet il y a d e w  applications : une trks simple qui s'assure de 
recevoir des domees et l'autre beaucoup plus complexe qui effectue le traitement sur les 
d o ~ d e s  acquises. De toute evidence, une application complexe est beaucoup plus 
susceptible d'e'chouer. Donc en gardant l'application qui assure le transfert de domkes 
simple et fiable, nous avons une probabilid plus faible d'avoir des pertes de donnkes dues 
A des erreurs dans l'application. La figure 3.2 montre le systi3me d6cnt dans cette partie. 
Ajoutons que le poste de  travail va agir comme client TCP tandis que le MSC va agir 
c o m e  serveur. 
Il est tr& difficile de pre'voir exactement quelle sera la capacitd du MSC requise 
pour fake fonctionner Ie systime correctement. Il est aussi difficile de pre'voir quel sera le 
de'bit des donne'es et comment il va s'approcher des caract6ristiques maximales du lien 
physique. A l'heure actuelle, nous ne c o ~ a i s s o n s  aucun ensemble de statistiques 
pennettant de nous foumir cette idormation. Finalement, il faut aussi estimer quelle sera 
la charge au niveau du poste de travail. C'est pourquoi, afin de valider notre design de haut 
niveau nous avons effectuk une expdrience pr6liminaire. 
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Figure 3.2 Architecture globale du systiime 
Le systeme qui a 6te utilis6 lors de cette experience correspond exactement au 
systgme pdsentd B la figure 3.2. Le poste de travail dtait un ordinateur portatif de marque 
Compaq avec une UCT Pentium B vitesse d'horloge de IOOMHz. La charge du poste de 
travail etait observde pendant les heures de pointe B l'aide du programme utilitaire atop, 
de Linux. Le traitement consistait B ddcoder tous les 46 types d'dvenements et analyser en 
particulier les dvdnements du type <<Radio Quality Messagen (ou RQM)' et du type 
<<Originating Accessn (ou OA)' afin d'afficher le contenu de ceux qui provenaient d'un 
ensemble de dix nume'ros de terrninaux d'essai. Chaque fois qu'un g r o u p  d'e've'nement 
&it requ sa taille exacte et  son temps d'anivke dtaient enregistre's. Le bloc d'acquisition 
au sein de  I'MSC comptait le nombre d'occurrences des pertes de donndes r&ultant du 
m6canisme de contr6le de flux du TCP. Le commutateur e'tait un commutateur de region 
urbaine, l'acquisition a dure' pendant 25 heures (de 9h30 jusqu'8 lOh30 le lendemain), les 
observations suivantes ont kt6 re'diskes : 
' Les messages RQM sont envoyes par des terrninaux mobiles en mode numerique a toutes les 
deux secondes afin de faire part des conditions de reception radio. 
Les messages OA sont envoyes par des terminaux mobiles a chaque fois qu'une connexion est 
requise par un terminal mobile. 
1. Le taux d'arrivkes des groups d'6v~nements est repre'sente' 2 la figure 3.3 ob 
nous pouvons remarquer que le t a w  maximal est de 36579 octet& ce qui est 
environ trente deux fois infe'rieur B la capacite' theorique maximale du lien 
physique. Nous pouvons donc considerer que le Lien physique est sufisant pour 
les transferts de domdes lors des acquisitions. 
2. La courbe suit les fluctuations dgcrites dam [ l l ]  lors des diffe'rentes @nodes 
de la joume'e. D'ailleurs, la socie'te' exploitante chez qui I'acquisition a it6 
effectue'e offtait differentes @riodes tarifaires, ce qui se traduit par des cretes B 
18h00,20h00 et 2 lh00. 
3. La charge du commutateur lors de I'acquisition durant des heures de pointe 
e'tait supe'rieure de 3% par rapport it la charge habituelle durant ces memes 
heures. 
4. La charge du poste de travail n'a pas ddpasse' 8% durant les heures de pointe et 
s'est maintenue ih environ 4% en dehors de ces heures. L'application qui 
recevait les donnkes ne ge'ndrait pas plus de charge qu'environ 1%. 
5. Le delai approximatif des messages OA entre la composition du numero et leur 
apparition P 1'6cran dait enue 3 et 4 secondes durant les heures de pointe. 
Notons, que ce ddai reste tr&s approximatif car nous ne disposions pas 
dT6quipement perrnettant de mesurer cette valeur avec precision La figure 3.4 
pre'sente la distribution du taux d'arrivde des messages du type OA et la figure 
3.5 presente la distribution du taux d'arrivke des messages RQM. 
6. Durant toute la pdriode &acquisition il n'y a eu aucune occurrence de perte de 
domdes due au rnkanisme de contrale de flux du TCP. D'autre part, il n'y a 
pas eu de de%ordement de fichiers de stockage. 
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Figure 3.4 Distribution du taux d'ardvk des messages OA 
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Figure 3.5 Distribution du taux d'arrivk des messages RQM 
Les rdsultats B l'appui, nous pouvons conclure que l'expdrience confirme notre 
design du point de vue des contraintes de base 1 (aTraitement externe et minimisation de 

Figure 3.6 Distribution des types de services requis 
3.3 Traitement des dom6es 
Cette partie constitue le cmur du projet de recherche, la figure 3.7 presente le 
diagramme de flux de domees schematisant ce processus. Nous pouvons y distinguer les 
trois parties ddcrites dans les sections pkctdentes (decodage, tri, reconstruction des 
sdquences). Ces parties sont skparkes par deux interfaces (A et B) qui sont constitudes par 
des classes abstraites [31, 321. Par leur nature ces classes forcent toutes les classes qui en 
hdritent 2 implanter un certain nombre de mdthodes requises. Ceci maximise la flexibilite 
du systkme car, par exemple, il devient possible d'utiliser le dkcodeur avec n'importe quel 
type d'application qui ne f i t  qu'hdriter de l'interface A. 
3.3.1 Wodage des bvhements 
La premibre partie du flux de donndes de la figure 3.7 consiste B extraire les 
dvdnernents des fichiers de stockage des groups d'kvdnements. Le ddcodeur utilist 
possede une partie gkn6rique et une partie g6ndrke i partir des fichiers contenants des 
sp6cifications en <<Data Description Language, (DDL)'. Le DDL a W coqu dans le cadre 
de ce projet. Il permet de ddcrire le format des messages et d'identifier les champs cl& de 
l'instance d'acquisition. A ce stade nous n'allons pas nous attarder plus sur Ie d6codage 
des 6v6nements car cette partie va Etre  traitde en ddtails dam les chapitres ult6rieua. 
' Le DDL developpe dans ce projet n'a rien en commun avec, le =Data Definition  language^ du 
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Figure 3.7 Flux de donnk dam la plate-forme d'acquisition 
33.2 Tri des 6v6nements 
La deuxiime partie du flux de dome'es de la figure 3.7 consiste ii trier les 
tvenements selon une c16 identifiant l'instance analysee. Les kvknements resus par cette 
partie ont la forme d'objets possedant des me'thodes de cornparaison et pouvant ge'ne'rer les 
valeurs de dispersion. Ceci permet de les placer dam une table de dispersion 129, 301. 
L'utilisation de la table de dispersion se justifie par une perfomiance d'un ordre constant 
(O(k)) du point de vue d'exicution et d'un ordre proportiomel & la quantite' d'instances 
analysees (O(n)) du point de we de l'espace me'moire [29, 301. Ceci est important pour 
satisfaire la contrainte 4 (<<Traitement en temps <qresque>> r 6 e l ~  ). Le contenu de la table 
de dispersion est constime' des objets <~Travailleurs~~, qui correspondent il la l'interface B. 
Quand un nouvel6v6nement arrive et ne posside pas de travailleur, un nouveau travailleur 
est crkee en utilisant ce qu'on appelle une <<wine de travailleurs>> [32J. Le patron de design 
<<usinen (<<factory>>) [32] pemet de crt5er de maniere s@cifique les dements qui poss*dent 
une interface genkrique. La figure 3.8 pksente en <<Unified Modelling Language* (UML) 
1451 ce patron de  design applique ii notre probkme. On peut y remarquer que la table de 
dispersion utilise une classe abstraite <<UsiaeDesTravaileurw afin de creer des 
<<Travailleurs>> qui vont recevoir les donndes. En realiti, lors de I'initialisation, 
<<UsineDesTravailleurs>~ est assign6e B l'implantation reelle, qui est dJsineClientLRn et 
qui gknkre des as client^^>>', mais qui sont utilisks par la table de dispersion de manikre 
abs trai te comme des <<Travailleurs>~. 
' Dans le chapitre 4 nous allons expliquer I'appellation &lientLRs~ 
classe absfraite I 
classe abstraite 
I 
lm plantat ion 114- 
semantique, 
classe abstraite 
Classe abstraite \ -P 
rklle de I'objet 
sdmantique 
ObjetSdmant iqueS p& ifique 
Figure 3.8 Hidrarehie des classes de I'interface B et du client LR 
3 3 3  Reconstruction des dquences d'6v6nements 
Cette partie constitue la demiere phase du traiternent present6 B la figure 3.7. Elle 
utilise un algorithme d'andyse grammaticale afin de reconstmire les skquences 
d'e'vthements. Elle est composee de deux ddments p~c ipaux  :premikrement, les objets 
<<ClientLR>, (Clients LR de la figure 3.7), qui contiennent chacun une pile d'analyse 
grammaticale et un objet simantique qui constitue l'interface des routines implantees pour 
les diffdrents types d'analyse. Dewri5mement, le serveur LR, qui contient la machine B 
6tats utilisee lors de I'analyse grammaticale. C'est le serveur LR qui va ddclencher les 
actions simantiques sur les objets simantiques. Le serveur LR, tout c o m e  le decodeur, 
contient une partie gendrique et une partie gkner6e B partir des fichiers de spe'cifications 
Qrits en 4cquisition Description Languagen (ADL). ADL a e'tk conp dans le cadre de ce 
projet, il permet de dkcrire les sdquences d'dvdnements, en utilisant une grammaire 
similaire 5 la fonne de Backus-Naur [24, 27, 34, 351. Encore une fois 5 ce stade nous 
dons  nous attarder sur cette partie car elle sera &tie en d6tails dam les chapitres 
ulte'rieurs. 
33.4 Interface de programmation 
Revenons 3 la figure 3.8. Nous pouvons remarquer que toute la partie implantee 
par I'utilisateur pour une analyse en donnee est contenue dam les objets s6mantiques, qui 
sont contenus eux-memes dans les objets aTravailleum sptkialise's en objets iClientLR~. 
Cette partie utilise aussi le patron de design <<usinen tel que dicrit dans 3.3.2. Les objets 
se'mantiques sont cr& en &me temps que les objets <KlientLR>, par une classe que nous 
appelons ici ~iUsineDesObjetsSe'rnantiquesS~cifiques~ et dont le nom exact est spdcifie' 
dam le fichier des spe'cifications ADL. Les usagers du syst5me doivent donc fournir une 
classe d.JsineDesObjetsSe'mantiquesSp&ifiques~~ pour que les <<ClientsLR* puissent 
constmire des objets simantiques perrnettant d'effectuer les op6ratioas requises par 
1' acquisition. 
3.4 Implantation pratique 
Du point de vue pratique, La plate-forme est implantee dans le syst2me 
d'exploitation Linux en utilisant le langage orient6 objet C++. Les parties de gdnkration 
automatique de code, et plus particulihment, les compilateua de DDL et de ADL sont 
effectues en encapsulant les outils LEX et YACC [33] dam des classes du Ct+. La 
modelisation structurale et fonctiomelle en UML est utilisde lors du design oriente' objet 
[45]. Dans ce mdmoire nous d o n s  prdsenter des extraits de cette moddlisation en guise 
d'illustration des approches choisies. 
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CHAPITRE IV - TRAITEMENT DES DO-ES 
Dans ce chapitre nous d o n s  decrire en detail le cceur du projet Il s'agit 12 du 
traitement des donne'es, de leur ddcodage jusqu'g leur transfert vers l'application qui 
effectue les analyses requises. En effet, dans notre presentation nous allons suivre le flux 
de donnees pdsent6 dans les chapitres ant6rieurs. Nous d o n s  commencer par prdsenter le 
ddcodeur ainsi que ie langage <<Data Description Language>> DDL pennettant d'effectuer la 
gdndration automatique du code. Ensuite nous allons montrer comment le classement par 
instance d'acquisition est effectub. Findement, nous allons pksenter la partie qui permet 
de reconstmire les s6quences d'6vdnements et qui lance les routines dmantiques, ainsi que 
Le langage <Acquisition Description Language>> ADL pennettant Cgalement d'e ffec tuer la 
generation automatique du code. Puisque la partie qui effectue la reconstruction des 
sdquences d'eve'nements est beaucoup plus compliquee, nous d o n s  y mettre l'accent. 
Le de'codeur d'e've'nemen ts a d e w  r6les principaux. Premikrement, il doit pennettre 
de transformer les donodes repes dam un format propre au MSC en un format utilisable 
par l'application. Par cet aspect, le ddcodeur est similaire it l'approche <&xternal Data 
Representation>> (XDR) du sys the  <<Remote Procedure Calls>> (RPC) [46]. XDR perme t 
de ddcrire et transformer les donnees afin de pouvoir les transmettre entre les clients et 
serveurs implant& sur des plates-formes diff6rentes. La diffdrence majeure entre notre 
systeme et le XDR est le fait que dam le systeme XDR, les clients aussi bien que les 
serveurs transforment les dome'es en un format norrnalise'. Il nous est impossible d'utiliser 
le meme processus B cause de la convainte 1 (aTraitement exteme et minimisation de 
l'utilisation de L'UCT du MSG)) qui interdit l'ajout de fonctio~alit6s complexes au sein 
du MSC. four cette raison, dans notre cas, seul le client effectuera les conversions. 
Deuxi6mement, le ddcodeur doit transformer les donnees en structures assez 
dlaborees pour perrnettre un tri (par instance d'acquisition) et une reconstruction des 
sequences de manibres ge'n6riques. C'est-%-dire, il ne faut pas que des modifications au 
niveau de L'implantation du decodeur soient requises quand les structures des evdnements 
changent. Ceci implique que chaque structure construite doit contenir une identification du 
type d'e've'nement et une cle' permettant de I'associer B une instance d'acquisition. 
4.1.1 Format des 6viinements 
La plate-forme d'acquisition resoit les ive'nements par groupes, ces groupes 
correspondent aux espaces tampons du bloc d'acquisition du MSC. Leur format reflbte 
l'implantation de la norme EINl7.A-136 au sein du MSC. Cette structure peut changer 
d'une version du logiciel de contr6le B l'autre. Pour chaque version du logiciel de contr6le 
un document expliquant la structure exacte est produit. Le document <MDATA events for 
Package Dn de Cobett [IS] en est un exemple qui ddcrit les formats des 6venements pour 
la version 4 du logiciel de contr6le. La figure 4.1 pre'sente un exemple du format des 
e'vhements. Il s'agit d'un bloc de donnees, similaire aux structures de type champs de bits 
(<<bit-fieldsn) en C/C++ [31] ou awc enregistrernents compacts (qacked records,,) en 
Pascal [48]. Nous pouvons distinguer quatre caract6ristiques principales : 
1 Champ 1 / Chump 2 1 Chomp 3 1 Chomp 4 1 
Champ d'identite 1 Champ @ i t 3  2 
Champ 5 
Champ 9 
Talk vafiable (32 ou 1 6 bits) 
Champ 12 




1. Chaque type d'evenement a me taille fme. 
Chomp 14 
2. Tous les 6ve'nements poss2dent un en-tEte de format fme qui contient un certain 
nombre de champs d'identitk. Cet en-tete correspond 5 l'identification interne 
(MSC) des messages envoy& d'un bloc Zi l'autre. Nous allons utiliser ces en- 
t6tes a h  d'identifier le type de message. R est intdressant de noter, que dam 
certaines versions, l'en-tEte contient un champ qui indique la taille de 
1'6ve'nement. 
Champ 7 
3. Les messages peuvent Etre align& sur de diffdrentes longueurs du mot, 
gineralement 32 ou 16 bits de'pendant du type d'UCT. 
Champ 8 
Champ 1 1 
4. Toutes les UCT utilis6s aliment les mots de domees sur les octets les plus 
significatifs @Big Endim,,). 
Le decodage des Cvenements se fait en  deux ou trois ttapes dependant d e  la piate- 
forme physique utiliske pour effectuer l'acquisition. 
La rotation des octets (<&ndian swap>>) est effectuee si requis. 
Nous obtenons I'identite' de I'e've'nement en dticodant son en-tete avec un 
decodeur d'en-t&es commun. 
A partir de I'identitd obtenue, un ddcodeur d'tvdnements est choisi et le 
dkcodage de l'dvenement se fait champ par champ, chaque type de champ 
possddant son propre decodeur. 
Cette approche nous garantit une flexibilitd maximale dans i'avenir. Si jarnais des 
portions d'6vknernents doivent Ctre reprdsentees par de nouvelles Structures plus 
complexes, il sera trks facile d'ajouter de nouveaux dkcodeurs. D'autre part, quand la taille 
des dvknements est indiquee dam leurs en-tetes, nous pouvons decoder uniquement le 
sous-ensemble des e've'nements qui est utile pour l'analyse, le decodage des autres 
ivknements pouvant dors  &re sautt. 
4.13 Objet Mnement 
Le ddcodeur d'evdnements produit ce que nous appelons des objets Cv6nements. 
Un exemple d'un tel objet est pre'sentt5 B la figure 4.2. Cette figure montre l'objet 
tvenement produit B partir de l'dvtnement present6 B la figure 4.1. Nous pouvons y 
remarquer que I'objet Cvdnement est constitut d'un vecteur contenant les differents 
champs. Chaque Clement du vecteur possede une valeur simple contenue dans un entier de 
32 bits et un pointeur vers une structure avancee. Un pointeur c & U L b  indique que 
l'entier de 32 bits doit Cue interprdtd sinon le pointeur pointe vers une structure avancee. 
Dans ce cas c'est la structure avaocee qui doit etre interprdtke. Tous les objets Cv6nements 
d'un meme type pointent sur une mSme structure d'identification qui est associee 2 la 
structure de la cle d'instance d'acquisition. La structure de la cM est un tableau contenant 
les index des champs cMs dans l'objet bv6nement. De toute evidence, tous les Bv6nements 
doivent dtfinir des clds compatibles, C'est-&-dire que les champs se trouvant sous les 
miimes nume'ros d'index doivent Ctre du meme type. Par exemple, ils peuvent tous de'finir 
comme cle' un tableau d'entiers repksentant le num6ro du terminal mobile. 




tYP(3 Objet evhement 





relation avec I'objet dvdnement. Encore une fois, toutes les classes hdritent d'une classe 
abstraite i<StructureAvancde>> qui sert d'interface et qui impose I'implantation d'un certain 
nombre de mc%mles requises. En particulier, il s'agit des mkthodes permettant de cloner 
Tableau 







(copier) ces structures, de les cornparer et de gbnerer les valeun de dispersions 129, 301. 
Toutes ces mdthodes seront utilisdes plus tard dam le processus de classement par instance 
E w r s  Pointeurs aux 
32 bits structures 
a v a n c b s  









encapsulks dans l'objet Cvdnement, c'est-idire que I'application ne manipule jamais les 
Champ 1 1 
P - 
structures directement, elle fait toujours appel aux mdthodes de l'objet Cvdnement- Par 
--+ 
exemple, quand l'application compare la c16 de deux objets CvCnements, e l k  invoque 
NULL 
l'opdrateur c = t n  de l'objet t5venement. Celui-ci va invoquer les op6rateurs G=N des 
de 4 bits 
Champs 1 tr 10 
champs faisant partie de la cM des deux objets bvdnements cornpar&. 
p a t e u r = O  
perat reurn0 
ispers iono  
m6thodes doiwnt W e  
impJantees par les classes 
rdelles 
Contient les fonctionnalit4s 
de base des tableaux 4 
Les diirents types de tableaux 
implantent les m6thodes de 
manihe optirnale en fonction du 
type de donndes 
Figure 4.3 Hi6mrchie des classes de I'objet Bvbnement 
4.1.4 Points B ambliorer 
L'approche prise dans le decodeur pour g6rer les objets 6v6nements a deux 
inconve'nients principaux. 
Premicrement, la partie commune ddcrivant les caracte'ristiques de tous les objets 
bvdnements d'un meme type est utilisee uniquement pour garder la structure 
d'identification et la structure de la cld. Il serait avantageux d'y garder aussi les 
informations indiquant les types des champs de I'objet e've'nement. Ceci permettrait de 
garder une entrde (2 la place de deux) par champ de l'objet dvknement, ce qui reduirait 
consid6rablement I'espace requis. 
DeuxEmement, du point de we de l'implantation, les routines d'allocation 
dynamique du noyau du systkme d'exploitation sont utiliskes, pour crder les objets 
dve'nements et toutes leurs composantes. Ces routines ont e'td congues pour un usage 
ge'neral et peuvent ne pas etre optimales du point de we du temps et de l'espace pour notre 
application [50]. Cornme solution, nous proposons d'allouer A l'avance des ensembles 
d'objets kvdnernents qui seraient sakis et  reliichds lors de l'execution [3]. Ces ensembles 
pourraient etre augmentds ou diminue's dynamiquement selon la ndcessitd [3]. 
4.1.5 Le langage DDL 
Le <<Data Description Languagen ou DDL est utilise' afrn de ge'nerer 
autornatiquement la partie du de'codeur qui depend du format des dve'nements. Le DDL 
contient trois ensembles d'informations. Le premier pre'sente les aspects ge'ne'raux qui 
differencient le MSC de la plate-forme d' acquisition tels que la taille ou l'alignement des 
mots de domees. Le dewcikme ensemble ddcrit la structure de I'en-t6te des kve'nements en 





l i n e  16; 
s i z e a d j  2; 
1 
header { 
EID unsigned min 1 max 255 16; 
size NDW unsigned min 1 max 255 16; 
body 1 
event1 2 1 8  { 
k e y  MIN array (4, 12, 10, 0); 
key CELLID unsigned 16; 
field1 unsigned 32; 
field2 unsigned 16; 
field3 unsigned 16; 
1 
1 
Figure 4.4 Exemple de d9fmitions en DDL 
La figure 4.4 prgsente un exemple pratique de d6finition en DDL de l'objet 
e'vdnement present6 B la figure 4.2. On peut y distinguer les trois ensembles d'informations 
pr6sentds sous forme de trois sections. 
1) Section <<architecture>> contient les informations suivantes : 
a) endianswap : indique si la rotation des octets doit etre effectuee ou non (appliquer 
la rotation : << true >>, ne pas appliquer : i c  false >>). 
b) character : indique la plus petite taille de champ possible (valeurs 1 51 la taille du 
mot). 
C) Line : taille du mot (16 ou 32) utilisd pour la rotation des octets. 
d) sizeadj : valeur d'ajustement par rapport 2 la valeur contenue dans le champ de 
taille contenue dam l'en-tgte. 
2) Section aheadem (en-tete) contient Ies dc5finitions des champs qui font partie de tous 
les tvdnements. Seules les structures simples sont pennises (entiers de taille variable). 
3) Section <<body> (corps) contient la difinition de  tous les evenements. 
La de'fmition de  chaque Cve'nement se fait cornme suit : 
I )  Nom de I'e've'nement. 
2) L'identite' de 1'8venernent est constituee par une sdrie d'entiers correspondant aux 
valeurs que peuvent prendre les champs de l'en-tete. 
3) Une Liste de champs faisant partie de l'e've'nement. 
La definition de chaque champ se fait comme suit : 
1) Fanion asizen, <<key>> ou aucun fanion. 
a) Un seul champ faisant partie de l'en-tCte peut posse'der le fanion asize>> (taille). Sa 
valeur va etre interpktee comme la tailIe de I'kve'nement. Dans l'exemple de la 
figure 4.4 ce champ porte le nom de NDW. 
b) Plusieurs champs faisant partie du corps d e  l'e've'nement peuvent posskder le fanion 
<<key> (clt5)- Ceci va indiquer que le champ sp'cifii fait partie de la clb. 
2) Nom du champ. 
3 )  Type 
<<signed>> (signe) : un entier sign& il peut Etre suivi de limites maximales et 
rninimales. Si une de ces limites est depasse'e, une exception est lance'e par le 
d6codeur. La definition se tennine par la definition de la taille (en bits) de ['entier. 
<<unsigned>> (non signe') : MCme chose que signi, mais pour un entier non sign& 
<carrayu (tableau) : Nfini t  un tableau d'entiers non signe's avec les parametres 
suivants : taille en bits de chaque e'l6ment, nombre total d'dlkments, valeur 
maximale permise pour chaque dle'ment, finalement le dernier champ indique si les 
ildments sont signe's un non (0 : non, toute autre valeur oui). 
Le tableau 4.1 prdsente la grammaire du langage DDL decrite 3 l'aide de la 
notation Backus-Naur (Backus-Naur Form ou BNF) [25,26,27,34,35]. Il faut remarquer 
que lors de ce projet nous utilisons les outils Lex et Yacc 1331 dm de genkrer I'analyseur 
syntaxique. C'est pourquoi la grammaire doit se plier 5 certaines contraintes. Par exemple, 
il nous est impossible d'utiliser la forme &endue de BNF (EBNF) [35] afin de decrire la 
grammaire de manikre plus compacte. Dans notre description nous avons adopt6 la 
convention suivante : les productions commencent par une majuscule, les mots re'serve's et 
les symboles sont pre'sente's en lettres minuscules et en gras, et les types de base en lettres 
majuscules. Les types de base incluent les chaines de caracths  (STRING), et les nombres 
sign& (SIGNED) ou non sign& (UNSIGNED). Chaque production est suivie d'une 
description se'mantique. 
Tableau 4.1 Grammaire du langage DDL 
No. de 
Production en format BNF I pmduction I 
I 
Archi tecture-specs ::= architecture { 
Signification &mantique 
I I Endian-statement Character-statement I Le champ d'ajustement de la taille est 
Efinition globale du iangage avec ses 
trois parties : architecture, en-tEte et 
corps de messages 
1 
Specs : := Architecture-specs Header-specs 
Bod y-specs 
Line-statement ) 
( architecture { Endimstatement 




Tableau 4.1 (suite) 
Production en format BNF 
Hader-specs ::= header { Field-list ) 
Body-specs ::= body ( Event-list } 
Event-list ::= Event-list Event-specs 
1 Event-specs 
Event-specs ::= STRING SIGNED { Field-list } 
- -- 
I STRING SIGNED SIGNED ( Field-list ) 
I STRING SIGNED SIGNED SIGNED ( Field-list 
Signification dmantique 
La section (<headen, contient 
uniquement une liste de  champs. 
Notons que les champs ne peuvent &re 
que des champs simptes ((<signed>> o u  
wnsignedn)- Cette contrainte est 
vbrifide lors de la construction de 
I'arbre de  syntaxe abstrait (Abstract 
Syntax Tree ou AST) a p d s  la phase 
d'analyse syntaxique. 
La section &odym contient le corps de  
messages contenus dans une liste. 
La liste des dve'nements. 
Les dve'nements contiennent la 
definition des champs. Iis peuvent Etre 
identifids par un, deux ou trois champs 
d'identitd. 
- - -
Liste des champs. 
No. de 
production 
Tableau 4.1 (suite) 
Production en format BNF 
Extended-field-specs := key Field-specs 
I size Field-specs 
Field-specs ::= STRING signed Min-max-specs 
UNSIGNED; 
1 STRING signed UNSIGNED; 
[ STRING unsigned Min-max-specs UNSIGNED; 
I STRING unsigned UNSIGNED; 
STRING array ( UNSIGNED, UNSIGNED, 
SIGNED, SIGNED); 
Min-max-specs ::= max SIGNED 
I min Signed 
-- - 
I max SIGNED min SIGNED 
Endian-statement ::= endianswap true; 
Character-statement ::= character UNSIGNED; 
Line-stctemcnt ::= line UNSIGNED; 
Size-adj := sizeadj SIGNED; I 
Signification shantique 
Chaque champ peut &tre de'fini comme 
un champ ukeym ( c l6  ou un champ 
usizen (indiquant la taillej. Notons que 
les champs <<key, peuvent uniquement 
faire partie du corps du message et un 
seul champ usizem peut faire partie de 
I'en-tete. Ces deux conditions sont 
ve'riftt!es lots de la construction de 
I' AST- 
Les de'finitions des champs incluent les 
trois types de donnkes actuellement 
implant& usignedw (entier signd), 
c<unsignedm (entier non-sign@ et uamp 
(tableau). Notons que le type tableau. en 
effet, repmisenre plusieurs sortes de 
tableaux dipendant de  la configuration, 
par exemple des tableaux de 4,8 ou 16 
octets. 
Les definitions des valeurs limites 
contenues dam les variables. 
Ddfinition de  la spdcification de la 
rotation des octets. 
Wfinition de  la taitle minimale d'un 
champ. 
Ddfinition de  la taille des mots. 
Wfinition de I'ajusternent d e  la taille. 
4.1.6 Ihkodage et g&miration automatique de code 
La figure 4.5 prksente la structure des classes faisant partie du ddcodeur. Cette 
structure contient deux classes abstraites [3 1-32] <<Mcodeun> et <<D&odeur~v&ementn. 
La classe <<wcodeun, coordonne le processus du ddcodage, elle contient le decodeur d'en- 
tetes, et la table de dispersion qui contient i son tour les ddcodeurs d'e've'nements. Cette 
classe d k f d t  une mkthode de confi~guration abstraite. La classe <<Ddcdeur~vknement>~ 
contient les objets permettant le de'codage des champs de base, ainsi que les decodeurs 
permettant le dkcodage des objets avancks. Elle est responsable du decodage de tous les 
kvdnements. Cette classe dkfinit aussi une me'thode de configuration abstraite. Deux types 
de classes sont gkne'rks ii partir du DDL. Le premier type, est la classe <<D&odeurG6ne're'>> 
qui he'rite de la classe <<Mcodeun,. Cette classe est gkne're'e une seule fois. EUe ne fait 
qu'implanter la rndthode de configuration qui initialise le cI6codeur d'en-t&es (classe 
dXcodeurEnTeten) et remplit la table de dispersion (classe <<TableDeDispersionm) avec 
les instances de la classe <<~codeur~ve'nement~e'adre'~~- Le deuxitme type de  classe est la 
classe <<D&odeur~vknement~~ne'r~~~ qui h6rite de la classe <<~e'codeur~vknernentn. Elle 
est gdnkrke plusieurs fois, une fois pour chaque type d'kvenement. Cette classe implante 
aussi la me'tbode de configuration qui permet de configurer la sdquence de decodage pour 
chaque evknement. 
L'application qui utilise le dkodeur ainsi gknkrk crke une instance de la classe 
~<D&odeurGdne'r6w et lance la methode de configuration. Cette mdthode va cger  et 
ini tialiser toutes les instances de la classe <<D&odeur~ve5nement~e'ne're'>,. A p r h  la phase 
de configuration la structure est pe te  pour procdder au decodage. Le ddcodage consiste h 
fournir le contenu d'un espace tampon contenant un groupe d'e'vdnements reGus au 
<D6codeurGCn&d>>. Ensuite, I'application doit appeler plusieurs fois la me'thode 
permettant d'extraire les dvknements, jusqu'h ce que celle-ci retourne un pointeur <<null>>. 
Cela indique I'epuisement de donndes de I'espace tampon. 
Classe crMe B 
du DDL, implante la 
m6t hode 
d'initialisation qui 
cr& la swuence 
des d&odeurs des 
&&ements 
Contien t 1 1 DkodeurEnTBte I 
9~~ 1 aasse abstmite qui contient toutes les 
Contien t Contient 
I I 1 abstraite I . .  
methodes de base, 
seule la m6thode 
d'initialisation est 
I I I .- 
TableDeDispersion DBcodeurCham psSim ples 
Utilise Utilise 
Cldcodeur€w$nement Conbent 0-• DBcodeurChampsAnwnc6s 
v Classe abstraite contient toutes 
I I 
Classe cr&e & partir du DDL, implante 
la mBthode d'initialisation qui cde la 
sequence des dkodeurs des champs P 
les rn6thodes de base, seule la 
m6thode d'initialisation est 
abstraite 
Figure 4.5 EWrarchie de classes du dkodeur 
4.2 Classement par instance d'acquisition 
Une fois que les objets e've'nements sont crt%s, tel que pre'sente' dam le chapitre 
precddent, ils doivent etre passes 2 I'objet c<Travailleun, (pesentd dam le chapitre 3) 
responsable de cette instance d'acquisition. Cene partie est exe'cutde par la table de 
dispersion qui contient les objets <<TravaiLleun>. Dam un premier temps la table de 
dispersion invoque la me'thode dspersionu sur l'objet kve'nement, celui-ci invoque ii son 
tour les me'thodes <<dispersion>, sur tous Ies champs faisant partie de la cle'. Les re'sultats 
sont fusionn6s en une seule vdeur, au sein de I'objet e'venement B l'aide d'un ophteur 
aou exclusif~. Selon Knuth [29] et Sedgewick [30] l'ope'rateur ou exclusif s'applique bien 
pour la ge'n6ration de valeurs de  dispersion. La valeur de dispersion sert ii dgtenniner 
l'entr6e dam la table de dispersion. Si jarnais cette e n e e  est de'j8 utilise'e par w autre 
c<Travailleum, selon les mkthodes pre'sente'es par Knuth [29] et Sedgewick [30], une table 
est cr& pour contenir Ies collisions. Si la table de collision contient plusieurs 616ments 
alors I'ope'rateur <=>> de l'objet Cve'nement est utilisd afin de trouver le boa 
c<Travailleun, ou d'en crder un nouveau s'il s'agit d'un premier e've'nement pour cette 
instance d'acquisition. Dam fe cas ou un nouveau <<Travailleun~ est cre'd l'objet e've'nement 
produit un autre objet ivenement qui contient uniquement la copie des champs cl6s et 
l'objet. Cet objet est utifise' par le c<Travailleum afin d'identifier L'instance d'acquisition 
desservie par ce uTravailleun>. Comme nous pouvons le remarquer, ce processus est 
entikrement gdne'rique, g3ce  2 l'encapsulation 1451 des champs au sein des objets 
e'v6nements. De cette mani&re, aucune modification du code n'est requise quelle que soit 
la structure des kve'nements et quelle que soit la cld d'acquisition. 
4.3 Reconstruction des si!quenees 
La reconstruction des s6quences d'e've'nements est effectuee en partie par les objets 
<ClientLR>> introduits dam le chapitre 3. Dans cette partie, nous d o n s  presenter notre 
approche dans la r6solution de ce probltme. 
4.3.1 RobYmatique de la reconstruction des dquences d9iv6nements 
La reconstruction des skquences d'dve'nements est la partie la plus importante de ce 
projet. En effet, la conuainte 2 du chapitre 2 <<Correlation et reconstruction des s6quences>> 
y est exclusivement de'diee. Cette partie implante l'interface de programmation qui doit 
e m  tds souple afin de respecter la contrainte 3, (<d?acilite', flexibilite et ouverture pour 
d'autres>>). ~videmment, comme tout le reste du projet cette partie doit aussi &re 
implantee de m a d r e  efficace car il nous faut offrir un traitement en temps presque re'el 
(contrainte 4, c<Traitement en temps presque rkelw). 
43.1.1 Norme ANSI-136 
La norme ANSI-136 [16] definit entre autres les 3 couches du protocole permettant 
les communications mobiles. Les couches 1 et 2 sont utilise'es uniquement afin 
d'acheminer les messages entre les terminaux mobiles et les stations d'antennes [L6, 361. 
C'est pourquoi elles sont complttement transparentes pour la plate-forme d'acquisition. La 
norme ANSI-136 ddfinit la machine Zi e'tats globale d'un terminal. Cette machine 2i &tats est 
composke de plusieurs machines 2i e'tats de la couche 3. Chacune effectue une proc6dure 
dam 1'6tablissement et le maintien d'un appel [36]. Par exemple, un terminal mobile 
effectuant un appel doit d'abord saisir un canal de voix, ce qui constitue une procddure qui 
demande un khange  de plusieurs messages. Ensuite, ce terminal mobile va rester connect6 
tout en se ddplapnt. Chaque fois qu'il effectuera un changement de cellule il va de'marrer 
une autre procidure qui requerra d'autres 9hanges de messages entre le terminal mobile et 
le MSC. Cette procedure pourra se re@ter jusqu'8 la terminaison de l'appel ou jusqu'au 
depart du mobile du secteur desservi par le MSC en faveur d'un autre MSC. Nous 
pouvons conclure que la machine B e'tats globale est en quelque sorte hiirarchisc5e ou 
modulaire. It est possible que certains kchanges d'e've'nements surviennent dans plus d'un 
e'tat de la machine 2 e'tats globale. La figure 4.6 repre'sente un exemple d'une telle machine 
5 e'tats qui contient trois e'tats dont chacun posside deux procedures. Ces procedures 
constituent des <<sous-machines>> B etats. Tel que nous pouvons le remarquer, la procedure 
<<A>> p u t  Ctre lance'e au sein de l'ktat 1 aussi bien qu'au sein de M a t  3. Dans la norme 
ANSI- 136 la re'ception d'un appel constitue un exemple de cette caract&istique. Un appel 
peut ttre regu pendant que le terminal mobile campe sur un canal de contr6le (inactif), 
aussi bien que quand il est en train d'exkcuter une procidure d'enregistrement p6riodique 
116,361. 
Procedure A Procedure D & 
Figure 4.6 Machine Q h t s  hihrchisik 
4.3.1.2 Analyses inspi& du *Data Miningn 
Il existe une forme d'analyse appele'e le <<Data Miningw [4] qui consiste 2 
manipuler de grandes quantites de donnBs afin de trouver les relations parrni ces donnees 
[4,5,6, 7, 8,9, 101. Une technique Wquemment utilide est la technique de g6nhIisation 
[4]. L'analyse gdn2re alors les dsultats & diffe'rents niveaux d'abstraction. Par exemple, si 
nous prenons une skquence d'e'vthements et nous constmisons une table d'appels 
contenant toutes les informations, nous pouvons dire que cette table d'appels constitue le 
niveau d'abstraction ou de ge'n6ralisation le plus bas. Ensuite, si nous faisons des analyses 
statistiques sur, par exemple, Le type d'appel (analogique versus numdrique), et les Qhecs 
des appels, nous effectuons une ge'ne'ralisation [4]. Ensuite nous pourrions continuer cette 
g6n6ralisation en cdculant uniquement la proportion d'Bchecs par rapport au nombre total 
d'appels. Des structures de ce genre sont aussi appelees cubes ou c6nes de domdes 141. Il 
est intdressant de noter que ce type d'analyse va de pair avec la notion de la machine A 
dats hi6rarchis6e. CC'est pourquoi Askerup [47] suggtxe dTutiliser les techniques du <<Data 
Mining,, pour analyser le comportement du r6seau. 
43.13 Aspects dynamiques 
L'exNrience preliminaire (chapitre 3) nous a montre' que lTactivit6 de l'interface 
radio produit une quantiti tr& imponante de donnkes. Il est tres difficile de manipuler de 
telies quantites de donndes. Par exemple, il est pratiquement impossible de les stocker 
dam une base de donees (les Cvdnements de types diffdrents dans des tables diffdrentes) 
et d'effectuer des correlations. Chaque corrc5lation d'une table avec une autre table requiert 
d'effectuer le produit cartksien [52]. Le temps d'exdcution du produit carte'sien peut 
augrnenter de maniere gdom6trique avec la quantitk de donn6es contenues dam les tables. 
Ceci nous pousse B dire qu'il serait avantageux d'effectuer les cordations requises au fur 
et A mesure que les domkes sont acquises. Quand le syst6me fonctio~e,  seuie la partie de 
donndes relatives aux appels actifs est valide. Les domdes des appels terrnindes peuvent 
alors Ctre ignordes. Il faut aussi ajouter que parmi les appels actifs il est int6ressant 
d'extraire seulement certains scinarios particuliers. Par exemple d'analyser seulement les 
appels qui requikrent le mode numerique ou qui font appel B des fonctiomalit6s 
particuli5res. Dam de nombreux cas, pendant de  I'acquisition d'une sequence, nous 
pouvons nous rendre compte qu'un certain nombre de crit6res n'est pas respect& Par 
consQuent, il ne sert B rien de continuer d'acqukrir cette sequence. Dans ce projet nous 
voulons exploiter d'avantage l'aspect dynamique du problhne en reconstruisant les 
sequences d'inte'ret au fur e t  a mesure que les dome'es sont resues par le syst6me. Nous 
voulons que cette acquisition se fasse selon certaines r5gles pred6finies. 
4.3.2 Utilisation des algorithrnes d'analyse syntaxique 
Dans la section prdce'dente nous avons pre'sente les differents aspects du probkme 
de la reconstruction des sequences d'6vdnements. Si nous nous attaquons au problirne en 
nous attardant i la generation des 6v6nements. nous pouvons remarquer que le MSC est un 
systeme de contdle par evenements discrets. ll peut &re modilid comme un generateur 
de langage formel [22]. Dans ce projet, nous nous interessons uniquement B la partie du 
MSC qui regit I'interface radio. Toutes les rcgles de fonctionnement de L'interface radio 
sont de'finies par la norme ANSI-136 1161. ~videmment, les sequences des 6vdnements 
acquis par notre plate-forme doivent respecter ces regles. C'est pourquoi, nous nous 
proposons d'utiliser un algorithme d'analyse syntaxique auquel nous fournirons un 
ensemble de rigles de grammaire qui decriront le fonctionnement de l'interface radio. Les 
e've'nements vont constituer les symboles terminaux. En vertu de ce qui a e'te' dit dans la 
section pre'ce'dente, cet ensemble va en effet constituer un sous-ensemble de  toutes les 
~ ~ c i f i c a t i o n s  ANSI-136. Ce sousensemble va reprisenter la partie de la norme qui sera 
analysee. 
Le processus d'analyse syntaxique est divisi en deux parties. La premiere partie est 
purement une analyse des skquences des symboles terminaw du langage. La deuxieme 
partie est la partie sdmantique. C'est I& que la signification des ces symboles terminaux et 
leurs sdquences est examinee [24, 25'26.271. Gdne'ralement, les generateurn d'analyseurs 
grammaticaux [33] ge'n5rent la partie d'analyse syntaxique et laissent aux wagers 
implanter la partie d'analyse sdmantique L24.26, 271. En effet, cela permet de de'finir une 
interface de programmation propre et bien isolke [24, 331. Au cours de l'exkcution, la 
partie sdmantique (implantde par l'usager) se fait solliciter par la partie genkrique avec des 
skquences d'dements du langage. 
Dans la litte'rature nous avons trouve' deux exemples de syst2mes utilisant 
l'approche d'analyse syntaxique de manicre similaire. Le premier syst8me est proposd par 
J. Yost et a1 [12]. Il permet de decrire P h i d e  d'un langage simple certaines tendances ou 
caractdristiques de skquences de do~e 'es .  Les skquences de donnkes respectant ces 
caracteristiques vont Cue repdsentkes graphiquement. Ce syst6me permet essentiellement 
d'extraire des sequences d'interet 2 partir d'un tr&s grand ensemble de donnkes. Le 
deuxii5me systkme est propost5 par A. F. Bobick et Y. A. Ivanov [19]. Ce syst5me utilise 
I'analyse syntaxique probabiliste pour, par exemple, r eco~a i t r e  les gestes de la main. 
Dans leur exemple les auteurs utilisent des connaissances Z i  priori pour crker une 
grammaire qui decrit la signification des sequences de mouvements de la main. Le systtme 
que nous proposons est t r h  similaire B ces deux applications. Dans notre cas, tout comrne 
dans le premier exemple, il s'agit de ddtecter des sequences d'dvdnements correspondant B 
l'activite' de l'interface radio afin de pouvoir l'observer et analyser son comportement. 
4.3.3 Classe de langage 
Nous avons proposd d'efiectuer la reconstruction des sdquences d'6v6nements en 
utilisant les algorithmes d'analyse syntaxique. Tout d'abord, il nous faut determiner le type 
de grammaire dont il s'agit. De mani2re plus gkn6rale. il faudra determiner le niveau de la 
hit5rarchie de Chomsky auquel se rapportent les sp&ifications de la norme ANSI- 136. 
Nous sommes inte'ressks par le fonctionnement des protocoles de la couche 3 
faisant partie de la machine B itats globale. Le fonctiomement de la couche 3 est similaire 
au fonctionnement du protocole B bit alteme' 1441, c'est-&-dire qu'une entite' envoie des 
requetes vers une autre entite', et s'attend 2 recevoir une re'ponse positive ou nigative. Les 
requetes aussi bien que les re'ponses peuvent etre perdues si Ies liens non fiables sont 
utilist5s. C'est pourquoi toutes les requetes sont prote'ge'es par des minuteries. Ce 
fonctionnement p u t  etre represent6 par une machine B e'tats finis sans me'moire [MI. Les 
machines B e'tats finis sans me'moire peuvent etre de'crites par des grammaires de type 3 
126, 271. Ce type de grammaire est aussi appeli grammaire rkguli2re. Dans notre cas nous 
avons une composition de plusieurs machines B itats qui foment une machine B e'tats 
globale. les diffe'rentes machines Z i  ktats repre'sentant les proct5dures de la couche 3 
peuvent &re invoque'es dam diffe'rents e'tats de la machine & e'tats globale. Ceci implique 
que la machine B 6tats globale requiert de la me'moire afin de pouvoir suivre les niveaux 
d'imbrication. Ceci nous force & utiliser le type 2 de la hie'rarchie de Chomsky, afin de 
pouvoir dgcrire la machine B e'tats globale. Le type 2 correspond aux grammaires sans 
contexte 126, 273. Ces grammaires peuvent etre analyskes par des machines 2 e'tats finis 
possidant une pile qui sert alors de &moire et qui permet de retenir le niveau 
d'imbrication 124'25, 26, 271. La plupart des analyseurs de grammaires sans contexte 
possedent la capacitk de prendre les ddcisions en tenant compte de un ou plusieurs 
symboles d'avance (<<look ahead symbols>,), c'est-&-dire qu'en cas d'ambigui'te' syntaxique 
l'analyseur va attendre qu'un ou plusieurs symboles supple'mentaires arrivent avant de 
pouvoir recomaitre une production. Ces symboles vont permettre de dgcider quelle action 
doit etre prise. L'utilit6 de cette approche est d'enlever les ambigui'te's d' une grammaire et. 
par cons&quent, de permettre d'analyser un plus grand ensemble de grammaires. Nous 
avons montr6 que les machines e'tats d6crites par la norme ANSI-136 peuvent Ctre 
de'crites par une grammaire re'guli2re. Les grammaires re'guli5res ne requi6rent pas de 
symbole d'avance (24, 25, 26, 271. Dans notre cas, La seule raison pour laquelle nous 
utilisons une grammaire plus dabore'e que la grammaire rt5guliere vient du besoin de 
me'moriser I'6tat de la machine B e'tats globale. C'est pourquoi, nous n'aurons pas besoin 
d'implanter de  techniques utilisant les symboles d'avance. 
43.4 Choix de dthode  d'analyse syntaxique 
A ce stade nous avons determink que nous pouvons ddcrire les sequences 
d'eve'nements par une grammaire sans contexte. Maintenant, il nous faudra implanter un 
ge'ne'rateur d'analyseur syntaxique capable de reconstruire les sequences d'bve'nements 
decrits B h i d e  d'une telle grammaire. Ici nous avons essentiellement le choix entre deux 
approches possibles. 
La premiere approche possible est l'approche du bas vers le haut (d3ottom up>>). 
Cette approche consiste reconstituer les productions ii partir des productions les plus 
simples et de  monter de niveau au fur et B mesure que les nouveaux elements sont regus. 
Les analyseurs grammaticaux qui implantent cette technique sont identifik comrne des 
analyseurs grammaticaux de type LR(k). <<LL, veut dire que les elements du langage sont 
interpre'te's de  gauche vers la droite (deft to righb). <<R>> veut dire que les productions sont 
de'rivdes de  droite en premier dam l'ordre inverse (on remonte les productions B partir du 
bas ou B partir des productions les plus simples) (aightrnost derivations in reverse,). 
Findement, akw indique le nombre d e  syrnboles d'avance. Les analyseurs grarnmaticaux 
LRW) sont relativement difficiles a constmire. L'algorithme se base sur une matrice qui 
dam la plupart des cas est g e n 6 e  automatiquement h partir des ~~c i f i ca t ions .  
L'algorithme de la mdthode LR(k) s'exe'cute en temps Lintiairement proportionnel au 
nombre de symboles tenninaux du langage. 
La dewcieme approche possible est celle du haut vers le bas (<<Top down),). Cette 
approche consiste reconstituer les productions en partant du symbole de depart d'une 
grammaire et en descendant les productions. Les anal yseurs grammaticaux qui implantent 
cette technique sont identiEs cornme des analyseurs grammaticaux de type LL(k). Le 
premier veut dire que les de'ments du langage sont interprdte's de gauche vers la droite 
(deft to right>,). Le second <<LN veut dire que les productions sont ddrive'es de gauche en 
premier (<cleftmost derivations>>). Finalement, <<k>, indique le nombre de syrnboles 
d' avance. Les analyseurs grammaticaux LL(k) son t relativement faciles 2 constmire. Ils 
sont souvent prdsente's comme des analyseurs grammaticaux prddictifs [24, 26, 271, c'est- 
Mire  qu'en lisant les syrnboles termhaux, l'analyseur essaie de prdvoir quelle production 
sera utilisee & partir de la production dam laquelle il se trouve pre'sentement. L'algorithme 
de la m6thode LL(k), tout comme celui de la me'thode LR(k), s'exdcute aussi en temps 
lindairement proportionnel au nombre de symboles terminaux du langage. Les analyseurs 
U(k) ,  contrairement aux analyseurs LR(k), peuvent &re irnplantds assez facilement 
directement sans l'utilisation d'outils de ge'ne'ration automatique. D'autre part, puisque 
l'analyse se fait de haut en bas, les actions sdmantiques sont ddclenchdes dks que 
l'analyseur syntaxique rdalise qu'un certain symbole non terminal va etre ge'nire' [26]. Ceci 
garantit une execution des actions sdmantiques dks que les symboles terminaux arrivent 
dans le systeme, ce qui est tres intdressant du point de vue de l'ex6cution en temps 
<<presquew r6el. 
4.3.4.3 Choix de la dthode LRW) 
Tel que nous I'avons dit l'analyse syntaxique avec m6thode LL(k) est trks facile B 
implanter, en fait beaucoup plus facile que l'analyse syntaxique avec la mdthode LR(k) qui 
requiert la gendration de matrices complexes [24,26]. Cependant, . la partie sdmantique de 
l'analyse dam le cas de la me'thode LL(k) est beaucoup plus complexe [24, 261. Cela 
provient du mode de fonctio~ement de cet algorithme. En effet, tel que nous I'avons dit 
dam la section pr6ce'dente les actions semantiques sont ddclench6es d8s que l'analyseur 
syntaxique re'alise qu'un certain symbole non terminal va Btre g6nere' [26]. Il faut donc que 
I'usager s*cifie des actions se'mantiques non pas, cornme avec l'analyseur LR(k), pour 
chaque production, mais pour chaque symbole non terminal present dam ces productions. 
Dans ces actions simantiques l'usager doit propager (par I'he'ritage ou synth2se [24,26]) 
les valeurs se'mantiques des diffe'rents symboles tenninaux afin de re'aliser les actions 
d6skees. Parsons [24] parle meme de la nkcessit6, dans certains cas, d'implanter une pile 
s6mantique independante de la pile d'andyse syntaxique. Nous voyons donc qu'avec une 
approche qui se base sur les algorithmes LL(k) les usagers du syst8me doivent Btre au 
courant du fonctionnement de la mkthode d'analyse syntaxique. Cela constitue un de'fau t 
majeur par rapport B la methode LR(k). La methode LR(k) ddtecte quand une sdquence 
survient et dkclenche alors une action se'mantique en lui fournissant tous Ies symboles 
terminaux et non terminaux faisant partie de la production. Par sa name, LL(k) rend 
impossible l'implantation de l'interface usager telle que dkcrite dans 4.3.8, et qui est un 
des requis de notre solution (contrainte 3 (~Facilite', flexibilite' et ouverture pour d'autres 
applications,). 
D'autre part, par sa nature, la me'thode LL(k) ne permet pas la rdcursivite' B gauche. 
Il est donc impossible d'avoir des productions qui, par exemple, representent des listes, et 
qui ont la forme <<L ::= L E I ED. En effet. ces productions doivent &re transform6es en 
deux productions <di :: = E X, et ::= L I E W  oil NED repre'sente une production nulle. 
Ceci dans notre cas constitue un probleme assez grave qui provoque une d6g6n6rescence 
des arbres d'analyse syntaxique (<<parse tree,,). Un exemple de de'ge'ne'rescence est pre'sentd 
B la figure 4.7. Cette degdne'rescence se traduit par une croissance excessive de la pile 
d'analyse syntaxique. Dans les applications habituelles. telles que les compilateurs, ceci ne 
cause aucun tord car en kgle ge'nkrale les listes ont des tailles moddrkes. 
Malheureusement, dans notre cas, il existe plusieurs situations ob Ies terminaux mobiles 
peuvent envoyer des quantitds himportantes d'dv6nements p6riodiques. Uo exemple d'un 
tel dvdnement est le <<Radio Quality Message. (RQM) prdsente dans le chapitre 3. Puisque 
de nombreux usagers risquent de gt5nerer ces messages simultanement, la plate-forme 
d'acquisition risquerait de manquer de mdmoire si la rne'thode LL(k) &it employde. 
Figure 4.7 DCgiinCrescence de l'arbre d'analyse syntaxique avec la dthode LL(k) 
De son c8t& la me'thode LR(k) commence analyser les se'quences 2 partir des 
productions les plus simples. Ces productions vont repdsenter les parties de la machine B 
6tats les plus 6Mmentaires et donc sibdes le plus bas dans la machine B dtats globale. Il 
sera alors facile de constmire des arrangements de  domees qui vont pennettre d'effectuer 
les gt5nhlisations et effectuer des analyses inspides du <<Data Mining,. 
Cependant, la mdthode LR(k) n'est pas parfaite non plus. En effet, son 
fonctiomement ndcessite deux &tapes principales : le decalage et la dduction 124, 261. 
Cela implique que les symboles qui arrivent ii l'entrde du systkme doivent d'abord ttre mis 
sur la pile pour ensuite Btre rdduits par une production. Aucun symbole ne peut Btre rdduit 
dcs qu'il entre dans le systeme. La r6duction peut se faire seulement lors de L'arrivde d'un 
autre symbole. Cela peut avoir des implications ngfastes au niveau de I'ex6cution en temps 
<cpresque>> rdel des r2gles s6rnantiques assocides B certaines productions de la grammaire, 
par exemple, dam une grammaire qui dkcrit un appel c o m e  un signal de depart, suivi par 
une sene de  procddures de changements de cellules, suivies B leur tour par un signal de  
terminaison d'appel. L'action semantique associee B chacun de  ces changements ne sera 
pas execute'e avant que le changement suivant ou la tenninaison d'appel ne swiennent. 
Bien entendu, une solution facile serait de ddcrire la grammaire en y ajoutant des messages 
Nriodiques c o m e  le message 4SQM>b decrits dam le chapitre 3. Dam ce cas, apks  le 
changement de cellule, I'action se'mantique serait dkclencht5e des l'arrivke du premier 
message <<RQMw. Pkcisons finalement que ce phe'nomhe ne concerne que certaines 
productions et que la production de  ddpart n'est jamais affligee de ce problkme. 
Nous voyons qu'il n'existe pas de mdthode parfaite pour dsoudre notre probkme. 
Cependant, la me'thode U ( k )  pdsente trop de ddsavantages pour notre application par 
rapport ii la methode LR(k). C'est pourquoi nous avons decidd de choisir cette demi5re 
pour effectuer la reconstruction des sequences d'6vdnements. 
43.5 Implantation de I'algorithme LR(0). 
Nous avons choisi d'utiliser la methode LR(O), qui correspond 2 la me'thode LR(k) 
sans symbole d'avance. L'algorithme du LR(0) se base sur une matrice d'exe'cution. 
L'algorithrne principal est independant de la grammaire. Seulement la matrice doit etre 
ge'ne'ree pour chaque grammaire. Il est intdressant de remarquer que I'algorithme et la 
structure de  la matrice sont independants du nombre de symboles d'avance (<<k>>). Seuls 
I'algorithme de gdn6ration de la matrice et son contenu changent. La figure 4.8 tirke de la 
dfdrence [24] pdsente une implantation typique d'un analyseur syntaxique du type LR(k). 
Nous pouvons y distinguer quatre dements principaux : 
1. L'entree de donndes. Dans notre cas elle est constituee par le decodeur et I'application 
de tri. 
2. La pile qui me'morise les e'tats e t  les symboles reps. 
3. La mamce d'actions et sauts qui dirige l'ex&ution de l'algorithme. 




Figure 4.8 Structure d'un analyseur syntaxique 
En se basant sur M a t  qui se trouve sur la pile et le dernier symbole r ep ,  
l'algorithme exdcute les actions sp'cifi6es dam la matrice. Si jamais la sequence ne 
correspond pas B la grammaire, ou si une action sdmantique retourne un code d'erreur, 
l'analyse sera metee. Normdement, dans ces circonstances 1'entn5e est adtee. Dam notre 
cas il est impossible d'arreter l'arrivee des donndes. Ceci meterait l'arrivde des d o ~ C s  
pour toutes les autres instances d'acquisition. Si l'activit6 de l'entite d'acquisition n'est 
pas terminde (e.g. la connexion du terminal mobile n'est pas terminee) d'autres donnees 
vont &re reques par le systgme pour cette instance. Chacune de ces donndes va lancer le 
ddmarrage d'une nouvelle analyse syntaxique pour cette instance d'acquisition. Tr&s 
probablement. cette analyse Bhouera aussit6t car le symbole requ ne correspondra pas B 
un symbole valide pour le demarrage de l'analyse. Afin de rdsoudre ce probEme, lors du 
ddmarrage d'une analyse syntaxique, nous devons verifier si le symbole r e p  correspond B 
un symbole faisant partie de l'ensemble des premiers ge'ne'r6 h partir du symbole de depart 
de la grammaire [24]. 
Enfin, un denier probleme potentiel est le fait que notre plate-forme pourrait ne 
pas toujows etre avertie de la terminaison d'un appel. Par exemple, I'usager peut d6fini.r 
un appel par une sequence commengant avec un signal de de'but et se terminant avec un 
signal de terminaison. Cependant, il est aussi possible que la pile electrique du terminal 
mobile s'e'puise et que le terrninal mobile perde la communication sans avertir le systihne. 
Il est aussi possible (et tks probable) que le tenninal mobile quitte le secteur contr6M par 
le MSC au profit d'un autre MSC. Dans ces deux cas, d'autres types de messages seront 
ghdres. Puisqu'ils ne font pas partie de notre acquisition, ils seront dimine's au niveau du 
decodeur. Dans ces circonstances, le systhne va rester en attente du dernier message qui 
n9arrivera probablement jamais. Pire encore, 2 la place du message de termhaison nous 
pourrions recevoir un autre message du de%ut d'une autre communication initie' par le 
meme terminal mobile. La seule fason que nous avons de nous prote'ger contre ce 
phe'nomkne est de de'marrer des compteurs 2 rebours pour chaque reconstruction de 
skquence. Si jamais une se'quence ne change pas d'itat aprh cette p6riode sa 
reconstruction de sequence sera terminde. 
4.3.5.1 Contenu de la matrice 
La matrice est essentiellement composde de deux parties, une partie qui contient 
les actions et une autre partie qui contient les sp6cifications des sauts. Bien entendu, les 
deux parties doivent Btre ge'n6es B partir des sp'cifications syntaxiques. Chaque ligne de 
la matrice reprdsente un &at de I'analyseur, chaque colonne correspond ii un symbole 
terminal dans la section d'actions et un symbole non terminal dans la section des sauts. 
Toutes les cellules non peuplees lors de la gkn6ration de la matrice constituent des cas 
d'erreurs et  elles ne doivent pas Etre visitees lors de l'analyse syntaxique. ll existe trois 
actions possibles : 
De'calage (ahi!b)  : Cette action est utiliske quand un symbole valide est regu par 
I'analyseur syntaxique. Ce symbole ainsi que l'ktat indique par l'action de decalage 
sont alors mis sur la pile (1'ent.de est ddcalie), car l'analyseur a besoin d'accumuler 
plus de symboles pour pouvoir reconnaitre une production. Il nous faut pdciser que le 
sommet de la pile contient l'itat courant de l'analyseur. 
Reduction (seduces) : Cette action est utiliske quand une production est reconnue sur 
la pile, tous les symboles faisant partie de cette production sont alors enlev& de la pile. 
Ils sont remplacis par le symbole non terminal produit par cette production. C'est 
quand une action de reduction est exdcutde que la partie de la matrice qui contient Les 
sauts est utiliske afin de d6terminer dam quel &at l'analyseur doit se rendre. Le 
symbole non terminal produit par la production (associ6e ii l'action de reduction) ainsi 
que 1'6tat se trouvant sur la pile sont utilises pour tmuver la bonne entree dam la 
section des sauts. 
Acceptation (<<accept>>) : Lorsque, nous rencontrons une action d'acceptation B la 
rdception d'un symbole I'analyse est terminke avec succbs. Remarquons que 
I'acceptation est, en fait. une reduction pour laquelle aucune action skmantique n'est 
effectuee. Remarquons aussi que cette reduction absorbe directement le symbole requ 
sans ie mettre sut la pile. 
4.3.5.2 Mn6ration de la matrice 
La genkration de la matrice suit les techniques decrites dans [24] et [26]. Dans la 
piupart des exemples prgsentes dans la littdrature, la fin de sdquence est indiquk par un 
symbole fictif qui ne fait pas partie de la grammaire initiale. Gindralement, il s'agit de la 
fm du fichier d'entde. Les algorithmes de ge'neration des matrices LR(0) ajoutent une 
production supple'mentaire qui englobe la production de depart et qui se tennine par le 
syrnbole fictif de fin de sequence. Par production de depart nous entendons la ou les 
productions qui ge'n&rent le symbole de depart. Une grammaire ainsi modifide est appelde 
une grammaire augmentde- Durant l'analyse syntaxique, lorsque ce symbole apparait B 
1'enm.e et que l'analysew se trouve d m s  un &at addquat (il n'y a pas eu d'erreur dam la 
sequence) la reduction par la production de de'part est de'clenchee (directement ou 
indirectement). Cette reduction est suivie par l'action d'acceptation. A cette dtape tous les 
symboles ont e'te' consomme's e t  toutes les re'ductions requises ont 6t6 exe'cutees. Dans 
notre cas, il est impossible de generer un tel symbole au niveau de l'entree puisqu'il 
n'existe aucune faqon de se rendre compte qu'une instance d'acquisition a termin6 son 
activit6 (e.g. w terminal mobile a termin6 sa comexion). Nous pouvons envisager deux 
approches pour re'soudre ce probleme. 
La premi5re approche consiste B detecter la tenninaison au niveau de l'analyse 
syntaxique. Elle peut 2tre implant6e de deux manieres. 
La premiere maniere consiste B assumer que la grammaire tel que s@cifie'e 
ini tialement constitue la grammaire augmentee- Donc le symbole terminal qui 
se trouve ii la fin de la production de ddpart constitue le symbole indiquant la 
fin de l'entre'e. Dans ce cas il faut que I'action d'acceptation soit confondue 
avec la rdduction de la production de depart. 
r La deuxikme manicre consiste 2 proceder tel que d&rit dans la littdrature en 
augmentant la grammaire. Lon de l'analyse syntaxique B l'arrive'e du dernier 
symbole terminal de la production de depart il suffit ge'ne'rer le syrnbole fictif 
de fin d'entrde. 
N'oublions pas non plus, qu'il est possible qu'il y ait plus qu'une production de 
depart ou que celle-ci posskde d'une alternative- Dans cette situation ii faut que les 
symboles terminaux terminant chacune de ces alternatives soient conside'ds c o m e  des 
s ymboles indiquant la fin. Malheureusement, cette technique peut uniquement &re utiliske 
lorsque la production de de'part se termine par un symbole tenninal ou qu'il est possible de 
deriver un terminal indiquant la fin. Il est impossible de l'utiliser, par exemple, lorsque la 
production de ddpart se termine par un symbole non tenninal qui resulte de la construction 
d'une liste. Dans ce cas, nous ne pouvons pas decider au niveau syntaxique lorsque la fin 
est atteinte. 
La deuxieme approche consiste B de'tecter la terminaison au niveau de l'analyse 
se'mantique. Cette approche est beaucoup plus fiable car le contenu des messages indique 
toujours la fin d'une comexion. Sinon, le MSC ne serait pas capable de dkcomecter les 
terminaux ad6quatement. Dans le cadre de cette approche nous avons qu'jl passer tous les 
symboles B l'objet <<ObjetSdmantique>> avant d'appliquer l'algorithme d'malyse 
syntaxique. L'objet <<ObjetSCmantiqueu doit alors examiner les symboles regus. A ce 
moment 15, ou bien, durant l'ext5cution d'une action se'rnantique (quand une reduction est 
lancke) I'objet <<ObjetSe'mantique>> peut changer M a t  d'un fanion de contr6le afin 
d'indiquer qu'il faut gkne'rer un symbole indiquant la terminaison. L'analyseur syntaxique 
va alors traiter le symbole reGu puis il va ge'nerer un symbole fictif indiquant la 
terminaison. Du point de vue implantation les choses sont tr&s simples avec cette approche 
car la gkndration de la matrice et le fonctionnement de l'algorithme de la maniere d6crite 
dam la littkrature. Cette approche est trks similaire Z i  la deuxi5me variante de la premiZre 
approche, honnis que la ddcision est prise par la partie s6mantique de I'analyse plut8t que 
la partie syntaxique. Donc elle permet d'offrir plus de flexibilitk. 
Dans l'avenir nous voulons offrir les deux possibilites aux usages du syst&me. 
Cependant, dans le cadre de ce projet nous allons implanter uniquement la deuxieme 
option. Fialement, outre le probkme du syrnbole indiquant la fin de I'entree, notre 
implantation suit fidglement les me'thodes pdsentees dam la licte'rature [24,26]. 
4.3.53 Structure des classes d'implantation 
La figure 4.9 prbsente la hie'rarchie de classes en UML qui constituent 
l'implantation de I'andyseur syntaxique LR(0). Cette hiirarchie compltte celle qui a e'te 
prksentke sur la figure 3.8 dam le cbapitre 3. 
Dans ce projet, la plate-forme d'acquisition doit analyser plusieurs sequences 
d'eve'nements B la fois. Pour cette raison, il nous faut creer un contexte d'acquisition pour 
chaque sequence analysee. Nous avons de'cidd de creer deux classes, une appelde 
<CLientLR>> qui contient le contexte d'analyse pour chaque sdquence et I'autre appelke 
c<SenreurLR>, qui contient l'algorithme principal ainsi qu'un objet iMatriceActionSautx 
Chaque <<CLientLR>> contient un objet <<Pile>> ainsi qu'un objet aObjetSe'mantique>> qui 
constituent le contexte d'analyse syntaxique. La classe <<ObjetS6mantique~ posskde Ies 
methodes qui effectuent l'analyse se'mantique, c'est-Mire que lorsque l'analyse atteint une 
rdduction cet objet va etre sollicit6 avec la sequence d'bve'nements faisant partie de cette 
production ainsi qu'une identification (numero) de  la production. Finalement, la classe 
<ClientLRu contient une re'fe'rence au <<ServeurLR>> qui lui permet d'executer l'analyse 
syntaxique. Le r6le de la classe cUsineClientLR>> consiste B creer et configurer les objets 
aClientLRn quand une nouvelle sequence doit &re analysee. Lors de l'analyse syntaxique, 
chaque fois qu'un symbole terminal est requ, I'objet <ClientLR>b fait appel il I'objet 
&erveurLR>>. Il lui passe le symbole resu, la pile et  I'objet c<ObjetSimantiquen. L'objet 
c<ServeurLR>> execute les actions requises et retoume les objets <<Pile>> et 
iiObjetSBmantiqueu mis il jour. Les autres classes ainsi que leur fonctionnement seront 
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Figure 4.9 Hkarchie des classe de I'analyseur syntaxique 
4.3.6 Interaction en- le langage DDL et le langage ADL 
Tel que montre B la figure 4.10 I'interaction entre le DDL et I'ADL se fait par la 
table des syrnboles. Le gdndrateur automatique de code qui gen8re des parties du dicodeur 
gdn&re aussi m e  table de syrnboles. Cette table est utilisde par I'ADL pour faire la 
distinction entre les syrnboles tenninaux et les syrnboles non terminaux. Elle permet aussi 
de faire la relation entre Ies noms abstraits utiiise's dam les spdcifications et leur 
identification reelle contenue dans les en-tetes. 
Enfiin, nous pouvons remarquer que la plate-forme conque dam le cadre de ce 
projet fonctionne selon un principe similaire aux outils LEX et YACC [33]. Dam les deux 
cas, les systkmes sont compos6s de deux parties. Une partie qui extrait les symboles 
terminam (LEX, dam notre cas DDL) et une partie qui effectue l'analyse syntaxique 
(YACC, dans notre cas ADL). Les deux syst5mes offrent aussi une interface de 
programmation au niveau des actions sc5mantiques. Les seules diffdrences sont le fait que 
LEX et YACC implantent la mdthode LALR (<<look ahead LRn) qui correspond B la 
methode LR(l), optimist% et que notre systeme perrnet d'effectuer plusieun analyses 
syntaxiques la fois. 
Fichier de 




Figure 4.10 Interaction entre le DDL et I'ADL 
4.3.7 Le langage ADL 
Le langage ADL permet de definir Ies sequences d'eve'nements qui  seront reGus h 
partir du MSC. En effet, il s'agit de la d6finition d'une grammaire LR(0). Pour cette 
raison, nous nous sommes inspire's du format de notation de Backus-Naur [25, 26, 27, 34, 
351 que nous avons prksente' plus tat. Cette notation est utilisde par les outils tels que 
YACC [33]. Il est important de noter qu'avec notre apprwhe chaque production doit &re 
identifi6e. C'est pourquoi nous ne permettons pas d'utiliser I'opdateur <<I>> qui indique des 
sdquences de symboles alternatives pour une m6me production. Au lieu d'utiliser cet 
op5rateur il faut que l'usager ddfinisse une autre production produisant Ie meme terminal. 
Bloc Bloc 01oc 
A B C 
Figure 4.11 Sauence d'bvhernents entre trois blocs du logiciel de contriile 
preamble C 
semantic = UsineObjetSemantiqueSpecifique; 
end-of-input = semantic; 
1 
grammar C 
1: C := A B; 
2: A := 1 2; 
3: B := 3 4; 
1 
Figure 4.12 Exemple des spCcifcations en ADL 
La figure 4.1 1 pksente un exemple fictif de sbquence d'bvdnements entre trois 
blocs du logiciel de contr6le du MSC. La figure 4.12 prbsente la description en ADL de 
cette s6quence. On peut y distinguer d e w  sections principales : 
1) La section q r e a m b l e ~  contient les param8tres de l'interface de programmation. Elle 
possi3de les deux variables suivantes : 
a) is em antic^, indique le nom de la classe qui crbe les objets sdmantiques sptkifiques. 
Ces objets sdmantiques implantent I'analyse semantique. 
b) <<end-of-input., indique quel type de fm de sequence doit etre utilise. Le mot 
r6serve' <<terminal>> indique que la premi5re methode presentke dans la section 
4.3 S.2 va ttre utiliske (detection au niveau de l'analyse syntaxique), tandis que le 
mot rkserve' <<semantic>> indique que c'est la deuxibme me'thode qui va Etre utiliske 
(ddtec tion au niveau de  I' analyse sdmantique). Actuellement, seule la deuxi&me 
mdthode est implantke. 
La section <<gramman> contient la definition de la grammaire que les sequences doivent 
respecter. Elle est composee de  la de'finition des productions. La premibre production 
est la production de d6part. Chaque production est dkfinie comme suit : 
a) Numero de production : Les numkros doivent Ctre uniques et la numkrotation 
commence par 1. Ce  numkro est pass6 B I'objet semantique quand une production 
est exkcutee. 
b) Nom du symbole non terminal qui est produit par la production. 
c) Liste des symboIes qui font partie de la production. 
Le tableau 4.2 prdsente la grammaire du ADL ddcrite tout c o m e  la grammaire du 
DDL B l'aide de la notation Backus-Naur. Nous respectons la meme convention que dans 
notre description du DDL. 
Tableau 4.2 Grammaire du langage ADL 
No. de 
Production en format BNF Signification dmantique 
1 
Preamble ::= preamble ( SernFac-specs 
I I I preamble { EndOflnput-specs SemFac-specs } I ordre. 
Ad1 ::= Preamble Grammar 
La section wrearnblen contient deux 
1 
Efinition globale du langage. 
EndOflnput-specs ) 
6ICments placds dans n'importe quel 
No. de 
production 
Tableau 4.2 (suite) 
Production en format BNF 
EndOfI nput-specs ::= end-of-input = semantic; 
SemFa~~specs ::= semantic = STRING ; 
Grammar ::= grammar { ProductionList,spec } 
ProductionList-spec ::= ProductionList-spec 
Production 
1 Production 
Production ::= UNSIGNED : STRING := 
ElementList-spec; 
Actuellement, la section qui sp6cifie le 
comportement B la fin de I'entrde 
pennet uniquement de spdcifier la 
Le nom de la classe qui va gdndrer 
I'objet dmantique peut &tre n'importe 
quelle dquence de caract&res. 
Remarquons que ce norn doit respecter 
la norme UC++. Cette classe est 
compilde dpartiment donc nous 
n'avons pas B vCrifier la validitd du 
nom de la classe. 
La grammaire est constitude d'une liste 
de productions. 
- 
Ddfinition de la liste des productions, 
notons que I'unicit6 de chaque 
production tant par son nume'ro 
d'identification que par sa structure est 
effectude au niveau sdmantique. 
Chaque production est composde d'un 
num6ro d'identification. Notons 
qu'une production vide doit contenir 
un seul Cldment nu1 (voir production 
9). 




Production en format BNF 
ElementList-spec ::= ElementList-spec Element 
1 Element 
Element ::= STRING 
Signification dmantique 
Liste des Clc5ments terminaux et non 
terminaux, faisant partie de chaque 
production. 
Chaque 6l6rnent est ddfini par une 
chaine de caracteres ou est assign6 2 
I nu1 (616ment vide). La distinction entre 
1 null I un symbole terminal e t  un symbole 
I non terminal est effectude au niveau 
I sdmantique. 
4.3.8 aneration automatique de code et interface de programmations 
Si nous revenons 2 la figure 4.9, nous pouvons remarquer que nous avons utilisk la 
meme approche pour la gdne'ration du code que celle utilisee dans le cas du DDL, c'est-5- 
dire que deux classes contenant les mdthodes de configuration sont ge'ne'rkes: 
idJsineClientL,RG6ne>, et <<ServeurLRGe'ne're'>>. La configuration consiste ii crker, 
initialiser et interconnecter les instances des classes effectuant B I'analyse. Il faut noter que 
les classes iiObjetSe'mantiqueSp&ifique>~ et <<U~ineObjetSe'mantiqueS~cifique~ ne sont 
pas ge'ndrkes, mais leur implantation est like lors de I'e'dition des liens pendant la crkation 
du programme exkcutable. 
D'autre part, les classes c<ObjetS&nantique>> et <dJsineObjetSe'mantique>> 
constituent uniquement l'interface de programmation. La veritable implantation de 
l'analyse sdmantique est effectuke par les classes qui en hkritent. A la figure 4.9, il s'agit 
de la classe <~ObjetSkmantiqueSp6cifique>>. Elle est crkde par la classe 
i&JsineObjetS~mantiqueSpdcifique~, et hkrite B son tour de la classe 
<<U sineObje tsS6amantiquew. Les classes <cObjetSkmantiqueSp6cifiquen e t 
uUsineObjetS~mantiqueS~cifique~ constituent la partie implantee par l'usager du 
systeme. Tel que nous l'avons dit plus tat, la classe <ObjetSCmantiqueSpc5cifique~ sera 
soliicit6e avec le numero de production et une sequence de terminaux lorsqu'une rkduction 
sera exCcut6e. La me'thode membre de la classe <<Obje tS6mantiqueS @cifique>> qui sert 
d'ent.de B l'analyse dmantique peut retoumer un objet qui h6rite de  la classe 
<MembreDePiler. Cet objet correspond au syrnbole rdsultant de la rkduction. Il est empile 
par l'analyseur syntaxique pour pouvoir &re kutilist plus tard par l'analyseur sdmantique. 
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CHAPITRE V - EVALUATION DES PERFORMANCES 
Dans ce chapitre nous d o n s  nous pencher sur les performances de la plate-forme 
d'acquisition. Nous allons commencer par presenter un aperp theorique des performances 
des algorithmes impliquis dans les diffe'rentes parties. Ensuite, nous d o n s  montrer les 
re'sultats des essais de la plate-forme avec les domees rkelles acquises lors de l ' e ~ ~ r i e n c e  
preliminaire. Remarquons que notre objectif n'est pas d'analyser les performances d'une 
application en particulier. Nous voulons seulement verifier que notre plate-forme peut 
servir de base pour des applications d'analyse en temps <<presque>, re'el. 
5.1 Performances theoriques 
L'objectif de cette partie est de ve'rifier si la contrainte 4 aTraitement en temps 
<<presque>> r6el>~ peut etre satisfaite. Rappelons, que dans notre contexte, le traitement en 
temps qresque>> reel veut dire que les e'vdnements doivent traverser notre plate-forme Z i  
partir de leur bloc de ge'ne'ration jusquT2 I'application qui execute les actions se'rnantiques 
dans des delais raisonnables. De manikre arbitraire, nous considerons les de'lais de 
quelques secondes comrne raisonnables. D'autre part, le traitement en temps qresque>> 
reel irnplique que les delais ne doivent pas varier de fagon significative, selon les heures de 
la joumee. En effet, cela correspond au fait que la relation entre les taux d'arrivdes et de 
service doit respecter la contrainte suivante : taux d'arrivdes / taux de service < 1. Arnold 
et a1 [55] prdsentent une approche qui permet de dimensionner les differents Cle'ments d'un 
syst2me de mesure fonctionnant en temps reel. Dans notre cas, il s'agit uniquement 
d'6valuer les performances de notre approche qui, tel que ddcrit dam le chapitre 2, sont 
limite'es par l'utilisation d'un ordinateur personnel simple (par opposition B une machine 
dddiee). 
Du point de vue theorique, nous devons nous assurer que les approches prises dans 
les diffkrentes parties de notre syst*me garantissent un trai tement constant en temps et 
espace pour chaque e'vdnernent r e p .  Le temps de traitement de chaque e've'nement pris 
individuellement doi t &re inddpendant du nombre de sequences d' dve'nements en 
reconstruction et du nombre total des e've'aements contenus d a m  le systkme. 
La figure 5.1 rdsume les &apes majeures du traitement des donndes avec notre 
plate-forme. Le tableau 5.1, quant B lui, nous dome un sommaire des justifications des 
performances constantes (O(k)) en temps d'ex&ution et espaces pour chacune de ces 
&apes pour les dvdnements pris individuellement. 
Acquisiim 
au sein du I'interface de la file d'mente 
Figure 5.1 R k u d  d'Ctapes majeures du traitement des donnh 
Tableau 5.1 Sommaire des justifications des performances constantes 
I Section 
I sein du MSC 
I travers 1' interface 
I file d'attente 
I extraction des 
Justification des pe&rmaoces O(k) en temps d'ex&ution et espace. 
La taille de I'espace tampon de mdmoire est constante et le remplissage de I'espace 
tampon est limit6 par le temps. 
Griice B I'approche de l'dtape 1 la taille des espaces tampons transfdds peut etre 
considdrde comme constante donc le temps du transfert doit etre B peu pr&s constant 
puisqu'il est impossible d'avoir des collisions. 
LA poste de travail est exclusivement utilisd comrne plate-forme d'acquisition c'est 
pourquoi le disque n'est utilisC de Fagon notable que par notre application. Les taux de 
transfert des disques sont de l'ordre de plusieurs milliers d'octets par seconde (5 11. Or 
les taw d'arrivdes des donndes sont de I'ordre de dizaines d'octets par seconde 
(chapitre 3)- D'autre part, les @es qui effectuent I'dcriture et la lecture sur le disque 
maintiennent les fichiers ouverts donc les structures sont d6jA contenues en mdmoire 
[SO]. Enfin. prdcisons que les temps de recherche moyen type sur un disque de'pend 
surtout de ses spkification physiques (e-g. gbome'trie, vitesse de rotation, etc.). I1 est 
tout 2 fait inddpendant de la quantite' de donndes stockkes quand le t a u  de 
fragmentation est bas [Sl]. C'ea pourquoi nous pouvons assumer que les temps 
d'e'criture et lecture sont constants et prennent un espace constant. 
Le temps de ddcodage d'dvdnements ddpend du nombre de champs contenus dans les 
e've'nernents. La structure des 6vdnements est constante pour chaque type 
d'e'vdnement. D'autre part, les d6codeurs sont associ6s en utilisant les tables de 
dispersion ce qui garantit l'ex6cution en temps constant. L'espace mdmoire pris par 






Tableau 5.1 (suite) 
La structure de donndes qui permet de stocker les travailleurs effectuant la 
reconstruction des sequences est une table de dispersion. Les temps d'acc2s sont 
constants et la mdmoue prise par chaque travailleur (ou objet c<ClientLR>~), rnis part 
la part la pile, est constante- 
L'algorithrne LR(0) s'exdcute en temps et espace lindaire (O(n)) pour une  dquence 
d'entree. C'est pourquoi, du point de vue d'un dvdnement pris individuellement, le 
temps pris pour son traitement et I'espace pris pour son stockage (pile contenue dans 
les travailleurs ou objets dlientLRw) peuvent etre consid6rd cornme inddpendants des 
autres dvdnements donc constants. 
5.2 Performances exp6rimentales 
De manikre pratique, il s'agit de verifier si les deux contraintes suivantes sont 
respec t6es : 
1. Le temps de passage des ele'ments B travers le systkme ne depasse pas quelques 
secondes. 
2. n n'y a pas de variation significative de delais durant les diffkrentes heures de la 
journke. 
Pour des raisons de logistique il est impossible de connecter notre plate-forme B un 
systeme &el. Cependant, lors de lTexp6rience prelminaire nous avons acquis plus de 24 
heures d'bvknements gbnerks par un commutateur numerique en rkgion urbaine. Ces 
donndes ont la forme, en effet, de la fde d'attente de messages, qui se trouve entre 
l'application qui reqoit les donnees et l'application qui effectue le traitement. Lors de cette 
acquisition, outre les donees proprement dites nous avons aussi cr& un ficher de 
statistiques qui indique l'heure exacte du de%u de I'acquisition ainsi que les temps relatifs 
de dception de chaque groupe d'evhements. Nous d o n s  pouvoir exploiter ces d o ~ d e s  
afin de mesurer les capacitks pratiques de notre plate-forme. D'autre part, lors de cette 
meme expdrience, nous avons prouve' que I'implantation au niveau du MSC est en mesure 
de satisfaire la contrainte 4 (<cTraitement en temps <qresque>> rdeb). Nous avons aussi 
montd que I'application qui est responsable de recevoir et  stocker les domkes ne gdn&-e 
pratiquement pas d'activite sur la plate-forme d'acquisition. Donc s'il y a un goulet 
d'e'tranglement il se trouve au niveau du traitement. C'est pourquoi nous nous proposons 
d'effectuer des expdriences qui vont se baser sur les donnees acquises afin de tester 
I'application qui effectue le  traitement des donndes. 
5.2.1 Configuration e@rimentak 
Tel que nous avons remarqui lors de l'exp'rience pre'liminaire, I'application qui 
effectuait le stockage ne prenait qu'une partie tr2s faible du temps de I'ex~cution de I' UCT 
(inf6rieur & 1%). C'est pourquoi nous pouvons conside'rer que les e ~ ~ r i e n c e s  avec la 
configuration prdsentde 2 la figure 5.2 seront sufisamment pre'cises. Cette configuration 
inclut uniquement la partie qui effectue le traitement de donndes. Du point de we pratique, 
la plate-forme e ~ ~ r i m e n t a l e  est constitude par un ordinateur personnel bas4 sur un 
processeur Pentium II de Intel fonctionnant B une vitesse d'horloge de 233MHz avec 
128Mo de me'moire. Afin de tester les performances, nous allons prendre des mesures aux 
trois endroits indiquds par des numeros sur la figure 5.2. Ces mesures vont constituer trois 
expe'riences distinctes. 
La prernikre expt5rience va consister B anaiyser le comporternent du dkcodeur 
fonctiomant tout seul, c'est-&-dire que nous allons prockder au ddcodage de tous les 
6ve'nements contenus dans les groups  acquis. 
Interface Pile mise d jour, 
0 ObjetsemOntique 
Figure 5.2 Mesures de dilais 
La deuxieme exp'rience va consister h analyser le comportement des rndthodes du 
ddmarrage et de l'arret des travailleurs participants au tri des dvdnements, c'est-&-dire nous 
allons proceder au ddcodage et au tri de tous les eldments regus. Le tri va se faire selon les 
numdros d'identit6 de chaque Cvenement (e.g. numero du dl6phone, num6ro de cellule, 
etc.). Cependant, puisque nous n'allons pas reconstmire les sequences d'dvenements nous 
allons demarrer un travailleur pour chaque message regu, ensuite nous d o n s  consommer 
ce message et finaement nous allons meter le travailleur. De cette maniere, nous d o n s  
simuler les activites les plus exigeantes en terme de temps d'exdcution dam la partie qui 
effectue le tri de messages. I1 faut noter que dans cette expdrience nous n'allons pas 
verifier la qualit6 des methodes de dispersion. 
La troisi2me exp6rience va consister B analyser le comportement des me'thodes 
LR(0) permettant la reconstruction des sc5quences. Nous allons ddcoder uniquement les 
messages pouvant faire partie des sequences. Afm de gen6rer I'objet uServeur LRD nous 
allons de'finir une grammaire qui va inclure les listes de messages les plus fdquemment 
rencontre's. Dans le cas du mode numdrique ces messages vont inclure les messages 
~'riodiques pdsentant la qualit6 de la kception radio [16] (%Radio Quality Message>>). 
Dans le cas du mode analogique ces messages vont inclure les requetes de changement de 
cellule [18]  analogue Handoff Requestn). De cette mani&e, nous allons nous assurer 
que le sysdme sera chargt au maximum. En effet cette exp&ience va Ctre equivalente un 
des pires cas d'analyse. Cette exp6rience va nous pernettre de verifier la performance de 
la table de dispersion et la performance de notre implantation de I'algorithme d'analyse 
grammaticale LR(0). 
5.2.2 M6thode de mesures 
Lors de nos e ~ ~ r i e n c e s  nous allons exploiter les donn6es qui ont tte' acquises 
durant I'expkrience preliminaire, c'est-Mire que nous dons instrumenter le code en y 
ajoutant une classe sHciale d'analyse qui va prendre l'heure reelle lors de la lecture d'un 
groupe de messages. Ensuite. lors de la lecture du groupe suivant, l'heure va Etre prise 2 
nouveau. La difference entre ces deux mesures sera cornpare'e avec la diffe'rence des temps 
relatifs enregistrks lors de l'acquisition (durant l'exp6rience preliminaire). Nous avons 
deux possibilit6s. La premiere possibilite', est que notre temps d'ex6cution arrive en retard 
par rapport au temps enregistre lors de l'exp6rience prdiminaire. La deuxihe possibilite' 
telle qu'indiqude B la figure 5.3 est que notre exdcution se termine plus t6t que le temps 
enregistrd loa de I ' e~~r i ence  pn5liminaire. Dam ce cas nous sommes en avance et il nous 
faut comptabiliser tous les temps d'avance de les ajouter B toutes les lectures 
subse'quentes de l'horloge re'elle. Cette comptabiliti est requise car, autrement, nos 
mesures prendraient en cornpte les avances que nous pouvons gagner lors des hewes de  
bas trafic ce qui masquerait les ddlais e'ventuels durant les heures de pointe. 
Figure 5.3 Rep-nation des avances et retards 
Lors de la troisikme exp'nence, puisque nous n'utilisons pas toutes ces d o ~ e ' e s ,  
nous ed&verons les temps d'acces au disque du temps de traitement. Nous devons r6aliser 
ceci, car les groupes d'e've'nements contiendront toujours tous les e'vknements possibles. 
Donc le temps de traitement des Cve'nements d'int&it serait fausse' par le temps de 
chargement des autres e'vdnements. Ceci est particuli&ement sensible dam le cas OCI la 
proportion des ivenements d'inte'ret baisserait. Nous verrions alors une fausse 
augmentation de leur temps de traitement. C'est d'ailleurs pour cette meme raison que lors 
de la troisieme exp'rience nous d o n s  uniquement decoder les bvenements d'inte'r6t. 
Dans nos analyses nous sommes essentiellement intdresse's B mettre en e'vidence les 
retards durant le cycle de 24 heures, la valeur du temps rnoyen de traitement de chaque 
ive'nement, et finalement la variation de cette valeur sur une Hriode de 24 heures. Notre 
analyse th6orique indique que ce temps devrait ttre pratiquement constant. Ces mesures 
vont nous pennettre de voir si notre syst2me est capable de fournir des re'sultats en temps 
<cpresque>, kel .  
Nous d o n s  maintenant pre'senter les re'sultats de chacune des expe'riences. Afin de 
dduire la quantitk de donnt5es, nous avons effectue' des moyennes par tranches de 10 
minutes, c'est-&-dire que, 2 part pour les valeurs maximales, nous allons baser nos calculs 
sur des valeurs moyennes de pe'riode de 10 minutes. Notons aussi que 19acquisition a 
de'bute vers 9h30 et s'est termine'e vers 10h30. Dans le cadre de  nos expe'riences nous 
avons mete' 17malyse un peu avant 9h30 B cause de contraintes d'espace disque 
disponible. C'est pourquoi. sur la  plupart des figures nous pouvons remarquer un manque 
de continuite' lors de  cette pe'riode. 
La figure 5.4 nous montre la distribution des arrivkes de tous les ive'nements lors 
des 24 heures d'acquisition. La figure 5.5 nous montre le taux d'utilisation de la plate- 
forme. Le taux d'utilisation est calcule' en divisant la dm'e pendant laquelle nous traitons 
les dve'nements (temps actif) d'un groupe par le temps disponible entre la reception des 
groupes conskcutifs (temps total). Nous pouvons y remarquer que celui-ci ne dkpasse pas 
les 5%. Le tableau 5.2 resume les autres re'sultats. Nous pouvons remarquer que le 
traitement des donnees est 2 peu p r h  constant pour toutes les tranches de 10 minutes 
puisque l'I5ca1-t type est de l'ordre de 2% par rapport B la moyenne. D'autre part, il faut 
noter que la plate-forme est constitue'e par un syst2me UNIX (Linux) donc tous les 
processus marchent B temps partage. Il se peut donc que des taches @nocliques ou des 
tliches d'arriere plan influencent l'activite de notre systeme. Il faut aussi prdciser que les 
de'lais qui sont survenus lors de 19exp6rience concement des groupes d'ivdnements 
individuels et sont trks peu fidquents. En analysant la situation, nous avons remarque' que 
dam le fichier dgcrivant les sequences de groupes d'6ve'nements regus, il y a des @nodes 
relativement longues avant la reception de certains groupes. Chacun de ces groupes est 
toujours suivi par la dception d'un autre groupe dam un delai extriimement court. C'est 
toujours ce groupe suivant qui cause les ddais que nous remarquons. Ce comportement est 
dii au fonctiomement des ele'ments qui prec5dent notre application de dception de 
donndes. L'Bltment fautif p u t  &re au niveau du MSC, tout aussi bien qu'au niveau du 
poste de travail. La figure 5.6 presente la distribution de la proportion des groups  en 
retard par rapport B tous les groups  requs. On p u t ,  remarquer que cette proportion suit la 
densit6 du trafic. Enfin, notons que dam cette expe'rience nous avons inclus Ies lectures B 
partir du disque. Donc cette expt5nence nous prouve aussi que 1'0~ration du disque se fait 
en temps constant. 
Figure 5.4 Exp6rience 1, distribution du taux d'arrivb des 6vhements 
Figure 5.5 1, distribution du t a u  d'utilisation 
0 2 4 
Figure 5.6 Ewrience 
TemFw (h) 
1, distribution de la proportion des groupes en retard 
Tableau 5.2 Rkultats de I'ewrience 1 
Statistiques par tranches 
de 10 minutes 
Temps d e  craiternent moyen 
par e've'nement 
 cart type du temps d e  
traitement moyen 
- -  - 
Vafeur maximale du  temps 
de  traitement moyen 
Valeur minimale 
du temps d e  uaitement 
mo yen 
Valeur moyenne du  retard 
par groupe d'dve'nements 
 cart type du retard par 
groupe d'e'vdnements 
Valeur maximale du retard 
Pourcentage moyen des 
groupes qui  ont e'te trait& en 
retard 
Nombre maximal de  groupes 
consdcutifs ayant subi un 
retard 
Vdar I Remarques et explications 
47p I Nous connaissons seulement les temps des arrivees de 
I pourquoi nous pouvons uniquement cdculer  les temps moyens 
1 -32p.s 
I de  traiternent sur les tranches de  LO minutes. Le temps d e  
diffdrents groupes d'dv6nements. nous ne connaissons pas les 
temps de  gdne'ration des dvdnements en particulier. C'est 
-1 traiternent comprend le temps de lecture d'un groupe d e  
l donne'e, A partir du disque et le ddcodage de ces donndes. 
que 1'6cart type est plus dlevd que la moyenne. Ceci esl dQ au  
1.99ms 7fait que  le nombre de groupes d'6v6nements ayant subi un 
1.28ms 
Lors d u  fonctionnement de la plate-forme certains groupes 
d'dvdnements ont dtt! traitds en retard. Nous pouvons rernarquer 
I Sur toutes les tranches de 10 minutes. en movenne 0.24% des 
7.22111s retard est trks faible (d'apriis les statistiques qui suivent), 
0.24% 
Lors de 1st deuxiime expkience nous avons remarque un comportement & peu p&s 
identique B celui de la prerniibe exp6rience. Nous voyons que les dukes d'exbution 
moyennes sont sensiblement sup'rieures celles de l ' e ~ ~ r i e n c e  pgc6dente. La 
distribution des arrivdes des e've'nements etait identique. Le tableau 5.3 resume ces 
re'sultats et la figure 5.7 donne la distribution de la charge de la plate-forme. 
groupes d'e've'nements on t kt15 trai tds e n  retard. 
1 
Pendant toute I'expdrience nous avons seulement observd des  
retards de  groupes individuels. 11 n'y a eu aucune occurrence 
de retard de  plus qu'un groupe 3 la fois. 
Tableau 5 3  Rbultats de I'exp6rience 2 
I 
kart type du temps de traitement moyen I 1.32~ 
Temps d e  traitement moyen par 
dvdnement 
7 2 ~  
Valeur maximale du temps de traitement 





du  temps de traitement moyen 
.- - 
kart  type du retard par groupe I 3.49ms 
6 9 ~  
- 
Valeur mbcimale du retard par groupe I 
Pourcentage moyen des groupes qui ont 
dt6 traitds en retard 
I ayant subi un retard 
0.26% 




2, distribution du taux d'utilisation de la plate-forme 
La troisibme exp6rience ddmontre le fonctiomement du traitement cornplet des 
dome'es. Tel qu'il a kt6 dit plus ti%, nous avons utilisd seufernent les quatre kvinements les 
plus Mquents du mode numkrique et  du mode analogique, afin de dimontrer le 
fonctiomement global. En effet, d7apks  les statistiques nous avons utilisk 5 1 1  de tous les 
6ve'nements disponibles. La figure 5.8 pre'sente la distribution des arrive'es des ive'nements 
s65lectionn6s. Le tableau 5.4 pre'sente les statistiques obtenues. La figure 5.9 prksente les 
temps de traitement par 6ve'nements. Nous pouvons remarquer que les t a w  semblent 
augmenter durant la nuit ce qui peut sembler &range. En fait ceci est uniquernent dir B un 
changement de proportions des e'vknements, et 2 une baisse ge'ne'rale de l'intensitd du 
trafic. La figure 5.10 montre le changement des proportions des Cve'nements. Elle montre 
la proportion du taux des arrive'es des Cvenements d'intMt versus le taux des arrivdes de 
tous les autres dve'nements. Ce phe'nombe fait en sorte qu'il y a moins d'e'vdnements par 
groupe donc 17activit6 lide aux tsches connexes devient plus importantes par rapport 2 
celle liCe Zt l'analyse. CeIa donne l'impression que le temps de traitement par ive'nement 
est plus long. Meme si tel que nous l'avons expliquk plus t6t nous avons soustrait le temps 
de charge des blocs en rn6moire et  nous ne de'codons pas tous les Bvknements. Tous les 
g r o u p  doivent Btre parcourus afin d'extraire les e'vinements d7interi5t qui sont alors tres 
peu Ere'quents. 
Figure 5.8 E-rience 3, distribution du taux d9arriv& des 6vCnements dYintMt 
Figure 5 9  Exp6rience 3, distribution du temps de traitement par Cvhement 
Figure 5.10 EqiSrience 3, distribution de la proprtion des 6v6nements d'intifit 
Tableau 5.4 Rkultats de l'expiirience 3 
Statistiques par tranches 
de 10 minutes 
I Temps de  traitement moyen 
I par dvdnemen t 
I   cart type du temps d e  I traitement moyen 
Valeur maximale du temps 
de fraitement moyen 
I Valeur minimale 
I du  temps de  traiternent 
I moyen 
Valeur moyenne du retard 
I par groupe d'ddnements 
I h a r t  type du  retard par I groupe d'dvdnements 
Valeur maximde du retard 
I par gmupe d'dvdnements 
Valeur Remarques et explications 
Tous les rdsultats sont sirnilaires 5 cel 
expdriences prdcddentes. 
ux produits par les 
Tableau 5.4 (suite) 
Statistiques par tranches 
de 10 minutes 
Pourcentage moyen des 
groupes qui ont CtC trait& en 
retard 
-- 
Nombre maximal de g roups  
condcutifs ayant subi un 
retard 
Statistiques par tranches 
de 10 minutes 
Nombre moyen d'dldments 
par clC d e  la table de 
dispersion 
kart  type du nombre 
d'ddments par cld de la 
table de  dispersion 
Valeur 
Valeur 
Remarques et explications 
- 
Remarques et explications 
Dans cette exp6rience il nous fallait vdrifier le comportement 
de la table de dispersion e t  des fonctions gdndriques de  
dispersion. Nous avons calcul6 les moyennes du nombre 
d'6vCnements stockds dans la table de dispersion et le nombre 
d'entrdes utilides dans cette table. Ces mesures semblent 
montrer que le mdcanisme de  dispersion fonctionne bien. Nous 
pouvons l'affumer d'autant plus que le temps de traitement 
moyen et I'6cart type associe's indiquent une faible variation. 
5.3 Conclusion 
AprPs avoir effectut les trois exp&iences nous avons une indication que le 
traitement en utilisant la technique presentee peut Ctre effectud en temps cqresquem rdel car 
le traitement n'ajoute pas de ddais variables 8 aucune de ses Ctapes. Il faut tout de meme 
remarquer que nous avons observe un comportement qui ajoute des delais sporadiques lors 
du transfert des domees. Dans notre cas les ddak  engendr6s dans notre syst2me sont tout 
B fait rninimes (valeur maximale sur 24 heures : 14.4 ms) et trPs peu fre'quents (0.26% de 
groupes anivent en retard). Nous avons remarqut, cependant, que la frdquence de ces 
ddlais depend de la densite du trafc. C'est pourquoi, il se peut qu'8 partir d'un niveau du 
de%it que nous n'avons pas atteint dam notre projet, ces retards puissent devenir plus 
importants et nuire au fonctiomement du systeme. D'autre part, dam nos expdriences nous 
n'avons pas implant6 d'application d'analyse. La phase suivante de ce projet serait 
d' implanter une serie d' applications pour tester diffgrentes possibili tds d'analyses. 
D'autre part, tel que nous avons expiiqui dam le chapitre 3 le systeme ne peut pas 
s'effondrer B cause d'un trafic trop intense. Pendant une @riode ou le trafk depasserait les 
capacitks de la plate forrne nous observerions uniquement une augmentation et une 
accumulation du delai ( B  moins que la capacitk du lien TCP/IP ne soit ddpasske). 
Cependant, il faudrait quand meme tester les Limites de notre plate-forme en la simulant 
avec des densitds de trafic beaucoup plus tlevks. Cela nous permettrait de d6terminer la 
limite maximale de notre systkme P fournir des r6sultats en temps qresque>> reel. 
CONCLUSION 
Dam le cadre de notre projet, nous avons mis au point une plate-forme permettant 
d'acqutrir des e've'nements asynchrones. Ces e've'nements re'sultent d e  l'activite' de 
l'interface radio d'un commutateur numerique AXE- 10 d'Ericsson. La partie essentielle de 
notre travail consistait ii integer une m6thode d'analyse syntaxique du type LR(0) afin de 
pennettre la reconstruction des sdquences d'evdnements. Cette analyse syntaxique sert en 
quelque sorte h extraire les sequences qui respectent un certain nombre de rQgles decrites 
par une grammaire sp6cifZe par I'usager. Les skquences extraites peuvent &re transmises 
3 une application d'analyse qui effectue une interpdtation de leur signification 
se'mantique. D'autre part, dans notre conception nous avons consacrk beaucoup d'efforts 
afin de rendre notre plate-forme aussi gdnerique que possible. Pour ce faire, nous avons 
de'fmi deux langages permettant de ge'ne'rer le code des parties variables de la plate-fome 
d'acquisition. De cette m a n i h ,  il est facile de modifier la plate-forme afin de s'adapter 
rapidement aux changements au niveau des requis d'analyse, de l'implantation du 
protocole, e t meme du protocole hi-meme. 
Nous avons de'montre le fonct io~ement  de notre plate-forme en effectuant une 
analyse thkorique et par des tests base's sur des donne'es rkelles. Ces tests ont montre' la 
possibilite' du traitement en temps qresquew rkel, tout en gardant une large marge pour 
lTex6cution des analyses se'mantiques. 
En e ffet, notre systi5me constitue la premiere application de 1' analyse s yntaxique 
dans le domaine de la supervision et analyse du fonct io~ement  des kseaux. C'est 
pourquoi nous pouvons conside'rer notre travail original comme une premi8re &ape dans 
l'e'tablissement d'une nouvelle m&hodologie d'analyse. Apks  cette premiere itape, il reste 
encore beaucoup de travail afin dT6prouver et mettre au point cette me'thodologie. Tout 
d'abord, il faudrait effectuer des tests avec des applications rt5elles' car n'oublions pas que 
nous avons effectu6 des tests avec la plate forme elle-meme sans implanter d'applications 
d'analyse. Cela permettrait de determiner quels types d'applications sont dalisables avec 
les marges offertes par notre plate-forme. D'autre part, nous avons effectud des tests de 
performance avec des domkes delles acquises lors d'une Nriode de 24 heures. Il faudrait 
aussi effectuer des tests avec des donnCes sirnulees qui reflkteraient une activite beaucoup 
plus intenses. Cela permettrait, en effet, de  determiner les limites de la capacite de notre 
plate-forme. De cette rnaniere nous pourrions aussi vbrifier son comportement lors des 
situations de crise une fois que les limites de la capacid auraient Ct6 d6passdes. 
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