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ABSTRACT
Interpolated discrete Fourier transform (DFT) is a well-known
method for frequency estimation of complex sinusoids. For signals
without windowing (or with rectangular-windowing), this has been
well investigated and a large number of estimators have been de-
veloped. However, very few algorithms have been developed for
windowed signals so far. In this paper, we extend the well-known
Jacobsen estimator to windowed signals. The extension is deduced
from the fact that an arbitrary cosine-sum window functions are
composed of complex sinusoids. Consequently, the Jacobsen es-
timator for windowed signals can be formulated as an algebraic
equation with no approximation and thus an analytical solution to
the estimator can be obtained. Simulation results show that our
approach improves the performance in comparison with the conven-
tional interpolated DFT algorithms for windowed signals.
Index Terms— Frequency estimation, interpolated DFT, Jacob-
sen estimator, window function, analytical solution
1. INTRODUCTION
Frequency estimation of complex sinusoids is one of the important
topics in various fields using digital signal processing. Interpolated
discrete Fourier transform (DFT) is a well-known approach for such
a purpose [1–11]. In the interpolated DFT, several DFT coefficients
at a local peak on an amplitude spectrum and its vicinity are ex-
ploited. Typically only two or three DFT coefficients are used for
frequency estimation. Hence, low computational cost is an attractive
feature of the interpolated DFT.
Because the interpolated DFT is based on the peak search of
the amplitude spectrum, frequency estimation of multiple complex
sinusoids is achieved one by one. In this case, however, DFT coeffi-
cients around the local peak are influenced by the sidelobes of other
complex sinusoids [9]. In order to alleviate the interference with
the sidelobes on the DFT spectrum, window functions are gener-
ally applied to the signals. Therefore, development of algorithms of
the interpolated DFT for windowed signals is effective in frequency
estimation of practical signals. For the signals without windowing
(or with rectangular-windowing), the interpolated DFT has been in-
vestigated extensively and a large number of estimators have been
proposed so far [1–8]. However, very few methods of the interpo-
lated DFT have been developed for windowed signals to date [9–11].
This is because mathematical complexity is massively increased by
windowing.
In this paper, we develop an estimator based on the interpolated
DFT for windowed signals. Our estimator is an extended version of
the Jacobsen estimator [4] that is a well-known estimator for signals
without windowing. The proposed approach focuses on cosine-sum
window functions that include the commonly used Hanning, Ham-
ming, and Blackman windows. Exploiting the fact that the cosine-
sum windows can be expressed by multiple complex sinusoids, we
translate the Jacobsen estimator into an algebraic equation with no
approximation and as a result, an estimate of the frequency is given
by an analytical solution. Especially when the Hanning and Ham-
ming windows are used, the estimator is translated into a cubic equa-
tion. It is known that the estimation error by the interpolated DFT
comprises two kinds of artifacts, i.e., distortion caused by additive
noise and an estimator bias derived from approximation of functions
in an estimator [6, 12]. The former distortion is dominant in the low
signal-to-noise ratio (SNR) environments while the latter bias is a
determining factor when the SNR is high. Because the proposed al-
gorithm includes no approximation, the estimator bias is thoroughly
removed and hence the estimation error becomes effectively small
when the SNR is high. In addition, this estimator can be applied to
various signals because arbitrary cosine-sum windows are allowed.
Related to our work are the Candan estimator [9] and the Liao
estimator [10] which are extension of the Jacobsen estimator to win-
dowed signals. The Candan estimator achieves the extension using
the first degree Taylor polynomial of the DFT of the window func-
tion. Although the Candan estimator can be applied to any window
functions in addition to the cosine-sum window functions, the per-
formance deteriorates as the SNR increases due to the estimator bias
caused by the truncation of the Taylor series expansion. The Liao
estimator gives an analytical solution to the slightly altered Jacob-
sen estimator when the Hanning window is employed. Because the
Liao estimator is derived with no approximation, the estimator bias
doesn’t occur and hence the performance is improved in the case
of high SNR environments. However, only the Hanning window is
acceptable in the Liao estimator. In contrast, our approach has ad-
vantages in these aspects over these conventional estimators.
2. PRELIMINARIES
Let y(k) be an N -point discrete-time observation of a complex si-
nusoid modeled as
y(k) = x(k) + n(k), (k = 0, 1, . . . , N − 1), (1)
where
x(k) = aejbej2pifk (2)
is a complex sinusoid with unknown amplitude a (a > 0), an un-
known initial phase b (|b| ≤ pi), and an unknown normalized fre-
quency f (0 < f < 1), n(k) is an additive noise, k indicates a
discrete-time index, and j is the imaginary unit. Then, the discrete
Fourier transform (DFT) of x(k) can be written by [13]
X(m) = aejbejpi(f−
m
N
)(N−1) sin
(
piN(f − m
N
)
)
sin
(
pi(f − m
N
)
) (3)
Based on the maximum likelihood (ML) estimate [14], it is well-
known that maximization of the periodogram of x(k) gives the true
frequency f . Therefore, f can be expressed as
f =
m0 + δ
N
(4)
wherem0 is the nearest integer to (fN), δ is the residual with |δ| ≤
0.5, andm0 can be given by the maximum points of |X(m)| as
m0 = arg max
m=0,1,...,N−1
|X(m)|. (5)
Estimation ofm0 and δ are often referred to as a coarse search and a
fine search, respectively. Usingm0 and an arbitrary integer l, Eq. (3)
is rewritten by
X(m0 + l) = a˜
cl + jsl
cls˜− slc˜ , (6)
where a˜ = aejbejpi
δ
N
(N−1) sin(piδ), s˜ = sin(pi δ
N
), c˜ = cos(pi δ
N
),
sl = sin(pi
l
N
), and cl = cos(pi lN ).
3. DFT OF WINDOWED SIGNAL
Consider the DFT of a windowed version of x(k). In this paper, we
assume that an arbitrary cosine-sum window function is employed,
which has the form
w(k) = α0 +
P∑
p=1
αpe
j2pi p
N
k +
P∑
p=1
αpe
−j2pi p
N
k, (7)
where P is the number of cosine components of w(k), and αp (p =
0, . . . , P ) expresses a weight of the pth cosine component. Exam-
ples of P and αp are shown in Table 1. The cosine-sum window
functions can include the case of without windowing as the rectangu-
lar window. Using Eq. (7), the DFT of x(k)w(k) can be represented
by
Xw(m) = α0X(m)+
P∑
p=1
αpX(m+ p)+
P∑
p=1
αpX(m− p). (8)
Hence, the windowed version of Eq. (6) is formulated by
Xw(m0 + l)
= α0X(m0 + l) +
P∑
p=1
αpX(m0 + l + p)
+
P∑
p=1
αpX(m0 + l − p)
= a˜
{
α0(cl + jsl)
cls˜− slc˜ +
P∑
p=1
αp(cp+l + jsp+l)
cp+ls˜− sp+lc˜
+
P∑
p=1
αp(cp−l − jsp−l)
cp−ls˜+ sp−lc˜
}
. (9)
4. PROPOSED APPROACH
In this section, the Jacobsen estimator [4] which is for signals with-
out windowing is extended to the windowed signals using the for-
mulation of the DFT given by Eq. (9).
Table 1. Examples of weights for cosine-sum window functions.
Window function P α0 α1 α2
Rectangular 0 1 – –
Hanning 1 0.5 −0.25 –
Hamming 1 0.54 −0.23 –
Blackman 2 0.42 −0.25 0.04
4.1. Original Jacobsen estimator
The Jacobsen estimator [4] utilizes a function that is constructed
from three DFT coefficients Y (m0 − 1), Y (m0) and Y (m0 + 1)
as
g(Y ) =
gnum(Y )
gden(Y )
, (10)(
gnum(Y ) = Y (m0 − 1)− Y (m0 + 1)
gden(Y ) = 2Y (m0)− Y (m0 − 1)− Y (m0 + 1)
)
,
where Y (m) is the DFT of y(k). Comparing g(Y ) with the noise-
less case, i.e., g(X), δ can be estimated. The estimator is given by
solving the following equation:
Re{g(Y )} = Re{g(X)}, (11)
where Re{·}means the real part of a complex number. As described
later, several solutions to Eq. (11) have been developed so far [4–6].
Instead of considering Y (m) and X(m), we adopt the win-
dowed signals for Eq. (11) as
Re{g(Yw)} = Re{g(Xw)}, (12)
where Yw(m) is the DFT of y(k)w(k). An analytical solution to
Eq. (12) is derived in the following subsections.
4.2. Extended Jacobsen estimator for P = 0 case
When P = 0, it is identical to using signals without windowing. In
other words, w(k) is the rectangular window and the numerator and
denominator polynomials of g(Xw) in Eq. (12) are
gnum(Xw) =
−2a˜α0s1c1(c˜+ js˜)
c˜2(c21t˜
2 − s21)
, (13)
and
gden(Xw) =
−2a˜α0s21(c˜+ js˜)
c˜2t˜(c21t˜
2 − s21)
, (14)
respectively, where t˜ = tan(pi δ
N
). In the above simplification, we
utilize
cl − jsl
cls˜+ slc˜
− cl + jsl
cls˜− slc˜ = −
2slcl(c˜+ js˜)
c˜2(c2l t˜
2 − s2l )
, (15)
and
2
s˜
− cl − jsl
cls˜+ slc˜
− cl + jsl
cls˜− slc˜ = −
2s2l (c˜+ js˜)
c˜2t˜(c2l t˜
2 − s2l )
. (16)
Substituting Eqs. (13) and (14) into Eq. (10), we have a real-valued
function
g(Xw) =
t˜
t1
, (17)
where t1 = tan( piN ). Finally, substituting Eq. (17) into Eq. (12), an
estimate of δ is given by
δˆ =
N
pi
tan−1
(
t1Re{g(Yw)}
)
(18)
Eq. (18) is identical to the analytical solution to the original Jacobsen
estimator in [6].
4.3. Extended Jacobsen estimator for P = 1 case
Hanning and Hamming windows which are commonly used window
functions are classified into P = 1 case. In this case, using Eqs. (9),
(15) and (16), gnum(Xw) and gden(Xw) can be formulated by
gnum(Xw) =
−2a˜(c˜+ js˜)
c˜2
{
α0s1c1
c21t˜
2 − s21
+
α1s2c2
c22t˜
2 − s22
}
, (19)
and
gden(Xw) =
−2a˜(c˜+ js˜)
c˜2t˜
{
(α0 − 2α1)s21
c21t˜
2 − s21
+
α1s
2
2
c22t˜
2 − s22
}
,
(20)
respectively. Because s21 = 12 (1 − c2), c21 = 12 (1 + c2), and
s2 = 2s1c1, g(Xw) = gnum(Xw)gden(Xw) becomes a real-valued function
represented as
g(Xw) =
γ3t˜
3 + γ1t˜
t1(γ2t˜2 + γ0)
, (21)
γ3 = (α0 + α1)c
2
2 + α1c2
γ2 = (α0 − α1)c22 + 2α1c2 + α1
γ1 = (α0 + α1)c
2
2 − α1c2 − α0
γ0 = (α0 − α1)c22 − (α0 − α1)
 .
Substituting Eq. (21) into Eq. (12), we obtain a cubic equation
γ3t˜
3 − Re{g(Yw)}t1γ2t˜2 + γ1t˜− Re{g(Yw)}t1γ0 = 0. (22)
When the Hanning window is used, α1 = − 12α0 and therefore
Eq. (22) is further simplified to
c2t˜
3 − Re{g(Yw)}t1(3c2 + 1)t˜2
+(c2 + 2)t˜− Re{g(Yw)}t1(3c2 + 3) = 0. (23)
Assuming that Re{g(Yw)} ≃ δ2 , which is obtained from the result
in [9], and N ≥ 4, it is clear that 0 ≤ Re{g(Yw)}2t21 ≤ 116 . Then,
Eq. (23) is negative when
c2 >
−3 + 3Re{g(Yw)}2t21 +
√
9− 15Re{g(Yw)}2t21
3− 9Re{g(Yw)}2t21
. (24)
From Eq. (24), Eq. (23) has one real root whenN > 4.0284. Hence,
an estimate of δ for the Hanning window is given by
δˆ =
N
pi
tan−1(r), (25)
where r is a real root of Eq. (23), which can be obtained analytically
[15].
Other window functions for P = 1 give at least one real root of
Eq. (22). In this case, the number of real roots can be investigated
using a discriminant and all real roots have closed forms [15]. Note
that, when Eq. (22) has three real roots, the second root in [15] is
adopted because other real roots are out of the range of δ. Acquiring
a real root r of Eq. (22), an estimate of δ can be obtained by Eq. (25).
4.4. Extended Jacobsen estimator for P ≥ 2 cases
Generalizing the result of theP = 1 case, gnum(Xw) and gden(Xw)
can be extended to the P ≥ 2 cases. For P ≥ 2, gnum(Xw) and
gden(Xw) are expressed by
gnum(Xw) =
−2a˜(c˜+ js˜)
c˜2
g˜num, (26)
and
gden(Xw) =
−2a˜(c˜+ js˜)
c˜2t˜
g˜den, (27)
respectively, where g˜num and g˜den are defined by
g˜num =
α0s1c1
c21t˜
2 − s21
+
P∑
p=1
αpsp+1cp+1
c2p+1t˜
2 − s2p+1
−
P∑
p=2
αpsp−1cp−1
c2p−1t˜2 − s2p−1
,
(28)
and
g˜den =
α0s
2
1
c21t˜
2 − s21
− 2
P∑
p=1
αps
2
p
c2pt˜2 − s2p
+
P∑
p=1
αps
2
p+1
c2p+1t˜
2 − s2p+1
+
P∑
p=2
αps
2
p−1
c2p−1t˜2 − s2p−1
, (29)
respectively. Therefore, g(Xw) with P ≥ 2 yields a real-valued
function
g(Xw) =
g˜numt˜
g˜den
. (30)
Substituting Eq. (30) into Eq. (12), we have an algebraic equation of
degree (2P + 1) as follows:
g˜numt˜
P∏
p=1
(c2pt˜
2−s2p)−Re{g(Yw)}g˜den
P∏
p=1
(c2pt˜
2−s2p) = 0. (31)
Clearly, Eq. (31) has at least one real root because its coefficients
are all real numbers and the degree is an odd number. In general,
Eq. (31) with P ≥ 2 isn’t analytically solvable. However, they can
be obtained similarly to analytical solutions using root-finding algo-
rithms. If multiple real roots are calculated, we extract a root that
has the smallest absolute value in all real roots. Once r is obtained,
an estimate of δ is finally given by Eq. (25).
4.5. Related works
The original Jacobsen estimator [4] was developed for signals with-
out windowing. In this case, an estimate of δ is given by solving
Eq. (11). The solution to Eq. (11) was firstly developed with some
approximations of the trigonometric functions under the assumption
that pi
N
≪ 1 as
δˆjac = Re{g(Y )}. (32)
Although this estimator has a noticeable advantage with respect to
computational efficiency, a relatively large estimation error occurs
due to the estimator bias. After some improved estimators were pro-
posed (e.g., [5]), an analytical solution to Eq. (11) with no approxi-
mation was found in [6] as
δˆana =
N
pi
tan−1
(
t1Re{g(Y )}
)
(33)
As aforementioned, our estimator when P = 0 is identical to this
analytical solution. However, these estimators are applied only to
the signals without windowing.
For the windowed signals, the Candan estimator that exploits
the Taylor series expansion was developed [9]. In this estimator,
Xw(m) is reformulated using the first degree Taylor polynomial of
the DFT ofw(k). This approximated reformulation leads to a simple
estimator
δˆcan = βRe{g(Yw)}, (34)
where β is a constant depending on the DFT of w(k) and its first
derivative. For example, β ≃ 2 for the Hanning window [9]. We uti-
lize this result for the derivation of Eq. (24). The Candan estimator
can be applied to an arbitrary window function. However, the esti-
mation error caused by the estimator bias becomes significant when
the SNR is high. An alternative approach to the windowed version
of the Jacobsen estimator is the Liao estimator [10]. In the Liao
estimator, considering the Hanning window and altering g(Yw) as
gliao(Yw) =
Yw(m0 − 1)− Yw(m0 + 1)
ζYw(m0)− ηYw(m0 − 1)− ηYw(m0 + 1) , (35)
where ζ = 2 cot( pi
N
) − 2 cot( 2pi
N
) and η = cot( 2pi
N
), the following
analytical solution was achieved:
δˆliao =
N
pi
tan−1
(
Re{gliao(Yw)}
)
. (36)
Because Eq. (36) is derived with no approximation, the performance
is improved when the SNR is high. However, the Liao estimator can
be applied only to the Hanning-windowed signals.
5. SIMULATION RESULTS
In order to validate the proposed estimator, two simulations were
carried out. First, we used a single complex sinusoid buried in ad-
ditive complex white Gaussian noise as y(k). In this simulation,
the Hanning window was employed in order to compare the perfor-
mance of the proposed method with the Liao estimator [10] and the
Candan estimator [9]. Also the Crame´r-Rao lower bound (CRLB)
for estimation of f [16] and the analytical solution to the Jacob-
sen estimator without windowing [6] were compared. Second, an
observed signal composed of two complex sinusoids and complex
white Gaussian noise was used in order to investigate the effect of
a window function. The lower frequency of the complex sinusoids
was the target frequency. In this simulation, our estimator, the Can-
dan estimator [9], and the analytical solution to the Jacobsen estima-
tor without windowing was compared. For the proposed estimator
and the Candan estimator, the Hamming window or the Blackman
window was adopted. In these simulations, based on [9], parameters
were set to N = 16, δ = 0.45, m0 = 5, a = 1, and a random
number for b. For the multiple complex sinusoids, the amplitude,
the initial phase, and the frequency of the higher-frequency sinusoid
were a
√
10, a random number, and 1
N
(m0 + δ + 4.5), respectively,
based on [9]. In the Candan estimator, the iteration procedure wasn’t
employed because the estimator bias was assessed. 100 trials using
i.i.d. noise were carried out and estimated frequencies were evalu-
ated by the root-mean-square error (RMSE). Because our method
focuses on the reduction of the estimator bias, the relatively high
SNRs were investigated.
Fig. 1 depicts the simulation results of the single complex si-
nusoid case. In this figure, Jacobsen (Analytical) gave the slightly
lower RMSEs than the others because windowing yields the SNR
loss in each DFT coefficient in g(Yw) [9, 17]. Except for Jacobsen
(Analytical), it is clearly seen that the RMSEs by Proposed (Han-
ning) were almost the same as Lian (Hanning) and they were better
than Candan (Hanning) when the SNR is high. These results in-
dicate that the proposed estimator is the analytical solution to the
Jacobsen estimator with a window function for the single complex
sinusoid case. The results of the multiple complex sinusoids case
is illustrated in Fig. 2. From this figure, it can be observed that a
window function improves the RMSE for the multiple complex si-
nusoids case. Especially when the SNR is relatively high, our esti-
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Fig. 1. Performance comparison in terms of RMSEs for the single
complex sinusoid case.
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Fig. 2. Performance comparison in terms of RMSEs for the multiple
complex sinusoids case.
mator is significantly better than the Candan estimator by virtue of
elimination of the estimator bias.
6. CONCLUSIONS
We have extended the Jacobsen estimator to the windowed signals
and it has been revealed that the estimator results in an algebraic
equation with no approximation. Simulation results have shown
that the proposed estimator improves the performance by removing
the estimator bias when the SNR is high, and it is effective even in
the frequency estimation of the multiple complex sinusoids. Future
works include extension of other estimators based on the interpo-
lated DFT to the windowed signals and further extension to window
functions except for the cosine-sum windows.
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