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Abstract—Gender is one of the most common attributes used
to describe an individual. It is used in multiple domains such
as human computer interaction, marketing, security, and de-
mographic reports. Research has been performed to automate
the task of gender recognition in constrained environment using
face images, however, limited attention has been given to gender
classification in unconstrained scenarios. This work attempts
to address the challenging problem of gender classification in
multi-spectral low resolution face images. We propose a robust
Class Representative Autoencoder model, termed as AutoGen
for the same. The proposed model aims to minimize the intra-
class variations while maximizing the inter-class variations for
the learned feature representations. Results on visible as well as
near infrared spectrum data for different resolutions and multiple
databases depict the efficacy of the proposed model. Comparative
results with existing approaches and two commercial off-the-shelf
systems further motivate the use of class representative features
for classification.
I. INTRODUCTION
Gender is one of the primary attributes used to describe
an individual, which often define and govern the behavioral
as well as physical characteristics of a person. Over the past
several decades, researchers have attempted to understand the
behavioral differences between the two genders [1], [2]. These
behavioral difference have further been explored for enhanc-
ing digital user experience, human computer interaction, and
gender targeted advertisements. On the other hand, human
beings have always used the physical differences as a key
identifying attribute of an individual. This has resulted in
utilization of gender information in scenarios of surveillance,
security, and access control. Given the tremendous applications
of automated gender classification, researchers have proposed
several novel algorithms using different modalities to model
the same [3], [4], [5], [6], [7].
Face of an individual is one of the most distinguishable
and non-invasive modalities for gender recognition. Automated
gender recognition1 on face images has attracted the attention
of researchers since a long time. While gender recognition in
controlled, well-illuminated scenarios has been well explored,
it is still considered an arduous task in unconstrained scenar-
ios. For example, low resolution faces captured in uncontrolled
surveillance settings are difficult to process by most of the
existing automatic gender classification algorithms.
1Gender classification and gender recognition have been used interchange-
ably.
Fig. 1: Sample male images from SCface dataset [8]. Each
column corresponds to one subject. The top row displays
images captured in the visible domain, while the second row
depicts images captured in the NIR spectrum.
In general, images captured from surveillance (or CCTV)
cameras entail non-cooperative subjects in unconstrained envi-
ronments. These images are often of poor quality, resulting in
low resolution face regions. Moreover, the videos/images are
captured in different illumination conditions, during day and
night time. Most surveillance cameras have dual capabilities
of capturing near infrared (NIR) spectrum images in the night
time, along with RGB/grayscale images during the day time.
Some sample images captured in both the spectra (visible and
NIR) from surveillance cameras are presented in Fig. 1. It can
be observed that low resolution face images often contain less
information content along with several challenging covariates.
These challenges require developing a robust algorithm which
is capable of performing gender classification for low resolu-
tion images, in both visible and NIR spectrum.
In literature, researchers have explored several techniques
to address the task of gender recognition in visible spectrum.
Moghaddam et al. [9] presented the superior performance of
non-linear Support Vector Machines for performing gender
recognition in low-resolution thumbnail images. Comparative
analysis with other techniques such as Fisher linear discrim-
inant and nearest neighbor classifiers presented the strength
of their proposed approach. Andreu et al. [10] varied the
resolution of face images from 2× 1 to 329× 264 pixels and
studied it’s effect on gender recognition for large datasets.
Experiments were performed on pixel intensity values with
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two classifiers, and reduced performance was observed with
low resolution faces images. In 2016, Juefei-Xu et al. [11]
proposed DeepGender, a progressive convolutional neural net-
work training technique for the task of gender recognition,
with an application to low resolution face images. The model
aimed to learn important regions of the face for the given task
and yielded promising results.
Recently, researchers have also focused upon understanding
and improving the performance of gender classification in
the NIR spectrum as well. Chen and Ross [12] proposed to
perform gender classification on NIR spectrum face images of
size 130×150 using Local Binary Patterns (LBP) and multiple
classifiers. Subsequently, Ross and Chen [13] evaluated the
performance of gender classification across resolutions in
cross spectrum scenarios (visible to NIR and vice-versa) by
using features extracted via Principal Component Analysis,
and Support Vector Machines for classification. Recently,
Narang and Bourlai [14] proposed a deep convolutional neural
network based architecture for NIR spectrum face images
(dimension 128× 128). The existing literature showcases that
NIR images contain discriminative information for performing
gender classification. However, the degree of class-variation is
noticeably less, as compared to the visible spectrum.
This research aims to address the task of gender classifica-
tion in low resolution images, for both visible as well as NIR
spectrum. The contributions of this research are (i) proposing a
novel formulation of Class Representative Autoencoder which
encodes class-specific features, and (2) utilizing Autogen, a
Class Representative Autoencoder model for gender classi-
fication on low resolution face images (in both visible and
NIR spectrum). During the feature learning process, AutoGen
aims to incorporate the inherent characteristics of male and
female facial features. Using low resolution face images in
both visible and NIR spectrum, experimental results and
comparison with existing approaches illustrate the efficacy
of the proposed approach. The remainder of this paper is
organized as follows: the next section describes the proposed
formulation and the gender classification algorithm. Section III
gives the experimental protocols and datasets used, followed
by the results and conclusions of this research.
II. PROPOSED ALGORITHM
Inspired by the characteristics of representation learning,
wherein the learned model encodes variations spanning across
the training set resulting in greater generalization properties, in
this research, a Class Representative Autoencoder is proposed.
Gender classification is performed using the proposed model,
termed as AutoGen. The model performs gender recognition
across multiple spectrum on low resolution face images. It is
built upon a traditional autoencoder and aims to model the
inter-class and intra-class variations during feature extraction.
A. Unsupervised Autoencoder
Auoencoders are neural networks traditionally used to learn
representations for the given data in an unsupervised manner.
For a given sample x, hidden feature representation (rx) is
learned such that the difference between the input data x
and reconstructed data xˆ is minimized. The objective of the
model is to learn weight parameters in order to produce a
representation which preserves the non-linearities present in
the data, and disregard the redundant information. The loss
function for a single layer autoencoder is given by:
min ‖x− xˆ‖2F (1)
The reconstructed sample, xˆ can be expressed as a function
of the input sample, xˆ = g ◦ f(x). Updating Eq. 1, the loss
function can be rewritten as:
argmin
We,Wd
‖x− g ◦ f(x)‖2F (2)
where, f(x) corresponds to the hidden representation, such
that f(x) = φ(Wex). We corresponds to the encoding
weights, and φ is any linear or non-linear function, such as
sigmoid or tanh. The reconstruction of the sample, xˆ is
computed as g ◦ f(x) = Wd(f(x)), where Wd corresponds
to the decoding weights. The reconstructed data can thus be
computed as Wd(φ(Wex)). The hidden representation is the
learned feature vector which is used for classification. In an
attempt to learn finer features, researchers have proposed tak-
ing this model deeper by introducing the Stacked Autoencoder
(SAE) [15]. SAE consists of stacked encoder-decoder layers
with greedy layer by layer training which enables learning of
higher level representative features capturing the higher level
of non-linearities. Further extensions are proposed including
sparse autoencoders using KL-divergence and `1-norm [16].
B. Proposed Class Representative Autoencoder
Recently, supervised extensions of traditional unsupervised
model of the autoencoder have also been proposed [17],
[18], [19], [20]. Most of these algorithms incorporate class
information at the time of feature extraction with an aim
to reduce only the intra-class variations. On the other hand,
the proposed Class Representative Autoencoder is built over
the traditional unsupervised autoencoder, modeling both inter-
class and intra-class variations at the time of feature learning.
The optimization function incorporates class-specific terms
for discriminative feature learning, in order to learn class-
specific representations. This is done by minimizing the dis-
tance between a sample’s representation and the representative
feature of the sample’s class, while maximizing the distance
from the representative feature of all other classes. The class
representative feature is computed as the mean feature vector
of all the samples of a given class. The additional terms aid
in incorporating inter-class and intra-class variations during
the feature learning process such that the learned features are
discriminative in nature. In a n class problem, for a sample xs
belonging to class s, the proposed model can be written as:
argmin
θ
‖xs − g ◦ f(xs)‖2F + λs ‖rxs −means‖2F
−
n∑
i=1
λi ‖rxs −meani‖2F ; ∀i 6= s
(3)
(a) Male (b) Female
Fig. 2: Mean-male and mean-female images obtained from
CMU Multi-PIE dataset [21].
where, θ = {Wd,We}, rxs refers to the hidden representation
of sample xs, and λs and λi refer to the regularization
constants for the additional terms. meani refers to the mean
feature (hidden) representation of all samples belonging to
class i. For a single layer AutoGen, it can be computed as:
meani = µ(φ(WeXi)) (4)
where, We are the encoding weights, Xi corresponds to all
the training samples belonging to the ith class, and µ refers
to the mean operator. Expanding Eq. 3:
argmin
θ
‖xs −Wdφ(Wexs)‖2F
+λs ‖φ(Wexs)− µ(φ(WeXs))‖2F
−
n∑
i=1
λi ‖φ(Wexs)− µ(φ(WeXi))‖2F ∀i 6= s
(5)
Thus, the proposed formulation (Eq. 5) consists of three
terms: a term for learning the sample’s feature, second for
incorporating class similarity, and third for incorporating dis-
similarity with other classes. As is the case with the traditional
autoencoder, the first term aims to reduce the reconstruction
error. The second term is responsible for bringing the learned
representation (rxs ) of a sample x belonging to the class
s closer to means (representative feature of class s). Since
the entire loss function is minimized, this intra-class term
is also minimized, thus resulting in learning feature vectors
closer to the mean feature representation of that class. The
third term in Eq. 3 is responsible for maximizing the distance
between the learned feature vector from the representative
features of all other classes. This inter-class term attempts to
force the model to learn a feature representation different from
the representative (mean) feature of all other classes, thereby
incorporating discriminability in the feature learning process.
In order to train the above model, back-propagation is
performed using the gradient descent approach [22]. The
model is trained for k iterations, such that at the jth iteration,
the parameters learned in the previous (j − 1)th iteration are
updated using the derivative of the loss function. The weight
update rule can be written as:
Wj =Wj−1 − η ∂E
∂W
(6)
where, E corresponds to the loss function given in Eq. 5. Since
all three terms in the formulation are differentiable (when
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Fig. 3: Pipeline for performing gender recognition on low
resolution face images. The proposed AutoGen model is
used for feature extraction, followed by a neural network for
classification. AutoGen aims to learn discriminative features
by incorporating inter-class and intra-class variations during
feature learning.
using a differentiable activation function), the rule for updating
the weights at each iteration can be obtained by calculating
the derivative of each term. In order to extend the algorithm
for deeper layers, Class Representative Autoencoder can be
trained in a greedy layer-by-layer manner [23].
C. AutoGen: Class Representative Autoencoder for Visible
and NIR Low Resolution Gender Recognition
As shown in Fig. 4, a significant difference can be observed
visually between the mean-male and mean-female images.
This illustrates the need for learning class-specific features for
improved classification performance. The proposed formula-
tion aims to learn discriminative features in order to enhance
classification of a given face sample into one of the two classes
- male or female. At the time of training, mean representations
for both the classes are calculated and incorporated by Auto-
Gen for feature learning. The loss function, for a male input
sample can be written as follows:
argmin
θ
‖xm − g ◦ f(xm)‖2F + λm ‖rxm −meanm‖2F
−λf ‖rxm −meanf‖2F
(7)
where, rxm is the learned representation for the male input
sample xm, and meanm is the mean of features of all the male
samples. meanf corresponds to the mean of feature vector of
all the female samples. Similarly, the loss function for a female
input sample is as follows:
argmin
θ
‖xf − g ◦ f(xf )‖2F + λf
∥∥rxf −meanf∥∥2F
−λm
∥∥rxf −meanm∥∥2F (8)
where, rxf is the learned representation for the female input
sample xf . The additional terms in the proposed model con-
tribute to the supervised regularization during the feature learn-
ing process. The proposed model is used for feature extraction,
which is followed by a neural network for classification.
Fig. 3 illustrates a pictorial representation of the proposed
algorithm. At the time of testing, the learned encoding weights
of AutoGen (We) are used to obtain the feature representation
of the given test face image. The feature is then provided
as input to the trained neural network, which finally predicts
whether the input face image belongs to a male class or a
female class.
III. DATASETS AND EXPERIMENTAL PROTOCOL
This research aims to address gender classification in low
resolution face images when images are captured in visible
and NIR spectrum. In order to evaluate the performance of
the proposed algorithm, three datasets are used that contain
images at different resolutions.
A. Datasets Used
Experiments are performed on CMU Multi-PIE [21], PolyU-
NIR [24], and SCface [8] databases, and Fig. 4 displays sample
images from each dataset. Details of these databases are as
follows:
CMU Multi-PIE Dataset [21]: The dataset contains images
of 337 subjects, captured in indoor settings having variations
with respect to pose, illumination, and expression. A frontal
only subset of the dataset containing 50,248 images is used
in the experiments. The dataset is divided into training and
testing partitions, such that the train set consists of 18,420
images and the remaining 31,828 images make up the test set.
Equal samples from both classes is ensured in the training
partition.
PolyU-NIR [24]: The PolyU NIR Face Dataset consists
of 34,000 NIR spectrum face images of 335 subjects, hav-
ing pose, illumination and distance variations. Out of these,
9,960 images are used for training (4,980 per class) and the
remaining images form the test set.
SCface Dataset [8]: This dataset consists of visible and
NIR images of 130 subjects captured over three distances. For
each distance, one subject has five visible images and two NIR
Fig. 4: Sample images from the datasets used for experimental
evaluation. First row corresponds to CMU Multi-PIE dataset
[21], second to PolyU-NIR [24], and the last row refers to the
SCface dataset [8]. Each row depicts images pertaining to two
subjects.
TABLE I: Classification accuracies (%) for gender classifica-
tion on 24× 24 face images on two datasets: CMU Multi-PIE
and PolyU-NIR face datasets.
Algorithm CMU Multi-PIE PolyU-NIR
AE 88.80 63.46
DAE 88.21 62.95
DBN 79.99 65.10
DRBM 72.84 50.01
Face++ 73.93 52.46
Luxand 74.14 35.10
AutoGen 90.10 71.32
images captured in uncontrolled indoor environment. Since the
aim is to perform low-resolution gender recognition, images
pertaining to only the farthest distance have been used in the
experiments. For visible spectrum experiments, 100 images
are used for training, and 550 are used for testing. For NIR
spectrum experiments, 52 images are used for training and the
remaining form the test set. Exclusivity of subjects across the
training and testing partition is maintained.
B. Experimental Protocol
As part of pre-processing, face detection is performed on
all datasets using Viola Jones face detector [25], which is
followed by geometric normalization of the face images. The
detected faces are then resized to specific resolutions for
different experiments. For all the datasets, the training partition
is used to train the feature learning models and classifier, while
testing is performed on the test set. The following experiments
are performed for performance evaluation:
(A) Gender Recognition on Face Images with 24 × 24
Resolution:
• Visible Spectrum
– CMU Multi-PIE Dataset: Experiments are performed
using the training (18,420 images) and testing parti-
tions (31,828 images) described earlier.
– SCface Dataset: Only the visible images (training:
100, testing: 550) are used in this experiment. Since
the number of samples are less, feature extraction
models trained on CMU Multi-PIE dataset are fine-
tuned using the training set of SCface dataset.
• NIR Spectrum
– PolyU-NIR Dataset: Evaluation is performed using
the training (9,960 images) and testing partitions
specified earlier.
– SCface Dataset: As was the case with the visible
domain, due to lack of training samples, fine-tuning
is performed on the learned model of PolyU-NIR
using the training partition of SCface dataset.
(B) Gender Recognition on Face Images with 16 × 16
Resolution:
• Visible Spectrum
– CMU Multi-PIE Dataset: The same protocol is fol-
lowed as was done with 24× 24 resolution images.
• NIR Spectrum
– PolyU-NIR Dataset: The same training-testing divi-
sion was utilized as was for experiments with 24×24
resolution face images earlier.
• Spectrum-Invariant Gender Classification
– The performance of a single AutoGen model for both
NIR, as well as visible images is analyzed. In this
case the training sets of CMU Multi-PIE and PolyU-
NIR datasets are combined to create a single multi-
spectrum training set. Gender classification perfor-
mance is reported with the proposed AutoGen model
on the testing partitions of the two datasets.
IV. EXPERIMENTS AND RESULTS
In order to compare the performance of the proposed model
with existing algorithms, comparison has been drawn with
Autoencoders (AE) [26], Denoising Autoencoders (DAE) [27],
Deep Belief Networks (DBN) [28], Discriminative Restricted
Boltzmann Machine (DRBM) [29], and two Commercial-
Off-The-Shelf (COTS) systems, Luxand [30] and CNN-based
Face++ [31]. All models are trained with a fixed architecture of
[k, k], where k is the size of the input image. Once the feature
learning process is over, features are extracted using the model
and a Neural Network is trained for the 2-class classification
problem of male versus female. A two layer neural network
of dimensionality [l, l4 ,
l
16 ] is trained, where l is the length of
the feature vector. sigmoid activation function was used on all
hidden layers. Due to the large class-imbalance of test samples,
mean class-wise accuracy is reported for all the experiments.
TABLE II: Classification accuracies (%) for gender classifica-
tion on 16×16 face images from CMU Multi-PIE and PolyU-
NIR face datasets.
Algorithm CMU Multi-PIE PolyU-NIR
AE 88.80 61.28
DAE 87.82 63.91
DBN 72.36 49.00
DRBM 70.41 52.93
Face++ 0.00 0.00
Luxand 0.00 0.00
AutoGen 89.57 69.86
TABLE III: Class specific classification accuracies (%) ob-
tained with AutoGen for gender classification.
Dataset Male Female
24× 24 Face Images
CMU Multi-PIE 87.47 92.73
PolyU-NIR 66.47 76.17
16× 16 Face Images
CMU Multi-PIE 86.50 92.64
PolyU-NIR 70.47 69.24
A. Classification Performance on CMU Multi-PIE and PolyU-
NIR Datasets
24× 24 : Table I gives the classification accuracies ob-
tained for 24× 24 face images for visible and NIR spectrum.
For both the spectra, AutoGen outperforms existing algorithms
and commercial-off-the-shelf systems by reporting higher clas-
sification accuracies. In case of CMU Multi-PIE, AutoGen
gives a classification accuracy of 90.10%, which is at least
7% higher than COTS (Face++). For PolyU-NIR face dataset,
AutoGen presents a classification accuracy of 71.32%, which
gives an improvement of at least 7% over existing algorithms,
and at least 20% over COTS.
16× 16 : Table II presents the classification accuracies
achieved by the models and commercial-off-the-shelf systems.
For the visible spectrum (CMU Multi-PIE), a classification ac-
curacy of 89.57% is achieved, which depicts improvement over
other comparative algorithms. It is important to note that the
commercial matchers, Face++ and Luxand fail to process any
image of this resolution, thereby resulting in 0% classification
performance. Experiments in the NIR spectrum showcase that
the proposed model outperforms existing architectures by at
least 5%, resulting in a classification accuracy of 69.86%. Fig.
5 and 6 present the Receiver Operative Characteristic (ROC)
curves obtained for the experiments.
Table III also presents the class-wise classification accuracy
obtained using AutoGen for the above experiments. It can
be observed that for face images of resolution 24 × 24,
female classification accuracy is significantly higher than male
classification accuracy for both visible as well as NIR images.
Upon analyzing the misclassified samples of males as females
(Fig. 7), it can be observed that unusual hairstyle, accessories,
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Fig. 5: Receiver Operating Characteristic (ROC) curves for 24× 24 resolution face images.
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Fig. 6: Receiver Operating Characteristic (ROC) curves for 16× 16 resolution face images.
Fig. 7: Sample male images misclassified as females by Auto-
Gen. Most of the mis-classifications are categorized by unusual
hairstyle, expression, or accessories such as sunglasses.
and sunglasses act as challenging artifacts for gender recog-
nition. The performance of commercial-off-the-shelf systems,
especially for 16× 16 face images further reinstates the need
for robust algorithms for gender recognition. It can also be
observed that the accuracies obtained by AutoGen on 16× 16
face images and 24×24 vary by less than 2%, for each dataset.
This suggests that even with low resolution face images, the
model is able to learn sufficient discriminative features.
B. Data Captured in in Real-World Scenarios: SCface Dataset
SCface dataset [8] has been captured in real world condi-
tions containing 130 subjects. Since the number of training
samples for SCface dataset (both NIR and visible spectrum)
are very less, a fine-tuning approach was applied for all
models. The trained feature extractors for CMU Multi-PIE and
PolyU-NIR were fine-tuned with the visible and NIR spectrum
training set of SCface dataset, respectively. Table IV gives the
classification accuracies obtained for both the spectra. It can
be observed that AutoGen outperforms existing algorithms by
TABLE IV: Classification accuracies (%) for gender classifi-
cation on 24× 24 face images, for SCface dataset.
Algorithm Visible Spectrum NIR Spectrum
AE 84.29 91.83
DAE 81.35 88.61
DBN 70.19 50.00
Face++ 2.72 0.00
Luxand 65.54 15.26
AutoGen 88.53 95.79
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Fig. 8: Comparison of classification accuracies for two layer
feature extraction models, for face images having 16 × 16
resolution.
at least 4% for both the domains by obtaining a classification
accuracy of 88.53% and 95.79%, respectively. Since the test
samples for both the domains and feature extraction models
vary in nature, direct comparison cannot be drawn between the
accuracies of the two spectra. The improved performance of
AutoGen with a small training set further motivates the usage
of the proposed algorithm for the given task.
C. Training AutoGen for Spectrum Invariant Gender Classi-
fication
In an attempt to model the gender variations across spectra
in a single architecture, AutoGen was trained for face images
of both spectrum, having a resolution of 16 × 16 pixels. A
single model of AutoGen was trained using images of NIR and
visible spectrum from the training sets of CMU Multi-PIE and
Male Female
Sample Reconstruction Sample Reconstruction
Mean Feature 
Reconstruction
Mean 
Image
Mean 
Image
Mean Feature 
Reconstruction
Fig. 9: Sample reconstructed images from CMU Multi-PIE
dataset using AutoGen.
PolyU-NIR. A classification accuracy of 88.47% and 69.66%
is obtained for CMU Multi-PIE and PolyU-NIR face datasets
respectively. In case of visible spectrum, a drop of around
1.1% is observed in the recognition performance (88.47% as
opposed to 89.57%), and a drop of less than a percent is
observed in case of NIR gender classification. This experiment
suggests that while a combined model does not display any
improvement in the classification performances, however, the
drop in accuracies is also very less. This motivates formulation
of spectrum invariant models for the given task.
D. Effect of Going Deeper
To study the effect of deeper architectures for the purpose of
gender classification, all feature extraction models were trained
for two layers. Greedy layer-wise training algorithm [23] was
applied for 16×16 face images. Fig. 8 presents the classifica-
tion accuracies obtained after learning two layers of feature
extraction models, along with the first layer classification
results. It can be observed that the performance of all models
reduce upon going deeper, or upon learning higher level
of abstractions. While the accuracy of the proposed model
reduces by less than 1.5%, the classification performance of
DBN reduces by at most 17% (for CMU Multi-PIE). This
demonstrates that while AutoGen can be used for learning
deeper feature representations, however, for the task of gender
recognition in low resolution images, a single layer model
performs best.
Fig. 9 depicts some sample reconstructed images from
CMU Multi-PIE dataset, obtained using AutoGen. It can be
seen that the reconstructions of the mean male and female
feature representations appear visually similar to the mean
images. Along with that, the reconstructions of different
samples demonstrate that the reconstructed face images are
representative of the class to which the sample belongs. It
can also be seen that the reconstructed image of a sample
is closer to the mean reconstruction of the sample’s class, as
opposed to the other class. These visualizations along with the
experimental results motivate the use of AutoGen for the task
of gender classification on low resolution face images.
V. CONCLUSION
This research proposes a novel Class Representative
Autoencoder architecture for learning discriminative class-
specific feature representations. The model, termed as Auto-
Gen, is presented for the task of multi-spectral low resolution
gender recognition in face images. It aims to incorporate inter-
class and intra-class variations at the time of feature learning,
resulting in discriminative features. Experimental results on
visible as well as NIR spectrum face images, along with
the performance of spectrum invariant gender classification
demonstrate the effectiveness of it’s feature learning process.
Comparison with existing algorithms and commercial-off-the-
shelf systems for multiple datasets and different resolutions
strengthens the need to incorporate class-specific discrimina-
tive information at the feature extraction stage, and motivates
the use of AutoGen.
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