of different workloads on storage systems are often very time consuming and require expensive equipments. We have analyzed changing characteristics such as power and performance of stand-alone disks and RAID arrays, and then defined MIND as a black box power model for RAID arrays. MIND is devised to quantitatively measure the power consumption of redundant disk arrays running different workloads in a variety of execution modes. In MIND, we define five modes (idle, standby, and several types of access) and four actions, to precisely characterize power states and changes of RAID arrays. In addition, we develop corresponding metrics for each mode and action, and then integrate the model and a measurement algorithm into a popular trace tool -blktrace. With these features, we are able to run different 10 traces on large-scale storage systems with power conservation techniques. Accurate energy consumption and performance statistics are then collected to evaluate energy efficiency of storage system designs and power conservation techniques. Our experiments running both synthetic and real world workloads on enterprise RAID arrays show that MIND can estimate power consumptions of disk arrays with an error rate less than 2%.
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INTRODUCTION
With the rapid development of large-scale data centers, reducing power consumptions has become one of the primary goals in building data servers. As storage systems account for a large proportion of total energy [4] , many energy-saving techniques for storage systems spring up with the urgent need for reducing storage energy [6] [21] [17] . In spite of remarkable progress in the design of energy conservation techniques, evaluation approaches lag far behind. A number of benchmarking and simulation tools are developed to evaluate or mimic the performance of storage and file systems, such as TPC-C [7] , IOmeter [13] , DiskSim [5] ,
Blktrace [2] . However, how to measure or model the power consumption is still a big problem. To measure the power consumptions of data centers with hundreds of storage nodes, 978-1-4577-1 22 1-01111$ 2 6.00 @ 2 011 IEEE thousands of voltage and current meters should be installed, which will not only bring large expenses of instruments, labor and time, but also affect present architecture and performance of storage systems. Therefore, a fine-tuned power modeling for online storage systems is highly expected. Existent simulation models for power consumptions of storage systems are mainly designed for single disk drive, there is still a lack of an integrated model for RAID array based power-aware storage systems [14] . This problem motivates us to implement a simulation tool to estimate power consumption of energy efficient disk arrays under various workloads. At the heart of the simulation tool, a power consumption model plays an important role to predict energy dissipation.
In this study, we address the need of a power consumption 
III. MIND METHODOLOGY

A. Black-Box Energy Consumptions Modeling
We performed the following four steps to develop the MIND energy consumption model.
• First, we started this study by comprehensive power and performance measurements on stand-alone disk drives and several RAID arrays. With our in-house evaluation platform for mass storage systems, abundant measure ments were proceeded on different disk arrays, standalone hard disks under various workloads.
• Second, we analyzed the impact of I/O load on perfor mance and energy efficiency of disk arrays and developed a power consumption model for disk arrays. In this ( Pcontrollers ), the third part is the power that is only related to 10 throughput of the whole disk array, which has been taken out from Pdisks and Pcontrollers and considered independently. In this way, Pdisks , Pcontrollers are only relevant to the mode that RAID stands and the number of disks on-board; thus, we get the modeling formulas for the calculation of RAID power consumptions as follows: 5 4 As showed in Table III 
Po
Power consumptions under idle mode k Quotient of power changes to throughput rates (WattiMBPS)
As showed in Table II Sequential access and multi-random access are the two most usual modes when the disk array is working actively. Their power consumptions are functions of the realtime overall throughput -R of disk array in terms of MBPS, so is (R) and ir(R) are added to our model. We differentiate the sequential and multi-random modes by their average request size and MBPS. In each time window, Average request size = Average MBPS I Average lOPS. When the average request size is larger than strip size of the RAID disk array and MBPS is larger than a certain ratio of peak throughput in a time window, the status is defined as a sequential access mode; otherwise, the status is considered as a multi-random access mode. Notice that the throughput is the overall average condition of all concurrent I/O streams with different access patterns. The reason of piecewise linear could be explained as follows:
for each access mode, when 10 requests ratio is still relatively low, the power consumption of disk array is linear to the overall throughput with a certain coefficient because more 10 requests motivate the disk arrays to do more data transfer and seek operations which consume energy; and when 10 requests ratio is relatively high, the disk array has more opportunities to merge 10 operations in the request queue which will reduce average disk seek operations for each request, thus lowering the linear coefficient for the second section of the power curve.
krl' kr2, k s1 and k s2 are quotients of power changes to throughput rates changes (Watt/MBPS). Rro and Rso are turning points of each piecewise functions, which are to certain ratios of the disk array's peak workloads in terms of MBPS.
For example, the peak throughout of our in-house disk array is 100 MBPS, Rro is 10 MBPS, Rso is 30 MBPS. Empirically, krl is larger than kr2 and k s1 is larger than k s2 . That is to say, for multi-random mode, when the throughout of disk array is relatively small, the power consumption grows fast with the increasing of throughput; and then after the turning point of Rro, the rake ratio becomes much smaller. For sequential mode, the situation is similar though with different values of rake ratio and turning point. To acquire the energy consumptions of random read and random write action, we use the way of 2-trace method: Eaction = E 2-E" similar to that used by [20] . Typically, nl -n 2 energy consumption of random write depends on the parity type of the RAID, for example, a random write to RAID5
array will cause two disks to proceed seek operations. In terms of workloads, we replayed 125 traces which were collected on the target disk array when generating synthetic workloads. The 125 traces have different request sizes (512B, 4KB, 16KB, 64KB, 1MB), read/write ratios (0%, 25%, 50%, 75%, 100%) and random/sequential ratios (0%, 25%, 50%, 75%, 100%). The maximum throughput intensity among all the traces on the disk array is about 110 MBPS.
In addition to synthetic traces, we chose a section of cell099 trace file, collected on a HP Unix server [10] , in which the read ratio is 58%, average request size is 6 KB. And we also replayed a web server trace containing web requests for a week on the 04 machine of a web server in the Department of Computer Science, Florida International University [3] . Its average request size is 21.5 KB and data set is 23.31GB.
B. Evaluation Results
For the 125 synthetic traces, we replayed them by adjusting their replay intensity from 10%, 20% to 100% thus acquiring 1250 different workloads [12] . As showed in Figure 3 
