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8 TABLE DES MATIÈRES
Introdution
La thématique prinipale de ette thèse se situe à la frontière entre la ombina-
toire et la théorie des automates. Plus préisément, on se plae dans un ontexte où
les automates sont assoiés à une loi de probabilités, an d'eetuer deux types de
travaux :
 la génération aléatoire d'automates,
 l'analyse en moyenne d'algorithmes sur es automates.
La génération aléatoire permet de mener une étude expérimentale sur les propriétés
de l'objet engendré et des algorithmes qui les manipulent. Il s'agit également d'un
outil de reherhe, qui permet de failiter l'étude théorique du omportement moyen
des algorithmes.
L'analyse en moyenne des algorithmes s'insrit dans la suite des travaux fondateurs
de Donald Knuth [4749℄. Le shéma lassique en analyse d'algorithmes onsiste
à étudier le pire des as, qui n'est souvent pas représentatif du omportement de
l'algorithme en pratique. D'un point de vue théorique, on peut dénir e qui se
produit souvent en se donnant une loi de probabilités sur les entrées de l'algo-
rithme. L'analyse en moyenne onsiste alors à estimer des ressoures utilisées en
faisant l'hypothèse que les entrées de l'algorithme sont distribuées selon ette loi de
probabilités.
Plus partiulièrement, j'ai travaillé sur des algorithmes de génération aléatoire
d'automates déterministes aessibles (omplets ou non). Ces algorithmes produisent
des automates à n états en temps moyen O(n3/2) et requièrent très peu d'espae mé-
moire. Ils utilisent de la ombinatoire bijetive qui permet d'obtenir des automates
par transformation d'objets plus simples, ainsi qu'un proédé générique permettant
d'engendrer des strutures ombinatoires spéiables : les générateurs de Boltzmann.
J'ai ensuite implanté es méthodes dans deux logiiels : REGAL et PREGA.
Je me suis intéressé à l'analyse en moyenne des algorithmes de minimisation d'au-
tomates et j'ai obtenu des résultats qui montrent que le as moyen des algorithmes
de Moore et Hoproft est bien meilleur que le pire des as. Plus préisément, es
deux algorithmes minimisent des automates déterministes à n états en temps moyen
O(n log log n).
Dans la suite de l'introdution, on présente plus en détails le ontexte et les
ontributions présentés dans ette thèse.
Un algorithme est une méthode dénie en un nombre ni d'instrutions, permet-
tant de résoudre un problème donné. En informatique théorique, l'algorithmique est
un terme qui regroupe à la fois la oneption et l'analyse des algorithmes.
L'analyse des algorithmes peut être eetuée par une approhe expérimentale
ou une approhe théorique, les deux étant omplémentaires du point de vue infor-
matif. On s'intéressera à la omplexité d'un algorithme, 'est-à-dire à l'estimation
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des ressoures utilisées en fontion de la taille de l'entrée, indépendamment de l'ordi-
nateur ou du langage de programmation utilisés. Il existe deux grandes approhes :
 La plus répandue est l'analyse du pire des as. Elle onsiste à aratériser l'exé-
ution la plus oûteuse de l'algorithme pour une taille d'instane donnée, puis
à estimer e oût. Ce type d'analyse est généralement plus simple que l'analyse
en moyenne présentée dans e qui suit et permet d'obtenir une hiérarhie sur
l'eaité des méthodes, qui fait pleinement sens. En revanhe, le pire des as
est parfois très éloigné du omportement de l'algorithme observé en pratique.
 L'analyse en moyenne permet d'obtenir une information à mi-hemin entre le
pire des as et le as pratique. Le oût moyen de l'algorithme est la moyenne
des oûts de toutes ses instanes. En l'absene d'informations préises sur les
données de l'algorithme, on eetue généralement le alul pour la distribution
uniforme. Un résultat de e type est bien plus ompliqué à obtenir qu'une
estimation dans le pire des as.
Un objet ombinatoire est un objet pour lequel on peut dénir une notion de
taille et tel qu'il existe un nombre ni d'éléments d'une même taille.
La génération aléatoire joue un rle entral dans l'étude des objets ombina-
toires et des algorithmes qui s'y appliquent. Lorsqu'un soiologue eetue une étude
quantitative sur les omportements ou les aratéristiques d'une population, il a
onsiene que ses statistiques ne sont en auun as basées sur une étude exhaus-
tive. Pour que ses résultats prennent sens, la portion séletionnée doit don être
représentative, en terme de proportion, de la population sur laquelle l'étude est ef-
fetuée. An que les minorités apparaissent dans les estimations, les statistiques
doivent être alulées sur le plus grand nombre d'individus possible. On retrouve de
pareilles analogies en biologie ou en himie. En informatique théorique, la qualité
d'une étude expérimentale dépend des mêmes onditions. En revanhe, il existe deux
façons de produire des statistiques : à partir d'une base de données ou à partir d'un
générateur aléatoire. Dans ette thèse, on s'intéressera exlusivement au seond as.
En eet, tout omme dans les autres disiplines, une étude exhaustive est souvent
impratiable en raison du trop grand nombre d'objets à étudier. Supposons don que
l'on onnaisse une méthode apable d'engendrer un objet ombinatoire selon une loi
de probabilité donnée. Élaborer une telle méthode néessite de savoir énumérer, ou
de savoir estimer asymptotiquement le nombre d'objets d'une taille xée. On est
alors en mesure d'eetuer un ensemble de tests, puis d'émettre des onjetures sur
les propriétés moyennes des objets et sur le omportement moyen des algorithmes
qui leur sont appliqués. On pourra également vérier si la loi de probabilités hoisie
modélise onvenablement un ontexte donné en omparant les données aléatoires
ave des données réelles. Dans ette thèse, on s'intéressera uniquement à la distri-
bution uniforme, 'est-à-dire au as où tous les objets de mêmes tailles ont la même
probabilité d'être engendrés. Les onjetures établies grâe aux générateurs sont
motivantes pour démarrer une étude théorique.
Parmi les diérents buts d'une étude théorique d'un ensemble d'objets ombina-
toires, on a reensé les suivants :
 énumérer les objets possédant une propriété donnée. En plus d'être intéressant
en soit, un tel résultat peut permettre la oneption de nouveaux générateurs.
 obtenir la omplexité moyenne des algorithmes assoiés.
















ayant une propriété donnée
Énumeration des objets
Propriétes moyennes
Fig. 1  Utilisation d'un générateur aléatoire
Les objets étudiés dans ette thèse sont les automates nis. Il s'agit d'une
représentation à la fois graphique et ompate d'un langage rationnel, dont on don-
nera la dénition formelle ultérieurement. On peut voir les automates omme un
graphe dont les arêtes sont étiquetées par des lettres. La terminologie est toute-
fois diérente : on parle d'états plutt que de sommets et de transitions plutt que
d'arêtes. On distingue deux sous-ensembles partiuliers dans l'ensemble des états de
l'automate : les états terminaux et les états initiaux.
La Figure 2 montre l'exemple d'un automate assoié à l'ensemble de mots {algorithme,-
automate, autoroute}. Les apaités de modélisation d'un automate en font un outil
fondamental en linguistique, en bioinformatique, ou en életronique. L'automate
minimal est l'unique automate déterministe assoié à un langage, pour lequel le
nombre d'états est minimal. Leur rle est entral en théorie des automates ar ils
permettent une représentation anonique des langages rationnels pour un oût min-
imal en mémoire. La plupart des algorithmes de minimisation alulent l'automate
minimal à partir d'un automate déterministe reonnaissant le même langage.
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Contributions et plan détaillé Les ontributions sont rassemblées dans les
hapitres 4, 5, 7, 8, 9, 10.
Première partie : on ommene par présenter un ensemble de notions fondamen-
tales pour la bonne ompréhension des résultats présentés par la suite.
Dans le hapitre 1, on présente les deux grandes thématiques de ette thèse : la
génération aléatoire et l'analyse d'algorithme.
 La oneption de générateurs aléatoires s'appuie soit sur des méthodes dites
ad ho, 'est-à-dire onçues pour résoudre un unique problème, soit sur des
méthodes génériques. En eet, ertains objets ombinatoires possèdent une
spéiation réursive. La méthode réursive [36, 62℄ utilise ette desription
pour aluler le nombre total d'objets d'une taille donnée et permet d'obtenir
des générateurs exhaustifs ou aléatoires. La méthode de Boltzmann [31℄ de
génération aléatoire, évite le lourd préalul onsistant à énumérer toutes les
solutions. Pour ela, on néglige la ontrainte d'engendrer uniquement les ob-
jets d'une taille xée. Très eae pour faire de la génération en taille ap-
prohée, elle néessite une phase de rejet qui peut être oûteuse dans le as
de la génération en taille exate. Comme elle néessite peu de mémoire, elle
permet d'engendrer des strutures de très grande taille.
 L'analyse théorique d'un algorithme a pour objetif d'identier et d'estimer
les diérents oûts néessaires pour résoudre un problème. On s'intéresse ii
au temps d'exéution. On étudie l'évolution de e temps en fontion de la
taille des instanes : on parle de omplexité en temps. On présentera quatre
approhes diérentes, lesquelles seront toutes envisagées dans ette thèse : la
omplexité dans le pire des as, la omplexité moyenne, la omplexité générique
et la omplexité amortie.
Dans le hapitre 2, on présente les objets pour lesquels on va onevoir des généra-
teurs aléatoires et eetuer une analyse des algorithmes qui leur sont appliqués :
les automates. On s'intéressera aux diérentes propriétés des automates, lesquelles
vont nous permettre de aratériser des ensembles pour lesquels on onevra des
générateurs, et auxquels on restreindra l'analyse des algorithmes. En partiulier, les
automates aessibles, sont des automates pour lesquels il est possible d'atteindre
n'importe quel état de l'automate en partant d'un état initial et en suivant une suite
de transitions. Cette propriété pourtant simple par sa dénition va poser de grandes
diultés ombinatoires. Les automates que l'on étudie sont également détermin-
istes, 'est-à-dire qu'il existe au plus une transition étiquetée par une même lettre
partant d'un même état. Enn, on introduit la notion de struture de transitions,
primordiale pour la bonne ompréhension des hapitres suivants : il s'agit d'un au-
tomate sans états terminaux.
Deuxième partie : la génération aléatoire d'automates déterministes aessibles.
Dans le hapitre 3, on présente les algorithmes existants qui permettent d'en-
gendrer des automates déterministes aessibles omplets à n états sur un alphabet
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à k lettres, lesquels algorithmes sont basés sur les méthodes génériques de généra-
tion aléatoire assoiées à des bijetions eaes permettant de se ramener à l'étude
d'objets ombinatoires plus simples. Un automate pouvant être déomposé en une
struture de transitions et un ensemble d'états terminaux, il est possible engendrer
indépendamment es deux omposantes. La première méthode de génération [25,60℄
présentée utilise une bijetion entre les strutures de transitions sous-jaentes aux
automates et un ensemble de diagrammes marqués partiuliers, dénis pour l'o-
asion et plus simples à manipuler que les initiaux. A e stade, il est possible de
dénir un générateur exhaustif d'automates déterministes aessibles et omplets,
ainsi qu'un générateur aléatoire néessitant de lourds préaluls. Dans les deux as, il
est impossible en pratique d'engendrer des automates de grandes tailles. La seonde
méthode [10℄ utilise une bijetion entre des diagrammes marqués et des partition
d'un ensemble de taille kn + 1 en n sous-ensembles. Le générateur utilise la méth-
ode de Boltzmann pour engendrer les partitions d'ensembles, que l'on transforme en
strutures de transitions par deux transformations suessives. Cette amélioration
permet d'engendrer eaement des automates de grandes tailles. On présente égale-
ment une estimation du nombres d'automates déterministes aessibles omplets à
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Dans le hapitre 4, on présente deux nouveaux générateurs d'automates, dont la
oneption repose sur des méthodes de ombinatoire bijetive.
Le premier est une simpliation de l'algorithme de génération aléatoire d'au-
tomates déterministes aessibles omplets [10℄ mentionnés au hapitre préédent.
L'idée est la suivante : on remplae les deux transformations suessives par une
transformation unique. Pour ela, on dérit une bijetion entre un ensemble parti-
ulier de partitions d'un ensemble de taille kn + 1 et l'ensemble des strutures de
transitions.
Le générateur simplié est dérit dans la Figure i-dessous.
On présente ensuite un générateur aléatoire d'automates déterministes aes-
sibles (possiblement inomplets). Pour ela, on dérit une nouvelle bijetion entre
un ensemble En de strutures de transitions omplètes partiulières à n + 1 états
et l'ensemble In des strutures de transitions possiblement inomplètes à n états.
Puis, on aratérise un ensemble Fn de partitions d'ensembles partiulières en bije-
























utilise e résultat pour estimer asymptotiquement le nombre d'automates détermin-
istes aessibles possiblement inomplets et on montre qu'il est asymptotiquement
proportionnel au nombre d'automates déterministes aessibles et omplets. Enn,
on dérit l'algorithme de omplexité moyenne O(n3/2) permettant d'engendrer aléa-
























Hormis la bijetion entre En et Fn qui est remplaée par un résultat équivalent,
l'ensemble de e hapitre apparaît dans les artiles [6,7℄, érits en ollaboration ave
Frédérique Bassino et Cyril Niaud.
Dans le hapitre 5, on présente les logiiels REGAL et PREGA, les résultats expéri-
mentaux qu'ils ont permis d'obtenir et à partir desquels on émet un ensemble de
onjetures sur les propriétés moyennes des automates.
REGAL, pour Random and Exhaustive Generators for Automata Library est
une bibliothèque développée en C++, permettant aux programmeurs d'utiliser des
générateurs aléatoires et exhaustifs d'automates.
PREGA, pour Program to Randomly and Exhaustivly Generate Automata, a
été onçus pour des utilisateurs qui ne programment pas en C++. Pour obtenir un
résultat sous forme graphique, il sut de dérire l'ensemble des tests à eetuer
à l'aide d'un hier XML. Parmi les générateurs fournis par REGAL et PREGA, on
trouve naturellement eux dérits dans le hapitre 4, auxquels s'ajoutent des généra-
teurs eaes d'automates fortement onnexes, minimaux ou émondés, ainsi que des
générateurs de transduteurs. On montre également que la omplexité amortie du
générateur exhaustif d'automates déterministes aessibles et omplets est asymp-
totiquement proportionnelle au nombre d'automates à engendrer.
On pourra noter que REGAL est présenté dans [5℄, érits en ollaboration ave
Frédérique Bassino et Cyril Niaud, et [29℄. Les soures peuvent être téléhargées à
l'adresse suivante : http ://regal.univ-mlv.fr
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Troisième partie : Analyse en moyenne des algorithmes de minimisation.
Dans le hapitre 6, on présente un ensemble d'algorithmes de minimisation. La
plupart des algorithmes sont basés sur le alul d'une relation d'équivalene entre
les états de l'automate, appelés relation d'équivalene de Myhill-Nerode [58℄. On
utilisera ette relation pour dénir formellement l'automate minimal. On aorde
une attention partiulière aux algorithmes de Moore [57℄ et de Hoproft [43℄, dont
on fait l'analyse en moyenne par la suite. La omplexité dans le pire as du premier
est égale à Θ(n2), elle du deuxième est égale à Θ(n logn), e qui est le meilleur
résultat onnu à e jour. L'algorithme de Moore alule la relation d'équivalene de
Myhill-Nerode par ranements suessifs d'une partition de l'ensemble des états.
Chaque ranement de partitions a un oût égal à Θ(n) et il y a au plus n rane-
ments, d'où la omplexité dans le pire as. Étant donné qu'un pré-traitement sur
l'automate d'entrée peut-être eetué en temps linéaire, on s'intéresse avant tout
au oût des deux algorithmes appliqués aux automates déterministes aessibles et
omplets. Dans le reste du hapitre, on fait un rapide survol d'autres algorithmes
de minimisation, pour la plupart réents.
Dans les hapitres 7, 8 et 9, on étudie exlusivement l'algorithme de Moore.
Le hapitre 7 ontient des résultats qui ne sont pas issus de l'analyse en moyenne.
On ommene par une réexion sur l'implantation eae de l'algorithme de Moore,
qui n'apparaît pas dans la littérature.
On montre ensuite que pour minimiser un automate, le nombre de ranements de
partitions est égal au nombre de ranements de partitions néessaires pour min-
imiser l'automate minimal assoié. Ce résultat nous amène à étudier le nombre
minimum de ranements de partitions eetués par l'algorithme pour un automate
minimal à n états. On montre que e nombre est égal à Ω(log logn) lorsque l'alpha-
bet ontient au moins deux lettres et Ω(log n) lorsque l'alphabet est unaire. Dans
le meilleur des as, la omplexité de l'algorithme appliqué à un automate minimal
est don Ω(n log log n) lorsque l'alphabet ontient au moins 2 lettres. Ce résultat
apparaît dans un artile [8℄, érit en ollaboration ave Frédérique Bassino et Cyril
Niaud, puis soumis en 2009 à Algorithmia.
Dans le hapitre 8, on étudie la omplexité moyenne de l'algorithme de Moore
en utilisant uniquement les propriétés des ensembles d'états terminaux. En eet, on
a vu qu'un automate pouvait être déomposé en une struture de transitions et un
ensemble d'états terminaux. On présente les résultats suivants :
 On montre que pour une struture de transitions xée à n états, le nombre
d'ensembles d'états terminaux, pour lesquels l'automate obtenu est minimisé
en plus de ℓ ranements de partitions, est inférieur ou égal à n42n−ℓ. Pour
ℓ = ⌈5 log2 n⌉, la proportion d'automates d'automates minimisés en plus de ℓ
itérations est don inférieure ou égale à
1
n
. On obtient ainsi une majoration de la
omplexité moyenne de l'algorithme, pour toute une famille de distributions,
puisque l'on peut hoisir n'importe quelle loi de probabilités sur l'ensemble
des strutures de transitions. En partiulier, pour la distribution uniforme sur
l'ensemble des automates déterministes aessibles et omplets la omplexité
15
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moyenne de l'algorithme de Moore est O(n logn).
 le résultat est enore valable dans les as suivants : pour la distribution uni-
forme sur l'ensemble des automates possiblement inomplets, sur l'ensemble
des automates émondés, ou si l'on attribue à haque état une probabilité
x ∈]0, 1[ d'être terminal.
 Pour la distribution uniforme sur l'ensemble des automates unaires, 'est-à-
dire pour lesquels l'alphabet ne ontient qu'une seule lettre, la borne supérieure
est optimale : la omplexité moyenne de l'algorithme de Moore est Θ(n logn).
Autrement dit, en l'absene d'information sur la distribution de probabilités
sur l'ensemble des strutures de transitions, ette majoration de la omplexité
moyenne de l'algorithme de Moore est optimale.
 On montre en revanhe que ette méthode est ineae dans le as où l'on xe
le nombre d'états terminaux dans l'automate, indépendamment de sa taille.
Pour la distribution uniforme sur l'ensemble des automates unaires ne on-
tenant qu'une seul état, la omplexité moyenne de l'algorithme de Moore est
Θ(n2).
Ces résultats ont été présentés dans [8, 9℄, les artiles sont érits en ollaboration
ave Frédérique Bassino et Cyril Niaud.
Dans le hapitre 9, on étudie la omplexité moyenne de l'algorithme de Moore en
utilisant simultanément les propriétés des strutures de transitions et des ensembles
d'états terminaux. L'énumération des automates aessibles ayant des propriétés
données étant un problème ouvert, on étudie la distribution uniforme sur l'ensemble
des automates déterministes omplets, pour un alphabet de taille xée et supérieure
ou égale à 2. On montre ainsi que la omplexité moyenne est O(n log log n). L'idée
est la suivante : pour la plupart des strutures de transitions, le nombre d'automates
assoiés à une struture et minimisés en plus de ⌈logk log2 n3+2⌉ ranements de par-
titions, est égal à O(2n log2 n
n
). De plus, l'ensemble des automates assoiés aux stru-
tures de transitions restantes apporte une ontribution négligeable à la moyenne.
Cette partie est présenté dans l'artile [30℄. Il s'agit du résultat prinipal de ette
thèse. Tout omme dans le hapitre préédent, on étend le résultat au as où l'on
attribue à haque état la probabilité x ∈]0, 1[ d'être terminal. On onlut le hapitre
en montrant que la omplexité générique de l'algorithme de Moore est O(n log log n).
Dans le hapitre 10, on eetue une étude expérimentale et théorique de l'algo-
rithme de Hoproft. L'étude de la omplexité est plus diile que pour l'algorithme
de Moore : l'algorithme de Hoproft ore des hoix dans l'implantation : il en ex-
iste un grand nombre possible pour un même automate. De plus, le ranement
de la partition est eetué par une méthode très diérente de elle utilisée dans
l'algorithme de Moore. C'est de ette diérene que l'algorithme de Hoproft tire
son eaité. On ommene par donner une nouvelle desription de l'algorithme,
pour laquelle on peut dire, à un instant donné, que la partition est au moins aussi
ne que elle obtenue par l'algorithme de Moore en un même nombre d'itérations.
On utilise ette analogie pour montrer que la omplexité moyenne de l'algorithme
de Hoproft, pour ette desription, est O(n log logn). On onlut le hapitre par
une étude expérimentale des implantations habituelles de l'algorithme. Ces résultats








Dans e hapitre, on présente les deux thématiques étudiées dans ette thèse :
la génération aléatoire d'objets ombinatoires et l'analyse des algorithmes qui s'y
appliquent. On s'intéressera aux motivations de es axes de reherhe, ainsi qu'aux
prinipes, avantages et défauts de leurs méthodes lassiques.
Dans la setion 1, on présente trois familles de générateurs aléatoires : la première
est elle des générateurs ad ho, qui sont des générateurs onçus spéiquement pour
un objet donné. Ils sont généralement les plus performants. Les deux autres familles
reposent sur des méthodes de spéiation automatique de l'objet étudié : la mé-
thode réursive, qui permet d'obtenir des générateurs exhaustifs ou aléatoires mais
qui néessite de lourds préaluls et beauoup de mémoire et la méthode de Boltz-
mann, qui permet d'obtenir des générateurs aléatoires très eaes mais où la taille
de l'objet engendré n'est pas xée. On ne détaille que très peu le fontionnement de
es méthodes, mais on renvoie le leteur intéressé vers les ouvrages de référene. Un
ou plusieurs exemples seront donnés pour haque type de générateurs. Par la suite,
on fera référene à haun de es exemples.
Dans la setion 2, on présente les diérentes façon d'analyser un algorithme :
 l'étude du pire as, le type d'analyse le plus répandu, auquel on fera onstam-
ment référene par la suite.
 l'étude de la omplexité en moyenne, qui onstitue le thème de la partie III
de ette thèse.
 l'étude de la omplexité amortie, auquel on aura reours dans le hapitre 5 de
la partie II (Voir page 60).
 l'étude de la omplexité générique, qui sera brièvement mentionnée dans le
hapitre 9 de la partie III (Voir page 118).
1 Génération aléatoire
Lorsque l'on souhaite étudier les propriétés d'un objet ombinatoire, ou l'un
des algorithmes qui s'y appliquent, l'idéal serait de faire une étude expérimentale
à l'aide d'un générateur exhaustif. On pourrait, par exemple, onnaître exatement
le nombre d'objets possédant un ensemble de propriétés, la quantité d'objets pour
lesquels un algorithme s'exéute ave un oût xé. En pratique, le nombre d'objets
de taille n roît souvent très rapidement et une étude exhaustive devient rapidement
impossible. La génération aléatoire ore un ompromis : elle va permettre de tester
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les propriétés moyennes des objets de plus grande taille, ainsi que le oût moyen des
algorithmes. Les générateurs sont des outils de reherhe très utiles : ils permettent
d'établir des onjetures, ou d'en réfuter. Par exemple, dans les hapitres 3 et 4, on
présente un ensemble de générateurs d'automates déterministes aessibles omplets.
Dans le hapitre 5, on présente des résultats expérimentaux obtenus grâe à es
générateurs, à partir desquels on émet des onjetures sur les propriétés moyennes
des automates. Dans la partie III, on présente une étude théorique de la omplexité
moyenne des algorithmes de minimisation d'automates, qui a été à l'origine motivée
par des résultats expérimentaux.
Dans ette setion, on présente trois types de méthodes pour onstruire un
générateur aléatoire. Dans le hapitre 4, on n'applique pas préisément l'une de
es méthodes, ar les générateurs que l'on présente reposent sur des méthodes de
ombinatoire bijetive. En revanhe, haun des algorithmes que l'on présente sera
utilisé par la suite.
1.1 Méthodes ad ho
Un algorithme ad ho est, omme sa loution latine l'indique, un algorithme
onçu sur mesure pour résoudre un problème préis. Sa fontion spéique permet
souvent d'obtenir un gain d'eaité sur les méthodes génériques que l'on présente
par la suite. En revanhe, une méthode donnée n'est pas réutilisable pour d'autres
objets et si les algorithmes ad ho abondent pour ertains objets ombinatoires sim-
ples, d'autres strutures plus omplexes néessitent à e jour l'emploi de méthodes
automatiques.
Les deux algorithmes que l'on dérit ii sont implantés dans les logiiels REGAL
et PREGA (hapitre 5). On y fera don référene par la suite.
Les Permutations
Une permutation de taille n est une suite d'entiers ompris entre 1 et n, où
haque valeur apparaît exatement une fois. Le nombre de permutations de taille n
est n!. L'algorithme de génération aléatoire que l'on présente i-dessous est appelé
mélange de Knuth [48℄.
Algorithme 1 : Permutation aléatoire
Données : un tableau P d'entiers de longueur n
pour tous les i ∈ {1, . . . , n} faire
P [i] = i+ 1
pour tous les i ∈ {1, . . . , n} faire
On tire aléatoirement un entier j entre i et n
On éhange les valeurs de P [i] et P [j]
Résultat : P
Le prinipe est le suivant : on tire le premier élément de la suite uniformément
dans l'ensemble {1, . . . , n}, puis on l'extrait de et ensemble. Le deuxième élément
sera extrait de l'ensemble de taille n−1, et ainsi de suite. Le i-ème élément est don
tiré uniformément parmi un ensemble de taille n− i+1. La probabilité d'engendrer
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Le générateur est don bien uniforme.
Les arbres binaires
Un arbre binaire de taille n est un arbre possédant n n÷uds internes dont le
degré sortant est 2 et n+1 feuilles dont le degré sortant est 0. L'algorithme que l'on
dérit ii est onnu sous le nom d'algorithme de Rémy [64℄. Il s'agit d'un algorithme
inrémental, 'est-à-dire qu'on engendre un arbre de taille n à partir d'un arbre de
taille n− 1. Pour ela, on séletionne un des n÷uds de l'arbre (interne ou externe),
que l'on note s , et on insère un n÷ud interne à la plae. On hoisit ensuite de plaer
s omme ls gauhe ou omme ls droit du nouveau n÷ud.
Algorithme 2 : ArbreBinaireAleatoire(n)
si n = 1 alors
Résultat :
ArbreBinaireAleatoire(n − 1)
s = Valeur aléatoire entre 1 et 2n− 1
direction = Valeur aléatoire entre 0 et 1
si direction = 0 alors
Remplaer s par s
sinon
Remplaer s par s
1.2 Algorithmes ave rejets
Il arrive parfois que les méthodes lassiques soient ineaes pour l'analyse d'un
ensemble E d'objets ombinatoires que l'on souhaiterait engendrer ave une loi de
probabilités pE . Une solution est toutefois possible si l'on possède un générateur
aléatoire pour un ensemble A, tel que E ⊂ A et tel que si l'on onditionne la loi de
probabilités pA an que les objets hoisis soient dans l'ensemble E, la loi obtenue est
pE . On peut alors utiliser une méthode par rejet. L'idée est la suivante : on engendre
un objet de l'ensemble A et on teste si et objet appartient également à l'ensemble
E. Si e n'est pas le as, on rejette l'objet engendré et on reommene l'opération.
La Figure 1.1 illustre le as de la génération aléatoire uniforme.
L'eaité d'une telle méthode dépends de plusieurs fateurs :
 l'eaité du générateur sur l'ensemble A,
 la proportion d'objets de E dans A : plus elle i est faible, et plus l'algorithme
devra eetuer de rejets avant d'obtenir un résultat satisfaisant,
 le oût de la fontion qui teste l'appartenane d'un objet à l'ensemble E.
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Si l'on possède un générateur uni-
forme sur l'ensemble A, on peut
alors, ave la même probabilité
engendrer les objets x, y, et z.
Si l'on se restreint aux objets ap-
partenant uniquement au sous-
ensemble E, la probabilité d'en-
gendrer x reste égale à elle d'en-
gendrer z. On obtient don un
générateur uniforme sur l'ensem-
ble E.
Fig. 1.1  Méthode par rejet pour la génération uniforme
1.3 Méthode réursive
La méthode réursive fut introduite par Nijenhuis et Wilf [62℄ et systématisée
par Flajolet, Van Cutsem et Zimmermann [36℄. Le but avoué de ette méthode est
d'automatiser la génération aléatoire en utilisant la déomposition ombinatoire de
l'objet. En eet, nombre d'objets ombinatoires peuvent être dérits en utilisant les
spéiations suivantes : ε désigne un élément de taille 0, z un élément de taille 1. On
onstruit ensuite l'objet à l'aide des opérateurs union (noté +), produit (noté ×),
séquene, ensemble, multiensemble, yle. Une fois la spéiation donnée, il est
possible de onstruire automatiquement le générateur aléatoire. On donne une idée
de e prinipe ave l'exemple d'un générateur aléatoire d'arbres binaires.
Les arbres binaires
On rappelle qu'un arbre binaire de taille n est un arbre ontenant n n÷uds
internes et n+1 feuilles. Il peut être dérit de la façon suivante : il s'agit soit d'une
feuille, soit d'un n÷ud auquel sont reliés deux arbres binaires. La taille de l'arbre
étant donné par son nombre de n÷uds interne, sa spéiation est :
B = ε+ z × B × B
auquel on assoie la série génératrie ordinaire :
B(x) = 1 + xB(x)2
À l'aide d'un ditionnaire que l'on ne dérit pas ii, on déduit automatiquement de





et que la probabilité que le sous-arbre gauhe d'un arbre de taille n soit de taille k
est égale à :
BkBn−k−1
Bn
La méthode réursive onsiste à :
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 préaluler tous les oeients Bi pour tout i ∈ {1, . . . , n}. On peut eetuer
e alul réursivement.
 onstruire l'objet aléatoire réursivement, en tirant aléatoirement la taille des
sous-arbres en utilisant la loi de probabilités donnée i-dessus.
On remarque que le générateur dérit ii engendre des arbres non-étiquetés. Il sut
d'ajouter le tirage d'une permutation aléatoire pour obtenir un générateur d'arbres
étiquetés. Le préalul est très oûteux en temps et en espae mémoire. On préférera
don l'algorithme de Rémy à la méthode réursive dans e as. Cependant, il n'existe
pas toujours d'algorithmes ad ho pour engendrer des objets aléatoirement.
Algorithme 3 : ArbreBinaireAleatoireRecursif(n)
begin








Algorithme 4 : DeterminerTailleSousArbreGauche(n)
Données : Les ardinaux Bi, pour tout i de 1 à n




tant que somme<alea faire
k = k + 1
somme = somme + BkBn−k−1
Bn
Résultat : k
1.4 Méthode de Boltzmann
La méthode de Boltzmann est issue d'un travail de Duhon, Flajolet, Louhard
et Shaeer [31℄. Elle permet de onstruire de façon systématique des générateurs
aléatoires pour des lasses d'objets étiquetés (une version pour les lasses d'objets
non-étiquetés est présentée dans [32℄ et pour les lasses d'objets olorés dans [17℄).
Cette méthode n'engendre pas d'objets de taille xe : elle dépend d'un paramètre
réel x > 0 et, pour tout entier n, la valeur de x peut être hoisie de telle sorte que
la taille des éléments engendrés soit omprise entre (1 − ε)n et (1 + ε)n ave une
forte probabilité. L'idée est la suivante : soit une lasse d'objets ombinatoires C.
On note C(z) la série génératrie exponentielle orrespondante. Un générateur de
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où x est le paramètre réel qui permet de viser la taille de l'objet c. Les générateurs
de Boltzmann garantissent don que deux éléments de même taille ont la même
probabilité d'être engendrés.





Choisir le paramètre x de façon à e que les éléments engendrés soient de taille





Pour obtenir un générateur en taille exate, on utilise ensuite un algorithme par
rejet.
Partitions d'un ensemble
Soit k et n deux entiers positifs. On donne ii l'exemple d'un générateur de
Boltzmann permettant d'engendrer des partitions d'un ensemble de taille kn en n
sous-ensembles non-vides. Ce générateur sera repris tout au long de la partie II.
La série génératrie exponentielle d'un ensemble non vide est ez − 1 et elle des




dire le produit de n éléments, où le rapport 1
n!
permet de supprimer la notion d'ordre
entre les n sous-ensembles. On a :





ex − 1 .
On souhaite obtenir des partitions d'un ensemble dont la taille moyenne est kn. On
résout don l'équation :
x
ex
ex − 1 = k.
Le nombre de sous-ensembles n'apparaît pas dans l'équation : on tire aléatoirement
la taille des n sous-ensembles dont l'espérane est égale à k. La probabilité de tirer





On reonnaît la loi de Poisson non nulle, 'est-à-dire la Loi de Poisson restreinte aux
valeurs stritement positives (voir [31℄ pour plus de préisions). On dérit à présent
l'algorithme de génération aléatoire de partitions d'un ensemble utilisant la méthode
de Boltzmann.
2 Analyse d'algorithmes
Un algorithme est une méthode permettant de aluler une ou plusieurs solutions
à un type de problème donné, en un nombre ni d'étapes. Il existe un large éventail
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Algorithme 5 : Générateur de Boltzmann pour les partitions d'un ensemble
de taille kn en n sous-ensembles non vides
Données : un tableau T
begin1
Calul du paramètre x2
tant que la somme des T[i℄ est diérente de kn faire3
pour i de 1 à n faire4




pour j < n faire8
pour l de 1 à T [j] faire9




de façons d'analyser un algorithme. De manière générale, on identie les diérents
types de ressoures employées pour résoudre un problème, et on tente d'évaluer
l'ordre de grandeur des quantités de ressoures utilisées. Les types de ressoures les
plus étudiés sont le temps et l'espae mémoire, mais on pourrait imaginer une analyse
du oût monétaire des solutions proposées, de la quantité d'énergie néessaire pour
eetuer le alul, et.
Dans le as présent, on s'intéressera exlusivement à la omplexité en temps des
algorithmes, 'est-à-dire l'estimation du temps de alul, indépendamment de l'or-
dinateur ou du langage de programmation utilisé. Dans ette setion, on ommene
par rappeler un ensemble de notations usuelles et puisqu'il existe diérents types
d'étude de la omplexité d'un algorithme, on en présentera plusieurs variantes, dont
haune sera évoquée par la suite.
2.1 Comparaisons de fontions
Soient f et g deux fontions dépendant d'un même paramètre n. On dénit
trois notations permettant de omparer les omportements asymptotiques des deux
fontions.
f(n) = O(g(n))⇐⇒ ∃c ∈ R+, ∃n0 ∈ N, tel que ∀n ≥ n0, f(n) ≤ cg(n)
f(n) = Ω(g(n))⇐⇒ ∃c ∈ R+, ∃n0 ∈ N, tel que ∀n ≥ n0, f(n) ≥ cg(n)
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f(n) = Θ(g(n))⇐⇒ f(n) = O(g(n)) et f(n) = Ω(g(n))
2.2 Étude de la omplexité dans le pire as.
Il s'agit de la méthode la plus répandue pour évaluer l'eaité d'un algorithme.
Un ouvrage de référene est [1℄. Le prinipe est le suivant : on évalue l'eaité d'un
algorithme en fontion d'une estimation du temps néessaire pour la pire exéution
possible. Cette étude omporte deux parties :
 Trouver une fontion f de paramètre n, où n est la taille des objets sur lesquels
on applique l'algorithme, telle que pour toutes les entrées possibles de l'algo-
rithme, le temps d'exéution est égal à O(f(n)). On parle alors de borne
supérieure du temps d'exéution de l'algorithme.
 Montrer que ette borne est bien atteinte, 'est-à-dire qu'il existe bien une
entrée pour laquelle le temps d'exéution est Ω(f(n)). En eet, il arrive que
la borne supérieure soit une majoration grossière du temps d'exéution dans
le pire des as. Par suite, le résultat peut enore être rané. De plus, selon le
ontexte, un algorithme onçu pour s'appliquer sur un ensemble d'objets E,
peut ne pas avoir le même pire des as lorsque l'on restreint l'ensemble des
entrées à un sous-ensemble E ′ ⊂ E.
Il est également possible d'eetuer une étude similaire pour le meilleur as.
Cette démarhe est utile pour mieux omprendre l'algorithme et néessaire pour
une analyse en moyenne, mais on ne lui aordera pas la même importane qu'au
pire des as pour déterminer l'eaité de l'algorithme.
Exemple : la reherhe dans une liste triée. On présente deux algorithmes
permettant de herher une valeur x dans un tableau trié de taille n. Le premier
paroure naïvement le tableau de gauhe à droite jusqu'à trouver la bonne valeur
(ou jusqu'à la n du tableau, si x ne s'y trouve pas). Le seond eetue une reherhe
dite dihotomique. Elle utilise à son avantage le ontexte de la liste triée de la façon
suivante : si la valeur x est plus grande que elle ontenue dans une ase c, alors x
ne se trouve pas à gauhe de c dans le tableau et si la valeur x est plus grande, alors
elle ne se trouve pas à droite de c.
Algorithme 6 : Naïf
Données : Un tableau trié T et une
valeur x
begin1
pour i entre 1 à n faire2
si T [i] = x alors3
Renvoyer la position i;4
Renvoyer faux;5
end6
Trouver  33 :
Trouver  70 :




9 14 26 33 41 42 55 68 70
9 14 26 33 41 42 55 68 70
9 14 26 33 41 42 55 68 70
Pour la reherhe naïve, dans le meilleur des as, la valeur reherhée est dans
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la première ase : une seule omparaison est eetuée. Cependant, il faut au moins
une omparaison pour le vérier. La omplexité dans le meilleur as est don Θ(1).
Dans le pire des as, la valeur est dans la dernière ase du tableau, ou n'y est pas
du tout. On eetue alors autant de omparaisons qu'il y a de valeurs dans le tableau.
L'un des exemples i-dessus montre que e pire as est atteint. La omplexité dans
le pire des as est don Θ(n).
Algorithme 7 : Dihotomie
Données : Un tableau trié T et une
valeur x
begin1
debut = 1, fin = n;2
tant que debut < fin faire3
milieu = ⌊debut+fin2 ⌋;4
si T [milieu] = x alors5
Renvoyer la position6
milieu;
si T [milieu] < x alors7
fin = milieu− 1;8
si T [milieu] > x alors9
debut = milieu + 1;10
si T [debut] = x alors11




Trouver  33 :
Trouver  70 :




9 14 26 33 41 42 55 68 70
9 14 26 33 41 42 55 68 70
9 14 26 33 41 42 55 68 70
Pour la reherhe dihotomique, tout omme pour l'algorithme naïf, la omplex-
ité dans le meilleur as est Θ(1). Ce as se produit lorsque la valeur reherhée est
au milieu du tableau.
A haque étape de l'algorithme, on divise le nombre de positions possibles dans
le tableau par 2. La omplexité pire as est don O(logn). L'exemple i-dessus
onsistant à trouver 70 atteint le pire as. La omplexité pire as est don Θ(logn).
L'étude de la omplexité dans le pire des as a permis d'établir une hiérarhie
entre les deux algorithmes : l'algorithme eetuant une reherhe dihotomique est
plus eae dans le pire as que elui eetuant une reherhe naïve.
Remarque 1. L'étude d'un algorithme dans le pire des as a l'avantage d'être en
général plus simple ar moins ne que les autres types d'analyse. En revanhe il existe
des algorithmes pour lesquels le pire as et le meilleur as se produisent rarement et
ne reètent pas le temps d'exéution en pratique.
2.3 Analyse en moyenne
L'analyse en moyenne apporte un omplément d'information sur le omporte-
ment de l'algorithme. Bien que beauoup moins populaire que l'étude du pire as,
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son utilisation est reommandée par Donald Knuth [4749℄ et il existe de nombreux
ouvrages sur le sujet [3335,67℄.
Soit En l'ensemble des entrées de taille n d'un algorithme. Soit e ∈ En un objet de
taille n, on note c(e) le oût de l'exéution de l'algorithme prenant e omme entrée.
Pour une distribution de probabilités donnée sur En, on note P(e) la probabilité de
tirer un objet e. Le oût moyen de l'algorithme est égal à :∑
e∈En
P(e)× c(e).
On s'intéressera prinipalement à la omplexité en moyenne d'un algorithme
lorsque elle-i dière de la omplexité dans le pire des as.
Remarque 2. La distribution de probabilités sur l'ensemble des entrées pouvant
varier du tout au tout selon le ontexte, les résultats d'une analyse peuvent devenir
adus lorsque e dernier hange. De plus, il est diile d'une part de modéliser
une situation donnée, 'est-à-dire d'obtenir la distribution de probabilités dans un
ontexte préis, et d'autre part d'analyser la omplexité moyenne d'un algorithme
dans le as non-uniforme. L'analyse en moyenne sera don souvent réalisée pour la
distribution uniforme. Dans le hapitres 7, on prendra soin d'analyser l'algorithme
de Moore pour diérentes distributions de probabilités.
Remarque 3. Il est tout à fait possible que le oût moyen d'un algorithme ne soit pas
du tout représentatif du temps d'exéution pratique, quand bien même la distribution




de l'algorithme soit Θ(2n), et que pour tout autre exéution, le oût soit Θ(n). La





. Pourtant le temps d'exéution de
l'algorithme est presque sûrement Θ(n). On verra que le problème ne se pose pas
pour les algorithmes qu'on analyse ii.
Exemple : Quiksort. L'algorithme Quiksort [42℄ est un algorithme de tri ef-
ae, dont la omplexité dans le pire as est quadratique, alors que la omplexité
moyenne est Θ(n log n). Les études sur la omplexité de et algorithme étant abon-
dantes [33, 34, 42, 49, 68℄, on donnera simplement au leteur une vague idée de son
fontionnement et de son analyse.
L'algorithme onsiste à hoisir un pivot, 'est-à-dire une valeur quelonque dans
le tableau, puis à partitionner e dernier en plaçant d'un té les valeurs inférieures
au pivot et de l'autre les valeurs supérieures ou égales. La omplexité de ette opéra-
tion est linéaire en la taille du tableau à trier. Dans la Figure 2.3, la partition du
tableau est faite au ours des lignes 3 à 7. Le pivot hoisi dans ette desription est
toujours la dernière ase. On aurait ependant pu prendre n'importe quelle valeur.
Une fois le partitionnement terminé, le pivot est à la bonne plae et on relane
l'algorithme ave les deux sous-tableaux restants. La omplexité de l'algorithme
dépend don du nombre et de la taille des sous-tableaux que l'algorithme va traiter.
Dans le pire des as, le pivot hoisi est toujours la valeur minimale ou maximale du
tableau ourant : le alul se poursuit sur un seul sous-tableau, ontenant toutes les
valeurs sauf le pivot. La omplexité de l'algorithme, dans un tel as, est quadratique.
En revanhe, pour la distribution uniforme sur toutes les permutations possibles,
le pivot permet d'obtenir deux sous-tableaux de tailles asymptotiquement égales.
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Algorithme 8 :
Quicksort(Tableau T, debut, fin)
begin1
si debut < fin alors2
i = debut;3
pour j de debut à fin− 14
faire
si T [j] < T [fin] alors5
Ehanger T [j] et6
T [i];
j = j + 1;7
Ehanger T [j] et T [dernier];8
Quicksort(T, j + 1, f in);9
Quicksort(T, debut, j − 1);10
end11
9 4 6 3 1 2 5 8 7
7









1 2 3 4 5 6 7 8 9




, où c est une onstante. La omplexité moyenne est alors
Θ(n logn). Il est de plus possible de mélanger les valeurs d'un tableau, en temps
linéaire, an d'obtenir ette distribution uniforme.
2.4 Autres types d'analyse
Comme on l'a vu dans les remarques 1, 2 et 3, onnaître la omplexité d'un
algorithme dans le pire as et dans le as moyen n'est pas susant pour onnaître
l'eaité d'un algorithme en pratique. On dérit brièvement d'autre types d'analyse
qui, en s'ajoutant aux préédentes, permettent d'aéder à une meilleure ompréhen-
sion de la méthode étudiée.
Complexité générique. La notion de omplexité générique est dénie de façon
préise dans [46℄. Elle est basée sur les notions d'ensembles négligeables et d'ensem-
bles génériques. Soit E l'ensemble des instanes d'un problème. On détermine un
paramètre de taille sur E : soitEn l'ensemble des instanes de taille n etBn =
⋃
i≤nEi
l'ensemble des instanes de tailles au plus n. Soit X un ensemble d'instanes. Pour
une distribution de probabilités xée, on dit que X est négligeable si et seulement
si :
pour e ∈ Bn, lim
n→+∞
P(e ∈ X) = 0,





et que X est générique si et seulement si :
pour e ∈ Bn, lim
n→+∞
P(e ∈ X) = 1,
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La omplexité générique d'un algorithme orrespond à la omplexité dans le pire
as d'un ensemble générique d'instanes de l'algorithme. On préférera par exemple
onnaître la omplexité générique à la omplexité moyenne dans le as évoqué dans
la remarque 3.
Remarque 4. Dans le as partiulier ou l'on a :
pour e ∈ Bn, lim
n→+∞
P(e ∈ Bn−1) = 0,
pour montrer qu'un ensemble X est générique, il sut de montre que
pour e ∈ En, lim
n→+∞
P(e ∈ X) = 1.
De façon générale, si on a un ensemble X tel que :
pour e ∈ En, lim
n→+∞
P(e ∈ X) = 0.
alors X est négligeable.
Remarque 5. Si un ensembleX est négligeable, alors l'ensemble E\X est générique.
Si un ensemble X est générique, alors l'ensemble E \X est négligeable.
Complexité amortie. La omplexité amortie, ontrairement aux dénitions préé-
dentes, ne s'intéresse pas aux ressoures utilisées par un algorithme pour une entrée
donnée, mais à la somme des ressoures utilisées par une suite d'exéutions de et
algorithme.
Prenons l'exemple de la saisie d'un texte dans une haîne de aratères. A haque
fois qu'un utilisateur rentre un aratère, e dernier est ajouté dans un tableau. Si
la quantité de mémoire allouée pour le tableau est susante, on ajoute simplement
le aratère et le oût de l'opération est θ(1). En revanhe, si le tableau est plein,
il faut au préalable réallouer un tableau dans la mémoire puis reopier les valeurs
de l'anien dans le nouveau. Dans les implantations lassiques, la taille du nouveau
tableau est égale au double de taille de l'anien. La omplexité de l'opération est
alors O(n), où n est la taille de l'anien tableau. Somme toute, la omplexité dans
le pire as de l'ajout d'un aratère dans un tableau est O(n).
Soit m le nombre de aratères à ajouter. Le nombre d'ajouts dont le oût est
O(1) est égal à m− log(m). La omplexité amortie est don majorée par :
m− log(m) +∑i={2,4,...,log(m)} i
m
= O(1)
On dit alors que la omplexité amortie de l'opération d'ajout de aratères est O(1)
et que la omplexité de l'ajout d'une haîne de aratère est O(n).
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Langages et automates
Dans e hapitre, on présente uniquement les notions de théorie des automates
qu'on utilise par la suite. Le leteur souhaitant approfondir les notions évoquées dans
e hapitre pourra onsulter les ouvrages [14, 66℄. Le leteur intéressé par l'histoire
des sienes pourra onsulter l'artile de Dominique Perrin [63℄, qui dérit les origines
de la théorie de automates.
1 Langages
1.1 Alphabet et Mot
Un alphabet est un ensemble, le plus souvent ni, dont les éléments sont appelés
des lettres. Un mot est une suite nie de lettres. Ainsi pour un alphabet A, un mot
w déni sur A pourra don s'érire :
w = a1a2 . . . an,
où tous les ai sont des lettres de A. On note A
∗
l'ensemble des mots dénis sur un
alphabet A.
La longueur d'un mot w se note |w| : il s'agit du nombre de lettres qui onstituent
le mot. On nomme mot vide le mot qui ne ontient auune lettre ou, dit autrement,
qui est de longueur 0. Dans la littérature, il peut être noté ε ou 1. Nous utiliserons ii
la première notation, par atavisme. L'ensemble des mots de longueur n sur l'alphabet
A est noté An.
Le produit de onaténation de deux mots u = a1a2 . . . an et v = b1b2 . . . bm
désigne le mot uv, obtenu en érivant les deux mots l'un à la suite de l'autre. Ainsi,
on aura :
uv = a1a2..anb1b2..bm et |uv| = |u|+ |v|
1.2 Langages formels et langages rationnels
Un langage formel est un sous-ensemble de A∗. On dénit trois opérations sur
les langages formels. Soient X et Y deux langages :
 leur union est l'ensemble :
X ∪ Y = {z | z ∈ X ou z ∈ Y },
que l'on note également X + Y ,
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 leur produit de onaténation est l'ensemble :
XY = {xy | x ∈ X, y ∈ Y },
 l'étoile de X est le langage :
X∗ = {x1x2 . . . xn | ∀n ≥ 0, x1, x2, . . . , xn ∈ X}.
L'ensemble des langages rationnels est la plus petite famille de langages formels
ontenant les langages nis à être stable pour es trois opérations. Ses éléments
sont obtenus à partir des langages nis et d'un nombre ni d'utilisation des trois
opérations préédentes.
2 Automates nis
Les automates permettent de modéliser l'évolution d'un système dans le temps.
Ces automates étant nis, on admettra que le temps est disret, 'est-à-dire que
haque événement permettant de modier l'état du système peut se déomposer en
une suite nie de sous-événements, lesquels se réalisent dans une même unité de
temps. La modélisation du système ne permet qu'un nombre ni de ongurations,
dont le omportement peut être dérit ave une mémoire nie.
2.1 Dénition
Un automate ni est déni par un quintuplet A =< Q,A,E, I, F >, où Q
représente l'ensemble des états de l'automate, A est l'alphabet sur lequel l'automate
est déni, E ⊂ Q×A×Q est un ensemble de transitions, I ⊆ Q est un sous-ensemble





Représentation sous forme de graphe
a b I F
1 {1, 2} {2} 1 0
2 ∅ {2} 0 1
3 {2} ∅ 1 0
Représentation sous forme de table
Fig. 2.1  Automate A =< Q,A,E, I, F > tel que Q = {1, 2, 3}, A = {a, b},
I = {1, 3}, F = {2}, E = {(1, a, 1), (1, b, 1), (1, a, 2), (2, a, 2), (3, b, 2)}
Un hemin est une suite nie de transitions onséutives. Un hemin réussi est
un hemin dont l'état de départ est un état initial et l'état d'arrivée est un état
terminal. Un mot est aepté ou reonnu par un automate s'il étiquette un hemin
réussi de et automate.
Le langage reonnu par un automate est l'ensemble des mots reonnus par et
automate.
Théorème 6 (Kleene). L'ensemble des langages rationnels est l'ensemble des lan-
gages reonnaissables par un automate ni.
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2.2 Propriétés des automates nis
La suite de e hapitre présente un ensemble de propriétés assoiées aux auto-
mates nis. On utilisera l'ensemble de es notions par la suite.
Automates équivalents
On dit de deux automates qu'ils sont équivalents s'ils reonnaissent le même
langage.
Automates isomorphes
On dit de deux automates A =< QA, A, EA, IA, FA > et B < QB, A, EB, IB, FB >
qu'ils sont isomorphes s'il existe une bijetion ϕ : QA 7→ QB telle que :
 ϕ(IA) = IB,
 ϕ(FA) = FB,
 pour tout état p ∈ QA et toute lettre a ∈ A, on a (p, a, q) ∈ EA ⇐⇒
(ϕp, a, ϕq) ∈ EB.










Fig. 2.2  Deux automates isomorphes
Automates déterministes
Un automate est déterministe si
 il possède un unique état initial,
 pour tout état q ∈ Q, et toute lettre a ∈ A, il existe au plus une transition
sortant de l'état p étiquetée par la lettre a.
On peut ainsi dénir la fontion de transition · de l'automate par :
Q×A 7→ Q
Un automate déterministe est déni omme un quintuplet < Q,A, q0, F, · >, où
q0 est l'unique état initial. On peut étendre ette fontion de transition aux mots.
Ainsi pour tout état q ∈ Q, on a
q · ε = q
On étend ensuite la fontion de façon réursive ave, pour tout mot w ∈ A∗, et toute
lettre a ∈ A :
q · wa = (q · w) · a
En résumé, on peut dire que q · w = p, s'il existe un hemin étiqueté par le mot w
partant de q et se terminant en p.
Théorème 7 (Myhill). Pour tout automate ni non déterministe, il existe un au-
tomate ni déterministe reonnaissant le même langage.
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1 2
a






Automates aessibles, o-aessibles, émondés
Un état p de l'automate est dit aessible s'il existe un hemin partant d'un état
initial de l'automate passant par p. De la même façon, on dira que p est o-aessible
s'il existe un hemin dans l'automate partant de p et passant par un état terminal.
Un automate est aessible si tout ses états sont aessibles et o-aessible si
tous ses états sont o-aessibles.


















Automates omplets et inomplets
Un automate est omplet si, pour tout état q de l'automate et pour toute lettre
a de l'alphabet, la transition sortant de p étiquetée par a est dénie. Si l'automate










Un automate est aylique si, pour tout état p de l'automate, il n'existe pas de
mot w ∈ A∗, tel que p · w = p.
Automates fortement onnexes
Un automate est fortement onnexe si pour toute paire d'états (p, q) de l'auto-
mate, il existe un hemin partant de p et terminant passant par q.
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La notion d'automate minimal est approfondie dans le Chapitre 6. Cet automate
est une représentation anonique d'un langage rationnel, puisqu'il s'agit de l'unique,
à isomorphisme près, automate déterministe aessible omplet à posséder le nombre
minimal d'états et qui reonnaît un langage donné.
Réapitulatif








Fig. 2.3  Réapitulatif des sous-ensembles de l'ensemble des automates détermin-
istes possiblement inomplets.
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3 Strutures de transitions
La struture de transitions d'un automateA =< Q,A,E, I, F > est le quadruplet
τ =< Q,A,E, I >. Cela revient à ignorer les états terminaux. Cette notion est
introduite dans [60℄ an de failiter l'énumération puis la génération d'automates
déterministes aessibles omplets sur un alphabet de taille 2. Un automate peut
ainsi être désigné par un ouple (τ, F ) et le nombre d'automates assoiés à une
struture de transitions donnée est 2n, le nombre d'ensembles d'états terminaux.
Notons que ette notion est à distinguer de elle de semi-automate, pour laquelle
on ignore l'ensemble des états initiaux en plus de elui des terminaux : la ombina-
toire n'est pas la même.
Dans les Chapitres 3 et 4, les strutures de transitions que l'on utilise sont déter-
ministes et aessibles. Dans le Chapitre 7, la ondition d'aessibilité n'est pas
toujours garantie. On préisera alors dans quel as on se trouve. Les strutures de
transitions sont toujours déterministes, tout omme les automates que l'on étudie.
Ce sont don des quadruplets τ =< Q,A, ·, q0 >. Le leteur pourra onsidérer que
ette aratéristique est impliite.
On note Cn l'ensemble des strutures de transitions déterministes aessibles
omplètes non-isomorphes. Dans le hapitre 3, page 44, on donne l'équivalent
asymptotique de |Cn|, établi par Korshunov dans [53℄ et reformulé par Bassino et
Niaud dans [10℄.
On note In l'ensemble des strutures de transitions déterministes aessibles
non-isomorphes. Dans le hapitre 4, page 54, on donne l'équivalent asymptotique
de |In|.
On note Tn l'ensemble des strutures de transitions déterministes omplètes. Si
l'alphabet ontient k lettres et les automates n états, on a alors nkn strutures de
transitions possibles et 2nnkn automates assoiés.
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Ce hapitre ontient une présentation des méthodes de générations aléatoires et
d'énumération d'automates déterministes aessibles omplets non-isomorphes.
On ommene par donner au leteur néophyte une intuition de la diulté de e
problème ainsi que de son intérêt, en le omparant à un problème plus simple.
Les automates déterministes omplets, si l'on s'autorise à avoir des automates
isomorphes et non néessairement aessible, sont à la fois simples à énumérer et à
engendrer : le nombre de strutures de transitions est égal au produit du nombre
d'états d'arrivées possibles pour haque transition. Si l'alphabet ontient k lettres
et les automates n états, on a alors nkn strutures de transitions possibles et 2nnkn
automates. Pour engendrer un automate aléatoirement, il sut, pour toutes les
transitions de l'automate, de hoisir uniformément parmi {1, . . . , n} l'état d'arrivée.
La diulté apparaît lorsque l'on ajoute la ondition d'aessibilité : pour toute
transition de l'automate, l'ensemble des états d'arrivée possible dépend de l'état
d'arrivée des autres transitions de l'automate. Les méthodes que l'on présente re-
posent sur deux bijetions (setion 2) :
 une bijetion entre l'ensemble des strutures de transitions déterministes a-
essibles omplètes non-isomorphes et un ensemble de diagrammes,
 une bijetion entre un ensemble de diagrammes, moins ontraint que le pre-
mier, et un ensemble de partitions d'ensemble.
Les premiers algorithmes proposés pour la génération aléatoire d'automates déter-
ministes utilisaient la méthode réursive présentée dans le hapitre 1. Plus réent,
l'algorithme de Bassino-Niaud (setion 4) utilise la méthode de Boltzmann (égale-
ment présentée dans le hapitre 1) pour engendrer des partitions d'ensembles, puis
utilise les bijetions mentionnées i-dessus.
On ommene par donner la dénition des objets pour lesquels les bijetions ont
été établies (setion 1).
1 Dénitions
1.1 Automate de Base
Un hemin simple dans un automate déterministe aessible omplet A =<
Q,A, ·, q0, F > est un hemin étiqueté par un mot u tel qu'il n'existe pas deux
préxes distints de u, notés uo et u1 tels que q0 · u0 = q0 · u1. Dit autrement, il
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s'agit d'un hemin partant de l'état initial et qui ne passe jamais deux fois par le
même état. On dénit l'appliation w de Q dans A∗ de la manière suivante : pour
tout état q ∈ Q par :
w(q) = minlex{u ∈ A∗ | q0.u = q et u est un hemin simple},
où minlex désigne le minimum selon l'ordre lexiographique.
Le mot w(q) existe toujours ar l'automate est aessible.
On dénit l'automate de base l'automate A =< Q,A, ·, q0, F > où tous les états
de Q ont été étiquetés par des mots (on a don Q ⊂ A∗) en utilisant la règle suiv-
ante : pour tout état u ∈ Q, w(u) = u. Deux automates de bases distints ne peuvent
don pas être isomorphes. Les tehniques de génération aléatoire d'automates déter-
ministes aessibles omplets non-isomorphes vont don s'intéresser aux automates
de base. On notera struture de transitions de base la struture de transitions d'un
automate de base.
On dénit l'arbre ouvrant d'un automate de base, omme la struture de tran-
sitions suivante :
 ses états sont eux de l'automate de base,
 pour tout état w(q), il existe une transition sortante étiquetée par une lettre
a dont l'état d'arrivée est w(p) si et seulement si w(p) = w(q) · a.




























Fig. 3.1  Un automate, son automate de base et son arbre ouvrant
1.2 Diagrammes marqués et Diagrammes k-Dyk
Un diagramme de longueur m et de hauteur n est une suite (x1, . . . , xm) d'entiers
roissants non négatifs pour laquelle xm = n, que l'on représente habituellement par
des diagrammes de boîtes, omme sur la Figure 3.2.
Un diagramme k-Dyk de taille n est un diagramme de longueur (k− 1)n+ 1 et
de hauteur n tel que :
pour tout i ≤ (k − 1)n, xi ≥ ⌈i/(k − 1)⌉.
Un diagramme marqué est une paire de suites ((x1, . . . , xm), (y1, . . . , ym)) où
(x1, . . . , xm) est un diagramme et pour tout i ∈ [[ 1..m ]], la yi-ème boîte de la
olonne i du diagramme est marqué (voir Figure 3.2). En onséquene, partant
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Enn, un diagramme k-Dyk marqué de taille n est un diagramme marqué dont
la suite (x1, . . . , x(k−1)n+1) est un diagramme k-Dyk de taille n.
Les diagrammes k-Dyk ont été introduits dans [60℄ et les diagrammes marqués





Fig. 3.2  Un diagramme de longueur 5 et de hauteur 4, un diagramme marqué, un
diagramme 2-Dyk et un diagramme marqué 2-Dyk.
1.3 Partitions d'un ensemble
On note Pn,m l'ensemble de toutes les partitions de l'ensemble {1, . . . , n} en m
sous-ensembles non-vides. Le ardinal de l'ensemble Pn,m est égal à {nm}, les nombres
de Stirling de seonde espèe, dont on rappelle la dénition i-dessous.
On rappelle que la fontion W de Lambert [27℄ est l'inverse de la fontion x 7→
xex. Sa branhe prinipale W0 est à valeur réelle pour x inlus dans [−e−1,+∞[ et






zn = z − z2 +O(z3) (3.1)
Les nombres de Stirling de seonde espèe peuvent être estimés asymptotique-
ment par la méthode du ol :
Théorème 8 (Good [38℄). Lorsque n et m tendent tous deux vers l'inni ave








où ρ = W0(−mn e−
m
n ) + m
n
est l'unique raine positive de l'équation nρ = m(1− e−ρ).











ave αk = (2π(ζk − (k − 1)))− 12 et βk = (kζk)kek−1(eζk−1) .
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2 Bijetions
La génération et l'énumération des automates déterministes aessibles utilise
un ensemble de bijetions qui ramène l'étude de es objets omplexes à des objets
ombinatoires mieux onnus. On explique aussi brièvement omment es bijetions
sont utilisées par leur auteurs.
2.1 Strutures de transitions et diagrammes k-Dyk marqués
Dans [60℄, Niaud introduit les diagrammes 2-Dyk, en bijetion ave les arbres
ouvrants des automates de base de même taille sur un alphabet à 2 lettres. Le
nombre d'automates de base assoiés à un même arbre ouvrant est égal au produit
de la hauteur des olonnes du diagramme 2-Dyk assoié. On peut don engendrer
les diagrammes 2-Dyk à l'aide de la méthode réursive, où le poids de haque
diagramme est égal au nombre d'automates assoiés.
Cette méthode fut ensuite généralisée à tout alphabet ni ontenant au moins
deux lettres par Champarnaud et Paranthoën dans [25℄.
Dans [10℄, Bassino et Niaud reformulent la bijetion en introduisant la notion
de diagramme marqué et donnent un algorithme de omplexité linéaire permettant
de passer d'un diagramme à une struture de transition de base.
Théorème 9. [10,25,60℄ L'ensemble Dn des strutures de transitions de base déter-
ministes aessibles omplètes à n états sur un alphabet à k lettres est en bijetion
ave l'ensemble Bn des diagrammes k-Dyk marqués de taille n. Cette transformation
et son inverse peuvent être alulées en temps linéaire.
Démonstration. Pour n ≥ 1, soit D = (A,Q, ·, ε) ∈ Cn une struture de transition
de base, déterministe, aessible, omplète, dénie sur un alphabet à k lettres. La
struture de transitions D étant omplète, elle ontient kn transitions de la forme
(u, α), ave u ∈ Q et α ∈ A. On partitionne l'ensemble de es transitions en fontion
de leur appartenane à l'arbre ouvrant. En utilisant les propriétés de l'étiquetage
des états de D, on peut dérire la partition de et ensemble omme suit : pour tout
état u ∈ Q,
 Si uα ∈ Q alors u · α = uα et (u, α) est une transition de l'arbre ouvrant.
 Si uα /∈ Q alors u · α <lex uα, et (u, α) est une transition manquante. Elle
n'appartient pas à l'arbre ouvrant.
Il existe n−1 transitions dans l'arbre ouvrant et (k−1)n+1 transitions manquantes.
Soit ν l'unique bijetion roissante de l'ensemble Q, ordonné dans l'ordre lexi-
ographique, vers {1, . . . , n}, 'est-à-dire pour laquelle ν(q) est le nombre d'éléments
de Q inférieurs ou égaux à q selon l'ordre lexiographique. A haque transition man-
quante on assoie une paire d'entiers t = (xt, yt) dénie par :{
xt = |{u ∈ Q | u <lex qα}|
yt = ν(q · α).
On ordonne ensuite les transitions manquantes de D selon la relation : (u, α) < (v, β)
si et seulement si uα <lex vβ. La bijetion Ψ entre l'ensemble Cn et l'ensemble des
diagrammes k-Dyk marqués de taille n peut alors être dénie omme suit : soit
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(t1, . . . , t(k−1)n+1) la suite des paires d'entiers assoiées aux transitions manquantes
de D, on a :
Ψ(D) = ((xt1 , . . . , xt(k−1)n+1), (yt1 , . . . , yt(k−1)n+1)).
L'appliation Ψ est une bijetion (voir [25, 60℄ pour plus de détails).
La suite (xt1 , . . . , xt(k−1)n+1) représente l'arbre ouvrant de D et dénit l'étiquetage
des états.
La suite (yt1 , . . . , yt(k−1)n+1) ontient toutes les informations néessaires sur les tran-
sitions manquantes :
u · α = ν−1(y(u,α)).
Ce qui onlut la preuve.
Dans le Chapitre 5, on utilise ette bijetion pour implanter un générateur ex-
haustif. A e stade, la méthode réursive néessitant de très lourds préaluls, le
générateur aléatoire est limité à des automates omposés d'une entaine d'états. En
eet, omme on le verra dans la setion 3, le nombre de strutures de transitions roît
de manière exponentielle. En plus de demander beauoup de temps, les préaluls
ont un oût en espae mémoire qui devient rapidement prohibitif.
2.2 Diagrammes marqués et partitions d'un ensemble
Théorème 10. [10℄ L'ensemble Pkn+1,n des partitions d'un ensemble de taille kn+1
en n sous-ensembles non-vides est en bijetion ave l'ensemble Bn des diagrammes
marqués de taille n. Cette transformation et son inverse peuvent être alulées en
temps linéaire.
Démonstration. On présente la onstrution bijetive d'un diagramme à partir d'une
partition Pkn+1,n. On onsidère que les sous-ensembles de la partition sont triés en
fontion de leur plus petit élément. On peut don indexer les sous-ensembles en
fontion de leur ordre d'apparition dans la partition. Soit σ : N 7→ N une appliation
qui, à tout entier i ∈ {1, . . . , kn+1}, assoie l'indie du sous ensemble de la partition
où se trouve i. On ommene par transformer la partition d'un ensemble en une paire
de suites ((x1, . . . , xkn+1), (y1, . . . , ykn+1) que l'on transformera ensuite en diagramme
marqué de taille n. Pour tout entier i ∈ {1, . . . , kn+ 1}, on a{
xi = max{σ(j) | j ≤ i}
yi = σ(i)
Pour obtenir un diagramme de taille n, on supprime toutes les entrées de type (xi, yi)
pour lesquelles :
∀j ∈ {1, . . . , i− 1}, xj < xi
Dit autrement, on supprime les olonnes dont les indies orrespondent aux plus
petites valeurs de haque sous-ensemble de la partition. La Figure 3.3 illustre ette
transformation.
La mise en évidene de ette bijetion a une double utilité. En eet, elle va
permettre :
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kn +1
1 62 54 103 7 98
n
11




P ={{1,3,6} {2,5}{4,10}{7,9,11} }{8}
Fig. 3.3  Passage d'une partition d'un ensemble de kn + 1 élément en n sous-
ensembles non-vides à un diagramme marqué de taille n.
 d'évaluer asymptotiquement le nombre d'automates à n états sur un alphabet
à k lettres en fontion du nombre de partitions d'un ensemble de taille kn en
n sous-ensembles non-vides (setion 3),
 d'engendrer uniformément des strutures de transitions en passant par les
partitions d'un ensemble, ave lesquels la méthode de Boltzmann s'applique
de façon élégante (setion 4).
3 Énumération des automates déterministes aes-
sibles omplets
Dans [53℄, Korshunov donne un équivalent asymptotique du nombre de strutures
de transitions déterministes aessibles omplètes à n états sur un alphabet à k
lettres. Ce résultat fut reformulé dans [10℄ à l'aide des nombres de Stirling de seonde
espèe.
Théorème 11 (Korshunov [52, 53℄). Le nombre |Cn| de strutures de transitions
déterministes aessibles omplètes à n états sur un alphabet à k lettres est asymp-
totiquement égale à :




















)−r , βk = (kζk)kek−1(eζk − 1)
et ζk est la raine positive de ρ = k(1− e−ρ).
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4 Algorithme de Bassino-Niaud
Dans [10℄, Frédérique Bassino et Cyril Niaud utilisent les théorèmes 9 et 10 an
d'obtenir un générateur aléatoire uniforme d'automates déterministes aessibles
omplets non-isomorphes, à partir des partitions d'un ensemble de taille kn + 1 en
n sous-ensembles non-vides. Dans et algorithme, on engendre une partition d'un
ensemble de taille kn en n sous-ensembles non-vides ave la méthode de Boltzmann,
puis on ajoute le (kn + 1)-ème élément de la partition. Du fait de e déoupage,
le générateur n'est pas uniforme sur Pkn+1,n, ar le (kn + 1)-ème élément ne peut
être isolé dans une part, mais reste uniforme sur les partitions k-Dyk. De plus, e
déoupage permet de failiter le alul du paramètre x du générateur de Boltzmann,
en le rendant uniquement dépendant du paramètre k (voir page 24).
Algorithme 9 : Générateur aléatoire d'automates
Données : le nombre d'états n, la taille de l'alphabet k
begin
Diagramme = ∅
tant que le Diagramme n'est pas k-Dyk faire
Partition = PartitionEnsembleAleatoire(kn, n)
Partition[kn + 1] = Valeur aléatoire entre 1 et n.
Diagramme = PartitionV ersDiagrammes(Partition)
Structure = DiagrammesV ersStructureDeTransitions(Diagramme)
pour q état de A faire Choisir uniformément si q est nal ou non
end
Théorème 12. Soit k un entier xé. La omplexité moyenne du générateur aléatoire




Démonstration. D'après les théorèmes 9 et 10, la transformation d'une partition
d'un ensemble en diagramme marqué, puis en struture de transitions, peut être ef-
fetuée en temps linéaire. La génération aléatoire de partitions d'un ensemble en
taille approhée présentée dans le hapitre 1, page 24, et le tirage aléatoire de
l'ensemble des état terminaux se font également en temps linéaire. L'algorithme
passe par deux phases de rejets potentiels.
1. Si la partition engendrée n'est pas de la taille souhaitée. On a vu dans le
hapitre 1, page 24, que la taille de haque sous-ensemble est tirée ave une loi
de Poisson, de telle sorte que l'espérane soit k. L'éart-type est don égal à
√
k.
Les n variables aléatoires étant indépendantes, l'éart-type de leur somme est
égal à
√
kn. De plus, la loi de Poisson est unimodale et la somme de variables
aléatoires indépendantes tirées ave une loi de Poisson l'est également. Par
suite, le nombre moyen de rejets est égal à Θ(
√
n).
2. Si le diagramme obtenu après transformation de la partition d'un ensemble
n'est pas un diagramme k-Dyk. Dans [10℄, les auteurs montrent que le nombre
de rejets est une onstante dépendant de k.
Dans les deux as, an de garantir l'uniformité, on reommene la génération dès le
début. Le générateur aléatoire a bien une omplexité moyenne de Θ(n
√
n).
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Dans e hapitre, on s'intéresse à la génération aléatoire des automates déter-
ministes aessibles. Comme on a pu le mentionner dans le hapitre préédent, la
diulté de e problème provient de la notion d'aessibilité. Les premiers généra-
teurs [25, 60℄ utilisaient la méthode réursive, dont le oût en temps et en mémoire
pose problème. Ii, on utilise la méthode de Boltzmann, qui nous permet d'obtenir
des générateurs aléatoires de omplexité moyenne O(n3/2) et néessite peu d'espae
mémoire. Ce hapitre est organisé de la façon suivante :
 on présente une reformulation de l'algorithme de Bassino-Niaud (setion 1),
dans laquelle on supprime le passage par les diagrammes marqués, en établis-
sant une bijetion direte entre les strutures de transitions déterministes a-
essibles omplètes et des partitions partiulières d'un ensemble. En d'autres
















On obtient ainsi un générateur aléatoire plus rapide. On ommenera par don-
ner la bijetion, avant de dérire l'algorithme permettant de passer diretement
d'une struture de transitions à une partition d'un ensemble et l'algorithme
permettant la transformation inverse.
 Dans la setion 2.1, on s'intéresse à la génération aléatoire d'automates qui
ne sont plus néessairement omplets. Dans e but, on propose une méthode
pour ompléter un automate qui est ompatible ave la transformation qui
vient d'être évoquée. Il s'agit une bijetion entre un sous-ensemble En+1 de
strutures de transitions omplètes partiulières à n + 1 états et l'ensemble
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In des strutures de transitions déterministes aessibles de taille n (lesquels
peuvent don être omplets ou inomplets). La transformation que l'on utilise












 Dans la setion 2.2, pour traiter es as d'automate éventuellement inomplet,
on généralise la bijetion entre struture de transitions et partitions d'un en-
semble. Plus préisément, on présente une bijetion entre l'ensemble En des










On en déduit une estimation asymptotique du nombre d'automates détermi-
nistes aessibles (setion 1). On montre qu'il existe une proportion onstante
d'automates omplets et d'automates inomplets parmi les déterministes a-
essibles. Autrement dit, le nombre d'automates inomplets est asymptotique-
ment proportionnel au nombre d'automates omplets.
 On utilise l'ensemble des résultats préédents pour onstruire un algorithme
de génération aléatoire d'automates déterministes aessibles possiblement in-
omplets (setion 2). La omplexité moyenne de e générateur, basé sur la
méthode de Boltzmann, est O(n√n). De plus il néessite très peu d'espae
mémoire.
Un équivalent de l'ensemble de es résultats a été publié dans [6, 7℄. La bijetion
présentée dans la setion 2.2 est inédite, bien qu'induite par les résultats donnés
dans [6℄.
1 Reformulation de l'algorithme lassique
On présente ii une transformation bijetive entre un ensemble partiulier de
partitions d'un ensemble et les strutures de transitions déterministes aessibles
omplètes. On a vu dans le hapitre préédent que les partitions d'un ensemble sont
en bijetion ave les diagrammes marqués, et qu'un sous-ensemble de es diagrammes
marqués, respetant la ondition k-Dyk, est en bijetion ave les strutures de
transitions. On ommene par aratériser l'ensemble des partitions d'un ensemble
qui sont en bijetion ave les diagrammes marqués k-Dyk : les partitions k-Dyk
d'un ensemble.
Partition k-Dyk d'un ensemble. Soit un entier k ≥ 2. Une partition d'un
ensemble P = {P1, . . . , Pn} de Pkn+1,n, où les parties Pi sont triées en fontion de
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leur plus petit élément, est une partition k-Dyk d'un ensemble si elle satisfait la
ondition suivante :
pour tout j ∈ {1, . . . , n}, min{i | i ∈ Pj} ≤ k(j − 1) + 1
Par exemple, pour l'ensemble {1, . . . , 13} et n = 4, la partition d'un ensemble
P = {{1, 11, 13}, {2, 3, 6, 9}, {4, 8, 10}, {5, 7, 12}}
est une partition d'un ensemble 3-Dyk. En revanhe,
P = {{1, 2, 3, 4, 11}, {5, 9, 13}, {6, 8, 10}, {7, 12}}
n'en est pas une. En eet, pour j = 2, min{i | i ∈ Pj} = 5 et k(j − 1) + 1 = 4.
On présente maintenant la nouvelle bijetion qui permet de simplier, d'un point
de vue algorithmique, le générateur aléatoire d'automates déterministes aessibles
omplets proposé dans le hapitre préédent.
Bijetion. Soit D = (A,Q, ·, ε) une struture de transitions aessible et omplète
à n états sur un alphabet à k lettres ordonnées A = {a1, . . . , ak}. On ajoute formelle-
ment la transition (∅, ε), qui peut être vue omme la èhe entrante marquant l'état
initial dans la représentation graphique de D. Par onvention, ∅ · ε = ε, l'état initial
de D.
Soit TD l'ensemble des transitions de D qui inlut la transition qui vient d'être
ajoutée. Par onstrution |TD| = kn + 1. On numérote de 1 à kn + 1 les transi-
tions t = (u, a) de TD. le numéro n(t) ∈ {1, . . . , kn+ 1} en utilisant un parours en
profondeur de D et en respetant l'ordre lexiographique :
n((∅, ε)) = 1
et pour tout t = (u, a) et t′ = (u′, a′) dans TD \ {(∅, ε)}, on a
n(t) < n(t′) si et seulement si ua <lex u
′a′.
Le parours eetué pour numéroter les transitions est identique a elui utilisé pour
onstruire l'automate de base, déni page 39. La Figure 1 illustre un exemple de e
type d'étiquetage.
Soit PD = {P1, . . . , Pn} la partition d'un ensemble de Pkn+1,n telle que pour tous
i et j de {1, . . . , kn+ 1}, i = n((u, a)) et j = n((u′, a′)) sont dans la même partie
de PD si et seulement si u · a = u′ · a′. En d'autres termes, i et j sont dans la même
partie lorsque les deux transitions assoiées à es nombres aboutissent dans le même
état de D.
On note χ l'appliation de l'ensemble de strutures de transitions à n états dans
Pkn+1,n, où χ(D) = PD est la partition dénie i-dessus.
Théorème 13. Pour tout n ≥ 1 et k ≥ 2, l'appliation χ qui transforme D en PD
est une bijetion de l'ensemble des strutures de transitions d'automates de base à
n états sur un alphabet à k lettres dans l'ensemble des partitions k-Dyk de Pkn+1,n.
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Fig. 4.1  À gauhe : une struture de transitions D. À droite :
les transitions numérotées en eetuant un parours en profondeur et
en respetant l'ordre lexiographique. La partition d'un ensemble PD =
{{1, 11, 13}, {2, 3, 6, 9}, {4, 8, 10}, {5, 7, 12}} est obtenue en regroupant les valeurs
assoiées aux transitions dont l'état d'arrivée est le même.
Démonstration. Soit P = {P1, . . . , Pm} une partition d'un ensemble dans Pn,m et ℓ ∈
{1, . . . , n}. La ℓ-ème sous-partition de P , notée P (ℓ), est la partition d'un ensemble
de {1, . . . , ℓ} dont les éléments sont les sous-ensembles non vides Pi ∩ {1, . . . , ℓ}
ave i ∈ {1, . . . , m}. Ainsi don, la partition d'un ensemble P (ℓ) ontient au plus m
sous-ensembles non vides.
Une onstrution permettant de transformer une partition d'un ensemble P =
{P1, . . . , Pn} de Pkn+1,n en diagramme marqué de largeur kn + 1 et de hauteur n
est donnée dans la preuve du théorème 10, page 43. Si l'on admet que les ensembles
P ′i sont triées en fontion de leur plus petit élément, le diagramme marqué B =
((x1, . . . , xkn+1), (y1, . . . , ykn+1)) est tel que, pour tout i ∈ {1, . . . , kn+ 1},
 xi est égal au nombre de sous-ensembles dans la sous-partition P
(i)
,
 yi est l'indie du sous-ensemble de P auquel i appartient.
Un diagramme marqué k-Dyk est obtenu en enlevant de B les olonnes orrespon-
dant aux plus petits éléments de haque partie de P . Cette onstrution étant une
bijetion de l'ensemble de partitions k-Dyk de Pkn+1,n dans les diagrammes mar-
qués k-Dyk de taille n, on utilise le théorème 9 (page 42), selon lequel il existe une
bijetion entre les diagrammes et les strutures de transitions, pour onlure que les
deux ensembles onsidérés dans l'énoné du théorème 13 sont de même ardinalité.
On montre à présent que χ, l'appliation de l'ensemble des strutures de transi-
tions à n états dans Pkn+1,n, est une injetion. On suppose que D = (A,Q, ·, ε) et
D′ = (A,Q′, ∗, ε) sont les strutures de transitions de deux automates de base déter-
ministes aessibles omplets distints à n états. Soit e = (p, a) la première transition
renontrée dans un parours en profondeur de D et D′ telle que p · a 6= p ∗ a, 'est-à-
dire que l'état d'arrivée de la transition partant de p et étiquetée par a n'est pas le
même dans D et D′. On remarque que les états dont l'étiquette est inférieure ou égal
à p dans l'ordre lexiographique sont exatement les mêmes dans D et D′. Soient
q = p · a et q′ = p ∗ a. On suppose par symétrie que q est stritement inférieur à q′
dans l'ordre lexiographique. Ainsi, q est inférieur ou égal à p et appartient à Q et
à Q′. En onséquene, n(e) est dans le même sous-ensemble de PD que la première
arête aboutissant dans q, e qui n'est pas le as dans PD′. L'appliation χ est don
une injetion.
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Pour onlure, on prouve que l'image par χ d'une struture de transitions om-
plète à n états sur un alphabet à k lettres est une partition k-Dyk de Pkn+1,n. En
raisonnant par l'absurde, on suppose qu'il existe une struture de transitions D d'un
automate de base pour lequel e n'est pas le as. Soit PD = {P1, . . . , Pn}, tel que les
sous-ensembles Pi sont triés selon leur plus petit élément. Soit ℓ le plus petit entier
positif, appartenant à {2, . . . , m}, tel que le plus petit élément de Pℓ est stritement
supérieur à k(ℓ−1)+1. Ainsi, les états d'arrivée des k(ℓ−1)+1 premières transitions
de D sont inlus dans {1, . . . , ℓ− 1}, formant une struture de transition omplète
à ℓ − 1 états. La struture de transitions D n'est don pas aessible, e qui est
une ontradition. Ainsi, χ est également une surjetion dans le sous-ensemble de
Pkn+1,n onstitué des partitions k-Dyk d'un ensemble.
On donne à présent l'algorithme permettant de transformer une partition k-Dyk
d'un ensemble en une struture de transitions en partition k-Dyk d'un ensemble.
1.1 Des partitions d'un ensemble aux strutures de transi-
tions
L'algorithme i-dessous est une amélioration de l'algorithme 9, page 45. Sa om-
plexité est linéaire. Partant d'une partition d'un ensemble, au lieu de aluler le
diagramme marqué puis la struture de transitions assoiée, on alule diretement
la struture de transitions. Au ours de l'algorithme, on onsidère que les sous-
ensembles P = {P1, . . . , Pn} de la partition sont triés selon leur plus petit élément.
L'algorithme est basé sur le fait que les valeurs numériques des éléments de P or-
respondent aux transitions de la struture obtenue en sortie en fontion de l'ordre
dans lequel elles sont renontrées dans un parours en profondeur et que, lorsque
i ∈ Pj, l'état d'arrivée de la i-ème transition est j.
Algorithme 10 : DesPartitionsAuxStruturesDeTransitions(P )
Données : Une partition k-Dyk d'un ensemble P = {P1, . . . , Pn} de Pkn+1,n
S = pile vide1
Créer l'état initial q0 = 12
nouvelEtat = 2 // il s'agit de l'indie du prohain nouvel état3
pour haque a ∈ A dans l'ordre alphabétique inverse faire4
Ajouter (q0, a) dans S5
pour tous les i ∈ {2, .., kn + 1} faire6
Extraire une paire (p, a) de S7
q = j, ave i ∈ Pj8
si q = nouvelEtat alors9
Créer l'état q10
nouvelEtat = nouvelEtat + 111
pour haque b ∈ A dans l'ordre lexiographique inverse faire12
Ajouter (q, b) dans S13
Ajouter une transition de p vers q étiquetée par a14
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2 Génération aléatoire d'automates possiblement in-
omplets
On note In l'ensemble des strutures de transitions déterministes aessibles à n
états sur un alphabet à k lettres, 'est-à-dire l'ensemble des strutures de transitions
pouvant être omplètes ou inomplètes.
Dans ette setion, on présente un générateur aléatoire uniforme sur In, basé sur
la méthode de Boltzmann et sur deux transformations ombinatoires des strutures
de transitions possiblement inomplètes.
La première est une bijetion non lassique entre un sous-ensemble En+1 de stru-
tures de transitions omplètes à n+1 états et l'ensemble In, qui satisfait la propriété
suivante : les arbres ouvrants de deux strutures de transitions sont égaux si et
seulement si les deux arbres ouvrants des strutures après transformation le sont
également.
La seonde lie les strutures de transitions possiblement inomplètes à une sous-
lasse de partitions k-Dyk d'un ensemble. On utilisera ette dernière pour énumérer
les strutures de transitions dans la setion 2.3.
2.1 Des strutures de transitions aux strutures de transi-
tions omplètes
En théorie des automates, un automate inomplet est habituellement transformé
en un automate omplet reonnaissant le même langage par la méthode dite de
omplétion, qui onsiste à ajouter un état puits, lequel devient l'état d'arrivée de
toutes les transitions jusqu'alors indénies. Cette transformation n'est pas adaptée
au as présent. En eet, si deux automates inomplets ont le même arbre ouvrant,













Fig. 4.2  Sur la gauhe, les deux strutures de transitions partagent le même arbre
ouvrant. Sur la droite, on peut voir leur arbre ouvrant respetif, après l'ajout d'un
état puits suivant la méthode de omplétion usuelle.
On présente don une autre transformation, notée φ, que l'on dénit de la façon
suivante : à toute struture de transitions I ∈ In, ave I = (A,Q, ·, ε), on assoie
une struture de transitions de base omplète (les états sont don étiquetés par des
mots, voir dénition page 39) : φ(I) = (A,Q′, ∗, ε) appartenant à l'ensemble Cn+1.
L'ensemble Q′ des états de φ(I) est déni omme suit :
Q′ = {ε} ∪ akQ où ak = max
lex
{α ∈ A}
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Les transitions de φ(I) sont dénies par :
ε ∗ α = ε si α 6= ak
ε ∗ ak = ak
q′ ∗ α = ak(q · α) si ∃q ∈ A∗, q′ = akq et q · α 6= ∅
q′ ∗ α = ε si ∃q ∈ A∗, q′ = akq et q · α = ∅.
La onstrution se déroule de la façon suivante :
 on ajoute un nouvel état, qui devient l'état initial ε de φ(I) et une transition
ε ∗ ak = q0, étiquetée par la plus grande lettre de l'alphabet et où q0 est l'état
initial de I,
 on réétiquette la struture de transitions an d'obtenir la struture de transi-
tions d'un automate de base,
 on hange les transitions indénies q · α = ∅ en q ∗ α = ε.
On remarque que φ ne préserve pas le langage reonnu par l'automate. En revanhe,
φ préserve la propriété d'aessibilité : si dans un automate I, tous les états sont
aessibles à partir de l'état initial q0, la fontion φ rajoutant une transition de ε
vers q0, alors tous les états de φ(I) sont aessibles à partir de ε.
Lemme 14. On note En le sous-ensemble des strutures de transitions de Cn tel que
ε ·α = ε pour α ∈ A \ {maxlex{α ∈ A}}. La fontion φ est une bijetion de In dans
En+1.
D'après la dénition de φ, En+1 = φ(In). L'inverse de φ est obtenu en retirant
l'état initial, en faisant de l'état ak l'état initial, et en réétiquetant les états. La
Figure 4.3 ontient un exemple de transformation.






Fig. 4.3  A gauhe une struture de transitions de base inomplète de taille 2. A
droite, la struture de transitions de taille 3 obtenue à l'aide de la transformation
φ.
2.2 Des partitions k-Dyk d'un ensemble assoiés aux élé-
ments de En
On renvoie le leteur à la dénition de l'appliation χ qui à toute struture de
transitions de base à n états sur un alphabet de taille k assoie une partition d'un
ensemble de taille kn + 1 en n sous-ensembles non-vides. L'image de En par χ est
faile à aratériser.
Théorème 15. Soit Fn ⊂ Pkn+1,n l'ensemble des partitions k-Dyk d'un ensemble
de taille kn + 1 telles que pour tout i ∈ {1, . . . , k}, i ∈ P1. Pour tout n ≥ 2, χ est
une bijetion entre En et Fn.
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Démonstration. Soient A = {a1 < . . . < ak} et I = (A,Q, ·, ε) ∈ Cn. On a I ∈ En si
et seulement si
pour tout i ∈ {1, . . . , k − 1}, ε · ai = ε.
On rappelle que la partition d'un ensemble χ(I) est telle que pour tous i et j de
{1, . . . , kn + 1}, i et j sont dans la même partie si et seulement si u.a = u′.a′, où
n(u, a) = i et n(u′, a′) = j. On rappelle également qu'une transition (∅, ε) est ajoutée
aux strutures de transitions, de sorte que :
n((∅, ε)) = 1.
Les sous-ensembles de la partition étant par dénition ordonnés en fontion de leur
plus petit élément, on a 1 ∈ P1. De plus, ε est le seul mot de Q qui ne ommene
pas par ak. Ainsi, les k − 1 premières transitions indénies de I sont (ε, a1), . . .,
(ε, ak−1). Par suite, I ∈ En si et seulement si
pour toute transition t telle que n(t) ≤ k, on a n((ε, ai)) ∈ P1.
et χ(I) ∈ Fn. Cei onlut la preuve.
2.3 Énumeration des automates déterministes aessibles
L'énumération des strutures de transitions possiblement inomplètes utilise le
lemme suivant :
Lemme 16. Pour tout entier xé k ≥ 2, lorsque n tend vers l'inni, on a{
kn+1
n+1
} ∼ eζk {knn } ave ζk = W0(−ke−k) + k.
























ave αk = (2π(ζk − (k − 1)))− 12 et βk = (kζk)kek−1(eζk−1) .









= f(k − k−1
n+1
). Comme la fontion f est
analytique, on peut aluler son développement de Taylor :
ρn,k = f
(
k − k − 1
n+ 1
)















D'après le théorème 8 on a :{
kn+1
n+1
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(eρn,k − 1)n+1 ∼ (eζk − 1)n+1e−
(k−1)f ′(k)eζk
eζk−1
ρkn+1n,k ∼ ζkn+1k e−
k(k−1)f ′(k)
ζk












} ∼ eζk {knn }, e qui onlut la preuve.
Le théorème 17 montre qu'il y a Θ(n 2n {knn }) automates de base déterministes
et aessibles à n états sur un alphabet de taille k.
Théorème 17. Le nombre |In| de strutures de transitions de base déterministes et
aessibles à n états sur un alphabet à k lettres est Θ(n {knn }).
Démonstration. Tout d'abord, on a |Cn| ≤ |In| ar Cn ⊂ In. Le théorème 11 nous
donne une borne inférieure. On herhe don à majorer |In|.
On a montré qu'il existe une bijetion en deux étapes entre l'ensemble In et
l'ensemble Fn+1 des partitions k-Dyk d'un ensemble telles que pour tout entier
i ∈ {1, . . . , k}, i ∈ P1.
Il existe une bijetion entre l'ensemble Fn+1, 'est-à-dire l'ensemble des partitions
d'un ensemble kn + k + 1 en n + 1 sous-ensembles non-vides, telles que pour tout
i ∈ {1, . . . , k}, i ∈ P1, et l'ensemble des partitions d'un ensemble kn + 2 en n + 1
sous-ensembles non-vides : il sut de supprimer de la partition les valeurs {2, . . . , k}
de la partition et de remplaer toute valeur j > k de la partition par j − (k − 1).





. On utilise le lemme 16 et la relation de réur-













= {kn+1n }+ (n + 1)eζk {knn }
par le même raisonnement on obtient {kn+1n } = Θ(n {knn }). Cei onlut la preuve.
Corollaire 18. Lorsque n tend vers l'inni, on a |Cn| = Θ(|In \ Cn|) = Θ(|In|).
2.4 Engendrer les partitions d'un ensemble
An d'engendrer uniformément des partitions d'un ensemble à kn+1 éléments en
n+1 sous-ensembles non-vides, on ommene par onsidérer l'ensemble des partitions
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d'un ensemble en n+1 sous-ensembles non-vides. La série génératrie exponentielle





En utilisant une onstrution à la Boltzmann, on engendre la taille de haun des
n+1 sous-ensembles, en supposant que ette valeur suit une loi de Poisson non nulle
Pois≥1 de paramètre x. La taille moyenne de la partition obtenue est :





ex − 1 .
Puisque l'on veut une partition d'un ensemble à kn + 1 éléments, la valeur du
paramètre xn est hoisie de telle façon que :
(n+ 1)xn
exn
exn − 1 = kn+ 1,
'est-à-dire, xn = ρn,k (voir la preuve du lemme 16). Lorsque le paramètre de Boltz-
mann xn est égal à ρn,k, la probabilité qu'une partition d'un ensemble aléatoire soit
de taille kn+ 1 est [31℄ :












(eρn,k − 1)n+1 .
Cette valeur peut-être estimée asymptotiquement en utilisant la même méthode que
dans la preuve du lemme 16 :




2.5 Générateur aléatoire d'automates possiblement inom-
plets
L'algorithme que l'on présente ii utilise l'algorithme 10 an d'engendrer uni-
formément des automates déterministes aessibles à n états sur un alphabet à k
lettres. Le prinipe est le suivant :
 on engendre uniformément un partition de {1, k + 1, k + 2, . . . , k(n + 1)}, un
ensemble de kn+ 1 éléments, en n+ 1 sous-ensemble non-vides,
 on ajoute les valeurs {2, . . . , k} dans le premier sous-ensemble,
 on ajoute la valeur k(n + 1) + 1 dans un des n + 1 sous-ensembles non-vides,
hoisi uniformément. Tout omme pour l'algorithme 9, page 45, du fait que
ette dernière valeur soit tirée séparement, le générateur aléatoire n'est plus
uniforme sur Pkn+1,n+1 mais l'est enore sur les partitions k-Dyk.
Le détail de l'algorithme est donné i-dessous.
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Algorithme 11 : StrutureDeTransitionAleatoire(n)
Données : La taille n de l'automate
Caluler ρn,k en utilisant l'Équation (3.1) p.41.1
répéter2
répéter3
pour i ∈ {1, . . . , n+ 1} faire λi = Pois≥1(ρn,k)4
jusqu'à λ1 + · · ·+ λn+1 = kn + 15
P = {{1, . . . , λ1}, {λ1 + 1, . . . , λ1 + λ2 + 1}, . . . , {λ1 + . . . λn+1, . . . , kn+ 1}6
σ =PermutationAleatoire({1, . . . , kn+ 1} 7→ {1, k + 1, . . . , k(n+ 1)})7
Remplaer haque i ∈ {1, . . . , kn+ 1} de P par σ(i)8
pour haque i ∈ {2 . . . k} faire Ajouter i dans P19
Choisir uniformément j ∈ {1, . . . , n+ 1} et ajouter k(n + 1) + 1 dans Pj10
jusqu'à e que P soit une partition k-Dyk d'un ensemble11
A′ =DesPartitionsAuxStruturesDeTransitions(P )12
Caluler A à partir de A′ en supprimant l'état initial, les transitions13
entrantes ou sortantes du premier ensemble, et en désignant le deuxième état
omme initial.
pour q état de A faire Choisir uniformément si q est nal ou non14
Théorème 19. La omplexité moyenne du générateur aléatoire est O(n3/2).
Proof : Toutes les étapes peuvent être exéutées en temps linéaire, si le nombre de
rejets n'est pas pris en ompte. Dans un algorithme ave rejet, si la propriété est
vraie ave probabilité p, le nombre moyen de rejet est 1/p. Ainsi, en utilisant le
théorème 17 et le lemme 16, on en déduit que le nombre moyen de rejets eetués
à l'Étape 5 est borné par une onstante. L'Équation (4.1) p. 56 nous dit qu'en
moyenne, il y a O(√n) rejets à la ligne 11. 
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582. GÉNÉRATION ALÉATOIRE D'AUTOMATES POSSIBLEMENT INCOMPLETS
Chapitre 5
Logiiels et expérienes
Dans e hapitre, on présente une bibliothèque en C++ nommée REGAL, ainsi que
son programme assoié, PREGA, développé dans le adre de ette thèse et tous deux
sous liene GNU. En utilisant les générateurs dérits dans les hapitres préédents,
ils vont permettre à leur utilisateur d'engendrer aléatoirement et exhaustivement
des automates déterministes aux diverses propriétés, dans le but d'étudier l'objet en
lui-même mais aussi les algorithmes qui s'y appliquent.
Dans la setion 1, on présente l'ensemble des générateurs et des outils d'analyses
proposés par REGAL. Cette partie a fait l'objet de publiations à CIAA'07 [5℄ et
MAJECSTIC'07 [29℄. Outre le programme PREGA, il existe des outils de manipula-
tions d'automates [28,54℄ qui utilisent REGAL. On donnera la omplexité amortie du
générateur exhaustif d'automates déterministes aessibles omplets.
Dans la setion 2, on donne une desription de l'utilisation de PREGA et quelques
exemples d'automates engendrés par le programme.
Dans la setion 3, on présente un ensemble de résultats expérimentaux obtenus
à l'aide de es outils, lesquels nous permettent d'établir des onjetures rédibles.
1 Desription de la bibliothèque REGAL
Le ode soure de REGAL (environ 5 000 lignes) ainsi que sa doumentation sont
disponibles à l'adresse http ://regal.univ-mlv.fr.
Le hoix du langage de programmation a été guidé par deux objetifs :
le langage devait être générique pour permettre à l'utilisateur de dérire sa pro-
pre implantation d'automates et l'exéution du ode devait être rapide pour per-
mettre la génération en grand nombre d'automates de grande taille. Parmi les
langages répondant à es besoins, le C++ est le plus utilisé de tous et il existe
d'autres logiiels manipulant les automates programmés dans le même langage,
omme VAUCANSON [26, 55℄. C'est pourquoi nous avons opté pour e langage.
Automates. Bien que les algorithmes de REGAL utilisent des entiers pour dérire
les étiquettes des états et des transitions, es dernières ont été odées omme des
types paramétrés, 'est-à-dire qu'ils sont entièrement génériques. La tradution d'un
type quelonque à un entier a été automatisée (en utilisant les Maps du C++).
L'utilisateur peut don failement dénir ses propres étiquettes.
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Les automates de REGAL ont été implantés ave des tables de transitions : les pre-
miers algorithmes étant destinés aux automates déterministes omplets, e mode de
représentation semblait le plus approprié. Si toutefois un utilisateur souhaite dénir
son propre type d'automate, la lasse qu'il dénit devra hériter de la lasse ab-
straite qui dénit l'objet automate, laquelle ontient un ensemble de méthodes que
l'utilisateur devra redénir, an de pouvoir utiliser les algorithmes de génération
d'automates oerts par REGAL. Ce faisant, la bibliothèque REGAL a pu être utilisée
pour engendrer diretement des automates de type VAUCANSON,
Outils d'analyse :
La bibliothèque est équipée de méthodes qui permettent de failiter la mise en
plae de tests par l'utilisateur. On reense les outils suivants :
 Les moments : une lasse alule à la volée la moyenne, la variane et l'éart-
type des valeurs qui sont passées en paramètre.
 Ahage : la mise en page de données expérimentales, permettant de les af-
her ave l'outil gnuplot sous forme de ourbes ou d'histogramme est automa-
tisée.
 Conversion : il est possible d'enregistrer les automates aux formats GasteX,
DoT ou XML.
Il ne s'agit ertes pas d'outils omplexes, mais il est à espérer que leurs présene
dans la bibliothèque en failite la prise en main par ses utilisateurs.
1.1 Générateurs exhaustifs
On utilise une méthode standard [62℄ pour engendrer tous les automates détermin-
istes aessibles et omplets de taille n donnée. On dénit un ordre total sur leurs
représentations en diagrammes k-Dyk marqués (voir théorème 9) et on fournit 3
méthodes pour aluler le minimum (first), le suesseur d'un diagramme donné
(next) et pour vérier si le maximum est atteint (last) ou non (voir la Figure 5.1).
Le but de es trois méthodes est d'imiter les itérateurs du C++, an de les rendre
failes à utiliser pour l'utilisateur. Tous les ensembles possibles d'états terminaux
sont également engendrés.
Soient D = (x,y) et D′ = (x′,y′) deux diagrammes k-Dyk de taille n marqués. On
dit que D est plus petit que D′, soit lorsque le veteur x est stritement inférieur à
x
′




Le plus petit diagramme k-Dyk de taille n marqué pour et ordre est
Dmin = ((x1, . . . , x(k−1)n+1), (1, . . . , 1)),
où xi = ⌈i/(k − 1)⌉, et le plus grand est
Dmax = ((n, . . . , n), (n, . . . , n)).
Soit D = (x,y) un diagramme k-Dyk marqué qui n'est pas égal à Dmax :
(a) Si x 6= y, le suesseur de D est obtenu en hangeant yi en yi + 1, où i est
le plus grand indie tel que yi < xi.
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(b) Si x = y, soit i le plus grand indie tel que xi < n. Le suesseur de
D est D′ = ((x1, . . . , xi−1, xi + 1, x
′
i+1, . . . , x
′
(k−1)n+1), (1, . . . , 1)) où pour tout
j ≥ i+ 1, x′j = max (xi + 1, ⌈j/(k − 1)⌉).
Fig. 5.1  Dmin,Dmax et next appliqué au as (b) ave i = 2
Complexité amortie. En utilisant et ordre sur l'ensemble des diagrammes k-
Dyk marqués de taille xée, les trois algorithmes first, next et last ont une
omplexité linéaire dans le pire as.
Lemme 20. La omplexité amortie de la fontion next est O(1).
Démonstration. SoitO(κ) le oût de la fontion next, où κ est le nombre de olonnes





où yi est la hauteur de la i-ième olonne. Cette valeur est largement inférieure à
1
κ
, la omplexité amortie de la fontion next est don O(1) et la omplexité de la
génération exhaustive de tous les automates de l'ensemble Cn est O(|Cn|).
1.2 Générateurs aléatoires
On présente dans ette sous-setion l'ensemble des générateurs implantés dans
REGAL. On l'a déjà expliqué plusieurs fois préédement : pour engendrer ertains
automates aléatoires, il est possible d'engendrer séparement la struture de transi-
tions et l'ensemble des états terminaux. On présente don dans un premier temps
l'ensemble des générateurs de strutures de transitions, puis elui des états ter-
minaux, et enn les générateurs obtenus après la réunion des deux, et l'utilisation
de la méthode du rejet.
Strutures de transitions
 Automates déterministes omplets : pour la distribution uniforme parmi les
déterministes omplets, où l'on néglige la question des automates isomorphes
ou aessibles, engendrer une struture de transitions aléatoire orrespond à
tirer k appliations aléatoires de {1, . . . , n} dans {1, . . . , n}. C'est-à-dire, pour
toutes les transitions de l'automate, tirer l'état d'arrivée ave une loi uniforme
parmi {1, . . . , n}.
 Automates déterministes aessibles omplets, inomplets, possiblement in-
omplets : on renvoir le leteur aux hapitres 3 et 4.
 Transduteurs déterministes aessibles (in)omplets : engendrer des transdu-
teur lorsque l'automate sous-jaent est omplet ne présente auune diulté :
il sut, pour haque transition, de hoisir une valeur de sortie aléatoirement.
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Le as où l'automate est inomplet est plus omplexe ar la méthode préé-
dente ne garantit plus l'uniformité. REGAL implante la méthode dérite dans
[40℄. Notons qu'il est possible d'assoier à haque lettre de l'alphabet d'entrée
un sous-ensemble de l'alphabet de sortie, an d'imposer des restritions.
 Tries : un trie est un automate dont la struture de transition est un arbre. On
engendre et arbre aléatoirement à l'aide de l'algorithme de Remy [64℄ (voir
setion 1.1, page 20).
Ensembles d'états terminaux On a envisagé deux distributions pour les en-
sembles d'états terminaux.
 Distribution de Bernoulli : on xe une probabilité p ∈]0 . . . 1[. Pour tout état de
l'automate, on déide ensuite si elui i est terminal en tirant uniformément
une valeur x entre 0 et 1. Si x ≤ p alors l'état est terminal, sinon il est
non-terminal. En utilisant ette méthode, le nombre d'états terminaux roît
de façon linéaire ave n, puisque le nombre moyen d'états terminaux sera pn.
Cette méthode permet d'obtenir des générateurs uniformes en prennant p = 1
2
,
mais ne fournira que très rarement des automates de grandes tailles ave peu
d'états terminaux.
 Fixer le nombre d'états terminaux : ette méthode permet d'obtenir des au-
tomates de grandes tailles ave très peu d'états terminaux. L'utilisateur xe
la taille de l'ensemble F des états terminaux, qui seront hoisis uniformément
parmi les états de Q.
On verra par la suite que l'utilisation de es deux distributions permet d'obtenir
des résultats très diérents dans l'étude expérimentale du omportement moyen des
algorithmes appliqués aux automates.
Générateurs eaes par la méthode du rejet :
Les générateurs que l'on obtient ii en utilisant la méthode du rejet peuvent être
obtenus indiérement en partant de générateurs d'automates déterministes aessi-
bles omplets, inomplets, ou possiblement inomplets.
 Automates fortements onnexes : selon un résultat énoné par Korshunov [52℄,
il existe une proportion onstante d'automates fortement onnexes parmi les
automates déterministes aessibles omplets (79% pour un alphabet de taille 2,
94% pour un alphabet de taille 3, . . .). D'après le orollaire du théorème 17,
page 55, on a un résultat équivalent sur les automates possiblement inomplets.
 Automates émondés : la proportion d'automates ne ontenant auun état
terminal étant négligeable, la proportion d'automates émondés est une on-
séquene direte du résultat préédent : un automate fortement onnexe on-
tenant au moins un état nal est émondé.
 Automates minimaux : ii les automates sont bien sûr omplets. Comme on le
verra dans la setion 3, il existe expérimentalement une forte proportion d'au-
tomates minimaux parmi les automates déterministes aesssibles omplets.
Partant de e générateur, on a don obtenu un générateur aléatoire d'auto-
mates minimaux.
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2 Desription du programme PREGA
Le logiiel PREGA fut développé pour permettre à des utilisateurs rétients à
manipuler du C++ d'eetuer des tests sur des automates aléatoires.
2.1 L'interfae utilisateur
Une fois le programme installé, l'utilisateur dérit l'ensemble des automates qu'il
souhaite engendrer à l'aide d'un hier XML (un exemple est fourni ave le logiiel).
Il doit alors remplir les diérents hamps :
 Le hamp generator : néessite de dénir un hamp automata et un type, qui
peut être égal à random ou exhaustive, selon que l'on souhaite un générateur
aléatoire ou exhaustif. Notons que seuls les automates peuvent être engendrés
exhaustivement, non les transduteurs.
 Le hamp automata : néessite de dénir l'ensemble des hamps suivants :
 number : le nombre d'automates à engendrer (dans le as d'un générateur
aléatoire).
 size : la taille des automates à engendrer.
 type : il est possible de hoisir entre dfa et transdutor. Le premier renvoie
des automates déterministes aessibles, le seond des transduteurs.
 alphabet : selon que l'on engendre un automate ou un transduteur, il fau-
dra distinguer les alphabets de type input et output. Dans le as des trans-
duteurs, un hamp restrition permet d'assoier une lettre de l'alphabet
d'entrée à un sous-ensemble de lettres de l'alphabet de sortie.
 Les hamps optionnels omplete, minimal et strongly_onneted : il est pos-
sible de donner les trois valeurs yes, no ou indierent, selon que l'on veut
imposer que les automates vérient ou non une de es propriétés, ou ne
rien imposer. Si les hamps ne sont pas spéiés, les valeurs par défaut sont
respetivement yes, indierent et indierent.
 output : permet de spéier le format d'enodage des automates engendrés.
L'utilisateur peut hoisir entre dot, gastex, ou xml. Le format dot pourra
ensuite être utilisé par programmes an d'obtenir des ahages diérents
(dot, neato, twopi, iro, fdp, . . .)
2.2 Exemples d'automates engendrés par PREGA
On donne ii deux exemples : un petit transduteur à 10 états et un automate à
100 états. De manière générale, il est beauoup plus rapide d'engendrer un automate
à l'aide de PREGA, que de l'aher ave un rendu graphique appréiable. Les algo-
rithmes qui tentent de minimiser le nombre de transitions qui se roisent n'arrivent
pas à aher des automates aléatoires de plus d'une entaine d'états. On a tenté
d'aher des grands automates à l'aide des outils utilisés par les biologistes pour
leur réseaux d'interation, mais le résultat n'est pas satisfaisant.
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Fig. 5.2  Automate engendré ave PREGA, de taille 100 sur l'alphabet {a, b}.
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Fig. 5.3  Transduteur engendré ave PREGA, de taille 10. Alphabet d'entrée
{a, b}, alphabet de sortie : {c, d}. L'état initial est dessiné en gris.
3 Résultats expérimentaux
Cette setion est dédiée à la présentation de résultats expérimentaux obtenus ave
REGAL. Pour haque test, les valeurs sont alulées sur la moyenne obtenue sur 10 000
automates.
3.1 Sur l'eaité de la bibliothèque
L'utilisation de la méthode de Boltzmann permet d'éviter de trop lourds préal-
uls. On peut ainsi engendrer aléatoirement des automates de grandes tailles. L'u-
tilisation de la méthode réursive limitait la génération à des automates de quelques
entaines d'états. Les tableaux i-dessous ontiennent les temps moyens néessaires
à la génération des automates de diérentes tailles.
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n 100 500 1000 5000 10000
k = 2 0.0014 0.010 0.035 0.37 1.1
k = 3 0.0017 0.014 0.045 0.51 1.4
k = 4 0.0021 0.020 0.054 0.55 1.8
Tab. 5.1  Mesure du temps moyen (en seondes) néessaire pour engendrer un
automate déterministe aessible omplet à n états sur un alphabet à k lettres
n 100 500 1000 5000 10000
k = 2 0.0014 0.011 0.035 0.38 1.25
k = 3 0.0018 0.015 0.045 0.52 1.3
k = 4 0.0022 0.018 0.055 0.60 1.6
Tab. 5.2  Mesure du temps moyen (en seondes) néessaire pour engendrer un
automate déterministe aessible possiblement inomplet à n états sur un alphabet
à k lettres
3.2 Expérienes à l'aide de générateurs exhaustifs
Automate minimal. Ave le générateur exhaustif, on peut aluler le nombre
exat d'automates minimaux sur un alphabet à k lettres. Mais omme le nombre
d'automates déterministes aessibles et omplets de taille n est asymptotiquement
proportionnel à n 2n {knn } [10,52℄ où {knn } est le nombre de Stirling de seonde espèe
(soit le nombre de façons de partitionner un ensemble à kn éléments en n sous-
ensembles non-vides), le nombre exat d'automates minimaux ne peut être alulé
que pour de petites valeurs de n.
Nombre d'états 2 3 4 5 6 7
Automates minimaux 24 1 028 56 014 3 705 306 286 717 796 25 493 886 852
3.3 Expérienes à l'aide de générateurs aléatoires
Automates minimaux.
Taille 10 100 500 1 000 5 000 10 000
k = 2 (%) 81.33 85.06 85.32 85.09 85.32 85,24
k = 3 (%) 96.92 99.78 99.99 99.98 99.99 99.99
k = 4 (%) 99.53 99.99 99.99 99.99 99.99 99.99
Expérimentalement, il semblerait don que la proportion d'automates minimaux
tend vers une onstante assez élevée d'environ 85%. Grâe à ela, nous avons pu
réer un générateur d'automates minimaux de taille n : on génère un automate déter-
ministe aessible omplet de taille n, on le minimise ave l'algorithme de Moore.
Si après minimisation, la taille de l'automate a varié, on rejette l'automate et on
reommene. En pratique, e générateur se révèle eae.
Conjeture 21. Soit un entier k ≥ 2. Pour la distribution uniforme sur les au-
tomates déterministes aessibles omplets à n états sur un alphabet à k lettres, il
existe une proportion ontante d'automates minimaux.
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Sur un alphabet à deux lettres nous avons testé de ombien la taille d'un automate
aléatoire est réduite par la minimisation. Le tableau suivant montre des résultats
obtenus ave des automates de taille 10, 000.
Rédution de la taille 0 1 2 3 4 5
Proportion d'automates (%) 85.03 13.75 1.10 0.11 0.01 0
Automates émondés. On rappelle qu'un automate émondé est un automate à
la fois aessible et o-aessible. Un automate o-aessible, est un automate dans
lequel, pour tout état q ∈ Q, il existe un hemin qui mène vers un état nal.
Ainsi, l'automate ne ontient pas d'état puits. Il serait don intéressant d'étudier la
proportion d'automates émondés parmi l'ensemble des automates aessibles.
Nombre d'états 10 100 1 000 5 000 10 000
Émondés (%) 96.42 99.70 99.92 99.98 100.00
Cette forte proportion d'automates o-aessibles nous a permis de réer un généra-
teur aléatoire d'automates o-aessibles, basé sur le prinipe du rejet des automates
n'ayant pas la bonne propriété.
Automates fortement onnexes. Korshunov a estimé asymptotiquement la
proportion d'automates fortement onnexes parmi les automates déterministes a-
essibles omplets [52℄ [53℄, 'est-à-dire les automates dans lesquels, pour tous états p
et q il existe un hemin de p à q. Pour un alphabet de taille 2, la proportion onstante
d'automates fortement onnexes donnée par Korshunov est d'environ 79.6%.
Nombre d'états 10 100 500 1 000 5 000 10 000
k = 2 (%) 69.6 78.85 79.27 79.67 79.90 79.77
k = 3 (%) 91.63 94.34 94.37 94.06 93.08 94.32
k = 4 (%) 97.54 97.97 98.14 98.09 97.99 98.17
Les résultats donnés par REGAL montrent une rapide onvergene vers l'estimation
de Korshunov. Les tests ont été eetués ave 10 000 automates pour haque taille.
Comme pour les automates minimaux ou o-aessibles, le fait qu'une proportion
onstante d'automates déterministes aessibles omplets soient fortement onnexes
permet d'obtenir un générateur eae en utilisant un algorithme ave rejet.
Diamètre moyen. L'expériene suivante porte sur le diamètre moyen d'un au-
tomate déterministe aessible omplet à n états sur un alphabet à 2 lettres. Le
diamètre d'un automate est la longueur maximum parmi l'ensemble des plus ourts
hemins simples entre deux états. entre deux états. La Figure 5.4 présente le résultat
de l'expériene.
Conjeture 22. Soit un entier k ≥ 2. Pour la distribution uniforme sur l'ensemble
des automates déterministes aessibles omplets, le diametre moyen d'un automate
est O(log n).
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Fig. 5.4  A gauhe, la ourbe illustre la mesure eetuée ave REGAL du diamètre
moyen d'un automate déterministe aessible omplet. A droite, les mêmes valeurs,
divisées par log2(n), où n est la taille de l'automate.
Appliations aléatoires : taille moyenne de la partie aessible. Pour ette
expériene, on a engendré aléatoirement et uniformément des automates détermin-
istes omplets, et on a alulé le pourentage moyen d'états aessibles dans l'auto-
mate. Les résultats sont surprenants :
Nombre d'états 10 100 500 1 000 5 000 10 000
k=2 (%) 77.626 79.511 79.677 79.663 79.693 79.682
k=3 (%) 93.301 93.988 94.027 94.034 94.044 94.053
k=4 (%) 97.628 97.983 98.003 98.017 98.015 98.017
Il s'agit des mêmes valeurs que elles de la proportion d'automates fortement
onnexes parmi les aessibles ! La onvergene semble même être plus rapide dans
le as présent.
Conjeture 23. Soit un entier k ≥ 2. Pour la distribution uniforme sur les au-
tomates déterministes omplets à n états sur un alphabet à k lettres, il existe une
onstante ck ∈]0, 1[ dépendante de k telle que la taille moyenne de la partie d'aes-
sible soit ckn.
Automates possiblement inomplets. On eetue un ensemble de tests en
engendrant 10 000 automates possiblement inomplets à 10 000 états.
 Pour k = 2, 80.1% des automates engendrés sont inomplets. Pour k = 3, ette
proportion s'élève à 94.1%.
 Pour k = 2, 95.4% des automates sont minimaux.
 For k = 2, 79.0% sont fortement onnexes, 'est-à-dire une proportion similaire
au as où les automates sont omplets.
 Pour k = 2, un automate a en moyenne 1, 6 transitions indénies.
Bien que les automates soient majoritairement inomplets, le nombre de tran-
sitions indénies est en moyenne relativement faible. Il n'est pas possible d'obtenir
un générateur eae d'automates dont le nombre de transitions indénies est xé,
en utilisant simplement la méthode du rejet. La réation d'un tel générateur reste
don un problème ouvert.
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Les algorithmes de minimisation
Ce hapitre présente un ensemble d'algorithmes de minimisation d'automates.
Une taxonomie a déjà été faite sur le sujet par Brue Watson en 1994 [70℄. Le but
n'est don pas d'être exhaustif, mais plutt de présenter les algorithmes dont on
fera l'analyse par la suite et de iter un ensemble de travaux ultérieurs à l'artile
de Watson. On supposera toujours (sauf mention expliite) que les automates sont
déterministes, aessibles et omplets : il est de toute façon possible de aluler la
partie aessible ou de ompléter un automate avant de lui appliquer un algorithme
de minimisation.
1 Équivalene de Myhill-Nerode
Avant toute hose, on rappelle la dénition du rohet d'Iverson, dont l'utilisation
est reommandée par Donald Knuth [50℄ : [[Cond]] vaut 1 si la ondition Cond est
satisfaite et 0 sinon.
Relation d'équivalene régulière à droite :
Soit A = (A,Q, ·, q0, F ) un automate. Une relation d'équivalene ≡ dénie sur
l'ensemble des états Q d'un automate déterministe est régulière à droite si
pour tout mot u ∈ A∗ et pour tous p, q ∈ Q, p ≡ q ⇒ p · u ≡ q · u.
Relation d'équivalene de Myhill-Nerode :
Soit A =< Q,A, ·, q0, F > un automate. Pour tout état q, on pose :
Lq = {w | q · w ∈ F},
autrement dit Lq est l'ensemble des mots qui étiquettent un hemin partant de q et
qui se terminent dans un état nal ou enore, le langage reonnu par l'automate en
prenant q omme état initial. On remarque don que Lq0 est le langage reonnu par
l'automate A. On dénit à présent la relation d'équivalene ∼ appelée équivalene
de Myhill-Nerode [58℄, omme suit :
pour tous états p, q ∈ Q, p ∼ q ⇐⇒ Lp = Lq.
71
CHAPITRE 6. LES ALGORITHMES DE MINIMISATION
Autrement dit, deux états p et q sont équivalents, lorsque l'ensemble des mots éti-
quetant un hemin qui part de p et aboutit dans un état nal est égal à l'ensemble
des mots étiquetant un hemin qui part de q et aboutit à un état nal :
pour tous états p, q ∈ Q, p ∼ q ⇐⇒ pour tout mot w, [[p · w ∈ F ]] = [[q · w ∈ F ]].
On note ∼ la partition de Myhill-Nerode, où deux états sont dans le même sous-
ensemble si et seulement si ils sont équivalents. La Figure 6.1 ontient un exemple
où les états 2 et 5 sont équivalents. Il est possible de fusionner deux états équivalents,
sans modier le langage reonnu par l'automate.
On étend à présent ette dénition en prenant en ompte la longueur des mots.
Pour tout état q et tout entier i, on pose :
Lq,i = {w | q · w ∈ F et |w| ≤ i},
Pour tout entier positif i, on dit de deux états p, q ∈ Q de l'automate qu'ils sont
i-équivalents, relation que l'on note p ∼i q, si et seulement si pour tout mot u de
longueur inférieure ou égale à i, on a [[p · u ∈ F ]] = [[q · u ∈ F ]] ou, dit autrement :
pour tous états p, q ∈ Q, p ∼i q ⇐⇒ Lp,i = Lq,i.
À partir de ette notion, on dénit la partition assoiée à la relation d'équivalene
∼i de l'ensemble Q des états de l'automate omme suit : deux états p et q sont dans
le même sous-ensemble de la partition ∼i si et seulement si p ∼i q.
Remarque 24. Sahant que l'on a :
p ∼0 q ⇐⇒ [[p ∈ F ]] = [[q ∈ F ]],
le alul de la relation d'équivalene∼0 d'un automate revient à partitionner l'ensem-
ble des états en deux sous-ensembles F et Q \ F .
On réapitule les propriétés de l'équivalene de Myhill-Nerode dans la proposition
suivante.
Proposition 25. Soit A = (A,Q, ·, q0, F ) un automate déterministe à n états. Il
vérie les propriétés suivantes :
1. Pour tout i ∈ N, la relation d'équivalene ∼i+1 est un ranement de la relation
d'équivalene ∼i, e qui signie que pour tous p, q ∈ Q, si p ∼i+1 q alors p ∼i q.
2. Pour tout i ∈ N et pour tous p, q ∈ Q, p ∼i+1 q si et seulement si p ∼i q et
que pour tout a ∈ A, on a p · a ∼i q · a.
3. Si, pour i ∈ N, la relation d'équivalene ∼i+1 est égale à la relation d'équiv-
alene ∼i alors pour tout j ≥ i, la relation d'équivalene ∼j est égale à la
relation d'équivalene de Myhill-Nerode.
4. La relation d'équivalene ∼n−2 est égale à la relation d'équivalene de Myhill-
Nerode.
5. L'équivalene de Myhill-Nerode est régulière à droite.
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2 Automate quotient
Soit A = (A,Q, ·, q0, F ) un automate et ≡ une relation d'équivalene sur l'ensem-
ble des états Q qui est régulière à droite. L'automate quotient de A par ≡ est l'au-
tomate
(A/≡) = (A,Q/≡, ∗, [q0], {[f ], f ∈ F})
où Q/≡ est l'ensemble des lasses d'équivalene, l'état [q] ∈ Q/≡ est la lasse
d'équivalene de q ∈ Q et la fontion de transition ∗ est dénie pour toute lettre
a ∈ A et tout état q ∈ Q par [q] ∗ a = [q · a]. La validité de ette dénition repose
sur la régularité à droite de la relation d'équivalene ≡.
Constrution :
La plupart des algorithmes que nous allons présenter dans e qui suit alulent
une partition de l'ensemble des états de l'automate orrespondant à l'équivalene de
Myhill-Nerode. La onstrution de l'automate minimal se fait de la façon suivante
(voir Exemple 6.1) : on rée autant d'états qu'il y a de sous-ensembles dans la
partition. On onsidère que es derniers sont triés en fontion de leur plus petit
élément, dans l'ordre roissant. L'état i de l'automate quotient orrespond au i-ème
sous-ensemble de la partition. Pour tout état p de l'automate d'origine, on note π[p]
l'indie du sous-ensemble où l'état p se trouve dans la partition. Pour toute lettre a















Partition de Myhill-Nerode :
Partition = { {1} {2, 5} {3} {4} }
π = [ 1 2 3 4 ]
Automate Quotient A/∼ :







Fig. 6.1  Exemple de onstrution de l'automate quotient
3 Automate minimal
On ommene par donner une dénition de l'automate minimal avant d'expliquer
les raisons de son importane.
Théorème 26. [57℄ Pour tout automate déterministe aessible omplet A, l'au-
tomate quotient A/∼ est l'unique automate déterministe omplet ayant un nombre
d'état minimal qui reonnaît le même langage que A. On l'appelle l'automate mini-
mal de L(A).
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L'automate est unique à isomorphisme près, 'est-à-dire à l'étiquetage près de ses
états. Le théorème 26 montre que l'automate minimal est une notion fondamentale
en théorie des langages :
 'est la représentation la moins oûteuse en terme d'espae mémoire d'un lan-
gage régulier par un automate déterministe,
 le fait qu'il soit unique dénit une bijetion entre langages réguliers et auto-
mates minimaux,
 il s'agit d'un automate anonique qui va permettre de tester l'équivalene de
deux automates ou l'égalité de deux langages rationnels. Dans le premier as,
il sut de aluler les automates minimaux à l'aide de l'une des méthodes
que l'on va présenter dans le reste de e hapitre, dans le seond, il faut au
préalable transformer les langages en automates (algorithme de Thompson,
algorithme de Glushkov [13, 37, 61℄).
4 Algorithme de Moore
En 1956, Edward F. Moore dérit le premier algorithme de minimisation [57℄,
sans doute l'un des premiers algorithmes de la théorie des automates. Dans la lit-
térature, il arrive que la méthode soit attribuée à Human [45℄. L'algorithme alule
l'équivalene de Myhill-Nerode que l'on vient de dénir, en se basant prinipalement
sur les propriétés (2) et (3) de la proposition 25. Dans un soui de larté, on om-
mene par donner une desription grossière de l'algorithme, que l'on préise par la
suite.
Desription grossière :
L'algorithme herhe à aluler la relation d'équivalene ∼, an de l'utiliser pour
onstruire l'automate quotient en utilisant la méthode dérite dans la setion 2.
D'après la Propriété (3) de la proposition 25, on a :
∀i ∈ N, ∼=∼i⇐⇒∼i=∼i+1
De plus la Propriété (2) indique qu'il est possible que aluler une relation d'équiv-
alene ∼i en ranant la relation d'équivalene ∼i−1 selon la règle suivante :
p ∼i+1 q ⇔
{
p ∼i q
p · a ∼i q · a ∀a ∈ A
Le alul peut don se faire par itérations suessives en partant de la relation
d'équivalene ∼0 (voir remarque 24). Seules deux partitions on besoin d'être stokées
simultanément : elle que l'on s'apprête à aluler (∼i) et elle que l'on vient de
aluler (∼i−1). Dans la desription qui suit, elles sont stokées sous la forme de
tableaux π et π′, qui à haque état assoient l'indie de sa lasse d'équivalene.
L'algorithme 12 ontient don ette vision simpliste de l'algorithme.
Remarque 27. Dans ette desription, on peut voir que la omplexité de l'algo-
rithme va dépendre de deux paramètres :
1. le oût de l'opération raffiner π en π′, que l'on appellera par la suite itération
de l'algorithme de Moore.
2. le nombre de fois que l'on exéute ette opération.
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Algorithme 12 : Algorithme de Moore
Données : Deux tableaux π et π′
begin1
pour tous les p ∈ {1, · · · , n} faire2
π′[p] = [[p ∈ F ]]3
tant que π 6= π′ faire4
π = π′5
raner π en π′6
n7
end8
Plus en détails On va à présent dérire une méthode eae pour implanter
l'algorithme. Une desription omplète est donnée dans la Figure 6.2 et un exemple
de l'exéution de l'algorithme est donnée dans la Figure 6.4. Tout d'abord, les lignes
1 à 4 orrespondent aux as partiuliers où F = ∅ ou F = Q : il n'est pas néessaire
de aluler ∼1. L'automate minimal est dans e as de taille 1 et ∗ est la fontion
de transition telle que 1 ∗ a = 1 pour tout a ∈ A.
An de aluler eaement π′ à partir de π, on utilise la méthode suivante :
 Pour haque état p, on alule une signature s[p] omposé de sa lasse d'équiv-
alene π[p], ainsi que de elle de es suesseurs, π[p · a], pour toute lettre a
de l'alphabet. Ainsi, p ∼i+1 q si et seulement si s[p] = s[q]. On va ensuite
minimiser le nombre de omparaison de signatures à eetuer.
 On trie les états selon leurs signatures, à l'aide d'un tri lexiographique. Cela
revient à faire k + 1 tri par ba suessifs (haque ba orrespondant à une
lasse d'équivalene) des états de l'automate. Le oût total du tri est O(kn)
en temps et O(n) en espae.
 On parourt la liste triée et on ompare deux à deux les signatures des états.
Le oût d'une itération est don O(kn).
Le résultat qui suit est une desription plus préise du pire as, qu'on utilisera
pour l'analyse en moyenne.
Pour tout entier n ≥ 1 et tout m ∈ {0, · · · , n − 2}, on note Amn l'ensemble
des automates déterministes à n états où m est le plus petit entier pour lequel la
relation d'équivalene∼m est égale à l'équivalene de Myhill-Nerode. On notera aussi
Moore(A) le nombre d'itérations eetuées par l'algorithme lorsqu'on l'applique sur
l'automate A.
Lemme 28. Pour tout automate A de Amn , les propriétés suivantes sont satisfaites :
 le nombre d'itérations Moore(A) eetuées par l'algorithme est égal à 0 si
L(A) = ∅ ou L(A) = A∗ et est égal à m+ 1 autrement.
 Moore(A) est toujours inférieur ou égal à n− 1.
 la omplexité dans le pire as W(n,m) de l'algorithme de Moore est égale à
Θ((m + 1)n), où le Θ est uniforme pour m ∈ {0, . . . , n − 2}, ou de façon
équivalente il existe deux nombres réels positifs C1 et C2 indépendants de n et
m tel que C1(m+ 1)n ≤ W(n,m) ≤ C2(m+ 1)n.
Démonstration. La boule prinipale est itérée exatementm+1 fois lorsque l'ensem-
ble F d'états terminaux n'est ni vide, ni égal à {1, . . . , n}. De plus, on sait de la
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Algorithme 13 : Algorithme de Moore
si F = ∅ alors1
Résultat : (A, {1}, ∗, 1, ∅)
si F = {1, · · · , n} alors2
Résultat : (A, {1}, ∗, 1, {1})
pour tous les p ∈ {1, · · · , n} faire3
π′[p] = [[p ∈ F ]]4
π = indeni5
tant que π 6= π′ faire6
π = π′7
pour tous les p ∈ {1, · · · , n} faire8
s[p] = (π[p], π[p · a1], · · · , π[p · ak])9
Caluler la permutation σ qui trie les états en fontion de s[]10
à l'aide d'un tri lexiographique11
i = 012
π′[σ(1)] = i13
pour tous les p ∈ {2, · · · , n} faire14
si s[p] 6= s[p− 1] alors i = i+ 115
π′[σ(p)] = i16
Résultat : le quotient de A par π
Fig. 6.2  Desription de l'algorithme de Moore
propriété (4) de la proposition 25 que l'entierm est inférieur ou égal à n−2. Si F est
vide ou égal à {1, . . . , n}, alors on a m = 0 et le temps néessaire pour déterminer
la taille de F est Θ(n).
L'initialisation et la onstrution de l'automate minimal à partir de la relation
d'équivalene de Myhill-Nerode sont toutes deux faites en temps Θ(n). La omplexité
de haque itération de la boule prinipale est Θ(n). Plus préisément, le oût d'une
itération est inlus dans [C1n, C2n]. Les onstantes C1 et C2 ne dépendent pas de
m, e qui prouve l'uniformité pour les bornes inférieure et supérieure.
Notons que le lemme 28 prouve que la omplexité de l'algorithme de Moore dans
le pire as est O(n2), puisqu'il n'y a pas plus de n− 1 itérations. Il est relativement
faile de voir que ette borne est atteinte et que la omplexité est Θ(n2). La Figure 6.3
illustre un as d'automate minimisé en un nombre maximum d'opérations.
1 2 3 4 5 6 7 8 9
a, b a, b a, b a, b a, b a, b a, b a, b
a, b
Fig. 6.3  Automate pour lequel le pire as de l'algorithme de Moore est atteint.
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Avantages de l'algorithme :
 Hormis le tri lexiographique, néessaire pour garantir sa omplexité quadra-
tique, l'algorithme de Moore demeure relativement simple à implanter.
 À la n d'une itération i, il est possible de dire de deux états distints p et q
s'ils sont ou non i-équivalents. On verra que e n'est pas le as pour beauoup
d'algorithmes.
 De plus, l'étude de la omplexité de l'algorithme peut se faire en deux parties
distintes :
1. le oût d'une itération,
2. le nombre d'itérations.
Dans le Chapitre 7 , l'étude de la omplexité moyenne de l'algorithme se
onentre don sur l'étude du nombre moyen d'itérations.
 Les exemples d'automates pour lesquels la omplexité dans le pire as ou la
omplexité dans le meilleur as est bien atteinte sont abondants et intuitifs.
Inonvénient majeur de l'algorithme :
 Les aluls inutiles : à haque itération, la lasse d'équivalene de l'état d'ar-
rivée de haque transition est alulée. Or, si elle-i n'a pas été modiée lors
de l'itération préédente, elle n'aura pas d'impat sur le ranement de parti-
tion en ours. Dans l'exemple de la Figure 6.3, à haque itération, l'algorithme
traite toutes les transitions de l'automate. Or, l'analyse d'une seule transition
par itération, orretement hoisie, surait à aluler l'équivalene de Myhill-
Nerode.
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Exemple pour l'algorithme de Moore




















P0 = {{1, 4}{2, 3, 5}}
1ère itération :















1 1 0 0
2 0 0 0
3 0 1 0
4 1 1 1
5 0 0 0
 Tri lexiographique des états :
Tri par b.
Entrée : 1, 2, 3, 4, 5
Classe Liste d'états
0 1, 2, 3, 5
1 4
Tri par a.
Entrée : 1, 2, 3, 5, 4
Classe Liste d'états
0 1, 2, 5
1 3, 4
Tri par π.
Entrée : 1, 2, 5, 3, 4
Classe Liste d'états
0 2, 5, 3
1 1, 4
 Calul de π′ en omparant deux à deux les éléments de 2, 5, 3, 1, 4
π a b π′
2 0 0 0 0
5 0 0 0 0
3 0 1 0 1
1 1 0 0 2
4 1 1 1 3
P1 = {1}{2, 5}{3}{4}
P0 est diérente de P1.
(Se vérie en gardant un ompteur sur le
nombre de lasses d'équivalene).
L'algorithme se poursuit.
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2ème itération :















1 2 0 0
2 0 1 0
3 1 3 0
4 3 3 3
5 0 1 0
 Tri lexiographique des états :
Tri par b.
Entrée : 1, 2, 3, 4, 5
Classe Liste d'états


















 Calul de π′ en omparant deux à deux les éléments de 2, 5, 3, 1, 4
π a b π′
2 0 1 0 0
5 0 1 0 0
3 1 3 0 1
1 2 0 0 2
4 4 3 3 3
P2 = {1}{2, 5}{3}{4}
P2 est égale à ∼1.
L'algorithme s'arrête.
Constrution de l'automate minimal :







Fig. 6.4  Exemple d'exéution de l'algorithme de Moore
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5 Algorithme de Hoproft
L'algorithme de Hoproft [43℄, publié en 1971, est aussi basé sur le alul de
l'équivalene de Myhill-Nerode. On peut le voir omme une amélioration de l'al-
gorithme de Moore, puisque elui-i réduit les aluls inutiles mentionnés dans la
setion préédente. En eet, l'algorithme eetue un alul sur une transition de
l'automate si et seulement si l'état d'arrivée de ette dernière appartient à un sous-
ensemble de la partition qui a subi une modiation. La omplexité est, grâe à
ela, O(n logn) : il s'agit de l'algorithme le plus eae dans le pire as, parmi
eux apables de minimiser n'importe quel automate déterministe. On retrouve des
utilisations de la méthode de partitionnement utilisée par l'algorithme de Hoproft
dans des algorithmes sur les graphes [20, 21℄.
Algorithme 14 : Hoproft
Données : Partition = {F,F}, C = min{F,F}, Structure = ∅
pour haque a ∈ A faire1
Ajouter (C, a) dans Structure2
tant que Structure 6= ∅ faire3
(P, a) = Extraire(Structure)4
pour haque B ∈ Partition tel que (P, a) raffine B faire5
B′, B′′ ← Raffiner(B,P, a)6
Casser le bloc B en B′ et B′′ dans la Partition7
MiseAJour(Structure,B,B′, B′′)8
Résultat : le quotient de A par Partition
Algorithme 15 : MiseAJour(Structure, B,B′, B′′)
Données : C = min{B′, B′′}
pour haque b ∈ A faire1
si (B, b) ∈ Structure alors2
Remplaer (B, b) par (B′, b) et (B′′, b) dans Struture3
sinon4
Ajouter (C, b) dans Structure5
Fig. 6.5  Desription de l'algorithme de Hoproft
La Figure 6.5 ontient la desription de l'algorithme de Hoproft. Avant d'ex-
pliiter elle i, on préise que :
 min{A,B} désigne l'ensemble de plus petite taille parmi A et B et n'importe
lequel des deux s'ils ont la même taille.
 un blo (C, a) désigne l'ensemble des transitions étiquetées par la lettre a et
dont la lasse d'équivalene de l'état d'arrivée est désignée par C. La Struture
utilisée dans la desription permet de stoker les blos. Elle est ouramment
appelée waiting set dans la littérature anglophone. C'est par le biais de ette
Struture que l'algorithme séletionne les transitions ave lesquelles il rane
la partition.
On détaille à présent l'Algorithme 14.
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Initialisation. On partitionne l'ensemble des états de l'automate en deux sous-
ensembles : les terminaux et les non terminaux. Il s'agit là du même préalul que
dans l'algorithme de Moore. Les blos désignant les transitions entrant dans le plus
petit des deux sous-ensembles sont ensuite ajoutés dans la Struture. Si les sous-
ensembles sont de même taille, on en hoisit un au hasard.
Boule Prinipale. Tant que la Struture n'est pas vide, on extrait un blo (P, a)
de elle-i (Ligne 4) et on le traite de la façon suivante :
 Une lasse d'équivalene B est ranée par (P, a) si et seulement si il existe
une partition de B en deux sous-ensembles non vides B′ et B′′ tels que :
pour tout état p ∈ B′, p · a ∈ P et pour tout état q ∈ B′′, q · a /∈ P
En alulant l'automate inverse au début de l'algorithme, il est possible d'-
eetuer e alul en un temps proportionnel aux nombres de transitions
désignées par (P, a).
 Ligne 7 : On remplae B par B′ et B′′ = B \ B′ dans la partition. Bien que
l'on ne dérive pas ii l'ensemble des strutures de données néessaire pour
eetuer eaement ette opération, on remarque que le oût de elle-i est
proportionnel au nombre d'états dans B′ (si on extrait de B tous les états de
B′, alors B = B′′).
 Ligne 8 et Algorithme 15 : On met à jour la Struture. Pour toute lettre b de
l'alphabet, si le blo (B, b) appartenait déjà à la Struture, on le remplae par
les blos (B′, b) et (B′′, b). Dans le as ontraire, on ajoute uniquement le blo
(C, b), où C orrespond au plus petit des deux ensembles B′ et B′′. À e stade,
on manipule les blos, 'est-à-dire des paires (entier, lettre), et non l'ensemble
des transitions qu'ils représentent. Le oût de ette étape est don O(k), où k
est la taille de l'alphabet.
Le nombre d'opérations eetuées dans la boule prinipale est proportionnel à la
somme des ardinaux des ensembles de transitions assoiés aux blos extraits de la
Struture. Autrement dit, si |(P, a)| est le nombre de transitions assoiées au blo
(P, a), alors le oût de la boule prinipale est :∑
(P,a) extrait de Structure
(c× |(P, a)|),
où c est une onstante multipliative dépendant de l'implantation de l'algorithme.
Fin de l'algorithme. Une fois que la Struture est vide, la partition obtenue est
elle dénie par l'équivalene de Myhill-Nerode. On peut don l'utiliser pour aluler
l'automate minimal.
Inonvénients de l'algorithme. Partant d'une telle desription, il n'est pas
faile de se rendre ompte que l'algorithme alule bel et bien la partition de Myhill-
Nerode. Ainsi, plusieurs preuves de sa validité ont été données [39, 43, 51℄. De plus,
trouver un ensemble d'automates pour lequel le pire as est atteint n'est pas simple
et le problème a fait l'objet de nombreuses études [15,16,22,23℄. Il semble don que
l'analyse de l'algorithme de Hoproft soit plus omplexe que elle de l'algorithme de
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Moore. On peut imputer ela au fait que l'algorithme ne soit pas déterministe, mais
aussi au fait que, ontrairement à l'algorithme de Moore, on ne possède pas d'infor-
mation sur les relations de i-équivalene entre les états, hormis lorsque l'algorithme
s'arrête.
Le seond inonvénient de l'algorithme de Hoproft est son implantation, qui
néessite l'utilisation d'un ensemble de strutures de données an de garantir la
omplexité dans le pire as (voir [56℄), e qui impose au programmeur d'avoir un
minimum d'expériene.
Avantages de l'algorithme. Non seulement la omplexité dans pire as de l'al-
gorithme de Hoproft est la meilleure onnue à e jour, mais pour ertains automates
minimisés en tempsO(n2) par l'algorithme de Moore, l'algorithme de Hoproft s'exé-
ute en temps linéaire. La Figure 6.3 page 76 en est un exemple : un blo inséré dans
la Struture ontient toujours exatement une transition et le traitement d'un blo
peut soit ne pas modier la partition, soit réer un sous-ensemble de taille 1. Comme
on va le voir à présent, il existe des algorithmes spéialisés dont la omplexité dans
le pire des as est linéaire. Dans le as général, l'existene d'un tel algorithme reste
un problème ouvert.
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Partition = { {1, 4} {2, 3, 5} }




















Partition = { {1} {2, 5} {3} {4} }






Ranement par (0, b) : la partition n'est pas modiée, ar auune transition n'entre
dans un état de lasse d'équivalene 0.














La partition n'est pas modiée ar 2
et 5 ont tous deux une transition éti-




Ranement par (2, b) : la partition n'est pas modiée
Ranement par (3, a) : la partition n'est pas modiée
Ranement par (3, b) : la partition n'est pas modiée
La pile est vide, l'algorithme s'arrête. On alule l'automate minimal en utilisant la
partition, de la même façon que l'algorithme de Moore.
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Partition = { {1, 4} {2, 3, 5} }




















Partition = { {1} {2, 3, 5} {4} }




Ranement par (2, b) : la partition n'est pas modiée














Partition = { {1} {2, 5} {3} {4} }




Ranement par (3, b) : la partition n'est pas modiée
Ranement par (3, a) : la partition n'est pas modiée
Ranement par (0, a) : la partition n'est pas modiée
La pile est vide, l'algorithme s'arrête. On alule l'automate minimal en utilisant la
partition, de la même façon que l'algorithme de Moore.
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6 Rapide survol d'autres algorithmes
On présente ii un ensemble d'algorithmes pour lesquels une étude en moyenne
à été eetuée, ou pour lesquels on peut montrer ave des arguments simples que la
omplexité moyenne est égale au pire des as.
L'algorithme de Hoproft-Ullman [18, 44℄ permet également de minimiser
tous les automates déterministes. Il est inutile d'en faire une analyse en moyenne
puisque sa omplexité est Θ(n2). En eet, l'algorithme onstruit une table ontenant
toutes les paires d'états (p, q) de l'automate, et alule si es derniers sont ou non
équivalents :
 si [[p ∈ F ]] 6= [[q ∈ F ]], on note dans la table que la paire d'états (p, q) a été
testée et que p ≁ q. En ayant au préalable alulé l'automate inverse, il est
possible de parourir l'ensemble des hemins menant à (p, q). Pour tout mot
w et toute paire d'états (r, s) telle que r · w = p et s · w = q, on marque alors
la paire d'états (r, s) omme étant testée et r ≁ q.
 si [[p ∈ F ]] = [[q ∈ F ]], on note dans la table que la paire d'états a été testée.
L'algorithme s'arrête lorsque toutes les paires d'états ont été testées : les états équiv-
alents sont eux qui n'ont pas été marqués omme non-équivalents. L'avantage de
ette méthode est qu'elle peut également être utilisée pour aluler l'équivalene de
deux automates déterministes, sans passer par leur automate minimal : on onstruit
pour ela une table ontenant les états des deux automates. Les automates sont
équivalents si les deux états initiaux le sont.
L'algorithme de Brzozowski [19℄ représente un as très partiulier parmi les al-
gorithmes de minimisation : il permet de minimiser des automates non-déterministes
et n'est pas basé sur le alul de l'équivalene de Myhill-Nerode. L'idée est la suiv-
ante : on inverse l'automate, on le déterminise, on l'inverse de nouveau et on de le
déterminise de nouveau. L'automate obtenu est l'automate minimal. L'algorithme
a une omplexité exponentielle dans le pire as, due aux deux étapes de détermin-
isation. Dans [24℄, une variante de l'algorithme est donnée, où la deuxième étape
de déterminisation est remplaée par une proédure spéique, qui permet d'en
améliorer les performanes.
Dans [60℄, Cyril Niaud montre que la omplexité en moyenne de l'algorithme de
Brzozowski, pour la distribution uniforme sur les automates à groupes, reste expo-
nentielle.
On dérit à présent un ensemble d'algorithmes qui, en se restreignant à un sous-
ensemble des automates déterministes, vont obtenir de meilleures performanes que
les algorithmes lassiques. Auun de es algorithmes n'est mentionné dans l'arti-
le de Watson [70℄, pour la simple raison qu'ils ont pour la plupart été proposés
ultérieurement.
Algorithme de Revuz [65℄ : les automates ayliques. On rappelle que dans
un automate aylique, il n'existe auun hemin d'un état vers lui-même. L'algo-
rithme de Dominique Revuz, en se restreignant au sous-ensemble des automates re-
spetant ette propriété, a une omplexité en temps linéaire. L'idée est la suivante :
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on dénit la hauteur d'un état omme étant la distane maximum entre et état
et un état nal. On partitionne ensuite l'ensemble des états grâe à ette fontion.
Pour tous les états p et q dont la distane maximale est 0, on a :
p ∼ q ⇐⇒ [[p ∈ F ]] = [[q ∈ F ]].
On alule le reste de la partition de manière réursive : pour toute paire d'états p
et q de hauteur i,
p ∼ q ⇐⇒ ([[p ∈ F ]] = [[q ∈ F ]]) ∧ (∀a ∈ A, p · a ∼ q · a) .
Les états p · a et q · a étant de hauteur stritement inférieure à i, e alul peut-
être fait en temps onstant. On a bien un algorithme de omplexité linéaire. Si l'on
suppose que les automates sont aessibles, haque état est parouru au moins une
fois et la omplexité moyenne, pour toute distribution, est Θ(n).
A noter qu'une extension de et algorithme permet de minimiser les automates
ontenant au plus un yle en temps linéaire [2℄.
Algorithme de Niaud [59℄ : les automates unaires. Un automate unaire,
'est-à-dire pour lequel l'alphabet ne ontient qu'une seule lettre, notée a, est un
automate dont la struture de transitions est extrêmement ontrainte : les automates
aessibles, la transition sortant d'un état p va obligatoirement dans l'état p+ 1, à
l'exeption de elle partant du dernier état, qui est l'unique transition pour laquelle
il existe n états d'arrivée possibles. Dans [59℄, Cyril Niaud montre que le alul de
l'automate minimal peut être fait en se restreignant à des tests sur l'ensemble des
états terminaux, que l'on ne dérira pas ii. L'algorithme parvient ainsi à aluler
l'automate minimal en temps Θ(n).
Algorithme de Aït Mous-Bassino-Niaud : l'automate A∗X, quand X est
ni [3℄. Cet artile réent est une modiation de l'algorithme de Brzozowski, qui
permet aluler l'automate minimal de A∗X, où X est un ensemble ni de mots nis
et pour lequel le nombre de mots est xé. Ils onstruisent pour ela un automate
o-déterministe et remplae la deuxième étape de déterminisation par un alul
équivalent utilisant la table de bords. La omplexité de et algorithme, qui peut être
implanté ave des listes reuses, est linéaire en temps et quadratique en espae.
On lt ette setion en évoquant des algorithmes de minimisation restreints à
des sous-ensembles d'automates :
 les algorithmes de minimisation des automates inomplets [12, 69℄, basés sur
l'algorithme de Hoproft, permettent de minimiser des automates en temps
O(m logn), où m est le nombre de transitions de l'automate.
 l'algorithme de Béal-Crohemore [11℄ permet de minimiser des automates lo-
aux, 'est-à-dire des automates dans lesquels, pour tout état p, il existe un
mot w tel que tout hemin étiqueté par w aboutit dans p. Son eaité dépend
du nombre d'états équivalents dans l'automate. Plus exatement, la omplex-
ité est linéaire si l'automate est déjà minimal et égal à O(m log n), où m est
le nombre de transitions de l'automate, dans le pire des as. Une analyse plus
ne du oût moyen de l'algorithme néessite de onnaître le nombre moyen
d'états équivalents dans un automates loal de taille n.
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Chapitre 7
Étude de l'algorithme de Moore
Comme ela a été évoqué dans la setion 4 du hapitre 6, l'analyse de la om-
plexité de l'algorithme de Moore peut être déomposée en deux parties :
 elle du oût d'un ranement de partition, dont on sait qu'il est égal à O(kn)
si on utilise un tri lexiographique,
 elle du nombre de ranements de partition, dont on sait qu'il est inférieur à
n− 1.
Ce hapitre ontient un ensemble de résultats sur les performanes de l'algo-
rithme de Moore, mais qui ne font pas partie de son analyse en moyenne. Les résul-
tats sont les suivants :
 Dans la setion 1, on présente un ensemble de remarques sur l'implantation
de l'algorithme qui permet, par des arguments simples, de réduire expérimen-
talement le oût d'un ranement de partition. On présentera un résultat ex-
périmental obtenu à l'aide de REGAL, omparant le temps d'exéution moyen
de l'implantation optimisée ave l'implantation lassique. Le résultat obtenu
étant trop élémentaire pour être publié, n'apparaît pas dans la littérature. Le
leteur onviendra toutefois qu'il mérite d'être préisé ii.
 Dans la setion 2, on montre dans un premier temps que le nombre de rane-
ments de partition eetués par l'algorithme pour un automate déterministe
quelonque est égal au nombre de ranements de partition que l'algorithme
eetuerait pour son automate minimal. On étudie ensuite le omportement
de l'algorithme appliqué à l'ensemble restreint des automates minimaux : on
montre que la borne inférieure, 'est-à-dire la omplexité de l'algorithme dans
le meilleur as, est alors égale à Ω(n log log n) lorsque l'alphabet ontient au
moins deux lettres et Ω(n log n) lorsqu'il n'en ontient qu'une. Ce résultat
apparaît dans [8℄.
1 Une implantation eae de l'algorithme
On dérit ii une optimisation de l'implantation lassique de l'algorithme, basée
sur un argument très simple, mais qui permet expérimentalement de gagner une
onstante sur le temps moyen de alul de l'algorithme.
L'idée est la suivante : à une itération donnée de l'algorithme, ertains états
vont être isolés des autres, de telle sorte que l'ont peut garantir que leur lasse
d'équivalene ne sera plus jamais sindée par l'algorithme. On a pu reenser les as
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suivants :
1. La lasse d'équivalene ne ontient qu'un seul état.
2. La lasse d'équivalene ontient un ensemble d'états dont les transitions sor-
tantes étiquetées par une même lettre ont le même état d'arrivée.
Dans le as 1, il sut de faire un test sur le ardinal des lasses d'équivalenes,
lors de leur réation. Ce alul est simple et peu oûteux. De plus, tout état qui n'a
pas d'équivalent dans l'automate sera dans le as 1 à la n de l'algorithme. Cette
optimisation sera don d'autant plus eae si es états sont isolés rapidement. Dans
l'exemple lassique où la omplexité dans le pire as de l'algorithme de Moore est
atteinte (Figure 6.3), on isolera à haque itération un nouvel état. Le oût de haque
itération sera don proportionnel au nombre d'état restant et le temps de alul au
nal divisé par 2.
Le as 2 néessite une phase de préalul pour identier les ensembles d'états
onernés. Cependant, lorsque la taille de l'alphabet est supérieure ou égale à 3, on
onjeture que la proportion d'automates déterministes aessibles omplets pour
lesquels il existe une paire d'états dans le as 2, est négligeable. En revanhe, il
peut exister des ontextes propies à e type d'automates, pour lesquels un tel pré-
traitement est onseillé.
On a implanté l'optimisation donnée par le as 1 et omparé son temps de alul
moyen ave l'implantation lassique à l'aide de REGAL (Figure 7.1). L'optimisa-
tion semble être eae en moyenne. Dans ertains ontextes l'optimisation n'aura
ependant pas d'eet notable sur le temps de alul. En eet, il existe des exéutions
de l'algorithme de Moore pour lesquelles presque toutes les lasses d'équivalenes


















Fig. 7.1  Pour haque taille d'automate testée, 10.000 automates ont été engen-
drés aléatoirement à l'aide de REGAL, puis minimisés ave les deux versions de
l'algorithme de Moore
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2 Minimisation d'automates minimaux
On établit ii le résultat suivant : le nombre d'itérations eetuées par l'algo-
rithme de Moore dépend uniquement du langage reonnu, et est don le même pour
tout automate déterministe et son automate minimal assoié. Puis on établit une
borne inférieure du nombre d'itérations eetuées par l'algorithme lorsqu'il est ap-
pliqué aux automates minimaux.
2.1 Une exéution dépendant uniquement du langage reonnu
Lemme 29. Pour tout automate déterministe, le nombre d'itérations de l'algorithme
de Moore est égal au nombre d'itérations eetuées pour l'automate minimal assoié.
Démonstration. SoientA = (A,Q, ·, qo, F ) un automate etAmin = (A,Q/ ∼, ∗, [qo], F ′)
son automate minimal assoié. Pour tout état p ∈ Q de l'automate A, on note
[p] ∈ Q/ ∼ son état assoié dans l'automate minimal, tel que :
[p] = [q]⇐⇒ p ∼ q
On rappelle que Moore(A) désigne le nombre d'itérations eetuées par l'algo-
rithme en prenant l'automate A omme entrée. Si le langage reonnu est A∗ ou ∅,
alors d'après le lemme 28 :
Moore(A) =Moore(Amin) = 0.
Sinon, on note m le plus petit entier tel que ∼m=∼ pour l'automate A, 'est-à-dire
le plus petit entier pour lequel, si deux états ne sont pas équivalents, il existe un
mot de longueur inférieure ou égale à et entier qui permet de distinguer les deux
états. D'après le lemme 28, Moore(A) = m+ 1. On a
Moore(A) = m+ 1 = min{i ∈ N |∀(p, q) ∈ Q2 tels que p ≁ q,
∃u ∈ A≤i, [[p · u ∈ F ]] 6= [[q · u ∈ F ]]}+ 1
De plus p ≁ q si et seulement si [p] 6= [q] et pour tout p ∈ Q et tout mot u ∈ A∗,
[p · u] = [[p] ∗ u], don
Moore(A) = min{i ∈ N |∀(p, q) ∈ Q2 tels que [p] 6= [q],
∃u ∈ A≤i, [[[p] ∗ u ∈ F ]] 6= [[[q] ∗ u ∈ F ]]} + 1
La partie droite de l'égalité étant par dénition égale à Moore(Amin), ei on-
lut la preuve.
2.2 Borne inférieure
Le lemme préédent nous amène à nous intéresser au omportement de l'al-
gorithme appliqué aux automates minimaux. La omplexité dans le pire as est
toujours égale à Θ(n2) ar l'automate de la Figure 6.3 page 76 est minimal. En
revanhe, puisque l'automate minimal garantit que tous les états seront isolés dans
leur lasse d'équivalene à la n de l'algorithme, un nombre minimum d'itérations
est requis pour pouvoir tous les distinguer.
2. MINIMISATION D'AUTOMATES MINIMAUX 89
CHAPITRE 7. ÉTUDE DE L'ALGORITHME DE MOORE
Proposition 30. L'algorithme de Moore, appliqué à un automate minimal, a une
omplexité de Ω(n log log n) lorsque l'alphabet est de taille k ≥ 2 et de Ω(n log n)
lorsque l'alphabet ne ontient qu'une seule lettre.
Démonstration. L'algorithme s'arrête lorsque tous les états de l'automate minimal
sont isolés dans un sous-ensemble de la partition, 'est-à-dire lorsque le nombre de
sous-ensembles est égal au nombre d'états dans l'automate A. Pour tout entier i et
tout état p, on dénit l'appliation φ
(i)
p : A≤i → {0, 1} par : φ(i)p (u) = [[p · u ∈ F ]]. Il








i+ 1 k = 1





p distints, pour un alphabet de taille




(resp. 2i+1) sous-ensembles distints dans la partition à la i-ème
itération de l'algorithme. L'algorithme s'arrêtant quand le nombre de sous ensemble
est égal à n, on a : {
n ≤ 2 k
Moore(A)−1
k−1 k ≥ 2
n ≤ 2Moore(A)+1 k = 1
Cei onlut la preuve puisque le oût d'une itération est Θ(kn).
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Chapitre 8
Complexité moyenne de l'algorithme
de Moore : 1ere partie
Comme nous l'avons vu dans le hapitre 6, l'algorithme de Moore alule la
relation d'équivalene de Myhill-Nerode sur les états d'un automate :
1. en partant d'une partition de l'ensemble des états de l'automate qui sépare les
états terminaux des non terminaux.
2. en ranant ette partition à l'aide d'informations liées à l'ensemble des états
terminaux. En eet, on rappelle que pour tous états p et q, on a :
p ∼i q ⇐⇒ ∀w ∈ A≤i, [[p · w ∈ F ]] = [[q · w ∈ F ]]
Ainsi, dans e hapitre, on étudie la omplexité en moyenne de l'algorithme de
Moore pour une struture de transitions xée en prenant en ompte uniquement les
propriétés de l'ensemble des états terminaux.
On montre tout d'abord que pour une struture de transitions xée et la distribu-
tion uniforme sur l'ensemble des états terminaux, le nombre moyen de ranements
de partitions eetués par l'algorithme de Moore est O(logn). Cette borne étant
satisfaite par toutes les strutures de transitions déterministes, on en déduit que,
quel que soit l'ensemble de strutures de transitions et quelle que soit la distribu-
tion de probabilités que l'on xe sur et ensemble, si l'ensemble des états terminaux
est hoisi uniformément, alors la omplexité en moyenne de l'algorithme de Moore
est O(n logn) (théorème 36). L'ensemble des automates déterministes aessibles
omplets est le plus intéressant à étudier puisqu'il est possible en un prétraitement
linéaire de transformer tout automate déterministe en un automate aessible et
omplet. Le résultat énoné préédemment implique que pour la distribution uni-
forme sur l'ensemble des automates déterministes aessibles et omplets, la om-
plexité en moyenne de l'algorithme de Moore est O(n logn). Ce résultat a été publié
dans [9℄.
Dans la setion 5, on montre que le résultat est toujours valable si l'ensemble des
états terminaux est hoisi suivant une loi de Bernoulli.
Dans la setion 6, on prouve que ette borne est optimale pour l'ensemble des
automates unaires.
Dans les setions 7 et 8, on établit que le résultat est valable pour la distribution
uniforme sur l'ensemble des automates possiblement inomplets et sur l'ensemble des
automates émondés. En eet, la distribution sur l'ensemble des états terminaux est
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légèrement diérente de elles préédemment envisagées et la omplexité en moyenne
ne se déduit pas diretement du théorème 36.
On lture le hapitre en évoquant le as où le nombre d'états terminaux est xé.
On montre que, pour la distribution uniforme sur l'ensemble des automates unaires
possédant un seul état nal, la omplexité moyenne de l'algorithme de Moore est
égal à Θ(n2).
L'ensemble de es résultats apparaît dans [8℄.
1 L'idée
Déoupage
Commençons tout d'abord par quelques rappels. Le oût d'une itération étant
borné par O(kn), l'étude de la omplexité moyenne de l'algorithme de Moore peut se
résumer à l'étude du nombre moyen d'itérations eetuées par l'algorithme, que l'on
notera Mn. On rappelle que Moore(A) désigne le nombre d'itérations eetuées
par l'algorithme de Moore en prenant l'automate A omme entrée. Soit P(A) la





On rappelle que Ain désigne l'ensemble des automates déterministes à n états
pour lesquels i est le plus petit entier tel que la partition ∼i est égale à l'équivalene
de Myhill-Nerode. D'après le lemme 28, on a :
∀i > 0, Ain = {A ∈ An | Moore(A) = i+ 1},
'est-à-dire l'ensemble des automates à n états minimisés en exatement i itérations.
D'après la dénition l'algorithme, l'équivalene de Myhill-Nerode est atteinte après








Dans ette première analyse de la omplexité moyenne de l'algorithme de Moore,
on note γn = ⌈5 log n⌉ et on exhibe diérentes distributions de probabilité pour
lesquelles l'ensemble des automates minimisés en plus de γn itérations apporte une












P(A)× (j + 1)






P(A)× (j + 1)
 = O(logn),
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alors on a bien Mn = O(logn) et la omplexité moyenne de l'algorithme est
O(n logn). Certaines distributions de probabilité pour lesquelles on a obtenu de
résultat sont partiulièrement intéressantes, omme la distribution uniforme sur
l'ensemble des automates déterministes aessibles omplets, sur l'ensemble des au-
tomates fortement onnexes, ou enore sur l'ensemble des automates déterministes
omplets.
Plus préisément
On rappelle qu'un automate peut être vu omme un ouple (τ, F ), où τ est la
struture de transitions de l'automate et F l'ensemble de ses états terminaux. On
onsidère que la distribution sur les ensembles d'états terminaux est indépendante
de la struture de transition, e qui équivaut à dire :
P(A) = P(τ)× P(F )














P(F )× (j + 1)


Dans ette setion, on montre que pour toute distribution de probabilité sur
les strutures de transitions déterministes et omplètes, et la distribution uniforme
sur l'ensemble des états terminaux, ette somme est égale à O(1), e qui implique
diretement que Mn = O(log n).
Rappelons que si l'on prend la distribution uniforme sur l'ensemble des états
terminaux, alors pour tout ensemble F , on a P(F ) = 1
2n
.











Pour une struture de transitions τ xée et un entier ℓ tel que 1 ≤ ℓ ≤ n − 2,
on dénit Fτ (ℓ), l'ensemble des ensembles d'états terminaux tel que l'automate est
minimisé en plus de ℓ itérations. Dit autrement :




Pour tout automate minimisé en plus de ℓ itérations, l'algorithme de Moore
impose qu'au moins deux états soient séparés lors de la ℓ-ème itération. Dans le as
ontraire, la partition ne varie pas et l'algorithme s'arrête. On modie la dénition
préédente en onséquene :
Fτ (ℓ) = {F ⊂ {1, · · · , n} | pour l'automate (τ, F ), ∃p, q ∈ Q
p ∼ℓ−1 q, p ≁ℓ q}
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 ≤ n− 12n × |Fτ (γn)|
On va montrer qu'il existe une majoration du ardinal de l'ensemble Fτ (ℓ), om-
mune à toutes les strutures de transitions τ . Pour ela, on ommene par introduire
un outil de modélisation : le graphe de F-dépendane.
2 Le graphe de F-dépendane
Dénition
Soit une struture de transitions τ , un entier ℓ tel que 1 ≤ ℓ < n et deux états p
et q tels que p 6= q. On souhaite aratériser l'ensemble des ensembles F d'états
terminaux pour lesquels, dans l'automate (τ, F ), on a :
p ∼ℓ−1 q et p ≁ℓ q
Cette propriété implique qu'il existe un mot u de longueur ℓ tel que p · u = p′ et
q · u = q′, ave [[p′ ∈ F ]] 6= [[q′ ∈ F ]].
On dénit les ensembles d'ensemble d'états terminaux Fτ (p, q, p′, q′, ℓ) :
Fτ (p, q, p′, q′, ℓ) = {F ⊂ {1, · · · , n} | pour tout automate (τ, F ),
p ∼ℓ−1 q,
[[p′ ∈ F ]] 6= [[q′ ∈ F ]],
∃u ∈ Aℓ, p · u = p′ and q · u = q′}
On remarquera que, dans une struture de transitions τ xée, il peut très bien
n'y avoir auun hemin étiqueté par un mot de longueur ℓ qui part de p et q et arrive
en p′ et q′. En fontion des paramètres xés, l'ensemble pourra don être vide. En
revanhe, s'il existe plusieurs mots de longueur ℓ étiquetant des hemins allant de p
à p′ et de q à q′, on hoisit par onvention le mot u omme étant le plus petit dans
l'ordre lexiographique.






Fτ (p, q, p′, q′, ℓ)
A partir de l'ensembleFτ (p, q, p′, q′, ℓ), on dénit le graphe non orienté Gτ (p, q, p′, q′, ℓ),
appelé le graphe de F-dépendane :
 l'ensemble de ses sommets {1, · · · , n} orrespond à l'ensemble des états de τ ;
 il existe une arête (s, t) entre deux sommets s et t si et seulement si pour tout
F ∈ Fτ (p, q, p′, q′, ℓ), [[s ∈ F ]] = [[t ∈ F ]].
Les graphes de F -dépendane sont don une représentation pratique de onditions
néessaires à un ensemble d'états terminaux pour être dans Fτ(p, q, p′, q′, ℓ).
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Fig. 8.1  (a) est une struture de transitions et (b) un sous-graphe du graphe
de F-dépendane où ℓ = 5, p = 3, q = 9, p′ = 3 et q′ = 4. On en déduit que
u = abbaa. Les arêtes de (b) ont été étiquetées ave les préxes de u dans un souis
de lisibilité : s'il existe une arête étiquetée par u′ entre deux sommets s et t de (b),
alors s = p.u′ et t = q.u′ dans (a). Comme tous les états d'une même omposante
onnexe de (b) sont soit tous terminaux, soit tous non-terminaux, il y a au plus 24
ensembles d'états terminaux possibles, au lieu de 29.
Lemme 31. Si un graphe de F-dépendane ontient un sous-graphe aylique om-
posé de i arêtes, le nombre d'ensemble d'états terminaux modélisés par e graphe est
inférieur ou égal à 2n−i.
Démonstration. La preuve déoule diretement de la dénition des graphes de F -
dépendane : deux états dans une même omposante onnexe sont soit tous deux
terminaux, soit tous deux non terminaux. Ainsi, si m est le nombre de omposantes
onnexes dans le graphe, alors le nombre d'ensemble d'états terminaux modélisés par
le graphe est borné par 2m. Si le graphe de F -dépendane ontient un sous-graphe
aylique ave exatement i arêtes, alors il y a au plus n− i omposantes onnexes
dans le graphe. Cei onlut la preuve.
La Figure 8.1 ontient un exemple d'un sous-graphe aylique d'un graphe de
F -dépendane.
Caratérisation d'un sous-graphe aylique ubiquitaire
On va à présent aratériser un sous-graphe aylique, présent dans tout graphe
Gτ (p, q, p′, q′, ℓ), an d'obtenir une majoration ommune sur le ardinal de tous les
ensembles Fτ(p, q, p′, q′, ℓ).
On onsidérera uniquement les as où Fτ(p, q, p′, q′, ℓ) est non vide.
Pour tout entier ℓ ∈ {1, . . . , n − 1} et tous états p, q, p′, q′ ∈ {1, . . . , n}, tels
que p 6= q, p′ 6= q′, on a u = u1 . . . uℓ, où ui ∈ A, le plus petit mot selon l'ordre
lexiographique de longueur ℓ tel que p ·u = p′ et q ·u = q′. Tout mot u de longueur
ℓ tel que p · u = p′ et q · u pourrait être utilisé, mais un hoix non-ambigu garantit
une desription omplète de la onstrution qui suit.
Pour tout entier i ∈ {0, . . . , ℓ− 1}, on note Gℓ,i le sous-graphe de Gτ (p, q, p′, q′, ℓ)
dont les arêtes sont dénies de la façon suivante : une arête (s, t) est dans Gℓ,i si et
seulement si il existe un préxe strit v de u de longueur inférieure ou égale à i tel
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que s = p · v et t = q · v. En d'autres termes, les arêtes de Gℓ,i sont exatement les
arêtes (p · v, q · v) entre les états p · v et q · v où v est un préxe de u de longueur
inférieure ou égale à i.
Lemme 32. Pour tout sous-graphe Gℓ,i les propriétés suivantes sont satisfaites :
1. Pour tout i ∈ {0, . . . , ℓ− 2}, Gℓ,i est un sous-graphe strit de Gℓ,i+1.
2. Pour tout i ∈ {0, . . . , ℓ− 1}, Gℓ,i ontient i+ 1 arêtes.
3. Pour tout i ∈ {0, . . . , ℓ− 1}, Gℓ,i ne ontient pas de boule.
4. Pour tout i ∈ {0, . . . , ℓ− 1}, s'il existe dans Gℓ,i un hemin allant d'un n÷ud
s à un n÷ud t, alors s ∼ℓ−1−i t pour tout automate (τ, F ) pour lequel F ∈
Fℓ(p, q, p′, q′).
Démonstration.
1. Le graphe Gℓ,i+1 est obtenu à partir de Gℓ,i en ajoutant une arête entre p ·w et
q ·w, où w est le préxe de u de longueur i+1. Cette nouvelle arête n'appartient
pas à Gℓ,i. En eet, raisonnons par l'absurde, si 'est le as, alors il existe un
préxe z de w tel que, soit p · z = p · w et q · z = q · w, soit p · z = q · w et
















Fig. 8.2  Tout sous-graphe Gℓ,i+1 ontient i+ 1 arêtes
Dans les deux as, si w′ est le mot tel que u = ww′, alors soit p · zw′ = p′ et
q · zw′ = q′, soit p · zw′ = q′ et q · zw′ = p′. Il existe don un mot de longueur
inférieur à ℓ, noté zw′, tel que pour tout F ∈ Fτ (p, q, p′, q′, ℓ), [[p · zw′ ∈ F ]] 6=
[[q · zw′ ∈ F ]], e qui est impossible puisque p ∼ℓ−1 q et que Fτ(p, q, p′, q′, ℓ) est
non vide.
2. Il s'agit d'une onséquene de la propriété 1, obtenue par réurrene, en re-
marquant que Gℓ,0 ne ontient qu'une unique arête entre p et q.
3. Pour tout automate (T , F ), où F est non vide et tel que F ∈ Fτ(p, q, p′, q′, ℓ),
p n'est pas équivalent à q. Don pour tout préxe v de u, p · v 6= q · v.
4. On prouve ette propriété par indution sur i ∈ {0, . . . , ℓ − 1}. Pour i = 0,
Gℓ,0 ontient seulement une arête, elle entre p et q, et on a bien p ∼ℓ−1 q. On
admet à présent que la propriété est vraie pour i ∈ {0, . . . , ℓ − 2}. Soit x et
y deux sommets tels qu'il existe un hemin simple de x à y dans Gℓ,i+1. Si e
hemin était déjà dans Gℓ,i, 'est-à-dire s'il ne ontient pas la nouvelle arête,
alors d'après notre hypothèse de réurrene x ∼ℓ−1−i y , et don par hypothèse
x ∼ℓ−2−i y. Si tel n'était pas le as, le hemin utiliserait l'arête entre p · v et
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q · v, où v est le préxe de u de longueur i+1. Admettons par symétrie que le
hemin allant de x vers y atteigne p · v en premier. La partie du hemin entre
x et p ·v est bien dans Gℓ,i, don x ∼ℓ−1−i p ·v d'après l'hypothèse. De la même
façon, on obtient y ∼ℓ−1−i q · v. Puisque p ∼ℓ−1 q, on a p · v ∼ℓ−2−i q · v et
x ∼ℓ−2−i y par transitivité, e qui onlut la preuve par réurrene.
Lemme 33. Le sous-graphe Gℓ,ℓ−1 est un sous-graphe aylique de Gτ (p, q, p′, q′, ℓ)
ontenant exatement ℓ arêtes.
Démonstration. D'après la Propriété 2. du lemme 32, Gℓ,ℓ−1 ontient exatement ℓ
arêtes. On prouve par l'absurde que Gℓ,ℓ−1 est aylique. Soit j ≥ 1 le plus petit
entier tel que Gℓ,j ontient un yle. D'après la Propriété 1. du lemme 32, Gℓ,j est
obtenu à partir de Gℓ,j−1 en ajoutant une arête (p · w, q · w), où w est le préxe de
u de longueur j. Comme Gℓ,j−1 est aylique, ette arête fait apparaître un yle
dans Gℓ,j. Par suite, dans Gℓ,j−1, il existe déjà un hemin entre p ·w et q ·w. D'après
la Propriété 4., on a don p · w ∼ℓ−j q · w dans tout automate (T , F ), tel que
F ∈ Fτ (p, q, p′, q′, ℓ). La Figure 8.3 illustre la preuve.
j ℓ− j
j ℓ− j







Fig. 8.3  Dans et exemple, le graphe Gℓ,j ontient un yle : la partie de gauhe est
une partie de la struture de transitions et elle de droite une partie du sous-graphe
Gℓ,j. D'après le graphe, on a p′ ∼0 q′, e qui est une ontradition ave la dénition.
Soit w′ le mot tel que u = ww′. La longueur du mot w′ est ℓ− j, don p ·u et q ·u
sont soit tous deux terminaux soit tous deux non terminaux, e qui est impossible
puisque F ∈ Fτ(p, q, p′, q′, ℓ). Le graphe Gℓ,ℓ−1 est don un sous-graphe aylique de
Gτ (p, q, p′, q′, ℓ).
3 Majoration de Fτ (ℓ)
Lemme 34. Pour toute struture de transitions τ xée, de taille n ≥ 1, tout entier
ℓ tel que 1 ≤ ℓ < n, tous états p, q, p′, q′ tels que p 6= q et p′ 6= q′, la propriété
suivante est satisfaite :
|Fτ(p, q, p′, q′, ℓ)| ≤ 2n−ℓ.
Démonstration. Si Fτ(p, q, p′, q′, ℓ) est vide, le résultat est vrai. Sinon, on sait d'après
le lemme 33, qu'il existe un sous-graphe aylique dans Gτ (p, q, p′, q′, ℓ) qui ontient
exatement ℓ arêtes. On onlut en utilisant le lemme 31.
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Corollaire 35. Pour toute struture de transitions τ xée, de taille n ≥ 1, tout
entier ℓ tel que 1 ≤ ℓ < n, la propriété suivante est satisfaite :
|Fτ(ℓ)| ≤ n4 × 2n−ℓ.






|Fℓ(p, q, p′, q′)|
On onlut la preuve en utilisant le lemme 34 et en majorant le nombre de quadru-
plets p, q, p′, q′ par n4.
On utilise à présent e résultat pour onlure sur la omplexité moyenne de
l'algorithme de Moore, pour diérentes distributions.
4 Complexité en moyenne
Théorème 36. Pour tout entier xé k ≥ 1, pour toute distribution sur l'ensemble
des automates déterministes omplets de taille n sur un alphabet à k lettres, telle que
l'ensemble des ensembles des états terminaux est tiré uniformément parmi P(Q), la
omplexité de l'algorithme de Moore est O(n logn).
Démonstration. On rappelle que si pour la distribution uniforme sur les ensembles
d'états terminaux, on a :
n− 1
2n
× |Fτ(γn)| = O(1),
ave γn = ⌈5 log2 n⌉, alors Mn = O(log n) pour toute distribution sur l'ensemble
des strutures de transitions déterministes et omplètes à n états. En utilisant le
Corollaire 35, on obtient la majoration suivante :
n− 1
2n
× |Fτ(5 log2 n)| ≤
n− 1
2n
× n4 × 2n−5 log2 n




Théorème 37. Pour tout entier xé k ≥ 1 et pour la distribution uniforme sur
l'ensemble des automates déterministes aessibles omplets de taille n sur un al-
phabet à k lettres, la omplexité de l'algorithme de Moore est O(n log n).
Théorème 38. Pour tout entier xé k ≥ 1 et pour la distribution uniforme sur
l'ensemble des automates déterministes omplets fortement onnexes de taille n sur
un alphabet à k lettres, la omplexité de l'algorithme de Moore est O(n logn).
Démonstration. Les distributions sur des strutures de transitions des théorèmes 37
et 38. sont inluses dans le théorème 36.
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5 Distribution de Bernoulli
Une des extensions naturelles du théorème 36 est d'utiliser une distribution de
Bernoulli pour la probabilité qu'a haque état d'être nal, e qui donne une distri-
bution binomiale sur le nombre d'états terminaux.
Théorème 39. Soit τ une struture de transitions à n états sur un alphabet à k
lettres. Pour la distribution sur les ensembles d'états terminaux où haque état a une
probabilité x ∈]0, 1[ d'être nal, la omplexité moyenne de l'algorithme de Moore est
O(n logn).
Démonstration. Soit x un nombre réel xé tel que 0 < x < 1. Soit τ une struture de
transitions à n états. Considérons la distribution sur les ensembles d'états terminaux
telle que haque état a la probabilité x d'être nal. La probabilité d'un sous-ensemble
F de {1, . . . , n} est P(F ) = x|F |(1−x)n−|F |. Pour les paramètres xés p, q, p′, q′ et ℓ,
on note Pτ (p, q, p
′, q′, ℓ) la probabilité qu'a un ensemble d'être dans Fℓ(p, q, p′, q′).
Puisque Gτ (p, q, p′, q′, ℓ) ne fait que modéliser un sous-ensemble de ontraintes sur
les ensembles d'états terminaux de Fτ (p, q, p′, q′, ℓ), Pτ (p, q, p′, q′, ℓ) est inférieur à la
probabilité qu'a un ensemble d'états terminaux de vérier les ontraintes données
par e graphe.
Soit m le nombre de omposantes onnexes dans Gℓ,ℓ−1 ontenant au moins deux
sommets, et c1, ..., cm les tailles de es omposantes. Puisque Gℓ,ℓ−1 est aylique et
ontient exatement ℓ arêtes, l'égalité suivante est vériée :
m∑
i=1
ci = m+ ℓ
La probabilité qu'un ensemble aléatoire vérie les onditions imposées par la i-ème
omposante onnexe est égale à xci + (1 − x)ci (soit tous les états sont terminaux,
soit auun ne l'est). Soit r le nombre réel déni par r = max{x, 1 − x} ∈ [1/2, 1[.
Pour tout n ≥ 1, xn + (1− x)n ≤ rn−1(x+ 1− x) = rn−1. Don
Pτ (p, p






Pour une struture de transitions xée τ , la probabilité que l'ensemble F appar-
tienne à l'ensemble Fτ (ℓ) est donnée par :∑
p,q,p′,q′∈{1,...,n}
p 6=q, p′ 6=q′
Pτ (p, p





On onlut la preuve en prenant ℓ = ⌈5 log1/r n⌉. Remarquons qu'en prenant x = 12 ,
on a ℓ = γn = ⌈5 log2 n⌉.
6 Optimalité de la borne pour les automates unaires
On prouve dans ette setion que la borne O(n logn) donnée dans le théorème 37
est optimale pour la distribution uniforme sur les automates lorsque l'alphabet est
unaire, i.e. lorsqu'il ne ontient qu'une seule lettre.
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On utilise pour ela le résultat suivant, énoné par Niaud [59℄ :
Proposition 40 ( [59℄). Pour la distribution uniforme sur les automates unaires





Proposition 41. Pour la distribution uniforme sur les automates unaires à n états,
la omplexité moyenne de l'algorithme de Moore est Θ(n logn).
Démonstration. On sait d'après le théorème 37 que pour la distribution uniforme
sur les automates unaires à n états la omplexité moyenne l'algorithme de Moore
est O(n log n). Il reste don à montrer que ette borne est atteinte.
D'après la proposition 30, page 90, il existe une onstante positive C > 0 pour
laquelle, la omplexité de l'algorithme de Moore appliqué à un automate unaire
minimal à n états est au moins Cn logn. Soit mn le nombre d'automates unaires
minimaux à n états et an le nombre d'automates unaires déterministes aessibles
omplets à n états. En prenant en ompte uniquement la ontribution apportée à
la omplexité moyenne par les automates minimaux, que l'on alule en utilisant la
proposition 40, on obtient la borne inférieure suivante :
mn
an
Cn logn ∼ 1
2
Cn logn,
la omplexité moyenne est don Ω(n logn), e qui onlut la preuve.
7 Automates possiblement inomplets
Avant d'appliquer l'algorithme de Moore à un automate inomplet, on eetue
une phase de prétraitement : la phase de omplétion (usuelle) d'automate, au ours
de laquelle on ajoute un état puits, qui devient l'état d'arrivée de toutes les transi-
tions jusqu'alors indénies. Du point de vue de l'analyse en moyenne, ela va légère-
ment modier la distribution de probabilité, mais pas susamment pour hanger
l'ordre de grandeur de la omplexité.
Proposition 42. Pour tout entier xé k ≥ 2 et pour la distribution uniforme sur
les automates déterministes aessibles possiblement inomplets à n états sur un
alphabet de taille k, la omplexité moyenne de l'algorithme de Moore est O(n logn).
Démonstration. Soit τ une struture de transitions possiblement inomplète, et τ ′
la omplétion de τ (si τ était déjà omplet, alors τ = τ ′). D'après le lemme 34,
et puisqu'il y a soit n, soit n + 1 états dans τ ′, il y a au plus 2n+1−ℓ ensembles
dans Fτ (p, p′, q, q′, ℓ), pour tout ℓ ≥ 1 et tous états p, p′, q, q′ tels que p 6= p′
et q 6= q′. On remarque que ette majoration est plus grossière que dans le as
omplet, puisque l'état puits ne peut être nal. Néanmoins, la majoration en 2n+1−ℓ
est susante pour déduire que la ontribution des ensembles d'états terminaux pour
lesquels l'algorithme de Moore eetue au moins ⌈5 log n⌉ ranements de partitions
est négligeable, en utilisant le même raisonnement que dans le as omplet.
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8 Automates émondés
On peut également onsidérer la distribution uniforme sur l'ensemble des auto-
mates émondés à n états. Cela présente un intérêt partiulier puisqu'il est possible
d'émonder un automate en temps linéaire, avant de le minimiser. La omplexité
en moyenne de la minimisation reste la même. La raison prinipale est qu'il existe
une proportion susante d'automates o-aessible parmi les automates aessibles,
d'après le résultat suivant du à Korshunov [53℄ :
Théorème 43 ( [53℄). Il existe une onstante réelle 0 < c < 1, dépendant de la taille
de l'alphabet, telle que pour la distribution uniforme sur les automates déterministes,
aessibles et omplets à n états, la probabilité qu'un tel automate soit fortement
onnexe tend vers c lorsque n tends vers l'inni.
Proposition 44. Pour la distribution uniforme sur l'ensemble des automates déter-
ministes, omplets et émondés à n états sur un alphabet à k lettres, la omplexité
moyenne de l'algorithme de Moore est en O(n logn).
Démonstration. Soit Cn l'ensemble des automates émondés à n états. Soient C≤ℓn
et C>ℓn des sous-ensembles de Cn onstitués des automates A pour lesquels on a
respetivement Moore(A) ≤ ℓ et Moore(A) > ℓ.
Soit ℓ = ⌈5 logn⌉, et soit tn le nombre de strutures de transitions déterministes,
aessibles et omplètes.
On sait d'après les résultats préédents que le nombre d'automates aessibles A
à n états pour lesquels on a Moore(A) > ℓ est O( tn
n
) lorsque ℓ = ⌈5 logn⌉. Il existe
don une onstante positive C telle que |C>ℓn | ≤ C tnn .






























Moore(A) ≤ ℓ+O(1) = O(logn),
e qui onlut la preuve.
9 Nombre d'états terminaux xés
Dans tous les as étudiés préédemment, les distributions de probabilités em-
ployées produisaient des automates possédant, ave une forte probabilité, un grand
nombre d'états terminaux. Il est ependant naturel que ertaines appliations on-
sidèrent une distribution où les automates ne ontiennent que peu de es états
terminaux. Dans e as, la méthode du graphe de F -dépendane est inutile et les
résultats énonés jusqu'alors semblent ne pas fontionner.
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Proposition 45. Pour la distribution uniforme sur les automates unaires possédant
un seul état nal, la omplexité moyenne de l'algorithme de Moore est Θ(n2).
Démonstration. Dans [59℄, il est dit que la struture de transitions d'un automate
unaire U sur un alphabet {a} est aratérisée par son nombre d'états n et l'état
d'arrivée m de la transition n · a. Si m = 1, 'est-à-dire si la transition sortant du
dernier état de la struture de transitions arrive dans le premier état, l'automate est
un yle. Autrement, l'automate unaire ontient un yle et une queue, où le yle
est l'ensemble des états B = {m, .., n} et la queue est l'ensemble Q \B.
Soit U un automate unaire à n états et un unique état nal f . Pour tout état p,
on note ip le plus grand entier tel que pour tout j ∈ N ave j < ip, l'état p · aj n'est
pas nal. Soit q l'état pour lequel iq est maximal. Si iq ≥ 1 alors, d'après la forme
de l'automate, on a iq·a = iq − 1. En partiulier, on a Moore(U) = iq + 1, ar q et
q · a sont (iq − 1)-équivalent mais ne sont pas iq-équivalent. Cei est également vrai
si iq = 0, lorsque l'état initial est aussi l'état nal et que U n'est pas un yle. On a
alors Moore(U) = 1.
Les états pour lesquels iq est maximal sont soit l'état initial, soit l'état f · a
(ou les deux). Si f /∈ B, 'est-à-dire si f < m, alors l'état initial maximise iq et
Moore(U) = i1+1 = (f−1)+1 = f . Si f est dans le yle, on a i1 = f −1 et if ·a =
n− l, puisque la longueur du yle est n− l+1. AlorsMoore(U) = max{f, n− l+1}
lorsque f ∈ L.
Le nombre d'automates unaires possédant un unique état nal est n2 ar tous les
hoix possibles de l ∈ {1, .., n} et f ∈ {1, .., n} orrespondent à des états distints.



















(n3 + 3n2 − n) = Θ(n).
























Fig. 8.4  Étude expérimen-
tale du nombre moyen d'itéra-
tions eetuées par l'algo-
rithme de Moore, pour la dis-
tribution uniforme sur les au-
tomates possédant un unique
état nal. Pour haque taille,
les valeurs ont été alulées
à partir de 20 000 automates
aléatoires sur un alphabet à 2
lettres.
Néanmoins, lorsque l'alphabet ontient au moins 2 lettres, l'algorithme de Moore
appliqué aux automates possédant un unique état nal semble s'exéuter en moins
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de Θ(n2) opérations, omme on peut le voir sur la Figure 8.4. L'analyse de la om-
plexité en moyenne, dans e as, ne peut se faire par un traitement indépendant des
strutures de transitions et des ensembles d'états terminaux. Il en va de même pour
obtenir une meilleure borne dans le as général. Dans la deuxième partie de l'analyse
de la omplexité moyenne de l'algorithme, on utilisera également des propriétés sur
les strutures de transitions.
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Chapitre 9
Complexité moyenne de l'algorithme
de Moore : 2eme partie
Dans e hapitre, on étudie la omplexité en moyenne de l'algorithme de Moore
en tenant ompte à la fois de l'ensemble des états terminaux et de l'ensemble des
strutures de transitions. Il est don néessaire de xer un ensemble de strutures de
transitions sur lequel l'étude sera eetuée. L'énumération des strutures de transi-
tions de taille n pour lesquels on xe l'état d'arrivée d'une transition donnée étant
un problème ouvert, on a hoisi d'étudier l'ensemble des automates déterministes et
omplets.
Le prinipal résultat est le suivant : pour la distribution uniforme sur l'ensemble
des automates déterministes et omplets, la omplexité moyenne de l'algorithme de
Moore est O(n log log n) (théorème 49). Ce résultat a été publié dans [30℄.
Dans la setion 6, on montre que le résultat est valable pour une distribution de
Bernoulli sur l'ensemble des états terminaux.
Dans la setion 7, on onjeture que pour la distribution uniforme sur l'ensemble
des automates déterministes aessibles et omplets, la omplexité en moyenne de
l'algorithme est égale à Θ(n log log n).
Dans la setion 8, on utilise les arguments de la preuve du théorème 49 pour
montrer que la omplexité générique de l'algorithme de Moore est O(n log logn).
1 L'idée
Distribution
Dans ette deuxième partie, on va devoir énumérer des ensembles de strutures
de transitions possédant un ensemble de propriétés. On se xe don la distribution
la plus simple dans e ontexte, à savoir la distribution uniforme sur les automates
déterministes omplets. On note Tn l'ensemble des strutures de transitions déter-
ministes omplètes à n états sur un alphabet à k lettres et An l'ensemble des auto-
mates assoiés. On a |An| = |Tn| × 2n, puisque pour toute struture de transitions,
on peut hoisir 2n ensembles d'états terminaux. La ondition d'aessibilité n'est pas
garantie, et ertains automates sont isomorphes dans et ensemble. L'ensemble des
états d'arrivée possibles pour une transition ne dépend pas des autres transitions de
la struture de transitions. L'automate étant déterministe et omplet, il y a don kn
transitions pouvant haune aller dans n états. On a don |Tn| = nkn.
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Déoupage
On rappelle la dénition du nombre moyen d'itérations eetuées par l'algo-







[|Ain| × (i+ 1)] ,
où Ain représente l'ensemble des automates déterministes à n états pour lesquels i est
le plus petit entier tel que la partition ∼i est égale à l'équivalene de Myhill-Nerode.
On veut à présent montrer que Mn = O(log log n). On rappelle que γn =
⌈5 log2 n⌉ et on pose λn = ⌈logk log2 n3 + 2⌉ :
Mn ≤ λn + 1|An|
∑
i≤λn












(S1) est égal à O(log log n) et on a montré dans la setion préédente que (S3)






|Ain| = O(log logn) (9.1)
Plus préisément
Pour tout ℓ > 0, on dénit l'ensemble An(p, q, ℓ) des automates à n états, où p
et q sont deux états séparés lors de la ℓ-ème itération :
An(p, q, ℓ) = {(τ, F ) ∈ An | τ ⊂ Tn, F ⊆ {1, .., n}, p ∼ℓ−1 q, p ≁ℓ q}
Remarque 46. Notons que si dans un automate (τ, F ), pour toute lettre a de l'al-
phabet, on a p · a = q · a alors soit p ≁0 q, soit p ∼ q. Don (τ, F ) /∈ An(p, q, ℓ) pour
ℓ > 0. En onséquene, dans le reste de la preuve, pour toute struture de transi-
tions où p et q ont été xés, on suppose qu'il existe au moins une lettre a telle que
p · a 6= q · a.
On fait une fois de plus le lien ave les dénitions préédentes (on se reportera à





An(p, q, λn + 1)
Dans la première partie, on a vu que quelque soit la struture de transitions τ que
l'on xe, tout graphe de F -dépendane modélisant les ensembles d'états terminaux
tels que (τ, F ) ∈ An(p, q, ℓ) possède un sous-graphe aylique ave exatement ℓ
arêtes.
Dans ette deuxième partie, on va aratériser un ensemble de strutures de
transitions pour lesquelles on peut garantir que le graphe de F -dépendane assoié
ontiendra un sous-graphe aylique ave O(2λn) arêtes. Pour des raisons ombina-
toires, on ommene par modier légèrement la dénition du graphe (Setion 2). On
introduit ensuite d'autres outils de modélisation (Setions 3 et 4) qui vont perme-
ttre de montrer que l'ensemble des automates, dont la struture de transitions ne
garantit pas une telle propriété, est négligeable.
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2 Modiation du graphe de F-dépendane
A l'instar de l'ensemble Fτ (p, q, p′, q′, ℓ) déni dans la setion préédente, on
dénit ii l'ensemble Fτ(p, q, u) omme suit :
Fτ (p, q, u) = {F ⊂ {1, . . . , n} | pour tout automate (T , F ),
p ∼|u|−1 q,
[[p · u ∈ F ]] 6= [[q · u ∈ F ]]}
Cet ensemble est très prohe de elui déni dans la setion préédente : on xe le
mot u au lieu des trois paramètres ℓ, p′ et q′. En eet, on a :⋃
p′,q′∈{1,..,n}
p′ 6=q′
Fτ(p, q, p′, q′, ℓ) =
⋃
u∈Aℓ
Fτ (p, q, u)
Les deux dénitions sont ependant utiles d'un point de vue ombinatoire. En eet,
puisque l'on souhaite ii que le mot u soit de longueur O(log log n), le nombre de
mots possibles sera O(logn), e qui est négligeable par rapport aux n2 hoix possibles
pour les états p′ et q′. À l'inverse, dans la setion préédente, puisque le mot u était
de longueur ⌈5 log2 n⌉, on aurait eu O(n5) hoix possibles pour k = 2 si on utilisait
e déoupage.
A partir de l'ensembleFτ (p, q, u), on dénit le graphe de F -dépendane Gτ (p, q, u) :
 l'ensemble de ses sommets {1, . . . , n} orrespond à l'ensemble des états de τ ;
 il existe une arête (s, t) entre deux sommets si et seulement si pour tout F ∈
Fτ (p, q, u), on a [[s ∈ F ]] = [[t ∈ F ]] et s = p · v, t = q · v où v est un mot sur A
tel que |v| < |u|.
Le lemme 31 s'applique également à e graphe.
3 L'arbre de dépendane
On dénit ii l'arbre de dépendane, qui permet de modéliser un ensemble de
strutures de transitions. Dans un soui de larté, on ommenera par expliquer
omment un arbre, noté R(p), peut être obtenu à partir d'une struture de transi-
tions τ et d'un d'état p, puis omment et arbre peut nous permettre d'estimer le
ardinal d'un ensemble de strutures de transitions. On rappelle que l'ordre militaire
(ou lexiographique gradué) sur les mots, noté <mil, est déni omme suit : pour tous
mots w,w′ ∈ A∗, on note w <mil w′ si et seulement si, soit le mot w est stritement
plus ourt que le mot w′, soit ils sont de même longueur et w est plus petit que w′
dans l'ordre lexiographique. Dit autrement, on a :




|w| = |w′| et w <lex w′
Soit une struture de transitions xée, à n états, dénie sur un alphabet à k
lettres, et un état p, lui aussi xé. On dénit la fontion estnoeud de A∗ dans {0, 1}
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aa ab ba bb
aba abbaaa aab
aaaa aaab aaba aabb
(b)
Fig. 9.1  (a) est la struture de transitions xée et 2 l'état xé, (b) est l'arbre de
dépendane assoié, noté R(2). On a également S2(2) = {ε, a, b, aa, ab}, L2(2) =




0 si il existe v ∈ A∗ tel que p · w = p · v et v <mil w,
1 sinon.
autrement dit, estnoeud(w) vaut 1 si et seulement si il existe un mot v inférieur à
w dans l'ordre militaire et tel que l'état p · w est égal à l'état p · v.
R(p) est un arbre dont les n÷uds et les feuilles de profondeur h sont étiquetés par
des mots de longueur h. On le onstruit de façon réursive, en utilisant un parours
en largeur des n÷uds de l'arbre, en partant de la raine. Pour haque n÷ud de
profondeur h, étiqueté par un mot w, et haque lettre a de l'alphabet, on ajoute un
n÷ud étiqueté par wa à la profondeur h+1 si la fontion estnoeud(wa) renvoie 1, et
une feuille si elle renvoie 0. La Figure 9.1 montre un exemple d'arbre de dépendane.
Il est assez intuitif qu'un même arbre peut être obtenu à partir de plusieurs
strutures de transitions. Pour un état p et un arbre de dépendane R(p) xés,
l'ensemble des strutures de transitions assoiées àR(p) est l'ensemble des strutures
des transitions pour lesquelles les onditions modélisées par R(p) sont satisfaites.
Notations assoiées à l'arbre R(p) :
 Sh(p) désigne l'ensemble des n÷uds de profondeur inférieure ou égale à h dans
R(p).
 Lh(p) désigne l'ensemble des n÷uds de profondeur h dans R(p).
 sh(p) est l'ensemble des états atteints dans une struture de transitions assoiée
à R(p), à partir de l'état p, en suivant un hemin étiqueté par un mot de
longueur inférieure ou égale à h.
Chaque n÷ud de l'arbre étant étiqueté par un mot, on utilisera les notations
w ∈ Sh(p) et w ∈ Lh(p) si le mot w étiquette un n÷ud appartenant à l'un de
es ensembles. Pour toute struture de transitions assoiée à l'arbre de dépendane
R(p), on a |sh(p)| = |Sh(p)|.
108 3. L'ARBRE DE DÉPENDANCE
CHAPITRE 9. COMPLEXITÉ MOYENNE DE L'ALGORITHME DE MOORE : 2EME
PARTIE
Lemme 47. Pour tout état p xé, si un arbre de dépendaneR(p) ontient f feuilles
de profondeur inférieure ou égale à h, alors le nombre de strutures de transitions






Démonstration. On rappelle que |Tn| est égal au produit des ardinaux des ensembles
d'états d'arrivée possibles pour haque transition. Soit wa l'étiquette d'une feuille
de profondeur inférieure ou égale à h. Pour toute struture de transitions assoiée à
l'arbre R(p), la transition étiquetée par a sortant de l'état p ·w aboutit dans un état
p · v, ave v ∈ Sh(p). Le nombre d'états d'arrivées possibles pour ette transition est
don borné par |Sh(p)|, au lieu de l'être par n. Cette majoration est ertes grossière
mais sut pour les besoins de la preuve.
4 Le graphe de T -dépendane
On introduit également un graphe de dépendane pour modéliser les ensembles
de strutures de transitions. Sa fontion de modélisation est omplémentaire de elle
proposée par l'arbre de dépendane. Pour deux états xés p et q, deux x-uplets xés
(x est un entier) de mots non vides −→u = (u1, . . . , ux) et −→v = (v1, . . . , vx), deux
ensembles xés ϕp et ϕq de ouples de mots (w,w
′
) tels que w′ <mil w, on dénit
l'ensemble Tn(p, q, ϕp, ϕq,−→u ,−→v ) omme suit :
Tn(p, q, ϕp, ϕq,−→u ,−→v ) = {τ ∈ Tn |∀(wp, w′p) ∈ ϕp, p · wp = p · w′p,
∀(wq, w′q) ∈ ϕq, q · wq = q · w′q,
∀i ≤ x, p · ui = q · vi}
On dénit les x-uplets de mots
−→




v′ = (v′1, . . . , v
′
x) et les x-uplets
de lettres
−→




β ′ = (β ′1, . . . , β
′
x), tels que pour tout i ≤ x, on a
ui = u
′
iαi et vi = v
′
iβi. À partir de l'ensemble Tn(p, q, ϕp, ϕq,−→u ,−→v ), on dénit le
graphe non-orienté Gn(p, q, ϕp, ϕq,−→u ,−→v ), appelé graphe de T -dépendane, omme
suit :
 ses sommets sont des (r, a), ave r ∈ Q et a ∈ A, qui modélisent des transitions.
 Il existe une arête ((r, a), (t, b)) dans Gn(p, q, ϕp, ϕq,−→u ,−→v ) si et seulement si
pour tout τ ∈ Tn(p, q, ϕp, ϕq,−→u ,−→v ), r · a = t · b.
Le graphe de T -dépendane Gn(p, q, ϕp, ϕq,−→u ,−→v ) satisfait les deux propriétés sui-
vantes :
 Pour tout i ≤ x, il existe une arête ((p·u′i, αi), (q·v′i, βi)) dans Gn(p, q, ϕp, ϕq,−→u ,−→v ).
 Pour tout (w1, w2) ∈ ϕp (resp. (w3, w4) ∈ ϕq), on a w1 = w′1a1 et w2 = w′2a2
ave a1, a2 ∈ A tels qu'il existe une arête ((p · w′1, a1), (p · w′2, a2)) (resp. ((q ·
w′3, a3), (q · w′3, a3))) dans Gn(p, q, ϕp, ϕq,−→u ,−→v ).
Lemme 48. Si Gn(p, q, ϕp, ϕq,−→u ,−→v ) ontient un sous-graphe aylique ave j arêtes,
alors :
|Tn(p, q, ϕp, ϕq,−→u ,−→v )| ≤ |Tn|
nj
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Démonstration. Deux sommets distints dans une même omposante onnexe de
Gn(p, q, ϕp, ϕq,−→u ,−→v ) modélisent deux transitions distintes qui partagent le même
état d'arrivée. Si c est le nombre de omposantes onnexes dans le graphe, alors
|Tn(p, q, ϕp, ϕq,−→u ,−→v )| ≤ nc.
Si le graphe Gn(p, q, ϕp, ϕq,−→u ,−→v ) ontient un sous-graphe aylique omposé d'au
moins j arêtes, alors il ontient au plus kn− j omposantes onnexes. Cei onlut
la preuve.
5 Complexité moyenne
Théorème 49. Pour tout entier k ≥ 2 et pour la distribution uniforme sur les
automates déterministes omplets à n états sur un alphabet de taille k, la omplexité
moyenne de l'algorithme de Moore est O(n log logn).





|An(p, q, λn + 1)| = O(log logn).
On dénit deux propriétés des strutures de transitions pour lesquelles τ est une
struture de transitions, p et q deux états distints, A un alphabet de taille k et µ
un entier positif :
(1) intersectionV ide(τ, p, q) est vraie si et seulement si sλn−2(p) ∩ sλn−2(q) = ∅.
(2) arbreLarge(τ, p, µ) est vraie si et seulement si R(p) ontient au plus une feuille
de profondeur inférieure ou égale à µ. Notons que ela implique que pour tout
entier i, tel que i ≤ µ, on a |si(p)| ≥ ki−1. En eet, si R(r) ontient au plus une
feuille de profondeur inférieure ou égale à µ, alors il existe k − 1 lettres a ∈ A
telles que R(r · a) ne ontient pas de feuille de profondeur inférieure à µ. On a







. . . . . .
µ− 1
Fig. 9.2  Pour tout arbre de dépendane R(r), si il existe au plus une feuille de
profondeur inférieure ou égale à µ et k transitions partant de r, alors il existe k− 1
sous-arbres qui ne ontiennent pas de feuilles de profondeur µ, e qui revient à dire




Pour p et q deux états xés, on partitionne l'ensemble des strutures de transitions
Tn en trois sous-ensembles :
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 Xn est l'ensemble des strutures de transitions τ pour lesquelles il existe un état
r ∈ Q tel que arbreLarge(τ, r, λn) est faux. On remarque que et ensemble
ne dépend pas des valeurs de p et q.
 Yn(p, q) est l'ensemble des strutures de transitions τ pour lesquelles les deux
onditions suivantes sont satisfaites :
 Pour tout état r ∈ Q, la propriété arbreLarge(τ, r, λn) est vraie,
 Pour tout mot w ∈ A≤2, la propriété intersectionV ide(τ, p · w, q · w) est
fausse.
 αn(p, q) est l'ensemble des strutures de transitions τ pour lesquelles les deux
onditions suivantes sont satisfaites :
 Pour tout état r ∈ Q, la propriété arbreLarge(τ, r, λn) est vraie,
 Il existe un mot w ∈ A≤2 tel que intersectionV ide(τ, p · w, q · w) est vraie.
D'après es trois dénitions, pour tout états p et q xés, on a bien les égalités
suivantes :
Tn = Xn ∪ Yn(p, q) ∪ αn(p, q)
Xn ∩ Yn(p, q) ∩ αn(p, q) = ∅
Ces ensembles nous ont don permis de partitionner l'ensemble Tn des strutures de
transitions. On va à présent les étudier séparément, an d'en obtenir des propriétés
énumératives, ou plus préisément, an de parvenir à majorer le nombre d'automates
appartenant aux ensembles de la forme An(p, q, λn + 1). Dit de manière informelle,
on va montrer que :
 si une struture de transitions τ est dans l'ensemble αn(p, q), il existe très peu
d'ensembles d'états terminaux F tels que (τ, F ) ∈ An(p, q, λn + 1),
 il existe peu d'automates dont la struture de transitions appartient à l'ensem-
ble Xn ou à un ensemble Yn(p, q).









Fig. 9.3  Pour toute struture de transitions appartenant à l'ensemble αn(p, q), il
existe un mot w de longueur 2 tel que les ensembles d'états atteints en suivant les
hemins partant de p · w et q · w et étiquetés par des mots de longueurs inférieures
ou égales à λn − 2, sont disjoints et ont tous deux un ardinal supérieur ou égal à
log n3 − 1.
La Figure 9.3 illustre les propriétés des strutures de transitions appartenant à
l'ensemble αn(p, q).
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Lemme 50. Pour toute struture de transitions xée τ ∈ αn(p, q), et un mot xé u
de longueur λn+1, la propriété suivante est satisfaite : tout graphe de F-dépendane
Gτ (p, q, u) ontient un sous-graphe aylique ave au moins kλn−2 − 1 arêtes.
Démonstration. On rappelle que pour toute struture de transitions τ appartenant à
l'ensemble αn(p, q), il existe un motw ∈ A≤2 tel que la propriété intersectionV ide(τ, p·
w, q ·w) est vraie. S'il existe plusieurs mots de longueur au plus 2 qui satisfont ette
propriété, w désignera par la suite le plus petit dans l'ordre militaire. Soit G′ un
sous-graphe de Gτ (p, q, u) dénit omme suit : il existe une arête (s, t) dans G′, si et
seulement si s = p·wv et t = q ·wv, où w est le mot évoqué préédemment et où v est
un mot appartenant à l'ensemble Sλn−2(p ·w), i.e. qui étiquette un n÷ud de l'arbre
R(p · w). Ce sous-graphe G′ ontient exatement |sλn−2(p · w)| arêtes, puisque pour
tout v ∈ Sλn−2(p · w), les états p · wv sont tous deux à deux distints. La propriété
arbreLarge(τ, r, λn) étant vraie pour tout état r ∈ Q, on a |sλn−2(p ·w)| ≥ kλn−2−1.
De plus, omme toute arête de G′ a exatement une extrémité dans Sλn−2(p · w) et
que les sommets de Sλn−2(p ·w) sont de degré 1, le sous-graphe G′ est aylique.
On rappelle que An(p, q, ℓ) désigne l'ensemble des automates pour lesquels les
états p et q sont séparés lors du ℓ-ème ranement de partitions.
Corollaire 51. Pour λn = ⌈logk log2 n3+2⌉, le nombre d'automates dans l'ensemble
An(p, q, λn + 1) dont les strutures de transitions sont dans αn(p, q) est O
(|Tn|2n lognn3 ).
Démonstration. La preuve se déduit diretement des lemmes 31 et 50 (pages 95 et
112) : pour tous états distints p et q, tout mot u de longueur λn + 1 , et toute
struture de transitions xée τ ∈ αn(p, q), on a






Pour une struture de transitions xée τ ∈ αn(p, q), le nombre de mots de longueur
λn + 1 étant O(log n), le nombre de hoix possibles pour les ensembles d'états ter-
minaux pour lesquels l'automate est dans An(p, q, λn + 1) est majoré par :∑
u∈Aλn+1





Cette majoration étant valable pour toutes les strutures de transitions de taille n,
on obtient le résultat énoné.
L'ensemble Xn





Démonstration. Pour un état xé r et un entier xé µ ∈ {1, .., λn}, on dénit les
ensembles Xn(r, µ) de toutes les strutures de transitions τ où µ est le plus petit











Xn(r, µ) = ∅
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Pour toute struture de transitions dans Xn(r, µ), l'arbre de dépendane R(r) on-
tient au moins deux feuilles de profondeur inférieure ou égale à µ et au plus une
feuille de profondeur inférieure à µ. An d'obtenir une majoration du ardinal de
l'ensemble Xn(r, µ), on partitionne l'ensemble des arbres de dépendane R(r) pos-
sibles :
1. Soit toutes les feuilles sont au niveau µ. Si k est la taille de l'alphabet et f le








2. Soit il existe exatement une feuille de profondeur h (ave h < µ), et au moins












En utilisant le lemme 47, qui donne une majoration sur le nombre de strutures de




























Puisque µ ≤ λn, on a |Sµ(r)| < kλn+1 et :




































, on a :













































Ce qui onlut la preuve.
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Les ensembles Yn(p, q)
Lemme 53. Pour tous états distints p et q , le nombre de strutures de transitions





Démonstration. Pour toute struture de transitions appartenant à l'ensemble Yn(p, q),
tout mot w ∈ A≤2, il existe deux mots u, v ∈ A≤λn−2 tels que p · wu = q · wv. On
partitionne l'ensemble Yn(p, q) en fontion des feuilles ontenues par les arbres de
dépendane R(p) et R(q).
Auun arbre ne ontient de feuille de profondeur inférieure ou égale à λn :
soit E un ensemble de lettres, tel que que pour tout a ∈ E, on a p·a = q ·a. On dénit
l'entier e omme le ardinal de l'ensemble E. D'après la remarque 46, on a e < k.
Pour toutes lettres b ∈ A \E et c ∈ A, la propriété intersectionV ide(τ, p · bc, q · bc)
est fausse. Pour −→u et −→v de taille x = e+ k(k − e), tels que :
 pour tout entier j ave 1 ≤ j ≤ e, on a uj = vj = aj ave aj ∈ E,
 pour tout entier i ave e < i ≤ x, ui et vi ont un préxe ommun wi de
longueur 2, dont la première lettre appartient à l'ensemble A \ E,





Tn(p, q, ∅, ∅,−→u ,−→v ).
Il y a 2k − 1 sous-ensembles E possibles et moins de k2λn(x−e) hoix possibles pour
les mots ui, vi ∈ A≤λn , ave e < i ≤ x. Pour tous j, l ≤ x, tels que j 6= l, les mots
uj et ul (resp. vj et vl) étiquettent des n÷uds dans R(p) (resp. R(q)). En xant
uj = u
′
jαj et ul = u
′




l ∈ A∗ et αj, αj ∈ A, on a don la garantie que
(p·u′j, αj) 6= (p·u′l, αl) et qu'il n'existe pas de hemin entre (p·u′j , αj) et (p·u′l, αl) ar
ela impliquerait que p · uj = p · ul et que soit le mot uj soit le mot ul étiquette une
feuille. Ainsi, le graphe Gn(p, q, ∅, ∅,−→u ,−→v ) ontient un sous-graphe aylique ave



















p, a q, a
Gn(p, q, ∅, ∅,
−→u ,−→v )
λ
Fig. 9.4  Premier sous-ensemble de Yn(p, q) : dans et exemple, u1 = v1 = a, u2 et
v2 ont un préxe ommun ba, u3 et v3 ont un préxe ommun bb.
de dépendane et d'un graphe de T -dépendane assoiés à e sous-ensemble. En
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utilisant le lemme 48, on obtient la majoration suivante sur le ardinal du sous-
ensemble de Yn(p, q) :
(2k − 1)× |Tn|
nx
× k2λn(x−e)
On a x ≥ k + 1 (pour e = k − 1). On majore de nouveau par :
(2k − 1)× |Tn|
nk+1
× k2kλn









( |Tn| log4 n
n3
)
Seul l'un des deux arbres ontient une feuille de profondeur inférieure ou
égale à λn : on suppose par symétrie que le mot wc étiquette la feuille dans l'arbre
R(p) et on dénit le mot w′c′ tel que w′c′ <mil wc et p · wc = p · w′c′ (ii, c et c′
sont des lettres). Pour toute lettre b ∈ A, la propriété intersectionV ide(τ, p · b, q · b)
est fausse. Soit −→v et −→u deux k-uplets. On suppose que tous les éléments de vi
(1 ≤ i ≤ k) ommenent par k lettres distintes. Les strutures de transitions de





(Yn(p, q, {(wc, w′c′)}, ∅,−→u ,−→v ) ∪ Yn(p, q, ∅, {(wc, w′c′)},−→u ,−→v ))
Il y a moins de k2λn(k+1) hoix possibles pour les mots wc, w′c′ ∈ A≤λn et ui, vi ∈
A≤λn , tels que i ≤ k. On montre que dans le sous-graphe omposés des k arêtes
((u′i, αi), (v
′
i, βi)), tous les sommets sont d'arité 1. Ce sous-graphe peut-être vu omme
une graphe biparti : les sommets (p · u′i, αi) d'un té et les sommets (q · v′i, βi) de
l'autre. Si, au niveau des arbres de dépendane, l'unique feuille se trouve bien dans
R(p), alors pour tous entiers j, l ≤ k, il n'existe pas de hemin entre les sommets
(q ·v′j, βj) et (q ·v′l, βl). En eet, s'il existait un hemin entre es deux sommets, alors
on aurait q · vj = q · vl, e qui ontredirait le fait que vj et vl étiquettent des noeuds
et non des feuilles dans l'arbre R(q). Les sommets (p · u′i, αi) sont don tous d'arité
1 . De plus, tous les vi sont deux à deux distints, e qui onlut la preuve. Dans
un yle, tous les sommets sont d'arité au moins 2. Ce sous-graphe est don ay-
lique. L'ajout au sous-graphe de l'arête entre les sommets assoiés à p ·wc et p ·w′c′
ne peut pas réer de yle. Ainsi, les deux graphes Gn(p, q, {(wa,w′a′)}, ∅,−→u ,−→v ) et
Gn(p, q, ∅, {(wa,w′a′)},−→u ,−→v ) ontiennent un sous-graphe aylique ave k+1 arêtes
(voir la Figure 9.5). En utilisant le lemme 48, on obtient la majoration énonée dans
le lemme 53.
Les deux arbres ontiennent une feuille de profondeur inférieure à λn :
Soient wpap (resp. wqaq) l'étiquette de la feuille dans l'arbre R(p) (resp. R(q)) et
w′pa
′




p <mil wpap et p · wpap = p · w′pa′p. Pour tout bi ∈ A,
tel que bi n'est pas préxe de wpap, la propriété intersectionV ide(τ, p · bi, q · bi) est
fausse. Soit −→u et −→v deux (k − 1)-uplets, tels que pour tout i ≤ k − 1, la lettre
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p.w, c p.w′, c′
R(q)R(p) Gn(p, q, (wc,w
′c′), ∅,−→u ,−→v )
Une
Feuille
Fig. 9.5  Deuxième sous-ensemble de Yn(p, q) : dans et exemple, w étiquette la
feuille de R(p), u1 et v1 partagent le préxe a, u2 et v2 partagent le préxe b.













Yn(p, q, (wp, w′p), (wq, w′q),−→u ,−→v )























R(p) R(q) Gn(p, q, (w1a1, w2a2), (w3a3, w4a4),
−→u ,−→v )
Fig. 9.6  Troisième sous-ensemble de Yn(p, q) : w1 étiquette la feuille de l'arbre
R(p), w3 étiquette la feuille de l'arbre R(q).
as préédent, on montre que dans le sous-graphe omposé des k − 1 arêtes de type
((p · u′i, αi), (q · v′i, βi)), tous les sommets sont d'arité 1. Le mot w′p (reps. w′q) et
tous les mots ui (resp. vi) étiquettent au total k n÷uds distints dans R(p) (reps.
R(q)). Si on ajoute l'arête entre les sommets assoiés à p · wp et p · w′p (resp. q · wq
et q ·w′q)), il ne peut don pas y avoir un hemin entre un sommet (p · u′i, αi) (resp.
(q · v′i, βi)) et le sommet assoié à p · w′p (resp. q · w′q). On en déduit que le graphe
Gn(p, q, {(wp, w′p)}, {(wq, w′q)},−→u ,−→v ) ontient un sous-graphe aylique ave k + 1
arêtes (voir la Figure 9.6).
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Conlusion de la preuve





|Ain| = O(log log n)
On note X˜n, α˜n(p, q) et Y˜n(p, q) les ensembles d'automates dont les strutures de






An(p, q, λn + 1) ⊆ X˜n ∪
 ⋃
p,q∈{1,..,n}
α˜n(p, q) ∪ Y˜n(p, q)

































= O (log logn)
On a don Nn = O(log log n), e qui onlût la preuve du théorème 36.
6 Distribution de Bernoulli
Théorème 54. Pour tout entier xé k ≥ 2, pour la distribution uniforme sur
l'ensemble des strutures de transitions déterministes omplètes à n états, et pour
la distribution sur l'ensemble des états terminaux où haque état a une proba-
bilité x ∈]0, 1[ d'être nal, la omplexité moyenne de l'algorithme de Moore est
O(n log log n).
Démonstration. Soit x un nombre réel xé ave 0 < x < 1 et soit r le nombre réel
dénit omme r = max{x, 1 − x} ∈ [1/2, 1[. En utilisant le théorème 39, on sait
que la ontribution au nombre moyen d'itérations des automates minimisés en plus
de 5 log1/r n ranements est O(1), de même que elle des automates minimisés en
moins de log1/r log2 n + 2 itérations est O(log log n).
On dénit don la onstante λr = ⌈logk log1/r n + 2⌉. On modie légèrement la
dénition des ensembles Y˜n(p, q) et X˜n, en remplaçant λn par λr. Il est faile de
voir que leur ontributions ne sont pas modiées par rapport au as préédent,
puisque l'on onsidérait tous les ensembles d'états terminaux omme étant possibles.
Ainsi, seul la ontribution des ensembles α˜n(p, q) reste à étudier. Pour deux états
p et q xés, pour un mot u ∈ Aλr xé, pour une struture de transitions xée
τ ∈ αn(p, q), on note Pτ (p, q, u) la probabilité d'un ensemble d'états terminaux
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d'être dans Fτ (p, q, u). En utilisant les mêmes arguments que dans la preuve du
théorème 39, on a











En se basant sur les onjetures 21 et 23, on obtient la onjeture suivante sur la
omplexité moyenne de l'algorithme de Moore lorsque les automates sont aessibles.
Conjeture 55. Soit k ≥ 2 un entier xé. Pour la distribution uniforme sur
l'ensemble des automates déterministes aessibles et omplets, la omplexité moyenne
de l'algorithme de Moore est Θ(n log log n).
8 Complexité générique
Les résultats obtenus sur la omplexité moyenne de l'algorithme de Moore selon
diérentes distributions donnent lieu à des résultats analogues sur la omplexité
générique. On ne donnera ii qu'un seul exemple, le mode de raisonnement étant
toujours le même.
Théorème 56. Pour la distribution uniforme sur l'ensemble des automates déter-
ministes omplets de taille n, la omplexité générique de l'algorithme de Moore est
O(n log log n).
Démonstration. On ommene par identier les ensembles négligeables, au sens de
la omplexité générique. On rappelle que λn = ⌈logk log2 n3 + 2⌉.
Lemme 57. Pour la distribution uniforme sur l'ensemble des automates détermin-
istes omplets, l'ensemble des automates minimisés en plus de λn itérations est nég-
ligeable.
















On utilise les remarques 4 et 5 (page 30) pour onlure la preuve.
L'ensemble des automates minimisés en moins de λn itérations est générique, e
qui onlut la preuve.
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Chapitre 10
Étude de l'algorithme de Hoproft
Dans e hapitre, on étudie la omplexité en moyenne de l'algorithme de Hoproft.
Celui-i étant diile à analyser, on ommene par le modier légèrement, an de
xer un ordre partiel sur les blos extraits de la Struture. L'algorithme obtenu
possède enore plusieurs implantations possibles, lesquelles sont ompatibles ave la
dénition lassique donnée dans le hapitre 6. Toutefois, grâe à ette modiation,
on montre que le oût d'une d'implantation de l'algorithme est majoré par le oût de
l'algorithme de Moore pour la même entrée, à une onstante près. On en onlut que
la omplexité moyenne de l'algorithme de Hoproft, pour la distribution uniforme
sur l'ensemble des automates déterministes omplets est O(n log log n).
Dans un deuxième temps, on eetue une étude expérimentale des implantations
habituelles de l'algorithme de Hoproft, 'est-à-dire lorsque elui i est implanté
ave une pile ou une le. On émet la onjeture suivante : lorsque l'algorithme
est implanté ave l'une de es deux strutures, sa omplexité en moyenne pour
la distribution uniforme sur l'ensemble des automates déterministes omplets est
également O(n log log n).
1 Analogie entre les algorithmes de Hoproft et Moore
1.1 L'idée
Bien que l'algorithme de Hoproft alule l'équivalene de Myhill-Nerode, il n'est
pas aisé, à une étape donnée de l'algorithme, de savoir si pour un entier i ∈ {1, .., n−
2}, deux états d'une même lasse sont i-équivalents. Dans la desription qui suit, on
résout e problème en donnant un ordre partiel sur les blos de la Struture (voir
setion 5). Plus préisément, on va utiliser deux Strutures au lieu d'une seule : les
blos de la Struture Courante sont traités avant eux de Struture Suivante.
1.2 Nouvelle desription de l'algorithme
On initialise l'algorithme de Hoproft ave la partition {F,Q \ F}, tout omme
l'algorithme de Moore, ou omme dans la desription lassique de l'algorithme, et on
plae tous les blos (min(F,Q\F ), a) dans Courante (Algorithme 16, Lignes 1−2).
L'algorithme ontient ensuite deux boules imbriquées :
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 Lignes 6 à 11 : Un blo (P, a) est extrait de Courante (Ligne 7). Si une lasse B
est assée par (P, a), on le remplae par les lasses B′ et B′′ dans la partition
et pour toute lettre a de l'alphabet, on fait une MiseAJour des Strutures de la
façon suivante (Algorithme 17) : si le blo (B, a) appartenait à Courante, on le
remplae par (B′, a) et (B′′, a). Si le blo (B, a) appartenait à Suivante, on le
remplae par (B′, a) et (B′′, a). Sinon on ajoute (min(B′, B′′), a) dans Suivante.
On appellera désormais e blo d'instrutions une itération de l'algorithme de
Hoproft, par analogie ave elle de l'algorithme de Moore.
 Lignes 3 à 11 : tant que Suivante n'est pas vide, e qui signie qu'au moins une
lasse a été assée au ours de l'itération préédente, on intervertit les deux
Strutures (Courante ontient alors tous les blos de Suivante et e dernier est
vidé) et on ommene une nouvelle itération.
L'algorithme s'arrête lorsque les deux Strutures sont vides. Tout omme dans la
desription lassique, ela implique que la partition est elle induite par l'équivalene
de Myhill-Nerode.
Algorithme 16 : Hoproft
Données : Partition = {F,F}, C = min{F,F}, Courante = ∅, Suivante = ∅
pour haque a ∈ A faire1
Ajouter (C, a) dans Suivante2
tant que Suivante 6= ∅ faire3
Courante = Suivante4
Suivante = ∅5
tant que Courante 6= ∅ faire6
(P, a) = First(Courante)7
pour haque B ∈ Partition tel que B est raffiné par (P, a) faire8
B′, B′′ ← Raffiner(B,P, a)9
Casser le bloc B en B′ et B′′ dans la Partition10
MiseAJour(Courante, Suivante,B,B′, B′′)11
Résultat : le quotient de A par Partition
Algorithme 17 : MiseAJour(Courante, Suivante, B,B′, B′′)
Données : C = min{B′, B′′}
pour haque b ∈ A faire1
si (B, b) ∈ Courante alors2
Remplaer (B, b) par (B′, b) et (B′′, b) dans Courante3
sinon4
si (B, b) ∈ Suivante alors5
Remplaer (B, b) par (B′, b) et (B′′, b) dans Suivante6
sinon7
Ajouter (C, b) dans Suivante8
Fig. 10.1  Redesription de l'algorithme de Hoproft
Puisqu'un blo (C, a) orrespond à l'ensemble des transitions arrivant dans les états
de la lasse C, Courante et Suivante peuvent être vus omme des ensembles de
transitions.
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Exemple pour l'algorithme















Partition = {1, 4} {2, 3, 5}
Classe = 0 1
(0, b)
Courante (0, a) (0, a) Suivante
Exéution :














Partition = {1} {2, 3, 5} {4}
Classe = 0 1 2
(2, a)
Courante (0, a) (2, b) Suivante














Partition = {1} {2, 5} {3} {4}
Classe = 0 1 3 2
(3, b)
(3, a)
Courante (0, a) (2, b) Suivante
Ranement par (0, a) : la partition n'est pas modiée.
Courante est vide : à e stade on remarque que, pour toute paire d'états p, q ∈ Q
telle que p ≁1 q, p et q ne sont pas dans le même sous-ensemble de la Partition. On
inverse les piles.
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Partition = {1} {2, 5} {3} {4}
Classe = 0 1 3 2
(3, b)
(3, a)
Courante (2, b) (2, b) Suivante














Partition = {1} {2, 5} {3} {4}
Classe = 0 1 3 2
(3, a)
Courante (2, b) (2, b) Suivante














Partition = {1} {2, 5} {3} {4}
Classe = 0 1 3 2
Courante (2, b) (2, b) Suivante
Ranement par (2, b) : la partition n'est pas modiée
Les deux piles sont vides, l'algorithme s'arrête.
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Lemme 58. Pour tout automate déterministe, au début de haque itération de l'al-
gorithme de Hoproft, les propriétés suivantes sont satisfaites :
i) Courante ontient au plus kn transitions.
ii) Pour tout blo (B, a) dans Courante, la lasse B est le fruit d'un ranement
fait lors de l'itération préédente.
iii) L'ensemble des transitions ontenues dans Courante est exatement l'ensemble
des transitions qui seront utilisées au ours de l'itération ourante pour raner
la partition.
Démonstration. La propriété i) vient du fait que l'automate est déterministe : il y a
au plus kn transitions dans l'automate et une transition ne peut être dans deux blos
distints, puisque ela signierait que la transition possède deux états d'arrivée.
La propriété ii) se déduit simplement de l'algorithme : une transition est dans un
blo (C, a) de Courante au début d'une itération si et seulement si elle a été ajoutée
dans Suivante au ours de l'itération préédente. Un blo ne peut être ajouté dans
Suivante que par la fontion MiseAJour, qui est appelée lorsqu'une lasse est ranée.
La propriété iii) se déduit également de l'algorithme : un blo n'est extrait de
Courante que pour être utilisé pour raner la partition. Dans la fontion MiseAJour,
Courante ne peut être modiée que pour partitionner un ensemble donné de transi-
tions (C, a) en (C ′, a) et (C ′′, a), tel que (C, a) = (C ′, a)∪ (C ′′, a). Ainsi, l'opération
ne modie globalement pas l'ensemble des transitions ontenu dans Courante.
Remarque 59. D'après le lemme 58, la omplexité en temps d'une itération de
l'algorithme de Hoproft est O(kn) : en eet, les Lignes 9 à 11 peuvent être réalisées
en temps onstant, en utilisant les bonnes strutures de données. La boule Foreah
(Ligne 8) dépend du nombre de transitions ontenues dans un blo, une itération
dépend du nombre de transitions dans Courante.
Lemme 60. Pour tout automate déterministe, tout entier i ∈ {0, .., n − 2}, tous
états p et q, si p ≁i q, alors p et q ne sont pas dans la même lasse d'équivalene à
la n de l'itération i de l'algorithme de Hoproft.
Démonstration. On prouve e résultat par réurrene : l'itération 0 représente l'ini-
tialisation de l'algorithme, identique à elle de l'algorithme de Moore, qui sépare
les états terminaux des non-terminaux. Supposons maintenant que la propriété est
vraie jusqu'à une itération i. Soient p et q deux états tels que p ∼i q et p ≁i+1 q.
D'après la dénition de l'équivalene de Myhill-Nerode, il existe une lettre a telle
que p·a ≁i q ·a. On sait que p·a et q ·a ne sont pas dans la même lasse d'équivalene.
à la n de l'itération i de l'algorithme de Hoproft, e qui signie que les transitions
étiquetées par a partant des états p et q ont été ajoutées dans deux blos diérents,
dans l'une des deux Strutures lors d'une itération j, pour j ≤ i. Cela implique que
p et q seront séparés soit à l'itération j, soit à l'itération j + 1. Dans tous les as,
ils ne sont plus dans la même lasse d'équivalene à la n de l'itération i + 1 de
l'algorithme de Hoproft. Cei onlut la preuve.
Corollaire 61. Pour tout automate déterministe, l'algorithme de Hoproft s'arrête
soit à la même itération que l'algorithme de Moore, soit lors d'une itération préé-
dente.
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Notons que e lemme ne prouve pas qu'une implantation de l'algorithme de Moore
ne sera jamais plus rapide qu'une implantation de l'algorithme de Hoproft. En
eet, l'algorithme de Hoproft utilise de nombreuses strutures de données pour
garantir sa omplexité dans le pire as. Pour une simple opération sur une transition,
l'algorithme de Hoproft requiert plus de aluls que l'algorithme de Moore. Il est
don tout à fait possible que pour ertains automates, l'algorithme de Moore soit
légèrement plus rapide que toute implantation de l'algorithme de Hoproft.
1.3 Complexité moyenne de l'algorithme de Hoproft
Théorème 62. Pour tout entier xé k ≥ 2 et pour la distribution uniforme sur
l'ensemble des automates déterministes omplets à n états sur un alphabet à k lettres,
il existe une famille d'implantations de l'algorithme de Hoproft dont la omplexité
moyenne est O(n log log n).
Démonstration. On utilise le théorème 54, le Corollaire 61 et la remarque 59 pour
onlure.
2 Étude expérimentale de diérentes implantations
de Hoproft
Dans [4℄, Balet et Pagetti omparent deux types d'implantations de l'algorithme
de Hoproft : lorsque la Struture est une pile et lorsqu'elle est une le. Les expéri-
enes qu'ils eetuent semblent indiquer que la première version est légèrement plus
rapide que la seonde. Cependant, les automates utilisés pour les tests appartenaient
à des familles partiulières d'automates.
On a don reproduit ette expériene en utilisant la bibliothèque REGAL, an de
vérier si un tel résultat est enore observable dans un as plus général. Expérimen-
talement, toutes les implantations qui ont été testées semblent ne diérer que d'une
onstante multipliative dans leur temps d'exéution. L'utilisation d'une unique pile
semble être la méthode la plus rapide en moyenne : l'observation faite dans [4℄ semble
don être pertinente pour diérentes distributions.
Une extension naturelle du théorème 62 serait de montrer que la omplexité
moyenne de l'algorithme de Hoproft reste O(n log logn) pour es deux implanta-
tions.
Pour les distributions où les strutures de transitions sont hoisies uniformément








} d'être nal, soit
un nombre xé d'états terminaux sont hoisis uniformément dans Q, des mesures
expérimentales ont été eetuées sur la somme des nombres de transitions assoiées
à haque blo extrait de la Struture, mesure que l'on onsidère omme le meilleur
indiateur du nombre d'opérations eetuées par l'algorithme de Hoproft.
En se basant sur les résultats expérimentaux présentés dans la Figure 10.2, on établit
les onjetures suivantes :
Conjeture 63. Soit k ≥ 2 un entier xé. Pour la distribution uniforme sur
l'ensemble des automates déterministes omplets, la omplexité moyenne des im-
plantations habituelles de l'algorithme de Hoproft est O(n log logn).
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Fig. 10.2  En haut, les deux graphiques montrent l'évolution du nombre moyen
d'opérations eetuées par l'algorithme de Hoproft. Celui de gauhe représente
une implantation de la Struture ave une le : il semblerait que moins l'automate
ontient d'états terminaux, plus l'algorithme est rapide. Celui de droite est une
implantation de la Struture ave une pile : le nombre d'opérations semble moins
élevé que dans le as préédent, en partiulier lorsque la probabilité qu'un état soit
nal ou non suit une loi de Bernoulli. Dans les deux graphiques du bas les valeurs
des graphiques du haut ont été normalisées par le nombre d'états de l'automate.
La onjeture 55 et le théorème 17 onduisent à l'énoné suivant :
Conjeture 64. Soit k ≥ 2 un entier xé. Pour la distribution uniforme sur
l'ensemble des automates déterministes aessibles, la omplexité moyenne des im-
plantations habituelles de l'algorithme de Hoproft est O(n log logn).
2. ÉTUDE EXPÉRIMENTALE DE DIFFÉRENTES IMPLANTATIONS DE
HOPCROFT
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Perspetives
Optimiser les générateurs. La omplexité moyenne des générateurs d'auto-
mates déterministes aessibles présentés dans la partie II est O(n√n) ar le nombre
moyen de rejets eetués par les générateurs pour engendrer une partition d'ensem-
ble à l'aide de la méthode de Boltzmann est Θ(
√
n). Dérire un générateur plus
eae pour les partitions d'un ensemble, à l'aide par exemple une méthode ad ho,
permettrait d'obtenir un générateur d'automates de omplexité linéaire.
Un générateur d'automates où le nombre de transitions indénies est xé.
L'algorithme de génération aléatoire d'automate possiblement inomplets présenté
dans le hapitre 4 permet d'engendrer des automates inomplets eaement en
utilisant la méthode du rejet. Cependant, si l'on souhaite engendrer aléatoirement
des automates où le nombre de transitions indénies est préisé par l'utilisateur,
la méthode du rejet n'est pas eae : omme on a pu le voir dans le hapitre 5,
expérimentalement, si l'alphabet est de taille 2, un automate inomplet aura en
moyenne 1, 6 transitions indénies. L'utilisation d'un rejet serait don ineae. De
plus, si l'on tente d'engendrer diretement des partitions d'ensembles respetant la
valeur donnée par l'utilisateur, alors le nombre de partitions satisfaisant la propriété
k-Dyk devient rapidement insusant pour utiliser la méthode par rejet. Il est à
noter que dans [41℄, Héam, Niaud et Shmitz utilisent la méthode réursive et
obtiennent un générateur aléatoire de omplexité O(n3) en temps. Il s'agit de la
seule méthode utilisable à e jour, mais on peut diilement envisager de l'utiliser
pour engendrer des objets de grande taille.
Énumérer les automates minimaux. Les résultats expérimentaux obtenus à
l'aide de REGAL semblent indiquer qu'il existe une proportion onstante d'auto-
mates minimaux parmi les automates déterministes aessibles omplets. Une piste
possible pour résoudre e problème ouvert serait de majorer le nombre d'automates
non-minimaux de taille n, en étudiant le nombre d'automates reonnaissant le même
langage qu'un automate minimal de taille m, pour n > m.
Le diamètre moyen d'un automate. Dans le hapitre 5, on a onjeturé que
le diamètre moyen d'un automate sur un alphabet d'au moins deux lettres est
O(log n). Le résultat est non seulement intéressant en soit, mais permettrait égale-
ment d'obtenir des résultats sur la omplexité moyenne des algorithmes de minimi-
sation pour une distribution où le nombre d'états terminaux est xé.
Complexité de la minimisation des automates aessibles. Dans le hapitre 9,
on a montré que la omplexité moyenne de l'algorithme de Moore, pour la distribu-
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tion uniforme sur l'ensemble des automates déterministes omplets, estO(n log logn).
On onjeture que le même résultat peut être obtenu sur l'ensemble des automates
déterministes aessibles (onjeture 55) et que la borne supérieure soit optimale.
L'algorithme de Hoproft. La question de l'exéution optimale de l'algorithme
de Hoproft reste ouverte. On émet l'hypothèse suivante : l'algorithme de Hoproft
est plus rapide lorsque l'on ne fait pas de tests pour hoisir où insérer les nouveaux
blos. De plus, bien que l'on ait majoré la omplexité moyenne d'un ensemble d'im-
plantations de l'algorithme d'Hoproft par O(n log log n), il est possible que ette
borne supérieure ne soit pas optimale sur ertaines lasses d'automates.
Analyse en moyenne et théorie des automates. On aborde ii des perspe-
tives de reherhe moins préise. Le omportement moyen des algorithmes lassiques
de la théorie des automates est enore peu onnu. Sur la base de tests eetués ave
REGAL, on onjeture que la omplexité moyenne de l'algorithme qui alule le pro-
duit de deux automates déterministes aessibles est du même ordre de grandeur
que la omplexité dans le pire des as, soit Θ(nm), où n et m sont les nombres
d'états des deux automates d'entrées. Une analyse plus poussée pourrait permettre
de déouvrir des propriétés moyennes sur les automates produits, et de aratériser
des sous-ensembles d'automates pour lesquels la omplexité moyenne est meilleure
que elle dans le pire des as.
L'algorithme de déterminisation est également d'un grand intérêt. En eet, il inter-
vient lors de la transformation d'une expression rationnelle en automate minimal.
Cette opération néessite les étapes suivantes :
1. Construire un automate non-déterministe reonnaissant l'expression rationnelle,
2. Déterminiser l'automate.
3. Minimiser l'automate.
On pourrait par exemple aratériser une ou plusieurs familles d'automates pour
lesquelles la déterminisation se fait en temps polynomial.
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