ABSTRACT The noise problem is crucial in modeling ship maneuvering motion function based on sampling tracks by conducting self-propulsion model tests. In general, the normal noise in the data is tolerated and deposed properly. While abnormal noise and outliers might accumulate errors, they are not accepted during the ship motion function training. In this paper, we show that the problems of variant Gaussian noise and outliers can be overcome using a support vector regression (SVR) method. The solution of SVR is given as a formula using sequential minimal optimization training algorithm. Simulations were conducted to validate the SVR method in dealing with variant Gaussian noise polluted ship tracks compared to polynomial and Fourier regression methods based on the known maneuvering motion function of the ship Mariner. Finally, the promising performance of the SVR method in deposing outliers and regressing polluted ship tracks is demonstrated. Here, the polluted ship tracks were recorded using an ultrasonic positioning system by conducting set-sail and circular tests in a towing tank.
I. INTRODUCTION
Ship maneuvering motion function plays a significant role in track prediction and dynamic positioning control. In the last several decades, considerable attention has been paid to predicting ship maneuvering motion. In the total force model, steady hydrodynamic forces and moment functions were described as polynomials using Tylor expansion [1] - [3] . In maneuvering mathematical group (MMG) model [4] , [5] , the open water characteristics of hull, propeller, and rudder, and their interaction effects were considered individually. In the well-known Nomoto model, a response formula was introduced under a constant ship speed [6] . In the former three methods, expensive hydrodynamic tests were required in modeling the motion function of a ship with different geometric shapes. Such tests include oblique towing test (OTT), rotating arm test (RAT), and planar motion mechanism (PMM) test. Free self-propulsion tests can be easily carried out with less cost and effort, such as zigzag test, circular test, braking test and so on. In this method, ship maneuvering motion equations were established through motion variable decoupling and system identification based on sampling tracks. Notably, the noise problem in sampling tracks is inevitable, especially the tracks in indoor laboratory with an ultrasonic positioning system due to its poor resistance to interference noise.
In general, normal noises slightly affect the ship motion function modeling and can be effectively eliminated using some methods, e.g., classical filter including mean filter, reciprocal gradient filter, linear filter, and median filter; and regression methods such as polynomial regression method [7] , Fourier regression method [8] , and neural network [9] . Apart from difficult determination in the optimal order or layer using the regression method, low outlier and abnormal noise suppressions are performed using the above approaches.
Outliers cannot be tolerated because accumulated errors could be caused in ship motion modeling. When they are replaced with the nearby value, colored pollutant might be brought into the original data to a certain extent. Wavelet de-noising method has played a part in de-noising polluted heading angle under 20 • /20 • zigzag test [10] . Hence, a method is urgently required for efficiently eliminating both normal noise and outliers in modeling ship maneuvering motion equation and predicting maneuvering motions based on free self-propulsion tests.
In this study, ε-support vector regression (ε-SVR) method was applied to overcome the noise problem in free selfpropulsion tests. The main contributions of this study are summarized as follows:
• ε-SVR method is proposed to regress sampling tracks, which are generated by known maneuvering motion function of ship Mariner and polluted by variant Gaussian noise. Compared to polynomial and Fourier regression methods, the ε-SVR method provides a better approximation to the original ship tracks and suppression to the variant Gaussian noise.
• The actual ship model motion tracks recorded using an ultrasonic positioning system under set sail and circular-like tests and severely polluted were successfully regressed using the ε-SVR method. Both the normal noise and outliers, whether single outlier or continuous outliers, were deposed reasonably. The rest of the paper is organized as follows: ε-SVR algorithm and its training method sequential minimal optimization (SMO) algorithm are introduced in section II. The solution of SVR with SMO algorithm is given in a form with an understandable derivation process, the updated formula of threshold is described, the range of C is determined, and the training mechanism of ε-SVR is provided. In section III, an average error is defined between the non-noise polluted data and regression data reconstructed based on the noise polluted data used to evaluate the regression quality. Simulations are provided to show the superiority of ε-SVR in deposing the noise problem in ship motion track. In section IV, a free selfpropulsion test laboratory is shown. The regression results of the ε-SVR method in regressing actual ship tracks are presented. In section V, conclusions of this study are drawn, and further study areas are suggested.
II. INTRODUCTION OF ε-SUPPORT VECTOR REGRESSION AND SMO
ε-SVR derives its origin from support vector machine (SVM) [11] . SVM achieves classification using maximum margin classifier based on structural risk minimization [12] . Because a few support vectors constitute separating hyperplane, SVM is sensitive to noises and outliers. The introduction of slack variable C decreased the influence of noises and outliers to the optimal separating hyperplane in C-SVM [13] . Owing to an ε-insensitive error function that determines noises insensitiveness of separating hyperplane, C-SVR was successfully applied to solve the regression problem based on C-SVM. Therefore, ε-SVR achieved the optimal regression based on support vectors with noises and outliers punished by adjusting slack variable C and setting insensitive error ε.
A. ε-SUPPORT VECTOR REGRESSION
Considering a set of data points (x 1 , y 1 ), . . . , (x l , y l ), where x i ∈ R is the input, y i ∈ R is the target output, and l is the total number of exemplars. If the regression function of exemplars is as follows:
where φ(x) is the mapping function between sample space and target space, ω is the weight, and b is the threshold in the target space. Under ε-insensitive error function:
Based on Structural Risk Minimization, the optimization task is defined as follows:
In Eq.3, C is the slack variable controlling the influence of noises and outliers to the optimal separating hyperplane. If φ(x)'s Hessian matrix is positive, finding optimization of J is to solve a convex quadratic programming (QP) problem with
and,
where, a i is the diversion of lagrangian multiplier, and
is a Mercer kernel [14] . We always use shorthand K ij = K (x i , x j ) and assume that K ij = K ji .
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Based on Karush-Kuhn-Tucker (KKT) theorem, KKT conditions for regression can be written as follows:
Thus, an SVR is a model calculated as a weighted sum of kernel function outputs (see Appendix A). The kernel function can be an inner product, such as Gaussian basis function, polynomial, sigmoid, Fourier, or any other function [12] that obeys Mercerąŕs conditions. Finally, solving SVR problem is transformed into solving quadratic programming (QP) problem with quadratic constraints under Mercer kernel. About the QP problem in SVM, many algorithms have been proposed. First, Chunking algorithm [11] is reported by Boser et al. Then, decomposition algorithm [15] , [16] , SMO algorithm [17] - [19] , and modified algorithms were proposed to solve SVR. Moreover, other algorithms such as parallel methods [20] , [21] and intelligent search algorithms [22] were proposed. The simplest method is SMO.
B. SMO AND OPTIMIZATION
SMO repeatedly finds two Lagrange multipliers that can be optimized with respect to each other and analytically computes the optimal step for both the Lagrange multipliers. When none of the Lagrange multipliers can be optimized, the original QP problem is solved. The solution of SVR with SMO algorithm Pseudo-Code seems to be abstract [18, 19] . Here, we give another form, which is similar to Pseudo-Code and has a clear and easy deduction.
1) OPTIMIZATION OF LAGRANGE MULTIPLIERS
Considering two Lagrange multipliers a 1 , a 2 , Eq. 4 can be rewritten as follows:
where
If a i satisfies constraint equation 
where (12) In Eq.12:
and ϑ(·) refers to the unit impulse function.
2) UPDATING THRESHOLD AND REGRESSION ERROR
If a i satisfies 0 < a i < C, in the other words, exemplar (x i , y i ) constitutes a support vector, combining output function Eq.5 and KKT conditions Eq.6, Parameters b 1 , b 2 can be updated as follows:
where 
Furthermore, b i can be calculated using Eq.14
Actually, threshold b can be simply updated by updating of a 1 , a 2 , and historical error e old 1 and e old 2 . Therefore, it is necessary to update regression error e i under the updated a 1 , a 2 , and b. Based on the latest regression function f (x), regression errors of exemplars can be calculated using Eq.15:
The calculation of b and e i is simple. Therefore, SMO algorithm is popular in solving SVM.
3) SLACK VARIABLE C AND TRAINING MECHANISM
The larger the C, the larger punishment to samples with noises. In other word, the larger the C, the greater probability of regression distortion. Otherwise, the smaller the C, the less enough punishment to samples with noises. Because inappropriate C will adversely affect the learning effect of C-SVM, improved C-SVMs [15] , [23] , [24] , v-SVM [25] , [26] , LS-SVM [27] , Fuzzy-SVM [28] , Wavelet-SVM [29] , Soft-SVM [30] were proposed. Based on timing sample data
For training mechanism, two Lagrange multipliers waiting for optimized prefer for exemplars with a i = 0, ±C. The first multiplier a 1 is selected randomly, the second multiplier a 2 is selcected with the maximum |e 1 − e 2 |. Once a i is hardly adjusted or all the Lagrange multipliers satisfy KKT condition, this optimization process is completed.
III. TRACK REGRESSION BASED ON SHIP MARINER
Many types of ship maneuvering motion equations have been established, and the corresponding hydrodynamic parameters have been identified. One less expensive and easy approach is the free self-propulsion test, such as zigzag test, circular test, braking test and so on. Then, ship motion functions can be designed with variable decoupling and parameter identification based on recoding ship tracks. Inevitably, noises are present in the sampling track data [31] .
Since ε-SVR has a rather strong linear and nonlinear approximation ability and antinoise ability, it is applied to depose the noise problem in sampling ship tracks under selfpropulsion tests. To test the efficiency of ε-SVR algorithm in fitting sampling ship track, tacks were generated with variant Gaussian noises using ship model Mariner under zigzag and circular tests. Shipping maneuvering motion equation of the so-called ship model Mariner was successfully identified as Eq.18 by conducting a PMM trial [1] .
In Eqs.24 and 25: m is the mass of ship; u is the increment of designed surge speed; v, r and δ is the sway speed, yaw rate, and rudder angle, respectively; f 1 , f 2 , and f 3 are the forces (or torque) in three motion directions; Xu, Yv, Yṙ , Nv, and Nṙ are the additional masses (or additional inertia); the rest of the symbols are viscous hydrodynamic coefficients. Based on the relationship between appendage and inertial coordinate system,
Here, it should be noted that (X , Y ) is the output ship position and different than (x i , y i ) in section II, ϕ is yaw angle in the inertial coordinate system. AndẊ ,Ẏ , andφ are the corresponding change rates. If we use the given ship model Eqs.18 and 20, the corresponding parameters [1] , sampling time Ts = 0.2s, and data length l, ship tracks can be obtained based on sampling data (T i , X i ) and (T i , Y i ). Ensuring that the motion curves close to VOLUME 5, 2017 the actual curves, variant Gaussian noise was generated as follows:
(1) Original Gaussian noise sequence was generated and a distributed V 0i (i = 1, . . . , l/2) ∼N(0, 0.2); then, sequences P i (i = 1, . . . , l/2) and Q i (i = 1, . . . , l/5) were generated and uniformly distributed P i ∼U ( 
Under circular test, when δ = 20 • , the ship track including variant Gaussian noise was depicted as ''--× --Sample'' in the X direction and Y direction, as shown in Figs.1-a and 1-b, respectively.
Then, ε-SVR algorithm was applied to fit motion curves under zigzag and circular tests with different rudder angles δ. In ε-SVR algorithm, Gaussian kernel K (x, x ) = exp(−x * x /2σ 2 ) was selected with σ = 30, C was selected as C = 40, and insensitive error was set as ε = 0.01.
In comparison, polynomial and Fourier regression methods were also used to regress the motion curves. Because polynomial and Fourier regression methods do not have self-learning ability, to obtain a better fitting result, hand-setting orders of the two regression models were needed. Through manual selection, regression curves much closer to the real curves were obtained using the polynomial and Fourier regression methods. Regression curves with such three algorithms are shown in Fig.1 .
In Figs. 1-a and 1-b, all the three methods could fit curves although they had slight differences. The differences in the three methods in regressing ship tracks are presented clearly shown in Fig.1-c, and we can see the regression curve closest to real tracks was achieved using the ε-SVR algorithm.
Polynomial and Fourier regression models with a lower order would result in under fitting; a higher order would cause over fitting. The proximate one could not be identified. Therefore, it is a difficult problem to compare the regression results of SVR algorithm with the best results of polynomial and Fourier regression methods. Since the original track is known in this section, the average fitting error can be calculated using Eq.22:
In Fig.1 , the average regression errorsẽ of the three schemes were calculated asẽ P = 0.5938,ẽ F = 0.2557, andẽ V = 0.0830 using Eq.22, respectively. This result also illustrates that the regressed ship track applying ε-SVR algorithm is the best.
Under circular test with different rudder angle δ, minimum regression errors min{ẽ} of polynomial and Fourier methods were obtained by adjusting the orders of the corresponding regression models as shown in Table 1 . In the other words, regression results closest to the non-noise curves in the two methods were observed. The average regression errors of ε-SVR algorithm were also calculated using Eq.22, as recorded in Table 1 . More clearly, theẽ values in different methods under different δ are plotted in Fig. 3 . Table1 and Fig.3 show that the effect of ε-SVR algorithm is almost the same as polynomial and Fourier methods, and slightly better than them. This shows the ε-SVR algorithm is a viable method in fitting ship circular tracks.
In the same manner, the best results under different zigzag tests with polynomial and Fourier methods can be obtained. The corresponding regression errors can be calculated as recorded in Table 2 and plotted as shown in Fig.4 . Obviously, VOLUME 5, 2017 Above all, the simulation results show that whether a zigzag test or circular test, the ε-SVR algorithm can achieve effects as good as polynomial and Fourier regression methods, or even better than them.
What needs to be explained is that it is a tricky problem to ascertain which result is the best one in using polynomial and Fourier methods regressing ship tracks in fact. Moreover, the real track cannot be observed in practice. Hence, it even showed the advantages of ε-SVR algorithm used to fit the ship track owing to its Structural Risk Minimization and selflearning ability.
IV. TRACK REGRESSION OF LABORATORY SHIP MODEL
Here, the motion curves of ship model were sampled in our laboratory under free self-propulsion model tests, such as circular-like test and set-sail test [32] . As the name implies, set-sail test was carried out when ship was stationary in still water; and, a step thrust in surge direction was applied. This test helped us identify the resistance characteristics of fluid in vertical direction and the corresponding hydrodynamic parameters. In this study, ship maneuvering motion function worked at low speeds, for example, working under automatic berthing or automatic positioning. Therefore, the circular test was not carried out at the designed speed, but a much lower speed and even at 0 speed. Here, we call it as a circular-like test. Fig.5 shows the general situation of our laboratory build for self-propulsion model tests. In the thrust system, two full-revolving thrusters as the main propulsion system were symmetrically distributed at stern, and two bow thrusters were distributed at prow. The positioning system is designed using the ultrasonic positioning technology.
The laboratory ship model track under circular-like test was sampled and plotted in Fig.6 . Notably, not only normal noise was included but also outliers were included in this test, for example, regular outlier (T i , X i ) = (11, 4.5) and (T i , Y i ) = (26.5, 2.1). Moreover, outliers X i = 11 and Y i = 0 were the lost data and replaced with X i = 11 and Y i = 0. These outliers present single or continuous. Actually, many outliers will appear due to poorly resistant to the interference of ultrasonic positioning system. In this case, undoubtedly that polynomial and Fourier regression methods would deviate the regression curves from the real position. Maybe the lost segments data can be remedied artificially by using linear interpolation method before regression. However, we know that this kind of data are distorted. Therefore, a method that can remedy the lost segments data and dispose the outliers is in demand and inspiring. Fig.6 shows the regressed ship model track under set circular-like test applying ε-SVR algorithm. Clearly, normal noises, both single and continuous outliers were deposed satisfactorily. Because of the graceful performance of ε-SVR algorithm in dealing with ship track under set circular-like, its effect in filtering abnormal sampling data and regressing real track under set-sail test was evaluated. Fig.7 shows the ship model track under set-sail test. In theory, ship track should be a straight line. But, in practice, it is difficult to ensure a straight line under the set-sail test, because two thrusters at stern could not completely thrust equal forces. Therefore, ship model track presents a slight yaw motion as shown in Fig.7 . We can see the noises were well deposed and track was smoothly regressed with the ε-SVR algorithm. Here, The regression results obtained under other types of tests will not be presented. These two examples show that real tracks can be vividly replicated by ε-SVR algorithm. Next, we would utilize the regression data modeling ship maneuvering motion function and identify its hydrodynamic parameters at a low speed. 
V. CONCLUSION
In this paper, a proposed ε-SVR algorithm was applied to regress ship tracks polluted with variant Gaussian noise. The introduction of an ε-SVR algorithm was described, the solution of ε-SVR in new style under SMO methods was derived, and a range of harmonic coefficient C was determined based on the track data characteristics.
To test the validity of ε-SVR algorithm in regressing ship tracks polluted by variant Gaussian noise, maneuvering equation and the corresponding hydrodynamic parameters of the ship Mariner were used to generate non-noise polluted tracks and variant Gaussian noise were generated in a distinct way. Compared to the best regression results of polynomial and Fourier regression methods under the proposed average errorẽ, the proposed ε-SVR achieves a slight better performance than the former two method in deposing variant Gaussian noise in the simulation tracks of the ship Mariner under zigzag and circular tests. However, in practice, nonnoise polluted tracks are unknown, i.e, it is difficult to obtain a best regression using polynomial and Fourier regression methods. Thus, the advantages of ε-SVR algorithm were confirmed.
In deposing noises in laboratory ship model tracks sampled from set sail and circular-like tests in our laboratory with the proposed ε-SVR algorithm, the obtained regression curves have demonstrated that the proposed ε-SVR algorithm has a special advantage in removing not only the normal noise, but also outliers and fragment outliers. Undoubtedly, the curves regressed by the polynomial and Fourier methods would deviate from the real when tracks are seriously polluted. Then, severely polluted sampling tracks which would be abandoned, can be available for ship modeling owing to the strong capacity of ε-SCR in noise deposing. Therefore, the experimental efficiency is improved.
Of course, the convergence rate of proposed ε-SVR is not fast as a large sample data was used. Therefore, the future work is to boost the learning speed when the regression quality is ensured.
APPENDIX A A. SVR AND QP PROBLEM
When we constructed the Lagrangian as follows:
and minimized L(ω, ξ, ξ * , θ, θ * , γ , γ * ) with respect to ω, b, ξ , and ξ * (for fixed θ , θ * , γ , and γ * ) by setting the derivatives of L with respect to ω, b, ξ , and ξ * ,
By incorporating Eq.A.2 back into Eq.A.1, the corresponding maximum problem can be derived:
. We always use shorthand K ij = K (x i , x j ) and assume that VOLUME 5, 2017 K ij = K ji . Then, Eq.A.6 can be transformed by substituting
Then, by incorporating Eq.A.2 into Eq.1, f (x) can be described as follows:
Based on KKT Theorem, the products of Lagrange multipliers and their constraints are zeros in saddle points. Therefore, θ i θ * i = 0 and ξ i ξ * i = 0. Then, the KKT conditions for regression can be written as follows: 
When η ij > 0, let = 2ε/η 12 and a = a old 2 + (e old 1 − e old 2 )/η 12 ,
and
Based on the two former conditions for d, Based on such three assumptions, the followings can be derived:
Therefore, a 2 = 0.
Therefore, a 2 = a.
Therefore, a 2 = d.
Therefore, a 2 = C. By rewriting them with 0 ≤ d < C and η 12 > 0:
In the same method, when −C < d ≤ 0 and η 12 > 0: 
