Abstract: A communication system model for mutual information performance analysis of multiple-symbol differential M-phase shift keying over time-correlated, time-varying flat-fading communication channels is developed. This model is a finite-state Markov (FSM) equivalent channel representing the cascade of the differential encoder, FSM channel model and differential decoder. A state-space approach is used to model channel phase time correlations. The equivalent model falls in a class that facilitates the use of the forwardbackward algorithm, enabling the important information theoretic results to be evaluated. Using such a model, one is able to calculate mutual information for differential detection over time-varying fading channels with an essentially finite time set of correlations, including the Clarke fading channel. Using the equivalent channel, it is proved and corroborated by simulations that multiple-symbol differential detection preserves the channel information capacity when the observation interval approaches infinity.
Introduction
This paper seeks to determine maximum achievable mutual information rate of differential detection of a phasemodulated signal over time-correlated, time-varying flatfading communication channels. The differential detection creates a dependency between consecutive receiver outputs [1] , enabling the use of the correlation between the phase distortion experienced by different transmitted phase shift keying (PSK) symbols. Conventional symbol-by-symbol differential detection suffers from a performance penalty (additional required signal to noise ratio (SNR) at a given bit error rate [2] ) when compared with ideal (perfect carrier phase reference) coherent detection [1] . However, superior performance can be achieved with multiple-symbol differential detection [2] [3] [4] which exploits the phase distortion correlation by using a sequence of N þ 1 samples to jointly detect N transmitted symbols. In [5] , it is shown that, assuming a constant channel phase, there is no fundamental advantage, in terms of the achievable information rates, of using multiple-symbol differential PSK or coherent PSK.
Motivated by the rather encouraging performance of the multiple-symbol differential detection over the additive white Gaussian noise (AWGN) channel [2, 3, 5] , error performance of multiple-symbol differential detection of PSK signalling over time-correlated, time-varying flatfading Rayleigh channels is considered in [6, 7] . However, when analysing differential detection over time-varying flatfading channels, the literature limits attention to two extreme cases of modelling: assuming fading channel gain time variations are not correlated, representing the most rapidly time-varying case [4] , or the time variations being sufficiently slow that they are virtually time invariant over the observation interval as in the block-fading case [4, 8] . Whereas independent fading model underestimates the channel information capacity, the block model does not permit an analysis of channel process time-correlation effects upon the mutual information performance. In addition, given an infinitely long block, the block model degenerates to the time-invariant channel and, hence, an overall information capacity analysis when the observation interval approaches infinity does not make sense.
To evaluate mutual information performance of the multiple-symbol differential detection related to channel process time correlation, this paper utilises more realistic, autoregressive (AR) state-space fading models, which capture the time-varying channel time-correlation properties. The implemented models are better in modelling the timecorrelation properties of time-varying fading channels than either the independent fading model or the block-fading model, commonly found in the literature.
Based on AR channel modelling, this paper defines an equivalent finite-state Markov (FSM) channel. The equivalent channel is derived from the state-space finitestate AR channel model and analytical expressions for the differential encoder and decoder. The main advantage of using an FSM channel to model the signal correlation in time is a possibility to accurately capture the time-varying channel time-correlation properties and, at the same time, to facilitate the use of the forward-backward algorithm. This algorithm, when implemented on the equivalent FSM channel, enables mutual information performance evaluation for differential detection over time-varying fading channels with an essentially finite time set of correlations, including the Clarke fading channel [9] . Under the assumption that correlation coefficients typically decay broadly governed by the fading rate, and effectively only a finite number of correlations, which have the lowest indices, need to be modelled.
Using the equivalent channel model, this paper proves that multiple-symbol differential detection, as a form of block-byblock maximum likelihood sequence detection, theoretically preserves the channel information capacity when the observation interval approaches infinity. Furthermore, simulation analysis, based on the equivalent channel for the Clarke fading model, confirms the theoretical findings by showing that multiple-symbol differential maximum likelihood (ML) detection of BPSK and QPSK practically achieves the channel information capacity with observation times only in the order of a few-symbol intervals.
Signal model
If a flat-fading process is slow enough, to be essentially constant over symbol intervals, the kth matched filter output at the receiver side, for M-phase shift keying (MPSK) transmission, can be represented as [1] 
where r k is the received signal, g k a correlated channel fading process, u k the transmitted MPSK signal and n k an i.i.d. complex-valued Gaussian noise process (AWGN). The information symbol x k takes values in {0, M À 1} and is mapped to the transmitted MPSK signal as
where E s is the energy per symbol. In general, the actual realisation of flat-fading gain g k in (1) given by
is unknown to the receiver a priori. a k and u k denote the channel amplitude and phase, respectively. This leads to a statistical characterisation of the fading channel. From (1) -(3), one can write
Whereas the simulation analysis presented in Section 8 uses Clarke's fading model (which is one such widely accepted statistical model for non-dispersive wireless fading channels [9] ), the theoretical analysis and equivalent FSM channel concept, presented in this paper, are more general and can be implemented in any other fading model having an essentially finite time set of correlations.
AR(1) state-space time-varying channel phase model
To use models which are more consistent with real propagation conditions than independent or block-fading models, our mutual information analysis assumes an AR FSM model to capture the correlated nature of the time variations of the phase process u k . This provides the following advantages: (1) simplification; (2) ease of computer modelling; (3) a simplified algebraic description of the channel phase dynamics; but most importantly (4) the model falls in a class that facilitates the use of the forward-backward algorithm enabling the significant information theoretic results to be brought to bear on the problem.
Assuming an AR(1) channel phase model, the timevarying flat-fading channel phase u k is partitioned into N equiprobable, non-overlapping intervals. Each partition corresponds to an FSM channel state, which can be identified with m [ {0, N À 1}; N ¼ M r ; r ¼ 1, 2 . . . as follows [10] 
while u k represents a continuous channel phase at time instant k, under the finite-state modelling assumption (5), the corresponding channel state S k [ {0, N À 1} represents the discrete scaled channel phase process. The channel state law for each particular channel state i [ {0, N À 1}, is modelled as an M-ary symmetric channel, as shown in Fig. 1 . In the following, we choose the cardinality of the channel phase partition to be N W M. This will provide a very convenient algebraic closed-form modulo-M formulation of (7), (11) and (12) 
This state-space description is not strict but can trivially be converted to the conventional state-space form. In (6a), which represents the signal phase observation process y k at the channel output, v k is M-ary phase noise and È is modulo-M addition. In (6b), which is the AR(1) state equation for time-correlated, time-varying flat-fading channel phase, {h k } is an independent and identically distributed (i.i.d.) (memoryless) innovation process which determines the state transition structure of the Markov process. It is important to notice that the time-varying channel phase state process (6b) introduces channel phase correlation into the signal phase observation process (6a).
For a given channel state
where É is modulo-M subtraction. Thus, (7) is determined by probabilities p(v k ¼ i), i [ {0, M À 1}, which depend on the statistical model used for the channel gain amplitude a k in (3). For the amplitude, a k , we assume it is an independent (uncorrelated) time-varying fading channel amplitude process. The physical justification of this assumption relies on the fact that we deal with constant amplitude PSK modulations that carry no information in the amplitude. Thus, the mutual information performance of the constant modulus PSK modulations over time-varying channels is negligibly affected by the channel amplitude distortion correlation relative to the channel phase distortion correlation. Although the channel amplitude correlation modelling would involve a very high degree of model complexity, it would not notably change the mutual information performance. Our approach is supported by the bit error rate (BER) performance analysis in [10] and mutual information performance in [11] , which show that PSK receivers that rely on a simple minimum mean square error (MMSE) symbol-by-symbol amplitude estimation combined with forward-backward phase estimation on the FSM phase model, perform negligibly worse than when having perfect amplitude knowledge (amplitude channel state information (CSI)) at the receiver.
The statistics of channel process noise {h k } is determined by state transition probabilities of the channel phase state process (6b) as ( Fig. 1 ) (8) is the probability density function with the first-order memory of the flat-fading channel phase at consecutive time instants, k and k À 1, which depends on the statistical model used for the channel phase u k in (3).
Differential encoding and detection
Differential encoding of M-ary sequence x k is given by
where b k is kth raw information symbol and x 0 is the reference symbol. Sequence x k (9) is transmitted over the M-state Mary symmetric channel, given by the state-space model of (6a) and (6b). Differential decoding of the received signal phase y k is performed as follows
where
Although the channel phase process is assumed to be correlated (6b), sequence d k from (10) is determined by the innovation h k ¼ S k À S kÀ1 of the channel process (6b), which is essentially uncorrelated. It enables the adoption of multiple-symbol differential detection for the case of time uncorrelated channels, which exploits the phase distortion correlation from the sequence 1 k , by using a sequence of N þ 1 samples to detect jointly N transmitted symbols.
Equivalent FSM channel
To evaluate the mutual information performance of the differential encoding/detection scheme, we define an equivalent FSM channel for a cascade, which consists of the differential encoder (9), M-state M-ary symmetric channel and differential decoder (10) . The equivalent FSM structure is based on the state-space model of (6a) and (6b) for the M-state M-ary symmetric channel and expressions (9) and (10), as shown in Fig. 2 .
The equivalent channel state at time instant k, S (e) k can be defined as
where i, j [ {0, M À 1}, with a total number of M 2 states. The transition structure of the equivalent FSM channel is given by
where i, j, m, n [ {0, M À 1}. The transition structure (11) (and its memory) is not determined by the original channel phase process correlation, but by the phase noise sequence distribution p(v k ¼ m).
Additionally, the equivalent FSM channel state law given by
is determined by the distribution of the innovation h k ¼ S k À S kÀ1 of the phase process of the original channel.
6 Capacity preserving theorem
The information capacity of the equivalent FSM channel is equal to the information capacity of the original Mstate M-ary symmetric channel that is, the differential encoding/detection scheme is information lossless.
Proof: The M-state M-ary symmetric channel is a uniformly symmetric, variable noise channel [12] and assuming an input distribution p(X ) that is a uniform i.i.d., the channel information capacity is given by [12] C ¼ log 2 M À lim
Similarly, the equivalent channel is a uniformly symmetric, variable noise channel and for an input distribution p(B) of the raw information sequence b k that is uniform i.i.d., the channel information capacity is
and
0 ] is a vector of the equivalent channel error function
For a stationary stochastic process Z N [13] lim
By the chain rule [13] 
Combining (15) and (17), expression (13) becomes
Similarly, (14) can be expressed as
Lemma 1 in Appendix proves that
Consequently
Thus, C ¼ C (e) . A Because of existence of the symbol x 0 , serving as a reference for the differential codec, an N-symbol observation interval for the M-state M-ary symmetric channel implicitly assumes an N þ 1-symbol observation interval for differential detection and the equivalent channel. However, the reference symbol x 0 represents a negligible amount of information for the actual information transfer.
The above result indicates that there is a potential fundamental advantage of multiple-symbol differential detection over coherent detection for time-correlated, timevarying communication channels in the presence of channel noise. Although explicit or implicit (blind) channel estimation methods for coherent detection exploit the timevarying channel process correlation (memory) to improve channel estimation, coherent detection may not be optimal (in terms of the achievable mutual information rate) in the presence of channel noise [14] . The reason is that the timevarying channel process is not completely observable in the presence of channel noise [15] .
7 AR(p) channel phase model and generalised differential detection 
is a state vector. In the autoregressive AR( p) state equation for time-correlated, time-varying flat-fading channel phase (22b) u is the system vector and p is the Markov memory order. The state-space model (22) can be implemented in any fading model with an essentially finite time set of correlations.
AR(p) generalised differential encoding and detection
By assuming that the channel phase model structure (22b) known at the transmitter, a generalised form of differential encoding can be defined through
where b k [ {0, M À 1} is the kth raw information symbol. In (24), an arbitrary symbol vector
serves as the reference. In our notation, X kÀ1 kÀp , V kÀ1 kÀp and so on have an form analogous to (23).
By using (22b), (22a) and (24), a generalised differential detection scheme at the receiver can be quantitatively described in the following form
Whereas the channel phase process S k , given by (22b), induces channel phase process correlation into the channel output phase observation sequence y k , given by (22a), the differentially detected sequence d k , given by (25a), is determined only by the innovation
of the channel phase process S k , which is essentially i.i.d. (memoryless).
AR( p) generalised differential detection over the AR( p) channel model results in M
pþ1 -state equivalent FSM channels, with the structure given by straightforward modifications of (11) and (12).
Simulation analysis
Here, we provide a performance analysis of the maximum mutual information rate against the average received SNR per bit, g b ¼ 2s
2 E b =N 0 , for the differential detection of BPSK and QPSK over time-varying flat-fading channels, modelled as M-state M-ary symmetric channels. N-symbol differential detection with N þ 1-symbol observation intervals is considered. This simulation analysis assumes Clarke's non-dispersive wireless fading channel model [9] . By assuming the absence of the line of sight and a continuum of scatterers in the vicinity of the omnidirectional mobile receiver antenna, the flat-fading gain (3) can be written as a complex-valued Gaussian process, where X k and Y k in (3) are mutually uncorrelated zero-mean Gaussian processes, each with correlation properties determined by the Doppler frequency f D , as follows [16] www.ietdl.org autocorrelation gives rise to the well known U-shaped normalised power spectral density from Jakes [17] 
Furthermore, by the appropriate choice of H in (22b), one can approximate Clarke's fading autocorrelation (27) with a discrete Markov process, and this has been shown to capture significant fading process dynamics [10] .
If X k and Y k are zero-mean, the marginal distributions of the magnitude a k and the phase u k in (3) are Rayleigh and uniform, respectively, and hence the term 'Rayleigh fading' [1] . The probability density function for calculation of the state transition probabilities (8) is given by [16] 
where d W r 1 cos(u k À u kÀ1 ), and
is the autocorrelation function of the fading process.
The maximum mutual information rate, for N-symbol, multiple-symbol differential MPSK is calculated by using the equivalent channel as 
To calculate the entropy H ( Z (e) N ), the distribution
0 ) is calculated recursively by using the backward iterative procedure formulated in [18] . This procedure is an implementation of the forward-backward algorithm [19] for hidden Markov models. Additionally, we use the recursive procedure described in [12] to calculate the information capacity of the M-state M-ary symmetric channel. The recursive procedure is based on a recursive formula to calculate the state distribution conditioned on past input/output pairs, which is derived in [12] . Practically, the channel information capacity is approached with observation times only in the order of a few additional symbol intervals; that is, N ¼ 5 symbol differential detection practically achieves the channel capacity at moderate and high SNR levels. . Consequently, a longer observation interval is needed to achieve the channel information capacity (differential QPSK with a six-symbol observation interval practically approaches the channel information capacity, at moderate and high SNR levels It is important to note that when the channel is time varying and in the presence of channel noise, the information capacity of differential QPSK is smaller than twice the capacity of differential BPSK, as shown in Fig. 4 . The reason for this is that the orthogonality in the QSPK constellation cannot be completely preserved. This effect is more pronounced for low SNR values (Fig. 4) . 
and it shows how quickly C (e) N , given by (31), approaches the channel information capacity C, by increasing the observation interval. Since C ðeÞ N in (32) is normalised by the channel information capacity C, the normalisation factor is different for channels with different capacities. Thus, a greater t means that the mutual information rate approaches closer to the channel capacity, but it does not mean a higher absolute mutual information rate. At a low average received SNR per bit (g b ¼ 1 dB in Fig. 5 ), 1 k in (10) is more dominant over h k , compared with the higher value of g b (g b ¼ 10 dB in Fig. 5 ). Thus, a longer observation time (more symbols for detection) is needed to approach the channel information capacity (g b ¼ 1 dB against g b ¼ 10 dB in Fig. 5) . If the channel is faster Fig. 5 ), some mutual information performance improvements are noticeable, relative to the channel information capacity. The reason is that h k in (10) becomes more dominant over 1 k for a faster channel ( f D T s ¼ 0:001). Consequently, the mutual information penalty for completely or partially ignoring the phase distortion correlation from 1 k (by using a short observation interval for multiple-symbol differential detection) is smaller (relative to the channel information capacity) compared with that of a slower channel ( f D T s ¼ 0:0001).
Conclusions
This paper has evaluated the information capacity of timecorrelated, time-varying flat-fading channels when differential MPSK detection is implemented. An equivalent FSM channel was introduced for the cascade of the differential encoder, AR fading phase process model and differential decoder. Whereas the AR fading phase process captures the significant non-degenerate (i.e. neither independent nor fixed over blocks of symbols) time correlations, the equivalent FSM channel falls in a class that facilitates the use of the forward-backward algorithm, enabling the significant information theoretic results to be brought to bear on the problem. Using such a model, one is able to calculate mutual information for the Clarke fading model or equally well for any other time-varying channel model, which exhibits (or can be approximated) an essentially finite time set of correlations. The presented modelling approach is not necessarily restricted to linear channels. However, a detailed analysis of nonlinear channels should be a very interesting topic of future study. Furthermore, by selecting an adequate order of memory of the model, a wide range of Doppler fading rates can be modelled, from very slow to very fast fading channels. Whereas a first-order Markov model can be used for slowfading channels (f D T s 0:001), higher-order Markov models and generalised differential detection should be used for medium-speed (0:001 f D T s 0:4) and very fast fading channels ( f D T s . 0:4).
Significantly, and counter to this experience, this paper shows that a non-coherent scheme actually is capacity achieving when the channel is not static (time varying) and when there is noise. This may provide a fundamental www.ietdl.org advantage of non-coherent systems over coherent detection for time-varying channels since in the coherent case we have the fundamental findings by Gallager that timevarying channel processes are not completely observable given channel noise.
Appendix
Lemma 1:
Proof: Because of constellation and channel state symmetry of the M-state M-ary symmetric channel, one can denote p m W p i, j and q m W q i, j for jj À ij ¼ m. By using expressions (12) and (11), the distribution of the error function sequence Z (e) N of the equivalent channel, after N time instants can be expressed as
where the last equality follows from the fact that the transition from the initial channel state S
does not depend on j by (11) and P MÀ1 j¼0 p j ¼ 1. Furthermore, applying probability balancing, one can find
i,0 ) in (34), can be calculated by using backward recursion. The recursion starts with
and ends by
k,' ) is the equivalent channel state law for the channel state c (e) k,i , given by (12) .
Combining expression (34) with (36) and (37), one can write
Furthermore, for the M-state, M-ary symmetric channel
However, expression P MÀ1 i¼0 p(Z N , S N ¼ kjS 0 ¼ i) in (39), can be calculated by using backward recursion. It starts with
where p (Z,k) ¼ p(ZjS ¼ k) is the channel law at the state S ¼ k, defined by (7) . Combining expression (39) with (40) 
Finally, since the initial channel state probability p(S 0 ¼ i) ¼ 1=M for any m [ {0, M À 1}, we have 
