Tsinghua Science and Technology
Volume 20

Issue 5

Article 7

2015

A Feature Selection Method for Prediction Essential Protein
Jiancheng Zhong
the School of Information Science and Engineering, Central South University, Changsha 410083, China.
the College of Polytechnic, Hunan Normal University, Changsha 410083, China.

Jianxin Wang
the School of Information Science and Engineering, Central South University, Changsha 410083, China.

Wei Peng
the Computer Center, Kunming University of Science and Technology, Kunming 650093, China.

Zhen Zhang
the School of Information Science and Engineering, Central South University, Changsha 410083, China.

Min Li
the School of Information Science and Engineering, Central South University, Changsha 410083, China.

Follow this and additional works at: https://tsinghuauniversitypress.researchcommons.org/tsinghuascience-and-technology
Part of the Computer Sciences Commons, and the Electrical and Computer Engineering Commons

Recommended Citation
Jiancheng Zhong, Jianxin Wang, Wei Peng et al. A Feature Selection Method for Prediction Essential
Protein. Tsinghua Science and Technology 2015, 20(5): 491-499.

This Research Article is brought to you for free and open access by Tsinghua University Press: Journals Publishing.
It has been accepted for inclusion in Tsinghua Science and Technology by an authorized editor of Tsinghua
University Press: Journals Publishing.

TSINGHUA SCIENCE AND TECHNOLOGY
ISSNll1007-0214ll07/10llpp491-499
Volume 20, Number 5, October 2015

A Feature Selection Method for Prediction Essential Protein
Jiancheng Zhong, Jianxin Wang , Wei Peng, Zhen Zhang, and Min Li
Abstract: Essential proteins are vital to the survival of a cell. There are various features related to the essentiality of
proteins, such as biological and topological features. Many computational methods have been developed to identify
essential proteins by using these features. However, it is still a big challenge to design an effective method that
is able to select suitable features and integrate them to predict essential proteins. In this work, we first collect 26
features, and use SVM-RFE to select some of them to create a feature space for predicting essential proteins, and
then remove the features that share the biological meaning with other features in the feature space according to
their Pearson Correlation Coefficients (PCC). The experiments are carried out on S. cerevisiae data. Six features
are determined as the best subset of features. To assess the prediction performance of our method, we further
compare it with some machine learning methods, such as SVM, Naive Bayes, Bayes Network, and NBTree when
inputting the different number of features. The results show that those methods using the 6 features outperform
that using other features, which confirms the effectiveness of our feature selection method for essential protein
prediction.
Key words: essential protein; feature selection; Protein-Protein Interaction (PPI); machine learning; centrality
algorithm

1

Introduction

Essential proteins exert vital functions on cellular
processes and are indispensable for each organism. The
organism cannot survive and reproduce without
them[1, 2] . Essential proteins are composed of a set of
minimal genome, which can support the cell survival
with basic requirements. Recently, identification of
essential proteins and their functions has attracted
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many pharmaceutical researchers’ attention, because
the essential proteins of some bacterial are lethal to
bacterial, which are candidate of drug-target[3] .
Many experimental and computational methods
have been designed to find and predict essential
proteins. The experimental methods identify essential
proteins through single gene knockouts[4] , conditional
knockouts[5] , and RNA interference[6] , which are
very expensive and time-consuming. Furthermore, the
experimental methods are not suitable for all organisms,
e.g., human. Meanwhile, with the development of
high throughput experimental technologies, a variety
of genome-related data, such as Protein-Protein
Interaction (PPI) data, cellular localization data,
protein sequence data, and gene expressing data,
are available. Many features of essential proteins
have been discovered through analyzing the biological
information. Therefore a large number of computational
methods make use of these features to predict essential
proteins. Generally, these computational methods can
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be divided into two categories: unsupervised and
supervised machine learning-based methods.
Unsupervised methods mainly adopt the topologybased features of essential proteins in PPI. These
methods are based on centrality-lethality rule, which
means essential proteins tend to be the hubs of the
PPI network, and removing them causes the PPI
network to break down. Many centrality methods have
been proposed to predict essential proteins, such as
Betweenness Centrality (BC)[7, 8] , Closeness Centrality
(CC)[9] , Degree Centrality (DC)[10] , Eigenvector
Centrality (EC)[11] , Information Centrality (IC)[12] ,
Edge Clustering Coefficient Centrality (NC)[13] , and
Subgraph Centrality (SC)[14] . However, these methods
only take the topological features of proteins in the PPI
network into consideration. With the advent of some
useful genome-related information, many researchers
combine the topological features with the biologicalrelated information to predict essential proteins. For
example, Koschützki et al.[15] proposed a networkmotif-based centrality to predict essential proteins by
using both the functional substructures and the network
centrality. Both Li et al.[16] and Tang et al.[17] weighted
PPI network by gene expression profiles and proposed
a novel centrality to identify essential proteins. The
methods mentioned above rely heavily on the accuracy
of PPI. Although modern technologies, including Yeast
two-Hybrid (Y2H)[18] , tandem Affinity Purification
(AP)[19] , and Mass Spectrometry (MS)[20] , can identify
PPI datasets, it is still a big challenge to obtain exact PPI
datasets, due to high false positive on experiments and
unstable interactions between proteins[21] , which limits
the effectiveness of methods for predicting essential
proteins.
In contrast to unsupervised methods, supervised
methods use machine learning methods to combine
topological features of proteins with their biological
features. Those methods first train the classifiers with
the known samples and then employ the classifiers
to predict the unknown samples. Seringhaus et al.[22]
identified 14 sequence features that are potentially
associated with essentiality, such as localization signals,
Codon Adaptation Index (CAI), GC content, and
overall hydrophobicity. Gustafson et al.[23] combined
a lot of features including the Open Reading Frame
(ORF) length, PHYletic retention (PHY), paralogs,
CAI, DC, etc., by using a Naive Bayes classifier to
predict the essential proteins. Hwang et al.[24] integrated
the ORF length, PHY, BC, CC, and DC by using
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SVM classifier to infer essential proteins. Recently,
some researchers have used ensemble learning methods
that create an ensemble classifier to predict essential
proteins. Acencio and Lemke[25] bagged the decision
trees to predict essential proteins with combination
of topological features (BC, CC, DC, and so on)
with biological features (cellular localization and
biological processes information). Deng et al.[26] trained
four classifiers (C4.5 decision tree, CN2 rule, Naive
Bayes classifier, and logistical regression model)
to calculate scores of essential genes, respectively,
and then combine the four scores to get the final
predictions. Kim[27] proposed a method to combine
various machine learning techniques by using a CENTING-GO feature space which includes GO terms and
various centrality measures.
Since various types of features have been proposed
for detecting essential proteins, researchers try to
find some powerful prediction features from a feature
spaces. For example, del Rio et al.[28] constructed a
feature space with 16 different centralities measured
in 18 metabolic networks for identifying essential
proteins. Their results show that the prediction
performance is reliable when at least 2 centrality
measures are selected, and there is no improvement
when 3 or 4 centrality measures are selected. Therefore,
it is a challenge to select a group of features that play a
key role in predicting. Few methods can select features
from the feature space automatically. Researchers[24, 29]
usually use the statistical methods such as Pearson
Correlation Coefficients (PCC) to analyze the
relationship between features, and then decide which
features are selected to train classifiers.
In this paper, we collect 26 features to construct a
feature space which consists of topological features,
such as BC, CC, DC, EC, IC, NC, and SC, biological
features, such as subcellular location, and other
composed features, such as ION[30] , PeC[16] , and
WDC[17] . Then we predict essential proteins by using
SVM-RFE and PCC methods using the feature spaces,
which can automatically select a subset of feature
from feature space with powerful prediction ability and
minimal biological meaning overlap.

2

Method

In this section, we first collect 26 features to construct
a feature space for predicting essential proteins, and
then select suitable subsets of features from the feature
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space by using SVM-RFE and Pearson correlation
coefficients methods.
2.1

Feature spaces construction

In order to construct the feature space for identifying
essential proteins, we utilize the results obtained
from previous methods of predicting essential
proteins. Twenty six features are introduced as
follows.
In the first step, we analyze the topological features
of proteins in PPI network including BC, CC, DC, EC,
IC, NC, and SC.
F1: BC[7, 8] .
The BC of vertex k means the relative stress
centrality that can quantify the extend to which vertex k
monitors the communication between other vertexes. It
can be defined as the following equation.
p.u; k; v/
ıuv .k/ D
; u ¤ k ¤ v;
p.u; v/
XX
BC.k/ D
ıuv .k/;
u2V v2V

where ıuv .k/ denotes the fraction of the shortest paths
that pass though the vertex k.
F2: CC[9] .
The CC of a vertex u is defined as the reciprocal of
the total distance between it and other vertexes in graph
G. N is the number of vertices in V . It can be defined
as the following equation.
N 1
;
CC.u/ D X
dis.u; v/
v2V

where dis.u; v/ is the distance between u and v, v
denotes other vertexes in the graph G.
F3: DC[10] .
The DC is the most simple centrality which is defined
as degree of the vertex v.X
DC.v/ D
edge.u; v/:
u

F4: EC[11] .
The EC assumes that the centrality value of vertex
depends on the values of each adjacent vertex, which is
defined as the following equation.
EC.u/ D emax .u/;
where emax denotes the principal eigenvector of
the adjacency matrix A, emax .u/ denotes the u-th
component of the principal eigenvector.
F5: IC[12] .
The IC of a vertex u is defined as harmonic mean
length of paths ending at the vertex u. It is calculated
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by using following equations.
Iuv D .Cuu C Cvv Cuv / 1 ; C D .D
"
# 1
1 X 1
IC.u/ D
;
N v Iuv

A C J/

1

;

where I is the information matrix, D is the diagonal
matrix whose values are the degrees of each vertex, A
is the adjacency matrix of a network, and J is a matrix
with all of its elements equal to one.
F6: NC[13] .
The NC of a vertex u is calculated by the sum of the
edge-clustering coefficients. It is defined as following
equations.
zu;v
;
ECC.u; v/ D
minfDC.u/ 1; DC.v/ 1g
X
NC.u/ D
ECC.u; v/;
v

where ECC(u; v) is the edge-clustering coefficient of
edge(u; v). zu;v is the number of triangles containing
edge(u; v) in network. The DC(u) 1 means the
maximal number of triangles that can include vertex u.
F7: SC[14] .
The SC of a vertex u accounts for the number of
subgraghs in which vertex u takes part in and gives
more weight to smaller subgraphs. It is defined as the
following equation.
1
N
X
X
ul .u/
Œav .u/2 ev ;
SC.u/ D
D
lŠ
vD1
lD0

where ul .u/ denotes the number of closed loops of
length l which starts and ends at vertex u. The
.a1 ; a2 ;    ; aN / is an orthonormal basis of RN which
consists of eigenvectors of adjacency matrix A. The
1 ; 2 ;    ; N are eigenvalue of A and av .u/ is the uth component of av .
In the second step, we adopt some composited
features which consider both the topological properties
and biological information. Those features are proposed
by methods including PeC, WDC, and ION.
F8: PeC[16] .
PeC integrates gene expression profiles and PPI data
to predict the essential proteins. The PeC of vertex u
is defined as the sum of the ECC score of the edge
connecting vertex u multiplying the corresponding PCC
in terms of expression data. It can be calculated by the
following equation.
X
PeC.u/ D
ECC.u; v/  PCC.u; v/:
v2Nu
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F9: WDC[17] .
Like PeC, WDC also simultaneously considers the
gene expression profiles and PPI data to infer the
proteins essentiality. The WDC can be calculated by the
following equation.
WDC.u/ D
X

Œ.ECC.u; v/  / C .PCC.u; v/  .1

//;

v2Nu

where  is a constant. In this paper, we assign 0.5 to .
F10: ION[30] .
The ION integrates the orthology with PPI networks
which considers both the connections between proteins
and the features of their neighbors. ION calculates the
score of proteins that are the linear combination of
the neighbor-induced scores and orthologous property
scores .d.u//. Ne.u/ denotes the neighbor of u. It can
be calculated by the following equation.
8
ECC.u; v/
ˆ
ˆ
Normi .ECC.u; v// D X
;
ˆ
ˆ
ˆ
ECC.u;
w/
ˆ
ˆ
<
w2Ne.u/
X
h.u; v/ D
ˆ
if
ECC.u; w/ > 0I
ˆ
ˆ
ˆ
ˆ
w2Ne.u/
ˆ
ˆ
: 0;
otherwise:
ION.u/ D .1

a/d.u/ C a

X

h.u; v/ION.v/:

v2Ne.u/

In the third step, we select the subcellular localization
of proteins as features to construct feature space. Some
researches[25] have pointed that the subcellular
localization associates with gene essentiality, because

Fig. 1

localization of proteins in cellular is usually related to
the proteins’ functions. For example, most essential
biological processes, such as DNA replication and
mRNA synthesis, often take place in nuclear. In this
work, 16 different localizations including Cell wall,
Cytoskeleton, Cytoplasm, Endoplasmic reticulum,
Endosome, Extracellular, Golgi, Lysosome, Membrane,
Mitochondrion, Nucleus, Peroxisome, Secretory
pathway, Vacuole, Vesicles, and Transmembrane are
considered as features of protein essentiality, which
correspond to F11 to F26.
Since each feature from F1 to F10 has its own value
ranges, we standardize all features of numeric attributes
to have zero mean and unit variance.
2.2

Feature selection

In this section, we select suitable features from the
26 features mentioned above for predicting essential
proteins. The goal of feature selection is to find the
suitable features that both have powerful prediction
ability for protein essentiality and share minimal
biological meaning between each other. To achieve the
goal, we first adopt Support Vector Machines-Recursive
Feature Elimination (SVM-RFE) to output a ranked
list of the features. And then we use the Pearson
correlation coefficients to determine the relationship
between these features and rearrange the ranked list of
the features. Figure 1 illustrates the workflow of SVMRFE with PCC.
The SVM-RFE algorithm is proposed by Guyon et
al.[31] which adopts a backward feature elimination

Proposed secure systolic Montgomery modular multiplier architecture.
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strategy. It constructs sorting coefficient by weight
vectors W generated by SVM, and then removes
iteratively a feature with the smallest coefficient. The
SVM-RFE gets the sorted list in descending order of
all the features. The W is calculated by the following
equation:
1 T
1
a Q. i /a;
W .i/ D aT Qa
2
2
where a is the Lagrange multipliers vector, Q is a
matrix defined as Qij D K.xi ; xj /, K is a linear
kernel function. Although SVM-RFE can output a
ranked list of the features, it does not determine which
one is the suitable subset features. In order to get a
suitable subset, we use the 10-fold cross validation as
the resampling method. Besides, SVM-RFE does not
consider the redundancy of the features. To get features
minimal biological meaning, we use PCC to evaluate
the subset features and then remove the features that
have high correlation coefficient and are ranked in front
of the list. The PCC of two features is calculated by the
following equation:
Cov.fi ; fj /
;
PCC.fi ; fj / D p
Var.fi /Var.fj /
where Cov(fi ,fj ) denotes the covariance of fi and
fj , Var.fi / and Var.fj / denote the variance of fi and
fj , respectively. Algorithm 1 is the features selection
algorithm with computational complexity of O(mn2 ).

3

Results and Discussion

In this section, we describe the datasets for experiments
including S. cerevisiae (Bakers Yeast) datasets and
its corresponding PPI datasets. Then we create the
feature space of essential proteins and select the best
feature subsets. Finally, we compare the performance
by applying various machine learning methods on
different feature subsets.
3.1

Datasets

We carried out the experiments on Bakers Yeast
dataset, which is published on Oct. 10, 2010
and is available from DIP database, http://dip.doembi.ucla.edu/dip/Download.cgi?SM=7[32] . The reason
for selecting yeast dataset is that both its PPI and
its essentialty information are complete and reliable
among various species. Since some features do not use
the self-interactions and repeated interactions, we filter
out those interactions in the PPI network. After that,
we obtain the PPI network including 5093 proteins
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Algorithm 1 Selection features
Input: The sample of protein with 26 features X, and its
corresponding label Y .
Output: The ranked list of the features.
(1) Initialize the training dataset X;
(2) Set rankedFeatureList= ∅ ;
(3) i = 1;
(4) do
(a) Train the support vector machine with features;
(b) Calculate the weight vector W;
(c) f = the feature with smallest ranking value of W;
(d) rankedFeatureListŒi C C D f ;
(e) features D features f ;
While jfeaturesj > 0
(5) Reverse the rankedFeatureList;
(6) Samplesize = the size of sample;
(7) FeatureCount= jrankedFeaturesj ;
(8) SelectFeatureCount D 1;
(9) For i in Œ1:: FeatureCount
(a) SelectFeatures = ∅ ;
(b) SelectFeatureCount D SelectFeatureCount2;
(c) If (SelectFeatureCount > FeatureCount) break;
(d) SelectFeatures D SelectFeatures [
rankedFeatures;
(e) Calculate the accuracy vectors value by using SVM
with SelectFeatures employed leave one out CV;
Endfor
(10) Get the best n ranked features with accuracy vectors
(11) Calculate the Pearson correlation coefficients for all
features
(12) For i in [1..n 1]
(a) For j in [i+1..n]
If PCC(rankedFeatures[i],
rankedFeatures[j ])>
threshold then
i. rearrange the rankedFeatures by removing the
feature[j ] after feature[n].
ii. n D n 1;
Endif
Endfor
Endfor
(13) Return the ranked list of the features;

and 24 743 interactions. To get the dataset of essential
proteins, we integrate four essential protein databases:
MIPS[33] , SGD[34] , DEG[35] , and SGDP[36] , which
include 1285 distinct essential proteins. 1167 of them
can map to the yeast PPI network. In this paper, the
1167 proteins serve as the golden dataset of essential
proteins.
In order to calculate some features like ION,
WDC, etc., we obtain other biological information
on proteins, such as orthologous proteins, gene
expression,
and subcellular information. The
orthologous information of proteins can be downloaded
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from Version 7 of the InParanoid database[37] . The
gene microarray datasets can be downloaded from
NCBI Gene Expression Omnibus website (http://
www.ncbi.nlm.nih.gov/projects/geo/query/acc.cgi?acc=
GSE3431)[38] , including 9335 probes at 36 different
time points. The data corresponds to 6777 gene
products. Among them, 4858 proteins are found in
the yeast PPI network. The 16 different subcellular
localizations information can be downloaded from
eSLDB database[39] .
3.2

The best feature subsets

In this paper, SVM-RFE and PCC are employed to
select suitable features for predicting essential proteins
from the feature space that integrates both topological
and biological features. The topological features are
calculated by some centrality methods including BC,
CC, DC, EC, IC, NC, and SC, corresponding to the
F1:F7 in the feature space. The biological features
include both the composite features, such as PeC,
WDC, and ION, and the subcellular localization
information. The composite features correspond to the
F8:F10 in the feature space. The subcellular localization
features correspond to the F11:F26 in the feature
space. There are 26 features in the feature space. First,
we run the SVM-RFE with 10-fold Cross Validation
(CV) to rank the feature list, listed in Table 1.
As can be seen from Table 1, ION ranked in
top is a very predictive feature, which relates to the
evolutionary conservation, and the essential proteins are
often conserved[30] . Both WDC and PeC use the gene
expression profile to determine co-expression and coTable 1 Essential proteins feature rankings for Yeast
datasets.
Rank No. Feature name Rank No.

Feature name

clustering of essential proteins, which achieve the good
performance of prediction. Acencio ands Lemke[25]
found that the proteins located in nucleus tend to
perform indispensable functions, which means that the
feature of nucleus is effective in predicting essentiality.
Given the feature ranking list, we adopt the 10-fold
CV to decide the suitable subsets of features. The Area
Under the Curve (AUC) of ROC is computed for each
feature subset by using SVM. Table 2 shows all features
and those ranked in top 4,8,16 and their corresponding
AUC of ROC.
The highest AUC value 0.609 is obtained under the
feature subset of size 8. We use the PCC to evaluate the
correlations between the top 8 features, which is shown
in Table 3.
In Table 3, the values of PCC between WDC and
PeC, WDC and NC features are greater than 0.8,
which indicate that those features are closely related to
each other. We analyse the methods including WDC,
PeC, and NC, those methods are all based on the
edge-clustering coefficient, and PeC and WDC use the
similar biological information, such as gene expression
information. We remove the PeC and NC from the
feature space, and then run SVM with 10-fold CV with
the rest of features. The AUC of ROC for SVM with six
features has the highest value 0.610.
We compare the performance of a list of machine
learning methods when using 6 features, 8 features
or all features. Some measures, such as True Positive
rate (TP rate), False Positive rate (FP rate), precision,
F-Measure, Matthews Correlation Coefficient (MCC),
ROC area, PRC area, were used to evaluate the
prediction performance. The results are shown in Table
4. The feature space with 6 features performs better
than other feature spaces in SVM, Naive Bayes, Bayes

1

ION

14

Endoplasmic reticulum

2

WDC

15

BC

3

Nucleus

16

Mitochondrion

4

PeC

17

Membrane

5

DC

18

Transmembrane

6

NC

19

Secretory pathway

4

7

Cytoplasm

20

Cell wall

8

8

IC

21

Cytoskeleton

9

Vacuole

22

CC

10

EC

23

Vesicles

11

Endosome

24

Golgi

12

SC

25

Extracellular

13

Peroxisome

26

Lysosome

Table 2 The AUC of ROC by using SVM with different
feature subsets.
Number of
features

16

26

Features name
ION,WDC,Nucleus,PeC
ION, WDC, Nucleus, PeC,
DC, NC, Cytoplasm, IC
ION, WDC, Nucleus, PeC,
DC, NC, Cytoplasm, IC, Vacuole,
EC, Endosome, SC, Peroxisome,
Endoplasmic reticulum, BC,
Mitochondrion
ALL features

AUC of ROC
0.608
0.609

0.607

0.577

Jiancheng Zhong et al.: A Feature Selection Method for Prediction Essential Protein
Table 3

ION
WDC
Nucleus
PeC
DC
NC
Cytoplasm
IC

The correlation of top 8 features.

ION

WDC

Nucleus

PeC

DC

NC

Cytoplasm

IC

1
0.425 232
0.240 546
0.349 71
0.388 783
0.440 695
0.160 436
0.581 611

1
0.195 593
0.801 061
0.579 09
0.810 345
0.052 004
0.464 07

1
0.156 85
0.119 282
0.209 794
0.202 167
0.229 772

1
0.348 574
0.555 108
0.034 506
0.293 526

1
0.724 148
0.069 622
0.616 673

1
0.063 784
0.544 119

1
0.092 517

1

Table 4
Method

Comparison of different methods when using 6 features, 8 features or all features.

Number of features

TP rate

FP rate

Precision

Recall

F-Measure

MCC

ROC area

PRC area

6
8
All
6
8
ALL
6
8
ALL
6
8
ALL

0.805
0.805
0.801
0.79
0.79
0.782
0.76
0.755
0.71
0.811
0.806
0.806

0.586
0.587
0.646
0.477
0.52
0.526
0.405
0.397
0.394
0.509
0.533
0.534

0.791
0.791
0.808
0.773
0.768
0.758
0.769
0.768
0.75
0.793
0.787
0.787

0.805
0.805
0.801
0.79
0.79
0.782
0.76
0.755
0.71
0.811
0.806
0.806

0.767
0.766
0.745
0.778
0.771
0.764
0.764
0.76
0.725
0.789
0.78
0.78

0.341
0.34
0.313
0.352
0.328
0.304
0.344
0.341
0.285
0.387
0.364
0.363

0.61
0.609
0.577
0.748
0.745
0.744
0.75
0.747
0.73
0.755
0.755
0.755

0.706
0.706
0.691
0.795
0.796
0.792
0.812
0.809
0.797
0.81
0.806
0.809

SVM

Naive Bayes

Bayes Network

NBTree

Network, and NBTree.

4
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Conclusions

Although different feature-based methods for
predicting essential proteins have been proposed,
integrating different features and selecting suitable
features to predict the essential proteins is still a
big challenge. In this work, we adopt SVM-RFE
and PCC-based method to select suitable features
related to essentiality of proteins from their topological
and biological features. We conduct experiments
on S. cerevisiae data. (1) The features are ranked
by SVM-RFE. The features ranked in top 8 are the
suitable subsets of features because they achieve the
highest AUC of ROC in 10-fold CV when inputting
different number of features. (2) In terms of the
correlation between the 8 features, a new feature space
is constructed by removing the features PeC and NC
from the top 8 features because they are highly related
to the WDC. (3) We evaluate the impact of different
feature spaces on the prediction performance, such as
6 features, 8 features, and all features, using different

machine learning methods. The results show that the
feature space with 6 features performs better than other
feature space. Thus, our method is able to select the
features that are not only powerful to predict essential
proteins but also share minimal biological meaning
with each other.
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