Abstract. We study the Ginzburg-Landau system for a superconductor occupying a 3-dimensional bounded domain, and improve the estimate of the upper critical field H C 3 obtained by K. Lu and X. Pan in J. Diff. Eqns., 168 (2000), . We also analyze the behavior of the order parameters. We show that, under an applied magnetic field lying below and not far from H C 3 , order parameters concentrate in a vicinity of a sheath of the surface that is tangential to the applied field, and exponentially decay both in the normal and tangential directions away from the sheath in the L 2 sense. As the applied field decreases further but keeps in between and away from H C 2 and H C 3 , the superconducting sheath expands but does not cover the entire surface, and superconductivity at the surface portion orthogonal to the applied field is always very weak. This phenomenon is significantly different to the surface superconductivity on a cylinder of infinite height studied by X. Pan in Comm. Math. Phys., 228 (2002), 327-370, where under an axial applied field lying in-between H C 2 and H C 3 the entire surface is in the superconducting state.
§1. Introduction
Surface nucleation of superconductivity in applied magnetic fields decreasing from the upper critical field H C3 has been studied based on the Ginzburg-Landau theory by many authors; see, for instance, [SdG] , [dG] , [SST] and [T] for early references, and [C] , [BPT] , [GP] , [BS] , [DFS] , [LP1] , [LP2] , [LP3] , [LP4] , [HM1] , [HM2] and [HP] for recent mathematical research. It is the estimate of H C3 and the location of nucleation that we are most interested in.
In [LP1] , [LP2] , [LP3] and [HP] we studied the surface nucleation phenomena for a cylindrical superconductor of infinite height placed in an axial applied magnetic field H. Then the Ginzburg-Landau system is reduced to a two-dimensional problem on the cross section D of the cylinder, and hence this case is called a 2-dimensional superconductivity. It has been proved in [HP] that, for large κ,
where κ is the Ginzburg-Landau parameter given by the ratio of the penetration depth and the coherence length of the superconductor, β 0 is the lowest eigenvalue of the Schrödinger operator with the unit magnetic field on the half plane, C 1 is a universal constant (see Section 2 for the definition of β 0 and C 1 ), and κ max is the maximum value of the curvature of the boundary curve ∂D of the cross section D. Moreover, when the applied field is spatially homogeneous and decreases from H C3 , a superconducting sheath nucleates on a subset of the lateral surface where the curvature of ∂D is maximal. In [P1] we further showed that, if the applied field lies in-between and keeps away from H C2 and H C3 , the sample is in the surface superconducting state, namely, superconductivity persists uniformly at a thin sheath surrounding the entire lateral surface of the sample, while the interior of the sample remains close to the normal state. For relative works see, for instance, [C] , [BPT] , [GP] , [BS] , [HM1] , [SS] , [A1] . Our understanding of surface nucleation on a 3-dimensional bounded superconductor is far from being complete. Before stating our main questions and results, we recall that, according to the Ginzburg-Landau theory, superconductivity is described by a complex-valued function ψ (order parameter) and a real vector field A (magnetic potential), and (ψ, A) is a minimizer of the Ginzburg-Landau functional. Let us consider a homogeneous applied field H = σh where h is a constant unit vector and σ is a parameter, and set A = σA. With proper scaling, we may rewrite the Ginzburg-Landau functional as follows ( [GL] , [dG] , [CHO] , [DGP] ):
where ∇ κσA ψ = ∇ψ − iκσAψ, i = √ −1. Then we write the Ginzburg-Landau system for (ψ, A) (the Euler equation of the functional E) as follows: [ · ] denotes the jump in the enclosed quantity across ∂Ω. Note that in the above system the unit of length is the penetration depth. A (global) minimizer of the Ginzburg-Landau functional is called a minimal solution of (1.2). Throughout this paper we assume that Ω is a bounded, smooth (say, C 4 ) and simply-connected domain in R 3 . Let F h be a smooth vector field on R 3 such that (1.3) curl F h = h and div F h = 0 in R 3 .
For a given h, F h is unique up to a harmonic gradient field (gradient of a harmonic function). 1 (0, F h ) is a trivial solution of (1.2) and corresponds to the normal state. A mathematical definition of the upper critical field H C3 has been given in [LP3] , [LP4] :
H C3 (h, κ) = inf{σ > 0 : (0, F h ) is a minimizer of E}. The nucleation of superconductivity can be described by the fact that, as an applied field decreases from H C3 , (1.2) has a nontrivial minimal solution (ψ, A) with |ψ| being small; see [LP3] , [LP4] .
In [LP4] we proved that, for a 3-dimensional bounded, smooth and simplyconnected domain,
and showed that, as the applied field decreases from H C3 (h, κ), a superconducting sheath nucleates at the tangential set (∂Ω) h , which is a subset of the surface that is tangential to the applied field 2 :
(∂Ω) h = {x ∈ ∂Ω : h · ν(x) = 0}.
Note that if the applied field is very close to H C3 , the nucleation set, to which superconductivity is confined, is a proper subset of (∂Ω) h . As the applied field decreases further, the order parameters will grow up and the superconducting layer will expand; see [SST] , p. 87. Thus we want to ask
Question 1. Find the geometric characterization of the nucleation set, and find the profile of the superconducting layer when the applied field is below and close to
H C3 .
Question 2. Find the concentration behavior of order parameters when the applied field lies in-between and keeps away from H C2 and H C3 .
In this paper we are able to give an answer to Question 2, and give some preparation for solving Question 1. In order to answer Question 1, we have to improve the estimate (1.4) by catching the next higher order term in the expansion, which will enable us to locate the nucleation set more precisely. For this purpose we need the following notation. For x ∈ ∂Ω, let κ 1 (x) and κ 2 (x) be the principal curvatures of ∂Ω at x, and let θ h = θ h (x) be the angle between h and the principal direction corresponding to κ 1 (x). We define a function P (x) on ∂Ω by
where the constant α 0 will be given in (2.4) in Section 2, and 0 < α 0 < 1. Let
(1.5)
Let λ 0 be the lowest eigenvalue of (2.14) in Section 2, and let
We have:
Let Ω be a bounded, smooth and simply-connected domain in R 3 and h a unit vector. We have, for large κ:
where M is a constant independent of h and κ.
In the proof of Theorem 1, the eigenvalue estimate and classification of the eigenfunctions of the Schrödinger operator with a nondegenerately vanishing magnetic field established by Montgomery [M] , Helffer [H] and Pan-Kwek [PK] play an important role.
The right side estimate in (1.7) should be improved. In fact, we have the following
Conjecture.
Let Ω be a bounded, smooth and simply-connected domain in R 3 and h a unit vector. Then
The estimate (1.8) will enable us to answer Question 1 by proving that, as the applied field decreases from H C3 , superconductivity nucleates first at the subset P of ∂Ω, where the applied field is tangential to ∂Ω, and the function P (x) is minimal.
3
With only (1.7) in hand, however, we are still able to investigate the behavior of the order parameters for a superconductor in an applied field which is below H C3 by a gap of scale κ 1/2 , and give a satisfactory answer to Question 2; see Theorem 2. We use the following notation: Given a unit vector h and x ∈ ∂Ω, let ϕ h (x) denote the angle between h and the outer normal vector ν(x), 0 ≤ ϕ h (x) ≤ π. Note that ϕ h (x) = π/2 on (∂Ω) h . We can extend ϕ h (x) to a continuous function onΩ; see Remark 2.4 in Section 2. Given δ > 0, let
Using Theorem 1 and adapting the methods from [HP] involving Agmon's idea [A] and the techniques developed by Helffer [H] , we can prove the following.
Theorem 2.
Let Ω be a bounded, smooth and simply-connected domain in R 3 and h a unit vector. Under the applied field H = σh, the order parameters ψ have the following concentration behavior for large κ:
(
where a 1 > 0, there exist positive constants η, γ 1 and M 1 , such that for large κ,
where S κ (h) is a thin layer surrounding (∂Ω) h and is defined by
where
3 Note that, if P min = 0, (1.8) is still not good enough, and we should carry out further analysis to catch a non-zero next higher order term in the expansion of H C 3 , and we expect a formula similar to (1.1) holds, with κmax replaced by the principal curvature corresponding to the direction orthogonal to h. Remark 1.1. From (1.9) we see that, if the applied field H = σh is not far from H C3 in the sense that σ = H C3 (h, κ) − a 1 κ 1/2 with a 1 > 0, superconductivity is confined to a vicinity of (∂Ω) h , and in the L 2 sense the order parameters exponentially decay away from (∂Ω) h both in the direction normal to the surface and in the directions tangential to the surface. Remark 1.2. From (1.10), if the applied field lies in-between and keeps away from H C2 and H C3 in the sense that
then superconductivity is confined to the vicinity of a portion of the surface where the angle between the applied field and either the normal vector ν or −ν is smaller than ϑ(b). Note that if κ is fixed and b increases to 1, then S b,κ (h) expands and gradually covers the entire surface, which means that when the applied field decreases to H C2 , the whole surface will turn into the superconducting state; however, before the applied field reaches H C2 , there always exists a subset of the surface with positive area which remains close to the normal state. In particular, the subset of the surface that is orthogonal to the applied field is always close to the normal state. This phenomenon illustrates a significant difference between 2-dimensional superconductivity (on a cylinder of infinite height) and 3-dimensional superconductivity (on a 3-dimensional bounded domain). As was proved in [P1] and mentioned above that, for a 2-dimensional superconductor, as the applied field decreases from H C3 , a superconducting sheath forms quickly over the entire boundary, and the sample turns into the surface superconducting state much earlier than the interior nucleation occurs. However, for a 3-dimensional superconductor, superconducting sheath will not cover the entire surface when the applied field is between H C2 and H C3 . Thus the uniform surface superconducting state will not occur on a 3-dimensional bounded superconductor. Our Theorem 2 is a mathematical verification for the observations of Saint-James and Sarma [SST] mentioned above.
In order to estimate the value of H C3 and prove Theorem 1, we must study the eigenvalue problem for the Schrödinger operator −∇
where ε > 0 is a small real number. In has been proved in [LP4] (Appendix) that, for a 3-dimensional bounded, smooth and simply-connected domain,
In this paper we are able to improve the estimate (1.13) and prove a satisfactory upper bound (1.14)
for all small ε > 0, where C 2 is the number given in (1.6). We expect that the equality in (1.14) holds up to an error O(ε 7/9 ), namely
Remark 1.3. In this paper we consider the homogeneous boundary condition for order parameters ψ. As in [LP1] , [LP2] , [LP3] and [LP4] , we can also consider a boundary condition ∇ κσA ψ · ν + γψ = 0 with γ > 0, which was posed by de Gennes [dG] for superconductors adjacent to other material. It will produce more technical complexity.
This paper is organized as follows. In Section 2 we discuss several auxiliary linear differential equations, leaving some computations in Appendix A. An analysis on the local coordinates at boundary is given in Section 3 and some computational details are given in Appendix B. This analysis is needed in Section 4, where we prove (1.14) and obtain a lower bound estimate for H C3 . The proof of (1.14) consists of careful analysis of functions and vector fields near a boundary point, carefully choosing test functions, and controlling error terms. In order to show clearly the intuition of choosing the test functions, we present a formal analysis in Appendix C. In Section 5 we establish the upper bound estimate for H C3 based on a series of elliptic estimates. In Section 6 we discuss the location of nucleation of superconductivity as well as the behavior of order parameters for applied fields lying in-between and keeping away from H C2 and H C3 .
We proved the upper bound estimate (1.14) and conjectured the formula (1.15) independently and simultaneously with B. Helffer and A. Morame. Just after we submitted the first version of this paper in October 2001, we received from Professor Helffer his preprint with A. Morame: "Magnetic bottles for the Neumann problem: Curvature effects in the case of dimension 3", where they proved an asymptotic estimate for µ(ε −2 F h ) under some geometric assumptions on the domain Ω. In March 2002 we received from Professor Helffer the preprint: "Magnetic bottles for the Neumann problem: Curvature effects in the case of dimension 3 (general case)", which is an improved version of the first one, and in which they proved the asymptotic estimate for µ(ε −2 F h ) under a very slight condition on the domain, and they also proved that their formula is equivalent to (1.15) up to the error term O(ε 2/3+δ ) for some δ > 0. In February 2003 we received from Professor Y. Almog his preprint: "Non-linear surface superconductivity in three dimensions in the large κ limit ", where he considered superconductivity on a 3-dimensional bounded domain under an applied field H = σh with σ−κ κ 1/2 , and proved that order parameters exponentially decay in the normal direction away from surface. §2. Auxiliary equations
In this section we study several auxiliary linear differential equations and collect some facts which will be used in this paper. For fixed z, let β(z) denote the lowest eigenvalue of the following eigenvalue problem (2.1)
The following results were proved by Dauge-Helffer in [DH] ; also see [LP1] , and [LP3] (Section 2 and Appendix).
(2) Let u(t) be a positive eigenfunction of (2.1) for z = z 0 associated with the lowest eigenvalue β 0 . u(t) is strictly decreasing in t and exponentially decays as t → +∞, and
It has been proved in [LP3] that 0.5 < β 0 < 0.76. The number C 1 appearing in (1.1) for 2-dimensional superconductors is defined by an eigenfunction u of (2.1):
.
It was shown in [LP3] that
Lemma 2.2. Given a solution u of (2.1), the solutions of the equation 
α 0 is independent of the choice of u 1 , and 0 < α 0 < 1.
Proof. u (0) = 0 since β 0 = z 2 0 . Hence 1 2 u (t) satisfies (2.3). Obviously, the solutions u 1 of (2.3) are given by u /2 + cu. Integrating by parts we find that
On the other hand, multiplying (2.3) by u 1 and integrating, and using the simplicity of the eigenvalue β 0 , we find that
In the following we shall always choose the positive eigenfunction u of (2
Then u 1 is a solution of (2.3) and satisfies +∞ 0 uu 1 dt = 0. α 0 always denotes the number given in (2.4). u and u 1 will be used to construct test functions in Sections 3 and 4.
Next, given a unit vector h, let F h be the vector field satisfying (1.3), and let λ h be the lowest eigenvalue of the following problem in the half space
+ , h) be the angle between h and the unit outer normal of ∂R
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(2) For 0 < ϑ < π/2, it holds that
Proof. The conclusions of Lemma 2.3, except (2) and (3), were established in [LP4] (Theorem 4.2). It was also proved there that, if
, where
The right side inequality of (2.5) was proved in [LP4] (Lemma 3.8) by making a change of variables. To prove the left side inequality, we make a change of variables
, and find
Then w(y) must satisfy
This contradicts conclusion (1) of Lemma 2.1. To prove (3), we assume 0 < ϑ < π/2. If λ(ϑ) ≤ β 0 + ε, from (2.5) we have
If λ(ϑ) ≥ β 0 + ε, using (2.5) again we have
and
We would like to mention that the inequality λ(ϑ) ≥ cos 2 ϑ + β 0 sin 2 ϑ for 0 < ϑ < π/2 has been proved in [HM2] . Our argument yields the strict inequality.
Remark 2.4. Let ϕ h (x) be the angle between h and the outer normal vector ν(x) on ∂Ω, as defined in Section 1. ϕ h (x) is well defined on ∂Ω and is continuously differentiable in the set {x ∈ ∂Ω : 0 < ϕ h (x) < π}. Let λ(ϑ) be the function given in Lemma 2.3. Then λ(ϕ h (x)) is a continuous function, and
In Sections 5 and 6 we shall extend the function ϕ h (x) ontoΩ. The extension can be done as follows. There exists a number δ 0 > 0 such that, for any x ∈ Ω(δ 0 ) we can find a unique point
We can further extend it overΩ to get a continuous function onΩ, such that 0
is also well defined and continuous onΩ, and
In Section 3 we need bounded solutions of an Euler equation associated with the variational problem for the functional p:
Here a
1 are real numbers, c 11 > 0, c 22 > 0, and c 11 c 22 − c 2 12 > 0. Define
We can show that the infimum µ p is not achieved in W(R 2 ), however, the associated Euler equation
in R 2 has a nontrivial bounded solution ψ(y). This equation can be written as follows:
(2.9)
In order to simplify equation (2.8), we introduce new variables ξ = (ξ 1 , ξ 2 ) by
Then we can write the equation for ψ 1 (ξ) in the following form:
Here η(ξ) is a homogeneous polynomial of ξ 1 , ξ 2 of degree 3, and
For the details see Appendix A. Let us introduce ρ and ϑ by
and introduce new variables x = (x 1 , x 2 ) by
(2.13)
Then we can write the equation for ϕ(x) as follows:
Equation (2.14) has been studied by Montgomery [M] , Helffer [H] and Pan-Kwek [PK] . Montgomery [M] proved that the lowest eigenvalue λ 0 of (2.14) is given by λ 0 = inf τ ∈R λ(τ ), where λ(τ ) is the lowest eigenvalue of the following ordinary differential equation
Pan-Kwek [PK] further showed that the function λ(τ ) has a unique minimum point
and the eigenfunctions of (2.14) corresponding to λ 0 are given by
where v(t) is the eigenfunction of (2.15) with τ = τ 0 . Hence, the lowest eigenvalue of (2.8) is µ p = λ 0 ρ 2/3 , and the bounded eigenfunctions do not lie in W(R 2 ). Thus we have obtained the following conclusion.
Proposition 2.5. The lowest eigenvalue of (2.8) is
where γ 1 , γ 2 are given in (2.12), and λ 0 is the lowest eigenvalue of (2.14). µ p is not achieved in W(R 2 ). After the transformations of coordinates (2.10) and (2.13), the bounded solutions of (2.8) associated with the lowest eigenvalue µ p are ψ(y) = cψ p (y), where
here τ 0 is given in (2.16), v is the eigenfunction of (2.15) with τ = τ 0 , and η(ξ) is a homogeneous polynomial of degree 3.
Remark 2.6. Let ψ p (y) be the function given in (2.18). For any R 1 , R 2 > 0, we have {|y1|<R1,|y2|<R2}
. §3. Local coordinates near boundary
In this section we give some analysis in the local coordinates determined by a diffeomorphism that straightens a piece of surface. This analysis is needed in Section 4 to obtain estimates of the eigenvalues. Let us fix a point X 0 ∈ ∂Ω, and introduce new variables y 1 , y 2 such that ∂Ω be represented (at least near X 0 ) by r = r(y 1 , y 2 ), and r(0, 0) = X 0 . Here and henceforth we let y = (y 1 , y 2 ) and use the notation r j (y) = ∂ yj r(y), r ij = ∂ yiyj r(y), etc. Let
We choose (y 1 , y 2 ) in such a way that n(y) is the inward normal of ∂Ω; and that the y 1 -and y 2 -curves on ∂Ω are the lines of curvatures; thus, r 1 (y) and r 2 (y) are orthogonal to each other everywhere on ∂Ω. Let
Let Ω ij (y) denote the coefficients of the second fundamental form of ∂Ω. According to the choice of y 1 and y 2 , we have
here κ 1 and κ 2 are the principal curvatures of ∂Ω. Let ∂ j denote ∂ yj for j = 1, 2, and ∂ 3 denote ∂ z . For scalar functions f , let f ,j denote the partial derivative in y j . Let us define a map F by
F is a diffeomorphism in a small neighborhood of O. As in [LP4] (Appendix) we calculate
Let G ij (y, z) denote the elements of the inverse of the matrix (G ij (y, z) ). Then
Given a function ψ and a vector field A, in the set Ω(δ) (see Section 1 for the definition) we can write them in the new variables (y, z) as follows:
Later we need the Taylor expansions near X 0 of various functions and vector fields. Let (3.2) e 1 = r 1 (0, 0), e 2 = r 2 (0, 0), e 3 = n(0, 0).
Note that e 1 and e 2 may not be unit vectors. In the following computations, g, g ,j , g jj , κ j , Ω jj , etc. denote the values of these quantities at X 0 . The indices i, j, k, l, m, etc. run from 1 to 2. We also take the summation convention, that is, when the summation is taken over repeated indices, the summation symbol is omitted. We have
where Γ k ij denote the value of the Christoffel symbols at X 0 , and
(3.5)
Now we fix a unit vector h. Let
We have
Note that if X 0 ∈ (∂Ω) h , then h 3 = 0.
Lemma 3.1. Assume X 0 ∈ (∂Ω) h . Given any constant ξ 0 , we can define a vector field F h in a neighborhood of X 0 such that curl F h = h, and in the coordinates (y, z) introduced above with r(0, 0) = X 0 , F h has the expression
13
(3.10)
The conclusion is obtained by direct computations. The details are given in Appendix B.
Under the conditions of Lemma 3.1, the eigenvalue equation for the operator −∇ 2 ε −2 F h can be written as follows:
The boundary condition is
For later use we choose the constant ξ 0 in Lemma 3.1 to be εz 0 , where z 0 is the number given in Lemma 2.1. Consider the following rescaling for small ε > 0:
From (3.9) we find that, when X 0 ∈ (∂Ω) h ,
13 y 1 + a
33 εz
(3.12) Equation (3.11) is changed to
(3.13)
Note that (3.14)
These computational results will be used in Section 4. §4. Upper bound of µ(ε −2 F h ) and lower bound of H C3 (h, k)
Let the vector field F h satisfy (1.3). In this section we give an upper bound estimate for the lowest eigenvalue µ(ε −2 F h ), which is optimal up to the second term.
Theorem 4.1. Assume that Ω is a bounded 3-dimensional domain of class C 4 . We have
where P min is given in (1.5) and C 2 is given in (1.6).
Proof. Let us recall the definition of (∂Ω) h , the function P (x) and P given in Section 1. In the proof we write
We fix a point X 0 ∈ P, and in a neighborhood of X 0 we use the coordinates (y, z) introduced in Section 3. To save notation, we will not distinguish a function in the original coordinates or in new coordinates. As in Section 3, we choose
. For a function ψ(x) with compact support, we have
Here dy = dy 1 dy 2 . Let us define G jj,ε , G ε and b j (y, z) as in Section 3 (see (3.12)), and choose a test function in the form
We compute
Let us choose
where u is a positive eigenfunction of (2.1) with z = z 0 and β = β 0 , and u 1 is a solution of (2.3) for this u (see Section 2); w is to be determined later and w 1 is determined by w through the equality
where a
2 and a
1 are given in (3.10). We also assume that u, u 1 , w and w 1 satisfy
(4.4)
Recall that u and u 1 exponentially decay. So, in the following computations we can drop various small terms. In the following, g jj , etc. denote the value of the involved functions at X 0 . Using (3.5) and equation (3.13), we find
23 y 2 (z + z 0 )φ 0 ,
23 y 2 (z + z 0 )φ 0 .
(4.5)
Recall that h 2 1 /g 11 + h 2 2 /g 22 = 1, and
see Section 2. Using (4.4) and (4.5) we find I 0 = β 0 , I 1 = 0, and
23 y 2 ) |w| 2 dy
1 y 2 1 w) dy
1 y 2 1 w) dy On the other hand, we have
Now we look for a proper function w which satisfies all the requirements needed in the above computations, and such that all the error terms of order O(ε) in the estimates can be controlled. By careful analysis on each term of order O(ε), we see that they can be controlled by the integral of the function ε(|y| 2 + |z| 2 )|φ| 2 . From Proposition 2.5 we know that (2.8) has a bounded solution ψ p (y) given in (2.18). In the new coordinates x = (x 1 , x 2 ) determined by the transformations (2.10) and (2.13), we have |ψ p (y)| = cv(x 1 ), which depends only on x 1 (here, in order to avoid confusion, we write the new coordinates given by (2.13) by x = (x 1 , x 2 ), instead of x). Moreover, ψ p (y) and its partial derivatives exponentially decay as x 1 goes to infinity. However, ψ p (y) does not decay in x 2 direction. Hence we choose w in the following form: R) and is an even function. Then, using Remark 2.6 we have
Since u(z) and u 1 (z) exponentially decay in z, and |ψ p (y)| = cv(x 1 ) exponentially decays in x 1 , we find that
To determine the function η, we consider the following variational problem:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
XING-BIN PAN
By rescaling s = ε 1/12 t, we see that δ(ε) = ε 1/6 δ 0 , where
The minimizers ϕ 0 (s) of the latter problem (4.8) exist. They are even functions and exponentially decay in s. So the minimizers φ 0 (t) of the former problem (4.7) exist, they are even functions and exponentially decay in t, and
Now we choose a cut-off function η n (t) such that, η n (t) is an even function, η n (t) = 1 if |t| < n, η n (t) = 0 if |t| > 2n, and |η n (t)| ≤ 2/n. Then we choose a suitable integer n ε , and let
where c(ε) is chosen so that the requirement w L 2 (R 2 ) = 1 is satisfied. Using this w, we defined the function w 1 by (4.3). Then we let
Theorem 4.2 (Lower bound estimate for H C3 ). Assume that Ω is a bounded 3-dimensional domain of class C 4 . Then for any unit vector h and large κ, we have
Proof. Note that, if µ(σκF h ) < κ 2 , then the Ginzburg-Landau functional E has a nontrivial minimizer; see [LP3] (Lemma 2.1). Thus, the lower bound of H C3 can be obtained by using the upper bound of the lowest eigenvalue µ(σκF h ) given in Theorem 4.1, and using the argument in [LP3] . §5. Elliptic estimates
In this section we establish some estimates for the minimizers of the GinzburgLandau functional E. Throughout this section we assume that Ω is a bounded and simply-connected 3-dimensional domain of class C 4 . For convenience, we introduce
Note that λ ε depends actually on both κ and σ. From (1.4), H C3 (h, κ) = κ β0 + o(κ). We also believe that H C2 (κ, h) ∼ κ for large value of κ. Since we are considering applied fields in the range between H C2 and H C3 , we assume in the following that
The functional E can be written as follows:
Let W 1,2 (Ω, C) be the Sobolev space of all complex-valued functions defined onΩ.
Given a unit vector h, let F h be the smooth vector field satisfying (1.3) and let
We consider the variational problem for E on W(Ω), and define
It is easy to show that the minimizers exist. By the gauge invariance of E, we can restrict the functional E on a subspace
Then, the minimizers satisfy the Euler equation
where χ Ω (x) = 1 for x ∈ Ω and χ Ω (x) = 0 for x ∈ Ω. (5.2) is a weak form of (1.2); see [P4] , also see [L] (Chapter 5, Section 4). It has been proved by many authors that the minimal solutions of (5.2) satisfy
The regularity of the minimal solutions has been discussed in [P4] . In the following we shall always write a minimizer of E by (ψ ε , A ε ) and assume divA ε = 0 in Ω. We always let C denote a generic positive constant that is independent of ε, but may vary from line to line. Let (1) There exists C > 0 independent of ε such that
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(2) For any 0 < α < 1, and for any R > 0 such thatΩ ⊂ B R , there exist C(α, R) > 0 independent of ε and q = 3/(1 − α) such that, for all small ε > 0,
. The proof is similar to the proof of Lemma 3.3 in [P4] and hence is omitted here. In the next lemma we need the estimate of the solutions near boundary. In a neighborhood of a point X 0 ∈ ∂Ω we introduce the local coordinates (y, z) by the diffeomorphism F introduced in Section 3 such that F (0, 0) = X 0 . We defineψ ε andÃ ε as in (3.1):
Lemma 5.2. Assume that (5.1) holds.
(1) There exist positive constants C and ε 0 , such that for any 0 < ε < ε 0 we have
(2) Given 0 < α < 1, there exist positive constants C 1 (α)and ε 1 (α), and q = 3/(1 − α), such that for any 0 < ε < ε 1 (α),
Proof. Note that, in the 2-dimensional case we have C 2+α estimates on the closed domain for the magnetic potential, while in the 3-dimensional case, we only have
(Ω) for any 0 < α < 1. To prove conclusion (1), we modify the blow-up arguments that were used to study the 2-dimensional case in [LP3] (Proposition 3.1) and [HP] (Proposition 4.2) . Let X ε be the maximum point of the function |∇ ε −2 A ε ψ ε |. In the interior blow-up case, namely, if dist(X ε , ∂Ω) ε, then the argument of [HP] remains valid in the 3-dimensional case and we find
Now let us consider the boundary blow-up case, namely, dist(
Let F ε (y, z) be a diffeomorphism which straightens a portion of ∂Ω surrounding Q ε as described in Section 3 such that F ε (0, 0) = Q ε . Similar to (5.3) we defineψ ε (y, z) and A ε (y, z), with F replaced by F ε . Thenψ ε satisfies an equation in the form of (5.4), with coefficients depending on F ε instead of depending on F . We make gauge transformation and rescaling φ ε (y, z) = e −iχεψε (εy, εz),
where χ ε is chosen properly; see [HP] (Proposition 4.2). Thenφ ε satisfies an elliptic equation in the form
where ∆ ε is the representation of ∇ 2 Aε in the coordinates (y, z), and A ε (x) is a vector field that corresponds in the coordinates x toÃ ε . Repeating the proof of Lemma 5.1 (see [P4] , Lemma 3.3) we find that {Ã ε } is bounded in C 
2) follows from conclusion (1) and Lemma 5.1. Conclusion (3) can be proved by using (1) and (2). We omit the details but refer to [HP] (Lemma 3.2) and [P1] (Lemma 7.2) for similar discussions in the 2-dimensional case.
Conclusion (3) of Lemma 5.2 describes in the L
2 sense that, under condition (5.1), the order parameters concentrate in a thin layer at boundary, and decay exponentially in the normal direction away from the boundary. It means that, under the applied field above H C2 , superconductivity persists within a thin sheath near surface with thickness O(κ −1 ). More precise information of the concentration behavior of the order parameters will be given in Section 6. From conclusion (3) we also find that, for any nonnegative integer k,
In particular, we have
Let, for q > 3,
From (5.7) we find
. Now we recall the function λ(ϑ) given in Lemma 2.3, and the function ϕ h (x) given in Remark 2.4. 
where d(ε) is given in (5.8) and
Proof. The function W h (x) was given by Helffer-Morame in [HM2] , 5 and it was given in [HM2] (Theorem 4.3) that, for any small ε > 0 and for any φ ∈ W 1,2 (Ω), the following inequality holds:
To prove (5.12) one applies the local analysis techniques developed in [HM1] , and uses the upper bound of µ(ε −2 F h ) given in (1.13). Lemma 5.3 can be proved exactly as in [P3] (proof of Theorem 6.2, Step 2), and the details are omitted here. Note that, a result in the 2-dimensional case similar to (5.10) has been proved in [HP] , and in the proof the fact that we can choose a gauge such that the magnetic potential vanishes at the boundary makes it easy to control the error term; see (3.3) in [HP] . In the 3-dimensional case, however, the magnetic potentials do not vanish at boundary, and harder estimates including the decomposition of vector fields near boundary are needed. Then we can apply (5.12) and the local analysis techniques in [HM1] to prove (5.10). For more details see [P3] . Proof. The conclusion that the eigenfunctions φ ε satisfy (5.5) was given in [HM2] , and it can be proved exactly as for ψ ε . Note that (5.10) holds for any function satisfying (5.5), and hence is true for φ ε .
Theorem 5.5. Assume that Ω is a bounded and simply-connected 3-dimensional domain of class C 4 . Given a unit vector h we have, for large κ,
Proof. We consider an applied field H = σh that is close to
be a nontrivial minimizer of the functional E. We show that (5.14)
The notation ϑ and σ(ϑ) used in [HM2] are related to our notation ϕ h and λ(ϕ h ) through
where M 1 is a constant independent of ε and h. To prove (5.14), we let φ ε be an eigenfunction of −∇ 2 ε −2 A ε associated with µ(ε −2 A ε ). From Lemma 5.4 we have
For the applied field close to
By choosing q < 6 in the above inequality we get (5.14).
Since
Thus (5.13) is true. To show that M can be chosen independent of h, we replace h by a unit vector h ε which depends on ε, and repeat the above discussion.
Proof of Theorem 1. Theorem 4.2 + Theorem 5.5.
§6. Surface nucleation
In this section we study the nucleation of superconductivity of a bounded 3-dimensional superconductor with large κ and subjected to an applied field lying inbetween H C2 and H C3 . We shall use Agmon's idea [A] and the techniques developed in [H] , and adapt the arguments from [HP] . For this purpose we shall modify λ(ϕ h (x)) − β 0 to get a smooth function which measures the tangential distance from (∂Ω) h , where λ(ϑ) and ϕ h (x) are given in Lemma 2.3 and Remark 2.4. (
(3) There exists a positive constant C δ depending only on Ω, h and δ, such that
onΩ.
(4) For ϕ close to π/2 we have the following estimate for the function ζ 0 (ϕ):
and then extend it overΩ to get a C 1 function. It is easy to check that ζ h satisfies (1), (2), (3). To verify (4), we use (2.5). For 0 < ϕ < π/2 we have
Similarly, given β 0 < b < 1, we introduce ζ h,b (x) to measure the tangential distance from the set {x ∈ ∂Ω : ( 
Proof. We only need to prove (4), and we only consider the case where
and c l (ε) → 0 as ε → 0. 
In particular, there exist positive constants η and γ 1 such that
where 
In particular, there exist positive constants γ 2 and η(κ) depending on b, and
Proof. As in Section 5, we let ε = 1/ √ σκ and λ ε = κ/σ, and let (ψ ε , A ε ) denote the minimal solutions of (5.2). Let
where α is a positive constant and ζ is a real-valued C 1 function, both to be determined later. We multiply the first equation in (5.2) by η 2ψε and integrate, and use (5.10) to get
From Theorem 1 we have
Step 1. In case (1) we have
for some d > 0. Then from (6.7),
Let ζ = ζ h and choose α > 0 such that α 2 C 2 δ < 1/2, where C δ is given in Lemma 6.1. From (6.1) and (6.6), we can find a constant c > 0 such that
In both sides we add
From Lemma 2.3 (conclusion (3)), on the set
Then from Lemma 6.1 (conclusion (4)),
Thus
Then we use (5.5) to control the integrals on Ω \ Ω(ε) and find
, from Lemma 6.1 (conclusion (4)) we have
Let the constant c be chosen sufficiently large. Then we can find a positive constant m, such that on the set
we have
for all large κ, where α 1 and c 1 are the constants in (6.2). From (6.2) we have
Now we choose 0 < γ 1 < m such that
holds for all large κ. Then (6.3) follows.
Step 2. In case (2) we have ε = √ bκ −1 and λ ε = b. We choose ζ = ζ h,b and choose α such that α 2 C Then we have
We introduce ψ 2 (ξ) = ψ 1 (ξ)e −iη , and derive an equation for ψ 2 from (2.11):
We make further change of variables as in (2.13), and let
Then ϕ(x) satisfies (2.14).
Appendix B. Proof of Lemma 3.1
We keep the notation in Section 3. In particular, let X 0 ∈ ∂Ω be fixed and (y, z) be the new variables introduced there. We first consider the following problem: Given a vector field R satisfying div R = 0, find a vector field A such that
To solve this question, we write
where a j are given by Then the solution of (B.4) is
where χ is an arbitrary smooth function, and In the following we look for a solution to (B.4) which has a simple expansion in a neighborhood of X 0 . Choose e j as in (3.2). Then (3.3) holds. For the unit vector h, we have h · r 1 (y) = h 1 + (h 1 Γ 
13 + h 3 (κ 1 + κ 2 ) √ g. Now we fix the point X 0 ∈ (∂Ω) h , namely, h is orthogonal to n at X 0 . Thus 
whereâ j (y, z) = a j (y, z) − ∂ j χ(y), j = 1, 2, 3.
Using (B.10) we find thatâ j (y, z) satisfy (3.9). Now Lemma 3.1 is proved.
Appendix C. Formal expansion of the lowest eigenvalue
In this section we look for a formal solution of (3.13). We shall keep the notation in Section 3 and Appendix B. Recall that we fixed a point X 0 ∈ (∂Ω) h . Write
Using (3.5), (3.14) and (B.10), we can expand (3.13) as follows: Thus we can write the equation as follows: To get the lowest eigenvalue, we choose X 0 ∈ P, i.e., P (X 0 ) = P min . Then we get µ 2 = λ 0 (1 − α 0 ) 1/3 P min , µ = β 0 ε −2 + λ 0 (1 − α 0 ) 1/3 P min ε −4/3 + O(ε −1 ). (C.8) This ends our formal analysis.
