In this paper we describe the implementation of a fuzzy relational neural network model. In the model, the input features are represented by fuzzy membership, the weights are described in terms of fuzzy relations. The output values are obtained with the max-min composition, and are given in terms of fuzzy class membership values. The learning algorithm is a modified version of back-propagation. The system is tested on an infant cry classification problem, in which the objective is to identify pathologies in recently born babies.
Introduction
In this paper we describe the implementation of a general pattern classifier based on a neural network architecture which uses fuzzy sets for both input/output data and the structure of the classifier itself. The general system architecture was inspired by the work presented by Pal in [1, 2] . The idea of using a relational neural network was taken from the general classifier presented by Pedrycz in [3] .
The implemented system has been tested on an infant cry recognition problem. The pathological diseases in infants are commonly detected several months, and often times, years, after the infant is born. If any of these diseases would have been detected earlier, they could have been attended and maybe avoided by the opportune application of treatments and therapies. It has been found that the infant's cry has much information on its sound wave. Based on the information contained inside the cry's wave, it can be determined the infant's physical state; and even detect physical pathologies in very early phases [4] .
The Infant Cry Recognition Process
The Automatic Infant Cry Recognition (AICR) process is similar to Automatic Speech Recognition (ASR). In AICR the goal is to take the crying wave as the input pattern, and at the end to obtain the class of cry the vector corresponds to. Generally, the whole process can be divided into two phases. The first phase is known as signal processing or acoustic feature extraction and the second is known as pattern classification.
Signal Processing
The analysis of the raw cry waveform provides the information needed for its recognition. Acoustic feature extraction is a transformation of measured data into pattern data. The features may be spectral coefficients, linear prediction coefficients (LPC), or Mel frequency cepstral coefficients (MFCC) among others [5] . The set of values for n features may be represented by a vector in an n-dimensional space. Each vector represents a pattern.
Pattern Classification
During the second phase of the infant cry recognition process, the goal is usually to determine the class or category of each pattern. In this work we classify the patterns by means of a hybrid connectionist model.
The Fuzzy Neural Network Model
The system proposed in this work is based upon fuzzy set operations in both the structure of the neural network and in the learning process. Following Pal's idea of a general recognizer [2] , the model is divided in two main parts, one for learning and another for processing, as shown in figure 1. 
Fuzzy Learning
The fuzzy learning section is composed by three modules, namely the Linguistic Feature Extractor (LFE), the Desired Output Estimator (DOE), and the Neural Network Trainer (NNT). The Linguistic Feature Extractor takes training samples in the form of n-dimensional vectors containing n features, and converts them to a N n-dimensional form vectors, where N is the number of linguistic properties. In case the linguistic properties are low, medium, and high, the resulting 3n-dimensional vector is called Linguistic Properties Vector (LPV). In this way an input pattern F i = [F i1 , F i2 , ..., F in ] containing n features, may be represented as [2] :
The DOE takes each vector from the training samples and calculates its membership to class k, in an l-class problem domain. The vector containing the class membership values is called the Desired Vector (DV). Both LPV and DV vectors are used by the neural Network Trainer (NNT), which takes them as the bases for training the network.
The neural network consists of only two layers. The input layer is formed by a set of N n neurons, with each of them corresponding to one of the linguistic properties assigned to the n input features. In the output layer there are l neurons, where each node corresponds to one of the l classes; in this implementation, each class represents one type of crying. There is a link from every node in the input layer to every node in the output layer. All the connections are described by means of fuzzy relations R : X × Y −→ [0, 1] between the input and output nodes. The error is represented by the distance between the actual ouput and the target or desired output. During each learning step, once the error has been computed, the trainer adjusts the relationship values or weights of the corresponding connections, either until a minimum error is obtained or a given number of iterations is completed. The output of the NNT, after the learning process, is a fuzzy relational matrix (R in Figure 1 ) containing the knowledge needed to further map the unknown input vectors to their corresponding class during the classification process.
Fuzzy Processing
The fuzzy processing section is formed by three different modules, namely the Linguistic Feature Extractor (LFE), the Fuzzy Classifier (FC), and the Decision Making Module (DMM). The LFE works in exactly the same way as the one in the learning phase. It is used to calculate the corresponding membership value of each input feature in the classifying vector to each of the linguistic properties. The output of this module is an LPV vector. The LPV vector, along with the fuzzy relational matrix R, are used by the Fuzzy Classifier, which obtains the actual outputs from the neural network. The classifier applies the max-min composition to calculate the output. The ouput of this module is an output vector containing the membership values of the input vector to each of the classes. Finally, the Decision Making module takes the values coming from the classifier, and after applying some decision criteria assigns the corresponding class to the testing vector. The assigned class, in this implementation, represents one kind of infant cry.
Membership Functions
A fuzzy set is defined by a function that maps objects in a domain to their membership value in the set. Such a function is called the membership function. In many cases it is recomended to use standard functions whose parameters may be adjusted to fit a specified membership function in an approximate fashion. In the reported experiment the triangular membership function was used. There is some evidence that shows that the use of more linguistic properties to describe a pattern point makes a model more accurate [6] . One possibility is the use of seven linguistic properties: very low, low, more or less low, medium, more or less high, high, very high.
Desired Membership Values
Before defining the output membership function, we define the equation to calculate the weighted distance of the training pattern F j to the kth class in an l-class problem domain as in [1] 
where F ij is the jth feature of the ith pattern vector, o kj denotes the mean, and v kj denotes the standard deviation of the jth feature for the kth class. The membership value of the ith pattern to class k is defined as follows
where f e is the exponential fuzzy generator, and f d is the denominational fuzzy generator controlling the amount of fuzzines in this class-membership set. In this case, the higher the distance of the pattern from a class, the lower its membership to that class. Since the training data have fuzzy class boundaries, a pattern point may belong to one or more classes in the input feature space.
The Neural Network Trainer
The neural network model discussed here is based on the fuzzy neural structure proposed by Pedrycz in [3] .
The Relational Neural Network. Let X = {x 1 , x 2 , . . . , x n } be a finite set of input nodes and let Y = {y 1 , y 2 , . . . , y l } represent the set of output nodes in an l -class problem domain. When the max-min composition operator denoted X • R is applied to a fuzzy set X and a fuzzy relation R, the output is a new fuzzy set Y , we have
where X is a fuzzy set, Y is the resulting fuzzy set and R is a fuzzy relation R : X ×Y −→ [0, 1] describing all relationships between input and output nodes. We will take the whole neural network represented by expression (4) as a collection of l separate n-input single-output cells.
Learning in a Fuzzy Neural Network. If the actual response from the network does not matches the target pattern, the network is corrected by modifying the link weights to reduce the difference between the observed and target patterns. For the relational neural network Pedrycz [3] defines a performance index called equality index, which is
where T (y) is the target output at node y, and Y (y) is the actual output at the same node. T is the complement of T defined by T (y) = 1 − T (y). In a problem with n input patterns, there are n input-output pairs (x ij , t i ) where t i is the target value when the input is X ij .
Parameters Updating. In [3] Pedricz discusses the learning scheme for the structure of a neural network with n-inputs and single output, and proposes to complete the process of learning separately for each output node. The updating procedure is made independent of the size of the training set. The learning algorithm is a version of the gradient-descent-based backpropagation algorithm. Lets consider an n-input-L-output neural network having the following form
where a = [a 1 ,a 2 , . . . , a L ] is a vector containing all the weights or relations,
x in ] is the vector with values observed in the input nodes. The parameters a and υ are updated iteratively by taking increments a m and υ m resulting from deviations between all pairs y i and t i as follows a(k + 1) = a(k )+
where k is the iteration or learning step. Ψ 1 and Ψ 2 are non-increasing functions of k controlling the decreasing influence of increments a m and υ m . Ψ is the learning momentum specifying the level of modification of the learning parameters with regard to their values in the previous learning step k. A way of determining the increments a m and υ m is with regard to the mth coordinates of a, m = 1,2,...,L. The computation of the overall performance index, and the derivatives to calculate the increments for each cordinate of a, and υ are explained in detail in [7] .
Once the training has been terminated, the output of the trainer is the updated relational matrix, which will contain the knowledge needed to map unknown patterns to their corresponding classes.
Implementation and Results
In the first place, the infant cries are collected by recordings obtained directly by medical doctors. Later, each signal wave is divided in segments of 1 second; each segment constitutes a sample. For the present experiments we have a corpus of 157 samples of normal infant cry, 879 of hypo acoustics, and 340 with asphyxia. At the following step the samples are processed extracting their MFCCs, by the use of the freeware program Praat 4.0 [8] . The acoustic characteristics are extracted as follows: every one second sample is windowed by 50-millisecond frames from which we extract 16 coefficients, generating vectors with 304 coefficients by sample. This vectors are further reduced, to a desired size, by the applicacion of PCA. The neural network and the training algorithm are implemented with Matlab. In order to make the training and recognition test, we select 157 samples randomly on each class. The number of normal cry samples available determines this number. From them, 107 samples of each class are randomly selected for training. The training is made up to 20 epochs. After the network is trained, we test it with the 50 samples of each class set apart from the original 157 samples. The recognition accuracy percentage, from each experiment, is presented in a confusion matrix. The best results at present have been obtained with the following parameters η = 0.2 and k = 40. The initial values for the relational matrix were set as 0.8. And the number of input features per vector, after the application of PCA, equal to 3. The feature space was divided in 7 linguistic terms, which makes the dimensionality of the input vector equal 21.
Preliminary Results
The results of the model when using the above mentioned set of values, triangular membership functions, and considering only the highest membership value of each input pattern in the output vector, are as given in the confusion matrix in Table 1 
Performance Comparison with Other Models
Taco Ekkel [9] tried to classify sound of newborn cry in categories called normal and abnormal (hypoxia), and reports a result of correct classification of around 85% based on a neural network of radial base. In [10] Reyes and Orozco classify cry samples only from deaf and normal infants, obtaining recognition results that go from 79.05% up to 97.43%.
Further Work
One of the major proposed change is the automatic optimization of the required parameters, by the use of genetic algorithms. Another important addition is the use of the square relational product as in [11] besides the circlet product during the recognition phase to generate another criterion to help in the recognition decision.
Conclusions
Given the simplicity of the model implementation, the results obtained to date are very encouraging. Based on the observed results, we are convinced that by implementing the proposed changes the improved fuzzy relational neural network model can provide an effective, reliable and compact infant cry recognizer.
