A coupled pair of harmonic equations is solved by the application of Chebyshev acceleration to the Jacobi, Gauss-Seidel, and related iterative methods, where the Jacobi iteration matrix has purely imaginary (or zero) eigenvalues. Comparison is made with a block SOR method used to solve the same problem.
Introduction.
In [4], we proposed a general block SOR method for solving the biharmonic equation as a coupled set of finite-difference equations. Here, we consider related methods and compare them to the SOR method. The methods considered here are Chebyshev accelerated Jacobi and Gauss-Seidel as well as others, the cyclic Chebyshev semi-iteration method [5] , and the unsymmetric modified SOR method [20] , [21] . It is shown, by comparing spectral radii, that the SOR method of [4] is at least as fast as any of the above methods. The analysis applies to a block cyclic matrix of index 2, or one that can be written in the form (2.1). The interesting feature of the analysis is that the Jacobi matrix has purely imaginary (or zero) eigenvalues, whereas most previous work assumes real eigenvalues, or some complex.
To fix notation, consider the iterative process Let X,(G) be an eigenvalue of G and let S(G) = X = max; |X,(G)| be the spectral radius of G. The rate of convergence of the iterative process (0.1) is defined by
when X < 1 [18] . In the event that G is a function of n, i.e.,
we define the average rate of convergence as [16] (0.5) R(Gn) = -(In S(G"))/n and the asymptotic average rate of convergence as [16] (0.6) Ä.(C) = lim -Mm>. (1 -
This is precisely the iterative method considered in [4] and analyzed there. However, the basis of this analysis appears also in [21] , [22] .
This is the Jacobi iteration matrix for the linear system (2.1). If p is an eigenvalue of B, then X is an eigenvalue of 8«,,.,, where [21] , [22] (2.8)
To find an expression for p, let (*;) be a partitioned eigenvector of B. Then (2.9)
and, eliminating xlt we have (2.10)
If t is an eigenvalue of L~2M, where 05 r5f = S(ZT2M), then
and all the eigenvalues of B are purely imaginary (or zero). Equation (2.8) becomes (2.12) (X + co, -1)(X + oj2 -1) = -2a)lW2Xr
which is Eq. (3.6) of [4] . The optimal co's with regard to S(%a>,") occur when co, = co2, where (2.12) becomes (2.13) (X 4-co -l)2 = -2o)2Xt.
We shall call this the SOR method. The optimal co has been determined as a function p in [21] , [22] (see also [8] ) and we have (2.14)
where f = S(L2M), and where the matrix is denoted as 8"" « 8,"". Then,
Furthermore, using Lemma 6-2.1 of [21] , we have that, for convergence (i.e., X" < 1), we must have
or, convergence occurs for Let f = c/h for some constant c. Then, for small h, we have
Thus, the optimal co is very near the divergent co range (this has also been observed in
[9], [11], [17] , [21] ).
3. Chebyshev Acceleration and Cyclic Semi-Iteration. When the basic iteration matrix is similar to a diagonal matrix and all eigenvalues are real and lie in the interval [a, b] , the Chebyshev acceleration scheme [16] , [19] employs the Chebyshev polynomials If the basic iteration scheme is convergent, the Chebyshev process is an order of magnitude faster [3] , [16] , [19] .
If some of the eigenvalues of the basic matrix are complex, the efficiency of the Chebyshev scheme is a function of the eccentricity of the ellipse which contains all the eigenvalues, and this efficiency decreases to zero as the ellipse degenerates into a circle [17] . Thus, if all eigenvalues lie on a circle, the Chebyshev process does not improve the basic method [15], [17] .
Here, we consider the basic method having eigenvalues which are purely imaginary (or zero). We consider the Chebyshev scheme (3.1) with
where the eigenvalues are iy and We shall apply this Chebyshev scheme to the Jacobi iteration matrix B of (2.7). From (2.11), the eigenvalues of B are of the form iy where , we see that the Jacobi method is itself not convergent. However, the Chebyshev scheme based on the Jacobi method is convergent. To compare the SOR method and the accelerated Jacobi method, we consider the ratio of 7?(?"0)to R(Pn(B)). As in [15] , we obtain the result (3.9) R<$..)/R(Pn(.BY) ^ 2, which implies that the SOR method is at least twice as fast.
We now consider the Chebyshev scheme applied to the Gauss-Seidel iteration, i.e., Again, since the basic method is not convergent, we compare this with SOR and obtain, as in [15], (3.13) «CB..)/W"<8i)) ^ 1.
with equality in the limit. Thus, the SOR method is at least as fast. We cannot improve on the SOR method itself, because ato>0, from (2.13), the eigenvalues lie on a circle of radius (1 -co0) in the complex plane.
In [14] , Smith considered the scheme (2.2) with co2 = 1, i.e.,
(1 -co,)/ UitiL'1 (3.14)
rj (1 -co,)Z._1M -2w1Z."1ML"
The eigenvalues X of 8«,,, are determined by X 4-co, -1 = -2co,t (2.12) and the optimal co, occurs when 1 -co, -2co,r = co, -1, since 0 i r I t. Thus, the optimal co, = 1/(1 4-?), and we have that the eigenvalues are real and lie in the interval [-?/(! 4-?), r/(l 4-?)]. We then have y = x(l + f)/f, d = (I + *)/*. Here, the basic method is convergent and the Chebyshev acceleration improves the convergence by an order of magnitude [14] . The spectral radius of this method is given in (3.12) and we have also (3.15)
indicating the SOR is again at least as fast [4], [14] . Another approach is to consider iterating the first time with co = 1, followed by co = co0 for all subsequent iterations. This was first suggested by Sheldon [12] for matrices of the form (2.1). From the analysis of [5], [21, Chapters 7 and 10], one can show that the matrix of this method has spectral radius of (3.16) 4(1 -coo)",((2 -co0)m -(1 -wo))/co2 after m iterations. Asymptotically, this is as fast as the SOR. method.
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which is the cyclic Chebyshev semi-iteration method (CCSOR) of Golub and Varga
[5]. If we let after m iterations. This compares with (2.13) and we again get results similar to (3.13) and (3.15).
In all cases above, we have considered a comparison of spectral radii. In actual computation, it is a matrix norm which determines the behavior of the iterative scheme. When the B matrix has the form (2.7) and is real and symmetric, the spectral norm of all the above methods can be compared [5] , [21] . (CCSOR is slightly the fastest.) In [22] , other matrix norms are considered. In our case, the spectral norm appears somewhat difficult to obtain; however, some results on this are found in Section 8.4 of Young [21] . (Kincaid and Young have recently solved this problem.) Thus, comparing S(2Z.) with (3.19) seems to indicate that the SOR method is faster but the two are asymptotically equal. In actual practice, the SOR method is slightly slower but not apparently as much as in the real case (see Table I in Section 5).
The Unsymmetric Modified SOR (UNSOR). This method is defined by
The method'has been completely analyzed for matrices of the form (2.1) [20], [21] . The eigenvalues of the matrix of (4.1) are the same as those of Since each iteration requires twice the amount of work of (2.2) and since the eigenvalues are the same, this approach promises nothing for the ordering of (2.1).
5. Results. Equation (2.2) can be written as (a) Lü = *V,
Now (5.1a) and (5.1c) require the solution of an N2 X N~ linear system. This in itself can be solved by SOR iteration. However, since the region is a square, and the form of the matrix so regular, we considered the method of Hockney [6] , [7] and the fast Fourier transform. Modification of the method to fit our boundary conditions are described in [1] , [2] . A comparison of the machine time required to solve (5.1a) by the method of Hockney with the time required for one SOR iteration indicates the system can be completely solved by Hockney's method in the same time as it takes for 2\ SOR iterations. Table I 
