Abstract. In [B-G1] and [B-G2], Borisov and Gunnells constructed for each level (N > 1) and for each weight (k ≥ 2) a modular symbol with values in S k (Γ 1 (N )) using products of Eisenstein series.
Introduction
Our main result is the following theorem (see the Definitions 5, 6 and 7):
Theorem 0.1. There exists a unique modular symbol Φ ∈ Symb GL 2 (Q) (D naive (M 2 (Q),S 2 )) such that if µ := Φ(D ∞ ), we have:
As a corollary we have the following: 1991 Mathematics Subject Classification. Number Theory.
1 Then Φ B−G k,N is a modular symbol for Γ 1 (N), and coincide with the modular symbol defined by for k = 2 and in [B-G2] for k ≥ 3.
Acknowledgements: I would like to thank my advisor, Professor Glenn Stevens, for his insights and his support during the writing of this paper.
Elliptic Functions
We refer to [Cha] and [Scho] for details about this section. In what follows we fix τ ∈ H and we don't mention it in the notations. For example, the derivatives involved are with respect to the (elliptic) variable z, not with respect to the (modular) variable τ . Definition 1. We let ℘(z) and σ(z) be the Weierstrass ℘ respectively σ-function.
Let also θ(z) be the usual theta function ( [Cha] V.1.):
We have the following important lemma:
Lemma 1.1. We have the following identities:
(1)
℘ ′ (z 1 ) − ℘ ′ (z 2 ) = −2 ℘(z 1 ) − ℘(z 2 ) · ∂ z log θ(z 1 ) + ∂ z log θ(z 2 ) − ∂ z log θ(z 1 + z 2 )
Proof. The first identity is from [Cha] V.2.Theorem 2 together with identity (2.1), same chapter cited above.
For the second identity, we consider the first identity as function in z 1 and we apply ∂ z log and we use the well known fact that ∂ z log(f g) = ∂ z log(f ) + ∂ z log(g). We get:
℘(z 1 ) − ℘(z 2 ) = −2∂ z log θ(z 1 ) + ∂ z log θ(z 1 + z 2 ) + ∂ z log θ(z 1 − z 2 ).
We have by symmetry (or by a similar argument):
℘(z 2 ) − ℘(z 1 ) = −2∂ z log θ(z 2 ) + ∂ z log θ(z 1 + z 2 ) + ∂ z log θ(z 2 − z 1 ).
Since θ is an odd function in z, ∂ z log θ will be also odd.
We add the above relations and we get (2). Now we are able to prove the following theorem: Theorem 1.2. We have the following identity:
Proof. We use the famous addition formula for ℘-funtion:
Then, use the previous lemma.
Corollary 1.3. For any complex numbers z 1 , z 2 , z 3 such that z 1 + z 2 + z 3 = 0, we have:
Proof. The proof is clear from the previous theorem because z 3 = −(z 1 + z 2 ) and we know that ℘ is an even function while ∂ z log θ is an odd function.
As a remark, in [Cha] , in the Notes on Chapter IV is mentioned that Frobenius and Stickelberger have a quite similar formula in terms of Weierstrass ζ-function:
whenever x + y + z = 0. One can observe that this relation is equivalent with the above relation since ζ ′ = −℘ and ζ differ from ∂ z log θ by a linear term (i.e. 2η 1 · z). Therefore either we can consider Corollary 1.4 as a consequence of FrobeniusStickelberger relation, or with the above proof one can consider it as a reproof of the Frobenius-Stickelberger relation.
1.1. q-Expansions. We use the following notations:
(1) For z ∈ C, we use q z := e 2πiz .
(2) The variable τ ∈ H is always the modular variable and q := q τ respectively
(3) ζ N := e 2πi/N be the N-th root of unity such that ζ N = q z | z=1/N .
Using the Jacobi triple product formula ( [Cha] V.6.4.) we have the following : Lemma 1.4. We have for any z ∈ C\Z:
We can easily then deduce the q-expansion of ∂ z log θ evaluated in torsion points:
Then:
Kronecker-Eisenstein Series
Consider the Kronecker-Eisenstein series for k ≥ 1, φ k : C × H × C −→ C:
where L τ := Zτ + Z and, in the sum, the term corresponding
It is well known that φ k is analytic in s for ℜ(s) > −k+2 and admits a meromorphic continuation in the whole s-plane and at s = 0 is holomorphic. We set:
Also we can observe that
2.1. Evaluation in torsion points. For a ∈ Q 2 we set τ a := a 1 τ + a 2 . These are the division points of the lattice L τ .
We have the following:
(1) For any γ ∈ SL 2 (Z) we have:
(2) For any k = 2, E k,a are holomorphic in τ .
Then for each integer N > 1 we have that the set {E k,a } l(a)=N generate the space of Eisenstein series of weight k for Γ(N). For k = 2 we take ℘ a instead.
For a proof see [Scho] , also [Col] .
We have a very important link between φ 1 (z, τ ) and ∂ z log θ(z, τ ), see [Wei] and
Theorem 2.2. We have:
Consequently, we can deduce the following corollary:
Corollary 2.3. For any complex numbers such that z 1 + z 2 + z 3 = 0 we have:
Proof. We have:
Where for the last equality we used Corollary 1.3.
Taylor Series
We make the following definition:
Definition 2. For a function h : C × H −→ C which is C ∞ in the first variable, and for z 0 ∈ C we define T ay z 0 as a power series with coefficients functions on H by:
For a ∈ Q 2 \Z 2 , we set:
We are now able to deduce the following key result:
Theorem 3.1. For any complex numbers z 1 , z 2 , z 3 ∈ C such that z 1 + z 2 + z 3 = 0 we have:
Proof. The above identity is true if and only if the identity is true for X = u ∈ C, Y = v ∈ C such that the corresponding power series converge as complex functions.
But T ay z 0 h(τ, u) = h(z 0 + u, τ ) in this case and the identity is provided by the Corollary 2.3.
Definition 3. For a power series F = ∞ n=0 f n X n we define:
We have also the following lemma:
Lemma 3.2. Let f, g : C × H −→ C two functions. Then the following are true:
(2)
.
Proof. For the first identity, we just use the additivity property of partial differentiation.
For the second, we can either proceed as above and observe that a trivial identity is achieved at the level of functions (when we replace X by a complex number u small enough). Or, we just write down the definitions and use Leibnitz rule
The third identity is merely a rewriting of the definition for both sides.
For the fourth identity, we have to mention that even though the variables z and τ are viewed as independent variables, however, we can specialize z in a number depending
). This formula explains the relation between the Taylor series under the derivation by τ before and after taking the specialization.
The relation results simply because
(Nearly Holomorphic) Modular power series-Cuspidal power series
For a number k we set the following operators action on the space of C ∞ -class of functions on H:
We follow [Hid] (Ch.10) and define the following:
Definition 4. For a congruence subgroup Γ, and an integer r ≥ 0, we define the space of nearly holomorphic modular forms N r k (Γ) to be the space of C ∞ -functions f on H with the following properties:
(N1) f is slowly increasing (at the cusps).
which is the space of holomorphic modular forms M k (Γ).
We also have a projection map H :
The maps δ k and ε (called shifting and lowering (weight) operators) are acting as follows:
We also have obvious maps:
For a congruence subgroup Γ, and m ≥ 1 we consider the following
Similarly we defineẼ m (Γ) andS m (Γ).
We also defineM m :
We have the following identifications:
Proposition 4.1. We have:
We need another important map, which is the holomorphic projection for nearly holomorphic modular power series:
Several observations we can make:
Observation 4.2.
(1) There exist well defined maps given by multiplication: 
We will dedicate the next section in proving the following theorem: Theorem 4.3. We have
Proof of Theorem 4.3.
We start with the following lemma:
Lemma 5.1. We have:
Proof. We start from the relation between φ 1 and ∂ z log θ mentioned in Theorem 2.2.:
We take the derivative with respect to z in the above relation and we get:
To finish the proof we just need to use the famous differential equation (heat equation) for which θ is a solution:
We can rewrite the above formula as:
We have:
We apply Lemma 3.2. several times to get:
Lemma 5.3. For any a ∈ Q 2 \ Z 2 we have:
Lemma 5.4. We have the following relations:
Proof. For the first relation, the right hand side is just the first term in the expansion of the first power series.
For n ≥ 1, the coefficient of X n in the left hand side is:
Or, even simpler, use the relation 3.2.3 knowing that φ 2 (z, τ ) = −∂ z φ 1 (z, τ ).
For the second relation, the coefficient of X n for n ≥ 1 on the left hand side is:
The relation now is clear since n≥1 (−1) n−1 φ n (τ a , τ )
We get the following formula:
Lemma 5.5. For any a ∈ Q 2 \ Z 2 we have:
Finally, the last ingredient is:
Lemma 5.6. For any a ∈ Q 2 \ Z 2 , we have that:
Proof. Since a ∈ Q 2 \ Z 2 , we can always find γ ∈ SL 2 (Z) such that γa ≡ 0 1/l(a) mod Z 2 . We have:
Since the action of SL 2 (Z) preserve the space of Eisenstein series, we see that it is enough to prove our lemma when a = We have to warn the reader that they prove that E 2 1,(
is Eisenstein, which for weight two includes in their notation also the nonholomorhic Eisenstein E 2,( 0 0 ) . But E 1,a is holomorphic, therefore its square lands in the holomorphic part of the Eisenstein series space of weight 2. The authors in [B-G1] make this observation somewhere else, but is not included in that section.
Returning to the proof of Theorem 4.3., we take the formula proved in Lemma 5.5. and apply Lemma 5.6. and the observations 4.2.4 and 4.2.6.
Naive Distributions on M 2 (Q)
Let M be any module. We consider the space D naive (M 2 (Q), M) of locally constant compactly supported distributions on M 2 (Q) with values in M. We will call them M-valued naive distributions on M 2 (Q) since the topology on the target space is considered the discrete topology.
The space of test function is generated by the characteristic functions of the opencompact subsets of M 2 (Q) of the form γ + α · M 2 (Z), with γ ∈ M 2 (Q) and α ∈ Q × .
Our interest is to study the situation when M =S 2 ∼ =M 2 /Ẽ 2 . We can define a
Definition 6. For a compact-open set V ⊆ Q 2 we define
the generalized Kronecker-Eisenstein series:
where we omit the term ω = −z if −z ∈ V τ .
Since any compact-open is a finite union of cosets of NZ 2 for some fixed N, each φ n,U admits a meromorphic continuation in the whole s-plane and is holomorphic at
We define:
We put
Lemma 6.1. The following are true: For (3), we unravel the definition for φ 1,Z 2 together with the formula ∂ z φ n (z, τ ) = −nφ n+1 (z, τ ) which is also true for the function 1 z n and also for φ n,Z 2 . For (4), we use Lemma 5.5 ( which is true for a ∈ R 2 \ Z 2 ) and pass to the limit and use the fact that E 1,Z 2 = 0.
For an open-compact U ∈ M 2 (Q) we define the two projections on Q 2 :
Let's define the following element µ ∈ D naive (M 2 (Q),S 2 ):
We need to make the remark that the way is defined, the distribution takes values inM 2 . We may and will consider as being the element inS 2 corresponding to the class of that value.
Theorem 6.2. The following are true:
(1) µ is well defined, i.e. µ satisfies the distribution relations.
the two dimensional torus, i.e. the diagonal invertible matrices
with rational entries.
Proof. For (1), we can see from the definition that the distribution relations are satisfied.
For (2) we have:
By 6.1.1 we get the desired result.
Modular Symbols
We denote by ∆ 0 := Div 0 (P 1 (Q)) the group of degree 0-divisors on the projective line P 1 (Q). Since GL 2 (Q) acts on P 1 (Q) by linear fractional transformation, we let also GL 2 (Q) act on ∆ 0 by the induced action.
Definition 7. For any subgroup Γ ≤ GL 2 (Q) and for any (left) Γ-module M we define the space of M-valued modular symbols for Γ to be the set:
Define the matrices S :=
We have the following theorem: 
Proof. This is a well known theorem (Stevens) . We just sketch the proof to give a partial insight of the theorem.
The first assertion results from the fact that T 2 (Q) preserves D ∞ . Since φ is a modular symbol for GL 2 (Q), we have:
For the second assertion, we should observe that the conditions (they are called For the sufficiency, we can see that any divisor can be written as a finite sum of GL 2 (Q)-translates of D ∞ . The fact that m ∈ M T 2 (Q) guaranties that there is no ambiguity in defining φ(γD ∞ ) := γ · m for all γ ∈ GL 2 (Q). The fact that the conditions are enough was proved by Manin.
We are now able to prove our main result Theorem 0.1.:
Theorem 0.1. We already know by Theorem 6.1. that our distribution µ is invariant under the action of the torus, so µ ∈ D naive (M 2 (Q),S 2 ) T 2 (Q) . By Theorem 7.1. it is enough to prove that µ satisfies the two Manin conditions (Man1) and (Man2).
(Man1): We have:
It is clear that (US) 1 = U 2 and (US) 2 = −U 1 . We get:
(Man2): The relation we need to prove is:
One should notice that by our convention, we only need to prove that the left hand side is inẼ 2 .
Since the relation is linear in U is enough if we prove it for open compacts of the form γ + αM 2 (Z). Moreover the invariance under the torus allows us
to consider only open compacts of the form
There are three situation that we need to consider:
c) Both γ · . So we need to prove that:
But the power series before taking the holomorphic projection is:
The first parenthesis is inẼ 2 by Theorem 3.1. and by Observation 4.2.5.
Each term in the second parenthesis has the holomorphic projection inẼ 2 by Theorem 4.3.
Next we consider the first case a). So we may assume that U = M 2 (Z). For a shortcut, we put F (X) := E Z 2 (τ, X).
So we need to prove that
After taking limit in the formulae 3.1. and 5.5. we get that before taking the holomorphic projection the power series is:
In the first parenthesis we recognize the positive terms of Taylor expansion of the Weierstrass ℘-function. The coefficients are exactly the holomorphic Eisenstein series of level 1.
The second parenthesis has also holomorphic projection inẼ 2 by 6.1.4 and 4.2.
The third term is also a power series with Eisenstein series coefficients. We just have to notice that indeed the power series is integral in X and Y since F (X) is odd in X, so the first parenthesis of this last term is divisible by X and by Y and by X + Y .
At last, the remaining case b), take γ 1 0 =: a ∈ Q 2 \ Z 2 and γ 0 1 = 0 we need to prove that:
As before we split it in
The last parenthesis has holomorphic projection as before (Theorem 4.3. and 6.1.4) . The first parenthesis can be written as:
Same arguments as above prove that also in this case, the holomorphic projection of our left hand side of the second Manin relation is inẼ 2 .
We now prove Theorem 0.2. which is the specialization of our construction in the attempt to recover the construction of Definition 8. Let Γ be a congruence subgroup and let M be a trivial Γ-module. We define Man Γ (M) to be the set of all maps f : Γ\SL 2 (Z) −→ M such that 
Observation 7.3. For Γ := Γ 1 (N) there exists a bijection
. Also notice that the projection of a power series to its (k − 2) homogenous part commutes with the action of SL 2 (Z).
For k = 2 we get: For the higher weights, a similar analysis shows that the specialization of our modular symbol viewed as a Manin symbol coincide with the construction in [B-G2].
Some Identities
We make some observation concerning the relations involving Eisenstein series for the full modular group. Definition 9. We denote by E k to be the unique Eisenstein series for SL 2 (Z) of weight k. Therefore:
Also, let as before F (τ, X) := E Z 2 (τ, X).
Proposition 8.1. We have F (X) = (−1) n E n+1 · X n . The identity 6.1.4 can be rewritten as:
for all n ≥ 2.
Corollary 8.2. We have the following identities:
(1) 5E 4 = E 2 2 + 4πi δ 2 2 E 2 . In particular:
5σ 3 (n) = (6n − 1)σ 1 (n) + 12 · i+j=n σ 1 (i) · σ 1 (j) (2) 7E 6 = 2E 2 E 4 + 4πi δ 4 4 E 4 . In particular:
21σ 5 (n) = 10(3n − 1)σ 3 (n) + 240 · i+j=n σ 1 (i) · σ 3 (j) (3) 9E 8 = 2E 2 E 6 + E 2 4 + 4πi δ 6 6 E 6 . In particular:
9σ 7 (n) = 7(2n−1)σ 5 (n)+ 1 15 (14σ 3 (n)−5σ 1 (n))+56· i+j=n 3σ 1 (i)·σ 5 (j)+5σ 3 (i)·σ 3 (j)
Another corollary is the following:
Corollary 8.3. The space of modular form for SL 2 (Z) is generated by E 2 in the sense that any modular form can be written uniquely as a "weighted-homogeneous" polynomial in the weight-liftings of E 2 , δ r E 2 .
Note that P (X 0 , X 1 , . . . , X r ) is considered weighted-homogeneous if P (αX 0 , α 2 X 1 , . . . , α r+1 X r ) = α mr · P (X 0 , X 1 , . . . , X r ), for all α and where m is the total degree of the polynomial which is deg X 0 (P ). The proof of this corollary is obvious since we wrote down the formulae for E 4 and E 6 . Since the space of modular forms for SL 2 (Z) is isomorphic with the space of polynomials in E 4 and E 6 , we get our result.
As a remark, we prove in [Pa-Sp] that we can generate the space of modular forms for SL 2 (Z) just with linear combinations of products of Eisenstein series E i E j , and
Eisenstein series E k for i, j, k ≥ 4. In particular, we can write formulae similar with the the formulae in Corollary 8.2., without involving σ 1 (n). However, the above formulae have the advantage of being "closed".
Also, in the proof of the Manin relations for Theorem 0.1., we used a series of identities that in turn will lead us to deduce new identities involving divisor functions, and divisor functions with character. We exhibit here just one of them for the sake of keeping the paper compact. The formula used to prove the second Manin relation for the case a) gives us:
Proposition 8.4. Let P n (X, Y ) := X n + Y n + (−X − Y ) n . Then:
for all n > 0.
