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Abstract
We introduce QVEC-CCA—an intrinsic
evaluation metric for word vector repre-
sentations based on correlations of learned
vectors with features extracted from lin-
guistic resources. We show that QVEC-
CCA scores are an effective proxy for a
range of extrinsic semantic and syntactic
tasks. We also show that the proposed
evaluation obtains higher and more consis-
tent correlations with downstream tasks,
compared to existing approaches to in-
trinsic evaluation of word vectors that are
based on word similarity.
1 Introduction
Being linguistically opaque, vector-space repre-
sentations of words—word embeddings—have
limited practical value as standalone items.
They are effective, however, in representing
meaning—through individual dimensions and
combinations of thereof—when used as features
in downstream applications (Turian et al., 2010;
Lazaridou et al., 2013; Socher et al., 2013;
Bansal et al., 2014; Guo et al., 2014, inter alia).
Thus, unless it is coupled with an extrinsic task,
intrinsic evaluation of word vectors has little value
in itself. The main purpose of an intrinsic eval-
uation is to serve as a proxy for the downstream
task the embeddings are tailored for. This paper
advocates a novel approach to constructing such a
proxy.
What are the desired properties of an intrinsic
evaluation measure of word embeddings? First,
retraining models that use word embeddings as
features is often expensive. A computationally ef-
ficient intrinsic evaluation that correlates with ex-
trinsic scores is useful for faster prototyping. Sec-
ond, an intrinsic evaluation that enables interpre-
tation and analysis of properties encoded by vector
dimensions is an auxiliary mechanism for analyz-
ing how these properties affect the target down-
stream task. It thus facilitates refinement of word
vector models and, consequently, improvement of
the target task. Finally, an intrinsic evaluation that
approximates a range of related downstream tasks
(e.g., semantic text-classification tasks) allows to
assess generality (or specificity) of a word vec-
tor model, without actually implementing all the
tasks.
Tsvetkov et al. (2015) proposed an evaluation
measure—QVEC—that was shown to correlate
well with downstream semantic tasks. Addition-
ally, it helps shed new light on how vector spaces
encode meaning thus facilitating the interpretation
of word vectors. The crux of the method is to cor-
relate distributional word vectors with linguistic
word vectors constructed from rich linguistic re-
sources, annotated by domain experts. QVEC can
easily be adjusted to specific downstream tasks
(e.g., part-of-speech tagging) by selecting task-
specific linguistic resources (e.g., part-of-speech
annotations). However, QVEC suffers from two
weaknesses. First, it is not invariant to linear
transformations of the embeddings’ basis, whereas
the bases in word embeddings are generally arbi-
trary (Szegedy et al., 2014). Second, it produces
an unnormalized score: the more dimensions in
the embedding matrix the higher the score. This
precludes comparison of models of different di-
mensionality. In this paper, we introduce QVEC-
CCA, which simultaneously addresses both prob-
lems, while preserving major strengths of QVEC.1
2 QVEC and QVEC-CCA
We introduce QVEC-CCA—an intrinsic evaluation
measure of the quality of word embeddings. Our
1https://github.com/ytsvetko/qvec
method is a modification of QVEC—an evalua-
tion based on alignment of embeddings to a ma-
trix of features extracted from a linguistic resource
(Tsvetkov et al., 2015). We review QVEC, and
then describe QVEC-CCA.
QVEC. The main idea behind QVEC is to quan-
tify the linguistic content of word embeddings
by maximizing the correlation with a manually-
annotated linguistic resource. Let the number of
common words in the vocabulary of the word em-
beddings and the linguistic resource be N . To
quantify the semantic content of embeddings, a
semantic/syntactic linguistic matrix S ∈ RP×N
is constructed from a semantic/syntactic database,
with a column vector for each word. Each word
vector is a distribution of the word over P linguis-
tic properties, based on annotations of the word
in the database. Let X ∈ RD×N be embed-
ding matrix with every row as a dimension vec-
tor x ∈ R1×N . D denotes the dimensionality of
word embeddings. Then, S and X are aligned to
maximize the cumulative correlation between the
aligned dimensions of the two matrices. Specif-
ically, let A ∈ {0, 1}D×P be a matrix of align-
ments such that aij = 1 iff xi is aligned to sj ,
otherwise aij = 0. If r(xi, sj) is the Pearson’s
correlation between vectors xi and sj , then QVEC
is defined as:
QVEC = max
A:
∑
j aij≤1
X∑
i=1
S∑
j=1
r(xi, sj)× aij
The constraint
∑
j aij ≤ 1, warrants that one dis-
tributional dimension is aligned to at most one lin-
guistic dimension.
QVEC-CCA. To measure correlation between
the embedding matrix X and the linguistic ma-
trix S, instead of cumulative dimension-wise cor-
relation we employ canonical correlation analysis
(Hardoon et al., 2004, CCA). CCA finds two sets
of basis vectors, one for X⊤ and the other for S⊤,
such that the correlations between the projections
of the matrices onto these basis vectors are maxi-
mized. Formally, CCA finds a pair of basis vectors
v and w such that
QVEC-CCA = CCA(X⊤,S⊤)
= max
v,w
r(X⊤v,S⊤w)
Thus, QVEC-CCA ensures invariance to the matri-
ces’ bases’ rotation, and since it is a single corre-
lation, it produces a score in [−1, 1].
3 Linguistic Dimension Word Vectors
Both QVEC and QVEC-CCA rely on a matrix of
linguistic properties constructed from a manu-
ally crafted linguistic resource. Linguistic re-
sources are invaluable as they capture generaliza-
tions made by domain experts. However, resource
construction is expensive, therefore it is not al-
ways possible to find an existing resource that
captures exactly the set of optimal lexical prop-
erties for a downstream task. Resources that cap-
ture more coarse-grained, general properties can
be used instead, for example, WordNet for seman-
tic evaluation (Fellbaum, 1998), or Penn Treebank
(Marcus et al., 1993, PTB) for syntactic evalua-
tion. Since these properties are not an exact match
to the task, the intrinsic evaluation tests for a nec-
essary (but possibly not sufficient) set of general-
izations.
Semantic vectors. To evaluate the semantic
content of word vectors, Tsvetkov et al. (2015)
exploit supersense annotations in a WordNet-
annotated corpus—SemCor (Miller et al., 1993).
The resulting supersense-dimension matrix has
4,199 rows (supersense-annotated nouns and verbs
that occur in SemCor at least 5 times2), and 41
columns: 26 for nouns and 15 for verbs. Example
vectors are shown in table 1.
WORD NN.ANIMAL NN.FOOD · · · VB.MOTION
fish 0.68 0.16 · · · 0.00
duck 0.31 0.00 · · · 0.69
chicken 0.33 0.67 · · · 0.00
Table 1: Linguistic dimension word vector matrix
with semantic vectors, constructed using SemCor.
Syntactic vectors. Similar to semantic vectors,
we construct syntactic vectors for all words with
5 or more occurrences in the training part of the
PTB. Vector dimensions are probabilities of the
part-of-speech (POS) annotations in the corpus.
This results in 10,865 word vectors with 45 in-
terpretable columns, each column corresponds to
a POS tag from the PTB; a snapshot is shown in
table 2.
4 Experiments
Experimental setup. We replicate the experi-
mental setup of Tsvetkov et al. (2015):
2We exclude sparser word types to avoid skewed proba-
bility estimates of senses of polysemous words.
WORD PTB.NN PTB.VB · · · PTB.JJ
spring 0.94 0.02 · · · 0.00
fall 0.49 0.43 · · · 0.00
light 0.52 0.02 · · · 0.41
Table 2: Linguistic dimension word vector matrix
with syntactic vectors, constructed using PTB.
• We first train 21 word vector mod-
els: variants of CBOW and Skip-Gram
models (Mikolov et al., 2013); their
modifications CWindow, Structured
Skip-Gram, and CBOW with Attention
(Ling et al., 2015b; Ling et al., 2015a); GloVe
vectors (Pennington et al., 2014); Latent
Semantic Analysis (LSA) based vectors
(Church and Hanks, 1990); and retrofitted
GloVe and LSA vectors (Faruqui et al., 2015).
• We then evaluate these word vector mod-
els using existing intrinsic evaluation meth-
ods: QVEC and the proposed QVEC-CCA, and
also word similarity tasks using the Word-
Sim353 dataset (Finkelstein et al., 2001, WS-
353), MEN dataset (Bruni et al., 2012), and
SimLex-999 dataset (Hill et al., 2014, Sim-
Lex).3
• In addition, the same vectors are evaluated using
extrinsic text classification tasks. Our semantic
benchmarks are four binary categorization tasks
from the 20 Newsgroups (20NG); sentiment
analysis task (Socher et al., 2013, Senti); and
the metaphor detection (Tsvetkov et al., 2014,
Metaphor).
• Finally, we compute the Pearson’s correlation
coefficient r to quantify the linear relationship
between the intrinsic and extrinsic scorings.
The higher the correlation, the better suited the
intrinsic evaluation to be used as a proxy to the
extrinsic task.
We extend the setup of Tsvetkov et al. (2015)
with two syntactic benchmarks, and evaluate
QVEC-CCA with the syntactic matrix. The first
task is POS tagging; we use the LSTM-CRF
model (Lample et al., 2016), and the second is de-
pendency parsing (Parse), using the stack-LSTM
model of Dyer et al. (2015).
Results. To test the efficiency of QVEC-CCA in
capturing the semantic content of word vectors,
we evaluate how well the scores correspond to the
3We employ an implementation of a suite of word similar-
ity tasks at wordvectors.org (Faruqui and Dyer, 2014).
scores of word vector models on semantic bench-
marks. QVEC and QVEC-CCA employ the seman-
tic supersense-dimension vectors described in §3.
In table 3, we show correlations between intrin-
sic scores (word similarity/QVEC/QVEC-CCA) and
extrinsic scores across semantic benchmarks for
300-dimensional vectors. QVEC-CCA obtains high
positive correlation with all the semantic tasks,
and outperforms QVEC on two tasks.
20NG Metaphor Senti
WS-353 0.55 0.25 0.46
MEN 0.76 0.49 0.55
SimLex 0.56 0.44 0.51
QVEC 0.74 0.75 0.88
QVEC-CCA 0.77 0.73 0.93
Table 3: Pearson’s correlations between word
similarity/QVEC/QVEC-CCA scores and the down-
stream text classification tasks.
In table 4, we evaluate QVEC and QVEC-CCA
on syntactic benchmarks. We first use linguistic
vectors with dimensions corresponding to part-of-
speech tags (denoted as PTB). Then, we use lin-
guistic vectors which are a concatenation of the
semantic and syntactic matrices described in §3
for words that occur in both matrices; this setup
is denoted as PTB+SST.
POS Parse
WS-353 -0.38 0.68
MEN -0.32 0.51
SimLex 0.20 -0.21
PTB
QVEC 0.23 0.39
QVEC-CCA 0.23 0.50
PTB+SST
QVEC 0.28 0.37
QVEC-CCA 0.23 0.63
Table 4: Pearson’s correlations between word
similarity/QVEC/QVEC-CCA scores and the down-
stream syntactic tasks.
Although some word similarity tasks obtain
high correlations with syntactic applications, these
results are inconsistent, and vary from a high
negative to a high positive correlation. Con-
versely, QVEC and QVEC-CCA consistently ob-
tain moderate-to-high positive correlations with
the downstream tasks.
Comparing performance of QVEC-CCA in PTB
and PTB+SST setups sheds light on the importance
of linguistic signals captured by the linguistic ma-
trices. Appending supersense-annotated columns
to the linguistic matrix which already contains
POS-annotated columns does not affect correla-
tions of QVEC-CCA with the POS tagging task,
since the additional linguistic information is not
relevant for approximating how well dimensions
of word embeddings encode POS-related prop-
erties. In the case of dependency parsing—the
task which encodes not only syntactic, but also
semantic information (e.g., captured by subject-
verb-object relations)—supersenses introduce rel-
evant linguistic signals that are not present in POS-
annotated columns. Thus, appending supersense-
annotated columns to the linguistic matrix im-
proves correlation of QVEC-CCA with the depen-
dency parsing task.
5 Conclusion
We introduced QVEC-CCA—an approach to in-
trinsic evaluation of word embeddings. We also
showed that both QVEC and QVEC-CCA are not
limited to semantic evaluation, but are general
approaches, that can evaluate word vector con-
tent with respect to desired linguistic proper-
ties. Semantic and syntactic linguistic features
that we use to construct linguistic dimension ma-
trices are rather coarse, thus the proposed eval-
uation can approximate a range of downstream
tasks, but may not be sufficient to evaluate finer-
grained features. In the future work we propose
to exploit existing semantic, syntactic, morpho-
logical, and typological resources (e.g., univer-
sal dependencies treebank (Agic´ et al., 2015) and
WALS (Dryer and Haspelmath, 2013)), and also
multilingual resources (e.g., Danish supersenses
(Martínez Alonso et al., 2015)) to construct better
linguistic matrices, suited for evaluating vectors
used in additional NLP tasks.
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