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A General Analytical Approach for Opportunistic
Cooperative Systems with Spatially Random Relays
Hongzheng Wang, Shaodan Ma, Tung-Sang Ng, and H. Vincent Poor
Abstract—This paper investigates an opportunistic cooperative
system with multiple relays. The locations of the relays are
essentially random due to their unpredictable mobility and are
thus assumed to form a spatial Poisson process. A general
analytical approach to performance analysis is developed to
accommodate the randomness of the locations as well as the
underlying channels. The outage probability of the system is
derived based on the theory of point processes. In particular,
two relay selection criteria, namely the best forward channel
selection and the best worse channel selection, are used as
examples to illustrate the proposed approach. The accuracy of
the analytical results is verified by Monte-Carlo simulations with
various system configurations.
Index Terms—Opportunistic cooperation, Poisson process, re-
lay selection, outage probability.
I. INTRODUCTION
AS A multiuser communication framework, cooperativecommunications has great potential to enhance system
performance and has attracted considerable research interest
in the past decade. In a cooperative system, additional links via
relays are established to enhance the quality of communication
between the source and destination, which is referred to as
cooperative diversity. There have been a variety of cooperative
protocols proposed in the literature. A popular one [1] exploits
multiple relays to jointly retransmit the information to the
destination in a constructive way. Through proper coordination
among the relay nodes, full diversity order equal to the
number of relays can be achieved. In order to attain the
optimal performance, full channel state information of all
the relay channels is indispensable which results in high
feedback overhead. Another popular protocol is opportunistic
cooperation in which only one relay node is selected according
to certain selection criteria to retransmit the information [2]–
[4]. Previous studies [5]–[7] have shown that opportunistic
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cooperation can also achieve the full diversity order while re-
quiring low feedback overhead, thereby justifying the adoption
of opportunistic cooperation in wireless systems.
The performance of various opportunistic cooperation sys-
tems has been analytically investigated recently. In [6], the
authors investigate the impact of channel state information on
the performance of opportunistic cooperative systems. In [7],
amplify-and-forward (AF) opportunistic cooperative systems
with various relay selection schemes are investigated and the
corresponding achievable diversity orders of the systems are
thoroughly analyzed. In particular, a number of relay selection
schemes including the best forward channel selection and
the best worse channel selection are discussed. Note that the
backward and forward channels refer to the channel from the
source to the relay and that from the relay to the destination,
respectively, while the worse channel refers to the poorer one
between the backward and forward channels. In [8], a decode-
and-forward (DF) opportunistic cooperative system with the
best forward channel selection and selection combining is
considered and its outage performance is derived in closed-
form. In [9], maximal ratio combining is adopted in the DF
opportunistic cooperative system and the outage probability
is obtained in closed-form. Most of the analytical results in
the literature are developed for systems with fixed topologies,
i.e., the locations of nodes are assumed to be deterministic
or regular. In practice, however, high mobility of nodes is
usually expected, and the locations of nodes are thus dynamic
and should be modeled as random variables when evaluating
the performance of the system.
In this paper, a DF opportunistic cooperative system with
spatially random relays and selection combining is investi-
gated. By modeling the locations of relay nodes as a Poisson
process, an analytical approach is developed to incorporate
the randomness of node locations as well as the underlying
channels into performance analysis. The outage performance is
then derived based on the theory of point processes. Finally,
the accuracy of the analytical results is verified by Monte-
Carlo simulations with various system configurations. Al-
though only two representative relay selection criteria, namely
the best forward channel and the best worse channel selections,
are studied as examples, the proposed analytical approach to
performance analysis is also applicable to other opportunistic
cooperative systems with general relay selection criteria.
The rest of the paper is organized as follows. Section II
describes the system model. In Section III, a general analytical
approach is developed to analyze the outage performance of
the system. Section IV verifies the accuracy of the analytical
results via simulations and discusses how the system param-
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Fig. 1. A wireless communication system with a source node, a destination
node and a number of idle nodes.
eters affect the performance of the cooperative system with
spatially random relays. Finally, conclusions are drawn in
Section V.
II. SYSTEM MODEL
A. System Structure and Assumptions
In this paper, a wireless communication system with a
source node, a destination node and a number of idle nodes
is considered. Each of the nodes in the system is assumed to
have a single-antenna and to be capable of only half-duplex
transmission. As shown in Fig. 1, all the nodes are located
in a circular area 𝑆 with radius 𝑅 and the source node is
located at the center. The distance between the source and
the destination is 𝐿, while the idle nodes are assumed to
be randomly distributed and form a homogeneous Poisson
process Π with intensity 𝜆. One application of this model is
the downlink of a microcell in a cellular system in which the
locations and the number of mobile subscribers are usually
modeled as random variables due to the high mobility of
subscribers.
B. Cooperation Scheme and Relay Selection Criteria
In this system, the idle nodes help in an opportunistic way to
facilitate the communication between the source and the desti-
nation. Specifically, the information transmission occupies two
time slots. In the first time slot, the source node broadcasts
its information 𝑠 and the destination as well as the idle nodes
receive impaired versions. The received instantaneous signal-
to-noise ratio (SNR) at the destination is
𝜂𝑠𝑑 =
𝑃𝑠∣h𝑠𝑑∣2
𝜎2
, (1)
where 𝑃𝑠 represents the transmit power, h𝑠𝑑 is the channel
response from the source to the destination, and 𝜎2 denotes
the noise power. Note that the noise power is assumed to be
the same for all links. Similarly, the corresponding SNR at the
𝑗th idle node is
𝜂𝑟,𝑗 =
𝑃𝑠∣h𝑠𝑟,𝑗 ∣2
𝜎2
(2)
with h𝑠𝑟,𝑗 being the channel response from the source to the
𝑗th idle node. In this time slot, there will be a set of idle nodes
that are able to successfully decode the signal provided that
the links between the source and the idle nodes are reliable,
i.e., the corresponding SNRs are high enough. Such nodes are
called tentative relays and the number of tentative relays is
denoted by 𝐾 .
In the second time slot, an opportunistic cooperation scheme
is adopted and only one tentative relay with the best quality
according to a certain criterion is selected to retransmit the
decoded source information 𝑠 to the destination. In particular,
let each tentative relay have an associated weight 𝑊𝑗 which
is a function of h𝑠𝑟,𝑗 and h𝑟𝑑,𝑗. The relay selection procedure
is to choose the 𝐽 th tentative relay satisfying
𝐽 = argmax
𝑗
𝑊𝑗 . (3)
The weight 𝑊𝑗 has different expressions under different relay
selection criteria. Here two representative ones are considered
as follows [6]:
∙ 𝑊𝑗 = ∣h𝑟𝑑,𝑗∣2, corresponding to the best forward channel
selection,
∙ 𝑊𝑗 = min{∣h𝑠𝑟,𝑗∣2, ∣h𝑟𝑑,𝑗∣2}, corresponding to the best
worse channel selection.
The selected relay, i.e., the 𝐽 th tentative relay, then retrans-
mits 𝑠 to the destination with power 𝑃𝑟. Note that no signal
will be transmitted if none of the idle users is qualified as a
tentative relay, i.e., 𝐾 = 0. Thus the corresponding SNR at
the destination can be defined as
𝜂𝑟𝑑 =
{
𝑃𝑟 ∣h𝑟𝑑,𝐽 ∣2
𝜎2 𝐾 > 0
0 𝐾 = 0
(4)
where 𝐽 is given in (3). At the end of the transmission,
the destination retrieves the source information 𝑠 using the
information obtained in the two time slots. For the sake of
low complexity, selection combining is adopted to decode the
signal [10]. Thus the final SNR at the destination is given by
𝜂𝑑 = max{𝜂𝑠𝑑, 𝜂𝑟𝑑}. (5)
C. Channel Model
To be practical, both small scale multipath fading and
large scale path loss are considered in the channel model. In
particular, the multipath fading is assumed to follow a narrow
band Rayleigh fading model and the large scale path loss obeys
the power law with path loss exponent 𝛼. Consequently, for
any pair of nodes located at 𝑥1 and 𝑥2 respectively, the squared
amplitude of the instantaneous channel from 𝑥1 to 𝑥2, denoted
as ∣h12∣2, can be written as
∣h12∣2 = 𝐹12 PL(∥𝑥1 − 𝑥2∥), (6)
where 𝐹12 captures the small scale Rayleigh fading effect
and is modeled as a standard exponentially distributed random
variable with unit variance, ∥𝑥1 − 𝑥2∥ denotes the Euclidean
distance between 𝑥1 and 𝑥2, and PL(∥𝑥1 − 𝑥2∥) = ∥𝑥1 −
𝑥2∥−𝛼 characterizes the effect of power law path loss. Without
loss of generality, it is assumed that the channel for each pair
of nodes is quasi-static, i.e., it remains unchanged in one time
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slot. It is also assumed that channels are independent from
node pair to node pair1.
III. OUTAGE PERFORMANCE ANALYSIS
With selection combining at the destination, the system is
in outage if neither the direct link nor the relay link has
acceptable reception quality. That is, the outage probability
can be expressed as
𝑃out = Pr(𝜂𝑑 < Θ) = Pr(𝜂𝑠𝑑 < Θ)Pr(𝜂𝑟𝑑 < Θ). (7)
To facilitate the analysis, a polar coordinate system is set up
in which the origin is at the source (𝑥𝑠 = (0, 0)) and the polar
axis is oriented so that the destination is at 𝑥𝑑 = (𝐿, 0). For an
arbitrary node at 𝑥 = (𝑟, 𝜃), define two auxiliary functions to
represent the distances from it to the source and the destination
respectively: 𝑟(𝑥)
def
= ∥𝑥 − 𝑥𝑠∥ = 𝑟 and 𝑙(𝑥) def= ∥𝑥 − 𝑥𝑑∥ =√
𝑟2 + 𝐿2 − 2𝑟𝐿 cos 𝜃. According to (1) and (6), we have
Pr(𝜂𝑠𝑑 < Θ) = Pr
(
𝑃𝑠𝐹𝑠𝑑 PL(∥𝑥𝑠 − 𝑥𝑑∥)
𝜎2
< Θ
)
= 1− exp (−𝐿𝛼𝜌𝑠) ,
(8)
where 𝜌𝑠 = Θ𝜎
2
𝑃𝑠
denotes the ratio of the SNR threshold Θ
to the transmit SNR 𝑃𝑠𝜎2 at the source. On the other hand, the
probability corresponding to the relay link can be written as
Pr(𝜂𝑟𝑑 < Θ) =
∞∑
𝑘=0
Pr(𝜂𝑟𝑑 < Θ ∣ 𝐾 = 𝑘) Pr(𝐾 = 𝑘). (9)
Based on the definition of 𝜂𝑟𝑑 in (4) and the fact that Pr(𝜂𝑟𝑑 <
Θ ∣ 𝐾 = 0) = 1, the probability Pr(𝜂𝑟𝑑 < Θ) can be further
written as
Pr(𝜂𝑟𝑑 < Θ) = Pr(𝐾 = 0) +
∞∑
𝑘=1
Pr(𝐾 = 𝑘)
×
∫
𝑆
Pr(𝜂𝑟𝑑 < Θ ∣ ?ˆ? = 𝑥,𝐾 = 𝑘)𝑝?ˆ?∣𝐾(?ˆ?∣𝑘) 𝑑?ˆ?,
(10)
where ?ˆ? denotes the location of the selected relay and
𝑝?ˆ?∣𝐾(?ˆ?∣𝑘) signifies the probability density function (PDF)
of ?ˆ? conditioned on 𝐾 = 𝑘. Clearly, the distributions of
𝐾 (the number of tentative relays), ?ˆ? (the location of the
selected relay), and 𝜂𝑟𝑑 (the relay-destination SNR) are needed
to proceed. In the following, these terms will be derived.
A. Properties of Tentative Relays
Recall that the idle nodes are assumed to be distributed as a
homogeneous Poisson process Π with intensity 𝜆 on the area
𝑆. In the first time slot, each idle node can decode the source
information and become a tentative relay if its received SNR
is higher than Θ, a pre-specified system parameter. Thus, the
probability that an idle node at 𝑥𝑗 = (𝑟, 𝜃) is qualified as a
tentative relay equals
Pr(𝜂𝑟,𝑗 > Θ) = Pr
(
𝑃𝑠𝐹𝑠𝑟,𝑗 PL(∥𝑥𝑠 − 𝑥𝑗∥)
𝜎2
> Θ
)
= exp (−𝑟𝛼(𝑥𝑗)𝜌𝑠) .
(11)
1In some systems, the channels may not be independent because there may
exist correlation of large-scale parameters. The performance of such systems
needs further investigation.
Let Πˆ denote the set of tentative relays. Based on the
Marking Theorem of Poisson processes [11], the resulting set
Πˆ of tentative relays is actually a thinning of Π and is still a
Poisson process. The intensity of the new Poisson process is
?ˆ?(𝑥) = 𝜆Pr(𝜂𝑟,𝑗 > Θ) = 𝜆 exp (−𝑟𝛼(𝑥𝑗)𝜌𝑠) . (12)
Its mean measure ?ˆ?(⋅) can be obtained accordingly:
?ˆ?(𝐴) =
∫
𝐴
?ˆ?(𝑥) 𝑑𝑥, (13)
where 𝐴 is an arbitrary measurable area in 𝑆 and 𝑑𝑥 denotes
a two-dimensional variable of integration over the polar area.
Consequently, the number 𝐾 of tentative relays follows a
Poisson distribution with mean
?ˆ?(𝑆) =
∫
𝑆
?ˆ?(𝑥) 𝑑𝑥 =
∫ 2𝜋
0
∫ 𝑅
0
𝜆 exp (−𝑟𝛼𝜌𝑠) 𝑟 𝑑𝑟 𝑑𝜃
= 2𝜋𝜆
𝛾( 2𝛼 , 𝑅
𝛼𝜌𝑠)
𝛼𝜌
2/𝛼
𝑠
,
(14)
where 𝛾(𝑎, 𝑏) is the lower incomplete gamma function [12].
The probability distribution of 𝐾 is
Pr(𝐾 = 𝑘) =
?ˆ?(𝑆)𝑘 exp(−?ˆ?(𝑆))
𝑘!
, 𝑘 = 0, 1, . . . (15)
and in particular Pr(𝐾 = 0) = exp(−?ˆ?(𝑆)) denotes the
probability that no idle node is qualified as a tentative relay.
B. Location of the Selected Relay
In the following, we analyze the probability distribution of
the location ?ˆ? of the selected relay, i.e., 𝑝?ˆ?∣𝐾(?ˆ?∣𝑘). Since it
is pointless to discuss the relay selection when Πˆ = 𝜙, i.e., no
tentative relay can be found in the first time slot, the following
assumes 𝐾 = 𝑘 (𝑘 > 0). Without loss of generality, we
label the tentative relays as 𝑅1, 𝑅2, . . . , 𝑅𝑘. Their associated
weights and locations are denoted by 𝑊1,𝑊2, . . . ,𝑊𝑘 and
𝑋1, 𝑋2, . . . , 𝑋𝑘, respectively. Among these 𝑘 tentative relays,
the one with the highest weight is selected to retransmit the
signal. Assuming the 𝐽 th tentative relay is selected according
to a specific relay selection criterion, a probability event E
regarding to the location of 𝑅𝐽 is defined as
E
def
= {𝑅𝐽 falls in an arbitrary area Δ𝑆, given that 𝑅𝐽
is the selected relay}.
(16)
The condition that 𝑅𝐽 is selected means that the weight
𝑊𝐽 should be higher than/equal to the maximum of all the
other weights, i.e., 𝑊𝐽 ≥ max{{𝑊1, . . . ,𝑊𝑘}∖{𝑊𝐽}}. The
probability of the event E thus follows:
Pr(E)
= Pr(𝑋𝐽 ∈ Δ𝑆 ∣𝑊𝐽 ≥ max{{𝑊1, . . . ,𝑊𝑘}∖{𝑊𝐽}}).
(17)
Defining 𝑍𝑘∖𝐽 = max{{𝑊1, . . . ,𝑊𝑘}∖{𝑊𝐽}}, the probabil-
ity of E can be rewritten based on the Bayes’ formula as
Pr(E) = Pr(𝑋𝐽 ∈ Δ𝑆 ∣ 𝑊𝐽 ≥ 𝑍𝑘∖𝐽 )
=
Pr(𝑋𝐽 ∈ Δ𝑆) Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ 𝑋𝐽 ∈ Δ𝑆)
Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ) .
(18)
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1) Pr(𝑋𝐽 ∈ Δ𝑆): For the Poisson process Πˆ formed by
the 𝐾 tentative relays, conditioning on 𝐾 = 𝑘 converts Πˆ into
a set of independent and identically distributed (i.i.d.) points,
each point 𝑋 following the distribution
Pr(𝑋 ∈ 𝐴) = ?ˆ?(𝐴)
?ˆ?(𝑆)
(19)
for any measurable area 𝐴 ⊂ 𝑆 [11]. The corresponding PDF
of 𝑋 is
𝑝𝑋(𝑥) =
?ˆ?(𝑥)
?ˆ?(𝑆)
. (20)
Furthermore, given that the point 𝑋 locates in an area 𝐴 ⊂ 𝑆,
the conditional PDF of 𝑋 is
𝑝𝑋∣𝑋∈𝐴(𝑥) =
?ˆ?(𝑥)
?ˆ?(𝐴)
. (21)
Clearly, for the selected relay, the probability Pr(𝑋𝐽 ∈ Δ𝑆)
follows from (19) as
Pr(𝑋𝐽 ∈ Δ𝑆) = ?ˆ?(Δ𝑆)
?ˆ?(𝑆)
. (22)
2) Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ): Recall that the 𝑘 tentative relays
are i.i.d. in the circular area 𝑆. Their associated weights
𝑊1,𝑊2, . . . ,𝑊𝑘 are therefore i.i.d. random variables with
marginal cumulative distribution function (CDF)
𝑃𝑊 (𝑤) =
∫
𝑆
𝑃𝑊 ∣𝑋(𝑤∣𝑥)𝑝𝑋 (𝑥) 𝑑𝑥, (23)
where 𝑝𝑋(𝑥) is given in (20) and 𝑃𝑊 ∣𝑋(𝑤∣𝑥) is the condi-
tional CDF of 𝑊𝑗 given 𝑋 = 𝑥 (for 𝑗 = 1, . . . , 𝑘). Note
that 𝑃𝑊 ∣𝑋(𝑤∣𝑥) depends on the definition of the weight and
the relay selection criterion and will be further discussed in
the next subsection. Consequently, the CDF of the random
variable 𝑍𝑘∖𝐽 = max{{𝑊1, . . . ,𝑊𝑘}∖{𝑊𝐽}} is
𝑃𝑍𝑘∖𝐽 (𝑧) = 𝑃
𝑘−1
𝑊 (𝑧), (24)
and the probability of 𝑊𝐽 ≥ 𝑍𝑘∖𝐽 where 𝑊𝐽 is a random
variable with marginal CDF in (23) follows
Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ) =
∫
𝑤∈𝒲
𝑃 𝑘−1𝑊 (𝑤) 𝑑𝑃𝑊 (𝑤) = 1/𝑘, (25)
where 𝒲 is the range of 𝑊𝑗 (for 𝑗 = 1, . . . , 𝑘).
3) Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ 𝑋𝐽 ∈ Δ𝑆): For any tentative relay,
given that 𝑋𝑗 ∈ Δ𝑆 (for 𝑗 = 1, . . . , 𝑘), the conditional CDF
of 𝑊𝑗 is
𝑃𝑊𝑗 ∣𝑋𝑗∈Δ𝑆(𝑤) =
∫
Δ𝑆
𝑃𝑊 ∣𝑋(𝑤∣𝑥)𝑝𝑋∣𝑋∈Δ𝑆(𝑥) 𝑑𝑥, (26)
where 𝑝𝑋∣𝑋∈Δ𝑆(𝑥) is given in (21). As a result, the condi-
tional probability of 𝑊𝐽 ≥ 𝑍𝑘∖𝐽 given that 𝑋𝐽 ∈ Δ𝑆 equals
Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ 𝑋𝐽 ∈ Δ𝑆)
=
∫
𝑤∈𝒲
𝑃 𝑘−1𝑊 (𝑤) 𝑑𝑃𝑊𝐽 ∣𝑋𝐽∈Δ𝑆(𝑤).
(27)
Now substituting (22), (25) and (27) into (18), we have
Pr(E) = Pr(𝑋𝐽 ∈ Δ𝑆 ∣𝑊𝐽 ≥ 𝑍𝑘∖𝐽 )
= 𝑘
?ˆ?(Δ𝑆)
?ˆ?(𝑆)
∫
𝑤∈𝒲
𝑃 𝑘−1𝑊 (𝑤) 𝑑𝑃𝑊𝐽 ∣𝑋𝐽∈Δ𝑆(𝑤).
(28)
Next, we derive the PDF of the location of the selected
relay conditioned on 𝐾 = 𝑘. After the relay selection in (3),
the probability that the selected relay falls into Δ𝑆 is equal to
Pr(E). To avoid a possible confusion of notation, ?ˆ? is used
to denote the location of the selected relay, replacing 𝑋𝐽 in
(28). Then we can obtain the conditional PDF 𝑝?ˆ?∣𝐾(?ˆ?∣𝑘) of
?ˆ? given 𝐾 = 𝑘 by shrinking Δ𝑆 towards ?ˆ? , i.e., taking the
limit Δ𝑆 → 0 [13]:
𝑝?ˆ?∣𝐾(?ˆ?∣𝑘) = lim∣Δ𝑆∣→0Pr(E)/∣Δ𝑆∣
=
𝑘?ˆ?(?ˆ?)
?ˆ?(𝑆)
∫
𝑤∈𝒲
𝑃 𝑘−1𝑊 (𝑤)𝑝𝑊 ∣𝑋(𝑤∣?ˆ?) 𝑑𝑤.
(29)
This equation is a general expression for the conditional PDF
𝑝?ˆ?∣𝐾(?ˆ?∣𝑘) and is applicable to any relay selection scheme.
C. Outage Probability
It is clear from (10) that the conditional distribution
Pr(𝜂𝑟𝑑 < Θ ∣ ?ˆ? = 𝑥,𝐾 = 𝑘) of the relay-destination SNR
is also essential for the outage analysis. According to (3) and
(4), the following holds:
Pr(𝜂𝑟𝑑 < Θ ∣ ?ˆ? = ?ˆ?,𝐾 = 𝑘)
= Pr
(
∣h𝑟𝑑,𝐽 ∣2 < Θ𝜎
2
𝑃𝑟
∣∣∣∣ ?ˆ? = 𝑥,𝐾 = 𝑘
)
= 𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾 (𝜌𝑟∣?ˆ?, 𝑘) ,
(30)
where 𝜌𝑟 = Θ𝜎
2
𝑃𝑟
denotes the ratio of the SNR thresh-
old Θ to the transmit SNR 𝑃𝑟𝜎2 at the 𝐽 th relay and
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘) is the CDF of ∣h𝑟𝑑,𝐽 ∣2 conditioned on
?ˆ? = 𝑥 and 𝐾 = 𝑘. Since the distribution of ∣h𝑟𝑑,𝐽 ∣2 strongly
depends on the relay selection criterion, we will analyze it
and derive the final outage probability under specific relay
selection criteria. In particular, two representative ones are
considered as examples: the best forward channel selection
and the best worse channel selection2.
1) Best forward channel selection: In this case, the tenta-
tive relay with the highest channel gain of the forward channel
will be selected. For each tentative relay, the associated weight
𝑊𝑗 is defined as 𝑊𝑗 = ∣h𝑟𝑑,𝑗∣2. Based on (6), the conditional
CDF of 𝑊 given the location 𝑥 = (𝑟, 𝜃) of a tentative relay
thus follows an exponential distribution:
𝑃𝑊 ∣𝑋(𝑤∣𝑥) = Pr (𝐹𝑟𝑑 PL(∥𝑥− 𝑥𝑑∥) ≤ 𝑤 ∣ 𝑥)
= 1− 𝑒−𝑙𝛼(𝑥)𝑤. (31)
According to (20) and (31), the CDF of 𝑊 is given by
𝑃𝑊 (𝑤) =
∫
𝑆
(
1− 𝑒−𝑙𝛼(𝑥)𝑤
) ?ˆ?(𝑥)
?ˆ?(𝑆)
𝑑𝑥. (32)
Under the best forward channel selection, the conditional
CDF of ∣h𝑟𝑑,𝐽 ∣2 corresponding to the selected relay, i.e.,
2The analytical approach proposed in this paper is also applicable to
other relay selection criteria, e.g., the best backward channel selection (
argmax𝑗𝑊𝑗 , where 𝑊𝑗 = ∣h𝑠𝑟,𝑗 ∣2) and the best harmonic mean selection
( argmax𝑗𝑊𝑗 , where 𝑊𝑗 = {∣h𝑠𝑟,𝑗 ∣−2 + ∣h𝑟𝑑,𝑗 ∣−2}−1) [7]. Basically,
the difference among various relay selection criteria is at the definition of
𝑊𝑗 , which determines the distribution of 𝑃𝑊 ∣𝑋(𝑤∣𝑥).
4126 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 10, NO. 12, DECEMBER 2011
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘), is equivalent to 𝑃𝑊𝐽 ∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘) and
is given by
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘) = 𝑃𝑊𝐽 ∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘)
= Pr(𝑊𝐽 ≤ 𝜌𝑟 ∣𝑊𝐽 ≥ 𝑍𝑘∖𝐽 , ?ˆ? = ?ˆ?).
(33)
Note that ∣h𝑟𝑑,𝐽 ∣2 is no longer exponentially distributed be-
cause 𝑊𝐽 has been known to be the maximum one among
all the 𝐾 weights, i.e., 𝑊𝐽 ≥ 𝑍𝑘∖𝐽 . When 𝐾 = 1,
i.e., there is only one tentative relay discovered, the only
tentative relay is automatically selected. This implies that the
condition 𝑊𝐽 ≥ 𝑍𝑘∖𝐽 is satisfied with probability 1. Thus the
conditional CDF of ∣h𝑟𝑑,𝐽 ∣2 equals
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘 = 1) = 𝑃𝑊 ∣𝑋(𝜌𝑟∣?ˆ?) (34)
with probability Pr(𝐾 = 1) = ?ˆ?(𝑆)𝑒−?ˆ?(𝑆). When 𝐾 ≥ 2,
we have
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘 ≥ 2)
= Pr(𝑊𝐽 ≤ 𝜌𝑟 ∣ 𝑊𝐽 ≥ 𝑍𝑘∖𝐽 , ?ˆ? = ?ˆ?)
=
Pr(𝑊𝐽 ≤ 𝜌𝑟,𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ ?ˆ? = ?ˆ?)
Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ ?ˆ? = ?ˆ?)
.
(35)
Based on (24) and (27), the conditional CDF can be derived
as
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘 ≥ 2)
=
∫ 𝜌𝑟
0 (𝑃𝑊 ∣𝑋(𝜌𝑟∣?ˆ?)− 𝑃𝑊 ∣𝑋(𝑧∣?ˆ?)) 𝑑𝑃 𝑘−1𝑊 (𝑧)∫∞
0
𝑃 𝑘−1𝑊 (𝑤)𝑝𝑊 ∣𝑋(𝑤∣?ˆ?) 𝑑𝑤
.
(36)
Now, with the expression of the conditional CDF of 𝑊
in (31) and the results in (34) and (36), substituting the
distributions of 𝐾 (15), ?ˆ? (29) and 𝜂𝑟𝑑 (30) into (10), and
then putting the result and (8) into (7), the outage probability
of the system can be finally obtained as
𝑃out =
(
1− 𝑒−𝐿𝛼𝜌𝑠
){
𝑒−?ˆ?(𝑆) +
∞∑
𝑘=1
[
?ˆ?(𝑆)𝑘
𝑘!
𝑒−?ˆ?(𝑆)
×
∫
𝑆
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾
(
Θ𝜎2
𝑃𝑟
∣∣∣∣ ?ˆ?, 𝑘
)
𝑝?ˆ?∣𝐾(?ˆ?∣𝑘) 𝑑?ˆ?
]}
=
(
1− 𝑒−𝐿𝛼𝜌𝑠
){
𝑒−?ˆ?(𝑆) + ?ˆ?(𝑆)𝑒−?ˆ?(𝑆)𝑃𝑊 (𝜌𝑟)
+
∞∑
𝑘=2
[
?ˆ?(𝑆)𝑘
𝑘!
𝑒−?ˆ?(𝑆)𝑃 𝑘𝑊 (𝜌𝑟)
]}
=
(
1− 𝑒−𝐿𝛼𝜌𝑠
)
𝑒−?ˆ?(𝑆)(1−𝑃𝑊 (𝜌𝑟)).
(37)
The last equation is obtained using the result of
∑∞
𝑘=0
𝑡𝑘
𝑘! = 𝑒
𝑡.
Given the outage probability in (37), we have
𝑑 ln𝑃out
𝑑𝜆
=
𝑑?ˆ?(𝑆)(𝑃𝑊 (𝜌𝑟)− 1)
𝑑𝜆
= (𝑃𝑊 (𝜌𝑟)− 1)2𝜋
𝛾( 2𝛼 , 𝑅
𝛼𝜌𝑠)
𝛼𝜌
2/𝛼
𝑠
.
(38)
Note that the last equation comes from the definition of
?ˆ?(𝑆) in (14). Clearly, 𝑑 ln𝑃out𝑑𝜆 is negative and invariant to
𝜆 since the CDF 𝑃𝑊 (𝜌𝑟) given in (32) is irrelevant to 𝜆.
As a result, we can conclude that the outage probability is a
negative exponential function of 𝜆. In other words, the outage
probability with the best forward channel selection decays
exponentially as the intensity 𝜆 increases.
2) Best worse channel selection: Not only the forward
channel but also the backward channel are taken into account
in this relay selection scheme. In particular, the associated
weight 𝑊𝑗 for each tentative relay is defined as the minimum
one between the squared channel gains of the backward
and the forward channels, i.e., 𝑊𝑗 = min{∣h𝑠𝑟,𝑗∣2, ∣h𝑟𝑑,𝑗∣2}.
According to the definition of the squared channel gain in (6),
the conditional distribution of 𝑊 given the location 𝑥 = (𝑟, 𝜃)
of an arbitrary tentative relay is
𝑃𝑊 ∣𝑋(𝑤∣𝑥) = 1− Pr(min{∣h𝑠𝑟∣2, ∣h𝑟𝑑∣2} > 𝑤 ∣ 𝑥)
= 1− Pr(∣h𝑠𝑟 ∣2 > 𝑤 ∣ 𝑥) Pr(∣h𝑟𝑑∣2 > 𝑤 ∣ 𝑥)
= 1− 𝑒−(𝑟𝛼(𝑥)+𝑙𝛼(𝑥))𝑤.
(39)
Here we use the fact that h𝑠𝑟 and h𝑟𝑑 are conditionally
independent given 𝑥. The CDF of 𝑊 becomes
𝑃𝑊 (𝑤) =
∫
𝑆
(
1− 𝑒−(𝑟𝛼(𝑥)+𝑙𝛼(𝑥))𝑤
) ?ˆ?(𝑥)
?ˆ?(𝑆)
𝑑𝑥. (40)
Under this relay selection, the conditional CDF
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘) of ∣h𝑟𝑑,𝐽 ∣2 corresponding to the
selected relay can be written according to its definition as
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘)
= Pr(∣h𝑟𝑑,𝐽 ∣2 ≤ 𝜌𝑟 ∣𝑊𝐽 ≥ 𝑍𝑘∖𝐽 , ?ˆ? = 𝑥).
(41)
When 𝐾 = 1, the condition 𝑊𝐽 ≥ 𝑍𝑘∖𝐽 is redundant and the
conditional CDF is easily given by
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘 = 1)
= Pr(𝐹𝑟𝑑 PL(∥?ˆ?− 𝑥𝑑∥) ≤ 𝜌𝑟 ∣ ?ˆ?) = 1− 𝑒−𝑙𝛼(?ˆ?)𝜌𝑟 .
(42)
Similarly to the best forward channel case, when 𝐾 ≥ 2, we
have
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾(𝜌𝑟∣?ˆ?, 𝑘 ≥ 2)
= Pr(∣h𝑟𝑑,𝐽 ∣2 ≤ 𝜌𝑟 ∣𝑊𝐽 ≥ 𝑍𝑘∖𝐽 , ?ˆ? = ?ˆ?)
=
Pr(∣h𝑟𝑑,𝐽 ∣2 ≤ 𝜌𝑟,𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ ?ˆ? = ?ˆ?)
Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ ?ˆ? = ?ˆ?)
= Pr(∣h𝑟𝑑,𝐽 ∣2 ≤ 𝜌𝑟, ∣h𝑠𝑟,𝐽 ∣2 ≥ 𝑍𝑘∖𝐽 , ∣h𝑟𝑑,𝐽 ∣2 ≥ 𝑍𝑘∖𝐽
∣ ?ˆ? = ?ˆ?)/Pr(𝑊𝐽 ≥ 𝑍𝑘∖𝐽 ∣ ?ˆ? = 𝑥)
=
∫ 𝜌𝑟
0
(
1− 𝑃𝑊 ∣𝑋(𝑧∣?ˆ?)− 𝑒−𝑙𝛼(?ˆ?)𝜌𝑟−𝑟𝛼(?ˆ?)𝑧
)
𝑑𝑃 𝑘−1𝑊 (𝑧)∫∞
0
𝑃 𝑘−1𝑊 (𝑤)𝑝𝑊 ∣𝑋(𝑤∣?ˆ?) 𝑑𝑤
.
(43)
The third equation comes from the definition of the weight
𝑊𝐽 , while the last equation is derived based on (6), (24) and
(27).
After a tedious derivation on (7) using the results (8), (10),
(15), (29), (30), (39), (42) and (43), the outage probability is
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finally obtained as
𝑃out =
(
1− 𝑒−𝐿𝛼𝜌𝑠
){
𝑒−?ˆ?(𝑆) +
∞∑
𝑘=1
[
?ˆ?(𝑆)𝑘
𝑘!
𝑒−?ˆ?(𝑆)
×
∫
𝑆
𝑃∣h𝑟𝑑,𝐽 ∣2∣?ˆ?,𝐾
(
Θ𝜎2
𝑃𝑟
∣∣∣∣ ?ˆ?, 𝑘
)
𝑝?ˆ?∣𝐾(?ˆ?∣𝑘) 𝑑?ˆ?
]}
=
(
1− 𝑒−𝐿𝛼𝜌𝑠
){
𝑒−?ˆ?(𝑆) + ?ˆ?(𝑆)𝑒−?ˆ?(𝑆)×
∫
𝑆
(
1− 𝑒−𝑙𝛼(?ˆ?)𝜌𝑟
) ?ˆ?(?ˆ?)
?ˆ?(𝑆)
𝑑?ˆ?+
∞∑
𝑘=2
?ˆ?(𝑆)𝑘𝑒−?ˆ?(𝑆)
𝑘!
𝑘
?ˆ?(𝑆)
×
∫ 𝜌𝑟
0
∫
𝑆
(
1− 𝑒−𝑙𝛼(?ˆ?)𝜌𝑟−𝑟𝛼(?ˆ?)𝑧
)
?ˆ?(?ˆ?) 𝑑?ˆ? 𝑑𝑃 𝑘−1𝑊 (𝑧)
−
∞∑
𝑘=2
?ˆ?(𝑆)𝑘𝑒−?ˆ?(𝑆)
𝑘!
(𝑘 − 1)𝑃 𝑘𝑊 (𝜌𝑟)
}
=
(
1− 𝑒−𝐿𝛼𝜌𝑠
)
𝑒−?ˆ?(𝑆)
{
𝑒?ˆ?(𝑆)𝑃𝑊 (𝜌𝑟)+∫
𝑆
(
1− 𝑒−𝑙𝛼(?ˆ?)𝜌𝑟
)
?ˆ?(?ˆ?) 𝑑?ˆ?− ?ˆ?(𝑆)𝑃𝑊 (𝜌𝑟)𝑒?ˆ?(𝑆)𝑃𝑊 (𝜌𝑟)
+ ?ˆ?(𝑆)
∫ 𝜌𝑟
0
∫
𝑆
(
1− 𝑒−𝑙𝛼(?ˆ?)𝜌𝑟−𝑟𝛼(?ˆ?)𝑧
)
?ˆ?(?ˆ?)
× 𝑒?ˆ?(𝑆)𝑃𝑊 (𝑧) 𝑑?ˆ? 𝑑𝑃𝑊 (𝑧)
}
.
(44)
Given system parameters, the outage probabilities in (37) and
(44) can be numerically evaluated.
With the outage probability in (44), it follows that
lim
𝜆→∞
𝑑 ln𝑃out
𝑑𝜆
= (𝑃𝑊 (𝜌𝑟)− 1)2𝜋
𝛾( 2𝛼 , 𝑅
𝛼𝜌𝑠)
𝛼𝜌
2/𝛼
𝑠
, (45)
where 𝑃𝑊 (𝜌𝑟) is given in (40). Interestingly, the asymptotic
𝑑 ln𝑃out
𝑑𝜆 has the same expression with that in (38). This
implies that the outage probability in this case also decays
exponentially as the intensity 𝜆 when 𝜆 is sufficiently large.
In fact, as will be shown in Section IV, the outage probability
shows exponential decay even with moderate values of 𝜆.
D. Discussions
It is clear from the expression of Pr(𝜂𝑠𝑑 < Θ) in (8) that
the direct link is a traditional point-to-point wireless channel
and has a diversity order of 1, i.e., Pr(𝜂𝑠𝑑 < Θ) ∝ 1𝑃𝑠/𝜎2 as
𝑃𝑠/𝜎
2 is sufficiently large. With respect to the diversity order
for the relay link, it is far from straightforward. Without loss
of generality, we assume that 𝑃𝑠 = 𝑃𝑟. Recall that the idle
nodes in the system form a homogeneous Poisson process with
intensity 𝜆. The outage probability associated with the relay
link can be decomposed into a sequence of outage probabilities
weighted by the probability with a particular number of idle
nodes, i.e.,
Pr(𝜂𝑟𝑑 < Θ) =
∞∑
𝑛=0
Pr(𝜂𝑟𝑑 < Θ∣𝑁 = 𝑛) Pr(𝑁 = 𝑛), (46)
where 𝑁 is the number of idle nodes in the system and obeys
a Poisson distribution with mean 𝜋𝑅2𝜆. The diversity order
of a relay link with a fixed number of idle nodes has been
analyzed in [3], [7]. Denoting the relay link diversity order
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Fig. 2. The effect of transmit power ratio for different relay selection criteria.
𝑃𝑠 + 𝑃𝑟 is 40 dB and Θ is set to 8 dB. The normalized distance 𝐿/𝑅 is
0.7 and the intensity 𝜆 of idle nodes is 0.5. The path loss exponent 𝛼 is set
to 4.0 and 4.2 for comparison.
corresponding to the case with 𝑁 = 𝑛 idle nodes as 𝑑𝑛, we
have
Pr(𝜂𝑟𝑑 < Θ∣𝑁 = 𝑛) ∝ 1
(𝑃𝑟/𝜎2)𝑑𝑛
. (47)
Substituting (47) into (46), it follows that
Pr(𝜂𝑟𝑑 < Θ) ∝
∞∑
𝑛=0
1
(𝑃𝑟/𝜎2)𝑑𝑛
Pr(𝑁 = 𝑛) (48)
which converges to
Pr(𝑁 = 0) = 𝑒−𝜋𝑅
2𝜆, (49)
when the SNR 𝑃𝑟/𝜎2 is sufficiently large. In other words,
the case with no idle node will dominate the relay link outage
performance and the relay link will asymptotically behave like
a zero-diversity-order link as the transmit power is sufficiently
large. Therefore, with selection combining at the destination,
the cooperative system has the diversity order of 1.
IV. NUMERICAL AND SIMULATION RESULTS
Computer simulations with various system configurations
are conducted to verify the accuracy of the analytical results
derived above. Unless otherwise indicated, the system param-
eters are set as follows: the threshold Θ is set to 8 dB and
the path loss exponent 𝛼 is 4.0; the geometrical parameters
𝑅 and 𝐿 are set to 10 and 7 respectively; the intensity 𝜆 of
the idle users is set to 0.5. The transmit powers 𝑃𝑠 and 𝑃𝑟
illustrated in the following are normalized to the noise power
𝜎2. The simulation results are obtained over 108 rounds of
Monte Carlo simulations in each of the following cases.
The transmit power ratio is defined as 𝛽 = 𝑃𝑠/(𝑃𝑠 + 𝑃𝑟).
It varies from 0.1 to 0.9 and the corresponding results with
two different path loss exponents (𝛼 = 4.0, 4.2) are shown in
Fig. 2. It can be seen that the analytical results match with
the simulation ones under different 𝛽. For these DF coop-
erative systems, the forward channel is more critical for the
outage performance than the backward channel after the relay
selection and thus the best forward channel selection always
outperforms the best worse channel selection as expected. It
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Fig. 3. The effect of the normalized distance 𝐿/𝑅 from the source to the
destination. 𝑃𝑠 + 𝑃𝑟 is 40 dB and 𝛽 is 0.5. The distribution intensity 𝜆 is
0.5. The path loss exponent 𝛼 is 4.0 and the threshold Θ is set to 8 dB and
10 dB respectively.
can also be observed that a larger 𝛼 leads to a poorer outage
performance because the radio signals attenuate more rapidly
over distance. In addition, it can be seen from the numerical
results that the outage probability is a log-convex function
of the transmit power ratio, although it is difficult to prove
analytically from the complicated expressions of the outage
probability in (37) and (44). This suggests that for two-stage
transmission of the cooperative system, neither the backward
channel nor the forward channel can solely determine the
performance and the available transmit power must be used
between the two stages in a balanced way.
The outage probability versus the normalized distance 𝐿/𝑅
is then presented in Fig. 3 with 𝑃𝑠 + 𝑃𝑟 = 40 dB, 𝛽 = 0.5,
and Θ = 8dB and 10 dB, respectively. The results further
verify the accuracy of the analytical results. It is also shown
that the two relay selection schemes show similar behavior
when the normalized distance decreases. That is, the outage
performance becomes better when the destination gets closer
to the source. In addition, it can be observed that the outage
probability increases as the threshold Θ increases. Threshold
Θ affects the outage performance through both 𝜌𝑠 and 𝜌𝑟. A
higher threshold Θ would lead to fewer number of tentative re-
lays and a poorer outage performance with the relay selection
criteria specified.
The relationship between the outage performance and the
intensity of idle nodes is next investigated. Systems with
different intensities 𝜆 are simulated and the corresponding
outage probability curves are shown in Fig. 4. Note that the
asymptotic results for the best worse channel selection are
also presented based on (45). It is clear that the analytical
results well match the simulation results with different 𝜆. The
results shown in Fig. 4 further verify that for the best forward
channel selection, the outage probability is exactly a negative
exponential function of the intensity 𝜆. As for the best worse
channel selection, the outage probability shows an exponential
decay when the intensity 𝜆 is not very small.
The outage probability versus the normalized transmit
power 𝑃𝑠 is finally illustrated in Fig. 5. For the purpose of
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illustration, the intensity 𝜆 is set to 0.01, and the transmit
power ratio 𝛽 is fixed to 0.5 so that the source and the
selected relay have the same transmit power. As can be
observed from Fig. 5, under the same threshold Θ, the outage
probability curves merge together and show a slope of −1 as
the transmit power increases. It demonstrates that the system
has an asymptotic diversity order of 1. Furthermore, it can be
observed that increasing the threshold results in a horizontal
right shift of the curve. This result reveals the equivalence
between increasing Θ and decreasing the transmit powers 𝑃𝑠
and 𝑃𝑟, which can also be observed from (37) and (44).
V. CONCLUSIONS
An opportunistic cooperative system with spatially random
relays has been investigated and a general analytical approach
to performance analysis has been proposed to accommodate
the randomness of the locations and underlying channels. In
particular, the properties of the tentative relays, the location
distribution of the selected relay and the final outage probabil-
ity have been derived based on the theory of point processes.
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The accuracy of the analytical results has been corroborated
by Monte-Carlo simulations.
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