Single-molecule tracking (SMT) methods are under considerable expansion in many fields of cell biology, as the dynamics of cellular components in biological mechanisms becomes increasingly relevant. Despite the development of SMT technologies, it is still difficult to reconcile a sparse signal at all times (required to distinguish single molecules) with long individual trajectories, within confined regions of the cell and given experimental limitations. This strongly reduces the performance of current data analysis methods in extracting meaningful transport features from single molecules trajectories. In this work, we develop and implement a new mathematical analysis method of SMT data, which takes advantage of the large number of (short) trajectories that are typically obtained with cellular systems in vivo. The method is based on the fitting of the jump distance distribution, e.g. the distribution that represents how far molecules travel in a set time interval; it uses a Bayesian approach to compare plausible molecule motion models and extract both qualitative and quantitative information. Finally, the method is tested on in silico trajectories simulated using Monte Carlo algorithms, and ranges of parameters for which the method yields accurate results are determined.
Introduction
Recent improvements in both the spatial and temporal resolution of fluorescence microscopy has allowed to detect and track individual biological molecules over time in living cells and tissues. Single Molecule Tracking (SMT) experiments have become increasingly popular, as illustrated by the attribution of the 2014 Nobel Prize of Chemistry to the pioneer work of Betzig, Hell and Moerner, in a variety of fields including plasma membrane dynamics (1, 2) , high resolution imaging of internal organelles (3, 4) or intracellular transport (5) . With the improvement of fluorophores stability (6) (7) (8) and camera sensitivity, applications of SMT have extended to fields as diverse as cellular neurosciences (9) (10) (11) , biomedicine (12, 13) , the dynamics of cell surface receptors (14, 15) , transcription factors (16) or Calcium channels (17) . While knowledge on the static and genetic aspects of interactions among biological molecules of interest builds rapidly, very little is known about the complementary dynamic behaviour of these molecules. SMT is therefore an appealing technique to provide information on their local environment and uncover the spatial and temporal regulation of individual and collective transport properties in cells (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) .
However, inferring reliable information from single trajectories requires extracting meaningful signals from stochastic molecular transport. Many modes of biological transport are well-characterized mathematically (29) , including passive diffusion through diverse media (30) , polymer networks (31), active motion avoiding mobile or immobile obstacles (32) , or directed motion along cytoskeletal tracks (33) ; however mathematical analysis tools that fully account for trajectory variability in transport model evaluation while overcoming experimental limitations such that the sampling rate, the total acquisition time, localization errors, or trajectories crossing (34) (35) (36) are still to be found (18, 37) .
SMT experiments provide raw data as time series of imaged frames. Computer algorithms are generally used to detect and localize individual molecules in consecutive frames, building single molecule trajectories over time. In the past decade, several research groups have developed powerful tracking algorithms, able to deal with fluorophore blinking, focal drift, and the merging or splitting of trajectories for instance (1, 2, (37) (38) (39) (40) (41) . However, owing to the limited optical resolution, it is still difficult to follow single molecules for a long time while keeping the occurrence of trajectories merging or clustering to a reasonably low level, except in artificial, controlled in vitro systems (42) (43) (44) . This is especially true when tracked molecules are concentrated in a specific subcellular region (organelles, liposomes, molecule clusters …). In addition, photo-bleaching of the fluorophores introduces physical limitations to the length of acquired trajectories (41, 45) . Hence, SMT strategies often yield quite short trajectories (less than 100 points) that require specific analysis methods (45, 46) . Furthermore, biological molecules often experience multiple transport modes over the course of a long trajectory (47, 48) . In this situation, specific analyses approaches are required to separate the different transport modes and estimate their relative contribution to individual trajectories. How can we extract the heterogeneous dynamics enclosed in a population of single molecule trajectories?
In practice, even in the simplest case where molecules experience free Brownian diffusion the extraction of biological information is often challenging (18, 36, 49) . In particular, there is currently a need for a robust analysis of short trajectories obtained from SMT experiments. Despite recent works that tackled this issue (45, 46) , the characterization of the underlying motion model is still broadly done through the analysis of the mean-square displacement (MSD) (10, (50) (51) (52) (53) (54) (55) . Free diffusion is characterized by linear MSD vs time lag plots, the slope being proportional to the diffusion coefficient D (56) . Sublinear plots indicate constrained diffusion and/or molecular interactions, while supralinear MSD indicates active transport processes (56, 57) . The key limitation of such analysis is that the MSD shows strong statistical fluctuations for time lags representing a significant fraction of the entire trajectory; for short trajectories, this noise affects all the points of the MSD vs time lag plots, making the determination of the motion parameters almost impossible (58, 59) . A minimal number of 100-1000 trajectory points seem to be generally required for meaningful MSD analysis (36, 60) , which is hard to achieve experimentally. Ensemble averaging of individual MSD curves usually damps the fluctuations and improves the accuracy of the diffusion coefficient measurement (36) . However, if multiple transport modes are present, ensemble-averaging tends to average out the less frequent transport modes to the benefit of the dominant mode (47, 61) . Despite these limitations, MSD-based analysis of SMT data is still widely used in mammalian cells (62) , yeast (54) , C. elegans (63, 64) ...
Other measurable quantities have been proposed as alternatives to the MSD (46, (65) (66) (67) (68) (69) (70) (71) (72) . Among them, the jump-distance (JD), defined as the distance travelled by a single molecule during a fixed time lag τ, has a distribution (JDD) over the population of molecules that reflects fine features of the underlying transport. The JDD analysis takes advantage of the fact that modern, powerful imaging systems and tracking algorithm produce generally a large number of individual trajectories allowing to plot well-resolved JD distributions. There exist closed-form mathematical formulations of JDDs for many motion models (56, 69, 73) ; conveniently, the JDD for composite populations encompassing subpopulations experiencing different transport modes is a linear combination of the JDD of each mode and of the relative size of the subpopulation (see Materials and Methods, M&M). To calculate the JDD, all trajectories must be of same duration τ, which can be achieved by splitting longer trajectories into sub-trajectories of duration τ that will be considered as an individual trajectory. This procedure naturally separates multiple transport modes that may be experienced by a single molecule along its entire trajectory. Then, the JDD analysis should overcome two of the major limitations of in vivo SMT, e.g., short trajectories, and possible multiple motion modes, to the detriment of losing single-trajectory information. Motion parameters, such that the diffusion coefficient, are therefore obtained at a population level. This method has been already used successfully in various contexts (9, 68, 69) . However, fitting the JDD obtained from in vivo data requires the knowledge of an underlying motion model a priori, which is in general unknown. Then, multiple motion models can lead to satisfactorily fits of the experimental data, hence the requirement for a model selection procedure.
Model selection can be achieved through the minimization, with respect to model parameters, of the squared error between experimental data and model prediction for a given quantity. Models can be classified according to their least square difference to the experimental data, a smaller error being interpreted as a better model. This procedure generally selects overly complex models (with more parameters), which usually produce better fits, while the particular features of a given dataset might only reflect stochastic variations of a simple underlying transport mechanism (29, 36, 58, 74) .
Although the definition of adequate information criteria (75) or maximal likelihood estimators (45) , or the use of probabilistic graphical models (76) have been proposed to overcome this issue, there is no consensus on how to extract meaningful information from inherently stochastic SMT data. Recently, approaches based on Bayesian inference have proven able to successfully discriminate between competing motion models (75, (77) (78) (79) (80) , and in handling noise and experimental limitations in other biological applications including fluorescence correlation spectroscopy (76, (81) (82) (83) (84) (85) . However, to the best of our knowledge, in the context of SMT Bayesian methods have been mostly restricted to MSDbased analysis, and might therefore be inaccurate to analyze short trajectories and/or long trajectories encompassing multiple transport modes (18, 29, 74, 77) .
In this article, we derive a Bayesian approach for motion model selection, based on the fitting of the experimental jump distance distribution with model predicted JDDs. Our procedure evaluates the likelihood of competing underlying models to have produced the observed data and estimates the optimal model parameters. We demonstrate mathematically that model likelihood computation reduces to two steps: the minimization of a generalized squared error function yielding, for each putative motion model, the optimal set of parameters, and subsequent integration of raw model probabilities over a narrow region of the model parameter space. The latter step is crucial to deal with the uncertainty on optimal parameter estimation that arises from biological noise, and was shown to favour simple models to the detriment of overly complex models (77) . To estimate the accuracy of our approach, we simulate in silico trajectory sets using Monte Carlo methods for free diffusion (model D), anomalous diffusion (model A), noisy directed motion (model V), and composite models encompassing two subpopulations of trajectories corresponding to different transport modes (models DD, DV, DA), and analyse simulated trajectories to recover the underlying motion parameters. These tests allow estimating the uncertainties on motion parameter extraction, which are used to reduce, for each model, the parameter space over which model probabilities are integrated to yield the desired model likelihood. This procedure reduces both the effects of stochastic variations on model parameters determination and the risk of selecting overly complex models, a general property of Bayesian inference (77) (78) (79) (80) (84) (85) (86) .
The paper is organized as follows: first, we use simulated JDDs to systematically determine the accuracy of parameter determination as a function of trajectory length, number of JDD bins, number of simulated trajectories, and model parameters for all 6 models introduced above. We show that our fitting procedure is accurate for all motion models and for large parameter ranges, even for short trajectories, and we determine the parameter ranges under which the accuracy is reduced. Then, for particular sets of biological parameters representative of these ranges, we estimate the accuracy of the JDD-based Bayesian model selection procedure and show that composite populations are correctly identified in biologically-relevant situations. For the simple models D, V and A considered in this study, previous mathematical studies have derived the theoretical jump distance probability distributions (56, 73, (87) (88) (89) . The corresponding jump distance distributions for the simple models     dp 
Materials and Methods
With no a priori knowledge on the underlying motion model, all plausible models should be considered equiprobable. Hence,  
Additional a priori information can be accounted for by "preferring" such or such model, e.g. 
. Since the jump distances of different trajectories are . Although exact, this expression is untractable in numerical computations, so we proceeded to approximate it using the Laplace's saddle-point approximation.
Starting with the Stirling formula, and using the renormalized bin populations Anomalous diffusion (motion model "A") was implemented using a continuous time random walk with waiting times (CTRW, (56, 90) ). Each move was being attributed a random time, sampled from a long-tailed distribution, which do not necessarily correspond to the observation times every t  . In this purpose, we calculated the cumulative distribution of waiting times (probability that the molecule S1B shows that long tails in the JDD (e.g., longer than for pure Brownian motion, dashed black curve) can be the consequence of both a faster (free) diffusion (dark blue), directed transport (green), or anomalous diffusion (red). Generally speaking, anomalous subdiffusion tends to be characterized by a main peak shifted towards the small distances in the JDD, while the tail at large distances is enhanced and extended compared to free diffusion. In contrast, directed transport is characterized by a
The observed JDD can therefore be fitted with multiple transport models. In practice, multiple models can provide satisfactorily fits of the experimental data, and a model selection procedure is required.
Bayesian approach for model selection on JDD data
For K competing models This procedure provides an opportunity to penalize models with too many parameters, and also models for which parameters may be measured inaccurately.
To estimate both the accuracy of parameters measurements on which the method relies, and the uncertainties k  that define the integration ranges, we have performed generalized squared error minimization on stochastic in silico trajectory datasets, simulated using Monte Carlo algorithms (see M&M).
Performance of parameters measurement on simulated trajectories
For each model and parameter set, a total of 20 trajectory sets were simulated (in silico experiments) with the (unless otherwise specified) default parameters: 
Examples of simulated trajectories are shown on Fig. S1A . In order to focus on the efficiency of our method for short trajectories, we have chosen a default time lag that corresponds to trajectories of only 8 points. Then the generalized squared error between the JDDs produced by each in silico experiment and the tested models was minimized with respect to model parameters using a Gauss-Newton algorithm, with initial parameter values estimated automatically from the localization of the peak(s) in the JDD. The convergence of the algorithm was decided as soon as the relative change in squared error between two successive iterations was less than the working precision. This condition was not always achieved, owing to the oscillatory behaviour of some fitting functions and numerical uncertainties. In this case, a maximal number of iterations of 100000 (models D, V, DD, DV) or 5000 (models A, DA) was used instead, and convergence was visually checked. Fig. 1C shows that, for the default parameters chosen in this study, the time lag, or equivalently here the number of trajectory points, does not influence the accuracy of parameter determination for the non-composite motion models. Finally, Fig. 1D shows that broad ranges of motion model parameters are measured with a typical accuracy of less than 10%, confirming that the JDD is an excellent measurable quantity to unveil transport features from short trajectories. It is noteworthy that the fitting accuracy is significantly decreased for very low directed transport velocities (green line) and anomalous diffusion with large power exponent (dashed magenta line), two parameter regimes in which the A and V asymptotically tend towards free diffusion and lose their particular character. In contrast, the anomalous power exponent is measured more accurately in this large regime (Fig. S2 ). 
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(for our default analysis parameters), requirement that is also achieved in vivo (92) . In this DV scenario, increasing the time lag significantly improves the determination of subpopulation fractions (Fig. 2B) .
Indeed, the position of the diffusion and directed transport peaks in the JDD scale with ) ( MSD , respectively  and . Thus, increasing the time lag tends to separate those peaks in the JDD, making the identification of subpopulations easier. Surprisingly, increasing the number of bins didn't improve the fitting accuracy (black, light grey). . Contrary to the DV model, increasing the time lag is detrimental to the fitting accuracy (see Fig. 2C , right, dark grey). As described for other models, increasing the
In summary, we have proven that automated least squares-based fitting of simulated JDD reliably extract the fraction of two subpopulations for the composite models DD, DV, and DA, over broad ranges of parameters. The JDD of a composite population might exhibit multiple distinct peaks depending on how different the subpopulations motion parameters are. While it might be required to increase the number of bins to resolve close peaks, this operation generally increases the noise of the JDD, and therefore reduces the fitting accuracy, unless more trajectories are considered to plot the JDD. Furthermore, while increasing the time lag allows separating free diffusion from directed transport, this can negatively impact the distinction of anomalous from free diffusion, indicating that an optimal time lag might also be required.
How well are motion parameters measured for the simulated composite models? For conciseness we didn't represent the relative error on measured parameter as a function of all other parameters as this would have yielded dozens of plots similar to Fig. 1 . Instead, we generated scatter dot plots showing, for each composite model, the relative error on measured parameter as a function of the error on the estimated subpopulation fraction for the same simulated JDD (Fig. 3) .
These plots show that motion parameters are generally reliably measured (relative error less than 0.2, vertical axis) when the subpopulations fractions are also accurately determined (error less than 0.2, horizontal axis). Thus, conclusions drawn on the ability of the least squares fitting to distinguish between subpopulation fractions (Fig. 2) generally extend to the estimation of underlying motion parameters. In contrast, the measurement of free diffusion coefficients, (Fig. 3A-C (69), for uneven composite simulated subpopulations the motion parameters are always well determined for the dominant fraction, with a (small, <0.3) relative error that decreases with an increasing fraction of the corresponding subpopulation (Fig. S3) . 
Performance of Bayesian model selection on simulated trajectories
We next performed in silico tests of the reliability of the JDD-based Bayesian method for model selection (Figs. 4 and S4) . For each motion model, and parameters representative of the different ranges determined in the previous section, 10 JDDs were simulated and analyzed with the complete Bayesian model selection procedure (as described in M&M), yielding for each simulated JDD a probability that each tested model is « true ». When no model got a probability larger than 75%, the run was counted as « undetermined ». The output of this analysis was represented as bar charts showing the occurrence, over 10 runs, of determined motion models for each input model and parameter range. showing the occurrence of model determination for various input (simulated) models and parameter ranges. Simple and composite input motion modes are represented on panels (A) and (B) respectively. Output motion modes are: D (cyan), V (light green), A (red), DD (dark blue), DV (dark green), DA (purple), and undetermined (grey). Note that special undetermined situations, where the probabilities of V and DV (or A and DA) models almost sum to 1, were represented with light to dark green and magenta to purple colour gradients respectively for illustration purposes. For simple input models for which some runs showed a significant probability (larger than 25%) for the corresponding composite model, the average fraction of the simple input model in the composite output model was averaged over those runs and is shown in white. Those fractions are always close to 1, indicating that the contribution of the input motion model dominates in the detected composite model.
Conclusion
SMT experiments should offer the possibility to probe the local environment of molecules of interest, and thus to gain considerable insight on their individual motion, interactions, and overall intracellular dynamics. For these reasons, they are increasingly used in a variety of biological contexts (11, 13, 16, 62, 63, 93, 94) . However, despite recent progress in fluorophores engineering (95, 96) and tracking algorithms, it is still difficult to follow single molecules for a long time while keeping photobleaching, trajectories merging or clustering to a reasonably low level, especially when tracked molecules are clustered in small subcellular regions. Hence, the trajectories obtained are usually short, and in this limit current analysis methods fail to accurately determine motion features (36, 45, 46, 60) .
In addition, we still lack a method suitable to discriminate between multiple transport modes experienced by a single molecule along an individual trajectory.
In this work, we have derived a new method to analyze quantitatively SMT data and extract key motion features and parameters. The method was carefully derived mathematically from rigorous statistical considerations on a variable directly measurable from individual trajectories, the Jump Distance (69) . We show than combining a generalized least squares fitting of the JDD by particular motion models with a Bayesian model selection procedure offers a good alternative to MSD-based analysis, that is also efficient for short trajectories, where the latter fails (36) . After having derived analytically the mathematical foundations of the method, we performed generalized least square fitting of simulated JDDs corresponding to biologically relevant transport modes over a broad range of motion parameter. We showed that in most parameter regimes, measurements of the input motion parameter values were accurate, with typically less than 20% error using realistic trajectories length and number. The fitting was efficient both for homogeneous or heterogeneous trajectory sets (Figs. 1-3 and S2-S3). In both cases, the Bayesian model selection procedure was able to determine the underlying transport mode(s) from almost all simulated JDDs (Fig. 4) . Note that parameters relative to anomalous diffusion were overall measured with less accuracy than for other motion modes. This is probably due to an incomplete sampling of the waiting time distributions when simulating Continuous Time Random Walks with finite time steps, leading to alterations in the low distance end of the simulated JDD compared to the ideal theoretical JDD. Improving the CTRW algorithm should strengthen the tests of our analysis method.
In contrast, parameter regimes in which the subpopulation fractions (Figs. 1-3 ) and underlying transport modes (Fig. S4 ) of heterogeneous trajectory sets were less accurately extracted were also identified. For clarity and conciseness, we could not report tests of all possible parameter values; however, our analysis was sufficient to extract a "recipe" on how to use our JDD-based Bayesian method to analyze real samples, depending on a priori information available on molecular motion.
The JDD of a uniform population has a peak whose position scales as ) ( MSD , where is the Our methodology can be straightforwardly applied to a broad range of systems, including in vitro experiments. In addition, its analytical formulation can be formally extended without new derivation to include other transport modes with a known expression for the jump distance probability distribution, like for instance confined diffusion (73) , fractional diffusion (87) or superdiffusion (88) including Levy flights (89) . We have restricted our numerical tests to D, V, and A modes only for conciseness, and because of their relevance for proteins, or lipid vesicles, moving in heterogeneous media (97, 98) and their established contribution to cellular dynamics (10, 48, 57, 62, 91) . Stricktly Finally, the method can be readily extended to include composite populations encompassing 3 or more motion modes; this would require adding new terms to the linear combination defining jump distance distributions for composite models, with new subpopulation fractions as additional parameters. We are currently working on the creation of a graphical interface that will allow the user to choose the motion modes to include, the number of subpopulations to search for and the expected ranges of motion parameters to make the method more user friendly.
