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Introduction and main results

Consider the second order Hamiltonian systems ü(t) + A(t)u(t) + ∇F (t, u(t)
(A) F (t, x) is measurable in t for every x ∈ R N and continuously differentiable in x for a.e. t ∈ [0, T ], and there exist a ∈ C(R + , R + ), b ∈ L 1 (0, T ; R + ) such that
F (t, x) a |x| b(t), ∇F (t, x) a |x| b(t)
for all x ∈ R N and a.e. t ∈ [0, T ], where R + is the set of all nonnegative real numbers.
When F (t, x) is unbounded and nonautonomous nonconvex subquadratic, the existence of periodic solutions for problem (1) is obtained in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . In the case A(t) = 0, there are many solvability conditions for problem (1) , such as the coercive type potential condition (see [1] ), the even type potential condition (see [2] ), the subquadratic potential condition in Rabinowitz's sense (see [3] ), the bounded nonlinearity condition (see [4] ), and the sublinear nonlinearity condition (see [5] ).
In the case A(t) = k 2 ω 2 I , where k is a nonnegative integer, ω = 2π/T and I is the unit matrix of order N , Mawhin and Willem [4] proved that problem (1) has at least one solution under the condition that
for some g ∈ L 1 (0, T ), each x ∈ R N and a.e. t ∈ [0, T ] when
Recently, Tang [5] considered problem (1), where A(t) = 0, under the sublinear nonlinearity condition, that is, there exist f, g ∈ L 1 (0, T ; R + ) and α ∈ [0, 1) such that
for all x ∈ R N and a.e. t ∈ [0, T ]. The author proved that problem (1) has at least one solution when
Han [6] proved that problem (1), where A(t) = k 2 ω 2 I , has at least one solution under the sublinear nonlinearity condition when
But the conditions either (i) or (ii) are not checked easily. In this paper, we consider problem (1) under the sublinear nonlinearity condition for a general continuous symmetric matrix A(t) of order N which need not necessarily equal to k 2 ω 2 I ; some existence theorems are obtained. It is different from Mawhin and Willem [4] and Han [6] that we require the local coercivity conditions on the potential not the coercivity conditions on the kernel, the former is checked more easily than the later. The following main results are obtained by the minimax methods in critical point theory.
Theorem 1.
Suppose that F satisfies assumption (A) and (2) . If the linear second order Hamiltonian system
has a nonzero solution assume that
for a.e. t ∈ E. Then problem (1) has at least one solution in H 1 T , where
is a Hilbert space with the norm defined by
We can prove more generalized theorems.
Theorem 2. Suppose that F satisfies assumption (A) and (2). If (1 ) has a nonzero solution assume that there exists
for all x ∈ R N and a.e. t ∈ [0, T ], and there exists a subset E of [0, T ] with meas(E) > 0 such that
for a.e. t ∈ E. Then problem (1) has at least one solution in H 1 T .
Remark 1.
There are functions A and F satisfying our Theorem 2 and not satisfying the results in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . For example, let A(t) be a continuous symmetric matrix of order N and
Theorem 3. Suppose that F satisfies assumption (A) and (2). If (1 ) has a nonzero solution assume that there exists
Remark 2.
There are functions A and F satisfying our Theorem 3 and not satisfying the results in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The reason is similar to that in Remark 1.
Proof of theorems
Then one has
for some C > 0 and all u ∈ H 1 T , where
It is well-known that the solutions of problem (1) correspond to the critical points of ϕ (see [4] ).
Lemma 1 [8] . Suppose that G satisfies assumption (A) and E is a measurable subset of [0, T ]. Assume that
Lemma 2. Assume that u is a nonzero solution of the linear nonautonomous second order system
Then u has at most finite distinct zeros.
Proof. If u has infinite distinct zeros, without loss of generality we may assume that {t n } ∞ n=0 ⊂ [0, T ] is a sequence of zeros for u such that t n < t n+1 (n = 0, 1, 2, . . .) and t n → t 0 as n → ∞. (u 1 (t), u 2 (t), . . . , u k (t), . . . , u N (t) ). By Rolle's mean value theorem, there exist ξ n ∈ (t n , t n+1 ) (n = 1, 2, . . .) such thaṫ
Let u(t) =
Note that ξ n → t 0 as n → ∞. It follows from the continuity ofu k thatu k (t 0 ) = 0. Now we have u k = 0 by the existence and uniqueness theorem of initial problem for ordinary differential equations and the fact u k (t 0 ) =u k (t 0 ) = 0. Hence one has u = 0, which is a contradiction. ✷ 
for all n, which implies that v n = 0 for all n. By the homogeneity of the above inequality we may assume that v n = 1 and
for all n. It follows from the compactness of the unit sphere of V that there exists a subsequence, say {v n }, such that v n converges to some v in V . Hence v = 0 and v n − v ∞ → 0 as n → ∞ by the equivalence of the norms on the finitedimensional space V . For every positive integer m, there exists N 2m such that v n − v ∞ < 1/(2m) whenever n N . Hence one has
which follows from the inequality
for all m, which implies that v = 0 on a positive measure subset. It contradicts Lemma 2. Let
B = t ∈ (0, T ) v(t) m β v for all v ∈ V \ {0}. Then we have meas((0, T ) \ B) < β. By (4) and Lemma 1, there exists subset E δ of E with meas(E \ E δ ) < δ such that
uniformly for all t ∈ E δ . Hence we have
for δ and β small enough. By (6), for every η > 0, there exists M > 0 such that
for all |x| M and a.e. t ∈ E δ . Furthermore, it follows from (3) that
for all x ∈ R N , a.e. t ∈ E δ and some γ 0 (t) = M 2α (η + γ (t)). From (7) we obtain
By (3) and (5) we have
Hence, one has lim inf
which implies that
By (2) and (5), we have
for all n, which implies that
It follows from (8) that lim inf
Hence we obtain
as n → ∞, which completes the proof. ✷
Lemma 4. Under the conditions (2), (3) and (4), ϕ satisfies the (PS) condition.
Proof. Let (u n ) be a sequence in H 1 T such that {ϕ(u n )} is bounded and ϕ (u n ) → 0 as n → ∞. In a way similar to the proof of Proposition 4.1 in [4] , we only need to prove that (u n ) is bounded. If (u n ) is unbounded, without loss of generality we may assume that u n → ∞ as n → ∞. Split
for u ∈ W − . It follows from (2) and (5) that
+ n for all n. Hence we obtain
+ n which implies that lim sup n→∞ w + n /( u n α ) < +∞. In a similar way we have
− n for all n. Thus one obtains
− n which implies that lim sup n→∞ w − n /( u n α ) < +∞. Hence we have lim sup
By the boundedness of ϕ(u n ) and the continuity of A(·) there exists a constant C 2 1 such that
for all n. Furthermore, it follows from (11) that Proof of Theorem 2. We only give the proof in the case that (1 ) has a nonzero solution; the other case is similar and simple. Let E = H 1 T , W − , V and W + be the same as in Lemma 4. Then W − + V = {0} and is finite-dimensional. From Lemma 4 we obtain that ϕ ∈ C 1 (E, R) satisfies the (PS) condition. By the Saddle Point Theorem (see Theorem 4.6 in [7] ), we only need to prove
It follows from (2) and (5) 
for all n. Hence we obtain 
− n for all n. It follows from (3) and (5) In the case W − = {0}, by the least action principle ϕ has a minimum. In the case W − = {0}, by the Saddle Point Theorem ϕ has a critical point. Hence problem (1) has at least one solution in H 1 T . ✷
