And this is our responsibility as scientists, certainly to other scientists, and I think to laymen. "
Richard Feynman (1974) The progress of a scientific discipline rests upon an iterative process whereby accumulating empirical evidence is used to inform judgments about whether a particular hypothesis, theory, or model should be accepted, modified, or rejected. This process works bestand progress in the field proceeds most rapidly -when researchers are exposed to both confirming and disconfirming evidence for any particular hypothesis, theory, or model.
Disconfirming evidence is particularly useful because it allows for the potential refinement or even falsification of hypotheses, theories, and models, and also because it allows for the development of boundary conditions -an important element of any scientific theory (Yammarino & Dubinsky, 1994) . Unfortunately, perceived or actual journal norms have resulted in a tendency for researchers in the organizational science to hide potentially disconfirming evidence and primarily present evidence that is supportive of a theory, model, or hypothesis (Yong, 2012) , even when such apparently supporting evidence is the result of questionable analytic decisions.
In this paper we describe seven analytic practices and reporting practices relating to the testing of measurement models via confirmatory factor analysis (CFA) that reduce the degree to which readers are exposed to disconfirming evidence. Following the terminology used by John, Lowenstein and Prelec (2012) and later by Banks et al. (2016) , we use the umbrella term questionable research practices (QRPs) to refer to this set of practices, although it is important to acknowledge that these practice range from those that are widely engaged in and simply reflect 4 QRPs IN CFA an unintentional failure to present potentially disconfirming evidence, to those that are unambiguously problematic because they result in the presentation of results that are mathematically impossible. Some of the practices that we describe here have been discussed elsewhere (e.g., Cortina, Green, Keeler, & Vandenberg, 2017; Green et al., 2015) but others have not been previously discussed and our own reading of the CFA-based literature in management journals suggests that these practices are remarkably widespread. Indeed, many (if not most) of the recent retractions, expressions of concern, and corrigenda published in various management journals have explicitly noted concerns with how CFA and SEM analyses were conducted and reported. We therefore also describe the results of a brief review of articles recently published in three top-tier journals in order to establish estimates regarding the prevalence of these practices, but we begin with a brief discussion of why CFA results are so common and, often, so important for work in the organizational sciences.
The Importance of CFA in the Organizational Sciences
A focus on the manner in which CFAs are conducted and reported is important for two broad reasons. First, CFA is very widely used data analytic tool in the organizational sciences.
For example, in the 2015 issues of the Journal of Management, 50% (18 out of 36) of the articles that examined primary data (i.e., excluding meta-analytic reviews, theoretical reviews, purely theoretical papers, and methodological papers) included a CFA-based test of a measurement model. Given the prevalence of CFA as a data analytic tool, potentially problematic analytic and reporting practices could significantly slow the progress of the field.
Second, the findings from CFA-based measurement models are typically used to establish the discriminant and convergent validity of scores on measures of a set of variables. Specifically, researchers frequently use CFA to assess whether the hypothesized item-construct relationships 5 QRPs IN CFA (e.g., responses to items from scale A reflect only construct X1, responses to items from scale B reflect only construct X2, etc.), and the hypothesized distinction among latent constructs (e.g., construct X1 is distinct from X2) are reflected in the observed data. This finding is then used to justify the aggregation of certain scores (e.g., responses to items from scale A) into overall indicators of constructs that are then, in turn, used in all subsequent analyses (e.g., multiple regression, HLM, path analyses). That is, the findings from CFA-based measurement models are used to make the argument that variables have been appropriately measured and that the necessary-but-not-sufficient condition of measurement quality has been met. Because poor measurement can inflate both Type 1 and Type 2 errors (e.g., Credé, Harms, Niehorster & GayeValentine, 2012) , a failure to report data that suggests problems with the measurement model may misrepresent the strength of the evidence for the theoretical phenomenon under consideration. A failure to report potentially disconfirming evidence may also leave other researchers with an inaccurate assessment of the measurement characteristics of scores produced by a particular psychometric instrument inaccurate, and may result in these researchers using these flawed instruments in their own research.
Questionable Research and Reporting Practices in CFA
In order to help readers better understand the specific research and reporting practices under discussion in this paper and the reason why these practices seem questionable to us we use the fit statistics from a hypothetical example. In our hypothetical example the authors collected responses to thirty self-report items measuring five constructs (six items per construct) from 500 employees. The hypothetical authors then note the following:
"We examined the fit of our five-factor measurement model using maximum likelihood estimation and found that the model exhibited excellent fit based on the criteria for global fit 6 QRPs IN CFA indexes described by Hu and Bentler (1999): chi-square= 1000, df= 385, p<.01, RMSEA=.057, CFI= .96, TLI=.96 080, df=389, p<.01, RMSEA= .102, CFI=.89, TLI=.89) and significantly worse than the fit of the five-factor model ∆df=4, p<.001) . Together these findings confirm the adequacy of our measurement model."
Although a presentation of these types of fit statistics might pass the cursory scrutiny of many journals and reviewers, a closer examination reveals a number of QRPs. We discuss these in turn -both with respect to the hypothetical example and with respect to possible reasons for the observed problems. value for the five-factor measurement model indicates some level of misspecification and that reasons for this misspecification should be explored and reported. Of course, it should also be noted that low chi-square values for a model do not mean that the model has necessarily been correctly specified. Even badly misspecified models can exhibit low chi-square values (Hayduk, 2014a ).
On the other hand are the majority of SEM researchers who have argued that chi-square is overly sensitive to even minor amounts of model misspecification and that the standards proposed by the likes of Hu and Bentler (1999) for various absolute and incremental indexes of model fit that include the root mean square error of approximation (RMSEA, Bollen & Long, 1993) , comparative fit index (CFI, Bentler, 1990 ), Tucker-Lewis Index (TLI, Tucker & Lewis, 1973) , or standardized root mean square residual (SRMR, Jӧreskog & Sӧrbom, 1981) should instead be used to assess the degree of model fit and misfit. Confidence intervals can even be computed for some of these global fit indexes (e.g, RMSEA, Maydeu-Olivarez, Shi, & Rosseel, 2018) Our own view is that both of these perspectives have merit. That is, we recognize that global fit indexes are valuable summary indexes of model fit but we also agree with the position that significant chi-square values represent some level of misfit and that significant chi-square values should be attended to and explored via an examination and reporting of residuals and modification indexes. Such an exploration will help readers understand whether the misspecification is minor (e.g., small correlations among residuals) or more substantial in nature -perhaps substantial enough to warrant a post-hoc examination of alternative factor structures.
A position that both camps might agree with is that it is inconsistent to reject the use of chi-square when assessing overall model fit but be willing to rely on chi-square values via a sequential chi-square difference test to assess differences between a hypothesized model and an 8 QRPs IN CFA alternative model. The difference between chi-square values also follows a chi-square distribution and if one's position is that chi-square is too sensitive to minor misspecification when assessing model fit then it should surely also be judged to be too sensitive to minor model differences when assessing differences in model fit. Our own reading of the management literature suggests that this, to us, inconsistent and selective use of chi-square values occurs in the majority of all management journal articles that compare nested measurement models.
In our view this inconsistency in the use of chi-square statistics represents a QRP because it represents either a disregard for evidence of model misfit in one part of the analysis or a capitalization on potentially trivial differences between nested models on the other hand. Instead we suggest that researchers interpret the observed chi-square value for their measurement model and investigate possible reasons for misspecification (e.g., unspecified method factors), and that comparisons of nested models rely on chi-square difference tests and/or the fit indexes used for comparing nested models as described by Williams and O'Boyle (2011) . Similarly, we recommend that editors and reviewers be more forgiving of researchers who recognize possible misspecification in their measurement model, particularly if any observed misspecification is explored and explained. Indeed, Hayduk and colleagues (e.g., Hayduk, 2014b; Hayduk, Cummings, Boadu, Pazderka-Robinson & Boulianne, 2007) have argued that theoretically meaningful models should be published even if they exhibit poor fit because the presentation of model failure (i.e., disconfirming evidence) is an important part of the scientific process.
Failure to Report and Attend to Residuals and Modification Indexes
A second problem with the reported findings for our hypothetical example is that the authors failed to report and discuss the size of the observed residuals and modification indexes for their specified model. Global fit indexes -both chi-square and indexes such as CFI or TLI -9 QRPs IN CFA are summative indexes of fit for the entire model but they do not speak directly to the adequacy of all parts of the model. As such these global fit indexes can indicate "good" fit even when some of the parameters that have been constrained to zero are substantially different from zero (i.e., when the model has been misspecified in some way). This is particularly likely to occur for more complex models in which many parameters are constrained to zero because a few parameters that were incorrectly constrained to zero might not have a substantial enough of an influence on the global fit index values to signal misspecification when the vast majority of constrained parameters were correctly constrained to zero. Indeed, Nye and Drasgow (2011) were able to show that values for CFI and TLI could be .99 even for models that were severely misspecified. We therefore echo calls from the likes of Williams, Vandenberg and Edwards (2009) and encourage researchers to examine, report, and discuss the size of residuals and modification indexes because this would alert the researcher and reader to any misspecification. Alternatively, a model that exhibits "poor" global fit according to some standard may be characterized by residuals and modification indexes that are uniformly relatively small (but nonzero). Noting that there is no small set of parameters that were very substantially different than the constrained value of zero may also be of substantive interest to readers who are attempting to interpret the adequacy of a hypothesized model.
Missing Degrees of Freedom
A third problem with the reported statistics in our hypothetical example is that the the authors report 385 degrees of freedom. That is, the model that was described as the measurement model does not appear to be the model that was tested. Discrepancies in the reported degrees of freedom of measurement models can be either due to undisclosed crossloadings or correlated error terms or some other undisclosed model modification such as the addition of method factors. There is, of course, nothing inherently problematic with crossloadings or correlated error terms; they are often reasonable features of longitudinal models or when analyzing multi-trait, multi-method matrices but such changes to models should be disclosed and carefully justified. Cortina et al. (2017) showed that such degree of freedom discrepancies occurred in 38% A second reason why degrees of freedom are sometimes inconsistent with the measurement model that is described is that the authors relied on an item parceling approach in order to reduce the number of indicator variables for the model being tested (Williams & O'Boyle, 2008) . That is, indicator variables (most commonly items from an inventory) are combined with other hypothesized indicators of the same latent construct in some manner to form parcels or composites. These parcels are then used as indicator variables in a CFA model which has the effect of greatly reducing the degrees of freedom for the model. In our hypothetical example, the authors might have decided to form parcels composed of two items authors favor an item-parceling approach because it increases the ratio of sample size to degrees of freedom and because scores on item parcels tend to be normally distributed due to Central Limit Theorem. This in turn tends to reduce problems with model estimation and identification that are sometimes encountered for more complex model. However, it is our position that the reliance on item parcels represents a QRP for three possible reasons. First, items can be combined in a very large variety of ways (Sterba & MacCullum, 2010) and the strategy therefore offers the unscrupulous researcher with the opportunity to "try out" many different parceling strategies until a desired level of fit is obtained for the overall model. This is similar to the researcher-degree-of-freedom problem noted by Simmons et al. (2011) and Gelman and Loken (2013) . Unless findings for all possible item parcels are presented the reader cannot be certain that the other item parceling approaches would not have resulted in entirely different results.
Second, there is a well-documented tendency for item parcels to mask multidimensionality (see Marsh et al., 2013 for a review) . This means that scores on an inventory that exhibit, say, a twofactor solution can appear to be unidimensional when the factor structure is examined using an item-parceling approach. Item parceling strategies are therefore only appropriate when the researcher has first established that the items being parceled are, in fact, unidimensional for the data being considered (Williams & O'Boyle, 2008; Williams, Vandenberg & Edwards, 2009 ).
Because one common purpose of measurement model is to test the hypothesized dimensionality of responses to a set of items, the use of item parcels in measurement models is particularly problematic when researchers do not first establish that responses to a set of items that are intended to measure a single construct are, in fact, unidimensional. Our reading of the 12 QRPs IN CFA management literature is that the use of item parcels is very common and even recommended by some methodologists (e.g. Williams & O'Boyle, 2008) , but that very few researchers first demonstrate unidimensionality for the items being parceled as these methodologists suggest. This is perhaps not surprising if one considers Reise's (2012) argument that few constructs measured in our research are truly unidimensional. It does, however, suggest that some use of item parcels may be motivated by the (unreported) finding that the fit of models based on item indicators (i.e., not based on parcels) was poor. Finally, some authors also fail to acknowledge that item parcels have been used in their analysis, thereby denying reviewers and editors the opportunity to inquire about whether or not unidimensionality for each construct can be demonstrated.
Inconsistencies among Fit Indexes
A fourth problem with the reported fit indexes in our hypothetical example are that some of the fit indexes are inconsistent with each other; a phenomenon that can be observed both within a model and between two nested models. To understand the consistency or inconsistency of fit indexes we need to consider the formulae for three of the most commonly reported global fit indexes.
Where χ 2 is the model chi-square statistic, df is degrees of freedom for the examined model, and N is the sample size. Using these formulas we can see that the reported RMSEA value for the alternative fourfactor model in our hypothetical example is inconsistent with the reported sample size, degrees of freedom, and chi-square value for that same model. Specifically, the reported sample size, degrees of freedom and chi-square value for the alternative four-factor measurement model imply an RMSEA value of .060, which is much better than the reported value of .102. Similarly, it can be shown that the reported RMSEA value for the five-factor model is consistent with the reported sample size, degrees of freedom, and chi-square value. Further, because the five-factor model and the four-factor model share the same null model the consistency of CFI values and TLI values for any set of nested models can also be calculated. In our hypothetical case, the reported CFI and TLI values for the four-factor model are inconsistent with the fit statistics reported for the five-factor model and the chi-square and degrees of freedom reported for the four-factor model. If one were to assume that the fit statistics for the five-factor model had been 14 QRPs IN CFA correctly reported then the four-factor model chi-square and degrees of freedom would imply that CFI = .96 and TLI = .96. Alternatively, if the fit statistics for the four-factor model have been correctly reported then the reported chi-square and degrees of freedom for the five-factor model would imply that CFI = .90 and TLI = .90. That is, the CFI and TLI values for either the five-factor or four-factor model must have been incorrectly reported.
Other Mathematically Impossible Findings
Our reading of the management literature indicates that two other types of mathematically impossible research findings are sometimes presented by researchers. The first of these is when researchers present fit statistics (based on maximum likelihood estimation) for two nested models, and claim that the more parsimonious model exhibits a lower chi-square (i.e., better fit) than the less parsimonious model. Such a finding is impossible because the more parsimonious model can never have a lower chi-square; the question is always whether the difference in chi-square between the two models is so large that we should prefer the less parsimonious model. The second type of mathematically problematic finding occurs when researchers present fit statistics for two nested models but state degree of freedom differences between the two models that are not consistent with the manner in which the two models are described. Popper (1963) argued that "good" scientific theories are those that can be disconfirmed and therefore urged scientists to seek out evidence that might disconfirm their theories and hypotheses. That is, scientists should seek to falsify their favorite theories. From this perspective a failure to examine the fit of plausible alternative models or a tendency to ignore or discount 15 QRPs IN CFA disconfirming evidence even when it is presented could also be viewed as QRPs. The frequency with which these two practices are engaged in was highlighted by the review of the literature that had used CFA to examine the validity of models characterized by higher-order factors (see Credé & Harms, 2015) . Not one of 44 studies reviewed by these authors also examined the fit of one of the most plausible alternative models (i.e., a bifactor model) and over a third did not examine the fit of another very plausible alternative model (the oblique first-order model). Some of the papers in which these alternative models were not examined have become highly cited foundational papers that have led to entire sub-disciplines of research (see Credé & Harms, 2015 for a more detailed description). Unfortunately, even when plausible alternative models are examined many authors appear willing to ignore disconfirming evidence. For example, the Credé and Harms review of the use of CFA for testing higher-order models found that for 68% of the papers in which an oblique first-order model exhibited a better fit than the higher-order model the authors nevertheless concluded that the higher-order model found support.
Failure to Consider Plausible Alternative Models

Failure to Report and Justify Estimation Method and Treatment of Missing Data
Another questionable research practice in our example is that the hypothetical authors failed to discuss or justify the specific estimation method used to assess the fit of their hypothesized model or how any missing data was dealt with. Maximum likelihood estimation is the default estimation method in many commonly used software packages such as MPLUS and LISREL but it is inappropriate for many types of data commonly encountered in the organizational sciences. Maximum likelihood estimation relies on the assumption of multivariate normality but whether this assumption is met should be formally tested and reported. Some software packages (.e.g., LISREL) report Mardia's statistic of multivariate kurtosis as a formal test of multivariate normality with recommendations by Bentler (1998) (2002) being that the absolute value of this statistic be less than 3 to satisfy the assumption of multivariate normality. We encourage authors to report not only an overall test of multivariate normality but also the skew and kurtosis of all indicator variables -or at least characterize these via summary statistics (e.g., minimum, maximum, mean, median). If maximum likelihood estimation is found to be inappropriate then one of the robustified estimation methods such as robust maximum likelihood would have to be used. This, in turn, would necessitate that authors rely on the Satorra-Bentler scaled chi-square value for all global fit indexes and model comparisons using the methods described by Satorra and Bentler (2010) .
We also encourage authors to explicitly report the base rate of missing data and how such missingness was treated. For example, if listwise deletion was used the readers should be made aware of the proportion of the sample that responded to all items. If, on the other hand, data was imputed then the specific data imputation approach (e.g., Full information maximum likelihood estimation) should be noted.
Review of Journal Articles
In order to obtain an estimate of the base rate at which these types of errors are present we reviewed all articles published in 2014 in three top-tier organizational journals (Journal of Management, Journal of Organizational Behavior, Personnel Psychology) that frequently publish articles in which measurement models are presented. Across all three journals we examined 155 articles. Excluding papers that were theoretical or meta-analytic reviews, purely conceptual or methodological in nature, or that described only simulated data left 112 articles. Fifty-six of these empirical articles (50%) described a standard measurement model involving at least two latent variables, highlighting that measurement models are widely reported in empirical articles in the organizational literature. Of the 53 articles that reported degrees of freedom for the 17 QRPs IN CFA measurement model, 30 (56.6%) reported degrees of freedom that appeared to be incompatible with the models as they were described -a base rate of errors that was even higher than the 38% reported by Cortina et al. (2017) . In 16 articles (28.6%) no alternative measurement models were tested and presented. Thirty-six of the forty articles (90%) that did test alternative measurement models were inconsistent in their use of chi-square statistics. That is, significant chi-square values were not interpreted for the measurement model but model comparisons were made using chi-square values. Item composites were used to test measurement models in eight articles (14.3%) without first demonstrating that the underlying scale scores are unidimensional.
Residuals or modification indexes for measurement models were not discussed in 54 of the 56 articles (96.4%). Fifty articles reported RMSEA statistics for the measurement model but in 18 of these cases (36%) the reported RMSEA value was incompatible with the reported chi-square, degrees of freedom, and sample size. Thirty-one articles reported CFI or TLI values for both the measurement model and a nested alternative model and for five of these (16.1%) the CFI or TLI values were inconsistent between the nested models or with each other. Eight out the 39 articles (20.5%) that reported on the fit of a measurement model and an alternative model reported differences in the degrees of freedom that were not compatible with the manner in which the two models were described. Finally, only eight out of the 56 articles (14.3%) discussed which estimation method was used, none (0%) justified their use of their estimation method, and none (0%) discussed how missing data was treated.
Possible Reasons for QRPs in SEM Papers
The QRPs discussed in this manuscript are likely to have a number of causes.
Transcription errors, editing errors, confusion about which chi-square value to report when software reports more than one chi-square value, and a misunderstanding of the negative 18 QRPs IN CFA repercussions of specific analytic practices are likely to account for a non-trivial proportion of these errors. Of course, these types of errors should leave readers concerned that similar errors are also present in other parts of the statistical analyses -perhaps in sections that are even more critical for the inferences drawn from data.
Other errors may be the result of pressure from editors and reviewers to exclude certain types of results from a manuscript such as evidence that an alternative model exhibited better fit.
Indeed, a survey of active management researchers reported by Banks et al. (2016) found that a relatively high proportion of these researchers reported that they had been encouraged by reviewers and editors to engage in QRPs such as HARKing (33%), selectively reporting research hypotheses (40%), and selectively including control variables (14%). Similar pressures may also be placed on researchers reporting SEM and CFA results. We suspect that such pressures may, at least in part, originate with our field's general preference for certain types of manuscripts over others. For example, we appear to prefer theory development over theory testing (Colquitt & Zapata-Phelan, 2007; Landis & Cortina, 2015) . If researchers are more likely to be rewarded with a publication when they propose a theory or hypotheses and then find support for this theory or hypotheses, than when they attempt to test existing hypotheses and perhaps find disconfirming evidence then it is not surprising that disconfirming evidence is suppressed from manuscripts.
When it is easier to publish manuscripts that describe an entirely new construct -such as a higher-order construct -than manuscripts that describe existing constructs, then there is an incentive to present only that evidence that supports the claim that the construct in question is distinct from other constructs and exhibits the hypothesized structure. When it is easier to publish manuscripts that report "good" fit for a measurement model than manuscripts that report that variables were not measured as well as they had been intended or that the measured 19 QRPs IN CFA variables exhibited unanticipated relationships with each other then there is an incentive to modify the measurement model in some undisclosed manner. This is particularly likely to occur because many editors and reviewers appear to continue to be persuaded by the use of cut-off values when interpreting global fit statistics for CFA/SEM despite repeated calls by methodologists to avoid their use (e.g., Chen, Curran, Bollen, Kirby, & Paxton, 2008; Marsh, Hau, & Wen, 2004) . Authors may thus face an incentive to report fit indexes that satisfy these relatively arbitrary threshold values either by modifying the model until the required threshold value is met or by simply reporting that it has been met.
Solutions and Remedies
We share the concern of others (e.g., Green et al., 2015) about the manner in which CFA and SEM models in the management literature (and related disciplines) are often presented. It is our view that the practices and errors discussed in this paper not only hinder the progress of our discipline but in some cases even lead us astray. We therefore offer a series of recommendations for both authors and reviewers (see Table 1 ) that may help to reduce the prevalence and severity of the identified QRPs. At the broadest level we should remove the incentives to engage in QRPs. This can be achieved in a variety of ways. For example, journals should endeavor to publish well-designed and highly powered tests of existing theory -irrespective of whether findings support the theory or do not find support for the theory. To this end we hope that more journals in the field of management join the hybrid registered reports submission path being pioneered by some journals in the management discipline. Further, editors should encourage researchers to report any evidence of model misspecification and allow researchers to explore reasons for such misspecification. Editors and reviewers should also require researchers to report fit statistics for all theoretically plausible alternative models. Because future researchers may develop new alternative models based upon future theoretical or methodological insights we would also strongly encourage journals to provide online repositories for all data, or alternatively publish full variance/covariance matrix of all variables included in the analyses either in the original article or in online supplemental materials. Some journals in related disciplines (e.g., the journal Judgment and Decision Making) already request that raw data be included with journal submissions and that it be published with the article. We also encourage editors to include at least one reviewer with the methodological expertise necessary to evaluate the appropriateness of CFA-based analyses.
Another possible solution for QRPs that specific to the manner in which CFA is used is to allow (or perhaps even encourage) researchers to compliment CFA with exploratory factor analysis (EFA) to explore data structures. Asparouhov and Muthen (2009) describe the various advantages of relying on an exploratory approach, as well as how the insights gained from EFA can be used to then perform structural equation modeling. For example, indicators from theoretically disparate constructs often share item-wording characteristics and EFA allows researchers to develop better insights into such measurement characteristics. Asparouhov and Muthen also show how allowing and explicitly modeling cross-loadings using an EFA approach can reduce bias in parameter estimates for subsequent structural models. A more exploratory approach may also reduce the real or perceived pressure to present model fit statistics that exceed some relatively arbitrary threshold.
Conclusion
Some prior research has indicated that the prevalence of QRPs in management-related fields is below the level found in related disciplines (e.g., John et al., 2012) . However, we believe that one reason for this perception is that the types of QRPs that are more common in 21 QRPs IN CFA experimentally-focused disciplines are not necessarily reflective of the methods that are commonly used in the field of management. Our paper has highlighted that QRPs for CFArelated analyses in the management literature are fairly common, sometimes promoted in the literature, and often limit the degree to which our understanding of important phenomena is advanced. Our hope is that this paper has highlighted the need to present potentially disconfirming evidence and that it may represent a guide for both authors and reviewers as to the type of potentially disconfirming evidence that should be presented. QRPs IN CFA 13 Reviewers & Editors Check that degree of freedom differences for two nested models are consistent with their respective description.
14 Reviewers & Editors Require that authors report and justify their use of a particular estimation method and treatment of missing data.
