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Estimation details
Given the observed responses to the selected items, and the associated missing patterns collected in the N × K matrix M, we build the N × K matrix Y by setting y ijk to the observed response if m ijk = 1, and to some random value c ∈ [1, C] of the C-point Likert scale if m ijk = 0. The completely observed person covariates for the latent traits and the response propensity, will be collected in the N × P matrix X and the N × R matrix D, respectively. The second level covariates are stored in the J × T matrix W.
In the estimation algorithm we use the following notation for the the first and second level structural relations:
• structural relation for subject i belonging to group j
here x ij = (1x ij ) is a P -dimensional vector containing the covariate values; B θ,j = (β θ0,jBθ,j ) is the Q×P group specific matrix of structural parameters; Σ θ,j is the Q×Q group specific covariance matrix;
• structural relation for the first level regression parameters
In a more compact form, the regression model can be written as B θ,j = B θ W j + E β θj , where B θ,j = β θ0,jBθ,j is a Q × P matrix, B θ = β θ0 Υ θBθ is a Q × (T + P ) matrix, and the
, with w j = (1w j ) .
Denoting with MN the matrix normal distribution, we assume E β θj ∼ MN Q,P (0, Σ Q β , Σ P β ).
In the following, we provide the details of the MCMC estimation algorithm.
Multilevel IRT model for the latent traits θ
• (1) Sample from z ijk |α kj,q , θij,q, γ kj , Y The underlying variable scores are drawn from doubly truncated normal distributions implied by the threshold model:
• (3) Sample from α kj,q |{z ijk }, {θij}, α k,q , σ 2 α,q k , for k ∈ Ωq Given the vector θjq, containing the scores of the q-th latent variable on the Nj subject of a given group, the Nj-dimensional vector z jk , for the k-th underlying variable, can be written as z jk = α kj,q θjq + u jk . Considering the prior α kj,q ∼ N(α k,q , σ 2 α,q k )I(α kqj > 0), the conditional is truncated normal
• (4) Sample from γ kj |{θij}, {α kj } To draw the threshold parameters for a given item, we implement a Metropolis-Hastings step and simulate candidate parameters γ * kj,c for each free element of γ kj from
Once a set of candidates is generated, the Metropolis-Hastings acceptance probability is given by
The tuning parameter σ 2 M H has been set to obtain an acceptance rate of about 40%.
Given the prior distribution θij ∼ NQ(B θ,j xij, Σ θ,j ), and considering the Nj×Q matrix Θj = [θ1,j · · · θN j ,j ] , and the Nj × P matrix Xj = [x1j · · · xN j j ] , the multivariate regression model Θj = XjB θ,j + E θ,j can be written as
where
• (6) Sample from Σ θξ,j |{θij}, B θ,j , X, {ξij}, β ξ , D The prior for the inverse-covariance matrix at level 1, Σ −1 θξ,j , is Wishart with scale matrix S0 = 0.1I and degrees of freedom equal to N0 = Q + 2. The posterior is
where Sj = Θj ξj Θj ξj , with Θj = Θj − XjB θ,j , Θj = (θ1 . . . θQ), and ξj = ξj − Djβ ξ • (7) Sample from α k,q |α kj,q , σ
As priors we assume assume that all 'free' discrimination parameters are positive,
The posterior is truncate normal
The univariate variance parameters were given inverse gamma priors, with parameters g1 and g2. We fix g1 = 0.1 and g2 = 0.1. As a result, each full conditional has an inverse gamma distribution with shape parameter Kq J 2 + g1 and scale parameter g2 + J j=1 k∈Ωq (α kj,q − α k,q ) 2 .
• (9) Sample from γ k |γ kj , σ
At the second level of the hierarchy, we assign a uniform prior to the ordered thresholds
To draw the threshold parameters for a given item, we consider again a Metropolis-Hastings step. At each iteration of the MCMC procedure, we draw candidate parameters γ * k,c for each free element of γ k from:
The Metropolis-Hastings acceptance probability is then given by
• (10) Sample from σ 2 γq |{γ kj }, {γ k } A Metropolis Hastings algorithm was used to sample σ 2 γq . At each iteration of the MCMC procedure, we draw a candidate σ 2 * γq from an IG(g1, g2) with expectation equal to the previous draw. that is, g1 = ω + 1 and g2 = ω + σ 2 γq , where ω is a tuning parameter (acceptance rate of about 40%). The Metropolis-Hastings acceptance probability is then given by
, and considering the matrices
the regression model for the the first level coefficients for all the J groups can be written as
The prior for the common regression matrix is vec(
, with vec(B 0,θ ) = 0 and σ 2 = 100. The conditional posterior distribution is normal
, with SQ 0 = 0.1IQ and NQ 0 = Q+1, and Σ
, with SP 0 = 0.1IP and NP 0 = P + 1, the posteriors are
If we assume diagonal matrices, we can sample each diagonal element of ΣQ β from an inverse gamma distribution with shape parameter P J 2 + g1 and scale parameter g2 + s
is the q-th diagonal entry of SQ β . Analogously, each diagonal element of ΣP β is drawn from an inverse gamma distribution with shape parameter QJ 2 + g1 and scale parameter and g2 + s
(p) the p-th diagonal entry of SP β . We fix g1 = 0.1 and g2 = 0.1.
IRT model for the missing data mechanism ξ
The augmented data model is given by v ijk = η ijk + u ijk , with η ijk = ξij − δ k and u ijk ∼ N(0, 1). The relation between the response and the underlying variable is v ijk ≤ 0 if m ijk = 0 and v ijk ≥ 0 if m ijk = 1. Therefore, the underlying variable scores are drawn from truncated normal distributions
Considering a uniform prior, P (δ k ) ∝ 1, the posterior is
Considering the prior β ξ ∼ NR(β0, VR), the full conditional is normal
where the N × N diagonal matrix of weights is obtained as
with 1N j a Nj-dimensional vector of ones.
Global correlation between latent traits and propensity to respond: Σ θξ
θξ ∼ W ish(N0, S0) con N0 = 3 and S0 = 0.1I. Therefore, the posterior is Σ θξ ∼ Inv − W ish(N0 + N, S0 + S), where
Missing response imputation
At each iteration of the MCMC procedure, for m ijk = 0,
The analysed data set contains information on N = 50, 912 respondents for J = 27 States. The countries included in the analysis are: Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Israel, Lithuania, the Netherlands, Norway, Poland, Portugal, Russian Federation, Slovakia, Slovenia, Spain, Sweden, Switzerland, United Kingdom, Ukraine. In Figure 2 .1, we show the number of respondents for each country. 
Missing data
The distributions of the percentages of missing responses across the analysed countries are presented in Table  3 .1. More specifically, we provide the nonresponse rates for each selected item, the average nonresponse rates for each dimension and the average nonresponse rates for all the items (global item non response rate). Spain 0.62% 0.39% 0.28% 0.43% 1.41% 1.69% 1.80% 1.63% 0.62% 2.47% 3.94% 2.34% 1.47% Finland 0.70% 0.32% 0.32% 0.45% 2.53% 1.13% 1.19% 1.62% 0.48% 0.75% 1.02% 0.75% 0.94% France 0.06% 0.12% 0.30% 0.16% 0.42% 0.36% 0.77% 0.51% 0.42% 0.65% 1.01% 0.69% 0.46% United Kingdom 0.52% 0.30% 0.95% 0.59% 3.79% 3.49% 3.71% 3.66% 1.12% 1.81% 2.46% 1.80% 2.02% Greece 0.55% 0.63% 0.77% 0.65% 1.73% 2.03% 2.14% 1.97% 1.44% 3.50% 7.41% 4.12% 2.25% Croatia 3.80% 2.03% 1.77% 2.53% 5.45% 5.39% 5.39% 5.41% 2.60% 2.85% 4.18% 3.21% 3.72% Hungary 0.80% 1.74% 0.80% 1.11% 2.81% 2.41% 2.41% 2.54% 1.40% 2.81% 4.21% 2.81% 2.16% Ireland 0.40% 0.28% 0.51% 0.40% 2.45% 1.94% 1.78% 2.06% 2.85% 5.14% 7.67% 5.22% 2.56% Israel 0.84% 1.14% 0.99% 0.99% 4.30% 3.21% 3.61% 3.71% 2.67% 3.86% 4.95% 3.82% 2.84% Lithuania 4.66% 1.87% 1.80% 2.78% 4.66% 7.52% 7.03% 6.41% 4.85% 6.16% 7.21% 6.07% 5.09% Netherlands 0.62% 0.45% 0.34% 0.47% 1.18% 0.90% 1.01% 1.03% 0.67% 0.67% 1.52% 0.95% 0.82% Norway 0.46% 0.26% 0.20% 0.30% 1.50% 1.37% 1.69% 1.52% 0.26% 0.52% 0.33% 0.37% 0.73% Poland 1.90% 1.09% 1.21% 1.40% 2.65% 3.11% 3.11% 2.96% 1.78% 3.40% 4.15% 3.11% 2.49% Portugal 1.37% 0.49% 0.38% 0.75% 2.13% 1.97% 2.46% 2.18% 1.91% 3.66% 4.26% 3.28% 2.07% Russian Federation 6.18% 3.28% 2.89% 4.12% 7.14% 7.06% 7.37% 7.19% 5.25% 7.06% 9.30% 7.20% 6.17% Sweden 0.34% 0.27% 0.41% 0.34% 3.33% 2.31% 2.52% 2.72% 0.82% 1.09% 
Individual covariates
At individual level we take into account information on: gender, age, education attainment; presence of economic difficulties; domicile, political orientation and religiousness. Hereafter, we give a brief description of these variables.
• The variable gender has been included in the analysis as a dummy, with baseline category " Female".
• In the ESS, education attainment is measured asking respondents 'What is the highest level of education you have successfully completed? '. Notice that in the ESS database information about the respondents' highest level of education has been presented using the International Standard Classification of Education (ISCED) coding system. In specifying our model, we created four dummies, namely: "Lower secondary"; "Upper secondary"; "Post secondary" and "Tertiary". "Less than lower secondary" has been chosen as reference category. The remaining two categories were used as baseline.
• The presence of economic difficulties is evaluated by considering respondents' answers to the following question 'Which of the descriptions on this card comes closest to how you feel about your household's income nowadays? '. Respondents were coded on a 4-point scale, where 1 denotes "Living comfortably on present income", 2 "Coping on present income", 3 "Finding it difficult on present income" and 4 "Finding it very difficult on present income". For this variable, in the analysis we introduced the dummy with 1= "difficult or very difficult".
• To highlight the effect of urbanisation, we included the information if respondent lives in a big city as a dummy. This aspect was measured through the question:'Which phrase on this card best describes the area where you live? '. Respondents were coded on a 5-point scale, where 1 denotes "A big city", 2 "The suburbs or outskirts of a big city", 3 "A town or a small city" and 4 "A country village" and 5 "A farm or home in the countryside".
• The question considered for the political position is 'In politics people sometimes talk of "left" and "right" Using this card, where would you place yourself on this scale, where 0 means the left and 10 means the right? '. In the analysis we used in the analysis two dummies: Left/Right with Centre together with people who are unsure of their political beliefs as baseline category.
• Respondents' religiousness has been investigated through the following question 'Regardless of whether you belong to a particular religion, how religious would you say you are? Using this card, where would you place yourself on this scale, where 0 means "not at all religious" and 10 means "very religious"'. For this variable, we generated the dummies: "hardly religious"/"very religious", choosing as baseline the central position along with people who are unsure of their religious beliefs.
For all covariates, subject who chose not to respond were eliminated from the analysis.
In what follows, we show the geographical distribution of some of the individual-level covariates discussed above. 
Exploratory MIRT model for each country
In this Section, we provide details on the exploratory analysis performed by estimating a three-dimensional graded response model for each country. The results are obtained through the mirt package for the R Environment. Since we assume correlated latent traits, the factorial structure was retrieved by considering an oblimin rotation. For each country, Tables 5.1, 5.2 and 5.3 show the estimates of the discrimination parameter matrixÂ = (α1,α2,α3), the estimates of the communalities (h2), the Factor correlation matrix estimate, along with the main fit statistics. The discrimination parameters whose absolute value is greater than 0.25 are represented in bold. As it can be noticed, the factorial structure estimated for each country supports the hypothesised anomie scale construct validity, with each dimension measured mainly by its own set of indicators. Country specific discrimination parameters
In the following maps, we represent the posterior estimates of the country specific discrimination parameters for all the latent construct of our theoretical model. In addition, each map provides information on the country mean level of the estimated person scores for the correspondent latent trait. Table 7 .2: Posterior estimates of the country specific regression parameters for the "Non-compliance with the police" dimension Table 7 .3: Posterior estimates of the country specific regression parameters for the "Non-cooperation with the justice system" dimension 
Latent trait correlations
In this Section, we provide details in the posterior estimates of the correlations among the latent traits characterising social anomie. 
