Abstract. We consider the problem of solving ill-conditioned linear systems Ax = b subject to the nonnegativity constraint x ≥ 0, and in which the vector b is a realization of a random vector b, i.e. b is noisy. We explore what the statistical literature tells us about solving noisy linear systems; we discuss the effect that a substantial black background in the astronomical object being viewed has on the underlying mathematical and statistical models; and, finally, we present several covariance-based preconditioned iterative methods that incorporate this information. Each of the methods presented can be viewed as an implementation of a preconditioned modified residual-norm steepest descent algorithm with a specific preconditioner, and we show that, in fact, the well-known and often used Richardson-Lucy algorithm is one such method. Ill-conditioning can inhibit the ability to take advantage of a priori statistical knowledge, in which case a more traditional preconditioning approach may be appropriate. We briefly discuss this traditional approach as well. Examples from astronomical imaging are used to illustrate concepts and to test and compare algorithms.
1. Introduction. We seek solutions of the linear system with nonnegativity constraints
where by x ≥ 0 we mean x i ≥ 0 for all i. Such models arise naturally in image reconstruction, where x denotes the measured intensities at various pixels of an object being viewed by an imaging system. Such problems are typically solved via an iterative algorithm. The most common and straightforward approach is to simply ignore the nonnegativity constraint, in which case a large class of powerful methods can be utilized. Effective methods for solving (1.1) when A is an ill-conditioned matrix exist; see, e.g., [1, 3, 21] . In this paper we present preconditioned iterative methods that incorporate the nonnegativity constraint. Furthermore, we note that for many image deblurring problems, and in particular in astronomical imaging, the objects being viewed are often times composed, primarily, of a black background. This affects the mathematical model (1.1) in a nontrivial way. The algorithms that we present in this paper incorporate these changes as well. An additional complication that is often ignored is that the data vector b in (1.1) is obtained via measurements that have associated random error, and is therefore a single realization of a random vector that we will callb. In this paper, we will focus on the case in which the statistical model forb is given bŷ
where x true is the discretized object, or true image, and is what we want to estimate; and the random vector η characterizes the measurement errors, or noise, in the data collection process, and is assumed to have a known distribution. We assume that the exact data Ax true and the noise η are statistically uncorrelated and independent. Each component ofb is then a random variable with distribution
where η i is a random variable with a known distribution, and n is the number of pixels in the collected image b. Our task is to estimate x true from b given statistical model (1.2) . It is tempting to simply ignore (1.2) and solve (1.1) directly, with or without the nonnegativity constraint. In fact, this is what is usually done. In many instances, ignoring (1.2) has no noticeable effect on the performance of the algorithm used, but as we will see, there are instances in which prior knowledge of noise statistics can be used to accelerate the convergence of the iterative method used.
As a test-bed of examples, we consider a class of ill-posed inverse problems that arise when reconstructing an image of an astronomical object taken by a ground based telescope. In this case, light from an object, x true , in outer-space travels through a medium with refractive index fluctuations (the earth's atmosphere), which has a blurring effect on the data. In addition, as the light passes through the telescope, diffractive blurring occurs. These blurring effects are assumed to be characterized by a (known) ill-conditioned blurring matrix A. That is, if x true is the discretized object of interest, Ax true is what is seen after the light from x true has travelled through the earth's atmosphere and through the telescope. In order to collect the blurred image data, a charge-coupled-device (CCD) camera is used. A CCD camera is, essentially, an array of sensors that creates a pixelated image by counting the number of photons that hit each sensor. We assume that the random noise that enters the data does so during the collection of the image by the CCD camera. Other information can be included in the formulation of the image reconstruction problem; namely, in our application, the object being viewed, x true , has nonnegative intensity. This information can be included as a nonnegativity constraint in the reconstruction algorithm.
Finally, we note that in the sequel we will use the notation N (µ, σ 2 ) to denote a Gaussian random variable with mean µ and variance σ 2 and Poiss(β) to denote a Poisson random variable with mean and variance equal to β. This paper is outlined as follows. In Section 2, we present the statistical material that will be necessary in order to motivate the covariance-preconditioned iterative methods. The methods for solving (1.1), (1.2) are then presented in Section 3. In Section 4, we present numerical results to illustrate the effectiveness of the preconditioners, and some concluding remarks are given in Section 5.
2. Statistical Considerations. We consider the linear statistical model (1.2). We assume throughout this paper that η is a random n-vector with E(η) = 0, where E denotes the component-wise expected value, or mean, of η, i.e. E(η) = (E(η 1 ), . . . , E(η n )). We let C η denote the covariance matrix of η defined by
and assume that it is a known and nonsingular matrix. Given (1.2), we seek the "best" estimate of the object x true from our data vector b, but first we must define what we mean by "best" in a statistical sense.
Definition 2.1. The Best Linear Unbiased Estimator (BLUE) for x true from b in (1.2) is the random vectorx BLUE , which minimizes
x BLUE is called linear because of (2.2) and unbiased because of (2.3). Forgetting, for the moment, ill-conditioning, we assume thatx BLUE is the reconstruction that we seek. The following theorem tells us how to find it. Theorem 2.2. (Gauss-Markov) If A has full rank and b is a realization of the random vectorb in (1.2), then
Example: Suppose η is an independent and identically distributed (i.i.d.) Gaussian random vector, i.e. η i = N (0, σ 2 ) for all i, where N (0, σ 2 ) denotes a Gaussian random variable with mean 0 and variance σ 2 . Then the covariance matrix is given by C η = σ 2 I, and hence, provided A has full rank,x BLUE is the solution of
In many of the applications in which the linear model (1.2) arises, the noise is, in fact, i.i.d. Gaussian. Nonetheless, in astronomical imaging the noise does not have this form. We now focus our attention on the noise statistics of CCD camera image formation.
2.1. CCD Camera Noise Statistics. The following statistical model (see Refs. [18, 19] ) applies to image data from a CCD detector array:
where 1 is a vector of all ones. The relation described by (2.6) means that each elementb i of the vectorb is a random variable with distribution
Equation (2.7) can be described as follows:
• n obj (i) is the number of object dependent photoelectrons measured by the ith detector in the CCD array. It is a Poisson random variable with Poisson parameter [Ax true ] i . • n 0 (i) is the number of background photoelectrons, which arise from both natural and artificial sources, measured by the ith detector in the CCD array. It is a Poisson random variable with a fixed positive Poisson parameter β.
• g(i) is the so-called readout noise, which is due to random errors caused by the CCD electronics and errors in the analog-to-digital conversion of measured voltages. It is a Gaussian random variable with mean 0 and fixed variance σ 2 . The random variables n obj (i), n 0 (i), and g(i) are assumed to be independent of one another and of n obj (j), n 0 (j), and g(j) for i = j.
As in [18] , we consider the case in which the readout noise variance σ 2 is large. Then, according to Feller [6, pp. 190 and 245], the following approximation is accurate:
Using the independence properties of the random variables in (2.7) we obtain the following approximation of (2.6):
This motivates computing a minimizer of the negative log-likelihood function for the statistical model (2.9), which is given by
with respect to x, and subject to the nonnegativity constraint x ≥ 0. A popular algorithm that computes such a minimizer is the Richardson-Lucy (RL) iteration [2] , which has the form
where ⊙ denotes component-wise multiplication, and the division operation is also done component-wise. The advantages of RL is that it is very simple to implement, it enforces a nonnegativity constraint, each iteration is relatively inexpensive, and it is statistically valid. A more sophisticated constrained optimization approach for minimizing (2.10) subject to x ≥ 0 can be employed (see, e.g., [1] ), resulting in methods that are faster to converge, but are more costly per iteration. We do not consider such approaches here. A different approach, and the one we focus on in this paper, is to invoke the approximation used in (2.8) yet again. First, we note that since (2.8) holds, and since [Ax true ] i + β + σ 2 ≥ σ 2 provided that the matrix A has nonnegative entries, which we will assume here, we obtain
again using Feller [6, pp. 190 and 245] . This allows us to express (2.9) aŝ
where
or, more succinctly,b
Assuming the linear statistical model (2.15), (2.14), the Gauss-Markov theorem tells us that given the data vector b,x BLUE is obtained by solving
3. The Algorithms. We now derive algorithms that incorporate the statistical results from the previous section. In addition, we see that in the case in which the object being viewed has a substantial black background, i.e. is in large part zero, these algorithms implicitly incorporate this information. This is important because when x true has a large number of zeros, the effect on the mathematical and statistical model can be significant. If x true has a large number of zero components, then much of the matrix A is extraneous.
To see this, we first define the active set of x true by
We define A pos to be the matrix that results after column i is removed from A for each i ∈ A true , and x pos true to be x true restricted to the indices i / ∈ A true . The key observation, then, is
which yields the modified linear system We note that for the indices i / ∈ A true , (3.2) and (3.3) are equivalent to (1.1) and (1.2) respectively. By Theorem 2.2, if A has full column rank,
Combining (3.4) with the knowledge that the other indices are known to be zero yields the BLUE for x true given b; specifically,
where " † " denotes the pseudo-inverse. This follows from the fact that (3.5) satisfies (2.1), (2.2), and (2.3), which is straightforward to check. We conclude with the important observation that if x true has a large number of zeros, solving the normal equations
using, for example, the conjugate gradient algorithm (CG), may yield a solution that is far from the solution we desire, which is given by (3.5). Unfortunately, we cannot compute (3.5) since in practice we will never know D true .
Covariance-Preconditioned Iterative Methods.
What we can do, though, is build an iterative method that does not require D true . To do this, we first note that equation (3.5) implies thatx BLUE is a solution of the equation
But sincex BLUE is zero whenever x true is zero, we have D truexBLUE =x BLUE and
where v is a vector of length n. Here again we use ⊙ to denote component-wise multiplication. It immediately follows, then, thatx BLUE is a solution of the nonlinear equation
Equation (3.8) motivates the fixed point iteration 9) to computex BLUE , which is nothing other than the Preconditioned Modified Residual Norm Steepest Descent Algorithm (PMRNSD) of [16] , with covariance-preconditioner C −1/2 η . The line search parameter τ k in (3.9) (see [16] for details) is given by
and
We note that (3.10) ensures that the PMRNSD iterates will satisfy the nonnegativity constraint x k ≥ 0 for all k, which is what we wanted. As was mentioned in the introduction, the nonnegativity constraint x ≥ 0 arises naturally as a physical constraint, but it serves another important purpose. Notice that (3.8) does not have a unique solution. Three that we can state immediately are x = 0, x =x BLUE and the minimum norm solution of Ax = b given by x = A † b. But the nonnegatively constrained problem
does have a unique solution (assuming A has full column rank and C η is positive definite), which is given by
Here D * is a diagonal matrix defined by [
More importantly, x * is also a solution of (3.8). Furthermore, (3.9) can also be obtained by applying the MRNSD algorithm of [16] to the nonnegatively constrained problem (3.13). Thus (3.9) converges, at least in principle, to the unique solution of (3.8) given by (3.14) .
We now present algorithms of the form (3.9) that arise from three different choices of C −1 η .
Examples:
1. In the i.i.d. Gaussian noise case, C −1 η = σ 2 I, and (3.9) becomes 15) which is the MRNSD algorithm of [16] for approximately solving (2.5) subject to x ≥ 0. 2. When the noise model is given by (2.15), C −1 η = W, where W is defined in (2.14), then (3.9) becomes
We will call (3.16) weighted MRNSD (WMRNSD), and it approximately solves (2.16) subject to x ≥ 0. Unfortunately, the diagonal weight matrix W defined by (2.14) cannot be obtained exactly since Ax true is not known, but it can be approximated. For example, in the numerical experiments we will use the approximation
which is motivated by (2.15). A more sophisticated approach for approximating the weight matrix W is given in [7] . 3. Rather than approximate the weight matrix W as is suggested in example 2, one can instead replace it with an iteration dependent weight matrix
Then (3.16) becomes
where division is done component-wise. Assuming that A T 1 = 1 and setting τ k = 1 for all k, (3.19) takes the form of the RL algorithm (2.11)! Thus RL can be viewed as an application of algorithm (3.9) in which C −1 η = W (x k ). We note that RL iterates have been shown to satisfy x k ≥ 0 for all k. Thus no line search is necessary.
The Standard Preconditioning Approach and Ill-Conditioning.
The standard approach to preconditioning amounts to constructing a matrix, M , such that M ≈ A, and then applying the iterative method to the system M −1 Ax = M −1 b. If M is a good approximation of A in the sense that the singular values of M −1 A are clustered around a fixed point away from zero, then the iterative method will converge quickly. However, care must be taken for severely ill-conditioned problems that arise in image deblurring since linear systems of the form M z = w must be solved at each iteration. If M is a good approximation of A, then M will be ill-conditioned, and therefore inverting M may cause large inaccuracies during the early iterations.
One preconditioning approach for ill-posed problems, proposed in [11] , uses an approximate truncated spectral decomposition preconditioner. Specifically, A is first approximated by a block circulant matrix with circulant blocks (BCCB), from which it is easy to compute the spectral decomposition
where F is the unitary two dimensional discrete Fourier transform matrix, and Λ is a diagonal matrix containing the eigenvalues of M . This decomposition can be computed very efficiently using fast Fourier transforms (FFT). With this spectral decomposition, we define a preconditioner
The truncation parameter, τ , can be chosen using a regularization parameter choice method, such as generalized cross validation [5, 12, 21] . To understand why this approach works, we need to understand a little about truncated iteration regularization. It can be shown (see [5, 12, 21] ) that the early iterations filter out components of the solution corresponding to the small singular values of the matrix. That is, the early iterations tend to reconstruct lower frequency components of the data, while the higher frequency components of the data, where the noise is primarily contained, are filtered out. It is this part of the iteration that we want to accelerate. At some point, though, the high frequency components start to be reconstructed, and the iterates begin to be corrupted with noise; this part of the iteration we do not want to accelerate.
In the sequel, we denote the subspace comprised of the frequencies containing the noise the noise subspace. The subspace comprised of the remaining frequencies will be denoted as the signal subspace. For a preconditioned iterative method, it is the singular values of the preconditioned system M −1 A that we must consider. By clustering all of the singular values around one, we no longer have the information to distinguish between the signal and noise subspaces. However, if we use the preconditioner M τ with a good spectral approximation, then it can be shown that the large singular values (i.e., those corresponding to the signal subspace) are clustered at one, and are well separated from the small singular values (those corresponding to the noise subspace); see [10, 11] for further details. Iterative methods applied to such a system will converge quickly to the regularized solution.
The PMRNSD algorithm given in [16] , has the form
where the preconditioning matrix M is chosen as described above. Although this approach is not statistically motivated, it is often quite effective. This is due to the fact that if A is an ill-conditioned matrix, which it will usually be in imaging applications, we seek a stable, or regularized, approximation ofx BLUE rather than x BLUE itself, and the more ill-conditioned A is, the further away fromx BLUE will be the regularized solution. Thus one can expect that in many instances, (3.22) with a good preconditioner will outperform the covariance-preconditioned algorithm (3.9). Note that (3.22) uses a "left" preconditioning approach since the algorithm can be viewed as applying the (unpreconditioned) MRNSD algorithm to the linear system
We also mention here that right preconditioning (2.5) or (2.16) does not work well for the algorithms presented above. This is due to the fact that, as was pointed out in [16] , MRNSD is already a right-preconditioned algorithm with step-dependent right-preconditioner X k = diag(x k ). Additional right preconditioning modifies the algorithm in such a way that it can no longer be viewed as an iterative method for solving (3.8), which we have argued is the right problem to solve. 4. Numerical Results. In this section we present numerical results using two image restoration test problems. The first set of data was developed at the US Air Force Phillips Laboratory, Lasers and Imaging Directorate, Kirtland Air Force Base, New Mexico. The image is a computer simulation of a field experiment showing a satellite as taken from a ground based telescope. The true and blurred images have 256 × 256 pixels, and are shown in Fig. 4.1 . We remark that the 65, 536 × 65, 536 blurring matrix A is not constructed explicitly, but is defined implicitly by a so-called point spread function (PSF). The data for this test problem, including the true image and PSF, is contained in the RestoreTools image restoration package [15] . In addition, this package contains an implementation of MRNSD, as well as functions to efficiently implement matrix-vector multiplications with A (using the PSF), and for construction BCCB preconditioners; see [15] for more details.
The second test problem, which is shown in Fig. 4 .2 is a computer simulation of a star cluster, which has been used by astronomers to test and compare image deblurring methods for the Hubble Space Telescope. The data can be obtained from the Space Telescope Science Institute. The blurring matrix A is defined by a PSF that was supplied by Dr. Brent Ellerbroek, Adaptive Optics Program Manager at the Gemini Observatory in Hilo, HI. This PSF is a simulation of the type of PSF that results from an adaptive optics telescope system. Such systems have PSFs that are nearly diffraction limited. This is due to the fact that the refractive blurring due to the atmosphere is, for the most part, cancelled out by the deformable mirror of the telescope, and hence, the blur in the image is due almost entirely to the diffractive blurring effects of the finite aperture of the telescope.
In Figs relative error ||x k − x true ||/||x true ||. We use statistical model (2.6) for data generation. We take the sky, background count parameter to be β = 10 and the standard deviation of the normal random variable to be σ = 5. These values are representative of CCD cameras used in astronomy. We compare reconstructions for both test problems at two different noise levels. In particular, we consider the cases in which the signal to noise ratios (SNR) are approximately 100 and 10, which corresponds to a noise power that is 1% and 10% respectively of the signal power. The SNR is defined by ||Ax true ||/ E(||η|| 2 ), where, for noise model (2.6), E(||η|| 2 ) = n(σ 2 + β + β 2 ) + n i=1b i . For WMRNSD, we approximate W as in (3.17) . Note that for moderate to large values of σ 2 , say σ 2 ≥ 3 2 , it is extremely unlikely for the Gaussian N (σ 2 , σ 2 ) to take on negative values. Then since Poisson random variables take on only nonnegative integer values, the random variable b i + σ 2 will nearly always be positive. Thus our choice of W will nearly always be positive definite. This was the case in each of our experiments. For PMRNSD and PCG, the BCCB preconditioner (3.20) , (3.21) computed by RestoreTools [15] was used.
In Fig. 4 .3, we see that for the star field data with both 1% and 10% noise, WMRNSD is the most effective algorithm. This is a rather surprising result if one views W as a preconditioner. Then, for this test problem, the statistically motivated, diagonal preconditioned algorithm (3.16) actually has better convergence properties than the structure motivated BCCB preconditioned algorithm (3.22).
In Fig. 4 .4, we see that WMRNSD is not as effective when used on the satellite data, and that PMRNSD with the BCCB preconditioner is the fastest to converge for all of the methods and for both 1% and 10% noise levels. Thus, in this case, using the more accurate statistical model is not as critical, and, in fact, can hinder convergence. At first, this may seem disappointing, but in the recent paper [20] , the authors make the observation that in the case of statistical model (2.6), reconstructions obtained using the standard (i.e., unweighted and without nonnegativity constraints) least squares approach is comparable, in terms of relative error, to reconstructions obtained using approaches that more accurately model noise statistics and that incorporate a nonnegativity constraint provided the object of interest is reasonably smooth with large regions of high intensity. The satellite is an object of this type. On the other hand, for stellar-like objects such as the star field example, it was shown in [20] that approaches that incorporate a nonnegativity constraint and that more accurately account for CCD noise statistics typically provide better reconstructions, again in terms of relative error. These observations are supported by the convergence graphs in Fig. 4.3 and Fig. 4.4 .
The convergence plot on the right in Fig. 4.4 indicates that if the linear system is highly ill-conditioned and there is a large amount of noise in the data, the inversion of noise may happen after just a few iterations, in which case it is important to have reliable stopping criteria.
It is also interesting to note that in Fig. 4 .3 the performance of PCG is extremely poor. This has nothing to do with the choice of preconditioner. The poor performance is due to the fact that PCG computes an approximate solution of the normal equations
whereas the other algorithms in the comparison seek an approximation of the solution of nonnegatively constrained problems of the form (3.13), which has solution (3.14). It is clear that these two solutions can be quite different. Nonetheless, for extended objects such as the satellite PCG performs quite well (see Fig. 4 .4). Thus, in some instances, incorporating nonnegativity constraints provides a significant advantage, but this is not always the case. The effects of incorporating nonnegativity constraints on image reconstruction problems is not well-understood and, the authors believe, is something that needs further study. An observation that we feel is of particular importance comes with a comparison of the WMRNSD and RL algorithms. We note that the statistical argument has always been the main motivation for using RL. As we have shown in this paper, WMRNSD is also statistically motivated, but, as the results in Fig. 4.3 and Fig. 4.4 show, WMRNSD has superior convergence properties when compared to RL. This suggests that in place of RL, one might consider using WMRNSD. A hybrid of these two algorithms may also be effective.
Finally, we mention that a drawback of using relative error as a measure of reconstruction quality is that the accuracy with which higher frequencies in the object are reconstructed has little effect on its value. This is particularly important given the fact that the imposition of nonnegativity constraints is known to, in many cases, provide more accurate reconstructions of high frequency information. To see that this is the case, in Fig. 4 .5 we present the reconstructions given by the PCG and PMRNSD iterates that minimize relative error on the Satellite data with 1% noise. Notice that the nonnegatively constrained reconstruction has better resolution even though the corresponding relative errors are nearly equal.
Conclusions.
In this paper we presented a class of algorithms that can be used to solve nonnegatively constrained least squares and weighted least squares problems. We provided motivation for using the weighted least squares formulation based on the noise statistics of CCD camera image formation. We saw that in some cases a diagonal preconditioner that incorporates statistical information can be more effective than structure based preconditioners that attempt to approximate the coefficient matrix.
We showed that the RL algorithm, which is often used by application scientists, can be interpreted as a variable preconditioned version of the modified residual norm steepest descent algorithms considered in this paper. This provides an important link that should prove useful when deciding which algorithm should be used for a specific problem. In our numerical experiments, we found that of the two statistically motivated algorithms, WMRNSD and RL, WMRNSD has superior convergence properties. This suggests that in place of RL, application scientists might consider using WMRNSD.
Another important attribute of the algorithms presented in this paper is that they enforce a nonnegativity constraint. The performance of the unconstrained PCG algorithm when compared to the MRNSD algorithms discussed in this paper suggest that the nonnegativity constraint can make a substantial difference in both the accuracy of the reconstructions and in the convergence properties of the algorithms. the presentation of this work.
