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Abstract
In this paper properties of the determinant of a Hermitian matrix
are investigated, and determinantal representations of the inverse of a
Hermitian coquaternionic matrix are given. By their using, Cramer’s
rules for left and right systems of linear equations with Hermitian co-
quaternionic matrices of coefficients are obtained. Cramer’s rule for a
two-sided coquaternionic matrix equation AXB = D (with Hermitian
A, B) is given as well.
Keywords : quaternion algebra; split quaternion; coquaternion; noncommuta-
tive determinant; system of linear equations; Cramer’s rule; matrix equation
MSC2010 : 11R52, 15A15, 15A24
1 Introduction
A quaternion algebra H(a, b) over a field F (denoted by (a,b
F
)) are a central
simple algebra over F, and a four-dimensional vector space over F with basis
{1, i, j, k} and the following multiplication rules:
i2 = a, j2 = b, ij = k, ji = −k,
where {a, b} ⊂ F. To every quaternion algebra H(a, b), one can associate a
quadratic form n (called the norm form) on H such that n(xy) = n(x)n(y),
∗Pidstrygach Institute for Applied Problems of Mechanics and Mathematics,
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for all x and y in H. A linear mapping x → x = t(x)− x is also defined on
H. It is an involution with properties
x = x, x+ y = x+ y, x · y = y · x.
An element x is called the conjugate of x ∈ H. t(x) and n(x) are called the
trace and the norm of x respectively. {n(x), t(x)} ⊂ F for all x in H and
possess the following conditions,
n (x) = n(x), t (x) = t(x), t (q · p) = t (p · q) .
Depending on the choice of F, a and b we have only two possibilities ([1]):
1. (a,b
F
) is a division algebra. The most famous example of a non-split
quaternion algebra is Hamilton’s quaternions H = (−1,−1
R
).
2. (a,b
F
) is isomorphic to the algebra of all 2×2 matrices with entries from
F. In this case we say that the F-algebra is split.
In contrast to a quaternion division algebra, a split quaternion algebra con-
tains zero-divisors, nilpotent elements and nontrivial idempotents.
One of the most famous split quaternion algebras is the split quaternions
of James Cockle ([2]) HS(
−1,1
R
), which can be represented as
HS = {q = q0 + q1i+ q2j + q3k : {q0, q1, q2, q3} ∈ R}.
HS is an associative, non-commutative, non-division ring with four basis
elements {1, i, j, k} satisfying the equalities
i2 = −1, j2 = k2 = 1,
ij = −ji = k, jk = −kj = −i, ik = −ki = −j.
The split quaternions of James Cockle are also named coquaternions. In this
paper we shall consider coquaternions and denote their H to simplify.
Coquaternions is a recently developing topic. There are some studies
related to geometric applications of split quaternions such as ([3]-[5]). Par-
ticularly, the geometric and physical applications of coquaternions require
solving coquaternionic equations and their systems. Therefore, there are
many studies on coquaternionic equations. We mention only some recent
papers. The method of rearrangements has been used to solve linear quater-
nionic equations involving axb in [6], new method of solving general linear
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coquaternionic equations with the terms of the form axb has been obtained
in [7]. The properties of coquaternion matrices has been discussed in [8].
Particularly, in [8] the authors have defined the complex adjoint matrix of
coquaternion matrices and given the definition of q-determinant of coquater-
nion matrices that is an usual determinant of the complex adjoint matrix.
Recently, in [9] the concept of immanant (consequently, determinant and
permanent) has been extended to a split quaternion algebra using methods
of the theory of the row and column determinants. The theory of the row
and column determinants was introduced in [10, 11] for matrices over the
quaternion non-split algebra. This theory over the quaternion skew field is
being actively developed as by the author (see, for ex.[12]-[15]), and others
(see, for ex. [16]-[18]).
In this paper properties of the determinant of a Hermitian matrix over
H will been investigated, and determinantal representations will been given
for the inverse of a Hermitian coquaternion matrix. Firstly in Section 2,
we shall give some properties of coquaternions, coquaternion matrices, and
noncommutative determinants in Subsection 2.1, and some basic concepts
and results from the theory of the row-column determinants of coquaternion
matrices in Subsection 2.2. We shall consider the lemma about expanding row
and column determinants by cofactors along corresponding rows and columns
in this subsection as well. In Section 3, properties of the determinant of a
Hermitian coquaternion matrix will been investigated by using row-column
determinants. In Section 4, determinantal representations for inverses of
Hermitian coquaternion matrix will been given and Cramer’ rules for left and
right systems of linear equations will been obtained. In Section 5, we shall
get Cramer’s rule for two-sided coquaternionic matrix equations AXB =
D, where A, B are Hermitian. The main results will been illustrated by
examples.
2 Preliminaries
2.1 Coquaternions, coquaternion matrices and noncom-
mutative determinants
For any coquaternion q = q0 + q1i + q2j + q3k ∈ H, by Re q := q0 and
Im q := q1i+q2j+q3k, we define the real and imagine parts of q, respectively.
The conjugate of a coquaternion q is q¯ = q0 − q1i− q2j − q3k, then the trace
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t(q) = 2Re q = 2q0 and the norm form n(q) = qq¯ = q
2
0 + q
2
1 − q
2
2 − q
2
3. The
norm form of an coquaternion q usually denote by Iq := n(q). The norm of
a coquaternion by ‖q‖ =
√
|Iq| are considered as well. If ‖q‖ = 1, then q
is called unit coquaternion. Notice that p = q
‖q‖
is a unit coquaternion for
q ∈ H with ‖q‖ 6= 0 and 1, i, j and k are the basis units. The inverse of the
coquaternion q is q−1 = q¯
Iq
, where Iq 6= 0. We indicate by U(H) the set of all
invertible elements of H and D(H) the set of all zero-divisors of H.
Denote byHn×m a set of n×mmatrices with entries inH and by M (n,H)
a ring of n×n coquaternionic matrices. This is a ring with a unit which is the
usual identity matrix In. By usual way, we define the transpose A
T = (aji) ∈
Hn×m, the conjugate A = (aij) ∈ H
m×n, the Hermitian adjoint matrix (the
conjugate transpose) A∗ = (aji) ∈ H
n×m of A = (aij) ∈ H
m×n, and the
inverse A−1 of A = (aij) ∈ H
n×n. For more properties of split quaternions
the reader is referred to [19]-[21].
Definition of determinant of matrices with noncommutative entries (that
are also defined as noncommutative determinants) is more associated with
matrices over the skew field of Hamilton’s quaternions H. There are even
three approaches in its defining. The first approach to defining the determi-
nant of a matrix in M (n,H) is as follows [22, 23].
Definition 2.1 Let a functional d : M (n,H) → H satisfy the following ax-
ioms.
Axiom 1 d (A) = 0 if and only if the matrix A is non invertible.
Axiom 2 d (A ·B) = d (A) · d (B) for ∀B ∈ M(n,H).
Axiom 3 If the matrix A′ is obtained from A by adding a left-multiple
of a row to another row or a right-multiple of a column to another
column, then d (A)′ = d (A).
Then the functional d is called the determinant of A ∈ M(n,H).
But in [22], it is proved that if a determinant functional satisfies Axioms 1,
2, 3, then its value is real. The famous examples of such determinant are the
determinants of Study and Diedonne´.
In another way of looking a noncommutative determinant is defined as a
rational function from entries. In particular, in the theory of the Gelfand-
Retah quasideterminants [24, 25], an arbitrary n×n matrix over a skew field
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has been associated with an n×nmatrix whose entries are quasideterminants.
The quasideterminant is not an analog of the usual determinant but rather
of a ratio of the determinant of an n × n-matrix to the determinant of an
(n− 1)× (n− 1)-submatrix.
At last, at the third approach a noncommutative determinant is defined,
by analogy to the usual determinant, as the alternating sum of n! products of
entries of a matrix but by specifying a certain ordering of coefficients in each
term. Moore [26] was the first who achieved the fulfillment of the main Axiom
1 by such definition of a noncommutative determinant. But it has been done
not for all square matrices over a skew field but only Hermitian matrices.
Later, Dyson [27] described the theory in more modern terms. But until
recently, the Moore determinant has not been extended to arbitrary square
matrices over H. The full and natural extension of the definition of Moore’s
determinant to arbitrary square matrices over H has been reached in the
theory of column-row determinants.
Recently in [8] the q-determinant of coquaternionic matrices has been
introduced by the follows. Let A = A1+A2j ∈ H
n×n, where A1 and A2 are
complex matrices. Then the complex adjoint matrix χA ∈ C
2n×2n is defined
as
χA :=
(
A1 A2
A2 A1
)
and the q-determinant of A is defined as the usual determinant of χA, that
is |A|q = |χA|. It has been shown that properties of the q-determinant is
close to the usual determinant, especially, it satisfies Axioms 1, 2. Since
the q-determinant of A ∈ Hn×n takes a value not in H but in C and the
q-determinant can not be expanded by cofactors along an arbitrary row or
column, then determinantal representations of the inverse A−1 by the q-
determinant could not be obtained.
2.2 Definitions and basic properties of the column and
row determinants
For A = (aij) ∈ H
n×n we define n row determinants as follows.
Definition 2.2 [9] The i-th row determinant of A = (aij) ∈ H
n×n is defined
as
rdetiA =
∑
σ∈Sn
(−1)n−r ai ik1aik1 ik1+1 . . .aik1+l1 i . . . aikr ikr+1 . . . aikr+lr ikr ,
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where left-ordered cycle notation of the permutation σ is written as follows
σ = (i ik1ik1+1 . . . ik1+l1) (ik2ik2+1 . . . ik2+l2) . . . (ikr ikr+1 . . . ikr+lr) .
Here the index i starts the first cycle from the left and other cycles satisfy the
conditions, ik2 < ik3 < . . . < ikr , ikt < ikt+s, for all t = 2, r and s = 1, lt,
(since sign(σ) = (−1)n−r).
For A = (aij) ∈ H
n×n we define n column determinant as well.
Definition 2.3 [9] The j-th column determinant of A = (aij) ∈ H
n×n is
defined as
rdetjA =
∑
τ∈Sn
(−1)n−r ajkr jkr+lr . . . ajkr+1jkr . . .aj jk1+l1 . . . ajk1+1jk1ajk1 j,
where right-ordered cycle notation of the permutation τ ∈ Sn is written as
follows
τ = (jkr+lr . . . jkr+1jkr) . . . (jk2+l2 . . . jk2+1jk2) (jk1+l1 . . . jk1+1jk1j) .
Here the first cycle from the right begins with the index j and other cycles
satisfy the following conditions, jk2 < jk3 < . . . < jkr , jkt < jkt+s, for all
t = 2, r and s = 1, lt
In [9] the basic properties of the column and row imanants of a square
matrix over H has been consider. These properties can be evidently extend
to column-row determinants.
Proposition 2.4 (The first theorem about zero of an row-column determi-
nant) If one of the rows (columns) of A = (aij) ∈ H
n×n consists of zeros
only, then rdetiA = 0 and cdetiA = 0 for all i = 1, n.
Denote by Ha and aH left and right principal ideals of H, respectively.
Proposition 2.5 (The second theorem about zero of an row determinant)
Let A = (aij) ∈ H
n×n and aki ∈ Hai and aij ∈ aiH, where n(ai) = 0 for
k, j = 1, n and for all i 6= k. Let a11 ∈ Ha1 and a22 ∈ a1H if k = 1, and
akk ∈ Hak and a11 ∈ akH if k = i > 1, where n(ak) = 0. Then rdetkA = 0.
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Proposition 2.6 (The second theorem about zero of an column determi-
nant) Let A = (aij) ∈ H
n×n and aik ∈ aiH and aji ∈ Hai, where n(ai) = 0
for k, j = 1, n and for all i 6= k. Let a11 ∈ a1H and a22 ∈ Ha1 if k = 1, and
akk ∈ akH and a11 ∈ Hak if k = i > 1, where n(ak) = 0. Then cdetkA = 0.
Proposition 2.7 If the i-th row of A = (aij) ∈ H
n×n is left-multiplied by
b ∈ H, then rdetiAi . (b · ai .) = b · rdetiA for all i = 1, n.
Proposition 2.8 If the j-th column of A = (aij) ∈ H
n×n is right-multiplied
by b ∈ H, then cdetj A. j (a. j · b) = cdetj A · b for all j = 1, n.
Proposition 2.9 If for A = (aij) ∈ H
n×n there exists t ∈ {1, ..., n} such
that atj = bj + cj for all j = 1, n, then for all i = 1, n
rdetiA = rdetiAt . (b) + rdetiAt . (c) ,
cdetiA = cdetiAt . (b) + cdetiAt . (c) ,
where b = (b1, . . . , bn) ∈ H
1×n, c = (c1, . . . , cn) ∈ H
1×n are arbitrary row-
vectors.
Proposition 2.10 If for A = (aij) ∈ H
n×n there exists t ∈ {1, ..., n} such
that ai t = bi + ci for all i = 1, n, then for all j = 1, n
rdetj A = rdetj A. t (b) + rdetj A. t (c) ,
cdetj A = cdetj A. t (b) + cdetjA. t (c) ,
where b = (b1, . . . , bn)
T ∈ Hn×1, c = (c1, . . . , cn)
T ∈ Hn×1 are arbitrary
column-vectors.
Proposition 2.11 If A∗ is the Hermitian adjoint matrix (the conjugate
transpose) of A = (aij) ∈ H
n×n, then rdetiA
∗ = cdetiA for all i = 1, n.
The following lemma enables to expand rdetiA by cofactors along the i-
th row for all i = 1, n. Consequently, the calculation of the row determinant
of a n × n matrix is reduced to the calculation of the row determinant of a
lower dimension matrix.
Definition 2.12 Let A ∈ M(n,H) and rdetiA =
∑
j
aijRi j , for all i = 1, n.
Then Rij is called the right ij-th cofactor of A.
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Lemma 2.13 Let Rij be the right ij-th cofactor of A ∈ M(n,H), that is
rdetiA =
n∑
j=1
ai j · Ri j for all i = 1, n. Then
Ri j =


−rdetkA
ii
. j (a.i) , i 6= j k =
{
j, if i > j;
j − 1, if i < j;
rdetkA
ii, i = j k = min {In \ i}
(2.1)
where Aii.j (a.i) is obtained from A by replacing the j-th column with the i-th
column, and then by deleting both the i-th row and column, In = {1, . . . , n}.
Proof. At first we prove that Ri i = rdetkA
i i, where k = min {In \ i}.
If i = 1, then rdet1A = a11 · R11 + a12 · R12 + . . .+ a1n · R1n. Consider
some monomial of rdet1A such that begin with a11 from the left,
a11 · R11 =
∑
σ˜∈Sn
(−1)n−r a11a2 ik2 . . .aik2+l2 2 . . . aikr ikr+1 . . . aikr+lr ikr =
a11
∑
σ˜1∈Sn−1
(−1)n−1−(r−1) a2 ik2 . . .aik2+l22 . . . aikr ikr+1 . . . aikr+lr ikr ,
where
σ˜ = (1) (2 ik2 . . . ik2+l2) . . . (ikrikr+1 . . . ikr+lr) ,
σ˜1 = (2 ik2 . . . ik2+l2) . . . (ikr ikr+1 . . . ikr+lr) .
Sn−1 is the symmetric group on the set In \ 1. The numbers of the disjoint
cycles and coefficients of every monomial of R11 decrease by one. Since
elements of the second row start these monomials on the left and elements
of the first row and column do not belong to their, then
R11 =
∑
σ˜1∈Sn−1
(−1)n−1−(r−1) a2 ik2 . . .aik2+l22 . . . aikr+lr ikr = rdet2A
11. (2.2)
If now i 6= 1, then
rdetiA = ai1 · Ri1 + ai2 · Ri2 + . . .+ ain · Rin (2.3)
Consider some monomial of rdetiA such that begins with ai i from the left,
ai i · Ri i =
∑
⌢
σ∈Sn
(−1)n−r ai ia1 ik2 . . .aik2+l21 . . . aikr ikr+1 . . . aikr+lr ikr =
ai i ·
∑
⌢
σ 1∈
⌢
Sn−1
(−1)n−1−(r−1) a1 ik2 . . .aik2+l21 . . . aikr+lr ikr ,
8
where
⌢
σ = (i) (1 ik2 . . . ik2+l2) . . . (ikr ikr+1 . . . ikr+lr) ,
⌢
σ1 = (1 ik2 . . . ik2+l2) . . . (ikrikr+1 . . . ikr+lr) .
⌢
Sn−1 is the symmetric group on In\ i. The numbers of disjoint cycles and the
coefficients of every monomial of Ri i again decrease by one. Each monomial
of Ri i begins on the left with an entry of the first row. Since elements of the
first row start these monomials on the left and elements of the i-th row and
column do not belong to their, then
Ri i =
∑
⌢
σ 1∈
⌢
Sn−1
(−1)n−1−(r−1) a1 ik2 . . .aik2+l21 . . . aikr+lr ikr = rdet1A
i i. (2.4)
By combining (2.2) and (2.4), we get Ri i = rdetkA
i i, k = min {In \ i}.
Now suppose that i 6= j. Consider some monomial of rdetiA in (2.3)
such that begins with ai j from the left,
ai j · Ri j =
∑
σ¯∈Sn
(−1)n−r ai j aj ik1 . . .aik1+l1 i . . . aikr ikr+1 . . . aikr+lr ikr =
= −ai j ·
∑
σ¯∈Sn
(−1)n−r−1 aj ik1 . . .aik1+l1 i . . . aikr ikr+1 . . . aikr+lr ikr ,
where σ¯ = (i j ik1 . . . ik1+l1) . . . (ikrikr+1 . . . ikr+lr). Denote a˜ik1+l1j = aik1+l1 i
for all ik1+l1 ∈ In. Then
ai j · Ri j = −ai j ·
∑
σ¯1∈
⌢
Sn−1
(−1)n−r−1 aj ik1 . . .a˜ik1+l1 j . . . aikr+lr ikr ,
where σ¯1 = (j ik1 . . . ik1+l1) . . . (ikrikr+1 . . . ikr+lr). The permutation σ¯1 does
not contain the index i in each monomial of Ri j . This permutation satisfies
the conditions of Definition 2.2 for rdetjA
i i
. j (a.i). The matrix A
i i
.j (a.i) is
obtained from A by replacing the j-th column with the column i, and then
by deleting both the i-th row and column. That is,∑
σ¯1∈
⌢
Sn−1
(−1)n−r−1 aj ik1 . . .a˜ik1+l1 j . . . aikr+lr ikr = rdetj A
i i
.j (a. i)
But Ai i.j (a.i) is a quadratic matrix of order n− 1. Therefore, more precisely
on the set of indices of the matrix Aii. j (a.i) should be noted follows. If i > j,
then the index j remains the same for Aii.j (a.i) and
Rij = −rdetjA
i i
.j (a.i) (2.5)
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But if i < j, then after deleting both the i-th row and column in A the j-th
row will be the j − 1-th row of Ai i. j (a. i). Therefore,
Rij = −rdetj−1A
ii
.j (a.i) (2.6)
Combining (2.5) and (2.6), we finally obtain (2.1). 
Definition 2.14 Let A ∈ M(n,H) and cdetjA =
∑
i
Lij aij , for all j = 1, n.
Then Lij is called the left ij-th cofactor of A.
Lemma 2.15 Let Li j be the left ijth cofactor of of a matrix A ∈ M(n,H),
that is cdetj A =
n∑
i=1
Li j · ai j for all j = 1, n. Then
Li j =


−cdetkA
jj
i . (aj.) , i 6= j k =
{
i, if j > i;
i− 1, if j < i;
cdetkA
ii, i = j k = min {Jn \ j}
(2.7)
where Ajji . (aj .) is obtained from A by replacing the ith row with the jth row,
and then by deleting both the jth row and column, Jn = {1, . . . , n}.
Proof. The proof is similar to the proof of Lemma 2.13. 
If A∗ = A, then A ∈ Hn×n is called a Hermitian matrix. We finish this
section by the following theorem which is crucial for row-column determinants
of a Hermitian matrix.
Theorem 2.16 If A ∈ Hn×n is a Hermitian matrix, then
rdet1A = . . . = rdetnA = cdet1A = . . . = cdetnA ∈ R.
By Theorem 2.16, we have the following definition.
Definition 2.17 Since all column and row determinants of a Hermitian ma-
trix over H are equal, we can define the determinant of a Hermitian matrix
A ∈ Hn×n. By definition, we put for all i = 1, n,
detA := rdetiA = cdetiA.
Evidently, if A ∈ H2×2 is Hermitian and aij ∈ D(H) for all i, j = 1, 2,
then detA = 0. It would be expected in the general case, but the following
example claims that it is not true.
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Example 1 Consider the Hermitian matrix
A =

 0 1− k 1− j1 + k 0 1 + j
1 + j 1− j 0

 . (2.8)
It can easily be checked that aij ∈ D(H) for all i, j = 1, 3. So,
detA = rdet1A =
0− 0(1 + j)(1− j) + (1− k)(1 + j)(1 + j)− (1− k)(1 + k)0+
(1− j)(1− j)(1 + k)− (1− j)(1 + j)0 = 4.
3 Properties of the column and row deter-
minants of a Hermitian matrix
Theorem 3.1 If the matrix Aj. (ai.) is obtained from a Hermitian matrix
A ∈ M (n,H) by replacing its j-th row with the i-th row, then for all i, j =
1, n such that i 6= j we have
rdetjAj . (ai .) = 0. (3.1)
Proof. We assume n > 3 for A ∈ M(n,H). The case n ≤ 3 is easily proved
by a simple check. Consider some monomial d of rdetj Aj . (ai .). Suppose
the index permutation of its coefficients forms a direct product of r disjoint
cycles, and denote i = is. Consider all possibilities of disposition of an entry
of the is-th row in the monomial d.
(i) Suppose an entry of the is-th row is placed in d such that the index is
starts some disjoint cycle, i.e.:
d = (−1)n−raj i1 . . . aikj u1 . . . uρ aisis+1 . . . ais+mis v1 . . . vp (3.2)
Here we denote by uτ and vt products of coefficients whose indices form
some disjoint cycles for all τ = 1, ρ and t = 1, p such that ρ + p = r − 2 or
there are no such products. For d there are the following three monomials of
rdetj Aj . (ai .).
d1 = (−1)
n−raj i1 . . . aikj u1 . . . uρ aisis+m . . . ais+1is v1 . . . vp,
d2 = (−1)
n−r+1aj is+1 . . . ais+mis aisi1 . . . aikj u1 . . . uρ v1 . . . vp,
d3 = (−1)
n−r+1aj is+m . . . ais+1isais i1 . . . aikj u1 . . . uρ v1 . . . vp.
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Suppose aji1 . . . aikj = x and aisis+1 . . . ais+mis = y, then y = aisis+m . . . ais+1 is .
Taking into account aj i1 = aisi1 , aj is−1 = aisis−1 and aj is+1 = aisis+1, we
consider the sum of these monomials.
d+ d1 + d2 + d3 = (−1)
n−r(xu1 . . . uρ y + xu1 . . . uρy − yxu1 . . . uρ−
y ·xu1 . . . uρ)v1 . . . vp = (−1)
n−r(xu1 . . . uρt(y)−t(y)xu1 . . . uρ)v1 . . . vp = 0.
(3.3)
Thus among the monomials of rdetj Aj . (ai .) we find three monomials for d
such that the sum of these monomials and d is equal to zero.
If in (3.2) m = 0 or m = 1, we accordingly get such monomials,
d˜ = (−1)n−raj i1 . . . · aikj u1 . . . uρ aisis v1 . . . vp,
⌢
d = (−1)n−raji1 . . . aikj u1 . . . uρ aisis+1 ais+1is v1 . . . vp.
For them, there are the following monomials, respectively,
d˜1 = (−1)
n−r+1aj is ais i1 . . . aikj u1 . . . uρ v1 . . . vp,
⌢
d1 = (−1)
n−r+1aj is+1 ais+1 is ais i1 . . . aikj u1 . . . uρ v1 . . . vp.
Taking into account aj i1 = aisi1 , aj is = aisis ∈ R, aj is+1 = aisis+1 , and
aisis+1ais+1is = n(aisis+1) ∈ R, we obtain d˜+ d˜1 = 0,
⌢
d +
⌢
d1 = 0. Hence, the
sums of corresponding two monomials of rdetj Aj .(ai .) are equal to zero in
these both cases.
ii) Now suppose that the index is is placed in another disjoint cycle than
j and does not start this cycle,
⌣
d = (−1)n−raji1 . . . aikj u1 . . . uρ aiqiq+1 . . . ais−1isaisis+1 . . . aiq−1iqv1 . . . vp.
Here we denote by uτ and vt products of coefficients whose indices form some
disjoint cycles for all τ = 1, ρ and t = 1, p such that ρ + p = r − 2 or there
are no such products. Now for d there are the following three monomials of
rdetj Aj .(ai .),
⌣
d1 = (−1)
n−raj i1 . . . aikj u1 . . . uρ aiqiq−1 . . . ais+1isaisis−1 . . . · aiq+1iqv1 . . . vp,
⌣
d2 = (−1)
n−r+1aj is−1 . . . aiq+1iq aiqiq−1 . . . ais+1isaisi1 . . . aikj u1 . . . uρv1 . . . vp,
⌣
d3 = (−1)
n−r+1aj is+1 . . . aiq−1iq aiqiq+1 . . . ais−1isaisi1 . . . aikj u1 . . . uρv1 . . . vp.
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Assume that
aisis+1 . . . aiq−1iq = ϕ, aiqiq+1 . . . ais−1is = φ, aj i1 . . . aikj = x,
aiqiq+1 . . . ais−1isaisis+1 . . . aiq−1iq = y, aisis+1 . . . aiq−1iqaiqiq+1 . . . ais−1is = y1.
Then we obtain y = φϕ, y1 = ϕφ, y = aiqiq−1 . . . ais+1isaisis−1 . . . aiq+1iq , and
y1 = aisis−1 . . . aiq+1iqaiqiq−1 . . . ais+1is . Accounting for aj i1 = aisi1 , ajis−1 =
aisis−1 , ajis+1 = aisis+1, we have
⌣
d +
⌣
d1 +
⌣
d2 +
⌣
d3 =
= (−1)n−r(xu1 . . . uρy + xu1 . . . uρy − y1xu1 . . . uρ − y1 xu1 . . . uρ)×
× v1 . . . vp = (−1)
n−r(xu1 . . . uρt(y)− t(y1)xu1 . . . uρ)v1 . . . vp =
= (−1)n−r(t(φ · ϕ)− t(ϕ · φ))xu1 . . . uρv1 . . . vp. (3.4)
Since by the rearrangement property of the trace, t(φ ·ϕ) = t(ϕ ·φ), then we
obtain
⌣
d +
⌣
d1 +
⌣
d2 +
⌣
d3 = 0.
(iii) If the indices is and j are placed in the same cycle, then we have the
following monomials: d1, d˜1,
⌢
d1 or
⌣
d1. As shown above, for each of them
there are another one or three monomials of rdetj Aj .(ai .) such that the sums
of these two or four corresponding monomials are equal to zero.
We have considered all possible kinds of disposition of an entry of the
i-th row as a factor of some monomial d of rdetj Aj .(ai .). For d, in each case
there exist one or three corresponding monomials such that accordingly the
sum of the two or four monomials is equal to zero. Thus, we have (3.1).
We note that if one of factors of d is zero, then evidently d, d1, d2, d3
are equal 0. If two adjacent factors of d are adjoint zero divisors (i.e. their
product equals zero), then the sums (3.3) or (3.4) contain these adjacent zero
divisors as well. Hence, the sums will be equal zero by the same cause. 
The following theorem can be proved similarly.
Theorem 3.2 If the matrix A. i (a.j) is obtained from a Hermitian matrix
A ∈ M(n,H) by replacing of its i-th column with the j-th column, then
cdetiA. i(a.j) = 0 for all i, j = 1, n such that i 6= j.
Corollary 3.3 If a Hermitian matrix A ∈ M(n,H) consists two same rows
(columns), then detA = 0.
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Proof. Suppose the i-th row of A coincides with the j-th row, i.e. aik = ajk
for all k ∈ In and {i, j} ∈ In such that i 6= j. Then aik = ajk for all k ∈ In.
Since A is Hermitian, then aki = akj for all k ∈ In, where {i, j} ∈ In and
i 6= j. It means that A has two same corresponding columns as well. The
matrix A may be represented as Ai. (aj.), where Ai. (aj.) is obtained from
A by replacing the i-th row with the j-th row. By Theorem 3.1, we have,
detA = rdetiA = rdetiAi. (aj.) = 0. 
We are needed by the following lemmas.
Lemma 3.4 [10] Let Tn be the sum of all possible products of the n factors,
each of which are either hi ∈ H or hi for all i = 1, n, by specifying the
ordering in the terms, Tn = h1 ·h2 · . . .·hn+h1 ·h2 · . . .·hn+ . . .+h1 ·h2 · . . .·hn.
Then Tn consists of the 2
n terms and Tn = t (h1) t (h2) . . . t (hn) .
Lemma 3.5 If the matrix A. i (a. i · b) is obtained from a Hermitian matrix
A ∈ M(n,H) by right-multiplying of its i-th column by b ∈ H, then for all
i = 1, n we have rdetiA. i (a. i · b) = detA · b.
Proof. Consider some monomial d of A. i (a. i · b) for i = 1,n. Denote ik1 : = i.
Then,
d = (−1)n−raik1 ik1+1 . . . aik1+l1 ik1 b aik2 ik2+1 . . . aik2+l2 ik2 . . .×
×aikr ikr+1 . . . aikr+lr ikr = (−1)
n−rh1 · b · h2 · . . . · hr,
where hs = aiks iks+1 ·. . .·aiks+ls iks for all s = 1, r. If ls = 1, then hs = aiks iks+1 ·
aiks+1 iks = n(aiks iks+1) ∈ R, and if ls = 0, then hs = aiks iks ∈ R. Suppose
there exists such s that ls ≥ 2. By Definition 2.2, the index permutation σ of d
forms a direct products of disjoint cycles and its cycle notation is left-ordered.
Denote by σs (iks) : = (iksiks+1 . . . iks+ls) a cycle which corresponds to a factor
hs. Then σ
−1
s (iks) : = (iksiks+lsiks+1 . . . iks+1) is the cycle which is inverse to
σs (iks) and corresponds to the factor hs. There exist 2
p−1 monomials of
A. i (a. i · b) such that their indices permutations form the direct products of
the disjoint cycles σs (iks) or σ
−1
s (iks) for all
(
s = 1, r
)
and keeping their
ordering from 1 to r, where p = r − ρ, and ρ is the number of the cycles
of the first and second orders. Then by Lemma 3.4 for the sum C1 of these
monomials and d we obtain,
C = (−1)n−rb · αt(hν1) . . . t(hνp),
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where α ∈ R is a product of factors whose indices form cycles of the first and
second orders. Since t(hνk) ∈ R for all νk ∈ {1, . . . , r} and k = 1, p, then b
commutes with t(hνk) ∈ R for all νk ∈ {1, . . . , r} and k = 1, p. Therefore,
rdetiA. i (a. i · b) = rdetiA · b = b · detA. 
Lemma 3.6 If Ai . (b · ai .) is obtained from Hermitian A ∈ M(n,H) by left-
multiplying of its i-th row by b ∈ H, then for all i = 1, n we have
cdetiAi . (b · ai .) = b · detA
The proof is similar to the proof of Lemma 3.5.
By Theorems 3.1, 3.2, Lemmas 3.5 and 3.6, and basic properties of the
row and column determinants, we have the following theorems.
Theorem 3.7 If the i-th row of a Hermitian matrixA ∈ M(n,H) is replaced
with a left linear combination of its other rows, i.e. ai. = c1ai1.+ . . .+ ckaik .,
where cl ∈ H for all l = 1, k and {i, il} ⊂ In, then
rdetiAi . (c1ai1. + . . .+ ckaik.) = cdetiAi . (c1ai1. + . . .+ ckaik .) = 0.
Theorem 3.8 If the j-th column of a Hermitian matrix A ∈ M(n,H) is
replaced with a right linear combination of its other columns, i.e. a.j =
a.j1c1 + . . .+ a.jkck, where cl ∈ H for all l = 1, k and {j, jl} ⊂ Jn, then
cdetj A.j (a.j1c1 + . . .+ a.jkck) = rdetj A.j (a.j1c1 + . . .+ a.jkck) = 0.
Definition 3.9 Let ai. ∈ H
n×1 for all i = 1, m. Row-vectors a1., . . . , am.
are left linearly dependent, if there exist scalars {b1, . . . , bm} ⊂ H (which are
not all zero) such that b1 · a1. + . . . + bm · am. = 0, where 0 is the zero row
vector. If no such scalars exist, then the vectors are said to be left-linearly
independent.
Definition 3.10 Let a.j ∈ H
1×n for all j = 1, m. Column-vectors a.1, . . . , a.m
are right linearly dependent, if there exist scalars {c1, . . . , cm} ⊂ H (which
are not all zero) such that a.1 · c1 + . . . + a.m · cm = 0, where 0 is the zero
column-vector. If no such scalars exist, then the column-vectors are said to
be right-linearly independent.
By Lemma 3.3, the evident corollary of Theorems 3.7 and 3.8 follows.
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Corollary 3.11 If the i-th row of Hermitian A ∈ M(n,H) is a left linear
combination of its other rows, or its j-th column is a right linear combination
of its other columns, i.e. ∃cl ∈ H for l = 1, k such that ai. = c1ai1.+. . .+ckaik .
or a.i = a.i1c1 + . . .+ a.ikck for {i, il} ⊂ In, then detA = 0.
From Theorems 3.7, 3.8 and basic properties of the row-column determinants
for arbitrary matrices, we can obtain the following theorems as well.
Theorem 3.12 If the i-th row of a Hermitian matrix A ∈ M(n,H) is added
a left linear combination of its other rows, then
rdetiAi· (ai. + c1 · ai1. + . . .+ ck · aik .) =
= cdetiAi· (ai. + c1 · ai1. + . . .+ ck · aik .) = detA,
where cl ∈ H for all l = 1, k and {i, il} ⊂ In.
Theorem 3.13 If the j-th column of a Hermitian matrix A ∈ M(n,H) is
added a right linear combination of its other columns, then
cdetj A.j (a.j + a.j1c1 + . . .+ a.jkck) =
= rdetj A.j (a.j + a.j1c1 + . . .+ a.jkck) = detA,
where cl ∈ H for all l = 1, k and {j, jl} ⊂ Jn.
4 Determinantal representations the inverse
of a Hermitian matrix
4.1 The inverse of a Hermitian matrix
Theorem 4.1 If A ∈ M(n,H) is Hermitian and detA 6= 0, then there exist
an unique right inverse matrix (RA)−1 and an unique left inverse matrix
(LA)−1 of A, where (RA)−1 = (LA)−1 =: A−1, and they have the following
determinantal representations, respectively,
(RA)−1 =
1
detA


R11 R21 · · · Rn1
R12 R22 · · · Rn2
· · · · · · · · · · · ·
R1n R2n · · · Rnn

 , (4.1)
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(LA)−1 =
1
detA


L11 L21 · · · Ln1
L12 L22 · · · Ln2
· · · · · · · · · · · ·
L1n L2n · · · Lnn

 , (4.2)
where Rij and Lij can be obtained by (2.1) and (2.7), respectively, for all
i, j = 1, n.
Proof. Let B = A · (RA)−1. We obtain the entries of B by multiplying
matrices. For all i = 1, n, we have
bi i = (detA)
−1
n∑
j=1
ai j · Ri j = (detA)
−1 rdetiA =
detA
detA
= 1,
and for all i 6= j
bi j = (detA)
−1
n∑
s=1
ais · Rj s = (detA)
−1 rdetjAj . (ai .) .
If i 6= j, then by Theorem 3.1 rdetjAj . (ai .) = 0. Consequently bi j = 0. Thus
B = I and (RA)−1 is the right inverse of the Hermitian matrix A.
Suppose D = (LA)−1A. We again get the entries of D by multiplying
matrices. For all i = 1, n,
di i = (detA)
−1
n∑
i=1
Li j · ai j = (detA)
−1 cdetjA =
detA
detA
= 1,
and for all i 6= j,
di j = (detA)
−1
n∑
s=1
Ls i · asj = (detA)
−1 cdetiA.i (a.j) .
If i 6= j, then by Theorem 3.2 cdetiA.i (a.j) = 0. Therefore di j = 0 for all
i 6= j. Thus D = I and (LA)−1 is the left inverse of the Hermitian matrix
A.
The equality (RA)−1 = (LA)−1 because of the uniqueness of inverses
over associative rings. 
Moreover, the following criterion of invertibility of a Hermitian matrix
can be obtained.
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Theorem 4.2 If A ∈ M(n,H) is Hermitian, then the following propositions
are equivalent.
i) A is invertibility, i.e. A ∈ GL (n,H) ;
ii) rows of A are left-linearly independent;
iii) columns of A are right-linearly independent;
iiii) detA 6= 0.
Proof. i) ⇒ ii) Consider a right system of linear equations A · x = y. The
fact A is invertible means that the linear transformation A : x → y is a
bijection. Suppose that rows of A are left-linearly dependent. It means that
∃i ∈ In and ∃cl ∈ H for l = 1, k such that ai. = c1ai1. + . . . + ckaik.. Then,
by elementary row operations the i-th row reduce to zero, and we lose the
bijectivity of the linear transformation A. It follows that A is non-invertible.
Hence, the supposition is false, and rows of A are left-linearly independent.
The equivalence ii) ⇒ iii) can be proved similarly by considering a left
system of linear equations xA = y.
The equivalences ii)⇒ iiii) and iii)⇒ iiii) follow from Corollary 3.11.
Finally, the equivalence iiii)⇒ i) is given by Theorem 4.1. 
Remark 4.3 By Theorems 4.2, 3.12 and 3.13, the determinant of a co-
quaternionic Hermitian matrix satisfy Axioms 1,3 of a noncommutative de-
terminant.
4.2 Cramer’s rule for systems of linear coquaternionic
equations in Hermitian case
Theorem 4.4 Let
A · x = y (4.3)
be a right system of linear equations with a matrix of coefficientsA ∈ M(n,H),
a column of constants y = (y1, . . . , yn)
T ∈ Hn×1, and a column of unknowns
x = (x1, . . . , xn)
T . If A is Hermitian and detA 6= 0, then the solution of
(4.3) is given by components,
xj =
cdetjA.j (y)
detA
, j = 1, n. (4.4)
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Proof. Since detA 6= 0, then, by Theorem 4.1, there exists the unique inverse
matrix A−1. From this the existence and uniqueness of solutions of (4.3)
follows immediately.
By considering A−1 as the left inverse, the solution of (4.3), x = A−1 · y,
can be represented by components as follows,
xj = (detA)
−1
n∑
i=1
Lij · yi, j = 1, n,
where Lij is the left ij-th cofactor ofA. From here (4.4) follows immediately.
Theorem 4.5 Let
x ·A = y (4.5)
be a left system of linear equations with a matrix of coefficients A ∈ M(n,H),
a row of constants y = (y1, . . . , yn) ∈ H
1×n, and a row of unknowns x =
(x1, . . . , xn). If A is Hermitian and detA 6= 0, then the solution of (4.5) is
given by components,
xi =
rdetiAi. (y)
detA
, i = 1, n.
Proof. The proof is similar to the proof of Theorem 4.4 by using (4.1) for
determinantal representation of A−1. 
Example 2 Let consider a right system of linear equations
Ax = b (4.6)
with the matrix A from (2.8) and b = (i j k)T . Since A is Hermitian and
detA = 4, we can find the solution of (4.6) by Cramer’s rule (4.4).
x1 =
1
detA
cdet1

 i 1− k 1− jj 0 1 + j
k 1− j 0

 = −3 − i+ 3j + k
4
,
x2 =
1
detA
cdet2

 0 i 1− j1 + k j 1 + j
1 + j k 0

 = 1 + 3i+ j − k
4
,
x3 =
1
detA
cdet3

 0 1− k i1 + k 0 j
1 + j 1− j k

 = 2j + 2k
4
.
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Now, we shall find the inverse A−1 of A by (4.2).
L11 = cdet1
(
0 1 + j
1− j 0
)
= 0, L12 = −cdet1
(
1 + k 1 + j
1 + j 0
)
= 2 + 2j,
L13 = −cdet1
(
1 + j 1− j
1 + k 0
)
= 1 + i− j + k,
L21 = −cdet1
(
1− k 1− j
1− j 0
)
= 2− 2j, L22 = cdet1
(
0 1− j
1 + j 0
)
= 0,
L23 = −cdet2
(
0 1− k
1 + j 1− j
)
= 1 + i+ j − k,
L31 = −cdet2
(
0 1 + j
1− k 1− j
)
= 1− i+ j − k,
L32 = −cdet2
(
0 1− j
1 + k 1 + j
)
= 1− i− j + k,
L33 = cdet2
(
0 1− k
1 + k 0
)
= 0.
Therefore,
A−1 =
1
4

 0 2− 2j 1− i+ j − k2 + 2j 0 1− i− j + k
1 + i− j + k 1 + i+ j − k 0

 .
Finally, we see that by the matrix method the identical result is obtained,

x1x2
x3

 = 1
4

 0 2− 2j 1− i+ j − k2 + 2j 0 1− i− j + k
1 + i− j + k 1 + i+ j − k 0



 ij
k

 =
1
4

−3 − i+ 3j + k1 + 3i+ j − k
2j + 2k

 .
5 Cramer’s rules for some coqaternionic ma-
trix equations
Theorem 5.1 Suppose
AXB = C (5.1)
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is a two-sided matrix equation, where A ∈ Hm×m, B ∈ Hn×n, C ∈ Hm×n are
given, X ∈ Hm×n is unknown, and A, B are Hermitian. If detA 6= 0 and
detB 6= 0 , then the unique solution of (5.1) can be represented as follows,
xij =
rdetjBj.
(
cAi .
)
detA · detB
, (5.2)
or
xij =
cdetiA. i
(
cB.j
)
detA · detB
, (5.3)
where cAi . := (cdetiA. i (c.1) , . . . , cdetiA. i (c.n)) ∈ H
n×1 is the row-vector and
cB.j := (rdetjBj. (c1.) , . . . , rdetjBj. (cm.))
T ∈ H1×m is the column-vector and
ci ., c. j are the i-th row and the j-th column of C, respectively, for all i = 1, m,
j = 1, n.
Proof. By Theorem 4.1, A and B are invertible. There exists the unique
solution of (5.1), X = A−1CB−1. If we represent A−1 as a left inverse by
(4.2) and (B)−1 as a right inverse by (4.1), then we have
X =


x11 x12 . . . x1n
x21 x22 . . . x2n
. . . . . . . . . . . .
xm1 xm2 . . . xmn

 = 1detA


LA11 L
A
21 . . . L
A
m1
LA12 L
A
22 . . . L
A
m2
. . . . . . . . . . . .
LA1m L
A
2m . . . L
A
mm

×
×


c11 c12 . . . c1n
c21 c22 . . . c2n
. . . . . . . . . . . .
cm1 cm2 . . . cmn

 1detB


RB11 R
B
21 . . . R
B
n1
RB12 R
B
22 . . . R
B
n2
. . . . . . . . . . . .
RB1n R
B
2n . . . R
B
nn

 ,
where LAij is a left ij-th cofactor of A for all i, j = 1, m, and R
B
i j is a right
ij-th cofactor of B for all i, j = 1, n. It implies
xij =
n∑
l=1
(
m∑
k=1
LAkickl
)
RBjl
detA · detB
, (5.4)
for all i = 1, m, j = 1, n. From this by Definition 2.3, we obtain
m∑
k=1
LAkick l = cdetiA. i (c.l) ,
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where c. l is the l-th column of C for all l = 1, n. Consider the row-vector
cAi . := (cdetiA. i (c.1) , . . . , cdetiA. i (c.n))
for all i = 1, m. By Definition 2.2,
n∑
l=1
cAilR
B
jl = rdetjBj.
(
cAi .
)
, then we get
(5.2). Having changed the order of summation in (5.4), we have
xij =
m∑
k=1
LAki
(
n∑
l=1
c klR
B
jl
)
detA · detB
.
By Definition 2.2, we have
n∑
l=1
ck lR
B
j l = rdetjBj. (ck.), where ck. is the k-th
row-vector of C for all k = 1, n. Denote the following column-vector by
cB.j := (rdetjBj. (c1.) , . . . , rdetjBj. (cm.))
T
for all j = 1, n. By Definition 2.3,
n∑
k=1
LAkic
B
kj = cdetiA. i
(
cB.j
)
, then we finally
have (5.3). 
If, in (5.1), we put A = Im or B = In, then, respectively, we evidently
get the following corollaries.
Corollary 5.2 Suppose
AX = C (5.5)
is a right matrix equation, where A ∈ Hm×m, C ∈ Hm×n are given, X ∈
Hm×n is unknown, and A is Hermitian. If detA 6= 0, then the unique solu-
tion of (5.5) can be represented as follows,
xi j =
cdetiA.i (c.j)
detA
where c.j is the j-th column of C, for all i = 1, m, j = 1, n.
Corollary 5.3 Suppose
XB = C (5.6)
is a left matrix equation, where B ∈ Hn×n, C ∈ Hm×n are given, X ∈ Hm×n
is unknown, and B is Hermitian. If detB 6= 0, then the unique solution of
(5.6) can be represented as follows,
xij =
rdetjBj. (ci .)
detB
where ci. is the i-th row of C, for all i = 1, m, j = 1, n.
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Example 3 Let consider the matrix equations
AXB = C (5.7)
with the matrix A from (2.8), B =
(
1 k
−k 1
)
, and C =

 i 10 j
k −i

 . Since
A, B are Hermitian and detA = 4, and detB = 2, we can find the solution
of (5.7) by Cramer’s rule (5.3). Firstly, we obtain the column-vectors cB.j for
j = 1, 2. Since
cB11 = rdet1B.1(c.1) = rdet1
(
i 1
−k 1
)
= i+ k,
cB21 = rdet1B.1(c.2) = rdet1
(
0 j
−k 1
)
= −i,
cB31 = rdet1B.1(c.3) = rdet1
(
k −i
−k 1
)
= j + k,
then cB.1 =

i+ k−i
j + k

. Similarly, we get cB.2 =

 1− jj
−1− i

. Then by (5.3), we
have
x11 =
cdet1A. 1
(
cB.1
)
detA · detB
=
1
8
cdet1

i+ k 1− k 1− j−i 0 1 + j
j + k 1− j 0

 = −2i+ j − k
4
.
Similarly, we obtain
x12 =
−2 + j + k
4
, x21 =
i+ j
4
, x22 =
−1 − k
4
, x31 =
1 + i+ j + 3k
8
,
x32 =
3− 2i− j + 2k
8
.
Finally,
X =
1
8

−4i+ 2j − 2k −4 + 2j + 2k2i+ 2j −2− 2k
1 + i+ j + 3k 3− 2i− j + 2k

 .
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