Abstract-Solving complex optimization problems can be painstakingly difficult endeavor considering multiple and conflicting design goals. A growing trend in utilizing metaheuristic algorithms to solve these problems has been observed as they have shown considerable success in dealing with tradeoffs between conflicting design goals. Many meta-heuristic algorithms have been developed to date (e.g. Simulated Annealing (SA), Particle Swarm Optimization (PSO), Teaching Learning based Optimization (TLBO), Grey Wolf Optimizer(GWO) to name a few). Much of these algorithms have adopted elegant metaphors (e.g. heating and cooling of metals in the case of SA and swarming of flocking birds in the case of PSO) from nature in order to derive the mathematical models for generating the solution as well as provides control over their exploration (i.e. sufficient roaming of the search space) and exploitation (i.e. using known knowledge of the surroundings). In line with the no free lunch theorem (), this paper argues that rather than focusing on designing new algorithm, new research should focus on adaptive hybridization of meta-heuristics algorithms in order to compensate the limitation of one with the strengths of another. In this paper, we review the meta-heuristic and hyper-heuristic algorithms in order to highlight the current-state-of-the-arts and suggest areas for future research.
INTRODUCTION
Solving complex optimization problems can be painstakingly difficult endeavor considering multiple and conflicting design goals. A growing trend in utilizing metaheuristic algorithms to solve these problems has been observed as they have shown considerable success in dealing with tradeoffs between conflicting design goals. Many metaheuristic algorithms have been developed in the past 25 years. In order to control the exploration (sufficient roaming of the search space) and exploitation (using known knowledge of the surroundings), some meta-heuristic algorithms require parameter controls that are required to balance between exploitation and exploration. For example, Genetic Algorithm [2] adopts three parameter controls consisting of population size, mutation and cross over rate. In the same manner, Particle Swarm Optimization [3] adopts the population size, inertia weight, social and cognitive parameters as parameters.
To avoid difficulties in tuning the control parameters, many researchers have advocated the adoption of parameter free meta-heuristic algorithms (e.g. Teaching Learning based Optimization [4] , Symbiotic Organism Search [5] , Jaya Algorithm [6] and Sine Cosine Algorithm [7] ). While avoiding any parameter controls can alleviate the tuning issues, parameter free meta-heuristic algorithms often suffer from preset pattern for exploration and exploitation. For example, the Teaching Learning based Optimization [4] will always perform global search (i.e. termed teacher phase) and local search (i.e. termed student phase) in sequence. Such preset pattern could be counter-productive given potentially different search spaces for different problems.
Bounded by the no free lunch theorem (i.e. no single algorithm can be best for all optimization problems [8] [9] [10] ), this paper reviews the meta-heuristic and hyper-heuristic algorithms (in order to highlight the current-state-of-the-arts and suggest areas for future research). In particular, i.e. no single algorithm can be best for all optimization problems this paper argues for adaptive hybridization of meta-heuristic algorithms and highlights their potential opportunities.
II. META-HEURISTIC VERSUS HYPER-HEURISTIC ALGORITHIMS
Meta-heuristic algorithms, first introduced in TS algorithm by Glover [11] , are part of stochastic algorithms that efficiently explore the search space by some systematic trial and error process. Meta-heuristic algorithms can be single solution or population based. Single solution meta-heuristic algorithms manipulate a single vector via tweaking one or more of its neighborhood values. For this reason, single solution metaheuristic algorithms can potentially be sensitive to its initial starting position. Population-based algorithms relies on multiple vectors, thus, a solution can start from many positions of solution space. Therefore, each member of the population is a candidate to be the best solution. Often, any meta-heuristic algorithms provide search guidance for movement in the search space in order to explore overall search space efficiently. The search guidance is in the form of (problem specific) fitness function (i.e. each solution obtains the defined scores based on its quality). Here, the fitness function can be maximisation or minimization of certain parameters based on problem at hand.
Apart from adopting single solution or population-based approach, all meta-heuristic algorithms have two core components: exploitation (local search) and exploration (global search). Exploitation explores the promising regions within the close neighbor in the hope to find better solutions. On the other hand, exploration ensures that all regions of the search space have been visited, which enables the algorithm to get out of any local optima.
Since each meta-heuristic algorithm has its own advantages, meta-heuristic hybridization can be helpful to compensate for the limitation of one algorithm with the strengths of another. [12] . Apart from hybridization, developing generic general purpose meta-heuristic algorithms can also be a futile effort [13] [14] [15] . As the name suggests, general purpose meta-heuristic algorithms can avoid problem dependent solution and enhance the algorithms' applicability across other optimization problems.
Given the two aforementioned considerations, variants of meta-heuristic algorithms (called hyper-heuristic algorithms) have been suggested in the literature. Considering the different possible options for hybridization of meta-heuristic algorithms (see Fig. 1 ), there are three possible options. The first option is the standard meta-heuristic algorithm. Apart from the first option, the hybrid meta-heuristic algorithms can be in two forms: low level and high level. Low level hybrid metaheuristic algorithms involve combining one or more search operators from different meta-heuristic algorithms to work as a single algorithm. Referring to Fig. 2(a) , low level hybrid metaheuristic algorithms require changes in the source code (i.e. to allow code integration from one meta-heuristic algorithm to its host meta-heuristic algorithm). High level hybrid metaheuristic algorithms combine two or more standard metaheuristic algorithms as black box components running in sequence or in parallel. As shown in Fig. 2(b) and Fig. 2(c) , no internal changes of the source code are required. In the case of Fig. 2(a) only the optimized population from one metaheuristic algorithm is passed through the second one. Meanwhile, in the case of Fig. 2(c) , only the best solution is selected from the parallel running of more than one metaheuristic algorithm.
Owing to the integration of more than integration of more than one meta-heuristic algorithm (refer to Figure 1) , hyper- 
meta-meta heuristics [13] [14] [15] ) adopts a high level meta-heuristic (i.e. as a coordinator) to adaptively choose from a set of low level meta-heuristics (LLHs) through a domain barrier. It is the selection and acceptance mechanism that decides to choose the right low level meta-heuristics accordingly based on the problem at hand. Apart from the aforementioned arrangement, it is possible to construct generative hyper-heuristic algorithms which effectively learn about the best combination of low-level heuristics as a way to generate new combinations of high level heuristics.
III. REVIEW OF SELECTED HYPER-HEURISTIC ALGORITHMS
AND ITS APPLICATIONS This section reviews some of the relevant hyper-heuristic algorithms. Choice Function (CF) and Exponential Monte Carlo with Counter (EMCQ) [16] are among the earliest hyperheuristics reported in the scientific literature. CF exploits the reinforcement learning framework to penalize and reward (meta)-heuristics through a set of choice functions (f 1 , f 2 , f 3 ) . The first parameter f 1 relates to the effectiveness of the currently employed heuristic. The second parameter f 2 evaluates the effectiveness of two heuristics when used consecutively. The third parameter f 3 increases the probability of a heuristic being selected, over time, to encourage exploration. EMCQ adopts a simulated annealing like probability density function that is a function of the number of iterations. A worsening fitness causes EMCQ to decrease its acceptance probability. Recently, Jia et al. [17] adopts EMCQlike mechanism to select from variants of six low-level search operators (i.e. single/multiple/smart mutation, simple/smart add and delete row).
Asmuni et al. [18] and Zamli et al. [19] exploit the Mamdani type fuzzy system as a way to adaptively select the search operators. Gudino-Penaloza et al. [20] adopts TakagiSugeno based fuzzy inference system to adaptively adjust the control parameters of GA as the high level hyper-heuristic algorithms. In other work, Zamli et al. [1] implemented improvement selection rules (ISR) utilizing selective hyperheuristic based on tabu search and three measures (quality, diversify and intensify) to assist the heuristic selection process. Although showing promising results, the ISR selection rules are too strict and support only Boolean outcomes. Furthermore, ISR is also computationally heavy as its implementation is based on full meta-heuristic algorithms (i.e. comprising of and Cuckoo Search Algorithm (CS) [22] ), Teaching Learning based Optimization (TLBO) [4] , Particle Swarm Optimization (PSO) [3] , and Global Neighborhood Algorithm (GNA) [21] , as its search operators. To date, there are already many hyperheuristic algorithms (e.g.) introduced in the literature and being adopted in many different areas of research including time tabling [15] vehicle routing problems [23] , search based software engineering [1, 17] and network optimization [24] .
IV. WHERE TO GO FROM HERE?
Revisiting Figure 1 , meta-heuristic selection mechanism for hyper-heuristic algorithm always selects one LLH/search operators for every iteration. As the search process is dynamic, there is indeed a need to adaptively execute one or more combinations of search operators per iteration. In the early stage of the searching process, executing one or more combinations of search operators per iteration ensures diversity of solution and allows sufficient roaming of the search area. Towards the end of the searching process, execution of one or more combinations of search operators per iteration can facilitate convergence and avoid getting trapped in local optima. In fact, recent evidences in the literature [4, 5] suggest that executing more than one operator per iteration can facilitate convergence and achieve good performance. Thus, a potentially new direction of research is to develop adaptive multiple selection hyper-heuristic algorithms (see Fig. 3 ).Here, the adaptive switch can be varied according to the need of the search via some probabilistic function. In similar manner, adaptive multiple selection hyper-heuristic algorithms can be built from cascaded Mamdani fuzzy system (see Fig. 4 ). Here, one must define the right inputs (e.g. NPE, DTB, and OSR) and the fuzzy rules so as to be able to adaptively select one or more than one combinations of operators in the selection phase.
V. CLOSING REMARKS
Summing up, this paper highlights the need for more research on hyper-heuristic algorithms. Specifically, rather than concentrating on new metaphors for developing meta-heuristic algorithms, this paper argue against reinventing the wheesl. For instance, mimicking another animal behavior or another natural phenomenon may give different mathematical equations. Yet, in the end, those mathematical equations are just another set of equations to perform local (i.e. small random displacement of the current value) and global search (i.e. large random displacement of the current value). We argue for enhancing existing meta-heuristic algorithms to form adaptive and hybrid hyper-heuristic algorithms. The benefit of adaptive and hybridization is twofold. Adaptive behavior allows the hyperheuristic to make decision on which particular heuristic is suitable at any particular instance of the searching process. Hybridization, on the other hand, allows the hyper-heuristic to compensate the limitation of one meta-heuristic (or its search operator) algorithm with the strength of others.
As hyper-heuristic involves hybridization of more than one meta-heuristic algorithm, there could be potentially risk in terms of computational costs. Indeed, taking hybridization of meta-heuristic algorithm in total could result in bulky implementation and high computational costs. However, one can also develop a lightweight hyper-heuristic algorithm that adopts the individual search operator rather than the whole algorithm. In this manner, the implementation would not incur any additional overhead costs.
As the scope of future work, this paper also suggests potential new areas for research particularly on multiple selection hyper-heuristic algorithms capable of selecting one or 2018 International Conference on Information and Communications Technology (ICOIACT) more combination of low level meta-heuristic/search operators for execution.
