Abstract. We consider the dynamics of skew product maps associated with finitely generated semigroups of rational maps on the Riemann sphere. We show that under some conditions on the dynamics and the potential function ψ, there exists a unique equilibrium state for ψ and a unique exp(P(ψ) − ψ)-conformal measure, where P(ψ) denotes the topological pressure of ψ.
Introduction
In this paper, we frequently use the notation from [13] . A "rational semigroup" G is a semigroup generated by a family of non-constant rational maps g : C I → C I, where C I denotes the Riemann sphere, with the semigroup operation being functional composition. For a rational semigroup G, we set F (G) := {z ∈ C I | G is normal in a neighborhood of z} and J(G) := C I \ F (G). F (G) is called the Fatou set of G and J(G) is called the Julia set of G. If G is generated by a family {f i } i , then we write G = f 1 , f 2 , . . . .
The research on the dynamics of rational semigroups was initiated by Hinkkanen and Martin ( [8] ), who were interested in the role of the dynamics of polynomial semigroups while studying various one-complexdimensional moduli spaces for discrete groups, and by F. Ren's group ( [21] ), who studied such semigroups from the perspective of random complex dynamics. For further studies on the dynamics of rational semigroups, see [13, 14, 15, 16, 17, 18, 12, 19] .
The theory of the dynamics of rational semigroups is deeply related to that of the fractal geometry. In fact, if G = f 1 , . . ., f s is a finitely The research of the second author was supported in part by the NSF Grant DMS 0400481. The first author thanks University of North Texas for kind hospitality, during his stay there. generated rational semigroup, then the Julia set J(G) of G has the "backward self-similarity", i.e.,
s (J(G)) (See [13] ). Hence, the behavior of the (backward) dynamics of finitely generated rational semigroups can be regarded as that of the "backward iterated function systems." For example, the Sierpiński gasket can be regarded as the Julia set of a rational semigroup.
The research on the dynamics of rational semigroups is also directly related to that on the random dynamics of holomorphic maps. The first study on the random dynamics of holomorphic maps was by Fornaess and Sibony ( [7] ), and much research has followed. (See [1, 2, 3, 4] .) In fact, it is very natural and important to combine both the theory of rational semigroups and that of random complex dynamics (see [13, 14, 16, 17, 18] ).
We use throughout spherical derivatives and, for each meromorphic function ϕ, we denote by |ϕ ′ (z)| the norm of the derivative with respect to the spherical metric. We denote by CV (ϕ) the set of critical values of ϕ. The symbol A is used to denote the spherical area. We set κ = A(B(0, 1))/4. Obviously, there exists a constant C sa ≥ 1 such that for each 0 < R ≤ diam(C I)/2, C −1 sa ≤ A(B(z, R))/κ(2R) 2 ≤ C sa . Let G = f 1 , . . ., f s be a finitely generated rational semigroup. Then, we use the following notation. Let Σ s := {1, . . ., s} N be the space of one-sided sequences of s-symbols endowed with the product topology. This is a compact metric space. Let f : Σ s × C I → Σ s × C I be the skew product map associated with {f 1 , . . ., f s } given by the formula, f (ω, z) = (σ(ω), f ω 1 (z)), where (ω, z) ∈ Σ s × C I, ω = (ω 1 , ω 2 , . . . ), and σ : Σ s → Σ s denotes the shift map. We denote by π 1 : Σ s × C I → Σ s the projection onto Σ s and π 2 : Σ s × C I → C I the projection onto C I. That is, π 1 (ω, z) = ω and π 2 (ω, z) = z. Under the canonical identification π −1
1 {ω} is a Riemann surface which is isomorphic to C I.
Let Crit(f ) := ω∈Σs {v ∈ π
is not normal in any neighborhood of z} and we then set
where the closure is taken in the product space Σ s × C I. By definition, J(f ) is compact. Furthermore, by Proposition 3.2 in [13] , J(f ) is completely invariant under f , f is an open map on J(f ), (f, J(f )) is topologically exact under a mild condition, and J(f ) is equal to the closure of the set of repelling periodic points of f provided that ♯J(G) ≥ 3, where we say that a periodic point (ω, z) of f with period n is repelling
We set
Throughout the paper, we assume the following. (E1) There exists an element g ∈ G with deg(g) ≥ 2. Furthermore, for the semigroup
Any finitely generated rational semigroup G = f 1 , . . ., f s satisfying all the conditions (E1)-(E3) will be called an E-semigroup of rational maps.
Examples.
• If g is a rational map with deg(g) ≥ 2, then g is an E-semigroup of rational maps.
• Let G = f 1 , . . ., f s be a finitely generated rational semigroup such that deg(f j ) ≥ 2 for each j = 1, . . . , s. If CV(f j )∩J(G) = ∅ for each j = 1, . . ., s, then G is an E-semigroup of rational maps.
• Let g 1 and g 2 be two polynomials with deg(g j ) ≥ 2 (j = 1, 2).
Suppose that
, where A ∞ (·) denotes the basin of infinity. Let m ∈ N be a sufficiently large number so that
is an E-semigroup of rational maps. The dynamics of the skew product map f : Σ s × C I → Σ s × C I is directly related to the dynamics of the semigroup G = f 1 , . . ., f s . For example, we use the dynamics of f to analyze the dimension of Julia set J(G) of G (see [13, 14, 15, 16, 19] ).
Our main concern in this paper is the existence and uniqueness of equilibrium states for all E-semigroups of rational maps and a large class of Hölder continuous potentials. We do not assume any kind of expanding property. If T : X → X is a continuous mapping of a compact metric space X, then one can define the topological pressure P(g) for every real-valued continuous function g on X (see [20] for instance) in purely topological terms. The link with measurable dynamics is given by the Variational Principle (see [20] again) saying that the topological pressure P(g) is equal to the supremum of all numbers h µ (T ) + gdµ, µ being Borel probability T -invariant measures on X. Any invariant measure µ satisfying equality
is called an equilibrium state. All equilibrium states have a profound physical meaning (see [11] ), their existence as well as uniqueness is of primary importance and is in general not clear at all. A general sufficient condition for the existence is expansiveness, a weaker one, holding for all rational maps on the sphere (see [9] ), is asymptotic h-expansiveness. This covers the case of hyperbolic maps studied in [15] . Our goal in this paper is to do both, existence and uniqueness of equilibrium states, for E-semigroup of rational maps and a large class of Hölder continuous potentials. Thus, the main purpose of this paper is to prove the following result.
. ., f s be an E-semigroup of rational maps. Let f : Σ s × C I → Σ s × C I be the skew product map associated with {f 1 , . . ., f s }. Let ψ : J(f ) → R be a Hölder continuous function. Moreover, let P p (ψ) be the pointwise pressure of ψ with respect to the dynamics of f :
Then, all of the following statements hold.
(1) Regarding the dynamics of f : J(f ) → J(f ), there exists a unique equilibrium state for ψ and a unique exp(P(ψ) − ψ)-conformal measure in the sense of [5] , where P(ψ) denotes the pressure of (f | J(f ) , ψ). (2) Moreover, P(ψ) = P p (ψ) and for each point x ∈ J(f ), we have that
where L ψ denotes the Perron-Frobenius operator associated with the potential ψ (see (4.1)) and 1 1 ≡ 1.
Under a very mild condition, the topological entropy h(f ) of f : Σ s × C I → Σ s × C I is equal to log( s j=1 e j ) and there exists a unique maximal entropy measure for f : Σ s × C I → Σ s × C I (See [13] ).
The proof of the main result is given in the following several sections. In this proof we utilize some arguments from [5] to show the existence of a conformal measure. Then, using the normality of a family of inverse branches of elements of the semigroup (see section 2), we analyze the Perron-Frobenius operator in detail. Developing the techniques worked out in [6] and [13] , we show the existence of an equilibrium state and the uniqueness of a conformal measure as well as an equilibrium state.
Distortion Theorems
Let us recall the following well-known version of Koebe's Distortion Theorem concerning spherical derivatives.
Theorem 2.1. For every u ∈ (0, diam(C I)/2) there exists a function k u : [0, 1) → (0, +∞), continuous at 0, with k u (0) = 1 and the following property. If ξ ∈ C I, R > 0, and H : B(ξ, R) → C I is a meromorphic univalent function such that C I \ H(B(ξ, R)) contains a ball of radius u, then for every t ∈ [0, 1) and all z, w ∈ B(ξ, tR),
As an immediate consequence of this theorem, combined with Lemma 4.5 in [13] , we get the following.
. ., f m be a finitely generated rational semigroup satisfying the condition (E1). Then, there exists a number R 0 > 0 and a function
Proof. By Lemma 4.5 in [13] , we have that there exists a number R 0 > 0 such that for each x ∈ J(G) and each 0 < R ≤ R 0 , the family F x,R is normal in B(x, R). Now, suppose the statement of our lemma is false. Then, there exist a 0 < t < 1, a sequence (x n ) in J(G), a sequence (w n ) in C I, a sequence (z n ) in C I, a number 0 < R ≤ R 0 , and a sequence (ϕ n ) of meromorphic functions, such that for each n ∈ N, we have w n , z n ∈ B(x n , tR), ϕ n ∈ F xn,R , and
We may assume x n → x ∞ ∈ J(G), w n → w ∞ ∈ C I, and z n → z ∞ ∈ C I. Let u be a number with t < u < 1. Then there exists an n 0 ∈ N such that each ϕ n (n ≥ n 0 ) is defined on B(x ∞ , uR) and the family {ϕ n } n≥n 0 is normal in B(x ∞ , uR). Then we may assume that ϕ n tends to a meromorphic function ϕ ∞ : B(x ∞ , uR) → C I as n → ∞, uniformly on B(x ∞ , uR). Since each ϕ n is injective, we have that ϕ ∞ : B(x ∞ , uR) → C I is either injective or constant. Hence, ϕ ∞ (B(x ∞ , uR)) = C I. Let v be a number with t < v < u. Then, there exist a number 0 < s < 1 and a point a ∈ C I such that for each large n ≥ n 0 ,
Then, by Theorem 2.1, it causes a contradiction. We are done.
Notation. Throughout the rest of the paper, we set
, R).
Inverse Branches
We set Σ *
we denote the space dual to Σ s , that isΣ + s consists of infinite sequences ω = . . .ω 3 ω 2 ω 1 of elements from the set {1, 2, . . ., s}. For each ω ∈Σ + s , by ω| n we denote the finite word (ω n , ω n−1 , . . ., ω 2 , ω 1 ); more generally, for b ≥ a we put ω|
The technical tool that allows us to develop the further machinery is the following.
Lemma 3.1. Let G = f 1 , . . ., f s be a rational semigroup satisfying the condition (E1). Let R 0 be the number in Lemma 2.2. Fix an integer q ≥ 1and a real number λ ∈ (0, 1). Then for every finite set E ⊂ J(G), every ω ∈Σ + s , every R ∈ 0, min 1,
: z, ξ ∈ E, z = ξ} , every integer n ≥ 0, and every z ∈ E, there exists a subset I n (z, ω) of the set of all inverse meromorphic branches of f ω|qn defined on B(z, 2R) and satisfying the following properties with I n = z∈E I n (z, ω).
(a n ) If z ∈ E and φ ∈ I n+1 (z, ω), then f ω| qn+1 q(n+1)
• φ ∈ I n (z, ω).
= ∅ for all z ∈ E and all φ ∈ I n .
−n for all n ≥ 1, where J n is the family of all compositions of all maps φ ∈ I n−1 (z, ω), z ∈ E, with all meromorphic inverse branches of f ω|
Proof. We shall construct recursively the sets I n (z, ω), n ≥ 0, such that the conditions (a n ), (b
The base of induction, the family I 0 consists of all the identity maps defined on the balls B(z, 2R), z ∈ E. The condition (b ′ 0 ) is satisfied since A(C I) = 1 and (c 0 ) is satisfied because of the choice of the radius R. Now assume that for some n ≥ 0 the subsets I n (z, ω), z ∈ E, have been constructed so that the conditions (b ′ n ) and (c n ) are satisfied. The inductive step is to construct the subsets I n+1 (z, ω), z ∈ E, so that the conditions (a n+1 ), (b ′ n+1 ), (c n+1 ) and (d n+1 ) are satisfied. This will complete our recursive construction. In view of (c n ) all the meromorphic inverse branches of f ω| qn+1 q(n+1) are well defined on all the sets φ(B(z, 2R)), z ∈ E, φ ∈ I n (z, ω). Their compositions with corresponding elements φ ∈ I n (z, ω) are said to form the subset J n+1 (z, ω). Note that J n+1 = z∈E J n+1 (z, ω). The subset I n+1 (z, ω), z ∈ E, is defined to consist of all the elements ψ ∈ J n+1 (z, ω) for which the following two conditions are satisfied.
(
Thus, conditions (b ′ n+1 ) and (c n+1 ) are satisfied immediately. Condition (a n ) is satisfied since it holds for all ψ ∈ J n+1 (z, ω), z ∈ E, and
Since all the sets ψ(B(z, R)), ψ ∈ J n+1 (z, ω), z ∈ E, are mutually disjoint and since A(C I) = 1, we conclude that the number of elements of J n+1 for which condition (i) fails is bounded above by 1/λ n+1 = λ −(n+1) . Since the number of critical points of each generator of the semigroup G is bounded above by d, the cardinality of the set of critical values of f ω| q(n+1)+1 q(n+2 is bounded above by dq. Since all the sets ψ (B(z, 2R) ), ψ ∈ J n+1 (z, ω), z ∈ E, are mutually disjoint, we thus conclude that the number of elements ψ ∈ J n+1 for which condition (ii) fails, is bounded above by dq. In conclusion #(J n+1 \ I n+1 ) ≤ dq + λ −(n+1) , meaning that (d n+1 ) is satisfied. The recursive construction is complete. Since G satisfies (E1), it follows from Lemma 2.2 that for all n ≥ 0, all z ∈ E, and all φ ∈ I n (z, ω), we have
Hence, making use of (b
sa λ n/2 . We are done.
In order to simplify the notation, put R(E, ω| q ) := min 1,
Corollary 3.2. Suppose that G = f 1 , . . ., f s is an E-semigroup of rational maps. Fix an integer q ≥ 1and a real number λ ∈ (0, 1). Then for every z ∈ J(G), there exists a number R = R q (z) > 0, a number R ′ q (z) > 0, and a number D ≥ 1, where D does not depend on q, λ, z, such that for every ω ∈Σ + s and every integer n ≥ 1, there exists W n (z, ω), Z n (z, ω), a subset of the set of all connected components of f −1 ω|qn (B(z, R)), with the following properties. , ω) is the family of all connected components of the sets f −1 ω|
Note also that in fact W n (z, ω) depends only on z and ω| qn , so we can and will in the forthcoming sections write W n (z, ω| qn )
Proof. Let z ∈ J(G) be a point. Since J(G) = π 2 (J(f )), there exists a point ω ∈ Σ s such that (ω, z) ∈ J(f ). Then, from the assumption E2, E3, there exists p ≥ 1 independent of q (but depending on (ω, z)) such that
Then, we obtain
In particular
. It follows from (3.1) that
Now, there is R q (z) > 0 so small that the following two conditions are satisfied.
(a) For each τ ∈ {1, 2, . . ., s} pq each connected component of f 
sa , and therefore, using Lemma 2.2 again and the definition ofR q (z), we get that
sa . So, looking also at Lemma 3.1(d n ) and (c n ), we complete the proof of items (A n ), (B n ) and (C n ) by defining for every n ≥ p + 1 the family W n (z, ω) to consist of all the sets of the form φ(V ξ ), where
ω|pq (B(z, R q (z))) contained in B(ξ,R q (z)), and φ ∈ I n−p (ξ, ω pq ∞ ). Decreasing R q (z) appropriately, the items (D n ) follow now from this construction and Lemma 3.1.
Perron-Frobenius Operators and Gibbs States
From now on throughout the entire paper assume that ψ : J(f ) → IR is a Hölder continuous function. Given n ≥ 1, ω ∈ {1, . . ., s} n , and a continuous function g :
where here and in the sequel the summation is taken with multiplicities of all critical points of f ω , and S n ψ := n−1
ψ,ω is a bounded linear operator acting on the Banach space C(J(f )) of continuous functions on J(f ) endowed with the supremum norm. Set
ψ and L ψ also act continuously on the Banach space C(J(f )). We call L ψ : C(J(f )) → C(J(f )) the Perron-Frobenius operator associated with the potential ψ. Note that
Define the pointwise pressure P p (ψ) of the function ψ by the following formula.
where 1 1(x) := 1. Throughout the entire paper we work with the assumption that
In particular, we can fix a point b ∈ J(f ) such that
Fix λ ∈ (0, 1). There then exists q = q(λ) ≥ 1 such that 
The measure m ψ is called exp(
n m ψ for all n ≥ 0, and this equivalently means that
for every Borel set A ⊂ J(f ) for which the restriction f n | A is injective.
Remark 4.2.
Note that all forthcoming considerations depend only on the above relation and not on the particular way the measure m ψ was constructed.
From now on throughout the paper put
, and L = L ψ .
Now for every z ∈ J(G), every n ≥ 1, every ω ∈ {1, . . ., s} qn , and every g ∈ C(J(f )), define the function G n z,ω g : π
where R q (z) and W n (z, w) come from Corollary 3.2. Since for every V ∈ W n (z, ω) the map f ω : V → B(z, R q (z)) is a branched covering, for every ξ ∈ B(z, R q (z)) there is a bijectionξ : 
Since the function ψ : J(f ) → IR is Hölder continuous, it follows from Corollary 3.2(B n ) that there exists a constant H > 0 such that (with
for all τ, θ ∈ Σ s , or equivalently,
In consequence
It then follows from (4.8) that
for all n ≥ 0, all (θ, z) ∈ J(f ) and all (τ ω , ξ ω ) ∈ π −1 2 (B(z, R q (z))). Since J(G) is a compact set, there exist finitely many points, say z 1 , z 2 , . . ., z u ∈ J(G) such that
We shall prove the following. Proof. Since the map f : J(f ) → J(f ) is topologically exact and
is an open cover of J(f ), there exists k ≥ 1 such that for all j = 1, 2, . . ., u,
Now fix an arbitrary 1 ≤ j ≤ u, an arbitrary ω ∈ {1, . . ., s} qn , and an arbitrary x ω ∈ π −1 2 B z j , R q (z j ) . By (4.10) there exists y j ∈ π −1 2 B z j , R q (z j ) such that f kq (y j ) = w 0 . Applying (4.9) with z = z j , we get that
Also, by (4.11), we obtain
Thus, |ω|=qn G n j,ω 1 1(x ω ) ≤ e 2H || exp S kq (−ψ) || ∞ , and we are done by taking supremum over all
Now we are in position to prove the required upper bound on the iterates of the Perron-Frobenius operator L.
Lemma 4.4. For every n ≥ 1, we have that
Proof. Fix n ≥ 1, ω = (ω qn , ω qn−1 , . . ., ω 1 ) ∈ {1, . . ., s} qn , and (τ, x) ∈ J(f ). There then exists 1
For each a, b ∈ N with a ≤ b ≤ qn, we set ω| (ω b , . . ., ω a ) . Moreover, for each l ∈ N with l ≤ qn, we set ω| l = (ω l , . . ., ω 1 ).
One can now represent L (qn) ω 1 1(τ, x) in the following way.
(4.12)
Applying now Corollary 3.2 (C k ) and (D k ), we estimate further as follows.
(see (4.5)), we thus get
Taking supremum over all (τ, x) ∈ π −1 2 B z j , R q (z j ) , we thus get
So, summing over all words ∈ {1, . . ., s} qn , we obtain using Lemma 4.3, the following.
(4.13)
Since this inequality holds for all j = 1, . . ., u, we thus get
The first inequality to be proved is thus established. In order to derive the second one from it, invoke (4.5).
Lemma 4.5. There exists a constant Q ψ > 0 such that for all n ≥ 0, we have
Proof. We first shall prove by induction that
for all integers n ≥ 0. Since ||1 1|| ∞ = 1, this formula holds for n = 0. So, fix n ≥ 1 and suppose that (4.14) is true for all 0 ≤ k ≤ n − 1. It then follows from Lemma 4.4 that
and (4.14) is proved. Since
Lemma 4.6. There exists a constant Q ψ > 0 such that for all n ≥ 0, we have inf
Proof. Taking q ≥ 1 sufficiently large, we can make the product
(see (4.5) ) as small as we wish. It therefore follows from (4.13) and Lemma 4.5 that for q ≥ 1 large enough, for all n ≥ 0 and all 1 ≤ j ≤ u, we have
Since, by Lemma 4.1, L qn 1 1dm ψ = 1 1dm ψ = 1, there thus exists
It follows from (4.15) that |||G n i (1 1)||| ∞ ≥ 1/2. Applying now (4.9) we see that
. Take now an arbitrary point y ∈ J(f ). With k ≥ 1, as in the proof of Lemma 4.3, it follows from (4.10) that there exists y ∈ π −1 2 (B(z i , R q (z i ))) such that f kq (y) = y. So, using (4.16) and the definition of the Perron-Frobenius operator, we obtain
we are therefore done by taking
Now repeating verbatim the proof of Lemma 20 from [6] , using Lemma 4.5 and Lemma 4.6, we get the following.
Borel measurable function such that the following hold.
(a)
Remark 4.8. Note that up to a normalized factor ( to make (c) hold ) the function h is independent of the conformal measure m ψ .
As an immediate consequence of this lemma and Proposition 2.2 in [5] , we have the following.
Theorem 4.9. The Borel probability measure µ ψ = hm ψ is f -invariant, equivalent to m ψ , and
Equilibrium States
Our objective in this section is to show that the measure µ ψ produced in Theorem 4.9 is a unique equilibrium state for the potential ψ and that it is ergodic. Let P(ψ) be the ordinary topological pressure of the potential ψ. If µ is a Borel probability f -invariant measure on J(f ), denote by J µ its Jacobian with respect to the map f (see page 108 in [10] ). We start with the following.
Proof. Since h µ ψ (f ) ≥ J(f ) log J µ ψ dµ ψ (this is true for every finiteto-one endomorphisms and every probability invariant measure. See Lemma 10.5 and Theorem 5.14 in [10] ) and since J µ ψ = h•f h exp(P b (ψ) − ψ) everywhere, it follows from Theorem 4.9 and the Variational Principle that
We are done. Now, let µ be a Borel f -invariant ergodic measure on J(f ) such that h µ (f |σ) > 0, where h µ (f |σ) denotes the relative entropy of (f, µ) with respect to σ, and let T µ : L ∞ (µ) → L ∞ (µ) be the Perron-Frobenius operator associated to the measure µ. It is defined by the formula
Since Lh = h everywhere throughout J(f ), using Lemma 6.9 from [13] , we get that
Seeking contradiction suppose that P(ψ) > P b (ψ). By the Variational Principle there exists a Borel probability f -invariant ergodic measure µ such that
Note that, because of (4.3), P(ψ) − sup(ψ) − log s > 0, and therefore
which implies h µ (f |σ) > 0. Hence, (5.3) applies, and we can continue it to get that 1
This contradiction along with (5.1) and Lemma 5.1 give the following.
Proposition 5.2. P(ψ) = P b (ψ) and µ ψ is an equilibrium state for ψ.
Combining it with Lemma 4.5 and Lemma 4.6, we obtain that the statement of our lemma holds. Now suppose that µ is an arbitrary ergodic equilibrium state for ψ. Then h µ (f ) − log s = P(ψ) − ψdµ − log s ≥ P(ψ) − sup(ψ) − log s > 0. Hence h µ (f |σ) > 0. In view of the proposition above, the last component in (5.3) is equal to 1. Consequently, the only inequality in this formula becomes an equality, and so log h exp(ψ) J Proof. It suffices to prove that for every ε > 0 there exists δ > 0 such that if g : J(f ) → (0, 1] is a continuous function and gdm ≤ δ, then gdµ ≤ ε. Taking q = q(ǫ) ≥ 1 large enough, taking points z j (j = 1, . . ., u) in J(G) such that ∪ u j=1 B(z j , R q (z j )) ⊃ J(G), using (4.5), Lemma 4.5, and redoing the considerations between (4.12) and (4.13) with the function 1 1 replaced by the function g, and G n j,ω 1 1 ∞ replaced by G n j,ω g(τ, x), after applying (5.2), we get for every 1 ≤ j ≤ u, every n = l · q ≥ 1 (l ∈ N) and every x ∈ π where C = Q ψ /Q ψ is a positive constant which does not depend on l, j, x, g. We take a partition of the set J(G) into mutually disjoint sets {Y for all (θ, y), (ρ, z) ∈ J(f ) with d(y, z) < ζ and θ| k = ρ| k . Fix now n = l · q ≥ 1 so large that for each 1 ≤ j ≤ u, K G (R ′ q (z j )) 4 κ −1 λ n/2 C 1/2 sa < ζ (see item (B n ) of Corollary 3.2). Using then item (B n ) of this corollary and (5.5), the application of (4.7) gives for all n = l · q ≥ k, all ω ∈ {1, . . ., s} n , and all ξ, x ∈ π So, taking δ = (4αC 2 e 2H ) −1 ε, finishes the proof.
Lemma 5.6. If µ is an ergodic equilibrium state, and if a Borel finvariant probability measure m satisfies J m = h•f h exp(P(ψ) − ψ) everywhere, then µ is absolutely continuous with respect to m.
Proof. By Lemma 5.4 and Lemma 5.5, we obtain the statement.
We conclude the paper with the following.
