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 Abstract 
Market prediction is one of the most difficult problems for the machine learning community. Even 
though, successful trading strategies can be found for the training data using various optimization 
methods, these strategies usually do not perform well on the test data as expected. Therefore, se-
lection of the correct strategy becomes problematic. In this study, we propose an evolutionary al-
gorithm that produces a variation of trader agents ensuring that the trading strategies they use are 
different. We discuss that because the selection of the correct strategy is difficult, a variety of agents 
can be used simultaneously in order to reduce risk. 
We simulate trader agents on real market data and attempt to optimize their actions. Agent decisions 
are based on Echo State Networks. The agents take various market indicators as inputs and produce 
an action such as: buy or sell. We optimize the parameters of the echo state networks using evolu-
tionary algorithms.  
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1. Introduction 
Financial market prediction is one of the most challenging problems; this is due to the highly com-
plex nature of the behavior of the price. Although, numerous methods have been suggested, the 
inquiry into the predictability of a financial market has remained as a controversial one. On the 
other hand, the automation of financial markets allowed computational tools to be involved in the 
process of strategy planning and testing. Thus, this challenging problem has become one of the 
most popular application fields of artificial intelligence methods. 
One of the most popular tools in artificial intelligence (AI) are artificial neural networks (ANNs). 
They have successfully been applied to many complex problems involving the market prediction 
problem. They are robust, easy to implement and train; and most importantly, they have a powerful 
generalization capacity. On the other hand, it is difficult to determine the architecture and the train-
ing method before investing so much time and effort. Neuroevolution is a class of machine learning 
methods where in evolutionary algorithms are used to design and train artificial neural networks. 
In contrast to the classical ANN training methods such as: back-propagation (Rumelhart, Hinton, 
& Williams, 1986), they do not require that the error function be differentiable. Simply a function 
which measures the performance of the artificial neural network is sufficient.  
In recent studies, neuroevolution methods have been successfully applied to agent based tasks 
(Floreano & Mondada, 1994; Nolfi, Miglino, & Parisi, 1994; Angeline, Saunders, & Pollack, 1994; 
Miikkulainen & Yong, 2010). In these models, ANNs are used to control the behaviors of agents. 
A Fitness function is used to evaluate the actions of the agents. Variation, which explores different 
parameters and/or architectures of the ANNs, is produced by recombination and mutation. Emer-
gence of reasonable behaviors can be observed by iteratively selecting the agents whose behavior 
responses are most acceptable.  
1.1. Motivation 
Most of the trading algorithms that use ANNs attempt to predict the price or the direction of the 
price in the future. In these algorithms, the ANNs take the input data which is assumed to have 
predictive power, process them and produce an output which is the expected future price. In this 
study, we aim to simulate artificial agents that produce behavioral outputs according to the input 
data. We use evolutionary algorithms to optimize actions of trader agents. 
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A trader agent is a simulation of a real world trader with limited abilities. The input data is pro-
cessed according to the Echo State Network (ESN) model and a behavioral output produced which 
is buy, sell or hold. The network parameters were optimized using evolutionary programming. The 
agents are trained on randomly selected data windows and tested on the following samples. Fitness 
function is used to favor the agents whose strategies are more profitable than others. It is expected 
to find agents that are profitable on unseen test data by training the agents on that the training data. 
1.2. Objectives 
The main goal of this study is to simulate artificial traders on real market data and optimize their 
decisions using evolutionary algorithms. A variety of successful strategies can be generated using 
evolutionary algorithms. On the other hand, the problem is the selection task. It is very difficult to 
determine which one of the strategies would be successful on the unseen data. Therefore, we 
adopted a collective behavior approach which uses a collection of agents simultaneously.  
Evolutionary algorithms are very successful algorithms for finding optimum solutions for a prob-
lem. In this work on the other hand, the optimization is not our only concern. We attempt to generate 
distinct trading strategies during the evolutionary process using a fitness sharing method (Goldberg 
& Richardson, 1987; Darwen, et al., 1996; Stanley & Miikkulainen, 2002). Moreover, phenotypic 
distance, which compares the trades of two individuals, is also used and similar trading strategies 
are discarded.  
1.3. Organization of this Thesis 
A detailed description of the foundations of this framework which are artificial neural networks 
and evolutionary algorithms is given in chapter 2 and 3. The methods used to evolve artificial neural 
networks are discussed in chapter 4. In chapter 5, Foreign Exchange Market is discussed.  
The artificial neural network model we used and the algorithm is provided in detail in chapter 6. 
The test results are also given in this section. Finally, we discuss the results in chapter 7. 
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2. Evolutionary Computation  
Darwin’s theory of evolution by natural selection is the best explanation for the adaptations of 
organisms (Darwin, 1859). The simple mechanisms of evolution, variation and selection, have been 
able to produce complex biological devices for many complex problems. Taken inspiration from 
nature, this natural phenomenon has successfully been simulated on computers as a powerful tool 
for solving problems. The term Evolutionary Computation is used to describe general-purpose pop-
ulation based search algorithms inspired by biological evolution. 
In evolutionary algorithms, candidate solutions are represented using finite length strings called 
genotypes. The evolutionary operators such as: mutation and recombination, are used to produce 
variation in the population. Genotypes are mapped to their phenotypes which are the meaning of 
the genetic information in the solution space. The phenotype of an individual is evaluated using an 
objective function. The objective function determines the fitness values of the individuals which 
are the measure of how well the phenotypes solve the problem. Individuals are selected according 
to their fitness values in order to form the next generation. The selection operator favors the indi-
viduals with higher fitness values. An outline of an evolutionary algorithm is shown in Figure 2.1 
(adapted from Bäck & Schwefel, 1993). 
 
Figure 2.1: Outline of an evolutionary algorithm (Bäck & Schwefel, 1993). 
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In Figure 2.1, the algorithm starts with the time at 0 and an initial population of individuals P. The 
individuals in the initial population are usually generated randomly. The Function “evaluate” eval-
uates all the individuals in the population according to the objective function and returns their fit-
ness values. Selection is performed according to fitness values. In each evolutionary cycle, parent 
individuals are recombined and mutated. Selection is performed on the union of the offspring pop-
ulation and the initial parent population Q ∈ {∅, P} (Bäck & Schwefel, 1993). The algorithm con-
tinues until the termination criterion is met. 
There are different types of evolutionary algorithms. Each type has its own representation scheme 
and evolutionary operators. Genetic Algorithms (GA) (Holland, 1975; Goldberg, 1989) represent 
individuals as binary strings and use crossover and mutation operators. In Genetic Programming 
(GP) (Koza, 1994; Koza, 1992), candidate solutions are represented by tree-structured programs; 
and crossover and mutation operators are used. Evolution Strategies (ES) (Rechenberg, 1965; 
Schwefel, 1981) use real-valued representations and mainly the mutation operator. Evolutionary 
Programming (EP) (Fogel et al., 1966; Fogel D. B., 1991) was first developed to evolve finite state 
machines (Fogel et al., 1966). Later it was extended to operate on real-valued vectors (Fogel D., 
1992). It uses only a mutation operator. The main characteristics of evolutionary algorithms are 
summarized in Table 2.1. 
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Table 2.1: The main characteristics of evolutionary algorithms. Different types of algorithms use differ-
ent evolutionary operators. 
 
 GA GP ES EP 
Representation Binary strings 
Tree-structured 
programs 
Real-valued Real-valued 
Encoding 
Length 
Fixed Variable Fixed Variable 
Evolutionary 
Operators 
Selection, cross-
over, mutation 
Selection, cross-
over, mutation 
Selection, mu-
tation 
Selection, muta-
tion 
Main operator Crossover Crossover Mutation Mutation 
Self-adaptation None None 
Standard devia-
tions and co-
variences 
Variances 
2.1. Genetic Algorithms 
Genetic Algorithms are a popular branch of Evolutionary Algorithms. In a standard genetic algo-
rithm (Holland, 1975; Goldberg, 1989), candidate solutions are represented as fixed length binary 
strings. Taking the terminology from genetics, each bit string is called a chromosome. The algo-
rithm usually starts with a random population of chromosomes and iteratively produces a new gen-
eration of offspring. The sequence of generations is continued until satisfactory results are achieved 
or the maximum number of iterations is met. 
In each iteration, individuals are evaluated according to a fitness function. The fitness function is a 
measure of how close a given individual is to a desired solution. The selection of individuals for 
the next generation is based upon their fitness values. In the roulette wheel selection method (also 
known as proportioned selection), individuals are selected with a probability proportional to their 
fitness values. Two other often used selection methods are tournament selection and truncation 
selection. In the tournament selection, k number of individuals is selected in each tournament from 
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the population; and the best individual of each tournament is selected to undergo crossover and 
mutation. In the truncation selection, the individuals are ordered by their fitness values and a num-
ber of fittest individuals are selected.  
The main evolutionary operator is crossover. The crossover operator generates two offspring from 
parent strings parent1 and parent2 by exchanging sets of genes starting from a random point r. The 
crossover operator in genetic algorithms is depicted in Figure 2.2. 
 
Figure 2.2: Crossover in Genetic Algorithms. 
 
The mutation operator, illustrated in Figure 2.3, is used as a background operator in order to en-
courage variety. It causes a gene to be randomly replaced by another at a random point r with a 
small probability p (Holland, 1975). 
 
Figure 2.3: Mutation in Genetic Algorithms. 
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2.2. Evolution Strategies 
Evolution Strategies (ESs) are a class of Evolutionary Algorithms, developed for parameter opti-
mization problems (Rechenberg, 1965; Schwefel, 1981). In ESs, candidate solutions are repre-
sented as a population of l-dimensional real-valued object vectors; and each vector is associated 
with its own strategy parameters. Only the object vectors are evaluated according to fitness func-
tion, but both the object vectors and their strategy parameters are subject to evolution. Evolution of 
strategy parameters is called self-adaptation, and it enables the strategy parameters to adapt during 
the search process. 
In standard ESs, truncation selection is used. It is based on the ranking of the fitness values of the 
individuals. The best μ individuals are selected to form λ number of offspring. There are two types 
of selection mechanisms: (μ/ρ + λ) – ES (plus selection) and (μ/ρ, λ) – ES (comma selection). The 
number of parents involved in recombination is denoted as ρ (ρ ≤ μ). However, recombination is 
not always used. Most ESs use only the mutation operator. 
In the (μ/ρ + λ) – ES (plus selection), λ offspring are generated from the best μ parents. Then, μ 
number of individuals are selected from the union of the parent (μ) and the offspring (λ) population. 
In this selection type, parents can survive until offspring become more adapted. In the (μ/ρ, λ) – ES 
(comma selection), the offspring population λ (λ ≥ μ) is generated from the parent population (μ). 
The parents of the next generation (μ) are selected from the offspring population (de Castro, 2011). 
There are different recombination mechanisms that can be used. A new individual can be a product 
of two selected parents or combination of all individuals available in the parent population. Fur-
thermore, recombination is performed on strategy parameters as well as on the object variables. 
The object vectors are mutated by adding an l-dimensional random variable N (0, C), where C is 
covariance matrix given by 𝐶 = 𝑐𝑖𝑗 = { 𝑐𝑜𝑣(𝑋𝑖, 𝑋𝑗 )  𝑖 ≠ 𝑗, 𝑣𝑎𝑟(𝑋𝑖 𝑋𝑗 ) 𝑖 = 𝑗 } and has the prob-
ability density function given below (de Castro, 2011). 
𝑓𝑥(𝑥1, . . , 𝑥𝑛) = √
det (𝐶)
(2𝜋)𝑙
𝑒𝑥𝑝 (
1
2
𝑋𝑇𝐶−1𝑋) 
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The mutation operator is first applied to the strategy parameters σ (standard deviations) and θ (ro-
tation angles); and then the object vectors according to a modified probability density function of 
the individuals. 
𝜎𝑖
′ = 𝜎 ∙ exp(𝜏′ ∙ 𝑁(0,1) + 𝜏 ∙ 𝑁𝑖(0,1)) 
𝜃𝑗
′ = 𝜃 + 𝛽 ∙ 𝑁𝑗(0,1) 
𝑥′ = 𝑥 + 𝑁(0, 𝐶(𝜎′, 𝜃′)) 
where 𝑁(0, 𝐶(𝜎′, 𝜃′)) corresponds to the correlated mutations vector. 𝜏′, 𝜏 and β are parameters 
which Schwefel suggests to be set as: 𝜏′ ∝ √2√𝑙
−1
, 𝜏′  ∝ √2𝑙
−1
and  𝛽 ≈  0.0873 (Bäck & 
Schwefel, 1993). 
2.3. Evolutionary Programming 
Evolutionary Programming (EP) was first developed by Fogel, Owens and Walsh (1966), and used 
to evolve finite state machines as predictors. The state transition tables of these finite state machines 
were modified by random mutations. The individuals were evaluated according to the number of 
symbols predicted correctly. It was extended by Fogel (1991) to operate on real valued vectors 
subject to normally distributed random mutations. The recombination operator is not used in EP. 
The selection method is similar to (μ + λ)-ES method used in ES. After generating μ (μ = λ) off-
spring from μ parents by mutating each parent to produce an offspring, the best μ individuals are 
selected from the set formed by the parents plus offspring (μ + μ). 
In the standard EP, the mutation operator uses Gaussian distribution which has an independent 
standard deviation for each component of the object vector. The standard deviations of the Gaussian 
distribution are the square roots of the linear transformation of the fitness values (Bäck & Schwefel, 
1993): 
𝑥𝑖
′ = 𝑥𝑖 + 𝜎𝑖 ∙ 𝑁𝑖(0,1) 
𝜎𝑖 = √𝛽𝑖 ∙ 𝑓𝑖𝑡(𝒙) + 𝛾𝑖 
where the parameters 𝛽𝑖 and 𝛾𝑖isoptimized for a particular task. To solve the parameter optimiza-
tion problem, the meta-EP algorithm self-adapts strategy parameters (variances) of the individuals.  
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𝑥𝑖
′ = 𝑥𝑖 + √𝑣𝑎𝑟𝑖 ∙ 𝑁𝑖(0,1) 
𝑣𝑎𝑟𝑖
′ = 𝑣𝑎𝑟𝑖 + √𝛼 ∙ 𝑣𝑎𝑟𝑖 ∙ 𝑁𝑖(0,1) 
Here, α ensures that 𝑣𝑎𝑟𝑖 remains positive. Whenever 𝑣𝑎𝑟𝑖 becomes negative or zero, it is set to a 
small value 𝜀 > 0 (Fogel, 1992; Bäck & Schwefel, 1993). 
2.4. Genetic Programming 
In Genetic Programming, the main goal is to evolve optimum computer programs that perform a 
user defined task. Individual programs consist of a set of functions (F) and terminals (T). The pro-
grams are often represented as tree structures. That is why, GP works well with functional lan-
guages such as: LISP. It is also possible to implement GP using any language. A set of functions 
are pre-defined operators that are believed to be useful for the solution of the problem; and the 
terminals are constants or variables. 
The initial population of random programs is generated using functions and terminals. Evolutionary 
operators are similar to those used in standard GAs. The crossover operator in GP is illustrated in 
Figure 2.4 with the function set F = {+, -, *, /} and the terminal set T = {u, v, x, y, z}. Crossover 
simply swaps sub trees of two parent programs.  
 
 
 
Figure 2.4: Crossover in GP. F = {+, -, *, /}, T = {u, v, x, y, z}. 
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The mutation operator is illustrated in Figure 2.5. It causes a node to be randomly replaced by 
another. The population might consist of programs with different lengths. Therefore, crossover 
points might be different for each parent; and resulting programs of evolutionary operators should 
be valid programs. 
 
Figure 2.5: Mutation in GP. 
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3. Artificial Neural Networks 
Artificial Neural Networks (ANNs) are computational models of the central nervous system. The 
basic unit of computation is an artificial neuron (computation node). There are basically three types 
of neurons: input neurons, hidden neurons and output neurons. Usually, the input nodes are linear 
units. They simply propagate the input signal to the hidden nodes. The signal is processed in the 
hidden nodes and the results are obtained by the output nodes. Artificial neurons can receive stimuli 
from other neurons or from the environment, process the information and stimulate other neurons. 
Synapses (connections) are represented by links between neurons and learning takes place by mod-
ifying weights associated with their links. 
The first model for artificial neurons was developed by McCulloch and Pitts (1943). The McCullch 
and Pitts neuron is a binary neuron. It receives inputs, and if all inputs are excitatory, sums them 
up. If the sum is greater than a certain threshold, the neuron fires and the output becomes 1, other-
wise 0. Figure 3.1 illustrates an example of a McCulloch and Pitts neuron and its activation function 
(f) where x = (x1, x2) its inputs, g = x1 + x2 and if f (g) greater than the threshold (θ), the output (y) 
becomes1, otherwise 0. 
 
Figure 3.1: The McCulloch and Pitts neuron (a), x1 and x2 are inputs, y is output and  
f (g) is the activation function. The activation function (step function) f and threshold θ (b). 
 
A generalized model of a neuron and different kinds of activation functions are illustrated in Figure 
3.2. Each input signal xi to neuron j is multiplied by its weight wji. In Figure 3.2 (a), gj is the sum of 
all inputs multiplied by their weights plus the bias bj. The activation function f (gj) limits the output 
of the neuron. Furthermore, different activation functions are illustrated in Figure 3.2 as follows: 
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ramp activation function (b), step activation function (c), tangent hyperbolic function (d) and sig-
moid function (e). 
 
Figure 3.2: Generalized model of a neuron (a). Ramp activation function (b). Step activation function (c). 
Tangent hyperbolic activation function (d). Sigmoid activation function (e). 
 
3.1. Feedforward Neural Networks 
A Feedforward Neural Network is an artificial neural network where connections between neurons 
do not form cycles. In this network architecture, the information flows from the input nodes, 
through the hidden nodes and to the output nodes. 
The simplest architecture of a feedforward network is a single-layer feedforward network consist-
ing of only input and output layers. The input nodes propagate the input signals to the output nodes. 
The output nodes process the information with a nonlinear types of activation function. 
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The architecture of a single-layer feedforward network is depicted in Figure 3.3(a). The input layer 
consists of linear nodes x = {x0, x1, … xn} (input node x0 is the bias and it is assumed to be fixed 
‘1’) and the output layer consists of processing nodes y = {y1, y2, … ym}. The weight matrix W can 
be used to represent the weights of the connections between the input layer and the output layer 
(Figure 3.3(b)). The first index i of the matrix W corresponds to an output node and the second 
index j corresponds to an input node (de Castro, 2011). 
 
Figure 3.3: A single-layer feedforward network. Network architecture (a). Connection weight matrix (b). 
 
The output of each output node can be calculated as follows: 
𝑦𝑖 = 𝑓(𝑤𝑖 ∙ 𝑋) = 𝑓(∑𝑤𝑖𝑗 ∙ 𝑥𝑗)
𝑛
𝑗=0
 
where, f is an activation function. The output vector of the whole network can be calculated by the 
formula below: 
𝑦 = 𝑓(𝑊 ∙ 𝑥) 
where, y is the output vector, W the weight matrix and x is the input vector. 
Multi-layer feedforward neural networks can be generated by adding more hidden layers to the 
system. Adding new hidden layers increase the nonlinearity of the network. The weight matrix 
notation W is the same as we used in single-layer networks. However, there is one weight matrix 
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for each layer. In Figure 3.4, the architecture of a multi-layer feedforward network is illustrated. 
The connection matrix W1 represents connections between the input layer and the hidden layer; 
and W2 represents the connections between the hidden layer and the output layer. 
 
Figure 3.4: The architecture of a multi-layer feedforward neural network with one hidden layer. 
 
Using the same formula we used to calculate the output vector of a single-layer feedforward net-
work, the output vector of a multi-layer feedforward network can be calculated as follows: 
𝑦 = 𝑓2(𝑊2𝑓1(𝑊1𝑥)), 
where 𝑓𝑘 is the vector of activation functions of layer k; 𝑊𝑘 is the weight matrix of layer k and x 
is the input vector. 
3.2. Echo State Networks 
Echo State Networks (ESN) are a type of recurrent neural network consisting of three layers: input, 
hidden and output. All possible connections between layers can be included in the calculation. The 
connections between the input layer and the hidden layer can be represented Win. The recurrent 
connections of the hidden nodes can be denoted as Whidden; and the concatenation of all the connec-
tion to the output nodes which are the connections from the input, the hidden and the output nodes 
themselves can be represented as Wout. Furthermore, the feedback connections from the output 
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node to the hidden nodes can be denoted Wback. An Echo State Network with the all possible con-
nections between layers is illustrated in Figure 3.5 (from Jaeger, 2001). However, not all connec-
tions are required. 
 
Figure 3.5: An Echo State Network with all possible connections. 
 (From Jaeger, 2001). 
 
The vector A (t) is defined to be the activation of nodes at time t+1. The activation of internal nodes 
can be computed as: 
𝐴ℎ𝑖𝑑𝑑𝑒𝑛(𝑡 + 1) = 𝑓ℎ𝑖𝑑𝑑𝑒𝑛 (𝑊𝑖𝑛( 𝐴𝑖𝑛(𝑡 + 1)) + 𝑊ℎ𝑖𝑑𝑑𝑒𝑛(𝐴ℎ𝑖𝑑𝑑𝑒𝑛(𝑡)) + 𝑊𝑏𝑎𝑐𝑘(𝐴𝑜𝑢𝑡(𝑡))), 
where 𝑓ℎ𝑖𝑑𝑑𝑒𝑛 is the activation function of the internal nodes. Here, the connection weights from 
the input layer to the hidden layer 𝑊𝑖𝑛, the internal connection weights of the hidden layer 𝑊ℎ𝑖𝑑𝑑𝑒𝑛, 
and the feedback connection weights 𝑊𝑏𝑎𝑐𝑘 are included in the calculation of the activations of the 
hidden units. 
Similarly, the activation of output nodes can be computed as follows: 
𝐴𝑜𝑢𝑡(𝑡 + 1) = 𝑓𝑜𝑢𝑡 (𝑊𝑜𝑢𝑡( 𝐴𝑖𝑛(𝑡 + 1),  𝐴ℎ𝑖𝑑𝑑𝑒𝑛(𝑡 + 1), 𝐴𝑜𝑢𝑡(𝑡))), 
where 𝑓𝑜𝑢𝑡 is the activation function of the output nodes, 𝑊𝑜𝑢𝑡 is the connection weights of the 
output nodes and ( 𝐴𝑖𝑛(𝑡 + 1),  𝐴ℎ𝑖𝑑𝑑𝑒𝑛(𝑡 + 1), 𝐴𝑜𝑢𝑡(𝑡)) is the concatenation of the activations of 
the input and hidden nodes at time t+1 and the output nodes at time t. 
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One of the most important properties of ESNs is that only the connection weights of the output 
nodes (Wout) are trained. The rest of the connections between the layers are fixed; and randomly 
initialized before training the network. The random initialization of the weights is done by ensuring 
that there will be the echo state property. This is achieved by sparsely connecting the fixed connec-
tions; and scaling the recurrent connections to have spectral radius less than one (Jaeger, 2002; 
Tong et al, 2007). The spectral radius of the hidden connection matrix determines the decay rate. 
The initial connection matrix 𝑊ℎ𝑖𝑑𝑑𝑒𝑛 can be scaled as: 
𝑊ℎ𝑖𝑑𝑑𝑒𝑛 =
𝛼𝑊ℎ𝑖𝑑𝑑𝑒𝑛
′
|𝜆𝑚𝑎𝑥|
, 
where α is desired spectral radius (0 < α < 1) and λmax is the maximum eigen value of  𝐖hidden
′ . 
The spectral radius can be chosen to be between 0 and 1. The closer the spectral ratio is to one, the 
longer the memory persists in the network. The size of the connections that are trained becomes 
relatively small compared to the whole network. Therefore, the capacity of the production of com-
plex behavior of a large scale network can be achieved by using less computational effort for train-
ing.  
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4. Neuroevolution 
The term neuroevolution refers to methods where the computational models of evolution are ap-
plied in the design process of artificial neural networks. The main goal of this research is to generate 
algorithms that can produce artificial neural networks for a solution to a problem. Frequently used 
network training algorithms such as: back-propagation (Rumelhart et al., 1986), may often get stuck 
at a local minimum due to their use of the gradient descent information. Moreover, they require 
that the error function be differentiable. Evolutionary algorithms on the other hand, do not use 
gradient descent information and there is no need for the error function to be differentiable (Yao, 
1999). Moreover, it is possible to explore different topologies and connection weights of the neural 
networks using evolutionary algorithms. Apart from the engineering reasons, the methods proposed 
in this field have a potential to better understand and illustrate the evolutionary origins and the 
emergence of intelligence in the brain. 
Darwinian evolution by natural selection is the best and only viable explanation of why and how 
living beings have come to be (Dawkins, 1976; Barkow, Cosmides, & Tooby, 1992). Simple mech-
anisms of evolution, variation and natural selection, have been sufficient driving forces for adapting 
a population to its environment. As a result of a long history of modifications, the process has been 
able to successfully produce complex biological devices for complex tasks.  
The brain is a biological device which was designed by evolutionary processes in order to process 
environmental information and produce behaviors. These behavioral responses are not always fit-
ness maximizers. However, the brain has its intrinsic ability to change these responses over time. 
Therefore, the mechanisms of the brain which can adapt behavioral responses according to envi-
ronmental demands is the product of evolution rather than behavioral responses themselves 
(Cosmides & Tooby, 1987). 
Computational models of evolution have been demonstrated to be very successful in adapting so-
lutions to many problems, in fact better than any solutions that are intelligently designed. However, 
it is recognized that the success of an evolutionary algorithm depends on its capability of generating 
variation in the population where preferred solutions can be seen for selection. Further, the pheno-
typic adaptations of candidate solutions should be gradual and meaningful interpretations of the 
modifications performed in the genotype. All these requirements point out the representation issues 
which were referred to by (Wagner & Altenberg, 1996) as the evolvability of the mapping method 
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between genotype and phenotype. In nature, the solution is provided by the discovery of the DNA. 
One can wonder then whether there was a time where mapping between genotype and phenotype 
evolved and this process gave rise to DNA (Wagner & Altenberg, 1996). 
Computations in the brain are performed by a collection of billions of neurons and thousands of 
connections between these neurons (estimated 85 billion neurons and 1015 connections). However, 
the human genome consists of approximately 23.000 genes. It is clear that the topology and the 
connections of the neurons are not solely determined by the genetic instructions since the required 
information is far greater than the number of total instructions in the human genome. The structure 
of the brain is rather shaped by the environmental stimuli during the development and lifelong 
learning processes. 
The methods proposed in neuroevolution can be grouped under two distinct headers, namely direct 
and indirect encoding. In direct coding, there is a one-to-one correspondence between the genotype 
and the parameters of the phenotype that are to be optimized. Although it is possible to evolve both 
topology and the connections of the networks simultaneously, this method is usually used when the 
network size is small and its topology is fixed. In indirect encoding on the other hand, developmen-
tal rules or construction schemes of the networks are used to evolve without directly specifying the 
connection weights. This method works better when the network size is large and its topology is 
being evolved.  
Regardless of the encoding type, an outline of an evolutionary algorithm is given in Figure 4.1 
(Yao, 1999). In each evolutionary cycle, the artificial neural networks are constructed from the 
genotypes of the individuals in the population. The fitness values are determined by evaluating the 
artificial neural networks. The parents are selected according to the fitness values in order to form 
the next generation. The evolutionary operators (crossover and/or mutation) are applied to the ge-
netic code of the parents.  
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Figure 4.1: An outline of an evolutionary algorithm for evolving artificial neural networks (Yao, 1999). 
4.1. Direct Encoding 
Direct encoding is a representation type of an artificial neural network wherein the connection 
weights of the networks are directly specified in the genetic code of the individuals. One of the first 
examples of this method used genetic algorithms (Belew et al., 1990; Caudell & Dolan, 1989; 
Whitley et al., 1990; Wieland, 1990). In standard genetic algorithms, each connection weight of an 
artificial neural network is represented by a bit string. The genetic code of an ANN is obtained by 
concatenating bit string representations of all the connection weights. Figure 4.2 illustrates binary 
encoding of an artificial neural network. Each connection is encoded by using 3 bits.  
There are methods, such as: grey coding that can be used for encoding real numbers with a given 
range and precision. However, these methods require a priori knowledge on the range and precision 
of the real numbers. Moreover, the determination of the precision of binary representations be-
comes problematic because if the connection weights are represented using a few bits then the 
algorithm would not be able to find optimum weights; and if the weights are represented using 
many bits, then the length of the genetic code will be larger resulting in a slower convergence time 
(Yao, 1999).  
 20 
 
 
Figure 4.2: An example of a binary representation of an artificial neural network using 
direct coding. An artificial neural network is on the left (a) and its genetic representation 
is on the right (b). Each connection is represented using 3 bits.   
 
Another problem which is referred as competing conventions or the permutation problem. It is a 
situation where many different genotypes in the population decode the same artificial neural net-
work. For example, if the hidden nodes of the ANN in Figure 4.2 are flipped, the genetic code will 
be different, however, the functionality of the networks would be the same. The result of the cross-
over operator of these two networks would have repeated structures and that would make it ineffi-
cient (Belew et al., 1990; Schaffer et al., 1992; Angeline et al., 1994). 
It is possible to use real numbers directly without converting the binary representations (illustrated 
in Figure 4.3). In this case, a real-valued vector is used for each genetic code. However, the classical 
evolutionary operators of crossover and mutation, cannot be applied. Montana and Davis (1989) 
used this approach and designed evolutionary operators that can work with real numbers. They also 
compared their results with the back-propagation algorithm and found that the evolutionay 
algorthm performs better on the problems they studied. 
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Figure 4.3: An example of real-valued representation of an ANN using direct 
encoding. An ANN (a) and its real-valued genetic representation (b). 
 
It is natural to use evolution strategies and evolutionary programming since they are designed to 
optimize real-valued vectors (Fogel et al., 1990; Angeline et al., 1994; Igel, 2003; Yaman et al., 
2014). These methods can reduce the negative effect of the competing conventions problem. 
Detailed description about ES and EP can be found in section 0. An outline of an evolutionary 
programming algorithm that evolves the connection weights of artificial neural networks is given 
below. 
1. Initialize a population of random µ individuals. Each individual Xi consists of two real-
valued vectors Xi = (xi, vari), where xi is a genetic representation of an ANN and vari is self 
adaptation parameter. 
2. Repeat until the algorithm has converged or satisfactory results are found 
a. Produce µ offspring using the genotype of the individuals in the population. Each 
individual generates an offspring using the formulae below. 
𝑥𝑖
′ = 𝑥𝑖 + √𝑣𝑎𝑟𝑖 ∙ 𝑁𝑖(0,1) 
𝑣𝑎𝑟𝑖
′ = 𝑣𝑎𝑟𝑖 + √𝛼 ∙ 𝑣𝑎𝑟𝑖 ∙ 𝑁𝑖(0,1) 
where, 𝑥𝑖
′ is the offspring generated from the parent xi and 𝑣𝑎𝑟𝑖
′ is the self-adapta-
tion parameters generated from the adaptation parameters of the parent. 
𝑁𝑖(0,1) denotes normally distributed random value with zero mean and standard 
deviation one. 
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b. Decode each genotype in the union of the parent and offspring population and 
construct a corresponding ANN. 
c. Evaluate each ANN and find fitness values for each individual. 
d. Rank the union of the individuals in the parent and offspring population individuals 
according to their fitness values and select the best µ individuals to be the parents 
of the next generation 
Evolutionary algorithms can also be used to evolve the wiring diagram of the networks. In this case, 
the connection matrix of the neurons Cnxn is used as the genetic code to represent ANNs (Miller, 
Todd, & Hedge, 1989; Schaffer, Caruana, & Eshelman, 1990). If the wiring diagram is evolved 
separately from the weights, then the connection matrix is a binary matrix where the value of given 
row i and column j indicates the existence of the connection between neurons i and j. If there is a 
connection between the neurons, then the corresponding value is one; and otherwise it is zero. To 
evolve the connection weights simultaneously, a real-valued connection matrix can be used instead 
of a binary connection matrix. In this case, the value of a corresponding connection between two 
neurons represents the connection weight. The whole connection matrix encodes all possible con-
nections between neurons. However, if the network is restricted, then only the interested part can 
be taken. For example, for feedforward networks, the upper-right triangle of the connection matrix 
is sufficient (Yao, 1999). An example of a binary representation of the connections for an ANN is 
illustrated in Figure 4.4 (Yao, 1999). The connection matrix is given in Figure 4.4 (b). In Figure 
4.4 (c), only feedforward connections are represented. Because of the reduction of the other con-
nections, the length of the genetic code becomes 15. If the recurrent connections are allowed which 
is shown in Figure 4.4 (d), the length of the genetic code is 36.  
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Figure 4.4: An example of a binary representation of the architecture of an ANN using direct encoding. An 
ANN is illustrated on the left (a), the connection matrix of this ANN is shown in the middle (b), genetic 
codes for feedforward (c) and recurrent (d) connections are given on the right (Yao, 1999). 
 
One of the problems with this encoding method is that competing conventions can still affect the 
search process since different arrangements of the genetic code in Figure 4.4 (c) and (d) can encode 
the same ANN. Another problem that needs to be considered is the inefficiency of the crossover 
operator in structural search. In standard genetic algorithms, two offspring are generated from the 
recombination of two parents. However, the resulting structures of the offspring may radically dif-
fer from the structures of the parents. This may cause jumps in the structural search space which 
may result in a decrease in the fitness of the offspring. 
Angeline et al (1994) sugessted an algorithm to evolve recurrent neural networks in order to reduce 
the effect of competing conventions and increase the continuity of the structural search. They used 
evolutionary programming with a special structural mutation operator. Their structural mutation 
operator allows addition of new nodes or links; and deletion of existing nodes or links. We can 
observe same structral search problems when adding or deleting a node or a link. Since the 
parameters and the structure of the networks would be optimized to some level, adding a link or 
deleting a link would radically change the behavior of the network, causing the fitness of the 
offspring to be lower than their parents. In order to prevent these jumps in the search space, they 
suggested adding new nodes or links with zero weight, and then leaving optimization to future 
modifications. 
Neuro-evolution of augmenting topologies (NEAT) is an evolutionary method to co-evolve the 
topology and the parameters of the networks (Stanley & Miikkulainen, 2002). This method was 
developed in order to reduce the negative impact of competing conventions by ensuring that the 
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product of the crossover of two parents will be meaningful. To achieve this goal, the algorithm 
keeps track of the gene markings which indicate their genetic origins. Each genetic code encodes 
the connections and their weights of the network. The length of the genetic codes can be different. 
Each gene in the genetic code is associated with a binary number which indicates whether the gene 
is expressed in the phenotype and; a number which is referred as the innovation number. When a 
new gene appears through mutation, a global counter is increased by one and assigned to that gene 
as an innovation number. Innovation number for genes do not change throughout the evolutinary 
process. An example of a genetic representation of an ANN using NEAT is shown in Figure 4.5. 
Each gene decodes a link between two neurons if it is enabled.  In the example, the genetic code 
consists of five genes, however, gene number two is not expressed in the phenotype.  
 
Figure 4.5: An example of a genetic representation of an ANN using NEAT. The genetic code consists of 
5 genes however, gene number 2 is not expressed in the phenotype (Redrawn from Stanley & 
Miikkulainen, 2002). 
 
The mutation operator can change the connection weights and the structure of the networks. Two 
types of structural mutation are used. The first, adds a non-existing link between two nodes in the 
network. The second, splits a link into two by generating a new node in the middle, and disables 
the gene that encodes the old connection. Using the innovation number, the match between two 
different genotype can be determined easily. The crossover operator generates offspring by 
randomly selecting genes from the genes of the parents that match. The genes that do not match are 
always included in the genotype of the offspring (Stanley & Miikkulainen, 2002). Moreover, they 
measured the compatibility distance between individuals by taking into account matching and non-
matching genes. The compatibility distance is used to cluster the individuals into different groups 
which allows for speciation (Stanley & Miikkulainen, 2002). 
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Figure 4.6: Mutation operator in NEAT. Connection mutation is illustrated on top. The offspring (b) is 
generated from the parent (a) by adding a connection between neuron numbers 3 and 4. The offspring (d) is 
generated from parent (c) by adding a new node, disabling the old connection and generating two new con-
nections between the old nodes and the new node (Redrawn from Stanley & Miikkulainen, 2002). 
4.2. Indirect Encoding 
Indirect encoding is a type of genotype-phenotype mapping for artificial neural networks where the 
parameters to be optimized in the phenotype are not directly specified in the genotype. This method 
is generally suitable for parametric and topological search for large scale artificial neural networks 
since there are less parameters to be optimized. 
Kitano (1990) proposed a grammatical graph encoding method based on rewriting rules of symbols 
which develop the connectivity matrix of an artificial neural network. Regular connectivity patterns 
can be discovered using this encoding method. There are two types of symbols: terminals and non-
terminals. A terminal symbol is a predetermined 2 x 2 matrix and consists of 0s and 1s. A non-
terminal symbol is 2 x 2 matrix consisting of symbols. A developmental rule recursively constructs 
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the connectivity matrix starting from the initial state “S”. An example of some developmental rules 
are illustrated in Figure 4.7. Terminals are shown as fixed rules and non-terminals are indicated as 
evolvable rules. 
 
Figure 4.7: An example of developmental rules that construct the connectivity matrix (Redrawn from 
Kitano, 1990). 
 
The genotype of the network given by the rules in Figure 4.7 can be written as: 
ABCDababcacaaaaaabaa 
where, ABCD is the right hand side (RHS) of the rule “S”, abab is the RHS of the rule “A”, caca 
is the RHS of the rule “B”, aaaa is the RHS of the rule “C” and abaa is the RHS of the rule “D”. In 
Figure 4.8, the ANN and its connectivity matrix is constructed using the genotype and the rewriting 
rules given in Figure 4.7. 
 
Figure 4.8: Construction of the ANN using the rewriting rules given in Figure 4.7. 
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Koutnik et al. (Koutnik, Gomez, & Schmidhuber, 2010) proposed methods that use transformation 
functions such as: the Fourier Transform and the Discrete Cosine Transform, in order to reduce the 
dimensionality of the search space. These methods encode the weights of the networks in the fre-
quency space. Since insignificant coefficients are discarded (lossy compression), very large scale 
networks can be encoded using a small number of genes. The weights of the networks are obtained 
using inverse transformations of these functions. 
There is another developmental method suggested by Gruau (Gruau, 1995; Gruau et al., 1996). 
This method is a model of cell division and a differentiation process which grows into an artificial 
neural network. In this model, the genetic code is a tree structured program which controls the 
growth of the artificial neural networks using special instructions. For example, a cell division 
function replaces a parent cell with two cells. They defined two types of division with respect to 
the distribution of the connections. The first division type links the input connections to the first 
child, the output connections to the second child and links the first and second child. In the second 
division type, both cells inherit all the input and output connections, but they remain unconnected. 
They use the crossover operator that is used in classic genetic programming  which exchanges two 
subtrees of two tree structured genetic programs. The mutation operator replaces a terminal node 
with a random non-terminal and generates a subtree (Gruau, Whitney, & Pyeatt, 1996).  
Nolfi et al. (Nolfi, Miglino, & Parisi, 1994) suggested a developmental model that includes 
phenotypic plasticity in their growth model. Phenotypic plasticity allows the structure of the 
artificial neural network to change over time. The growth model and the plasticity properties are 
encoded in the genotype of an agent. Each gene in the genotype specifies the developmental 
instructions of a neuron. These instructions include the position of the neuron, its threshold 
expression, axonal growth angle, sement length and synaptic length. The artificial neurons are 
placed on a 2D plane. The threshold expression determines under what conditions the axon of a 
neuron will grow and the growth angle determines in what direction the growth will occur. These 
variables may vary from neuron to neuron in the same artificial neural network. Further information 
can be found in (Nolfi, Miglino, & Parisi, 1994). The results of the developmental process of the 
network structure is shown in Figure 4.9 (from Nolfi et al., 1994). 
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Figure 4.9: The results of the developmental process of the evolved neural network. The network and 
branches on the left, the network after non-connecting branches are eliminated in the center and the func-
tional network on the right (from Nolfi, Miglino, & Parisi, 1994). 
 
Another biologically inspired artificial neural network development method is called HyperNEAT 
(Stanley, 2009). This method is an application of Compositional Pattern Producing Networks 
(CPPNs) (Stanley, 2007) to the generation of artificial neural networks. The idea is that the 
properties of phenotypic entities can be defined as a function of their location. CPPNs are networks 
of functions that are used to determine the connectivity patterns of the phenotype of an individual. 
They evolved CPPNs to find connectivity patterns that perform well on the problem under 
investigation. In this method, large scale networks can easily be evolved since the size of the 
networks are independent of their genetic code.  
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5. Foreign Exchange Market 
The Foreign Exchange Market (FOREX or FX) is a global and decentralized financial market 
where the traders exchange currency pairs with the expectation of making a profit by predicting the 
future price of the currencies. Trading is open 5 days a week, 24 hours a day. According to the 
Bank for International Settlements, daily average turnover is 4 trillion US dollars. Because it is so 
vast and highly distributed, the price of the currency pairs are not so easily manipulated (Sher, 
2011). 
5.1. Predictability of an Exchange Market 
Financial markets are complex adaptive systems. They reflect the collective behavior of millions 
of interacting agents whose behaviors evolve and self-organize corresponding to a series of histor-
ical events. Therefore, modelling this complexity and predicting the future behavior of a market is 
one of the most challenging problems for the machine learning community. Although, numerous 
methods have been tried, the inquiry of the predictability of the future price of an exchange market 
remains as a controversial one. There are two theories suggested concerning the viability of the 
predictability of the future price of a financial instrument: the Efficient Market Hypothesis (EMH) 
and Random Walk Theory (RWT). 
5.1.1. Efficient market hypothesis 
The efficient market hypothesis states that there is no information can be accountable for predicting 
the future price of a market, because, the price fully reflects all the available information. New 
information is immediately absorbed into the price. Fama (1970) defines three forms of EMH: 
weak, semi-strong and strong. 
Weak EMH states that the current price fully reflects the past price and historical information. It 
implies that historical information is not correlated with future rates. Semi-strong EMH includes 
all currently public information and strong EMH assumes that the price fully reflects all the histor-
ical, currently public and private information as well. 
5.1.2. Random walk theory 
Random Walk Theory (RWT) (Malkiel, 1973) claims that the price movements are completely 
random. Therefore, the historical data has no influence on the future price, and cannot be used to 
predict the future price. 
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5.2. Predicting the Market 
There are two different approaches used to make predictions on a market: fundamental analysis 
and technical analysis. 
5.2.1. Fundamental Analysis 
The traders who use fundamental analysis focus mainly on interpreting the factors that affect supply 
and demand. The main goal in fundamental analysis is to gather and interpret information in order 
to acquire intuition on the future performance of a business. In FOREX, the traders interpret the 
overall state of the economy and other factors such as: gross domestic product (GDP), interest rates, 
employment, earnings, housing, production and manufacturing. All this information is being re-
leased periodically. When an event occurs, the traders look for trading opportunities and try to act 
before anyone else does. 
5.2.2. Technical Analysis 
Technical analysis is based on the assumption that the factors that affect a financial instrument are 
embedded into the price. It is believed that these factors exhibit behavioral patterns. These patterns 
may repeat. Therefore, the historical patterns can be studied and used to predict the future behavior 
of the market. There are various indicators developed to exhibit these patterns and to time the best 
entry points possible. Some of the popular indicators are: Moving Average Convergence - Diver-
gence (MACD), Relative Strength Index (RSI), Stochastic, Average True Range (ATR) and Aver-
age Directional Index (ADX).  
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6. Agent Based Model of the Exchange Market 
The main motivation of this framework is to simulate autonomously trading agents on real market 
data with real world rules. Just as real world traders, artificial traders are able to perform actions 
on market data based on historical information. After the training process, the successful agents 
can be selected and used to make predictions on future rates. 
If the agents are to perform actions on real market data, a powerful and robust method is needed. 
Artificial neural networks have been successfully used for many tasks. They perform well on com-
plex problems and can be trained online. Some researchers have used ANNs in market prediction 
algorithms (Dutta & Shekhar, 1888; White, 1988). These algorthms often use historical price, 
technical and/or fundamental data as inputs and generate the future price of the market as output. 
However, the goal in this framework is not to predict the future price of the market. Instead, it is to 
predict the optimum action based on input at time t. Therefore, the output of the network is an 
action such as: buy or sell. Since, the output is not a value, it is not possible to train our neural 
network using back propagation. Instead, the network weights should be optimized. 
We used Echo State Networks to optimize the behavior of the agents in a certain period and then 
tested on future data. The connection weights of the networks are optimized using evolutionary 
programming. The detailed description of the algorithm is given in section 6.2. A general case for 
this algorithm can be described as: 
1. Randomly initialize a population of agents. (Each agent is an independent artificial neural 
network. The weights of the networks are initialized randomly in this step.) 
2. Repeat until no improvement is observed for a certain number of iteration.  
a. Let each agent in the population trade for certain number of time steps. 
b. Evaluate the performance of the agents according to the fitness function. (The suc-
cess ratio, which is the number of successful trades divided by the total number of 
trades or the total profits can be used as the fitness function.) 
c. Select agents with high fitness values. (Agents with higher fitness values on train-
ing data are selected to form the next generation.) 
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d. Apply evolutionary operators to the selected agents and produce offspring. 
It seems impossible to design an agent that is always profitable. Therefore, it is a bit risky to count 
on a single agent. However, a collection of many agents reduces risk. Intuitively speaking, some of 
the agents will perform badly, while others will perform well on the test data. The expected overall 
system performance would be profitable since, we are selecting agents that are likely to be success-
ful. 
In this work, we developed an algorithm that finds a number of agents that use different trading 
strategies. The algorithm measures the difference between the trades of the agents. The agents are 
then added to the resulting population ensuring that a variety of trading strategies are produced. 
6.1. Echo State Network Model 
The agents’ actions are based on the output of the echo state network. The connection weights from 
the input layer to the output layer and from the hidden layer to the output layer (Wout) were opti-
mized using meta-EP algorithm. The rest of the connections (Whidden, Win and Wback) are fixed. 
The weights of the connections from the input layer to the hidden layer (Win) were sampled from 
a uniform distribution [-1, 1] with a probability of 0.3. The weights of the connections from the 
output layer to the hidden layer (Wback) were sampled from a uniform distribution [-0.5, 5] with a 
probability of 0.2. The internal weights (Whidden) were randomly set to the values of 0, -1 and +1 
with probabilities of 0.8, 0.1, and 0.1 respectively; and scaled to have 0.95 spectral radius. The 
function that fills the weight matrices is given in Figure 6.1. 
 
Figure 6.1: The function for initialization of the connection weights. 
 
The architecture of the echo state network used in the design of the agents is depicted in Figure 6.2. 
The connections that are fixed are drawn as solid lines; and the connections to be optimized are 
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shown as dotted lines. The context layer holds the activations of the hidden nodes at time t-1. In 
each time step, the activations of the hidden nodes are copied to the context layer.  
 
Figure 6.2: The architecture of the echo state network used in the design of agents. The connec-
tions that are fixed are drawn as solid lines and the connections that are optimized are displayed as 
dotted lines 
 
We used 15 input neurons. The first 3 inputs are the price of 3 currency pairs (EUR/USD, 
USD/CAD and EUR/CAD). The inputs from 4 to 13 are 6 technical indicators (Volume, Stochastic 
Slow (%D), RSI, CCI, MACD (Histogram), ATR, ADX (ADX, DI+, DI-), TSI). The next two 
inputs are an agent’s status flag and an agent’s return. The agent’s return was calculated using the 
formula:  
∆𝑝𝑟𝑖𝑐𝑒= (𝑝𝑟𝑖𝑐𝑒𝑛𝑜𝑤 − 𝑝𝑟𝑖𝑐𝑒𝑜𝑝𝑒𝑛)/𝑝𝑟𝑖𝑐𝑒𝑜𝑝𝑒𝑛 
where ∆𝑝𝑟𝑖𝑐𝑒 is the price percentage change and 𝑝𝑟𝑖𝑐𝑒𝑜𝑝𝑒𝑛 is the opening price of a position. The 
inputs are first normalized to have a zero mean and standard deviation of one; and then scaled to 
the range [-1, 1]. The input layer is summarized in Table 6.1.  
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The Input 
Number 
Input Indication 
1 - 3 EUR/USD, USD/CAD, EUR/CAD Price Correlation 
4 Volume Volume 
5 Stochastic Slow (%D) Momentum 
6 Relative Strength Index (RSI) Momentum  
7 Commodity Channel Index (CCI) Overbought / Oversold 
8 
Moving Average Convergence - Divergence 
(Histogram ) 
Momentum 
9 Average True Range (ATR) Volatility 
10 - 12 Average Directional Index( ADX, DI+, DI-) Trend Strength 
13 TSI Momentum 
14 Status flag 
Indicates if an agent is 
currently in a trade. 
(buy 1, sell -1, no trade 
0) 
15 Price change 
Price change since be-
ginning of a trade 
 
Table 6.1: The inputs and their indication. 
 
The output of the networks is a single sigmoidal (tanh) neuron. If the output of the network is equal 
or greater than 0, the agent goes long (buy). If the output is smaller than 0, the agent goes short 
(sell). 
The network consists of 50 hidden units. The activation function of all the hidden units is tanh 
activation function. As discussed earlier, all the connections except Wout are fixed. It means that the 
connections between the input layer and the output layer, and the connections between the hidden 
layer and the output layer should be optimized (also shown in Figure 6.2. The connections to be 
optimized are drawn as dotted lies.). The total count of the connections to be optimized is                     
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1 x (15 +50) where 15 is the number of input units, 50 is the number of hidden units and 1 is the 
number of output units. 
We include two additional parameters to the optimization parameters which are used as maximum 
loss and maximum profit. If an agent’s current return is smaller than maximum loss, or greater than 
maximum profit then the trade is automatically terminated. 
6.2. The Algorithm 
The algorithm was implemented in MATLAB; and all the market data was taken from Trading 
Station which was developed by FXCM Inc. The agents were trained and tested on EUR/USD 
hourly data. We tested the algorithm between the dates 04/09/2012 2:00 pm and 10/31/2013 00:00 
am. We trained the agents on the first 1000 samples and tested on the following 50 and 100 samples. 
Then, we shifted the timeframe by 100 samples and started the training from the beginning of the 
next 1000 samples. The illustration of the training and testing approach is given in Figure 6.3. 
 
Figure 6.3: EUR/USD 1 hourly chart starts from the date 01/01/2013 11:00 pm. 
The agents first trained and tested, then the window is shifted by 100 samples. 
 
The evolutionary algorithm that optimizes the connection weights on the training data is given in 
Figure 6.4. First, the training data was normalized as follows:  
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 Each input row between 1and 3 (the price inputs) was normalized to have 0 mean and 1 
standard deviation. 
𝑥′ =
𝑥 − 𝜇
𝜎
 
where, x is an input sequence, μ is the mean of the sequence and σ is the standard deviation. 
The vectors were then scaled in the range between -1 and 1. 
 Stochastic and RSI indicators range between 0 and 100. These indicators were scaled ac-
cording to the formula 𝑥′ = (𝑥 − 50)/50. 
 All the elements within the MACD, CCI and TSI indicators were divided by the maximum 
of the absolute value of the sequences. 
 Volume, ATR and ADX indicators were scaled by dividing all the elements within the 
sequences by the maximum value of the sequences. 
 
Figure 6.4: An evolutionary algorithm that optimizes the connection weights of the agents. 
 
First, the fixed network weights are initialized. Next, a population of agents is initialized randomly. 
The population size was set to 10; however we start with a population size of 20. Later, the selection 
operator reduces the population size to 10 by selecting 10 successful agents. The mutation operator 
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produces 10 offspring from the 10 parent agents. This is called (μ + μ) selection and more infor-
mation can be found in section 2.2. 
The variable agents ={ (x1, v1), (x2, v2), … (xn,vn) } in the algorithm consist of the attribute vectors 
x1,x2, … xn,and the variance vectors  v1,v2, … vn where, n is the population size. The function eval-
uate_agent, given in Figure 6.6, take the attribute vector of an agent and directly map it into the 
connection weight matrix Wout. In this case, the weights of the output node are represented as a real 
valued vector, constructed by concatenating the weights from the input nodes to the output node 
and the weights from the hidden nodes to the output node. 
 
  
Figure 6.5: Direct mapping between the genotype and the phenotype. First 65 values of the at-
tribute vectors are directly mapped to the Wout vector. The parameters a66 and a67 are optimized 
for maximum loss and profit values. 
 
The evaluation starts from the first sample of the training data, and moves forward one step at a 
time. In each time step, it presents the input data to an agent. The agent takes the input and calcu-
lates the output of the network. The output of the network at time t can be calculated as: 
𝑜𝑢𝑡𝑝𝑢𝑡(𝑡) = 𝑡𝑎𝑛ℎ
(
 
 
 
[𝑤1 … 𝑤65]
[
 
 
 
 
 
𝑖𝑛𝑝1
⋮
𝑖𝑛𝑝15
ℎ𝑖𝑑1
⋮
ℎ𝑖𝑑50]
 
 
 
 
 
)
 
 
 
 
where, 𝑾𝑜𝑢𝑡 = [𝑤1 … 𝑤65] are the connection weights of the output node, and 𝐴𝑖𝑛 ∪ 𝐴ℎ𝑖𝑑 =
[𝑖𝑛𝑝1, ⋯ 𝑖𝑛𝑝26, ℎ𝑖𝑑1, ⋯ ℎ𝑖𝑑50]
′ is the concatenation of the activations of input nodes and 
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the hidden nodes. An agent can only perform one action at a time according to the output (output 
>= 0, buy; output < 0, sell).  
The action functions are shown in Figure 6.7. When the function Buy or Sell is called, the current 
price is assigned to PriceEnter and CurrPosition becomes an indication of the direction of the 
trade (buy, 1; sell, -1; neutral, 0). A flat spread fee ($3 per trade) is added to the price. CurrReturn 
is updated in every time step by taking the difference between the current price and PriceEnter. 
An agent holds a position until the function CloseTrade is called. In the function CloseTrade, 
CurrReturn is added to TotalReturn and TradeCount is increased by one. If the trade was suc-
cessful, SuccessTrade is also increased by one, and CurrReturn is added to TotalGain. Other-
wise, the absolute value of the CurrReturn is added to TotalLoss. At the end of the training data, 
the evaluation function returns the performance values of the agent. The performance values P = 
[TotalReturn, TotalGain, TotalLoss, TotalTrade, SuccessTrade] are very useful for the analysis of 
the results and they are also used in the selection operator. 
The variables CurrReturn, TotalReturn, TotalGain and TotalLoss are calculated using the raw price. 
Later, they are converted to the pip values. A pip (percentage in point) is a unit change in the price 
of a currency pair. Since, we are working with EUR/USD currency pairs, the unit change is 0.0001; 
and we take the unit change the value of a dollar. 
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Figure 6.6: The evaluation of the agents. The function takes the attribute vector of an agent and maps it 
into the connection matrix Wout. It then evaluates the agents and sends back the performance values. 
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Figure 6.7: The action functions of the algorithm. Buy function is shown in section (a), The sell function is 
given in section (b) and CloseTrade function is shown in section (c). 
 
The agents are ordered according to their TotalProfit values. The best 10 agents are selected to form 
the next generation. Only the mutation operator is used. As discussed in section 2.3, the mutation 
operator first updates the attribute vectors using a Gaussian distribution which has an independent 
variance for each component. Then, the self-adaptation parameters (variances) are mutated accord-
ing to the formula below. 
𝑥𝑖
′ = 𝑥𝑖 + √𝑣𝑎𝑟𝑖 ∙ 𝑁𝑖(0,1) 
𝑣𝑎𝑟𝑖
′ = 𝑣𝑎𝑟𝑖 + √𝛼 ∙ 𝑣𝑎𝑟𝑖 ∙ 𝑁𝑖(0,1) 
The parameter α ensures that 𝑣𝑎𝑟𝑖 remains positive. 
During the search process, it is crucial to find agents with different trading strategies. If the selected 
agents use similar trading strategies then they may behave similarly on the test data. That means 
that the mistakes would be multiplied. In order to find different strategies, the search space should 
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be explored without getting stuck at a local optimum. Therefore, we used the sharing fitness method 
(Goldberg & Richardson, 1987). The fitness sharing method is a successful method for finding 
multiple optima. This method reduces the fitness of the individuals taking account of their similarity 
to the other individuals in the population. The adjusted fitness of an individual 𝑓𝑖
′ can be calculated 
as follows (Darwen, et al., 1996): 
𝑓𝑖
′ =
𝑓𝑖
𝑚𝑖
 
where, fi is the fitness of an individual and mi is the niche count. The niche count mi can be found 
as: 
𝑚𝑖 = ∑𝑠ℎ(𝑑𝑖𝑗)
𝑝
𝑗=1
 
where, p is the population size, dij is a distance metric and sh is the sharing function which is defined 
as: 
𝑠ℎ(𝑑𝑖𝑗) = {
1 − (
𝑑𝑖𝑗
𝜎
)
𝛼
,   𝑖𝑓 0 ≤ 𝑑𝑖𝑗 ≤ 𝜎
0,                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
where, 𝛼 determines the shape of the sharing function and 𝜎 is the threshold. 
We used Euclidean distance since the genotypes of the individuals are represented as real valued 
vectors. In each evolutionary cycle, the selection is performed using the fitness sharing method. 
We also generated an agent pool which is filled with the successful agents during the evolutionary 
process. The process of agent generation is discussed in detail in the next section. 
6.3. Results 
The outline of the algorithm are illustrated in Figure 6.4. When the training process is complete, all 
variables are set to default values, and the agents are tested on the following data. The testing 
function is the same as the function called evaluate_agent, but this time it takes data_test and 
price_test as arguments and returns the performance values of the agents on the test data. 
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The maximum iteration count of the algorithm is set to 200. First, a starting point for the testing 
process is selected. Next, the agents are trained on the last 1000 samples. The trained agents are 
tested on the following 50 and 100 samples. During the training process, the agents whose Total-
Gain/TotalLoss is greater than 4 are added to the agent pool. In the addition process, we measured 
the phenotypic distance between the agents in the list and the agent to be added. The phenotypic 
distance is the average of the minimum bar difference of the trades of two agents. It is calculated 
by simply matching the trades of two agents in a way so that the difference of the starting and 
ending points of each trade will be minimum. Then, the average of the number of bars that differ 
is calculated and is used as a distance measure for phenotypic similarity.  
Before we add a new agent to the agent pool, we find the agent whose phenotype is most similar to 
the new agent. If this similarity is smaller than a certain threshold and the fitness value of the new 
agent is greater than the most similar agent, we then replace the old one in the agent pool with this 
new agent. If all the similarity between the new agent and the agents in the agent pool is greater 
than a certain threshold, then this means that the new agent is different than the agents we have in 
the agent pool, and we add the new agent to the agent pool. In this way, we were able to ensure that 
the algorithm produces agents that trade differently. At the end of the evolutionary process, the 
agent pool is reduced so as to have at most 10 agents, if the number of agents in the agent pool had 
been greater than 10. The agents to be discarded are selected according to their phenotypic similar-
ity. Here in the reduction step, we find the sharing fitness which is calculated according to the 
formula given in section 6.2. The fitness of the individuals are divided by their niche count which 
uses the trade comparison method to calculate the distance that is described above. According to 
this formula, the fitness values of the agents that perform similar trades are divided by a greater 
sum. Similar trades cause the fitness values of the individuals to be further reduced. We rank the 
population according to the adjusted fitness values and then selected the top 10 agents. The results 
provided here are found using these 10 agents. The steps of the algorithm are illustrated in Figure 
6.8. 
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Figure 6.8: The steps of the algorithm. For a given time window, the successful 
agents found during the training step are added to the agent pool. The best 10 
agents are selected from the agent pool and tested on the test data. 
The agents use maximum loss and profit. Two values for the maximum loss and profit are included 
in the genetic information of the agents as illustrated in Figure 6.5. These two values evolve with 
the genotype, and they also have their own self adaptive parameters. In each time step, the current 
return of an agent is checked and if it is smaller than the maximum loss or greater than the maximum 
profit then the trade is automatically terminated. Basically, these values do not allow the profits to 
be more than the maximum profit and the losses to be less than the minimum loss. We limit the 
maximum profit to be at most 200$, and the maximum loss value to be at most 1/5 of the maximum 
profit. 
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Table 6.2: An example of the results of the agents that are trained on data between the dates 08/09/2012 
17:00 am and 09/072012 12:00 am 
Total 
Return 
($) 
Successful 
Trade 
Total 
Trade Ratio 
Total 
Gain ($) 
Total 
Loss ($) 
Max 
Profit 
Max 
Loss 
1660.3 28 44 0.64 2066.40 406.10 113.47 -22.69 
1431.2 35 58 0.60 1899.80 468.60 126.21 -19.90 
1347.3 20 39 0.51 1685.90 338.60 144.11 -26.39 
1459.1 20 28 0.71 1751.30 292.20 162.96 -32.59 
1306.7 23 38 0.61 1646.30 339.60 176.69 -35.34 
1304.6 14 23 0.61 1521.80 217.20 143.45 -24.17 
1505.8 13 16 0.81 1626.90 121.10 184.05 -33.06 
1392.7 18 35 0.51 1794.50 401.80 130.53 -18.33 
1023.4 10 19 0.53 1335.50 312.10 132.82 -25.77 
1294.9 13 18 0.72 1497.00 202.10 156.11 -31.22 
 
An example of the results of the agents on training data is given in Table 6.2. The agents were 
trained on 1000 samples between the dates 08/09/2012 01:00 am and 10/07/2012 5:00 pm. The test 
results of the agents on 50 and 100 samples are given in Table 6.3 and Table 6.4 respectively. 
Table 6.3: Test results of the agents given in Table 6.2 on the following 50 samples. 
Test 
Total Re-
turn ($) 
Successful 
Trade 
Total 
Trade Ratio 
Total 
Gain ($) 
Total 
Loss ($) 
5
0
 s
am
p
le
s 
144.8 2 2 1.00 144.8 0 
121.2 1 1 1.00 121.2 0 
-30.2 0 1 0.00 0 30.2 
117.4 3 4 0.75 118.3 0.9 
-31.3 9 13 0.69 85.7 117 
-30.3 0 1 0.00 0 30.3 
-43.3 0 1 0.00 0 43.3 
104.4 1 2 0.50 134.6 30.2 
-106 0 3 0.00 0 106 
14.1 2 5 0.40 103.7 89.6 
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Table 6.4: Test results of the agents given in Table 6.2 on following 100 samples 
Test 
Total 
Return 
($) 
Successful 
Trade 
Total 
Trade Ratio 
Total 
Gain ($) 
Total 
Loss ($) 
1
0
0
 s
am
p
le
s 
46.5 7 17 0.41 227.9 181.4 
48.5 8 15 0.53 214 165.5 
-123.7 0 3 0.00 0 123.7 
250.7 6 8 0.75 285.1 34.4 
-47.6 15 29 0.52 190.4 238 
141.2 2 3 0.67 171.5 30.3 
50.9 1 2 0.50 94.2 43.3 
11.8 1 5 0.20 134.6 122.8 
35.2 1 4 0.25 141.2 106 
161.1 3 6 0.50 250.7 89.6 
 
One of the benefits of generating different strategies is to reduce risk. A single agent may perform 
badly. Intuitively speaking, if we employ many different strategies simultaneously, some strategies 
may lose and some may gain. The overall performance on the other hand is more likely to be prof-
itable since we are using the agents that were successful on the training data. 
The training results of the agents are given in Table 6.2. One observes that the agents do not look 
similar. In Table 6.3, the result of 5 agents out of 10 was negative. Negative results are smaller than 
the positive results. This is because we use a maximum profit to maximum loss ratio of 5 to 1. Even 
though, an agent loses 5 trades, a single successful trade would recover the money lost. For exam-
ple, in Table 6.4, some of the agents’ trade ratios are very small. On the other hand their returns are 
positive. The sum of the results of the agents for 50 and 100 test samples are $260.8 and $574.6 
respectively.  
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7. Conclusions 
In this thesis, we apply an agent based model to the Forex Exchange Market. The decisions of 
agents are based on the Echo State Network model. We use evolutionary algorithms to optimize 
the connection weights of the networks by encoding them directly in their genotypes. 
We focus on generating agents that use different trading strategies. We propose an algorithm that 
uses the fitness sharing method during the evolutionary process. The agents that satisfy a certain 
condition are added to a successful agent list. The algorithm also compares the phenotypic (trades 
of the agents) similarity, and adds the agents to the list if the phenotypic similarity is small. Our 
results show that the algorithm successfully produces a variety of agents. 
Two extra parameters are the maximum profit and the maximum loss; these are also evolved in 
order to limit the profits and losses of the agents. We used a 5 to 1 ratio which also becomes ad-
vantageous because even if the success ratio of an agent is small, the agent may be profitable since 
the maximum loss allowed for a trade is smaller than the maximum profit. Our results on training 
and test data show that in some cases the agents with small success ratios did not lose money. 
Finally, we sum the decisions of the generated agents and find the overall performance of the sys-
tem. It is demonstrated that the cumulative result of our population of agents is profitable.   
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