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For any field K and group A acting on K(x0, x1, . . . , xn−1), the fixed field consists of
the elements fixed under the action of A, and is denoted K(x0, x1, . . . , xn−1)
A. Noether’s
problem seeks to answer whether K(x0, x1, . . . , xn−1)
A/K is a purely transcendental field
extension.
Lenstra gave necessary and sufficient conditions for a purely transcendental exten-
sion when A is any finite abelian group, however his proof is often regarded as non-
constructive. Masuda constructed generators of the fixed field when a certain ideal is
principal in an integral group ring, and exhibited results when A is a cyclic group of order
n ≤ 7 and n = 11. We prove, however, that the ideal in question is not principal when
n = 13, 17, 19 or 23, and thus Masuda’s techniques cannot be used. We use Lenstra’s proof
as a basis of an algorithm which computes generators of the fixed field. We demonstrate
this algorithm for groups of order n = 3, 5, 7, 11, 13, 17, 19 and 23.
Swan gave the first negative answer to Noether’s problem for the cyclic group of
order 47 over Q. Leshin quantifies the degree to which a field extension fails to be purely
transcendental by defining the degree of irrationality. We use the fact that the class group
of the maximal real subfield Q(ζ23+ ζ−123 ) is trivial to construct a field extension of degree
47 below the fixed field that is purely transcendental over K, thus providing a new bound
for the degree of irrationality.
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Let K be any field, and A a subgroup of the permutation group Sn. Suppose
A acts on the field K(x0, x1, . . . , xn−1) by permuting the variables. The elements of
K(x0, x1, . . . , xn−1) that are fixed under the action of A define a subfield called the fixed
field, which is denoted K(x0, x1, . . . , xn−1)
A. Noether’s problem asks under what cir-
cumstances the fixed field of K(x0, x1, . . . , xn−1) is a purely transcendental, or rational,
extension of K. While this is an interesting problem in its own right, it also has applica-
tions to the inverse Galois problem and the study of generic polynomials. If A is the full
symmetric group Sn, then as a result of the fundamental theorem of symmetric polyno-
mials, the fixed field is generated by the elementary symmetric polynomials e1, e2, . . . , en,
that is,
K(x0, . . . , xn−1)
Sn = K(e1, . . . , en).
Fischer [2] showed that if A has exponent e and K contains the e-th roots of unity
and is of characteristic prime to e, then K(x0, x1, . . . , xn−1)
A is rational over K. Swan
and Voskresenskii independently gave the first negative answers to Noether’s problem by
proving that the fixed field when A is the cyclic group of order p = 47, 113, and 223 is
not rational over Q [12, 14]. Lenstra gave a complete solution for finite abelian groups
over any field [5] by showing that rationality is equivalent to the existence of a certain
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principal ideal in the ring of integers of a cyclotomic field. However, Lenstra’s proof is
often regarded as not being constructive [4, p. 200].
Recently, Hoshi examined the case where A is a cyclic group of prime order and
K = Q [3]. For primes p < 20, 000, the only confirmed rational cases are p ≤ 43 and
p = 61, 67, 71. Under the generalized Riemann hypothesis, there are only 17 cases where
the question of rationality has not been determined.
There have been limited results regarding algorithms to construct explicit generators
of the fixed field. Masuda introduced techniques to construct generators of the fixed field
when a certain ideal is principal in an integral group ring [7, 8], and exhibited results
when A is a cyclic group of order n ≤ 7 and n = 11. We prove, however, that the ideal
in question is not principal when n = 13, 17, 19 or 23, and thus Masuda’s techniques
cannot be used. By Lenstra’s result, however, the fixed field is rational over K. We use
Lenstra’s proof as a basis of an algorithm which, given a generator of the ideal in the ring
of integers of the cyclotomic field, computes generators of the fixed field. We demonstrate
this algorithm for cyclic groups of order n = 3, 5, 7, 11, 13, 17, 19 and 23. To the best of
our knowledge, we are the first to exhibit explicit generators for n = 13, 17, 19 and 23.
When a field extension fails to be rational, we are interested in determining how
“close” it is to a rational extension. Leshin defines the degree of irrationality [6] for a
group A and field K as follows, where VA denotes the regular representation 〈xa〉a∈A.
Irr(K,A) = min
K⊆L⊆K(VA)A
{[K(VA)A : L] : L/K is rational }





















When A = Z/47Z and K = Q, for example, we know that K(VA)A/K is not rational, and










We use the fact that the class number of the maximal real subfield Q(ζ23+ ζ−123 ) is 1
to construct a rational field extension of degree 472 below K(VA), and degree 47 below the
fixed field K(VA)
A. That is, we show that Irr(Q,Z/47Z) ≤ 47. Similarly, Irr(Q,Z/pZ) ≤ p
for p = 59, 83, 107, and 163, since the real cyclotomic fields of conductors 29, 41, 53, and
81 have class number 1 [13]. Under the generalized Riemann hypothesis, this extends to
p = 251, since the class number of the 125-th real cyclotomic field has class number 1.
The use of GRH could be eliminated if a calculation finds the principal generator of the
relevant ideal.
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1.2 Galois Descent Techniques
Many of the results regarding Noether’s problem are based on the idea of Galois
descent. We let K denote a field of characteristic zero, and A = 〈τ〉 a cyclic group of
prime order p, acting by permutation on the xi, that is,
τ(x0) = x1, τ(x1) = x2, · · · , τ(xp−1) = x0.
Following [7,12], we define the Lagrange resolvents y0, . . . , yp−1 as follows, where ζ denotes





We can see that the yi linearize the action of τ , since
τ(yi) = τ(x0 + ζ
−ix1 + ζ
−2ix2 + · · ·+ ζ−(p−1)ixp−1)
= x1 + ζ
−ix2 + ζ
−2ix3 + · · ·+ ζ−(p−1)ix0
= ζi(x0 + ζ
−ix1 + ζ
−2ix2 + · · ·+ ζ−(p−1)ixp−1)
= ζiyi
Since the yi are defined via an invertible Vandermonde matrix whose (i, j) entry is ζ
−ij ,
we have
K(ζ, x0, x1, . . . , xp−1) = K(ζ, y0, y1, . . . , yp−1).
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The Galois group G of K(ζ)/K is cyclic of order d dividing p−1. We denote the generator
by π and say it is determined by π(ζ) = ζr, where r has order d in (Z/pZ)×.
G = Gal (K(ζ)/K) = 〈π〉.
We can see that π fixes the xi and maps π(yi) = yri. That is, y0 is fixed, and y1, . . . , yp−1
are permuted by π. We denote the multiplicative group generated by y1, . . . , yp−1 as Y .





Clearly α is surjective, and its kernel consists of the elements of Y fixed by τ . We denote
this kernel by I. We have the following generating set for I.
Lemma 1.1. The elements yp1 ,
y2
y21
, . . . ,
yp−1
yp−11
are a generating set for I.
Proof. Since α is a surjection, we can see that Y/I ∼= 〈ζ〉, and therefore I has index p
in Y . Clearly, yp1 ,
y2
y21
, . . . ,
yp−1
yp−11
∈ I, and the quotient of Y by the subgroup generated by
these elements is
〈y1, . . . , yp−1 : yp1 ,
y2
y21
, . . . ,
yp−1
yp−11




, . . . ,
yp−1
yp−11
〉 ⊆ I has index p in Y , it must be a generating set for I. 
We can now write the fixed field K(x0, x1, . . . , xp−1)
τ in terms of I.
Proposition 1.1. We have K(x0, x1, . . . , xp−1)
τ = K(ζ, y0, I)
π.
Proof. Since I is fixed by τ , clearly K(ζ, y0, I) ⊆ K(ζ, y0, y1, . . . , yp−1)τ . Since the index
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of I in Y is p, we have
[K(ζ, y0, y1, . . . , yp−1) : K(ζ, y0, I)] = p,
and therefore
K(ζ, y0, y1, . . . , yp−1)
τ = K(ζ, y0, I).
We see that the action of π and τ commute, and we have
K(x0, x1, . . . , xp−1)
τ = (K(ζ, x0, . . . , xp−1)
π)τ
= (K(ζ, y0, . . . , yp−1)
π)τ
= (K(ζ, y0, . . . , yp−1)
τ )π
= K(ζ, y0, I)
π

We summarize this in the following diagram.
K(x0, . . . , xp−1)
τ = K(ζ, y0, I)
π
K(x0, . . . , xp−1) K(ζ, x0, . . . , xp−1)
τ = K(ζ, y0, I)



















We remark that if ζ ∈ K, then the fixed field is rational and is generated by y0 and
I, as shown by Fischer [2].
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1.2.1 Masuda’s Results
Masuda made use of Galois descent techniques to find generators for the fixed field
when A has prime order p ≤ 11. We assume that [K(ζ) : K] = p−1 and denote L = K(ζ).
Since π permutes the Lagrange resolvents y1, . . . , yp−1, we have a ZG-module isomorphism
Y ∼= Z[t]/(tp−1 − 1) via yri 7→ ti,
where r has order p− 1 in (Z/pZ)× and G acts by multiplication by t.
This is an example of a permutation module, that is, a Z-free module with a Z-basis
permuted by ZG. Under this isomorphism, the generators yp1 ,
yr
yr1







{p, t− r, t2 − r2, . . . , tp−2 − rp−2}.
As a ZG-module these are generated by p and t− r, so I is equal to the ideal
〈p, t− r〉. Masuda shows that principality of I is a sufficient condition for the rationality
of K(x0, . . . , xp−1)
τ/K.
Proposition 1.2 ( [8, Lemma 2]). The field extension K(x0, . . . , xp−1)
τ/K is rational if
I is a principal ideal in ZG.
We note that I being a principal ideal is equivalent to being a permutation ZG
module. Lenstra shows that any permutation module defines a rational extension.
Proposition 1.3 ( [5, Proposition. 1.4]). Suppose M is a finitely-generated permutation
module over G. Then L(M)π is rational over K.
For primes p ≤ 11, Masuda finds generators of the ideal I [7, 8], therefore proving
K(x0, . . . , xp−1)
τ/K is rational.
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For example, for the case p = 3, the ideal I = 〈3, t − 2〉 is principal and generated
by t− 2. This corresponds to the element y2
y21
under the ZG-module isomorphism ti 7→ y2i .
For the case p = 5, the ideal I = 〈5, t− 2〉 is principal and generated by 1 + t− t3.
This corresponds to the element y1y2y3 under the ZG-module isomorphism t
i 7→ y2i .
For the case p = 7, the ideal I = 〈7, t− 3〉 is principal and generated by 1 + t− t4.
Under the map ti 7→ y3i this corresponds to y1y3y4 .
For the case p = 11, the ideal I = 〈11, t− 2〉 is principal and generated by 1+ t− t8.
Under the map ti 7→ y2i this corresponds to y1y2y3 .
Suppose I is principal and denote the generator by α, which we write multiplica-
tively, that is, α ∈ Y . Then a Z-basis of I is {α, π(α), . . . , πp−2(α)}. Masuda then com-
putes the generators of the fixed field u0, . . . , up−2 as follows. We define the (p−1)×(p−1)
invertible matrix T whose (i, j)-th entry is ζr
i+j














ζ π(ζ) · · · πp−2(ζ)
π(ζ) π2(ζ) · · · ζ
...
...








Clearly the ui are fixed by π, and since T is an invertible matrix, we have
K(x0, . . . , xp−1)
τ = K(y0, u0, . . . , up−2).




}, since π swaps the values
y1 and y2. Then
K(x0, x1, x2)


















Using these techniques, Masuda gave generators of the fixed field for p ≤ 11. For
primes p > 11, however, it was not known if the ideal I is principal. We prove in the next
chapter that I is not principal for p = 13, 17, 19 and 23. Therefore, Masuda’s techniques
cannot be used, and we will use Lenstra’s techniques to compute the generators of the
fixed field.
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Chapter 2: Principality of the ideal I
We prove that the ideal I is not principal for the cases p = 13, 17, 19 and 23, and
therefore we cannot use Masuda’s techniques to compute generators of the fixed field. For
the cases p = 13, 17 and 19, we use a similar method of proof. We search for a generator
f(t) ∈ Z[t]/(tp−1 − 1) of I. If f(t) is one such generator, f(ζp−1) must generate the ideal
〈p, ζp−1 − r〉 ⊆ Z[ζp−1]
and f(ζd) is in the unit group U(Z[ζd]) for every proper divisor d of p− 1.
Over the rationals the Chinese Remainder Theorem gives the following decomposi-
tion, since tp−1 − 1 =
∏
d | p−1Φd(t) and the cyclotomic polynomials are relatively prime.
Q[t]/(tp−1 − 1) ∼= ⊕d | p−1Q[t]/(Φd(t)) =
⊕
d | p−1Q(ζd)
This isomorphism is given by the map




Restricted to the integral group ring Z[t]/(tp−1 − 1), the map κ is no longer a surjection.
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The image κ(Z[t]/(tp−1 − 1)) is contained in the unique maximal order
⊕
d | p−1Z[ζd] ⊆
⊕
d | p−1Q(ζd),
and the unit group U(Z[t]/(tp−1 − 1)) maps into ⊕d | p−1U(Z[ζd]). It has been shown that
the image of the unit group has finite index in the unit group of the maximal order [9].
Since the value of f(t) is unique up to multiplication by a unit of ZG, we are
interested in a set of coset representatives of ⊕d | p−1U(Z[ζd]) modulo the image of
U(Z[t]/(tp−1 − 1)).
In general, however, it is very difficult to construct generators of the unit group of
an integral group ring. For our purposes, it suffices to construct a subgroup of finite index
of the unit group. Before we construct this subgroup, we review some results regarding
units in integral group rings and rings of integers of cyclotomic fields.
2.1 Unit Groups of Integral Group Rings
If n is a prime power and ζ a primitive n-th root of unity, the cyclotomic units of
Q(ζ) are generated by ±ζ and the units 1−ζ
a
1−ζ , where (a, n) = 1. We can restrict these to

















The cyclotomic units generate a subgroup of U(Z[ζ]) whose index is equal to the class
number h+n of the real subfield Q(ζ)+ [15]. Therefore, the units in Z[ζp] are the cyclotomic
units for primes p ≤ 67, or for p < 163 under the generalized Riemann hypothesis [13].
We have the following description of the unit group of ZG = Z[t]/(tn − 1).
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Lemma 2.1. An element u(t) ∈ Z[t]/(tn − 1) is a unit if and only if for each d |n, u(ζ
n
d )
is a unit in Z[ζd].
Proof. First, we suppose that u(t) ∈ U(Z[t]/(tn − 1)) and let v(t) be its inverse. Then for
any d | n, we have u(ζ
n
d ) · v(ζ
n
d ) = 1, and therefore v(ζ
n
d ) = u(ζ
n
d )−1 ∈ Z[ζd].
Conversely, we suppose that u(t) ∈ U(Z[t]/(tn − 1)) satisfies u(ζ
n
d ) ∈ U(Z[ζd]) for
all d | n. Clearly, the inverse in each factor u(ζ
n
d )−1 lies in Z[ζd] as well. Under the
isomorphism between QG and ⊕d | nQ[t]/(Φd(t)), the element v ∈ QG that maps to each
u(ζ
n
d )−1 lies in the pull-back R of the maximal order ⊕d | nZ[ζd]. Therefore, v lies in the
maximal order R of QG that contains ZG. Since R and ZG are of the same rank as
Z-modules, we see that v is integral over ZG. Therefore, v satisfies an equation of the
following form, where the ai ∈ ZG.
vn + an−1v
n−1 + · · ·+ a1v + a0 = 0
Multiplying by un, and using the fact that uv = 1, we have
1 + an−1u+ an−2u
2 + · · ·+ a1un−1 + a0un = 0
and therefore
u−1 = −a0un−1 − a1un−2 − · · · − an−1.
Since the ai are in ZG, we see that u−1 is also in ZG. 
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2.2 Bass Cyclic Units
While we cannot find generators of U(ZG) in general, we can construct elements
that generate a subgroup of finite index in the unit group. This will allow us to com-
pute a set that contains the coset representatives of ⊕d | p−1U(Z[ζd]) modulo the image of
U(Z[t]/(tp−1 − 1)).
We construct a modified form of the Bass cyclic units of ZG. We define
Sk(t) = 1 + t+ · · ·+ tk−1
and choose i, a ∈ [1, n − 1] such that gcd(a, n) = 1. Letting e be the smallest value
satisfying
ae ≡ ±1 (mod n),
and k = ae (mod n), we define













The Bass units [1] use ϕ(n) rather than e, and generate a subgroup of the modified Bass
units.
Lemma 2.2. The modified Bass cyclic units are units in Z[t]/(tn − 1).
Proof. Since gcd(a, n) = 1, we see that Sa(t) =
ta−1
t−1 is a unit when evaluated at any n-th
root of unity other than t = 1. The second component Sn(t
i) is a sum of the roots of
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unity, and is zero except when t = 1. Therefore, when t = ζd, where d | n, d 6= n, we have






which is a unit in Z[ζd].
At t = 1, we have






d , a, n) is a unit in Z[ζd] for every d | n, and by Lemma 2.1 it is a unit in
ZG. 
It was shown [1] that for an abelian group G, the Bass cyclic units generate a
subgroup of finite index in U(ZG). Therefore, the image of the modified Bass units also
generate a subgroup of finite index in ⊕d | nU(Z[ζd]).
2.3 Showing I is not principal
To prove that the ideal I is not principal for the cases p = 13, 17 and 19, we
first compute the image of the modified Bass units in ⊕d | nU(Z[ζd]). This gives us a
set containing the coset representatives of ⊕d | p−1U(Z[ζd]) modulo the image of U(ZG).
Suppose that f(t) is a principal generator of I. Then for any unit u(t) in U(ZG), f(t)u(t)
is another generator of I. For each proper divisor d of p − 1, we must have f(ζd) =
ud, where ud ∈ U(Z[ζd]). If the ideal 〈p, ζp−1 − r〉 ⊆ Z[ζp−1] is generated by β, we
must have f(ζp−1) = (β)(up−1), where up−1 ∈ U(Z[ζp−1]). For each coset representative





/U(ZG), we use Lagrange interpolation to find the
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unique f(t) satisfying
f(ζp−1) = (β)(up−1) and f(ζd) = ud for each d | p− 1, d 6= p− 1.
If f(t) has integral coefficients, then it is a generator of I. If we do not find an f(t) with
integral coefficients, however, then I cannot be principal.
2.3.1 The Case p = 13
For the case p = 13, it is noted [10], without proof, that I is not principal. We prove
that I = 〈13, t− 2〉 is not principal in the group ring Z[t]/(t12 − 1).
Theorem 2.1. The ideal I = 〈13, t− 2〉 ⊆ Z[t]/(t12 − 1) is not principal.
Proof. We recall the map from the group ring to the maximal order ⊕d | 12Z(ζd)
κ : Z[t]/(t12 − 1) −→ Z[ζ12]⊕ Z[ζ6]⊕ Z[ζ4]⊕ Z[ζ3]⊕ Z⊕ Z,
via
f(t) 7→ (f(ζ), f(ζ2), f(ζ3), f(ζ4), f(−1), f(1)),
where ζ denotes a primitive 12-th root of unity. If I is principal, the generator f(t) must
satisfy f(ζd) ∈ U(Z[ζd]) for every proper divisor d of 12. Since I/Φ12(t) is principal and
generated by t2 − t− 2, at t = ζ we must have f(ζ) = u · (ζ2 − ζ − 2), where u ∈ U(Z[ζ]).
We examine the image of the modified Bass units under the map κ. In U(Z[ζ]), a
fundamental unit is ζ − 1. We compute the modified Bass unit
b(t) = B(t, 5, 12) = −2t11 − 2t10 − 2t9 − t8 + t6 + 2t5 + 3t4 + 2t3 + t2 − 1
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and we see that
b(t) 7→ ( −1
(ζ − 1)4
,−ζ2, 1, ζ4, 1, 1).
We note that B(t, 7, 12) = t2B(t, 5, 12) and B(t, 11, 12) = t10.
Therefore, the coset representatives of the quotient group ⊕d | 12U(Z[ζ
d])/〈κ(b(t))〉
are contained in the following set.
{(ζ − 1)i : 0 ≤ i ≤ 3}⊕ {±ζ2,±ζ4,±1}⊕ {±ζ3,±1}⊕ {±ζ2,±ζ4,±1}⊕ {±1}⊕ {±1} ⊆
U(Z[ζ])⊕ U(Z[ζ2])⊕ U(Z[ζ3])⊕ U(Z[ζ4])⊕ U(Z)⊕ U(Z)
Therefore, there are 4 × 6 × 4 × 6 × 2 × 2 = 2, 304 possible values for f , and we
see that all of them have non-integral coefficients. See Appendix A.1 for the relevant sage
code. Therefore, no such f exists, and the ideal I is not principal. 
2.3.2 The Case p = 17
Using a similar method of proof, we show that I is not principal when p = 17.
Theorem 2.2. The ideal I = 〈17, t− 3〉 ⊆ Z[t]/(t16 − 1) is not principal.
Proof. We recall the map from the group ring to the maximal order ⊕d | 16Z(ζd)
κ : Z[t]/(t16 − 1) −→ Z[ζ16]⊕ Z[ζ8]⊕ Z[ζ4]⊕ Z⊕ Z,
via
f(t) 7→ (f(ζ), f(ζ2), f(ζ4), f(−1), f(1)),
where ζ denotes a primitive 16-th root of unity. If I is principal, the generator f(t) must
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satisfy f(ζd) ∈ U(Z[ζd]) for every proper divisor d of 16. Since I/Φ16(t) is principal and
generated by t5+ t4−1, at t = ζ we must have f(ζ) = u · (ζ5+ ζ4−1), where u ∈ U(Z[ζ]).
We examine the image of the modified Bass units under the map κ. The unit group
U(Z[ζ]) is generated by the cyclotomic units u3 = ζ
3−1
ζ−1 , u5 =
ζ5−1
ζ−1 , u7 =
ζ7−1
ζ−1 and the units
of finite order. The unit group U(Z[ζ2]) is generated by the cyclotomic unit v = (ζ
2)3−1
(ζ2)−1
and the units of finite order. We compute the following modified Bass units
b1(t) = B(t, 3, 16) = − 5t15 − 5t14 − 5t13 − 5t12 − 5t11 − 5t10 − 5t9 − 4t8 − t7 + 5t6+
11t5 + 14t4 + 11t3 + 5t2 − t− 4
b2(t) = B(t, 5, 16) = − 35t15 − 29t14 − 19t13 − 4t12 + 13t11 + 29t10 + 41t9 + 46t8 + 41t7+
29t6 + 13t5 − 4t4 − 19t3 − 29t2 − 35t− 37
b3(t) = B(t, 7, 16) = 30t
15 + 56t14 + 74t13 + 81t12 + 74t11 + 56t10 + 30t9 − 30t7 − 56t6−
74t5 − 80t4 − 74t3 − 56t2 − 30t
b4(t) = B(t
2, 3, 16) = − 6t14 + 6t10 + 9t8 + 6t6 − 6t2 − 8
and we see that
b1(t) 7→ (u43, v4, 1, 1, 1)
b2(t) 7→ (u45,−v4, 1, 1, 1)
b3(t) 7→ (u47,−1, 1, 1, 1)
b4(t) 7→ (−u43u45u−47 , 1, 1, 1, 1)
If we write these in terms of the generators u3, u5, u7 and v, we have
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
4 0 0 4
0 4 0 4
0 0 4 0
4 4 −4 0

Row reducing this gives

4 0 0 4
0 4 0 4
0 0 4 0
0 0 0 8

Therefore, the coset representatives of the quotient group
⊕
d | 16U(Z[ζ
d])/〈κ(b1(t)), κ(b2(t)), κ(b3(t)), κ(b4(t))〉,





7 : 0 ≤ i, j, k ≤ 3}⊕ {ζivj : 0 ≤ i ≤ 15, 0 ≤ j ≤ 7}⊕ {±ζ4,±1}⊕ {±1}⊕ {±1} ⊆
U(Z[ζ])⊕ U(Z[ζ2])⊕ U(Z[ζ4])⊕ U(Z)⊕ U(Z)
Therefore, there are 512 × 16 × 4 × 2 × 2 = 131, 072 possible values for f , and we
see that all of them have non-integral coefficients. See Appendix A.2 for the relevant sage
code. Therefore, no such f exists, and the ideal I is not principal. 
2.3.3 The Case p = 19
We prove that the ideal I = 〈19, t−2〉 is not principal in the group ring Z[t]/(t18−1).
Theorem 2.3. The ideal I = 〈19, t− 2〉 ⊆ Z[t]/(t18 − 1) is not principal.
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Proof. We recall the map from the group ring to the maximal order ⊕d | 18Z(ζd)
κ : Z[t]/(t18 − 1) −→ Z[ζ18]⊕ Z[ζ9]⊕ Z[ζ6]⊕ Z[ζ3]⊕ Z⊕ Z
via
f(t) 7→ (f(ζ), f(ζ2), f(ζ3), f(ζ6), f(−1), f(1)),
where ζ denotes a primitive 18-th root of unity. If I is principal, the generator f(t) must
satisfy f(ζd) ∈ U(Z[ζd]) for every proper divisor d of 18. Since I/Φ18(t) is principal and
generated by t5 − t4 + t3 − t2 − 1, at t = ζ we must have f(ζ) = u · (ζ5 − ζ4 + ζ3 − ζ2 − 1),
where u ∈ U(Z[ζ]).
We examine the image of the modified Bass units under the map κ. The unit group
U(Z[ζ]) = U(Z[ζ9]) is generated by the cyclotomic units u2 = (−ζ)
2−1
−ζ−1 and u4 =
(−ζ)4−1
−ζ−1
and the units of finite order. We compute the following modified Bass units
b1(t) = B(t, 5, 18) = − 7t17 − 7t16 − 7t15 − 7t14 − 7t13 − 6t12 − 4t11 − t10 + 3t9 + 8t8+
11t7 + 12t6 + 11t5 + 8t4 + 3t3 − t2 − 4t− 6
b2(t) = B(t, 7, 18) = − 16t17 − 13t16 − 9t15 − 4t14 + 2t13 + 9t12 + 14t11 + 17t10 + 18t9+
7t8 + 14t7 + 9t6 + 2t5 − 4t4 − 9t3 − 13t2 − 16t− 17
b3(t) = B(t
2, 5, 18) = t16 + 4t14 + 5t12 + 4t10 + t8 − 3t6 − 5t4 − 5t2 − 3
b4(t) = B(t
2, 7, 18) = t16 + t14 − 2t10 − 2t8 + t4 + t2 + 1
19
and we see that




2 , 1,−1, 1,−1)





4, 1, 1, 1, 1)









4 , 1, 1, 1, 1)
If we write these in terms of the generators u2 and u4, we have

−3 −3 −3 0
−6 3 −3 3
−3 0 3 −3
−3 3 0 −3

Row reducing this gives

3 0 0 −12
0 3 0 −36
0 0 3 6
0 0 0 21

Therefore, the coset representatives of the quotient group
⊕
d | 18U(Z[ζ
d])/〈κ(b1(t)), κ(b2(t)), κ(b3(t)), κ(b4(t))〉,
are contained in the following set.
{ui2u
j
4 : 0 ≤ i, j ≤ 2} ⊕ {ζ
iuj2u
k
4 : 0 ≤ i ≤ 17, 0 ≤ j ≤ 2, 0 ≤ k ≤ 20} ⊕ {±ζ3,±ζ6,±1}⊕
{±ζ3,±ζ6,±1}⊕{±1}⊕{±1} ⊆ U(Z[ζ])⊕U(Z[ζ2])⊕U(Z[ζ3])⊕U(Z[ζ6])⊕U(Z)⊕U(Z)
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Therefore, there are 9×18×63×6×6×2×2 = 1, 469, 664 possible values for f , and
we see that all of them have non-integral coefficients. See Appendix A.3 for the relevant
sage code. Therefore, no such f exists, and the ideal I is not principal. 
2.3.4 The Case p = 23
We prove that I = 〈23, t− 5〉 is not principal in the group ring Z[t]/(t22 − 1).
Theorem 2.4. The ideal I = 〈23, t− 5〉 ⊆ Z[t]/(t22 − 1) is not principal.
Proof. Since I/Φ22(t) is principal and generated by t
8− t7+1, a generator f(t) of I must
satisfy
f(ζ) = v · (ζ8 − ζ7 + 1),
where v ∈ U(Z[ζ]) and ζ denotes a primitive 22-nd root of unity. Therefore, f(t) would
be of the following form, where u(ζ) ∈ U(Z[ζ]).
f(t) = u(t)(t8 − t7 + 1) + g(t)Φ22(t)
Since −ζ is a primitive 11-th root of unity, we must have f(−ζ) ∈ U(Z[−ζ]) = U(Z[ζ]).
We see that
f(−ζ) = u(−ζ)(ζ8 + ζ7 + 1) + g(−ζ)(2ζ9 + 2ζ7 + 2ζ5 + 2ζ3 + 2ζ).
Since u(ζ) ≡ u(−ζ) (mod 2), we have
f(−ζ) ≡ u(ζ)(ζ8 + ζ7 + 1) (mod 2).
Letting w = f(−ζ)u(ζ)−1 ∈ U(Z[ζ]), we see that w ≡ (ζ8+ ζ7+1) (mod 2). We show that
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and note that U(Z[ζ]) is generated by u2(−ζ), u3(−ζ), u4(−ζ), and u5(−ζ), along with
the units of finite order. We let M denote the matrix representing multiplication by ζ.
M =

0 0 0 0 0 0 0 0 0 −1
1 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 −1
0 0 1 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 −1
0 0 0 0 1 0 0 0 0 1
0 0 0 0 0 1 0 0 0 −1
0 0 0 0 0 0 1 0 0 1
0 0 0 0 0 0 0 1 0 −1




10−1 = I (mod 2),
and we note that each of the generators lies in the subgroup of index 3, that is,
u2(−M)341 = u3(−M)341 = u4(−M)341 = u5(−M)341 = I (mod 2).
We can see that the matrixM8+M7+I does not lie in the subgroup of index three,
that is
(M8 +M7 + I)341 6≡ I (mod 2).
Therefore, there is no unit in Z[ζ] equivalent to (ζ8 + ζ7 + 1) modulo 2, and I cannot be
a principal ideal. 
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Chapter 3: Lenstra’s Method
In the previous chapter, we showed that the ideal I is not principal for p = 13, 17, 19
and 23. Therefore, Masuda’s techniques are insufficient for these cases. We will make use of
Lenstra’s result (adapted for our purposes), which gives necessary and sufficient conditions
for the rationality of the fixed field. Recall that K is a field of characteristic zero such
that [K(ζp) : K] = p− 1, and r generates (Z/pZ)×.
Theorem 3.1 ( [5, Corollary 7.1]). The fixed field K(x0, . . . , xp−1)
τ is rational over K if
and only if the ideal J = 〈p, ζp−1 − r〉 is principal in Z[ζp−1].
The ideal J is principal if and only if the ring Z[ζp−1] contains an element of norm
p [5, Corollary 7.2]. In practice, this is a computationally difficult problem. Recently,
Hoshi summarized the known results over Q for groups of order p < 20, 000 [3]. The
known rational cases are
R = {2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 61, 67, 71}.
The undetermined cases are
U = {347, 587, 2459, 2819, 3299, 4547, 4787, 6659, 10667, 12227, 14281, 15299, 17027, 17681,
18059, 18481, 18947}.
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The cases that are not rational under the GRH are
X = {83, 107, 163, 251, 487, 677, 727, 1187, 1459, 2663, 3779, 4259, 7523, 8837, 10883,
11699, 12659, 12899, 13043, 13183, 13523, 14243, 14387, 14723, 14867, 16547, 17939, 19379}.
All other cases have been shown to be not rational. For the undetermined cases, our best
guess is that they fail to be rational as well.
We describe an algorithm based on Lenstra’s proof of Theorem 3.1 to compute
generators of the fixed field, given a generator of J . First, however, we establish some
preliminary results.
For any divisor d of p − 1, we let G′ denote the quotient group of G of order d.
Following [6], we define a ring homomorphism ψd as the composition of the quotient map
ZG −→ ZG′ with the map ZG′ −→ Z[ζd] which sends a generator of G′ to ζd.
ψd : ZG −→ ZG′ −→ Z[ζd]
We also define a functor as in [5], from the category of G-modules to the category of
torsion-free Z[ζd]-modules via
Fd(M) = (M ⊗G Z[ζd])/{ additive torsion }.
We note that Fd respects direct sums. Applying Fd to I gives
Proposition 3.1 ( [5, Proposition 3.6]). For any divisor d 6= p− 1, we have
Fd(I) ∼= Z[ζd], and if d = p− 1, Fd(I) is the ideal 〈p, ζp−1 − r〉 of Z[ζp−1].
Proof. For any d 6= p− 1, we have (ζd − r) | Φd(r) ∈ Z. Since r has order p− 1 modulo p,
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we see gcd(p,Φd(r)) = 1 and therefore Fd(I) ∼= Z[ζd]. When d = p−1, we have p | Φp−1(r)
and gcd(p,Φp−1(r)) = p and therefore Fp−1(I) ∼= 〈p, ζp−1 − r〉. 
SupposeM is an abelian group, written multiplicatively, with a Z-basis {b1, . . . , bn}.
Then L[M ] denotes the group ring of M over L, that is
L[M ] = L[b1, . . . , bn, b
−1
1 , . . . , b
−1
n ].
We let L(M) denote the field of fractions of L[M ].
For example, when M = Y , we have L(Y ) = L(y1, . . . , yp−1). Lenstra proves we
have an isomorphism of fixed fields when M is a permutation-projective ZG-module, that
is, a direct summand of a ZG-permutation module.
Theorem 3.2 ( [5, Theorem 2.4]). SupposeM is a finitely generated permutation-projective
ZG-module. Then we have L(M)π ∼= L( ⊕d | p−1Fd(M))
π, where π acts on Fd(M) via ψd.
Applying this result to M = ZG gives
L(ZG)π ∼= L( ⊕d | p−1Z[ζd])
π.
Since ZG is a permutation module, Proposition 1.3 shows L(ZG)π is rational over Lπ = K.
It is proved in [11, Proposition 7.1] that if the index of I in ZG is relatively prime
to the order of G, then I is a permutation-projective ZG module. Applying Theorem 3.2
to I gives
L(I)π ∼= L(J ⊕ ⊕d | p−1,d 6=p−1Z[ζd])
π.
If J is a principal ideal, then J ∼= Z[ζp−1], and L(I)π is rational over K.
The isomorphism in the previous theorem arises from the following proposition.
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Proposition 3.2 ( [5, Proposition 1.5]). Suppose N is a permutation-projective ZG mod-
ule, and we have the following exact sequence of finitely generated Z-free ZG-modules
0 −→M1 −→M2 −→ N −→ 0.
Then L(M2)
π and L(M1 ⊕N)π are isomorphic over Lπ.
This isomorphism arises from the sequence
0 −→ L(M1)× −→ L(M1)× ·M2
ρ−→ N −→ 0,
where ρ is defined via
ρ(λ ·m) = m (mod M1) ∈ N, where λ ∈ L(M1)×,m ∈M2.
Lenstra proves that the above sequence splits, and we have
L(M2) ∼= L(M1 ⊕N).
We note that this is actually a stronger result than the statement of the Proposition. It
is shown that the isomorphism respects the action of π, and thus the fixed fields are also
isomorphic.
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3.1 Computing Generators using Lenstra’s Method
We wish to compute generators of the fixed field L(I)π which, along with y0, generate
the fixed field K(x0, . . . , xp−1)
τ . To do this, we first compute the isomorphism
L(ZG) ∼= L( ⊕d | p−1Z[ζd]).
This gives us
L(a0, . . . , ap−2) = L(b0, . . . , bp−2),
where G permutes the ai, that is
a0 7→ a1 7→ · · · 7→ ap−2 7→ a0.
The ai are a renumbering of the Lagrange resolvents yi to reflect the Galois action. The
bi are acted on via the cyclotomic polynomials Φd(t) for d | p− 1.
We can write the ai as L-rational functions of the bi and also write the bi as L-rational
functions of the ai. Suppose we have
a0 = f0(b0, . . . , bp−2), a1 = f1(b0, . . . , bp−2), . . . , ap−2 = fp−2(b0, . . . , bp−2),
where the fi are L-rational functions.
For example, when |G| = 4, we compute
L(a0, . . . , a3) = L(b0, . . . , b3).
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Here G permutes the ai and acts on the bi via Φ1(t), Φ2(t) and Φ4(t). That is, G acts on
two elements via t− 1 and t+1, i.e. b0 is fixed and b1 is inverted. The other two elements
b2 and b3 are acted on via Φ4(t) = t
2 + 1, that is
G : b2 7→ b3 7→ b−12 7→ b
−1
3 7→ b2.
Since ZG is a permutation module, we can write generators of L(ZG)π using Ma-






p aj , for i = 0, . . . , p− 2.
Then we have






















p fj(b0, . . . , bp−2)).
Next, we compute the isomorphism L(I) ∼= L(J ⊕ ⊕d | p−1,d 6=p−1Z[ζd]). This gives us
L(I) = L(c0, c1, . . . , cp−2)
such that G acts on the ci via the Φd(t). Then we substitute the ci for the bi in the
functions fj . Since the G-action on the ci is the same as the bi (namely the cyclotomic
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polynomials), the resulting elements will be permuted by G, that is,
f0(c0, . . . , cp−2) 7→ f1(c0, . . . , cp−2) 7→ . . . 7→ fp−2(c0, . . . , cp−2) 7→ f0(c0, . . . , cp−2).
Since this is an invertible operation, we have
L(I) = L(f0(c0, . . . , cp−2), f1(c0, . . . , cp−2), . . . , fp−2(c0, . . . , cp−2)).
We finally have a basis for I that is permuted byG, so we can use Masuda’s technique






p fj(c0, . . . , cp−2), for i = 0, . . . , p− 2.
Then we have
L(I)π = K(y0, v0, . . . , vp−2).
To compute the field isomorphisms, we use a sequence of short exact sequences and
use Proposition 3.2 to decompose L(M) into L( ⊕d | p−1Fd(M)). Each short exact sequence
is of the form
0 −→M/f(t) −→M/f(t)(tm − 1) −→M/(tm − 1) −→ 0,
where M/(tm − 1) is a permutation module. Lenstra shows that this sequence splits, and
by explicitly computing the splitting homomorphism, we get an isomorphism
L(M/f(t)(tm − 1)) ∼= L(M/f(t)⊕M/(tm − 1)).
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We next describe how we compute a sequence of equivalence relations, which give rise to
the sequence of short exact sequences.
3.1.1 Explicit Construction of Field Isomorphisms
We compute a sequence of equivalence relations of the set E(n) = {d : d | n}, as
in [5, Lemma 2.10]. Let G(n) denote the set of all equivalence relations on E(n), and
let [u] denote the set of non-empty equivalence classes of the equivalence relation u. Let
S(n) ⊂ G(n)×G(n) denote pairs of equivalence relations (u, v) ∈ G(n)×G(n) such that
∃d ∈ E(n) and D ∈ [u] s.t. E(d) ( D, [v] = {E(d), D \ E(d), C : C ∈ [u], C 6= D}. (3.1)
Lenstra then proves
Proposition 3.3 ( [5, Proposition 2.10]). The graph (G(n), S(n)) is connected.
This means that for any equivalence relations u, v on the set E(n), there is a finite
sequence w0, . . . , wr such that w0 = u, wr = v and at each step in the sequence, either
(wi, wi+1) or (wi+1, wi) is a pair of relations (u, v) satisfying (3.1). We begin with the
equivalence relation defined by [w0] = {{d : d | p− 1}}, and end with the relation defined
by [wr] = {{d} : d | p− 1}.
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3.1.2 The case p− 1 = 2q
If p is of the form p− 1 = 2q, where q is an odd prime, then the following is a valid
sequence.
{{1, 2, q, 2q}} 7→ {{1, q}, {2, 2q}} 7→ {{1}, {q}, {2, 2q}} 7→ {{1, 2, 2q}, {q}} 7→
{{1, 2}, {q}, {2q}} 7→ {{1}, {2}, {q}, {2q}}
We extend the functor Fm to the category of torsion-free Z[t]/f(t)-modules, where
f(t) divides tp−1 − 1 via
F ′f(t)(M) = (M ⊗G (Z[t]/f(t)))/{ additive torsion }.
We note that F ′f(t) still respects direct sums.
The sequence of equivalence relations gives rise to the following sequence of exact
sequences, where we denote F ′f(t)(M) as M/f(t).
0 −→M/Φ2q(t)Φ2(t) −→M/(t2q − 1) −→M/(tq − 1) −→ 0
0 −→M/Φq(t) −→M/(tq − 1) −→M/Φ1(t) −→ 0
0 −→M/Φ2q(t)Φ2(t) −→M/Φ2q(t)Φ2(t)Φ1(t) −→M/Φ1(t) −→ 0
0 −→M/Φ2q(t) −→M/Φ2q(t)Φ2(t)Φ1(t) −→M/(t2 − 1) −→ 0
0 −→M/Φ2(t) −→M/(t2 − 1) −→M/Φ1(t) −→ 0
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3.1.3 Computing the Splitting Homomorphism
We describe an algorithm for computing the splitting homomorphism. Suppose M
is a finitely generated Z-free permutation-projective ZG module, and suppose we have an
exact sequence
0 −→M/f(t) −→M/f(t)(tm − 1) ρ−→M/(tm − 1) −→ 0.
Suppose f(t) is a degree n −m polynomial, a0, . . . , an−1 is a Z-basis of M/f(t)(tm − 1)
(written multiplicatively), under the ZG-module isomorphism cti 7→ aci , and the ai are
fixed by πnm.
Then we have a ZG-module isomorphism M/f(t) ∼= (tm − 1)M/f(t)(tm − 1), and
the sequence from above gives rise to the exact sequence
0 −→ L((tm − 1)M/f(t)(tm − 1))× −→ L((tm − 1)M/f(t)(tm − 1))× · 〈a0, . . . , an−1〉
ρ−→ 〈b0, . . . , bm−1〉 −→ 0,
where ρ : ai 7→ bj such that j ≡ i (mod m). The splitting homomorphism
σ : 〈b0, . . . bm−1〉 −→ L((tm − 1)M/f(t)(tm − 1))× · 〈a0, . . . , an−1〉
must send b0 to an element fixed by π
m.



























, . . . ,
π(n−1)m(x)
π(n−2)m(x)
∈ L((tm − 1)M/f(t)(tm − 1))×.
We can also see that σ(b0) is fixed by π
m, since
πm(x+ πm(x) + · · ·+ π(n−1)m(x)) = πm(x) + π2m(x) + · · ·+ π(n−2)m(x) + x = σ(b0).
Therefore, σ defines a valid splitting homomorphism for the sequence. A technique for
finding the splitting homomorphism will be given in § 5 through § 10.
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Chapter 4: Groups of Small Order
4.1 The case A = Z/3Z
We demonstrate Lenstra’s techniques by computing generators of the fixed field for
p = 3 and 5. Starting with the fixed field K(x0, x1, x2)
A, where A = 〈τ〉 ∼= Z/3Z, we recall
that K(x0, x1, x2)
A = L(y0, I)
π. The Galois group G = 〈π〉 of L/K has order two and we
have I = 〈3, t− 2〉 ⊆ ZG and J = 〈3〉 ⊆ Z.
We first compute the isomorphism
L(ZG) = L(Z[t]/(t2 − 1)) ∼= L(Z⊕ Z).
We write ZG multiplicatively as 〈y1, y2〉, where π swaps y1 and y2. We note that the yi
are the same as the ai from § 3.1. Using the exact sequence
0 −→ Z[t]/(t+ 1) −→ Z[t]/(t2 − 1) −→ Z[t]/(t− 1) −→ 0,





)× · 〈y1, y2〉
ρ−→ 〈z〉 −→ 0,
where ρ sends the yi to z.
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We compute the splitting homomorphism from § 3.1.3
σ : 〈z〉 −→ L(y2
y1
)× · 〈y1, y2〉.
Letting x = y1, we can see that ρ(x) = z and
σ(z) = (1 +
π(x)
x
)x = (1 +
y2
y1
)y1 = y1 + y2,
which is fixed by π as required. Therefore, Proposition 3.2 gives
L(y1, y2) = L(
y2
y1
, y1 + y2) (4.1)
We can see that this gives the isomorphism
L(Z[t]/(t2 − 1)) ∼= L(Z[t]/(t− 1)⊕ Z[t]/(t+ 1)) = L(γ1, γ2)
where π fixes γ1 = y1 + y2 and inverts γ2 =
y2
y1
. We note that the elements y1 and y2 are








We note that the γi are the same as the bi from § 3.1.
Using Masuda’s technique (1.1), we compute generators of the fixed field

























We next compute the isomorphism
L(I) ∼= L(I/(t+ 1)⊕ I/(t− 1)),
where I = 〈3, t− 2〉 ⊆ Z[t]/(t2 − 1). Using the exact sequence
0 −→ I/(t+ 1) −→ I −→ I/(t− 1) −→ 0,













)× · I ρ−→ 〈z〉 −→ 0,
where ρ sends the yi to z.









can see that ρ(x) = z and
σ(z) = (1 +
π(x)
x













which is again fixed by π. Therefore, Proposition 3.2 gives
L(I) = L(δ1, δ2),






and inverts δ2 =
y32
y31
. We note that the δi are the same as the
ci from § 3.1.

























Thus we have K(x0, x1, x2)
τ = K(y0, v0, v1). We note that this is the same solution
as [7].
4.2 The case A = Z/5Z
We next compute generators of the fixed field L(x0, . . . , x4)
A, where A = Z/5Z.
The Galois group G = 〈π〉 of L/K has order 4 and we have I = 〈5, t − 2〉 ⊆ ZG and
J = 〈1 + 2i〉 ⊆ Z[i].
We first compute the isomorphism
L(ZG) = L(Z[t]/(t4 − 1)) ∼= L( ⊕d | 4Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a3〉, where π acts via a0 7→ · · · 7→ a3 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action. We note that the ai are the
same as the ai from § 3.1.
Using the exact sequence
0 −→ Z[t]/(t2 + 1) −→ Z[t]/(t4 − 1) −→ Z[t]/(t2 − 1) −→ 0,
we have Z[t]/(t2 + 1) ∼= (t2 − 1)Z[t]/(t4 − 1) = 〈a2a0 ,
a3
a1











))× · 〈a0, a1, a2, a3〉
ρ−→ 〈b0, b1〉 −→ 0,
where ρ : a2i+j 7→ bj for 0 ≤ i, j ≤ 1.
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We compute the splitting homomorphism σ : 〈b0, b1〉 −→ L(a2a0 ,
a3
a1
)× · 〈a0, . . . , a3〉.






σ(b0) = (1 +
π2(x)
x
)x = a0 + a2,
which is fixed by π2 as required. Therefore, Proposition 3.2 gives






, a0 + a2, a1 + a3)
We see that the generators a0 + a2 and a1 + a3 are swapped by π, and therefore
generate a module isomorphic to Z[t]/(t2−1). We use the result from the previous section,
namely




Therefore, we have an isomorphism
L(Z[t]/(t4 − 1)) ∼= L(γ1, γ2, γ4,0, γ4,1), (4.2)
where π fixes γ1 = a0+a1+a2+a3, inverts γ2 =
a1+a3
a0+a2






via Φ4(t), that is,
π : γ4,0 7→ γ4,1 7→ γ−14,0 7→ γ
−1
4,1 7→ γ4,0.
We note that the ai are a basis for the permutation module ZG. We write these in terms
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of the γi via
a0 =
γ1
(1 + γ2)(1 + γ4,0)
, a1 =
γ1













We note that the γi are the same as the bi from § 3.1.















ζ ζ2 ζ4 ζ3
ζ2 ζ4 ζ3 ζ
ζ4 ζ3 ζ ζ2
















Therefore, we have L(ZG)π = K(u0, . . . , u3).
We next compute the isomorphism
L(I) ∼= L( ⊕d | 4I/Φd(t)),
where I = 〈5, t− 2〉. Using the exact sequence
0 −→ I/(t2 + 1) −→ I/(t4 − 1) −→ I/(t2 − 1) −→ 0,
and the fact that I/(t2 + 1) is generated by 1 + 2t, we have

















)× · I ρ−→ 〈b0, b1〉 −→ 0.
where ρ : a2i+j 7→ bj for 0 ≤ i, j ≤ 1.
We compute the splitting homomorphism







Letting x = a0a1a3 , we can see that x ∈ I, ρ(x) = b0 and






























Since the last two generators are swapped by π, we use the result from the previous
section. This gives the isomorphism
L(I) ∼= L(δ1, δ2, δ4,0, δ4,1)























via Φ4(t). We note that the δi are the same as the ci from § 3.1.
























































Thus we have K(x0, . . . , x4)
τ = K(y0, v0, . . . , v3). Again, we produce the same
solution as [7].
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Chapter 5: The case A = Z/7Z
We next compute generators for the fixed field K(x0, . . . , x6)
A, where A = 〈τ〉.
The Galois group G = 〈π〉 of L/K has order six and we have I = 〈7, t − 3〉 ⊆ ZG and
J = 〈7, ζ − 3〉 = 〈ζ − 3〉 ⊆ Z[ζ], where ζ denotes a primitive sixth root of unity.
We first compute the isomorphism
L(ZG) = L(Z[t]/(t6 − 1)) ∼= L( ⊕d | 6Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a5〉, where π acts via a0 7→ · · · 7→ a5 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action.
We first compute the sequence of equivalence relations of p − 1 = 6; from (3.1.2)
we have the following.
0 −→ Z[t]/Φ6(t)Φ2(t) −→ Z[t]/(t6 − 1) −→ Z[t]/(t3 − 1) −→ 0 (5.1)
0 −→ Z[t]/Φ3(t) −→ Z[t]/(t3 − 1) −→ Z[t]/(t− 1) −→ 0 (5.2)
0 −→ Z[t]/Φ6(t)Φ2(t) −→ Z[t]/Φ6(t)Φ2(t)Φ1(t) −→ Z[t]/(t− 1) −→ 0 (5.3)
0 −→ Z[t]/Φ6(t) −→ Z[t]/Φ6(t)Φ2(t)Φ1(t) −→ Z[t]/(t2 − 1) −→ 0 (5.4)
0 −→ Z[t]/Φ2(t) −→ Z[t]/(t2 − 1) −→ Z[t]/(t− 1) −→ 0 (5.5)
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Starting with (5.1), we have



























)× · 〈a0, . . . , a5〉
ρ−→ 〈b0, b1, b2〉 −→ 0,
where ρ maps a3i+j 7→ bj , for i = 0, 1 and j = 0, 1, 2.
We compute the splitting homomorphism from (3.1.3)









)× · 〈a0, . . . , a5〉.






σ(b0) = (1 +
π3(x)
x









)× · 〈a0, . . . , a5〉.
We see σ(b0) is fixed by π
3, and thus we have a valid splitting homomorphism.
Therefore, Proposition 3.2 gives









, a0 + a3, a1 + a4, a2 + a5). (5.6)
We see this explicitly if we let















, . . . , a3 =
c0
1 + d−10




We can see that c0, c1 and c2 are permuted cyclically by π and generate a module
isomorphic to Z[t]/(t3 − 1). Using these in sequence (5.2), we have


















)× · 〈c0, c1, c2〉
ρ−→ 〈ω〉 −→ 0,
where ρ maps the ci to ω.
We compute the splitting homomorphism σ : 〈ω〉 −→ L( c1c0 ,
c2
c1
)× ·〈c0, c1, c2〉. Letting





, we define σ via








)x = c0 + c1 + c2,
which is fixed by π as required.
Therefore, Proposition 3.2 gives














, γ1 = c0 + c1 + c2.
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We can see explicitly that L(c0, c1, c2) = L(γ3,0, γ3,1, γ1), since
c0 =
γ1
1 + γ3,0 + γ3,0γ3,1








We note that π acts on γ3,0 and γ3,1 via Φ3(t), and fixes γ1, that is,
π : γ3,0 7→ γ3,1 7→ γ−13,0γ
−1
3,1
Combining this result with (5.6), we have
L(Z[t]/(t6 − 1)) ∼= L(d0, d1, d2, γ3,0, γ3,1, γ1) (5.9)
Next, we compute generators of L(Z[t]/(t3+1)) that π acts on via Φ6 and Φ2. From
(5.5) we have
0 −→ Z[t]/Φ2(t) −→ Z[t]/(t2 − 1) −→ Z[t]/(t− 1) −→ 0.
Writing Z[t]/(t2 − 1) = 〈u, v〉, from (4.1) we have




where π fixes u+ v and inverts vu .
We use this result in sequence (5.4), where we had
0 −→ Z[t]/Φ6(t) −→ Z[t]/Φ6(t)Φ2(t)Φ1(t) −→ Z[t]/(t2 − 1) −→ 0.
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Since Φ6(t)Φ2(t)Φ1(t) = t
4 − t3 + t − 1, we have a ZG-module isomorphism between
Z[t]/Φ6(t)Φ2(t)Φ1(t) and the multiplicative group 〈e0, e1, e2, e3〉 via ti 7→ ei, where π acts
via

























)× · 〈e0, . . . , e3〉
ρ−→ 〈f0, f1〉 −→ 0,
where ρ(e2i+j) = fj , for 0 ≤ i, j ≤ 1.
We compute the splitting homomorphism σ : 〈f0, f1〉 −→ L( e2e0 ,
e3
e1
)× · 〈e0, . . . , e3〉.





, we define σ via



















, e0 + e2 +
e3e0
e1












e1 + e3 +
e3e0
e2
e0 + e2 +
e3e0
e1





From sequence (5.3) we had the following.
0 −→ Z[t]/Φ6(t)Φ2(t) −→ Z[t]/Φ6(t)Φ2(t)Φ1(t) −→ Z[t]/Φ1(t) −→ 0
In this sequence, we have a description of the field corresponding to the middle component
and the right component. We use these to find a description of L(Z[t]/Φ6(t)Φ2(t)). We
have



























)× · 〈e0, . . . , e3〉
ρ−→ 〈ω〉 −→ 0.




× · 〈e0, . . . , e3〉.
Since we already have the generator e0 + e1 + . . .+
e3e0
e2
fixed by π, we define x = e0 and
y = π(x)x =
e1
e0
, and we have












· · · e1
e2


























e1 + e3 +
e3e0
e2















, e0 + e1 + . . .+
e3e0
e2




Therefore, we have a description of L(Z[t]/Φ6(t)Φ2(t)) = L(Z[t]/(t3 + 1)).









) = L(γ6,0, γ6,1, γ2) (5.11)
We note that π inverts γ2, and acts on the γ6,j via Φ6, that is
π : γ6,0 7→ γ6,1 7→ γ6,1γ−16,0 .
We see that the following isomorphism is multiplication by Φ3(t)
〈e0, . . . e3〉 ∼= Z[t]/Φ6(t)Φ2(t)Φ1(t) ∼= Φ3(t)Z[t]/(t6 − 1).
Therefore,




















We can see L(d0, d1, d2) = L(γ6,0, γ6,1, γ2) explicitly, since
γ6,0 = d0d1, γ6,1 = d1d2, γ2 = d0
(
1 + γ6,1 + γ6,1π
2(γ6,1)






1 + γ6,0 + γ6,0π
2(γ6,0)
1 + γ6,1 + γ6,1π2(γ6,1)
)
, . . . , d2 = γ2
(
1 + π2(γ6,0) + π
2(γ6,0)π
4(γ6,0)
1 + π2(γ6,1) + π2(γ6,1)π4(γ6,1)
)
(5.12)
We combine (5.11) with (5.9) to obtain the isomorphism
L(Z[t]/(t6 − 1)) ∼= L( ⊕d | 6Z[t]/Φd(t)) = L(γ1, γ2, γ3,0, γ3,1, γ6,0, γ6,1).
We can also write this in terms of the ai
L(Z[t]/(t6 − 1)) ∼= L(a0 + a1 + · · ·+ a5,
a1a2a3 + a0a1a5 + a3a4a5














We note that a0 and its π-conjugates, namely a0, . . . , a5, are a permutation basis of
ZG. We write the permutation basis in terms of the γi; it suffices to express a0 in terms
of the γi. From (5.8) and (5.12) we have
c0 =
γ1
1 + γ3,0 + γ3,0γ3,1
, d0 =
γ2(1 + γ6,0 + γ6,0π
2(γ6,0))
1 + γ6,1 + γ6,1π2(γ6,1)






5.1 Computing the fixed field of I
We next compute the isomorphism
L(I) ∼= L(J ⊕ ⊕d | 6,d 6=6Z[ζd]),
where I = 〈7, t− 3〉. From (3.1.2) we have the following.
0 −→ I/Φ6(t)Φ2(t) −→ I/(t6 − 1) −→ I/(t3 − 1) −→ 0 (5.14)
0 −→ I/Φ3(t) −→ I/(t3 − 1) −→ I/(t− 1) −→ 0 (5.15)
0 −→ I/Φ6(t)Φ2(t) −→ I/Φ6(t)Φ2(t)Φ1(t) −→ I/(t− 1) −→ 0 (5.16)
0 −→ I/Φ6(t) −→ I/Φ6(t)Φ2(t)Φ1(t) −→ I/(t2 − 1) −→ 0 (5.17)
0 −→ I/Φ2(t) −→ I/(t2 − 1) −→ I/(t− 1) −→ 0 (5.18)
Again using the ZG-module isomorphism between Z[t]/(t6−1) and the multiplicative
group 〈a0, a1, . . . , a5〉 via ti 7→ ai, (5.14) gives
0 −→ L((t3 − 1)I/(t6 − 1))× −→ L((t3 − 1)I/(t6 − 1))× · I/(t6 − 1) ρ−→ 〈b0, b1, b2〉 −→ 0,
where ρ maps a3i+j 7→ bj , for i = 0, 1 and j = 0, 1, 2.
We compute the splitting homomorphism
σ : 〈b0, b1, b2〉 −→ L((t3 − 1)I/(t6 − 1))× · I/(t6 − 1).
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Since I = 〈7, t− 3〉, we have the following generating set for I.













The image of this set under ρ is



























































We see that ρ(x) = b0, and define σ via










which is fixed by π3 as required. Therefore, Proposition 3.2 gives







































We see that π acts via c0 7→ c1 7→ c2 7→ c0 and use the result from the previous section,
namely






, c0 + c1 + c2).
We label c1c0 and
c2
c1





























We label γ1 = c0 + c1 + c2 and note that it is fixed by π. Therefore, we have
L(I/(t6 − 1)) ∼= L(I/(t3 + 1)⊕ 〈γ3,0, γ3,1, γ1〉) (5.19)
Next, we compute generators of L(I/(t3 + 1)) that π acts on via Φ6 and Φ2. From
(5.18) we have
0 −→ I/Φ2(t) −→ I/(t2 − 1) −→ I/(t− 1) −→ 0.
We use the result from (4.1), namely L(u, v) = L( vu , u+v). We use this result in sequence
(5.17)
0 −→ I/Φ6(t) −→ I/Φ6(t)Φ2(t)Φ1(t) −→ I/(t2 − 1) −→ 0.
Writing Z[t]/Φ6(t)Φ2(t)Φ1(t) multiplicatively as 〈e0, e1, e2, e3〉 via ti 7→ ei, π acts
via







The ideal I/Φ6(t) is principal and generated by 3 − t, which gives a ZG-module isomor-
phism































ρ−→ 〈f0, f1〉 −→ 0,
where ρ sends e2i+j 7→ fj , for i, j = 0, 1.
We compute the splitting homomorphism











We have the following generating set for I/Φ6(t)Φ2(t)Φ1(t).













The image of this set under ρ is




































−3 1 0 0
0 −3 1 0
0 0 −3 1
1 −1 0 2
7 0 0 0
0 7 0 0
0 0 7 0




1 0 0 0
)













































































































From (5.16) we have
0 −→ I/Φ6(t)Φ2(t) −→ I/Φ6(t)Φ2(t)Φ1(t) −→ I/(t− 1) −→ 0.
In this sequence, we have a description of the field corresponding to the middle component
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and the right component. We use these to find a description of L(I/Φ6(t)Φ2(t)).
We compute the splitting homomorphism
σ : 〈ω〉 −→ L((t− 1)I/Φ6(t)Φ2(t)Φ1(t))× · I/Φ6(t)Φ2(t)Φ1(t).
















y = π(x)x =
e21e2
e20e3
, which leads to














Therefore, we have a description of L(I/(t3 + 1))



























We note that the following isomorphism is multiplication by Φ3(t)
〈e0, . . . e3〉 ∼= Z[t]/Φ6(t)Φ2(t)Φ1(t) ∼= Φ3(t)Z[t]/(t6 − 1).
Therefore,




























We note that π inverts γ2 and acts on the γ6,j via Φ6. Combining this with (5.9)
gives
L(I/(t6 − 1)) ∼= L( ⊕d | 6I/Φd(t)) = L(γ1, γ2, γ3,0, γ3,1, γ6,0, γ6,1).
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Finally, we write the generator of the permutation basis in terms of the γi. We write c0
in terms of the γi.
c0 =
γ1







Next, we compute the element d0 that corresponded to
a3
a0
from the previous section.
d0 =
γ2(1 + γ6,0 + γ6,0π
2(γ6,0))









Finally, we compute the generator α of the permutation basis (which was a0 in the previous













We use Masuda’s method (1.2.1) to compute generators of the fixed field
L(I)π. We define the 6 × 6 matrix T whose (i, j)-th entry is ζ3i+j and compute the














ζα+ ζ3π(α) + ζ2π2(α) + ζ6π3(α) + ζ4π4(α) + ζ5π5(α)
ζ3α+ ζ2π(α) + ζ6π2(α) + ζ4π3(α) + ζ5π4(α) + ζπ5(α)
ζ2α+ ζ6π(α) + ζ4π2(α) + ζ5π3(α) + ζπ4(α) + ζ3π5(α)
ζ6α+ ζ4π(α) + ζ5π2(α) + ζπ3(α) + ζ3π4(α) + ζ2π5(α)
ζ4α+ ζ5π(α) + ζπ2(α) + ζ3π3(α) + ζ2π4(α) + ζ6π5(α)
ζ5α+ ζπ(α) + ζ3π2(α) + ζ2π3(α) + ζ6π4(α) + ζ4π5(α)

Therefore, we have K(x0, . . . , x6)
τ = K(y0, u0, u1, . . . , u5).
56
Chapter 6: The case A = Z/11Z
We next compute generators of the fixed field K(x0, . . . , x10)
A, where A = 〈τ〉.
The Galois group G = 〈π〉 of L/K has order 10 and we have I = 〈11, t − 2〉 ⊆ ZG and
J = 〈11, ζ − 2〉 = 〈ζ9 − ζ7 + 1〉 ⊆ Z[ζ], where ζ denotes a primitive tenth root of unity.
We first compute the isomorphism
L(ZG) = L(Z[t]/(t10 − 1)) ∼= L( ⊕d | 10Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a9〉, where π acts via a0 7→ · · · 7→ a9 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action.
We first compute the sequence of equivalence relations of p− 1 = 10; from (3.1.2)
we have the following.
0 −→ Z[t]/Φ10(t)Φ2(t) −→ Z[t]/(t10 − 1) −→ Z[t]/(t5 − 1) −→ 0 (6.1)
0 −→ Z[t]/Φ5(t) −→ Z[t]/(t5 − 1) −→ Z[t]/(t− 1) −→ 0 (6.2)
0 −→ Z[t]/Φ10(t)Φ2(t) −→ Z[t]/Φ10(t)Φ2(t)Φ1(t) −→ Z[t]/(t− 1) −→ 0 (6.3)
0 −→ Z[t]/Φ10(t) −→ Z[t]/Φ10(t)Φ2(t)Φ1(t) −→ Z[t]/(t2 − 1) −→ 0 (6.4)
0 −→ Z[t]/Φ2(t) −→ Z[t]/(t2 − 1) −→ Z[t]/(t− 1) −→ 0 (6.5)
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Starting with (6.1), we have
























, . . . ,
a9
a4
)×·〈a0, a1, . . . , a9〉
ρ−→ 〈b0, b1, b2, b3, b4〉 −→ 0,
where ρ maps a5i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 4.
We compute the splitting homomorphism






, . . . ,
a9
a4
)× · 〈a0, a1, . . . , a9〉.





, we define σ via
σ(b0) = (1 +
π5(x)
x
)x = a0 + a5,
which is fixed by π5 as required. Therefore, Proposition 3.2 gives






, . . . ,
a9
a4
, a0 + a5, . . . , a4 + a9). (6.6)










c0 = a0 + a5, c1 = a1 + a6, . . . , c4 = a4 + a9.
We can see that c0, . . . , c4 are permuted cyclically by π and generate a module isomorphic
to Z[t]/(t5 − 1). Using these in (6.2), we have




































)× · 〈c0, c1, c2, c3, c4〉
ρ−→ 〈ω〉 −→ 0,
where ρ maps the ci to ω.






)×·〈c0, c1, c2, c3, c4〉.





, we define σ via
σ(ω) = (1 +
π(x)
x
+ · · ·+ π(x)
x
· · · π
4(x)
π3(x)
)x = c0 + c1 + · · ·+ c4,
which is fixed by π as required.
Therefore, Proposition 3.2 gives

















, . . . , γ5,3 =
c4
c3
, γ1 = c0 + c1 + c2 + c3 + c4.
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We can see explicitly that L(c0, c1, c2, c3, c4) = L(γ5,0, . . . , γ5,3, γ1), since
c0 =
γ1
1 + γ5,0 + γ5,0γ5,1 + · · ·+ γ5,0 · · · γ5,3
, . . . , (6.7)
c4 =
γ1




5,2 + · · ·+ γ
−1
5,3 · · · γ
−1
5,0
We note that π acts on the γ5,i via Φ5(t), and fixes γ1, that is,
π : γ5,0 7→ γ5,1 7→ · · · 7→ γ5,3 7→ γ−15,0 · · · γ
−1
5,3
Combining this result (6.6), we have
L(Z[t]/(t10 − 1)) ∼= L(
a5
a0
, . . . ,
a9
a4
, γ5,0, . . . , γ5,3, γ1) (6.8)
Next, we compute generators of L(Z[t]/(t5 + 1)) that π acts on via Φ10 and Φ2.
From (6.5) we have
0 −→ Z[t]/Φ2(t) −→ Z[t]/(t2 − 1) −→ Z[t]/(t− 1) −→ 0
We use the result from (4.1), namely L(u, v) = L( vu , u+v). We use this result in sequence
(6.4)
0 −→ Z[t]/Φ10(t) −→ Z[t]/Φ10(t)Φ2(t)Φ1(t) −→ Z[t]/Φ2(t)Φ1(t) −→ 0.
Since Φ10(t)Φ2(t)Φ1(t) = t
6 − t5 + t − 1, we have a ZG-module isomorphism between
Z[t]/Φ10(t)Φ2(t)Φ1(t) and the multiplicative group 〈d0, d1, d2, . . . , d5〉 via ti 7→ di, where
π acts via














































)× · 〈d0, d1, d2, . . . , d5〉
ρ−→ 〈e0, e1〉 −→ 0,
where ρ(d2i) = e0, and ρ(d2i+1) = e1, for i = 0, 1, 2.
We compute the splitting homomorphism












)× · 〈d0, d1, d2, . . . , d5〉.





, we define σ via


























































d0 + d1 + · · ·+ d5 +
d5d0
d1
+ · · ·+ d5d0
d4
)
From sequence (6.3) we had the following.
0 −→ Z[t]/Φ10(t)Φ2(t) −→ Z[t]/Φ10(t)Φ2(t)Φ1(t) −→ Z[t]/(t− 1) −→ 0
In this sequence, we have a description of the field corresponding to the middle component
and the right component. We use these to find a description of L(Z[t]/Φ10(t)Φ2(t)). We
have






















, . . . , f4 =
d5
d4
and Z[t]/(t− 1) = 〈ω〉, we have
0 −→ L(f0, f1, . . . , f4)× −→ L(f0, f1, . . . , f4)× · 〈d0, d1, d2, . . . , d5〉
ρ−→ 〈ω〉 −→ 0.
We compute the splitting homomorphism
σ : 〈ω〉 −→ L(f0, f1, . . . , f4)× · 〈d0, d1, d2, . . . , d5〉.
Since we already have the generator d0 + d1 + · · ·+ d5 + d5d0d1 + · · ·+
d5d0
d4
fixed by π, we





, and we have





Therefore, Proposition 3.2 gives




This gives us the following.

























d0 + d1 + · · ·+ d5 +
d5d0
d1
+ · · ·+ d5d0
d4
)
Therefore, we have a description of L(Z[t]/Φ10(t)Φ2(t)) = L(Z[t]/(t5 + 1)).






















We see that the following isomorphism is multiplication by Φ5(t)
〈d0, . . . d5〉 ∼= Z[t]/Φ10(t)Φ2(t)Φ1(t) ∼= Φ5(t)Z[t]/(t10 − 1).
Therefore, we have
























We note that π inverts γ2, and acts on the γ10,j via Φ10, that is
π : γ10,0 7→ γ10,1 7→ γ10,2 7→ γ10,3 7→ γ10,3γ−110,2γ10,1γ
−1
10,0.
We can see L(f0, f1, · · · , f4) = L(γ10,0, . . . , γ10,3, γ2) explicitly, since











1 + γ10,1 + γ10,1π2(γ10,1) + γ10,1π2(γ10,1)π4(γ10,1) + γ10,1π2(γ10,1)π4(γ10,1)π6(γ10,1)
)
(6.10)
Combining this with (6.8), we obtain the isomorphism
L(Z[t]/(t10 − 1)) ∼= L( ⊕d | 10Z[t]/(Φd(t))) = L(γ1, γ2, γ5,0, . . . , γ5,3, γ10,0, . . . , γ10,3).
We note that a0 and its π-conjugates, namely a0, . . . , a9, are a permutation basis of
ZG. We write the permutation basis in terms of the γi; it suffices to express a0 in terms
of the γi. From (6.7) we have
c0 =
γ1
1 + γ5,0 + γ5,0γ5,1 + γ5,0γ5,1γ5,2 + γ5,0γ5,1γ5,2γ5,3
From (6.10) we have
f0 =







1 + γ10,1 + γ10,1π2(γ10,1) + γ10,1π2(γ10,1)π4(γ10,1) + γ10,1π2(γ10,1)π4(γ10,1)π6(γ10,1)
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6.1 Computing the fixed field of I
We next compute the isomorphism
L(I) ∼= L(J ⊕ ⊕d | 10,d 6=10Z[ζd]),
where I = 〈11, t− 2〉. From (3.1.2) we have the following.
0 −→ I/Φ10(t)Φ2(t) −→ I/(t10 − 1) −→ I/(t5 − 1) −→ 0 (6.11)
0 −→ I/Φ5(t) −→ I/(t5 − 1) −→ I/(t− 1) −→ 0 (6.12)
0 −→ I/Φ10(t)Φ2(t) −→ I/Φ10(t)Φ2(t)Φ1(t) −→ I/(t− 1) −→ 0 (6.13)
0 −→ I/Φ10(t) −→ I/Φ10(t)Φ2(t)Φ1(t) −→ I/(t2 − 1) −→ 0 (6.14)
0 −→ I/Φ2(t) −→ I/(t2 − 1) −→ I/(t− 1) −→ 0 (6.15)
Again using the ZG-module isomorphism between Z[t]/(t10− 1) and the multiplica-
tive group 〈a0, a1, . . . , a9〉 via ti 7→ ai, (6.11) gives
0 −→ L((t5−1)I/(t10−1))× −→ L((t5−1)I/(t10−1))×·I/(t10−1) ρ−→ 〈b0, b1, b2, b3, b4〉 −→ 0,
where ρ maps a5i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 4.
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We compute the splitting homomorphism
σ : 〈b0, b1, b2, b3, b4〉 −→ L((t5 − 1)I/(t10 − 1))× · I/(t10 − 1).
Since I = 〈11, t− 2〉, we have the following generating set for I.













The image of this set under ρ is






































−2 1 0 0 0
0 −2 1 0 0
0 0 −2 1 0
0 0 0 −2 1
1 0 0 0 −2
11 0 0 0 0
0 11 0 0 0
0 0 11 0 0
0 0 0 11 0
































We see that ρ(x) = b0, and define σ via











which is fixed by π5 as required. Therefore, Proposition 3.2 gives


















































We see that π acts via c0 7→ c1 7→ · · · 7→ c4 7→ c0 and use the result from the previous
section, namely












, c0 + c1 + c2 + c3 + c4).
We label c1c0 , . . . ,
c4
c3





























We label γ1 = c0 + c1 + c2 + c3 + c4 and see it is fixed by π. Therefore, we have
L(I/(t10 − 1)) ∼= L(I/(t5 + 1)⊕ 〈γ5,0, γ5,1, γ5,2, γ5,3, γ1〉) (6.16)
Next, we compute generators of L(I/(t5 + 1)) that π acts on via Φ10 and Φ2. We
use the result (4.1), namely L(u, v) = L( vu , u+ v). We use this result in sequence (6.14)
0 −→ I/Φ10(t) −→ I/Φ10(t)Φ2(t)Φ1(t) −→ I/Φ2(t)Φ1(t) −→ 0.
Writing Z[t]/Φ10(t)Φ2(t)Φ1(t) multiplicatively as 〈d0, d1, . . . , d5〉 via ti 7→ di, π acts
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via





7→ · · · 7→ d5d0
d4
7→ d0.
The ideal I/Φ10(t) is principal and generated by t
9 − t7 + 1, and gives a ZG-module
isomorphism
































〈e0, e1〉 −→ 0,
where ρ sends d2i+j 7→ ej , for i = 0, 1, 2 and j = 0, 1.
We compute the splitting homomorphism









We have the following generating set for I/Φ10(t)Φ2(t)Φ1(t).













The image of this set under ρ is












































−2 1 0 0 0 0
0 −2 1 0 0 0
0 0 −2 1 0 0
0 0 0 −2 1 0
0 0 0 0 −2 1
1 −1 0 0 0 −1
11 0 0 0 0 0
0 11 0 0 0 0
0 0 11 0 0 0
0 0 0 11 0 0
0 0 0 0 11 0

















































































































































































From (6.13) we have
0 −→ I/Φ10(t)Φ2(t) −→ I/Φ10(t)Φ2(t)Φ1(t) −→ I/(t− 1) −→ 0.
We have a description of the field corresponding to the middle component and the right
component. We use these to find a description of L(I/Φ10(t)Φ2(t)).
We compute the splitting homomorphism
σ : 〈ω〉 −→ L((t− 1)I/Φ10(t)Φ2(t)Φ1(t))× · I/Φ10(t)Φ2(t)Φ1(t).
Since we already have a generator fixed by π, we define x = d0d2d4 , which satisfies ρ(x) = ω
and leads to





+ · · ·+ d0d1d5
d3d4
.
Therefore, we have a description of L(I/(t5 + 1))








































We note that the following isomorphism is multiplication by Φ5(t)
〈d0, . . . d5〉 ∼= I/Φ10(t)Φ2(t)Φ1(t) ∼= Φ5(t)I/(t10 − 1).
Therefore, we see







































We note that π inverts γ2 and acts on the γ10,j via Φ10. Combining this with (6.16)
gives
L(I/(t10 − 1)) ∼= L( ⊕d | 10I/(Φd(t))) = L(γ1, γ2, γ5,0, . . . , γ5,3, γ10,0, . . . , γ10,3).
Finally, we use the results from the previous section to write the permutation basis
in terms of the γi. We write c0 in terms of the γi.
c0 =
γ1







Next, we compute the element α that corresponded to a5a0 from the previous section.
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α =
γ2(1 + γ10,0 + γ10,0π
2(γ10,0) + · · ·+ γ10,0 · · ·π6(γ10,0))







Finally, we compute the generator β of the permutation basis (which was a0 in the






















We use Masuda’s method (1.2.1) to compute generators of the fixed field L(I)π.
We define the 10× 10 matrix T whose (i, j)-th entry is ζ2i+j and compute the generators
















Therefore, we have K(x0, . . . , x10)
τ = K(y0, u0, u1, . . . , u9).
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Chapter 7: The case A = Z/13Z
We next compute generators of the fixed field K(x0, . . . , x12)
A, where A = 〈τ〉.
The Galois group G = 〈π〉 of L/K has order 12 and we have I = 〈13, t − 2〉 ⊆ ZG and
J = 〈13, ζ − 2〉 = 〈ζ2 − ζ − 2〉 ⊆ Z[ζ], where ζ denotes a primitive twelfth root of unity.
We first compute the isomorphism
L(ZG) = L(Z[t]/(t12 − 1)) ∼= L( ⊕d | 12Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a11〉, where π acts via a0 7→ · · · 7→ a11 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action. We compute the sequence of
equivalence relations for p− 1 = 12 as in (3.1.1).
{{1, 2, 3, 4, 6, 12}} 7→ {{1, 2, 3, 6}, {4, 12}} 7→ {{1, 3}, {2, 6}, {4, 12}} 7→
{{1}, {3}, {2, 6}, {4, 12}} 7→ {{1, 2, 6}, {3}, {4, 12}} 7→ {{1, 2}, {3}, {6}, {4, 12}} 7→
{{1, 2, 4, 12}, {3}, {6}} 7→ {{1, 2, 4}, {3}, {6}, {12}} 7→ {{1, 2}, {4}, {3}, {6}, {12}} 7→
{{1}, {2}, {3}, {4}, {6}, {12}}
This gives rise to the following exact sequences, which we use along with results
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from § 5.
0 −→ Z[t]/Φ12(t)Φ4(t) −→ Z[t]/(t12 − 1) −→ Z[t]/(t6 − 1) −→ 0 (7.1)
0 −→ Z[t]/Φ12(t)Φ4(t) −→ Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ Z[t]/(t2 − 1) −→ 0 (7.2)
0 −→ Z[t]/Φ12(t) −→ Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ Z[t]/(t4 − 1) −→ 0 (7.3)
0 −→ Z[t]/(t2 + 1) −→ Z[t]/(t4 − 1) −→ Z[t]/(t2 − 1) −→ 0 (7.4)
Starting with (7.1), we have










Therefore, we have the exact sequence
0 −→ L(a6
a0





, . . . ,
a11
a5
)× · 〈a0, . . . , a11〉
ρ−→ 〈b0, b1, . . . , b5〉 −→ 0,
where ρ maps a6i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 5.
We compute the splitting homomorphism
σ : 〈b0, b1, . . . , b5〉 −→ L(
a6
a0
, . . . ,
a11
a5
)× · 〈a0, . . . , a11〉.
Letting x = a0, we define σ via
σ(b0) = (1 +
π6(x)
x
)x = a0 + a6,
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which is fixed by π6 as required. Therefore, Proposition 3.2 gives






, . . . ,
a11
a5
, a0+a6, a1+a7 . . . , a5+a11). (7.5)








We note that the last 6 generators are permuted cyclically by π; we denote these
via
c0 := a0 + a6, c1 := a1 + a7, . . . , c5 := a5 + a11.
Using the results from (5.13), we have















c1c2c3 + c0c1c5 + c3c4c5
c0c1c2 + c2c3c4 + c0c4c5
,
γ1 = c0 + c1 + · · ·+ c5.
Combining this with (7.5) gives






, . . . ,
a11
a5
, γ1, γ2, γ3,0, γ3,1, γ6,0, γ6,1). (7.6)
Next, we compute generators of L(Z[t]/(t6 + 1)) that π acts on via Φ12 and Φ4.
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From (7.3) we have
0 −→ Z[t]/Φ12(t) −→ Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ Z[t]/(t4 − 1) −→ 0.
Since Φ12(t)Φ4(t)Φ2(t)Φ1(t) = t
8− t6+ t2−1, we have a ZG-module isomorphism between
Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) and the multiplicative group 〈d0, d1, d2, . . . , d7〉 via ti 7→ di,
where π acts via
d0 7→ d1 7→ · · · 7→ d7 7→
d0d6
d2




Z[t]/Φ12(t) ∼= (t4 − 1)Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) = 〈
d4
d0












, . . . ,
d7
d3
)× · 〈d0, . . . , d7〉
ρ−→ 〈e0, e1 . . . , e3〉 −→ 0,
where ρ maps d4i+j 7→ ej for i = 0, 1, and j = 0, . . . , 3.
We compute the splitting homomorphism
σ : 〈e0, . . . , e3〉 −→ L(
d4
d0
, . . . ,
d7
d3
)× · 〈d0, . . . , d7〉.





, we define σ via

















, . . . ,
d7
d3
, d0 + d4 +
d0d6
d2




d2 + d6 +
d0d6
d4





f0 = d0 + d4 +
d0d6
d2
, . . . , f3 = d3 + d7 +
d1d7
d5











)× · 〈f0, . . . , f3〉
ρ−→ 〈g0, g1〉 −→ 0.
The splitting σ(g0) = f0 + f2 yields

























d2 + d6 +
d0d6
d4







d3 + d7 +
d1d7
d5




we note that π acts on the γ12,i and γ4,j via Φ12 and Φ4.
π : γ12,0 7→ γ12,1 7→ · · · 7→ γ12,3 7→ γ−112,0γ12,2
π : γ4,0 7→ γ4,1 7→ γ−14,0
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We then have
L(Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t)) ∼= L(γ12,0, . . . , γ12,3, γ4,0, γ4,1, f0 + f2, f1 + f3). (7.7)
Finally, we use (7.2)
0 −→ Z[t]/Φ12(t)Φ4(t) −→ Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ Z[t]/(t2 − 1) −→ 0.
We have


















, . . . ,
d7
d5
)× · 〈d0, . . . , d7〉
ρ−→ 〈h0, h1〉 −→ 0,
where ρ maps d2i+j 7→ hj for i = 0, . . . , 3, and j = 0, 1. We compute the splitting
homomorphism σ : 〈h0, h1〉 −→ L(d2d0 , . . . ,
d7
d5
)× · 〈d0, . . . , d7〉. Letting x = d0, we define σ
via








, . . . ,
d7
d5
, d0 + d2 + · · ·+
d0d6
d4

















Combining this with (7.7) gives
L(γ12,0, . . . , γ12,3, γ4,0, γ4,1, f0 + f2, f1 + f3) ∼= L(k0, . . . , k5, f0 + f2, f1 + f3).
Therefore, we have
L(Z[t]/Φ12(t)Φ4(t)) ∼= L(γ12,0, . . . , γ12,3, γ4,0, γ4,1). (7.8)
We can see L(k0, k1, · · · , k5) = L(γ12,0, . . . , γ12,3, γ4,0, γ4,1) explicitly, since
γ12,0 = k0k2, . . . , γ12,3 = k3k5,
γ4,0 = k0
(
1 + γ12,2 + π
2(γ12,2)
1 + γ12,0 + γ12,2
)
, γ4,1 = k1
(
1 + γ12,3 + π
2(γ12,3)






1 + γ12,0 + γ12,2
1 + γ12,2 + π2(γ12,2)
)
, . . . , k5 = γ4,1
(
1 + π2(γ12,3) + π
4(γ12,3)
1 + π4(γ12,3) + π6(γ12,3)
)
We note that the following isomorphism is multiplication by Φ3(t)Φ6(t) = t
4+t2+1.
〈d0, . . . d7〉 ∼= Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) ∼= Φ3(t)Φ6(t)Z[t]/(t12 − 1)
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Therefore,
d0 = a0a2a4, d1 = a1a3a5, . . . , d7 = a7a9a11.
Combining (7.6) and (7.8), we obtain
L(Z[t]/(t12−1)) ∼= L( ⊕d | 12Z[t]/Φd(t)) = L(γ1, γ2, γ3,0, γ3,1, γ4,0, γ4,1, γ6,0, γ6,1, γ12,0, . . . , γ12,3).
We note that a0 and its π-conjugates, namely a0, . . . , a11, are a permutation basis
of ZG. We write the permutation basis in terms of the γi; it suffices to express a0 in terms
of the γi. From (5) we have
c0 =
γ1








γ4,0(1 + γ12,0 + γ12,2))
1 + γ12,2 + π2(γ12,2)





7.1 Computing the fixed field of I
We next compute the isomorphism
L(I) ∼= L(J ⊕ ⊕d | 12,d 6=12Z[ζd]),
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where I = 〈13, t− 2〉. Using the same sequence as the previous section, we have
0 −→ I/Φ12(t)Φ4(t) −→ I/(t12 − 1) −→ I/(t6 − 1) −→ 0 (7.9)
0 −→ I/Φ12(t)Φ4(t) −→ I/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ I/(t2 − 1) −→ 0 (7.10)
0 −→ I/Φ12(t) −→ I/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ I/(t4 − 1) −→ 0 (7.11)
0 −→ I/(t2 + 1) −→ I/(t4 − 1) −→ I/(t2 − 1) −→ 0 (7.12)
Again using the ZG-module isomorphism between Z[t]/(t12− 1) and the multiplica-
tive group 〈a0, a1, . . . , a11〉 via ti 7→ ai, (7.9) gives
0 −→ L((t6−1)I/(t12−1))× −→ L((t6−1)I/(t12−1))×·I/(t12−1) ρ−→ 〈b0, b1, . . . , b5〉 −→ 0,
where ρ maps a6i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 5.
We compute the splitting homomorphism
σ : 〈b0, b1, . . . , b5〉 −→ L((t6 − 1)I/(t12 − 1))× · I/(t12 − 1).
We have the following generating set for I.













The image of this set under ρ is




































−2 1 0 0 0 0
0 −2 1 0 0 0
0 0 −2 1 0 0
0 0 0 −2 1 0
0 0 0 0 −2 1
1 0 0 0 0 −2
13 0 0 0 0 0
0 13 0 0 0 0
0 0 13 0 0 0
0 0 0 13 0 0
0 0 0 0 13 0

































We see that ρ(x) = b0, and define σ via










which is fixed by π6 as required. Therefore, Proposition 3.2 gives






































and see that π permutes them cyclically. Using (5.13), we have

















c1c2c3 + c0c1c5 + c3c4c5
c0c1c2 + c2c3c4 + c0c4c5
, γ1 = c0 + c1 + · · ·+ c5
Combining this with (7.13) gives
L(I/(t12 − 1)) ∼= L(I/(t6 + 1)⊕ 〈γ1, γ2, γ3,0, γ3,1, γ6,0, γ6,1〉). (7.14)
Next, we compute generators of L(I/(t6 + 1)) that π acts on via Φ12 and Φ4. From
(7.11), we have
0 −→ I/Φ12(t) −→ I/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ I/(t4 − 1) −→ 0.
Writing Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) multiplicatively as 〈d0, d1, . . . , d7〉 via ti 7→ di, and
since the ideal I/Φ12(t) is generated by t
3 − t2 − 2t, we have





























ρ−→ 〈e0, . . . , e3〉 −→ 0,
where ρ maps d4i+j 7→ ej for i = 0, 1, and j = 0, . . . , 3. We compute the splitting
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homomorphism
σ : 〈e0, . . . , e3〉 −→ L(
d21d2d7
d3d25d6




We have the following generating set for I/Φ12(t)Φ4(t)Φ2(t)Φ1(t).













The image of this set under ρ is the following.



































−2 1 0 0 0 0 0 0
0 −2 1 0 0 0 0 0
0 0 −2 1 0 0 0 0
0 0 0 −2 1 0 0 0
0 0 0 0 −2 1 0 0
0 0 0 0 0 −2 1 0
0 0 0 0 0 0 −2 1
1 0 −1 0 0 0 1 −2
13 0 0 0 0 0 0 0
0 13 0 0 0 0 0 0
0 0 13 0 0 0 0 0
0 0 0 13 0 0 0 0
0 0 0 0 13 0 0 0
0 0 0 0 0 13 0 0
0 0 0 0 0 0 13 0
































































































Noting that the last 4 generators are permuted cyclically by π, using the result from the
previous section, we have























































From (7.10) we have
0 −→ I/Φ12(t)Φ4(t) −→ I/Φ12(t)Φ4(t)Φ2(t)Φ1(t) −→ I/(t2 − 1) −→ 0,
giving a ZG-module isomorphism I/Φ12(t)Φ4(t) ∼= (t2 − 1)I/Φ12(t)Φ4(t)Φ2(t)Φ1(t). We
compute the splitting homomorphism
σ : 〈h0, h1〉 −→ L((t2 − 1)I/Φ12(t)Φ4(t)Φ2(t)Φ1(t))× · I/Φ12(t)Φ4(t)Φ2(t)Φ1(t).
Since the last two generators from (7.15) are swapped by π, we define x := d0d5d6d1d2 and
σ(h0) := x+ π





+ · · ·+ d3d5d6
d1d7
.






























We note that the following isomorphism is multiplication by Φ3(t)Φ6(t) = t
4+ t2+1
〈d0, . . . d7〉 ∼= Z[t]/Φ12(t)Φ4(t)Φ2(t)Φ1(t) ∼= Φ3(t)Φ6(t)Z[t]/(t12 − 1).
Therefore,






































Combining (7.14) and (7.16), we obtain the isomorphism
L(I/(t12 − 1)) ∼= L( ⊕d | 12I/Φd(t)) = L(γ1, γ2, γ3,0, γ3,1, γ4,0, γ4,1, γ6,0, γ6,1, γ12,0, . . . , γ12,3).







which corresponds to a6a0 from the previous section.
α =
γ4,0(1 + γ12,0 + γ12,2))






















We use Masuda’s method (1.2.1) to compute generators of the fixed field L(I)π.
We define the 12× 12 matrix T whose (i, j)-th entry is ζ2i+j and compute the generators













Therefore, we have K(x0, . . . , x12)
τ = K(y0, u0, u1, . . . , u11).
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Chapter 8: The case A = Z/17Z
We next compute generators of the fixed field K(x0, . . . , x16)
A, where A = 〈τ〉.
The Galois group G = 〈π〉 of L/K has order 16 and we have I = 〈17, t − 3〉 ⊆ ZG and
J = 〈17, ζ − 3〉 = 〈ζ5 + ζ4 − 1〉 ⊆ Z[ζ], where ζ denotes a primitive 16-th root of unity.
We first compute the isomorphism
L(ZG) = L(Z[t]/(t16 − 1)) ∼= L( ⊕d | 16Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a15〉, where π acts via a0 7→ · · · 7→ a15 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action.
We first compute the sequence of equivalence relations of p− 1 = 16 as in (3.1.1).
{{1, 2, 4, 8, 16}} 7→ {{1, 2, 4, 8}, {16}} 7→ {{1, 2, 4}, {8}, {16}} 7→ {{1, 2}, {4}, {8}, {16}} 7→
{{1}, {2}, {4}, {8}, {16}}
This gives rise to the following exact sequences
0 −→ Z[t]/Φ16(t) −→ Z[t]/(t16 − 1) −→ Z[t]/(t8 − 1) −→ 0 (8.1)
0 −→ Z[t]/Φ8(t) −→ Z[t]/(t8 − 1) −→ Z[t]/(t4 − 1) −→ 0 (8.2)
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Starting with (8.1), we have










Therefore, we have the exact sequence
0 −→ L(a8
a0





, . . . ,
a15
a7
)× · 〈a0, . . . , a15〉
ρ−→ 〈b0, b1, . . . , b7〉 −→ 0,
where ρ maps a8i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 7.
We compute the splitting homomorphism
σ : 〈b0, b1, . . . , b7〉 −→ L(
a8
a0
, . . . ,
a15
a7
)× · 〈a0, . . . , a15〉
by letting x = a0 and defining
σ(b0) = (1 +
a8
a0
)a0 = a0 + a8,
which is fixed by π8 as required. Therefore, Proposition 3.2 gives






, . . . ,
a15
a7
, a0+a8, a1+a9 . . . , a7+a15). (8.3)
















, . . . , γ16,7 =
a15
a7
and note that π acts on the γ16,i via Φ16, that is
π : γ16,0 7→ γ16,1 7→ · · · 7→ γ16,7 7→ γ−116,0
We note that the last 8 generators are permuted cyclically by π; we denote these via
c0 = a0 + a8, c1 = a1 + a9, . . . , c7 = a7 + a15.
From (8.2) we have










which yields the sequence
0 −→ L(c4
c0





, . . . ,
c7
c3
)× · 〈c0, . . . , c7〉
ρ−→ 〈d0, . . . , d3〉 −→ 0,
where ρ maps c4i+j 7→ dj , for i = 0, 1 and j = 0, . . . , 3.
The splitting homomorphism σ : 〈d0, . . . , d3〉 −→ L( c4c0 , . . . ,
c7
c3
)× · 〈c0, . . . , c7〉 is de-
fined via x = c0 and
σ(d0) = (1 +
c4
c0
)c0 = c0 + c4,
which is fixed by π4 as required. Therefore, Proposition 3.2 gives
L(Z[t]/(t8 − 1)) ∼= L(c0, . . . , c7) = L(
c4
c0
, . . . ,
c7
c3
, c0 + c4, . . . , c3 + c7). (8.4)
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, . . . , γ8,3 =
c7
c3
and see that π acts on the γ8,i via Φ8, that is
π : γ8,0 7→ · · · 7→ γ8,3 7→ γ−18,0
We note that the last 4 generators are permuted cyclically by π; we denote these via
e0 = c0 + c4, . . . , e3 = c3 + c7.
From (4.2), we have
L(e0, e1, e2, e3) = L(γ4,0, γ4,1, γ2, γ1)
where π fixes γ1 = e0+e1+e2+e3, inverts γ2 =
e1+e3
e0+e2







Combining (8.3) and (9.6) gives
L(Z[t]/(t16 − 1)) ∼= L( ⊕d | 16Z[t]/(Φd(t))) = L(γ1, γ2, γ4,0, γ4,1, γ8,0, . . . , γ8,3, γ16,0, . . . , γ16,7).
We note that a0 and its π-conjugates, namely a0, . . . , a15, are a permutation basis
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of ZG. We write the permutation basis in terms of the γi; it suffices to express a0 in terms












8.1 Computing the fixed field of I
We next compute the isomorphism
L(I) ∼= L(J ⊕ ⊕d | 16,d 6=16Z[ζd]),
where I = 〈17, t− 3〉. Using the same sequence as the previous section, we have
0 −→ I/Φ16(t) −→ I/(t16 − 1) −→ I/(t8 − 1) −→ 0 (8.5)
0 −→ I/Φ8(t) −→ I/(t8 − 1) −→ I/(t4 − 1) −→ 0 (8.6)
Since I/Φ16(t) is principal and generated by t
5 + t4 − 1, (8.5) gives
I/Φ16(t) ∼= (t8 − 1)I/(t16 − 1) = 〈t13 + t12 − t8 − t5 − t4 + 1〉 = 〈
a0a12a13
a4a5a8












, . . . ,
a7a19a20
a11a12a15
)× · I/(t16 − 1)
ρ−→ 〈b0, . . . , b7〉 −→ 0,
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where ρ maps a8i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 7.
We compute the splitting homomorphism
σ : 〈b0, . . . , b7〉 −→ L(
a0a12a13
a4a5a8
, . . . ,
a7a19a20
a11a12a15
)× · I/(t16 − 1).
We have the following generating set for I.













The image of this set under ρ is
〈a170 , . . . , a1715,
a1
a30






〉 7→ 〈b170 , . . . , b177 ,
b1
b30

















































Therefore, Proposition 3.2 gives
L(I/(t16 − 1)) ∼= L(
a0a12a13
a4a5a8






























, . . . , γ16,7 =
a7a19a20
a11a12a15
and note that the last 8 generators are permuted cyclically by π; we define the following























, . . . , γ8,3 =
c7
c3










L(c0, . . . , c7) = L(
c4
c0
, . . . ,
c7
c3
, γ4,0, γ4,1, γ2, γ1).
Combining this with (8.7) gives
L(I/(t16 − 1)) ∼= L( ⊕d | 16I/(Φd(t))) = L(γ1, γ2, γ4,0, γ4,1, γ8,0, . . . , γ8,3, γ16,0, . . . , γ16,7).












We use Masuda’s method (1.2.1) to compute generators of the fixed field L(I)π.
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We define the 16× 16 matrix T whose (i, j)-th entry is ζ3i+j and compute the generators













Therefore, we have K(x0, . . . , x16)
τ = K(y0, u0, u1, . . . , u15).
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Chapter 9: The case A = Z/19Z
We next compute generators of the fixed field K(x0, . . . , x18)
A, where A = 〈τ〉.
The Galois group G = 〈π〉 of L/K has order 18 and we have I = 〈19, t − 2〉 ⊆ ZG and
J = 〈19, ζ − 2〉 = 〈ζ5 − ζ4 + ζ3 − ζ2 − 1〉 ⊆ Z[ζ], where ζ denotes a primitive 18-th root of
unity.
We first compute the isomorphism
L(ZG) = L(Z[t]/(t18 − 1)) ∼= L( ⊕d | 18Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a17〉, where π acts via a0 7→ · · · 7→ a17 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action.
We compute the sequence of equivalence relations for p− 1 = 18 as in (3.1.1).
{{1, 2, 3, 6, 9, 18}} 7→ {{1, 3, 9}, {2, 6, 18}} 7→ {{1, 3}, {9}, {2, 6, 18}} 7→ {{1, 2, 3, 6, 18}, {9}} 7→
{{1, 2, 3, 6}, {9}, {18}} 7→ {{1, 3}, {2, 6}, {9}, {18}} 7→ {{1}, {3}, {2, 6}, {9}, {18}} 7→
{{1, 2, 6}, {3}, {9}, {18}} 7→ {{1, 2}, {3}, {6}, {9}, {18}} 7→ {{1}, {2}, {3}, {6}, {9}, {18}}
This gives rise to the following exact sequences, which we use along with results
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from (5)
0 −→ Z[t]/Φ2(t)Φ6(t)Φ18(t) −→ Z[t]/(t18 − 1) −→ Z[t]/(t9 − 1) −→ 0 (9.1)
0 −→ Z[t]/Φ9(t) −→ Z[t]/(t9 − 1) −→ Z[t]/(t3 − 1) −→ 0 (9.2)
0 −→ Z[t]/Φ2(t)Φ6(t)Φ18(t) −→ Z[t]/(t6 − 1)Φ18(t) −→ Z[t]/(t3 − 1) −→ 0 (9.3)
0 −→ Z[t]/Φ18(t) −→ Z[t]/(t6 − 1)Φ18(t) −→ Z[t]/(t6 − 1) −→ 0 (9.4)
Starting with (9.1), we have










Therefore, we have the exact sequence
0 −→ L(a9
a0





, . . . ,
a17
a8
)× · 〈a0, . . . , a17〉
ρ−→ 〈b0, b1, . . . , b8〉 −→ 0,
where ρ maps a9i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 8.
We compute the splitting homomorphism
σ : 〈b0, b1, . . . , b8〉 −→ L(
a9
a0
, . . . ,
a17
a8
)× · 〈a0, . . . , a17〉.
Letting x = a0, we define σ via
σ(b0) = (1 +
π9(x)
x
)x = a0 + a9,
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which is fixed by π9 as required. Therefore, Proposition 3.2 gives
L(Z[t]/(t18 − 1)) ∼= L(a0, . . . , a17) = L(
a9
a0
, . . . ,
a17
a8
, a0 + a9, a1 + a10 . . . , a8 + a17). (9.5)








We note that the last 9 generators are permuted cyclically by π; we denote these
via
c0 = a0 + a9, c1 = a1 + a10, . . . , c8 = a8 + a17.
From sequence (9.2), we have


















, . . . ,
c8
c5
)× · 〈c0, . . . , c8〉
ρ−→ 〈d0, d1, d2〉 −→ 0,
where ρ maps c3i+j 7→ dj , for i = 0, 1, 2 and j = 0, 1, 2. We compute the splitting
homomorphism
σ : 〈d0, d1, d2〉 −→ L(
c3
c0
, . . . ,
c8
c5
)× · 〈c0, . . . , c8〉
by letting x = c0 and defining σ via








)x = c0 + c3 + c6.
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Therefore, we have
L(Z[t]/(t9−1)) ∼= L(c0, . . . , c8) = L(
c3
c0
, . . . ,
c8
c5
, c0+c3+c6, c1+c4+c7, c2+c5+c8). (9.6)
We see this explicitly since
c0 =
c0 + c3 + c6





, . . . , c8 =
c2 + c5 + c8










, . . . , γ9,5 =
c8
c5
and note that π acts on the γ9,i via Φ9, that is
π : γ9,0 7→ · · · 7→ γ9,5 7→ γ−19,0γ
−1
9,3
We see that c0 + c3 + c6, c1 + c4 + c7, and c2 + c5 + c8 are permuted by π. Using
(5.7), we have






, u0 + u1 + u2)
and therefore
L(c0 + c3 + c6, c1 + c4 + c7, c2 + c5 + c8) = L(
c1 + c4 + c7
c0 + c3 + c6
,
c2 + c5 + c8
c1 + c4 + c7
, c0 + c1 + · · ·+ c8).
We define
γ3,0 =
c1 + c4 + c7
c0 + c3 + c6
, γ3,1 =
c2 + c5 + c8
c1 + c4 + c7
, γ1 = c0 + c1 + · · ·+ c8.
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Combining this with (9.6) and (9.5)s gives
L(Z[t]/(t18 − 1)) ∼= L(
a9
a0
, . . . ,
a17
a8
, γ9,0, . . . , γ9,5, γ3,0, γ3,1, γ1). (9.7)
Next, we compute generators of L(Z[t]/(t18 + 1)) that π acts on via Φ2(t), Φ6(t),
and Φ18(t). From (9.4) we have
0 −→ Z[t]/Φ18(t) −→ Z[t]/(t6 − 1)Φ18(t) −→ Z[t]/(t6 − 1) −→ 0.
Since (t6−1)Φ18(t) is a degree 12 polynomial, we have a ZG-module isomorphism between
Z[t]/(t6 − 1)Φ18(t) and the multiplicative group 〈e0, e1, . . . , e11〉 via ti 7→ ei, where π acts
via
e0 7→ e1 7→ · · · 7→ e11 7→
e0e9
e3














and the exact sequence
0 −→ L(e6
e0





, . . . ,
e11
e5
)× · 〈e0, . . . , e11〉
ρ−→ 〈f0, f1, . . . , f5〉 −→ 0,
where ρ sends e0 7→ f0, . . . , e5 7→ f5, e6 7→ f0, e7 7→ f1, . . . , e11 7→ f5.
We compute the splitting homomorphism
σ : 〈f0, . . . , f5〉 −→ L(
e6
e0
, . . . ,
e11
e5
)× · 〈e0, . . . , e11〉
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by letting x = e0 and defining












which is fixed by π6 as required. Therefore, Proposition 3.2 gives
L(Z[t]/(t6 − 1)Φ18(t)) ∼= L(
e6
e0
, . . . ,
e11
e5
, e0 + e6 +
e0e9
e3











, . . . , γ18,5 =
e11
e5
and we note that π acts on the γ18,i via Φ18(t), that is
γ18,0 7→ γ18,1 7→ · · · 7→ γ18,5 7→ γ−118,0γ18,3.
Therefore we have
L(Z[t]/(t6 − 1)Φ18(t)) ∼= L(γ18,0, γ18,1, . . . , γ18,5, e0 + e6 +
e0e9
e3





We see that the last 6 generators are permuted cyclically by π. We define
g0 = e0 + e6 +
e0e9
e3
, g1 = e1 = e7 +
e1e10
e4




From (5.13) we have




g1g2g3 + g0g1g5 + g3g4g5








We note that g0 + g3, g1 + g4, and g2 + g5 generate a module isomorphic to Z[t]/(t3 − 1).
Combining this with (9.9) gives
L(Z[t]/(t6−1)Φ18(t)) ∼= L(g0+g3, g1+g4, g2+g5, γ2, γ6,0, γ6,1, γ18,0, γ18,1, . . . , γ18,5). (9.10)
From sequence (9.3) we had
0 −→ Z[t]/Φ2(t)Φ6(t)Φ18(t) −→ Z[t]/(t6 − 1)Φ18(t) −→ Z[t]/(t3 − 1) −→ 0
In this sequence, we have descriptions of the fields corresponding to the middle and right
components. We use these to find a description of L(Z[t]/Φ2(t)Φ6(t)Φ18(t)).























0 −→ L(h0, . . . , h8)× −→ L(h0, . . . , h8)× · 〈e0, . . . , e11〉
ρ−→ 〈k0, k1, k2〉 −→ 0,
where ρ sends e0 7→ k0, . . . , e3 7→ k0, . . . , e11 7→ k2.
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We compute the splitting homomorphism
σ : 〈k0, k1, k2〉 −→ L(h0, . . . , h8)× · 〈e0, . . . , e11〉.
Since we already have the generator g0 + g3 fixed by π
3, we let x = e0 and define σ via








L(Z[t]/Φ2(t)Φ6(t)Φ18(t)) ∼= L(h0, . . . , h8, g0 + g3, g1 + g4, g2 + g5).
Therefore, we have a description of L(Z[t]/Φ2(t)Φ6(t)Φ18(t)).
L(Z[t]/Φ2(t)Φ6(t)Φ18(t)) ∼= L(γ2, γ6,0, γ6,1, γ18,0, γ18,1, . . . , γ18,5) (9.11)
We combine this with (9.7)
L(Z[t]/(t18 − 1)) ∼= L(γ2, γ6,0, γ6,1, γ18,0, . . . , γ18,5, γ9,0, . . . , γ9,5, γ3,0, γ3,1, γ1). (9.12)
The following isomorphism is multiplication by Φ9(t), that is,
〈e0, . . . e11〉 ∼= Z[t]/(t6 − 1)Φ18(t) ∼= Φ9(t)Z[t]/(t18 − 1).
Therefore,
e0 = a0a3a6, e1 = a1a4a7, . . . , e11 = a11a14a17
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We note that a0 and its π-conjugates are a permutation basis of ZG. We write the














1 + γ18,0 + γ18,3







γ2(1 + γ6,0 + γ6,0π
2(γ6,0))
1 + γ6,1 + γ6,1π2(γ6,1)
.
9.1 Computing the fixed field of I
We next compute the isomorphism
L(I) ∼= L(J ⊕ ⊕d | 18,d 6=18Z[ζd]),
where I = 〈19, t− 2〉. Using the same sequence as the previous section, we have
0 −→ I/Φ2(t)Φ6(t)Φ18(t) −→ I/(t18 − 1) −→ I/(t9 − 1) −→ 0 (9.13)
0 −→ I/Φ9(t) −→ I/(t9 − 1) −→ I/(t3 − 1) −→ 0 (9.14)
0 −→ I/Φ2(t)Φ6(t)Φ18(t) −→ I/(t6 − 1)Φ18(t) −→ I/(t3 − 1) −→ 0 (9.15)
0 −→ I/Φ18(t) −→ I/(t6 − 1)Φ18(t) −→ I/(t6 − 1) −→ 0 (9.16)
Again using the ZG-module isomorphism between Z[t]/(t18− 1) and the multiplica-
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tive group 〈a0, a1, . . . , a17〉 via ti 7→ ai, (9.13) gives
0 −→ L((t9 − 1)I/(t18 − 1))× −→ L((t9 − 1)I/(t18 − 1))× · I/(t18 − 1)
ρ−→ 〈b0, b1, . . . , b8〉 −→ 0,
where ρ maps a9i+j 7→ bj , for i = 0, 1 and j = 0, . . . , 8.
We compute the splitting homomorphism
σ : 〈b0, . . . , b8〉 −→ L((t9 − 1)I/(t18 − 1))× · I/(t18 − 1).
We have the following generating set for I.













The image of this set under ρ is












〉 7→ 〈b190 , . . . , b198 ,
b1
b20





















































which is fixed by π9 as required. Therefore, Proposition 3.2 gives


































We use the result from the previous section, namely
L(c0, . . . , c8) = L(
c3
c0




c1 + c4 + c7
c0 + c3 + c6
,
c2 + c5 + c8
c1 + c4 + c7









c1 + c4 + c7
c0 + c3 + c6
, γ3,1 =
c2 + c5 + c8
c1 + c4 + c7
, γ1 = c0 + c1 + · · ·+ c8.
Combining this with (9.17) gives
L(I/(t18 − 1)) ∼= L(I/Φ2(t)Φ6(t)Φ18(t)⊕ 〈γ9,0, . . . , γ9,5, γ3,0, γ3,1, γ1〉) (9.18)
From (9.16) we have
0 −→ I/Φ18(t) −→ I/(t6 − 1)Φ18(t) −→ I/(t6 − 1) −→ 0
Writing Z[t]/(t6 − 1)Φ18(t) multiplicatively as 〈e0, e1, . . . , e11〉, and using the generator
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t5 − t4 + t3 − t2 − 1 of the principal ideal I/Φ18(t), we have
I/Φ18(t) ∼= (t6 − 1)I/(t6 − 1)Φ18(t) = 〈
e0e2e4e9e11
e3e5e6e8e10




We have the exact sequence
0 −→ L(e0e2e4e9e11
e3e5e6e8e10





, . . . ,
e2e4e6
e0e8e10
)× · I/(t6 − 1)Φ18(t)
ρ−→ 〈f0, f1, . . . , f5〉 −→ 0,
where ρ sends e6i+j 7→ fj , for i = 0, 1 and j = 0, . . . , 5.
We compute the splitting homomorphism
σ : 〈f0, . . . , f5〉 −→ L(
e0e2e4e9e11
e3e5e6e8e10
, . . . ,
e2e4e6
e0e8e10
)× · I/(t6 − 1)Φ18(t).
The image of the generating set for I/(t6 − 1)Φ18(t) under ρ is the following.












〉 7→ 〈f190 , . . . , f195 ,
f1
f20


















































which is fixed by π6 as required. Therefore, Proposition 3.2 gives
L(I/(t6 − 1)Φ18(t)) ∼= L(
e0e2e4e9e11
e3e5e6e8e10























































































































Using (5.13), we have
L(Z[t]/(t6 − 1)) ∼= L(g0 + g3, g1 + g4, g2 + g5, γ2, γ6,0, γ6,1).
where
γ2 =
g1g2g3 + g0g1g5 + g3g4g5








We recall that g0 + g3, g1 + g4, and g2 + g5 generate a module isomorphic to Z[t]/(t3 − 1).
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Combining this with (9.20) gives
L(I/(t6− 1)Φ18(t)) ∼= L(g0+ g3, g1+ g4, g2+ g5, γ2, γ6,0, γ6,1, γ18,0, γ18,1, . . . , γ18,5). (9.21)
We combine this with sequence (9.15).
0 −→ I/Φ2(t)Φ6(t)Φ18(t) −→ I/(t6 − 1)Φ18(t) −→ I/(t3 − 1) −→ 0
In this sequence, we have descriptions of the fields corresponding to the middle and right
components. We use these to find a description of L(I/Φ2(t)Φ6(t)Φ18(t)).
We have
0 −→ L((t3 − 1)I/(t6 − 1)Φ18(t))× −→ L((t3 − 1)I/(t6 − 1)Φ18(t))× · I/(t6 − 1)Φ18(t)
ρ−→ 〈k0, k1, k2〉 −→ 0,
where ρ sends e0 7→ k0, . . . , e3 7→ k0, . . . , e11 7→ k2. We compute the splitting homomor-
phism
σ : 〈k0, k1, k2〉 −→ L((t3 − 1)I/(t6 − 1)Φ18(t))× · I/(t6 − 1)Φ18(t)〉.
Since we already have the generator g0 + g3 fixed by π




σ(k0) = (1 +
π3(x)
x






















= g0 + g3.
Therefore, we have a description of L(I/Φ2(t)Φ6(t)Φ18(t)).
L(I/Φ2(t)Φ6(t)Φ18(t)) ∼= L(γ2, γ6,0, γ6,1, γ18,0, γ18,1, . . . , γ18,5) (9.22)
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Combining this with (9.18) gives
L(I) ∼= L(γ2, γ6,0, γ6,1, γ18,0, . . . , γ18,5, γ9,0, . . . , γ9,5, γ3,0, γ3,1, γ1). (9.23)
The following isomorphism is multiplication by Φ9(t), that is,
〈e0, . . . e11〉 ∼= Z[t]/(t6 − 1)Φ18(t) ∼= Φ9(t)Z[t]/(t18 − 1).
Therefore,
e0 = a0a3a6, e1 = a1a4a7, . . . , e11 = a11a14a17
The generator α of the permutation basis, which corresponds to a0 from the previous
section, can be expressed via α = c01+h0 , where
c0 =
γ1
(1 + γ3,0 + γ3,0γ3,1)(1 + γ9,0 + γ9,0γ9,3)
h0 =
γ2(1 + γ6,0 + γ6,0π
2(γ6,0))(1 + γ18,0 + γ18,3)
(1 + γ6,1 + γ6,1π2(γ6,1))(1 + γ18,3 + π(γ18,5))
.
We use Masuda’s method (1.2.1) to compute generators of the fixed field L(I)π.
We define the 18× 18 matrix T whose (i, j)-th entry is ζ2i+j and compute the generators













Therefore, we have K(x0, . . . , x18)
τ = K(y0, u0, u1, . . . , u17).
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Chapter 10: The case A = Z/23Z
We next compute generators of the fixed field K(x0, . . . , x22)
A, where A = 〈τ〉.
The Galois group G = 〈π〉 of L/K has order 22 and we have I = 〈23, t − 5〉 ⊆ ZG and
J = 〈23, ζ − 5〉 = 〈−ζ8 + ζ7 − 1〉 ⊆ Z[ζ], where ζ denotes a primitive 22-nd root of unity.
We first compute the isomorphism
L(ZG) = L(Z[t]/(t22 − 1)) ∼= L( ⊕d | 22Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a21〉, where π acts via a0 7→ · · · 7→ a21 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action. We first compute the sequence
of equivalence relations of p− 1 = 22; from (3.1.2) we have the following.
0 −→ Z[t]/Φ22(t)Φ11(t) −→ Z[t]/(t22 − 1) −→ Z[t]/(t2 − 1) −→ 0 (10.1)
0 −→ Z[t]/Φ2(t) −→ Z[t]/(t2 − 1) −→ Z[t]/(t− 1) −→ 0 (10.2)
0 −→ Z[t]/Φ22(t)Φ11(t) −→ Z[t]/Φ22(t)Φ11(t)Φ1(t) −→ Z[t]/(t− 1) −→ 0 (10.3)
0 −→ Z[t]/Φ22(t) −→ Z[t]/Φ22(t)Φ11(t)Φ1(t) −→ Z[t]/(t11 − 1) (10.4)
0 −→ Z[t]/Φ11(t) −→ Z[t]/(t11 − 1) −→ Z[t]/(t− 1) −→ 0 (10.5)
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Starting with (10.1), we have

















, . . . , c19 =
a21
a19
Then we have the exact sequence
0 −→ L(c0, . . . , c19)× −→ L(c0, . . . , c19)× · 〈a0, . . . , a21〉
ρ−→ 〈b0, b1〉 −→ 0,
where ρ maps a2i+j 7→ bj , for i = 0, . . . , 10 and j = 0, 1.
We compute the splitting homomorphism
σ : 〈b0, b1〉 −→ L(c0, . . . , c19)× · 〈a0, . . . , a21〉.
Letting x = a0, we define σ via
σ(b0) = a0 + a2 + · · ·+ a20,
which is fixed by π2 as required. Letting d0 = a0+a2+· · ·+a20 and d1 = a1+a3+· · ·+a21,
Proposition 3.2 gives
L(Z[t]/(t22 − 1)) ∼= L(a0, a1, . . . , a21) = L(c0, . . . , c19, d0, d1).
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We can see this explicitly since
a0 =
d0
1 + c0 + c0c2 + · · ·+ c0 · · · c18
, . . . , a19 =
d1




17 + · · ·+ c
−1




Noting that the last two generators are swapped by π, using (4.1), we have
L(Z[t]/(t22 − 1)) ∼= L(a0, a1, . . . , a21) = L(c0, . . . , c19,
d1
d0
, d0 + d1). (10.7)
We let γ2 =
d1
d0
and γ1 = d0 + d1, which are inverted and fixed by π.
Next, we compute generators of L(Z[t]/(t22 − 1)) that π acts on via Φ22 and Φ11.
From (10.4), we have a ZG-module isomorphism between Z[t]/Φ22(t)Φ11(t)Φ1(t) and the
multiplicative group 〈e0, e1, . . . , e20〉 via ti 7→ ei. Therefore, we have


















, . . . ,
e20
e9
)× · 〈e0, . . . , e20〉
ρ−→ 〈f0, f1, . . . , f10〉 −→ 0,








, . . . , γ22,9 =
e20
e9
and note that π acts on the γ22,i via Φ22(t), that is
π(γ22,9) = γ22,9γ
−1




We compute the splitting homomorphism
σ : 〈f0, . . . , f10〉 −→ L(
e11
e0
, . . . ,
e20
e9
)× · 〈e0, . . . , e20〉,
letting x = e0 we define σ via
σ(f0) = (1 +
π11(x)
x
)x = e0 + e11.
Therefore, Proposition 3.2 gives
L(Z[t]/Φ22(t)Φ11(t)Φ1(t)) ∼= L(γ22,0, γ22,1, . . . , γ22,9, e0 + e11, e1 + e12, . . . ,
e9 + e20, e10 +
e20e18 · · · e2e0
e19e17 · · · e3e1
). (10.8)
We can see that the last 11 generators are permuted cyclically by π. Using these in
sequence (10.5), we define
g0 = e0 + e11, g1 = e1 + e12, . . . , g10 = e10 +
e20e18 · · · e2e0
e19e17 · · · e3e1
.
We then have


















, . . . ,
g10
g9
)× · 〈g0, . . . , g10〉
ρ−→ 〈ω〉 −→ 0,
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where ρ sends the gi to ω. We compute the splitting homomorphism
σ : 〈ω〉 −→ L(g1
g0
, . . . ,
g10
g9
)× · 〈g0, . . . , g10〉,
letting x = g0 we define σ via
σ(ω) = g0 + g1 + · · ·+ g10.
Therefore, we have






, . . . ,
g10
g9















We note that π acts on the γ11,i via Φ11(t), that is
π : γ11,0 7→ γ11,1 7→ · · · 7→ γ11,9 7→ γ−111,9γ
−1
11,8 · · · γ
−1
11,0.














Combining this with (10.8) gives
L(Z[t]/Φ22(t)Φ11(t)Φ1(t)) ∼= L(γ22,0, γ22,1, . . . , γ22,9, γ11,0, γ11,1, . . . , γ11,9, g0 + · · ·+ g10).
(10.10)
From (10.3), we had
0 −→ Z[t]/Φ22(t)Φ11(t) −→ Z[t]/Φ22(t)Φ11(t)Φ1(t) −→ Z[t]/Φ1(t) −→ 0
In this sequence, we have a description of the field corresponding to the middle component,
and the right component is just the multiplicative group 〈ω〉. We use these to find a
description of L(Z[t]/Φ22(t)Φ11(t)).























0 −→ L(h0, . . . , h19)× −→ L(h0, . . . , h19)× · 〈e0, . . . , e20〉
ρ−→ 〈ω〉 −→ 0,
where ρ sends the ei to ω.
We compute the splitting homomorphism σ : 〈ω〉 −→ L(h0, . . . , h19)× · 〈e0, . . . , e20〉.
Since we already have the generator g0 + g1 + · · ·+ g10 fixed by π, we define x = e0, and
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we have
σ(ω) := (1 + h0 + h0h1 + · · ·+ h0 · · ·h19 + h1h3 · · ·h19)e0 = g0 + · · ·+ g10.
Therefore, Proposition 3.2 gives
L(Z[t]/Φ22(t)Φ11(t)Φ1(t)) ∼= L(h0, . . . , h19, e0 + · · ·+
e20e18 · · · e2e0
e19e17 · · · e3e1
).
Combining this with (10.10) gives
L(Z[t]/Φ22(t)Φ11(t)Φ1(t)) ∼= L(h0, . . . , h19, e0 + · · ·+
e20e18 · · · e2e0
e19e17 · · · e3e1
) ∼=
L(γ22,0, . . . , γ22,9, γ11,0, γ11,1, . . . , γ11,9, e0 + · · ·+
e20e18 · · · e2e0
e19e17 · · · e3e1
).
Therefore, we have a description of L(Z[t]/Φ22(t)Φ11(t)).
L(Z[t]/Φ22(t)Φ11(t)) ∼= L(γ22,0, . . . , γ22,9, γ11,0, γ11,1, . . . , γ11,9). (10.11)
We can see L(h0, . . . , h19) = L(γ22,0, . . . , γ22,9, γ11,0, . . . , γ11,9) explicitly, since


























We note that the following isomorphism is multiplication by Φ2(t) = t+ 1, that is,
〈e0, . . . e20〉 ∼= Z[t]/Φ22(t)Φ11(t)Φ1(t) ∼= (t+ 1)Z[t]/(t22 − 1).
Therefore, we have
e0 = a0a1, e1 = a1a2, . . . , e20 = a20a21
We combine this with (10.7) to obtain
L(Z[t]/(t22 − 1)) ∼= L( ⊕d | 22Z[t]/(Φd(t))) ∼= L(γ22,0, . . . , γ22,9, γ11,0, . . . , γ11,9, γ2, γ1).
We note that a0 generates the permutation basis, which we write in terms of the γi.
From (11.9) we have
a0 =
γ1
(1 + γ2)(1 + h0 + h0π2(h0) + · · ·+ h0π2(h0) · · ·π18(h0))
. (10.12)








10.1 Computing the fixed field of I
We next compute the isomorphism
L(I) ∼= L(J ⊕ ⊕d | 22,d 6=22Z[ζd]),
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where I = 〈23, t− 5〉. From (3.1.2) we have the following.
0 −→ I/Φ22(t)Φ11(t) −→ I/(t22 − 1) −→ I/Φ2(t)Φ1(t) −→ 0 (10.14)
0 −→ I/Φ2(t) −→ I/(t2 − 1) −→ I/Φ1(t) −→ 0 (10.15)
0 −→ I/Φ22(t)Φ11(t) −→ I/Φ22(t)Φ11(t)Φ1(t) −→ I/Φ1(t) −→ 0 (10.16)
0 −→ I/Φ22(t) −→ I/Φ22(t)Φ11(t)Φ1(t) −→ I/Φ11(t)Φ1(t) −→ 0 (10.17)
0 −→ I/Φ11(t) −→ I/Φ11(t)Φ1(t) −→ I/Φ1(t) −→ 0 (10.18)
Again using the ZG-module isomorphism between Z[t]/(t22− 1) and the multiplica-
tive group 〈a0, a1, . . . , a21〉 via ti 7→ ai, (10.14) gives
0 −→ L((t2 − 1)I/(t22 − 1))× −→ L((t2 − 1)I/(t22 − 1))× · I/(t22 − 1) ρ−→ 〈b0, b1〉 −→ 0,
where ρ maps a2i+j 7→ bj , for i = 0, . . . , 10 and j = 0, 1.
We compute the splitting homomorphism σ : 〈b0, b1〉 −→ L((t2 − 1)I/(t22 − 1))× · I.
We have the following generating set for I.










The image of this set under ρ is






. . . ,
a21
a520


















 = (1 0)










































which is fixed by π2 as required. Therefore, Proposition 3.2 gives





















Noting that the last two generators are swapped by π, using (4.1), we have




























































Next, we compute generators of L(I) that π acts on via Φ22 and Φ11. From (10.17) we
have
0 −→ I/Φ22(t) −→ I/Φ22(t)Φ11(t)Φ1(t) −→ I/Φ11(t)Φ1(t) −→ 0.
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We write Z[t]/Φ22(t)Φ11(t)Φ1(t) multiplicatively as 〈e0, e1, . . . , e20〉, via ti 7→ ei. Using the
fact that I/Φ22(t) is principal and generated by −t8 + t7 − 1, we have











0 −→ L( e0e8e18
e7e11e19
, . . . ,
e5e9e17
e6e16e20
)× −→ L( e0e8e18
e7e11e19





〈f0, . . . , f10〉 −→ 0,
where ρ maps e11i+j 7→ fj , for i = 0, 1 and j = 0, . . . , 10.
We compute the splitting homomorphism
σ : 〈f0, f1, . . . , f10〉 −→ L(
e0e8e18
e7e11e19




We have the following generating set for I/Φ22(t)Φ11(t)Φ1(t).







The image of this set under ρ is the following.






〉 7→ 〈f230 , f231 , . . . , f2310 ,
f1
f50




































−5 1 0 0 0 0 0 0 0 0 0
0 −5 1 0 0 0 0 0 0 0 0
0 0 −5 1 0 0 0 0 0 0 0
0 0 0 −5 1 0 0 0 0 0 0
0 0 0 0 −5 1 0 0 0 0 0
0 0 0 0 0 −5 1 0 0 0 0
0 0 0 0 0 0 −5 1 0 0 0
0 0 0 0 0 0 0 −5 1 0 0
0 0 0 0 0 0 0 0 −5 1 0
0 0 0 0 0 0 0 0 0 −5 1
1 0 0 0 0 0 0 0 0 0 −5
23 0 0 0 0 0 0 0 0 0 0
0 23 0 0 0 0 0 0 0 0 0
0 0 23 0 0 0 0 0 0 0 0
0 0 0 23 0 0 0 0 0 0 0
0 0 0 0 23 0 0 0 0 0 0
0 0 0 0 0 23 0 0 0 0 0
0 0 0 0 0 0 23 0 0 0 0
0 0 0 0 0 0 0 23 0 0 0
0 0 0 0 0 0 0 0 23 0 0
0 0 0 0 0 0 0 0 0 23 0

















































































































18 · · · e1212e10e128 · · · e120
e1219e
12




17 · · · e111 e10
e1120e
11









, . . . , γ22,9 =
e5e9e17
e6e16e20
and note that π acts on the γ22,i via Φ22(t). Therefore we have





















18 · · · e1212e10e128 · · · e120
e1219e
12




17 · · · e111 e10
e1120e
11
18 · · · e1112e118 · · · e110
) (10.20)
We can see that the last 11 generators are permuted cyclically by π. We use these
in sequence (10.18), in which we had
























18 · · · e1212e10e128 · · · e120
e1219e
12




17 · · · e111 e10
e1120e
11
18 · · · e1112e118 · · · e110
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and we use the result from the previous section, namely






, . . . ,
g10
g9
, g0 + g1 + · · ·+ g10).
Combining this with (10.20) gives






, . . . ,
g10
g9















From (10.16) we had
0 −→ I/Φ22(t)Φ11(t) −→ I/Φ22(t)Φ11(t)Φ1(t) −→ I/Φ1(t) −→ 0
In this sequence, we have a description of the field corresponding to the middle component,
and the right component is just the multiplicative group 〈ω〉. We use these to find a
description of L(I/Φ22(t)Φ11(t)).
We compute the splitting homomorphism
σ : 〈ω〉 −→ L(〈t− 1〉I/Φ22(t)Φ11(t)Φ1(t))× · I/Φ22(t)Φ11(t)Φ1(t).

















18 · · · e1212e10e128 · · · e120
e1219e
12




17 · · · e111 e10
e1120e
11
18 · · · e1112e118 · · · e110
= g0 + g1 + · · ·+ g10
Therefore, we have a description of L(I/Φ22(t)Φ11(t)).
L(I/Φ22(t)Φ11(t)) ∼= L(γ22,0, γ22,1, . . . , γ22,9, γ11,0, . . . , γ11,9) (10.22)
We note that the following isomorphism is multiplication by Φ2(t) = t+ 1, that is,
〈e0, . . . e20〉 ∼= Z[t]/Φ22(t)Φ11(t)Φ1(t) ∼= (t+ 1)Z[t]/(t22 − 1).
Therefore, we have
e0 = a0a1, e1 = a1a2, . . . , e20 = a20a21
We combine this with (10.19) to obtain
L(I/(t22 − 1)) ∼= L( ⊕d | 22I/(Φd(t))) ∼= L(γ22,0, . . . , γ22,9, γ11,0, γ11,1, . . . , γ11,9, γ2, γ1).
We use the results from the previous section to compute the generator of the per-










From (10.12) we write the generator β of the permutation basis
β =
γ1
(1 + γ2)(1 + α+ απ2(α) + · · ·+ απ2(α) · · ·π18(α))
.
We use Masuda’s method (1.2.1) to compute generators of the fixed field L(I)π.
We define the 22× 22 matrix T whose (i, j)-th entry is ζ5i+j and compute the generators













Therefore, we have K(x0, . . . , x22)
τ = K(y0, u0, u1, . . . , u21).
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Chapter 11: The case A = Z/47Z
Swan [12] showed that the ideal I/Φ46(t) in Z[t]/Φ46(t) is not principal, and there-
fore the field extension K(x0, x1, . . . , x46)
τ/K is not a rational one. We use the fact that
the class number of the real subfield Q(ζ23+ζ−123 ) is 1 to construct a principal ideal in Z[ζ46]
above 47 of norm 472. We then use this ideal to construct a rational field extension of de-
gree 472 below K(x0, x1, . . . , x46), and degree 47 below the fixed field K(x0, x1, . . . , x46)
τ .
First, we compute the isomorphism
L(ZG) = L(Z[t]/(t46 − 1)) ∼= L( ⊕d | 46Z[ζd]).
We write ZG multiplicatively as 〈a0, . . . , a45〉, where π acts via a0 7→ · · · 7→ a45 7→ a0. The
ai are a renumbering of the yi to reflect the Galois action. We compute the sequence of
equivalence relations of p− 1 = 46; from (3.1.2) we have the following.
0 −→ Z[t]/Φ46(t)Φ23(t) −→ Z[t]/(t46 − 1) −→ Z[t]/Φ2(t)Φ1(t) −→ 0 (11.1)
0 −→ Z[t]/Φ2(t) −→ Z[t]/(t2 − 1) −→ Z[t]/Φ1(t) −→ 0 (11.2)
0 −→ Z[t]/Φ46(t)Φ23(t) −→ Z[t]/Φ46(t)Φ23(t)Φ1(t) −→ Z[t]/Φ1(t) −→ 0 (11.3)
0 −→ Z[t]/Φ46(t) −→ Z[t]/Φ46(t)Φ23(t)Φ1(t) −→ Z[t]/Φ23(t)Φ1(t) −→ 0 (11.4)
0 −→ Z[t]/Φ23(t) −→ Z[t]/Φ23(t)Φ1(t) −→ Z[t]/Φ1(t) −→ 0 (11.5)
127
Starting with (11.1), we have

















, . . . , c43 =
a45
a43
and write Z[t]/(t2 − 1) multiplicatively as 〈b0, b1〉. Then we have
0 −→ L(c0, . . . , c43)× −→ L(c0, . . . , c43)× · 〈a0, . . . , a45〉
ρ−→ 〈b0, b1〉 −→ 0,
where ρ maps a2i+j 7→ bj , for i = 0, . . . , 22 and j = 0, 1.
We compute the splitting homomorphism σ : 〈b0, b1〉 −→ L(c0, . . . , c43)×·〈a0, . . . , a45〉,
letting x = a0 we define σ via σ(b0) = a0+a2+ · · ·+a44, which is fixed by π2 as required.
Letting d0 = a0 + a2 + · · ·+ a44 and d1 = a1 + a3 + · · ·+ a45, we have
L(Z[t]/(t46 − 1)) ∼= L(a0, a1, . . . , a45) = L(c0, . . . , c43, d0, d1).
We can see this explicitly since
a0 =
d0
1 + c0 + c0c2 + · · ·+ c0c2 · · · c42
, . . . , a45 =
d1












Noting that d0 and d1 are swapped by π, using (4.1), we have
L(Z[t]/(t46 − 1)) ∼= L(a0, a1, . . . , a45) = L(c0, . . . , c43,
d1
d0
, d0 + d1). (11.7)
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, γ1 = d0 + d1
Next, we find generators of L(Z[t]/(t46 − 1)) that π acts on via Φ46 and Φ23. From
(11.4), we had
0 −→ Z[t]/Φ46(t) −→ Z[t]/Φ46(t)Φ23(t)Φ1(t) −→ Z[t]/Φ23(t)Φ1(t) −→ 0.
We have a ZG-module isomorphism Z[t]/Φ46(t)Φ23(t)Φ1(t) ∼= 〈e0, e1, . . . , e44〉 via
ti 7→ ei. Therefore, we have










and we have the exact sequence
0 −→ L(e23
e0





, . . . ,
e44
e21
)× · 〈e0, . . . , e44〉
ρ−→ 〈f0, f1, . . . , f22〉 −→ 0,
where ρ maps e22i+j 7→ fj , for i = 0, 1 and j = 0, . . . , 11.
We compute the splitting homomorphism
σ : 〈f0, . . . , f22〉 −→ L(
e23
e0
, . . . ,
e44
e21
)× · 〈e0, . . . , e44〉.
Letting x = e0, we define σ via
σ(f0) = (1 +
π23(x)
x
)x = e0 + e23.
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Therefore, Proposition 3.2 gives
L(Z[t]/Φ46(t)Φ23(t)Φ1(t)) ∼= L(e0, e1, . . . , e44) = L(
e23
e0
, . . . ,
e44
e21
, e0 + e23, e1 + e24, . . . ,
e21 + e44, e22 +
e44e42 · · · e2e0









, . . . , γ46,21 =
e44
e21
and we note that π acts on the γ46,i via Φ46(t), that is
π(γ46,21) = γ46,21γ
−1




L(Z[t]/Φ46(t)Φ23(t)Φ1(t)) ∼= L(e0, e1, . . . , e44) = L(γ46,0, γ46,1, . . . , γ46,21, e0 + e23,
e1 + e24, . . . , e21 + e44, e22 +
e44e42 · · · e2e0
e43e41 · · · e3e1
). (11.8)
We can see that the last 23 generators are permuted cyclically by π. We use these
in sequence (11.5), where we had
0 −→ Z[t]/Φ23(t) −→ Z[t]/Φ23(t)Φ1(t) −→ Z[t]/Φ1(t) −→ 0.
Defining
g0 = e0 + e23, g1 = e1 + e24, . . . , g22 = e22 +
e44e42 · · · e2e0






















, . . . ,
g22
g21
)× · 〈g0, . . . , g22〉
ρ−→ 〈ω〉 −→ 0,
where ρ sends the gi to ω. We compute the splitting homomorphism
σ : 〈ω〉 −→ L(g1
g0
, . . . ,
g22
g21
)× · 〈g0, . . . , g22〉,
letting x = g0 we define σ via
σ(ω) = g0 + g1 + · · ·+ g22.
Therefore, Proposition 3.2 gives






, . . . ,
g22
g21














We note that π acts on the γ23,i via Φ23(t), that is
π : γ23,0 7→ γ23,1 7→ · · · 7→ γ23,21 7→= γ−123,21γ
−1

















Combining this with (11.8) gives
L(Z[t]/Φ46(t)Φ23(t)Φ1(t)) ∼= L(e0, e1, . . . , e44) = L(γ46,0, γ46,1, . . . , γ46,21,
γ23,0, γ23,1, . . . , γ23,21, g0 + · · ·+ g22). (11.10)
From (11.3) we had
0 −→ Z[t]/Φ46(t)Φ23(t) −→ Z[t]/Φ46(t)Φ23(t)Φ1(t) −→ Z[t]/Φ1(t) −→ 0
In this sequence, we have a description of the field corresponding to the middle component,
and the right component is 〈ω〉. We use these to find a description of L(Z[t]/Φ46(t)Φ23(t)).























0 −→ L(h0, . . . , h43)× −→ L(h0, . . . , h43)× · 〈e0, . . . , e44〉
ρ−→ 〈ω〉 −→ 0,
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where ρ sends the ei to ω.
We compute the splitting homomorphism
σ : 〈ω〉 −→ L(h0, . . . , h43)× · 〈e0, . . . , e44〉.
Since we already have the generator g0 + g1 + · · · + g22 that is fixed by π, we let x = e0
and define
σ(ω) = (1 + h0 + h0h1 + · · ·+ h0 · · ·h43 + h1h3 · · ·h41h43)e0 = g0 + · · ·+ g22,
which is fixed by π as required. Therefore, Proposition 3.2 gives
L(Z[t]/Φ46(t)Φ23(t)Φ1(t)) ∼= L(h0, . . . , h43, e0 + · · ·+
e44e42 · · · e2e0
e43e41 · · · e3e1
).
Combining this with (11.10) gives
L(Z[t]/Φ46(t)Φ23(t)Φ1(t)) ∼= L(h0, . . . , h19, e0 + · · ·+
e44e42 · · · e2e0
e43e41 · · · e3e1
) ∼=
L(γ46,0, . . . , γ46,21, γ23,0, γ23,1, . . . , γ23,21, e0 + · · ·+
e44e42 · · · e2e0
e43e41 · · · e3e1
).
Therefore, we have a description of L(Z[t]/Φ46(t)Φ23(t)).
L(Z[t]/Φ46(t)Φ23(t)) ∼= L(γ46,0, . . . , γ46,21, γ23,0, γ23,1, . . . , γ23,21). (11.11)
We can see L(h0, . . . , h43) = L(γ46,0, . . . , γ46,21, γ23,0, γ23,1, . . . , γ23,21) explicitly, since


























Noting that the isomorphism 〈e0, . . . e44〉 ∼= Z[t]/Φ46(t)Φ23(t)Φ1(t) is multiplication
by Φ2(t) = t+ 1, we see that
e0 = a0a1, e1 = a1a2, . . . , e44 = a44a45.
Combining this with (11.7), we obtain
L(Z[t]/(t46 − 1)) ∼= L( ⊕d | 46Z[t]/(Φd(t))) ∼= L(γ46,0, . . . , γ46,21, γ23,0, . . . , γ23,21, γ2, γ1).








2(a2a0 ) + · · ·+
a2
a0
π2(a2a0 ) · · ·π
42(a2a0 ))
. (11.12)









11.1 Computing the fixed field of I
We know that the field extension K(x0, x1, . . . , x46)
τ/K is not rational. However,
since the class number of the real subfield Q(ζ23+ζ−123 ) is 1 we have the following principal
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ideal J0 in Z[ζ46] = Z[ζ23]
J0 = 〈47, ζ46 − 5〉 · 〈47, ζ46 − 19〉 = 〈ζ1746 + ζ1346 − ζ1046 − ζ646 − 1〉.
We see that J0 lies above 47 and has norm 47
2 = 2209.
We let I0 be the ideal 〈47, t− 5〉 · 〈47, t− 19〉 ⊆ Z[t]/(t46 − 1). We see that
I0 = 〈472, 47(t− 5), 47(t− 19), t2 − 24t+ 95〉 = 〈47, t2 − 24t+ 95〉,
since 3 · 472 − 470(t− 5) + 470(t− 19) = 47, and therefore I0 has index 472 in ZG.
By the same argument as in (3.1), for any proper divisor m | 46, we have
Fm(I0) ∼= Z[ζm], and F46(I0) = J0. We also note that [11, Proposition 7.1] implies I0
is a permutation-projective ZG module. Therefore, we can use Lenstra’s techniques to
construct a rational field extension of degree 47 below the fixed field K(x0, x1, . . . , x46)
τ .
From (3.1.2) we again have the following.
0 −→ I0/Φ46(t)Φ23(t) −→ I0/(t46 − 1) −→ I0/(t2 − 1) −→ 0 (11.14)
0 −→ I0/Φ2(t) −→ I0/(t2 − 1) −→ I0/Φ1(t) −→ 0 (11.15)
0 −→ I0/Φ46(t)Φ23(t) −→ I0/Φ46(t)Φ23(t)Φ1(t) −→ I0/Φ1(t) −→ 0 (11.16)
0 −→ I0/Φ46(t) −→ I0/Φ46(t)Φ23(t)Φ1(t) −→ I0/Φ23(t)Φ1(t) −→ 0 (11.17)
0 −→ I0/Φ23(t) −→ I0/Φ23(t)Φ1(t) −→ I0/Φ1(t) −→ 0 (11.18)
Again using the ZG-module isomorphism between Z[t]/(t46− 1) and the multiplica-
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tive group 〈a0, a1, . . . , a45〉, (11.14) gives
0 −→ L((t2− 1)I0/(t46− 1))× −→ L((t2− 1)I0/(t46− 1))× · I0/(t46− 1)
ρ−→ 〈b0, b1〉 −→ 0,
where ρ maps a2i+j 7→ bj , for i = 0, . . . , 22 and j = 0, 1.
We compute the splitting homomorphism
σ : 〈b0, b1〉 −→ L((t2 − 1)I0/(t46 − 1))× · I0/(t46 − 1).
Since I0/(t
2−1) = 〈47,−24t+96〉, we must solve the following to find an x with ρ(x) = b0.
(








 = (1 0)
































which is fixed by π2 as required. Therefore, Proposition 3.2 gives


















































































































L(I0) ∼= L(I0/Φ46(t)Φ23(t)⊕ 〈γ1, γ2〉) (11.19)
From (11.17), we have
0 −→ I0/Φ46(t) −→ I0/Φ46(t)Φ23(t)Φ1(t) −→ I0/(t23 − 1) −→ 0
We write Z[t]/Φ46(t)Φ23(t)Φ1(t) multiplicatively as 〈e0, e1, . . . , e44〉 via ti 7→ ei. Since
I0/Φ46(t) = 〈t17 + t13 − t10 − t6 − 1〉 is principal, we have
I0/Φ46(t) ∼= (t23 − 1)I0/Φ46(t)Φ23(t)Φ1(t) = 〈
e0e6e10e36e40
e13e17e23e29e33






and we have the exact sequence
0 −→ L( e0e6e10e36e40
e13e17e23e29e33





)× −→ L( e0e6e10e36e40
e13e17e23e29e33







ρ−→ 〈f0, . . . , f22〉 −→ 0,
where ρ maps e22i+j 7→ fj , for i = 0, 1 and j = 0, . . . , 11.
We compute the splitting homomorphism
σ : 〈f0, . . . , f22〉 −→ L(
e0e6e10e36e40
e13e17e23e29e33







Since we have I0 = 〈47, t2 − 24t+ 95〉, we see that
x = (t2−24t+95)(24+12t+29t2+26t3+31t4+13t5+46t6+10t7+6t8+40t9+14t10+14t11+
40t12 + 6t13 + 10t14 + 46t15 + 13t16 + 31t17 + 26t18 + 29t19 + 12t20 + 24t21)+
47(−49− 12t− 53t2 − 38t3 − 50t4 − 11t5 − 87t6 + 3t7 − 8t8 − 78t9 − 8t10 − 22t11 − 74t12+






We see that ρ(x) = f0, and we define σ via




















Proposition 3.2 then gives






















We can see that the last 23 generators are permuted cyclically by π. We use these
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in sequence (11.18), where we had
























2 · · · e2444
e241 e
24




3 · · · e2321e22e2323 · · · e2343
e230 e
23
2 · · · e2320e2324e2326 · · · e2344
We use the result from the previous section, namely






, . . . ,
g22
g21















which π acts on via Φ23(t). Combining this with (11.20) gives
L(I0/Φ46(t)Φ23(t)Φ1(t)) ∼= L(γ46,0, γ46,1, . . . , γ46,21, γ23,0, γ23,1, . . . , γ23,21, g0 + · · ·+ g22).
From (11.16) we had
0 −→ I0/Φ46(t)Φ23(t) −→ I0/Φ46(t)Φ23(t)Φ1(t) −→ I0/(t− 1) −→ 0
In this sequence, we have a description of the field corresponding to the middle component,
and the right component is 〈ω〉. We use these to find a description of L(I0/Φ46(t)Φ23(t)).
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We have the exact sequence
0 −→ L((t− 1)I0/Φ46(t)Φ23(t)Φ1(t))× −→ L((t− 1)I0/Φ46(t)Φ23(t)Φ1(t))×·
I0/Φ46(t)Φ23(t)Φ1(t)
ρ−→ 〈ω〉 −→ 0,
where ρ sends the ei to ω. We compute the splitting homomorphism
σ : 〈ω〉 −→ L((t− 1)I0/Φ46(t)Φ23(t)Φ1(t))× · I0/Φ46(t)Φ23(t)Φ1(t).
Since we already have the generator g0 + g1 + · · · + g22 that is fixed by π, we let x = g0
and define
σ(ω) = g0 + · · ·+ g22.
Therefore, we have a description of L(I0/Φ46(t)Φ23(t))
L(I0/Φ46(t)Φ23(t)) ∼= L(γ46,0, . . . , γ46,21, γ23,0, γ23,1, . . . , γ23,21). (11.21)
Noting that the following isomorphism is multiplication by Φ2(t) = t+ 1, that is,
〈e0, . . . e44〉 ∼= Z[t]/Φ46(t)Φ23(t)Φ1(t) ∼= (t+ 1)Z[t]/(t46 − 1),
we then have
e0 = a0a1, e1 = a1a2, . . . , e44 = a44a45
We combine this with (11.19) to obtain
L(I0) ∼= L(γ46,0, . . . , γ46,21, γ23,0, . . . , γ23,21, γ2, γ1). (11.22)
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Now we can write the generator of the permutation basis from the previous section










Finally, from (11.12) we write the generator β of the permutation basis in terms of
α, γ1 and γ2.
β =
γ1
(1 + γ2)(1 + α+ απ2(α) + · · ·+ απ2(α) · · ·π42(α))
.
We use Masuda’s method (1.2.1) to compute generators of the fixed field L(I)π.
We define the 46× 46 matrix T whose (i, j)-th entry is ζ5i+j and compute the generators













Therefore, we have generators of L(y0, I0)
π = K(y0, u0, u1, . . . , u45), which is a de-
gree 47 subfield of K(x0, . . . , x46)
τ . That is, we have shown that Irr(Q,Z/47Z) ≤ 47.
Similarly, Irr(Q,Z/pZ) ≤ p for p = 59, 83, 107, and 163, since the real cyclotomic fields of
conductors 29, 41, 53, and 81 have class number 1 [13]. Under the generalized Riemann
hypothesis, this extends to p = 251, since the 125-th real cyclotomic field has class number
1. The use of GRH could be eliminated if a calculation finds the principal generator of
the relevant ideal.
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Chapter A: Lagrange Interpolation Sage Code
A.1 The p = 13 Case
1 sage: K.<z> = CyclotomicField (12)
2 sage: R.<t> = PolynomialRing(K)
3 sage: for i in [0..3]:
4 ....: k = (t-1)^i*(t^2 - t - 2)
5 ....: for a0 in [-1,1]:
6 ....: for a1 in [-1,1]:
7 ....: for a2 in [1,-1,z^2,-z^2,z^4,-z^4]:
8 ....: for a3 in [1,-1,z^3,-z^3]:
9 ....: for a4 in [1,-1,z^2,-z^2,z^4,-z^4]:
10 ....: pts = [(1,a0), (-1,a1), (z^2,a2),
11 (z^(10),a2.conjugate ()), (z^3,a3), (z^9,a3.conjugate ()),
12 (z^4,a3), (z^8,a3.conjugate ()), (z,k(z)), (z^(11),
13 k(z). conjugate ()), (z^5,k(z^5)), (z^7,k(z^5). conjugate ())]
14 ....: f = R.lagrange_polynomial(pts); print f;
15 ....:
16 -1/6*t^11 - t^10 + 1/6*t^9 - 1/6*t^8 + 1/3*t^7 + 1/2*t^6 +
17 1/6*t^5 + 1/3*t^4 - 1/6*t^3 - 1/2*t^2 - 1/3*t - 1/6
18 -1/6*t^11 - t^10 + 1/6*t^9 - 1/6*t^8 + 1/3*t^7 + 1/2*t^6 +
19 1/6*t^5 + 1/3*t^4 - 1/6*t^3 - 1/2*t^2 - 1/3*t - 1/6
20 -1/6*t^11 - t^10 + 1/6*t^9 - 1/6*t^8 + 1/3*t^7 + 1/2*t^6 +
21 1/6*t^5 + 1/3*t^4 - 1/6*t^3 - 1/2*t^2 - 1/3*t - 1/6
22 -1/6*t^11 - t^10 + 1/6*t^9 - 1/6*t^8 + 1/3*t^7 + 1/2*t^6 +
23 1/6*t^5 + 1/3*t^4 - 1/6*t^3 - 1/2*t^2 - 1/3*t - 1/6
24 -1/6*t^11 - t^10 + 1/6*t^9 - 1/6*t^8 + 1/3*t^7 + 1/2*t^6 +
25 1/6*t^5 + 1/3*t^4 - 1/6*t^3 - 1/2*t^2 - 1/3*t - 1/6
26 -1/6*t^11 - t^10 + 1/6*t^9 - 1/6*t^8 + 1/3*t^7 + 1/2*t^6 +
27 1/6*t^5 + 1/3*t^4 - 1/6*t^3 - 1/2*t^2 - 1/3*t - 1/6
28 -1/2*t^10 - 1/6*t^9 - 1/3*t^8 + 1/2*t^7 + 1/2*t^6 +
29 1/3*t^5 + 1/6*t^4 - 1/2*t^3 - 1/6*t - 5/6
30 -1/2*t^10 - 1/6*t^9 - 1/3*t^8 + 1/2*t^7 + 1/2*t^6 +
31 1/3*t^5 + 1/6*t^4 - 1/2*t^3 - 1/6*t - 5/6
32 -1/2*t^10 - 1/6*t^9 - 1/3*t^8 + 1/2*t^7 + 1/2*t^6 +
33 1/3*t^5 + 1/6*t^4 - 1/2*t^3 - 1/6*t - 5/6
34 -1/2*t^10 - 1/6*t^9 - 1/3*t^8 + 1/2*t^7 + 1/2*t^6 +
35 1/3*t^5 + 1/6*t^4 - 1/2*t^3 - 1/6*t - 5/6
36 -1/2*t^10 - 1/6*t^9 - 1/3*t^8 + 1/2*t^7 + 1/2*t^6 +
37 1/3*t^5 + 1/6*t^4 - 1/2*t^3 - 1/6*t - 5/6
38 -1/2*t^10 - 1/6*t^9 - 1/3*t^8 + 1/2*t^7 + 1/2*t^6 +
39 1/3*t^5 + 1/6*t^4 - 1/2*t^3 - 1/6*t - 5/6
40 (1/12*z^3 - 1/6*z - 1/4)*t^11 + ( -1/12*z^3 + 1/6*z - 3/4)*t^10 +
41 1/6*t^9 + (1/12*z^3 - 1/6*z - 1/4)*t^8 + ( -1/12*z^3 + 1/6*z +
42 1/4)*t^7 + 1/2*t^6 + (1/12*z^3 - 1/6*z + 5/12)*t^5 + ( -1/12*z^3 +
43 1/6*z + 1/4)*t^4 - 1/2*t^3 + (1/12*z^3 - 1/6*z - 1/4)*t^2 +
44 ( -1/12*z^3 + 1/6*z - 1/12)*t - 1/2
...
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A.2 The p = 17 Case
1 sage: K.<z> = CyclotomicField (16)
2 sage: R.<t> = PolynomialRing(K)
3 sage: Q.<t> = ZZ[t]
4 sage: u3 = (z^3 -1)/(z-1)
5 sage: u5 = (z^5 -1)/(z-1)
6 sage: u7 = (z^7 -1)/(z-1)
7 sage: v = (z^6 -1)/(z^2-1)
8 sage: h = K.hom([z^3])
9 sage: cosets_U16 = []
10 sage: for i in [0..3]:
11 ....: for j in [0..3]:
12 ....: for k in [0..3]:
13 ....: cosets_U16.append(u3^i*u5^j*u7^k)
14 ....:
15 sage: cosets_U8 = []
16 sage: for i in [0..15]:
17 ....: for j in [0..7]:
18 ....: cosets_U8.append(z^i*v^j)
19 ....:
20 sage: for a0 in [-1,1]:
21 ....: for a1 in [-1,1]:
22 ....: for a2 in cosets_U16:
23 ....: g = a2*(t^5 + t^4 - 1)
24 ....: for a3 in cosets_U8:
25 ....: for a4 in [1,-1,z^4,-z^4]:
26 ....: pts = [(-1,a0), (1,a1), (z,g(z)), (h(z),h(g(z))),
27 (h(h(z)),h(h(g(z)))), (h(h(h(z))),h(h(h(g(z))))), (z.conjugate(),
28 g(z). conjugate ()), (h(z.conjugate ()),h(g(z). conjugate ())),
29 (h(h(z.conjugate ())),h(h(g(z). conjugate ()))),
30 (h(h(h(z.conjugate ()))),h(h(h(g(z). conjugate ())))) , (z^2,a3),
31 (h(z^2),h(a3)), (z^(14),a3.conjugate ()), (h(z^(14)) ,
32 h(a3.conjugate ())), (z^4,a4), (z^(12),h(a4))]
33 ....: f = R.lagrange_polynomial(pts)
34 ....: if f in Q:
35 ....: print f;
36 ....:
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A.3 The p = 19 Case
1 sage: K.<z> = CyclotomicField (18)
2 sage: R.<t> = PolynomialRing(K)
3 sage: Q.<t> = ZZ[t]
4 sage: u2 = -z + 1
5 sage: u4 = -z^3 + z^2 - z + 1
6 sage: h = K.hom([z^5])
7 sage:
8 sage: cosets_U18 = []
9 sage: for i in [0..2]:
10 ....: for j in [0..2]:
11 ....: cosets_U18.append(u2^i*u4^j)
12 ....:
13 sage: cosets_U9 = []
14 sage: for i in [0..2]:
15 ....: for j in [0..20]:
16 ....: cosets_U9.append(u2^i*u4^j)
17 ....:
18 sage: for a0 in cosets_U18:
19 ....: g = a0*(t^5 - t^4 + t^3 - t^2 - 1)
20 ....: for a1 in cosets_U9:
21 ....: for a2 in [0..17]:
22 ....: k = a1*z^a2
23 ....: for a3 in [1,-1,z^3,-z^3,z^6,-z^6]:
24 ....: for a4 in [1,-1,z^3,-z^3,z^6,-z^6]:
25 ....: for a5 in [-1,1]:
26 ....: for a6 in [-1,1]:
27 ....: pts = [(z,g(z)), (h(z),h(g(z))), (h(h(z)),
28 h(h(g(z)))), (h(h(h(z))),h(h(h(g(z))))), (h(h(h(h(z)))),
29 h(h(h(h(g(z)))))) , (h(h(h(h(h(z))))),h(h(h(h(h(g(z))))))) ,
30 (z^2,k), (h(z^2),h(k)), (h(h(z^2)),h(h(k))), (h(h(h(z^2))),
31 h(h(h(k)))), (h(h(h(h(z^2)))) ,h(h(h(h(k))))), (h(h(h(h(h(z^2))))) ,
32 h(h(h(h(h(k)))))) , (z^3,a3), (h(z^3),h(a3)), (z^6,a4),
33 (h(z^6),h(a4)), (-1,a5), (1,a6)]
34 ....: f = R.lagrange_polynomial(pts)
35 ....: if f in Q:
36 ....: print f;
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