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Abstract
We present a new model of adhesive bonded joints, encoding both gradient oscillations and gradient concentrations. By intro-
ducing a narrower notion of Young measure–varifold pair and a variational convergence of the energy functionals, we characterize
the measure solutions of the model and give a microscopic description of the densities related to the classical formulation.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Nous proposons un nouveau modèle de joint collé élastique, prenant en compte les oscillations et concentrations de gradient.
En introduisant une notion particulière de mesures de Young ainsi qu’une nouvelle notion de convergence variationnelle des
fonctionnelles énergies, nous caractérisons les solutions mesures du modèle et nous donnons une desription microscopique des
densités obtenues dans la formulation classique.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In [12] a model of adhesive bonded joints is proposed in terms of classical Sobolev functions by computing the
Γ -limit of the energy functional when two small parameters ε (the thickness of the adhesive) and η (the stiffness
of the adhesive) go to zero. In this paper, we aim to get a sharper model. Because the main mechanical features are
oscillations and concentrations in the layer of low stiffness of the deformation gradients, we adapt the notion of Young
measure–varifold pair introduced in [7]. We characterized these new objects and we treat the asymptotic analysis of
the problem by a Γ -convergence process where competing objects are these pairs. We would like to point out that
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summarize as follows. First we express the energy functional Fε of the problem in two manners: one by expressing
Fε like acting on a Sobolev space on Ω , the other on a measure space on Ω ×E where E is a suitable space related to
the problem. Secondly we compute each of two Γ -limits denoted by F and F respectively. Since F(u¯) =F(ν¯) when
u¯ and ν¯ = ν¯x ⊗ π belong to argminF and argminF respectively, by localization, we obtain integral representations
on E with respect to the measure ν¯x of significant macroscopic quantities involving u¯.
Preparatory to describing our model, in the light of the Γ -convergence procedure, we first discuss the notion of
Young measure–varifold pair. Let Ω be an open bounded subset of RN and Fε an energy functional modeling some
physical or mechanical system, defined for all u ∈ W 1,p(Ω,Rm), p > 1, by:
Fε(u) =
∫
Ω
fε(∇u)dx,
where ε > 0 accounts for a small physical or geometrical parameter. Assume that the model is described through the
minimization of the functional Fε in some appropriate space of competing Sobolev functions and let (uε)ε>0 be a
sequence of minimizers whose gradients are extended by zero in RN \ Ω and denote the Lebesgue measure on RN
by L. It is a well-known fact that the weak limit of the measures |∇uε|pLΩ in the space M+(Ω) of nonnegative
measures on Ω , accounts for the concentration phenomenon on Ω of the gradients ∇uε . To take into account both
concentrations of gradients minimizing sequences and their energetical contribution, the basic idea is to introduce the
functional:
F∞,pε (uε) :=
∫
Ω
f∞,pε (∇uε)dx =
∫
Ω
f∞,pε
( ∇uε
|∇uε|
)
|∇uε|p dx,
where f∞,pε is the recession function of order p of the density fε . Recall that, under suitable conditions on fε , f∞,pε
is the positively p-homogeneous function defined by f∞,pε (λ) = limt→+∞ fε(tλ)tp for all m × N matrix λ. The limit
behavior of F∞,pε (uε) may be thought as a description of the concentration gradient phenomenon of the model.
Denoting the unit sphere of the set Mm×N of m×N -matrices by Sm×N , one can write:
F∞,pε (uε) =
∫
Ω
f∞,pε
( ∇uε
|∇uε|
)
|∇uε|p dx =
∫
Ω×Sm×N
f∞,pε (λ)dνε,
where νε = δ ∇uε|∇uε | (x)⊗|∇uε|
pLNΩ belongs to the set M+(Ω×Sm×N) of nonnegative Borel measures on Ω×Sm×N .
The weak closure V of the set of all measures ν of the form δ ∇u
|∇u| (x)
⊗ |∇u|pLΩ turns out to be the fitting set to
model gradient concentrations. Let us comment on the structure of its elements. Let ν be a weak limit of the sequence
(δ ∇uε|∇ue | (x)
⊗ |∇uε|pLΩ)n∈N in M+(Ω × Sm×N) and ν = νx ⊗ π its slicing decomposition. Clearly one has:
• The nonnegative measure π is the weak limit of the measure |∇uε|pLΩ and the support of its singular part is
the Borel set where the gradient concentrations occur, while π measures the intensity of the concentrations;
• For π -a.e. x ∈ Ω , each measure νx of the family (νx)x∈Ω of probability measures on Sm×N accounts for a
probability distribution of the direction of the gradient concentration at x. More precisely, for all ϕ ∈ C(Sm×N),
〈νx0 , ϕ〉 = lim
ρ→0
1
π(Bρ(x0)∩Ω)
∫
Bρ(x0)∩Ω
〈νx,ϕ〉dπ(x)
= lim
ρ→0 limn→+∞
∫
Bρ(x0)∩Ω ϕ
( ∇uε|∇uε |)|∇uε|p dx∫
Bρ(x0)∩Ω |∇uε|p dx
,
so that, for π a.e. x0 in Ω , νx0 is the limit probability distribution of the directions
∇uε|∇uε | (x), when x is taken
randomly around x0 with the probability measure:
1∫
Bρ(x0)∩Ω |∇uε|p dx
|∇uε|p LBρ(x0)∩Ω.
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|∇u| (x)
⊗ |∇u|pLΩ , it is convenient to introduce the following decomposition
of F :
Fε(u) =
(
Fε − F∞,pε
)
(u)+ F∞,pε (u)
=
∫
Ω
(
fε − f∞,pε
)
(∇u)dx +
∫
Ω×Sm×N
f∞,pε (λ)dν.
To derive a variational model which provides some pieces of information on the gradient concentration of
ε-minimizers related to Fε , the above discussion and the general Γ -convergence scheme lead us to look into the
Γ -limit of the functional Fε :W 1,p(Ω,Rm)× V → R ∪ {+∞} defined by:
Fε(u, ν) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫
Ω
(
fε − f∞,pε
)
(∇u)dx +
∫
Ω×Sm×N
f∞,pε (λ)dν
if u ∈ W 1,p(Ω,Rm) and ν = δ ∇u
|∇u| (x)
⊗ |∇u|pLΩ,
+∞ otherwise,
whose expected domain is W 1,p(Ω,Rm) × V . Furthermore, to take into account possible oscillations of minimizing
sequences of gradients, for example when fε − f∞,pε has a multi-well structure, we write
∫
Ω
(fε − f∞,pε )(∇u)dx in
terms of gradient Young measures:∫
Ω
(
fε − f∞,pε
)
(∇u)dx =
∫
Ω×Mm×N
(
fε − f∞,pε
)
(λ) δ∇u(x) ⊗LΩ.
The weak limits of the sequences ((δ∇uε(x) ⊗LΩ,δ ∇uε|∇uε | (x) ⊗ |∇uε|
pLΩ))ε>0 introduced in [6,7] are called Young
measure–varifold pairs and are characterized in [7] and generalized in [9]. For another approach of the analysis of
oscillations and concentration effects, see [14]. Let YV denote the set of Young measure–varifold pairs and write
the first term of Fε as
∫
Ω×Mm×N (fε − f∞,pε )(λ) δ∇u(x) ⊗ LΩ . A sharper description is given by the Γ -limit of Fε
defined now in YV .
In this paper, following the above strategy, we present a new model of elastic adhesive bonded joints, encoding
both gradient concentrations and gradient oscillations. Through a suitable scaling, we introduce a narrower notion
of Young measure–varifold pair well adapted to a Γ -convergence process. We first briefly describe the mechanical
system and its classical variational limit obtained in [12]. We still denote the Lebesgue measure on R3 by L. Let Ω be
a domain in R3, with Lipschitz boundary, whose intersection S with the plane [x3 = 0] has a positive two-dimensional
Hausdorff measureH2(S) and let x = (x˜, x3) denotes a current point of R3. If ε is a small positive parameter intended
to tend to zero, Aε := {x ∈ Ω: ±x3  ε/2} (respectively Ωε := Ω \ Aε) denotes the interior part of the reference
configuration filled by the adhesive (respectively by the adherents). The adhesive and the adherents are assumed to
be perfectly stuck together along S±ε := {x ∈ Ω: ±x3 = ε/2}. They are modeled as hyperelastic. A small positive
parameter η is associated with the low stiffness of the adhesive. We set s := (η, ε), and s tends to zero means that
there exists a sequence ((ηn, εn))n∈N going to (0,0) when n → +∞. Moreover, we assume that lims→(0,0) ηεp−1 = l.
To shorten the paper, we will restrict our attention to the more interesting case (see [12]) when l ∈ (0,+∞). The
stored strain energy associated with a displacement field v is given by the functional:
Fs(v) :=
∫
Ωε
f (∇v)dx + η
∫
Aε
g(∇v)dx.
The structure made up of the elastic bodies and the adhesive is clamped on a part Γ0 of ∂Ω containing ∂Aε ∩Ω , and
is subjected to applied body forces h and surface forces τ on Γ1 := ∂Ω \ Γ0.
Let us denote the set of 3 × 3-matrices by M3. The assumptions on the bulk energy densities f,g : M3 → R are:
there exist three positive constants α, β and γ such that, for all λ and λ′ in M3,
(C1) α(|λ|p − 1) f (λ) β(1 + |λ|p), p > 1, idem for g;
(C2) |f (λ)− f (λ′)| γ |λ− λ′|(1 + |λ|p−1 + |λ′|p−1), idem for g;
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|g(λ)− g∞,p(λ)| β ′(1 + |λ|p−m).
Note that f may possess a multi-well structure. Assumption (C3) implies that g(tλ)tp admits the limit g∞,p(λ) when
t increases towards +∞. Setting L(v) := ∫
Ω
h(x).v(x)dx + ∫
Γ1
τ(x).v(x)dH2, then, for fixed s, the equilibrium
configurations of the structure are given by the limits of minimizing sequences related to the problem,
inf
{
Fs(v)−L(v): v ∈ W 1,pΓ0
(
Ω,R3
)}
, (Ps)
where
W
1,p
Γ0
(
Ω,R3
)= {v ∈ W 1,p(Ω,R3): v = 0 on Γ0};
if Γ0 = ∂Ω , we write W 1,p0 (Ω,R3).
In [12] it is proved that, when s goes to (0,0), the integral functional defined in the space Lp(Ω,R3) equipped
with its strong topology by:
Fs(u) =
⎧⎪⎨⎪⎩
∫
Ωε
f (∇u)dx + η
∫
Aε
g(∇u)dx if u ∈ W 1,pΓ0
(
Ω,R3
)
,
+∞ otherwise,
Γ -converges to the functional defined in Lp(Ω,R3) by:
F(v) :=
⎧⎨⎩
∫
Ω
Qf (∇v)dx + l
∫
S
Q(g∞,p)([v] ⊗ e3)dH2 if v ∈ W 1,pΓ0 (Ω \ S,R3),
+∞ otherwise,
where
W
1,p
Γ0
(
Ω \ S,R3)= {v ∈ Lp(Ω,R3): v ∈ W 1,p(Ω \ S,R3), v = 0 on Γ0},
and Qf , Q(g∞,p) denote the quasiconvexification (or quasiconvex envelope) of f and g∞,p respectively. We recall
(see [4] and references therein) that an extended real valued function ϕ defined in M3 is said to be quasiconvex if
ϕ(λ)  −
∫
D
ϕ(λ + ∇φ(x))dx for all matrix λ, all φ in W 1,p(D,R3) and all open bounded subset D of R3. If ϕ is
not quasiconvex but satisfies the growth condition |ϕ(λ)| C(1 + |λ|p), its quasiconvexification, namely the largest
quasiconvex function below ϕ is the extended real value function Qϕ given by:
Qϕ(λ) := inf
{
−
∫
D
ϕ
(
λ+ ∇φ(x))dx: φ ∈ W 1,p0 (D,R3)}.
Under some minor hypotheses on the exterior loading, L looks like a continuous perturbation of Fs in Lp(Ω,R3)
so that, according to the variational properties of the Γ -convergence (see [2,3]), every s-minimizing sequence of the
problem (Ps) strongly converges in Lp(Ω,R3) to a solution of the limit problem:
min
{∫
Ω
Qf (∇v)dx + l
∫
S
Q(g∞,p)([v] ⊗ e3)dH2 −L(v): v ∈ W 1,pΓ0 (Ω \ S,R3)}.
The notations ∇v and [v] have to be understood as any representative in Lp(Ω,M3) of the distributional gradient
of v in D′(Ω \ S) and as the jump of v across S respectively. Thus, the solutions of the limit problem can develop
discontinuities along S. In our new model we want to take into account gradient oscillations due to the possible multi-
well structure of f , and to obtain a sharper modelling of the limit constraint along S to which the adhesive layer Aε
shrinks (see the end of Section 2).
As said previously, to describe our new model, in Section 2 we will consider new pairs of measures (the oscillation–
concentration measures), and write the functional Fs in terms of these pairs. We also present our two main results:
a characterization of the oscillation–concentration measures (Theorem 1) and the description of the limit energy
(Theorem 2) together with two examples. We moreover state two corollaries (Corollaries 1 and 2) where we show how
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of the classical limit formulation. Section 3 is devoted to the proof of Theorem 1 and Section 4 to that of Theorem 2.
In the last section we establish the proofs of Corollaries 1 and 2.
2. Notations and main results
We denote the unit sphere of M3 by S2 and the sets of nonnegative bounded Borel measures on Ω×M3 and Ω×S2
by M+(Ω × M3) and M+(Ω × S2) respectively. The set of Young measures on Ω × M3 is denoted by Y(Ω;M3).
Let us recall that Y(Ω;M3) is made up of all nonnegative bounded Borel measures whose projection on Ω is the
Lebesgue measure on Ω . We introduce:
• C0(M3) the space of continuous real-valued functions on M3, vanishing at infinity;
• Cb(M3) the space of bounded continuous real-valued functions on M3;
• C(S2) the space of continuous real-valued functions on S2. For simplicity of notation, we use the same letter ϕ
for a function in C(S2) and its p-homogeneous extension ϕ˜ defined for all λ in M3 by:
ϕ˜(λ) =
{
|λ|pϕ
(
λ
|λ|
)
if λ = 0,
0 otherwise.
For all function ϕ ∈ C(S2), we write Qϕ3 and ϕ∗∗3 for the two extended real-valued functions R3  a →
Qϕ(a ⊗ e3) ∈ [−∞,+∞[ and the convexification of R3  a → ϕ(a ⊗ e3) ∈ [−∞,+∞[ respectively;
• Lip(S2) the subset of C(S2) made up of the Lipschitz functions. It is well known (see [7] p. 741) that the
extensions of the functions ϕ in Lip(S2) fulfil the following locally Lipschitz property: there exists c = c(ϕ)
such that
∀λ,λ′ ∈ M3, ∣∣ϕ˜(λ)− ϕ˜(λ′)∣∣ c|λ− λ′|(|λ|p−1 + |λ′|p−1); (1)
• C(Ω) the space of continuous real-valued functions on Ω ;
• C(Ω × S2) the space of continuous real-valued functions on Ω × S2.
Now we introduce the convergence in the sense of oscillations–concentrations, suitable for capturing oscillations
and concentrations of gradients minimizers ∇us of (Ps) through a variational convergence scheme (see Proposition 1
for a compactness property, Theorem 2 for the definition of the variational convergence, and Corollaries 1 and 2
for applications). More precisely on M+(Ω × M3) × M+(Ω × S2), we define the following convergence1 when
s → (0,0):
(μs, νs)
oc
⇀(μ,ν) ⇐⇒
{
1Ωεμs
nar
⇀μ,
εp−11Aενs
∗
⇀ν.
The narrow convergence of 1Ωεμs to the measure μ is defined by:
1Ωεμs
nar
⇀μ ⇐⇒
∫
Ω×M3
ψ1Ωε dμs →
∫
Ω×M3
ψ dμ,
for all function ψ in L1(Ω)⊗ Cb(M3). The weak convergence of εp−11Aενs to the measure ν is defined by:
εp−11Aενs
∗
⇀ν ⇐⇒
∫
Ω×S2
ψεp−11Aε dνs →
∫
Ω×S2
ψ dν,
for all functions ψ in C(Ω × S2), or, by a density argument, for all function ψ in C(Ω)⊗ C(S2) or C(Ω)⊗ Lip(S2).
1 The symbol oc⇀ has to be read “weak convergence in the sense of oscillations–concentrations”.
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measures iff there exists u ∈ W 1,pΓ0 (Ω,R3) such that
μ = δ∇u(x) ⊗L, and ν = δ ∇u|∇u| (x) ⊗ |∇u|
pLΩ.
The projections of E on M+(Ω × M3) and M+(Ω × S2) are respectively denoted by Eosc and Econ and each of them
is equipped with one of the two convergences defining the convergence oc⇀ introduced above.
The set V of oscillation–concentration measures is the sequential closure of E for the convergence oc⇀, i.e.
(μ, ν) ∈ V ⇐⇒
⎧⎪⎪⎨⎪⎪⎩
∃(us)s in W 1,pΓ0
(
Ω,R3
)
s.t.,
δ∇us(x) ⊗ 1ΩεL
nar
⇀μ,
δ ∇us|∇us | (x)
⊗ εp−11Aε |∇us |pLΩ
∗
⇀ν.
A sequence (us)s generating (μ, ν) in this way, will be referred as a sequence generating the oscillation–concentration
measure (μ, ν). Note that we have to be carefull with the convergence above since we do not have E ⊂ V . The
projections of V on M+(Ω × M3) and M+(Ω × S2) are respectively denoted by Vosc and Vcon. We sometimes write
E(U), V(U) (idem for their projections) to highlight the dependence on the considered open set U .
To reformulate the problem (Ps), the following functional is one way of writing the functional Fs :
Fs : M+
(
Ω × M3)× M+(Ω × S2)→ R ∪ {+∞},
Fs(μ, ν) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∫
Ω×M3
f (λ)1Ωε dμ+ η
∫
Ω×M3
(
g − g∞,p)(λ)1Aε dμ
+ η
εp−1
∫
Ω×S2
g∞,p(λ)εp−11Aε dν if (μ, ν) ∈ E,
+∞ otherwise.
Indeed clearly we have Fs(μ, ν) = Fs(u) when μ = δ∇u(x) ⊗ L and ν = δ ∇u|∇u| (x) ⊗ |∇u|
pLΩ and the advantage
of this new writing is to make appear the pairs of measures that may capture the oscillations and concentrations of
gradients at the limit.
We define the functional F for all (μ, ν) in M+(Ω × M3)× M+(Ω × S2) by:
F(μ, ν) =
⎧⎪⎨⎪⎩
∫
Ω×M3
f (λ)dμ+ l
∫
Ω×S2
g∞,p(λ)dν if (μ, ν) ∈ V,
+∞ otherwise,
and equip the space M+(Ω × M3) × M+(Ω × S2) with the convergence oc⇀. Our two main results are Theorems 1
and 2 established in Sections 3 and 4 respectively.
Theorem 1 (Characterization of V). A pair (μ, ν) belongs to V iff there exists u in W 1,pΓ0 (Ω \ S,R3) such that thefour following assertions hold:
(i) μ ∈ Y(Ω,M3) and ∇u(x) = ∫M3 λdμx(λ), L a.e. x in Ω ;
(ii) ∫
Ω×M3 |λ|p dμ< +∞;
(iii) ψ(∇u(x)) ∫M3 ψ(λ)dμx(λ), L a.e. x in Ω , for all quasiconvex function ψ satisfying classical growth condi-
tions of order p: ∣∣ψ(λ)∣∣ β(1 + |λ|p);
(iv) The projection π of the measure ν on Ω is concentrated on S. If moreover π = dπdH2SH2S + π s is the Radon–
Nikodym decomposition of π with respect to the measure H2S, then, for all ϕ ∈ C(S2) such that Qϕ3 > −∞,
one has:
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dH2S (x)
∫
S2
ϕ(λ)dνx Qϕ3
([u](x)) for H2S a.e. x in Ω,
∫
S2
ϕ(λ)dνx  0 for π s a.e. x in Ω.
The Sobolev function u whose existence is stated in Theorem 1, will be referred as the underlying deformation
of the pair (μ, ν). Note that for each u ∈ W 1,pΓ0 (Ω \ S,R3) the pair (δ∇u(x) ⊗ L, δ [u](x)⊗e3|[u](x)⊗e3|
⊗ |[u](x) ⊗ e3|pH2S)
belongs to V and u is its underlying deformation. We call these pairs elementary limit oscillation–concentration
measures. In Example 1 we show that there exist a lot of nontrivial oscillation–concentration measures, i.e., which are
not elementary limit oscillation–concentration measures. The subset of V made up of all the pairs (μ, ν) such that the
projection π of ν on Ω is absolutely continuous with respect to H2S will be denoted by Vabs.
Remark 1. It will be sometimes easier to establish the following stronger condition for proving condition (iv)
(see Example 2):
(iv′) For all ϕ ∈ C(S2) such that ϕ∗∗3 > −∞, one has:
dπ
dH2S (x)
∫
S2
ϕ(λ)dνx  ϕ∗∗3
([u](x)) for H2S a.e. x in Ω,
∫
S2
ϕ(λ)dνx  0 for π s a.e. x in Ω.
Indeed, because ϕ∗∗3 Qϕ3, one has (iv′) ⇒ (iv).
Example 1 (Examples of (μ, ν) ∈ V based on laminates). Consider three matrices A, B , C in M3 and γ ∈ (0,1)
satisfying
(i) A and B are rank-one connected;
(ii) γA+ (1 − γ )B and C are not rank-one connected,
and define the probability measure μx on M3 by:
μx :=
{
γ δA + (1 − γ )δB if x ∈ Ω ∩ [x3 > 0],
δC if x ∈ Ω ∩ [x3 < 0].
Consider now the function u defined as follows:
u(x) :=
{(
γA+ (1 − γ )B)x if x ∈ Ω ∩ [x3 > 0],
Cx if x ∈ Ω ∩ [x3 < 0].
It is easily seen that u ∈ W 1,p(Ω \ S,R3) and the measure μ := μx ⊗ L fulfils conditions (i)–(iii) of Theorem 1.
In other word, μ is a W 1,p(Ω \ S,R3)-gradient Young measure.
Since the matrices γA+ (1 − γ )B and C are not rank-one connected, the function u possesses a jump [u] through
the interface S. Fix an open cube Q in R3, and a function φ ∈ W 1,p0 (Q,R3). For H2 a.e. x in S, consider the measure
(ν˜φ)x on S2 defined for all ϕ ∈ C(S2) by:〈
(ν˜φ)x, ϕ
〉 := −∫
Q
ϕ
([u](x)⊗ e3 + ∇φ(y))dy.
Setting (νφ)x = 1‖(ν˜φ)x‖ (ν˜φ)x and νφ = (νφ)x ⊗ ‖(ν˜φ)x‖H2S, according to the definition of the quasiconvexification
of ϕ, we see that νφ fulfils condition (iv) of Theorem 1. Consequently, the pair (μ, νφ) belongs to V and the function u
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measure iff φ ≡ 0. Then we obtain a lot of nontrivial elements of V , as much as functions φ.
One can also establish this result by constructing a sequence (us)s generating the pair (μ, ν): consider a sequence
(vε)ε>0 of oscillating Sobolev functions generating the first-order laminate γ δA + (1−γ )δB in Ω ∩[x3 > 0] outside a
neighborhood of S, the constant sequence of the linear function generating δC in Ω ∩[x3 < 0] outside a neighborhood
of S. On the other hand we construct a sequence of Sobolev functions generating ν in the neighborhood of S and stick
together these two sequences to obtain a sequence of Sobolev functions on Ω generating (μ, ν). Such a procedure
will be the basic idea in the proof of sufficient conditions.
To define the limit problem in the new formulation, we have to reformulate the expression of the work of the
exterior loading. Let us introduce the mapping Φ :Eosc  μ → u ∈ W 1,pΓ0 (Ω,R3), where u is the unique element of
W
1,p
Γ0
(Ω,R3) such that μ = δ∇u(x) ⊗L, and consider the mapping:
Φ˜ :Vosc  μ → u ∈ W 1,pΓ0
(
Ω \ S,R3),
where u is the unique element of W 1,pΓ0 (Ω \ S,R3) whose existence is asserted in Theorem 1. When we equip V and
W
1,p
Γ0
(Ω \ S,R3) with the oscillation–concentration convergence and the strong convergence of Lp(Ω,R3) respec-
tively, we clearly have: {
(μs, νs) ∈ E, (μs, νs) oc⇀(μ,ν)
sups
(Fs(μs, νs)−L ◦Φ(μs))< +∞ ⇒ Φ(μs) → Φ˜(μ).
In the next theorem we are going to establish a variational convergence of the sequence of functionals Fs −L ◦Φ
toward the functional F −L ◦ Φ˜ . The two convergence processes, i.e, the Γ -convergence in the classical formulation
and the new variational convergence, provide the two limit problems:
min
{
F(v)−L(v): v ∈ W 1,pΓ0
(
Ω \ S,R3)}, (P)
min
{F(μ, ν)−L ◦ Φ˜(μ): (μ, ν) ∈ V}, (Poc)
of the same initial problem (Ps) written in terms of Sobolev functions or oscillation–concentration measures:
inf
{
Fs(v)−L(v): v ∈ W 1,pΓ0
(
Ω,R3
)}= inf{Fs(μ, ν)−L ◦ Φ˜(μ): (μ, ν) ∈ E}. (Ps )
Theorem 2 (The limit functional). Assume that lims→(0,0) ηεp−1 = l, then
(i) the functional F is the Γ -limit of the sequence (Fs)s in the sense that the following assertions (Γ L) and (Γ U)
hold:
(Γ L) for all sequence ((μs, νs))s in M+(Ω × M3) × M+(Ω × S2) and all (μ, ν) ∈ V such that
(μs, νs)
oc
⇀(μ,ν) in M+(Ω × M3)× M+(Ω × S2), one has,
F(μ, ν) lim inf
s→(0,0)Fs(μs, νs);
(Γ U) for all (μ, ν) in V , there exists a sequence ((μs, νs))s in M+(Ω × M3) × M+(Ω × S2) such that
(μs, νs)
oc
⇀(μ,ν) and
lim sup
s→(0,0)
Fs(μs, νs)F(μ, ν).
(ii) If (μs, νs) is a s-minimizer of the problem (Ps), then, up to a subsequence not relabeled, ((μs, νs))s converges
in the sense of oscillation–concentration measures to some (μ¯, ν¯) in Vabs which is a minimizer of the limit
problem (Poc).
(iii) The minimum of (P) and (Poc) coincide.
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loading:
inf
{ ∫
Ω×M3
f (λ)dμ+ l
∫
Ω×S2
g∞,p(λ)dν: (μ, ν) ∈ V
}
,
where Ω = (0,1)2 × (− 12 , 12 ), S = (0,1)2 × {0} and Γ0 = ∂Ω . We denote the canonical basis of R3 by (e1, e2, e3)
and aim to exhibit a nontrivial solution of (Poc), i.e., a minimizer (μ¯, ν¯) in Vabs which is not a elementary limit
oscillation–concentration measure.
We assume that the density f possesses the following multi-well structure: there exist three matrices A, B and C in
M3 satisfying the conditions (i) and (ii) of Example 1 and such that Ae2 = Be2 = Ce2 = 0, f (A) = f (B) = f (C) = 0.
Now considering the function u ∈ W 1,p(Ω \ S,R2) of Example 1, we have:∫
Ω
Qf (∇u)dx = 0.
Set D := C − δA − (1 − δ)B . We assume that the density g fulfills the three conditions: (g∞,p)∗∗3 (De1) = 0,
g∞,p((De1) ⊗ e3) > 0, and g∞,p((De1 ± a) ⊗ e3) = 0 for some a ∈ R3. Note that (g∞,p)∗∗3 (De1) = 0 yields
Q(g∞,p)((De1)⊗ e3) = 0. Since the jump of u is given by [u](x) = Dx for H2S a.e x in S, we have:∫
S
Q(g∞,p)([u] ⊗ e3)dH2S = ∫
S
Q(g∞,p)((Dx)⊗ e3)
=
∫
S
|x1|pQ
(
g∞,p
)(
(De1)⊗ e3
)
dH2 = 0.
This proves that
min
{∫
Ω
Qf (∇v)dx + l
∫
S
Q(g∞,p)([v] ⊗ e3)dH2: v ∈ u+W 1,p0 (Ω \ S,R2)}= 0,
so that u is a solution of the classical limit problem with the boundary condition v = u on ∂Ω . Thus, according to
Theorem 2(iii):
inf
{ ∫
Ω×M2
f (λ)dμ+ l
∫
Ω×S2
g∞,p(λ)dν: (μ, ν) ∈ V
}
= 0. (2)
Let us set
μ¯x =
{
δδA + (1 − δ)δB if x ∈ Ω ∩ [x3 > 0],
δC if x ∈ Ω ∩ [x3 < 0],
and, for H2 a.e. x ∈ S, define the measure ν˜x on S2 by:
〈ν¯x , ϕ〉 =
∫
Ω
ϕ
((
D(x1e1)+ x1a(y)
)⊗ e3)dy, ∀ϕ ∈ C(S2),
where
a(y) :=
{
a if y ∈ Ω ∩ [y3 > 0],
−a if y ∈ Ω ∩ [y3 < 0].
Setting ν¯x = 1‖ν˜x‖ ν˜x and ν¯ := ν¯x ⊗‖ν˜x‖H2S, from Jensen’s inequality, it is easily seen that condition (iv′) is satisfied.
Setting μ¯ = μ¯x ⊗L we then have (μ¯, ν¯) ∈ V . On the other hand, according to the conditions assumed on f and g, we
have:
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Ω×M3
f (λ)dμ¯ = 0,
〈
ν˜x, g
∞,p〉= 1
2
|x1|p
(
g∞,p
(
(De1 + a)⊗ e3
)+ g∞,p((De1 − a)⊗ e3))= 0,
so that from (2), (μ¯, ν¯) is a solution of (Poc). Because g∞,p((De1)⊗ e3) > 0, we deduce that
ν¯x = δ [u](x)⊗e3|[u](x)⊗e3|
⊗ ∣∣[u](x)⊗ e3∣∣pH2S,
this concludes Example 2. Note that the optimal measure ν¯ involves the jump of displacement and a, this in order to
account for the process of minimizing the bulk energy in the adhesive.
Let (μ¯, ν¯) be a minimizer of (Poc) and u¯ its underlying deformation. The next corollary stipulates that one
may think the pair (μ¯, ν¯) as the microscopic description of the pair of macroscopic quantities (Qf (∇u¯(x)),
Q(g∞,p)([u¯](x)⊗ e3)).
Corollary 1. For every minimizer (μ¯, ν¯) ∈ Vabs of (Poc), u¯ := Φ˜(μ¯) is a minimizer of the classical limit problem (P)
and
Qf (∇u¯(x))= ∫
M3
f (λ)dμ¯x for a.e. x ∈ Ω;
Q(g∞,p)([u](x)⊗ e3)= dπ¯dH2S (x)
∫
S2
(
g∞,p
)
(λ)dν¯x for H2S-a.e. x ∈ S. (3)
Conversely, if (us)s is a sequence of s-minimizers of the problem (Ps), then, every cluster point u¯ of (us)s for the
strong topology of Lp(Ω,R3) is a minimizer of (P), (us)s generates an oscillation–concentration measure (μ¯, ν¯) in
Vabs, minimizer of (Poc) and (3) holds.
In the scalar case, we deduce the following result linking the macroscopic and the microscopic quantities [u¯](x)
and ν¯x .
Corollary 2. Let (μ¯, ν¯) ∈ Vabs be a minimizer of the limit problem (Poc), P± := (0,0,±1) the two poles of the unit
sphere S2 of R3. Let E be a subset of S such that H2(S \E) = 0 and for which the second equality in (3) and the first
inequality in (iv) are satisfied. Then the two assertions hold:
(i) assume that infλ∈S2 g∞,p(λ) = g∞,p(P−) < g∞,p(P+), then [u¯] > 0 on the set {x ∈ S: ν¯x(P+) = 0} ∩E;
(ii) assume that infλ∈S2 g∞,p(λ) = g∞,p(P+) < g∞,p(P−), then [u¯] < 0 on the set {x ∈ S: ν¯x(P−) = 0} ∩E.
To conclude this section, we would like to stress the fact that the state variables taken into account in the present
approach are not the displacement fields but fields of measures which, nevertheless, are connected to displacement
fields by Theorem 1. It is worth noticing that the involved energy densities are neither quasiconvex nor convex. From
the strictly mechanical point of view of the modeling of the sole bonding, we can disregard the oscillations effects
on Ωε so that the state variables would be the displacement fields on the two adherents and a field of measure on the
bonding surface towards the adhesive shrinks. Under this condition, our result is closely connected with a modelling
of adhesion of solids [8] where a new scalar state variable (the adhesion intensity) and a non-convex density of energy
of adhesion are introduced.
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3.1. The operator Rε
The goal of this operator, introduced in [12], is to regularize every function u of W 1,pΓ0 (Ω \ S,R3) into an element
Rεu of W 1,pΓ0 (Ω,R
3) as follows:
Rεu(xˆ, x3) = 12
[(
u(xˆ, x3)− u(xˆ,−x3)
)∣∣∣∣ x3ε/2
∣∣∣∣∧ 1 + u(xˆ, x3)+ u(xˆ,−x3)].
The following lemma easy to prove will be used for establishing the sufficient conditions of Theorem 1:
Lemma 1. Let Q̂ be any open cube included in S and u ∈ W 1,pΓ0 (Ω \ S,R3), then
εp−1
∫
Q̂×(− ε2 , ε2 )
∣∣∣∣∇Rεu(x)− 1ε
(
−
∫
Q̂
[u]dH2
)
⊗ e3
∣∣∣∣p dx
O(ε)+ 1
ε
∫
Q̂×(− ε2 , ε2 )
∣∣∣∣−∫
Q̂
[u]dH2 − (u(xˆ, x3)− u(xˆ,−x3))∣∣∣∣p dx.
3.2. The operator Tε
Let Q ⊃ Ω be any cube in R3 such that S contains its center and is parallel to one of its faces. In [12] was built an
extension u˜ in W 1,p(Q,R3) of every u in W 1,pΓ0 (Ω,R
3). The extension of u˜ by zero on R3 \Q is still denoted by u˜,
and we define Tεu˜ on Q by:
Tεu˜(x) := u˜(xˆ, x3 ± ε/2) a.e. in Q± := Q∩ {±x3 > 0}. (4)
Clearly Tεu˜(x) belongs to W 1,p(Ω \ S,R3). Moreover (cf. [12]):
|Tεu˜|Lp(Q\S)  c|∇u|Lp(Ωε). (5)
If us is such that sups Fs(us) < +∞, it is also shown that there exist a subsequence, not relabeled, and
u ∈ W 1,pΓ0 (Ω \ S,R3) such that {
us → u strongly in Lp
(
Ω,R3
)
,
Tεu˜Ω ⇀u in W 1,pΓ0
(
Ω \ S,R3). (6)
To determine the nature of the limit of δ∇us(x) ⊗ 1ΩεL (cf. Proposition 1), we will use the following lemma.
Lemma 2. If us is such that sups Fs(us) < +∞ and (6) holds, then for all ϕ in Cc(Ω \ S × M3),
lim
s→(0,0)
∫
Ωε
ϕ(x,∇us)dx = lim
s→(0,0)
∫
Ω\S
ϕ(x,∇Tεus)dx.
Proof. From the definition (4) of Tε we have:
lim
s→(0,0)
∫
Ωε
ϕ(x,∇us)dx = lim
s→(0,0)
∫
Q+∪Q−
ϕ(x,∇u˜s)dx
= lim
s→(0,0)
{∫
+
ϕ
(
xˆ, x3 + ε2 ,∇Tεu˜s
)
dx +
∫
−
ϕ
(
xˆ, x3 − ε2 ,∇Tεu˜s
)
dx
}Q Q
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s→(0,0)
∫
Q\S
ϕ
(
xˆ, x3,∇Tεu˜s(x)
)
dx
= lim
s→(0,0)
∫
Ω\S
ϕ
(
xˆ, x3,∇Tεus(x)
)
dx. 
3.3. A compactness result
To justify our variational convergence process, we must establish the relative compactness of the s-minimizing
sequences (see Theorem 2(ii)).
Proposition 1. Let (us)s be a sequence in W 1,pΓ0 (Ω,R
3) such that
sup
s
(|∇us |pLp(Ωε) + εp−1|∇us |pLp(Aε,M3))< +∞.
Then, there exist a subsequence, not relabeled, and (μ, ν) in V fulfilling:
(i) (μs, νs) := (δ∇us(x) ⊗L, δ ∇us|∇us | (x) ⊗ |∇us |
pLΩ) oc⇀(μ,ν);
(ii) μ is a W 1,pΓ0 (Ω \ S,R3) gradient-Young measure;
(iii) the support spt(π) of the projection π of ν on Ω is included in S.
Proof. To shorten notation, we do not relabel the various subsequences.
Proof of (i). Firstly, since εp−11Aενs(Ω × S2) = εp−1
∫
Aε
|∇us |p dx is bounded, there exist a subsequence and
ν ∈ M+(Ω × S2) such that
εp−11Aενs
∗
⇀ν
in M+(Ω × S2). Now we establish the narrow convergence of μs to some Young measure μ. From the uniform
estimate 1Ωεμs(Ωε × M3)  L(Ω), we deduce that there exist a subsequence of (μs)s and μ ∈ M+(Ω × S2) such
that 1Ωεμs
∗
⇀ μ in M+(Ω × M3). We claim that μ ∈ Y(Ω;M3). Indeed, let PΩ :Ω × M3 → Ω be the canonical
projection from Ω × M3 onto Ω , and PΩ#μ the image of the measure μ by PΩ . One has:
PΩ#μ(U) lim inf
s→(0,0) PΩ#μs(U) = lims→(0,0)L(Ωε ∩U) = L(U),
for all open subset U of Ω , and
PΩ#μ(K) lim sup
s→(0,0)
PΩ#μs(K) = lim sup
s→(0,0)
L(Ωε ∩K) = L(K),
for all compact subset K of Ω . Thus PΩ#μ = LΩ .
It remains to establish the narrow convergence of 1Ωεμs to μ. Using the density of C0(Ω) in L1(Ω), from
1Ωεμs
∗
⇀μ, one easily deduces: ∫
Ωε
h(x)ϕ(∇us)dx →
∫
Ω×M3
h(x)ϕ(λ)dμ, (7)
for all h ∈ L1(Ω) and all ϕ ∈ C0(M3). The conclusion follows if we prove:∫
Ωε
h(x)ϕ(∇us)dx →
∫
Ω×M3
h(x)ϕ(λ)dμ,
for all h ∈ L1(Ω) and all ϕ ∈ Cb(M3), or equivalently∫
1E(x)ϕ(∇us)dx →
∫
3
1E(x)ϕ(λ)dμ, (8)
Ωε Ω×M
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in the following sense:
∀δ > 0, ∃Kδ compact subset of M3, sup
s
1Ωεμs
(
Ω × (M3 \Kδ))< δ. (9)
Then, for all δ > 0 consider φδ ∈ Cc(M3) satisfying 0 φδ  1, and φδ = 1 on Kδ . For all Borel set E in Ω and all
ϕ ∈ Cb(M3), we have: ∣∣∣∣∫
Ωε
1E(x)ϕ(∇us)dx −
∫
Ω×M3
1E(x)ϕ(λ)dμ(x,λ)
∣∣∣∣

∣∣∣∣∫
Ωε
1E(x)ϕ(∇us)dx −
∫
Ωε
1E(x)φδϕ(∇us)dx
∣∣∣∣
+
∣∣∣∣∫
Ωε
1E(x)φδϕ(∇us)dx −
∫
Ω×M3
1E(x)φδϕ(λ)dμ(x,λ)
∣∣∣∣
+
∣∣∣∣ ∫
Ω×M3
1E(x)φδϕ(λ)dμ(x,λ)−
∫
Ω×M3
1E(x)ϕ(λ)dμ(x,λ)
∣∣∣∣.
On account of (9), the first and the third term in the right-hand side above are less than δ‖ϕ‖∞. Since φδϕ ∈ C0(M3),
according to (7), the middle term tends to zero when s → (0,0), the convergence (8) follows after letting s → (0,0)
and δ → 0.
It remains to establish the tightness condition (9). Let Rδ > 0, and take Kδ the closed ball of M3 centered at 0 with
radius Rδ . Then
1Ωεμs
(
Ω × (M3 \Kδ))= L({x ∈ Ωε: ∣∣∇us(x)∣∣>Rδ}) 1
Rδ
∫
Ωε
|∇us |dx
 1
Rδ
L(Ω)1−1/p
(∫
Ωε
|∇us |p dx
)1/p
 C
Rδ
.
Choosing Rδ > C/δ gives (9).
Proof of (ii). This is a straightforward consequence of (5) and Lemma 2 which states that μ is generated by ∇Tεus .
Proof of (iii). Let h be an arbitrary function in C(Ω) with compact support in Ω \ S and ϕ ≡ 1 ∈ C(S2). Since
spt(h)∩Aε = ∅ for ε small enough, we have:∫
Ω×S2
h(x)ϕ dν(x,λ) = lim
s→(0,0)
∫
Aε
εp−1h(x)|∇us |p dx = 0.
The slicing decomposition of ν then yields:∫
Ω
h(x)
(∫
S2
ϕ(λ)dνx
)
dπ(x) = 0,
hence spt(π) ⊂ S. 
As a first consequence of Proposition 1, we obtain that V is the domain of the Γ -limit (if it exists) of the
sequence (Fs)s . More precisely:
Proposition 2. The set V is the domain of every cluster point G of the sequence (Fs)s for the Γ -convergence.
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definition of V , there exists a sequence (us)s in W 1,pΓ0 (Ω,R3) generating (μ, ν) and, on account of the lower bound
in the definition of the Γ -limit, it follows that
G(μ, ν) lim inf
s→(0,0) Fs(us) < +∞,
so that (μ, ν) belongs to the domain of G. Conversely, let (μ, ν) be any element of the domain of G. According to
the upper bound in the definition of the Γ -limit, there exists a sequence (μs, νs) in M+(Ω × M3) × M+(Ω × S2)
converging to (μ, ν) in the sense of oscillations–concentrations, such that
+∞ > G(μ, ν) = lim
s→(0,0)Fs(μs, νs).
Therefore (μs, νs) is an elementary oscillation–concentration measure. Moreover, from Proposition 1, there ex-
ists (μ′, ν′) in V such that, for a subsequence not relabeled, (μs, νs) weakly converges to (μ′, ν′) in the sense of
oscillations–concentrations. Thus (μ, ν) = (μ′, ν′) belongs to V . 
3.4. The characterization of oscillation–concentration measures: proof of Theorem 1
3.4.1. Characterization of V: necessary conditions
Let (μ, ν) be a given pair in V . Then, there exists a sequence (us)s in W 1,pΓ0 (Ω,R3) such that
δ∇us(x) ⊗ 1ΩεL
nar
⇀μ and δ ∇us|∇us | (x)
⊗ εp−11Aε |∇us |pLΩ
∗
⇀ν.
According to Proposition 1(ii), μ is a W 1,pΓ0 (Ω \ S,R3)-Young measure. Using the Kinderlehrer–Pedregal characteri-
zation of gradient Young measures (see [10]), there exists u ∈ W 1,pΓ0 (Ω \ S,R3) such that assertions (i)–(iii) hold.
We establish (iv). Let θ be a nonnegative function in C(Ω) and ϕ ∈ C(S2) such that Qϕ3 > −∞. On account of
Proposition 4.1 in [12], since us strongly converges to u in Lp(Ω), one has:
lim inf
s→(0,0) η
∫
Aε
θ(x)ϕ(∇us)dx  l
∫
S
θ(x)Qϕ([u] ⊗ e3(x))dH2, (10)
for a not relabeled subsequence. On the other hand, since (us)s is a sequence generating the oscillation–concentration
measure (μ, ν):
lim
s→(0,0) η
∫
Aε
θ(x)ϕ(∇us)dx = lim
s→(0,0) l
∫
Ω×S2
θ(x)ϕ(λ) δ ∇us|∇us | (x)
⊗ εp−11Aε |∇us |pLΩ
= l
∫
S×S2
θϕ dν
= l
∫
S
θ(x)
(∫
S2
ϕ(λ)dνx
)
dπ, (11)
where ν = νx ⊗ π is the slicing decomposition of ν with respect to its projection π on Ω . Combining (10) and (11) it
follows that
dπ
dH2 (x)
∫
S2
ϕ(λ)dνx Qϕ
([u](x)⊗ e3) for H2S a.e. x,
∫
S2
ϕ(λ)dνx  0 for π s a.e. x.
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We structure the proof in four steps. In step 1, using the Hahn–Banach separation theorem, we approximate the
homogeneous elements of Vcon(Ω) by measures of the form of Example 1. In step 2, we construct a sequence of
Sobolev functions generating these measures and conclude by a standard diagonalization argument. In step 3, we
build a sequence of Sobolev functions living in a ε-neighborhood of the interface S and generating the elements
of Vcon(Ω): according to a standard covering argument, we localize the construction above and stick together the
various generating functions obtained in step 2. In the last step, we stick the sequence generating the Young measure
μ restricted to the complementary of a 2ε-neighborhood of the interface S and the sequence obtained in step 3 to
obtain a sequence generating the pair (μ, ν).
First step. Let a be fixed in R3, and consider the following subset of M(S2):
H(a) :=
{
ν ∈ M(S2): ∀ϕ ∈ C(S2), s.t. Qϕ3 > −∞, ∫
S2
ϕ dν Qϕ3(a)
}
.
Let x0 be a fixed element of S and Q̂(x0) a fixed open cube of R2 centered at x0, we set:
Q = Q̂(x0)×
(
−1
2
,
1
2
)
.
For all v ∈ C10(Q,R3), consider the measure νv in M(S2) which acts on all ϕ ∈ C(S2) as follows:
〈νv,ϕ〉 := 1L(Q)
∫
Q
ϕ(a ⊗ e3 + ∇v)dx,
and let us introduce the subset C(a) of M(S2):
C(a) := {νv: v ∈ C10(Q,R3)}.
This step is devoted to the proof of the lemma:
Lemma 3. The set C(a) is a dense convex subset of H(a) for the σ(M(S2),C(S2)) topology. Consequently, for all
M > 0, the set C(a) ∩ {νv: ‖νv‖ = M} is dense in H(a) ∩ {ν ∈ M(S2): ‖ν‖ = M} equipped with the metrizable
σ(M(S2),C(S2)) topology.
Proof of Lemma 3. It is easily seen that C(a) is a convex subset of the closed set H(a) for the σ(M(S2),C(S2))
topology. We establish that C(a) is a dense subset. Otherwise, according to the Hahn–Banach separation theorem,
there exist ν0 ∈H(a), ψ ∈ C(S2) and τ ∈ R such that
〈νv,ψ〉 > τ > 〈ν0,ψ〉 (12)
for all v ∈ C10(Q,R3). The first inequality forces the function Qψ3 to satisfy Qψ3 > −∞, and
inf
v∈C10(Q,R3)
〈νv,ψ〉 =Qψ(a ⊗ e3). (13)
But, since ν0 belongs to H(a), we have 〈ν0,ψ〉  Qψ(a ⊗ e3) and (12), (13) give a contradiction. The density of
C(a)∩ {νv: ‖ν‖ = M} into H(a)∩ {ν ∈ M(S2): ‖ν‖ = M} is straightforward (see [7], Proposition 6.1 p. 752). 
Second step. Let M ∈ R+ and ν ∈H(a) ∩ {ν: ‖ν‖ = M}, we construct a sequence (zε)ε>0 in W 1,p(Aε,R3) with
the following structure:
zε ∈H2S
(
Q̂(x0)
)−1
p 1Aε
2x3
ε
a + C10
(
Q̂(x0)×
(−ε
2
,
ε
2
)
,R3
)
,
and which satisfies:
νε := δ ∇zε|∇z | (x) ⊗ ε
p−11Q̂(x0)×(−ε2 , ε2 )|∇zε|
pLΩ ∗⇀ν ⊗ H
2Q̂(x0)∩ S
2 ̂ , ‖νε‖ 2M,ε H S(Q(x0))
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For v in C10(Q,R3), extended by Q̂(x0)-periodicity on R2 × (− 12 , 12 ), we define the function ξε on Aε by:
ξε(x) :=H2
(
Q̂(x0)
)−1
p
[
2x3
ε
a + ξ˜ε(x)
]
; ξ˜ε(x) := v
(
xˆ
ε
,
x3
ε
)
.
Using a classical result on oscillating sequences, an easy calculation gives:
lim
ε→0 ε
p−1
∫
Q̂(x0)×(−ε2 , ε2 )∩Ω
θ(x)ϕ(∇ξε)dx =
(
−
∫
Q̂(x0)
θ(xˆ,0)dH2S
)(
−
∫
Q
ϕ(a ⊗ e3 + ∇v)dx
)
,
for all ϕ ∈ C(S2) and all θ ∈ C(Ω), so that
νε := δ ∇ξε|∇ξε | (x) ⊗ ε
p−11Q̂(x0)×(−ε2 , ε2 )|∇ξε|
pLΩ ∗⇀νv ⊗ H
2Q̂(x0)∩ S
H2S(Q̂(x0))
.
Taking ϕ ≡ 1 in C(S2) and θ ≡ 1 as test functions, the convergence above yields:
‖νε‖ →
∥∥∥∥νv ⊗ H2Q̂(x0)∩ SH2S(Q̂(x0))
∥∥∥∥= M,
then, for some ε0 > 0 which does not depend on ν, we have ‖νε‖ 2M , ∀ε < ε0.
The function zε is obtained by combining Lemma 3 and an elementary diagonalization argument in the closed ball
B(0,2M) of M(Ω × S2), which is metrizable for the weak convergence of measures.
Third step. Let (μ, ν) in V whose underlying deformation is a function u ∈ W 1,pΓ0 (Ω,R3). We construct a sequence
(vε)ε>0 in W 1,pΓ0 (Ω,R
3) satisfying:
δ ∇vε|∇vε | (x)
⊗ εp−11Aε |∇vε|pLΩ
∗
⇀ν, (14)
in M(Ω × S2). In what follows, we continue to write π the measure π¯ defined for all Borel set E of R2 by
π¯ (E) := π(S ∩E).
According to the Vitali covering theorem (see [5], Corollary 2.8.15) there exists a finite family (Q̂i,k)i∈Ik of disjoint
closed squares in R2 centered at xi,k ∈ S, with diameter less than 1/k, k ∈ N∗ and satisfying,
π
(
S \
⋃
i∈Ik
Q̂i,k
)
<
1
k
. (15)
Define the measure νi,k of M(S2) by:
νi,k :=
∫
Q̂i,k
νx dπ.
From (iv) and Jensen’s inequality, for all ϕ ∈ C(S2) such that Qϕ3 > −∞ we have:
〈νi,k, ϕ〉 =
∫
Q̂i,k
∫
S2
ϕ(λ)dνx dπ

∫
Q̂i,k
Qϕ([u](x)⊗ e3)dH2S
Qϕ
(
H2S(Q̂i,k) 1p −∫̂ [u](x)⊗ e3 dH
2S
)
. (16)Qi,k
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ai,k =H2S
(
Q̂i,k
) 1
p −
∫
Q̂i,k
[u]dH2S. (17)
From (16), it follows that the measure νi,k belongs to H(ai,k) ∩ {‖ν‖ = Mi,k}, where Mi,k = π(Q̂i,k). According to
the second step, there exists a sequence (zi,k,ε)ε>0 in W 1,p(Aε,R3), of the form:
zi,k,ε(x) = 2x3
ε
−
∫
Q̂i,k
[u]dH2S + z˜i,k,ε(x),
z˜i,k,ε ∈ C10(Q̂i,k × (−ε2 , ε2 ),R3), such that
νi,k,ε := δ ∇zi,k,ε
|∇zi,k,ε | (x)
⊗ εp−11Q̂i,k×(−ε2 , ε2 )|∇zi,k,ε|
pLΩ ∗⇀νi,k ⊗ H
2Q̂i,k ∩ S
H2Sˆ(Q̂i,k)
, (18)
in M(Ω × S2), and ‖νi,k,ε‖ 2Mi,k . For all θ ∈ C(Ω) and all ϕ ∈ C(S2), (18) yields:
lim
s→(0,0)
∑
i∈Ik
εp−1
∫
Q̂i,k×(− ε2 , ε2 )∩Ω
θ(x)ϕ(∇zi,k,ε)dx =
∑
i∈Ik
−
∫
Q̂i,k
θ(x)dH2S
∫
S2
ϕ(λ)dνi,k
=
∑
i∈Ik
−
∫
Q̂i,k
θ(x)dH2S
∫
Q̂i,k
∫
S2
ϕ(λ)dνx dπ.
and, since θ is a Lipschitz-continuous function, one easily deduce from (15) that
lim
k→+∞ limε→0
∑
i∈Ik
εp−1
∫
Q̂i,k×(− ε2 , ε2 )∩Ω
θ(x)ϕ(∇zi,k,ε)dx =
∫
S
∫
S2
θϕ dν. (19)
It is worth noticing that zk,ε :=∑i∈Ik zi,k,ε 1Q̂i,k is not a Sobolev function. In order to obtain (14) we modify zk,ε into
a function vk,ε in W 1,p(Ω,R3) given by:
vk,ε := Rεu+
∑
i∈Ik
z˜i,k,ε 1Q̂i,k ,
where Rε is the operator defined in Section 3, which satisfies:
lim
k→+∞ limε→0
∫
Aε
θ(x)ϕ(∇vk,ε)dx =
∫
S
∫
S2
θϕ dν. (20)
Clearly vk,ε belongs to W 1,p(Ω,R3). For proving (20), one may assume ϕ ∈ Lip(S2). From the Lipschitz property
(1), the structure of the functions zk,ε , vk,ε and (19), it is easily seen that we are reduced to establish,
lim
k→+∞ limε→0
∑
i∈Ik
εp−1
∫
Q̂i,k×(− ε2 , ε2 )∩Ω
∣∣∣∣1ε −
∫
Q̂i,k
[u]dH2S − ∇Rεu
∣∣∣∣p dx = 0,
which is a straightforward consequence of Lemma 1. Now, using a standard diagonalization argument (note that all
the considered measures are bounded by 2π(S) in M(Ω × S2)), we infer:
δ ∇vε|∇vε | (x)
⊗ εp−11Aε |∇vε|pLΩ
∗
⇀ν,
where vε = vk(ε),ε for some map ε → k(ε). It remains to modify vε near the boundary of Aε ∩ Ω in order that the
new function vanishes on this boundary and generates the same measure ν. This can be done by a standard cut-off
argument in a neighborhood of the lateral face of Aε .
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3) satisfying:⎧⎨⎩ δ∇uε(x) ⊗ 1ΩεL
nar
⇀μ,
δ ∇uε|∇uε | (x)
⊗ εp−11Aε |∇uε|pLΩ
∗
⇀ν.
(21)
We build this sequence so that it satisfies the following two properties which will be useful in the proof of
Proposition 4,
lim sup
ε→0
∫
Ωε
f (∇uε)dx 
∫
Ω×M3
f (λ)dμ;
lim
ε→0 ε
p−1
∫
Aε
g∞,p(∇uε)dx =
∫
Ω×S2
g∞,p(λ)dν.
(22)
From assertions (i)–(iii) and Kinderlehrer–Pedregal’s characterization of gradient Young measures, there exists a
sequence (wε)ε in W 1,pΓ0 (Ω \ S,R3) which weakly converges to u in W
1,p
Γ0
(Ω \ S,R3), whose gradients generate μ
and such that (|∇wε|p)ε be uniformly integrable (see [10,13]). Let us set:
uε,δ =
{
wε on Ω \Aε+δ,
vε on Aε,
ζδvε + (1 − ζδ)wε on Aε+δ \Aε,
where ζδ is any function cut-off function in C10(Ω), satisfying 0 ζδ  1 and δ a small positive parameter intended
to go to zero. Thanks to the growth conditions fulfilled by f , and since vε = u on Aε+δ \Aε , one has:∣∣∣∣ ∫
Aε+δ\Aε
f (∇uε,δ)dx
∣∣∣∣ C( 1δp
∫
Aε+δ\Aε
|u−wε|p dx +
∫
Aε+δ\Aε
(
1 + |∇u|p)dx + ∫
Aε+δ\Aε
|∇wε|p dx
)
,
where C is some positive constant which depends only on β . Because (wε)ε strongly converges to u in Lp(Ω,R3)
and (|∇wε|p)ε is uniformly integrable, we deduce:
lim sup
δ→0
lim sup
ε→0
∫
Aε+δ\Aε
f (∇uε,δ)dx = 0.
According to a standard diagonalization argument, there exists a map ε → δ(ε) such that
lim sup
ε→0
∫
Aε+δ(ε)\Aε
f (∇uε,δ(ε))dx = 0. (23)
Set uε := uε,δ(ε). Clearly uε= vε on Aε . On the other hand ∇uε − ∇wε converges to zero in measure, thus ∇uε
generates the same Young measure μ. As a first conclusion we obtain:
δ∇uε(x) ⊗ 1ΩεL
nar
⇀μ, δ ∇uε|∇uε | (x)
⊗ εp−11Aε |∇uε|pL
∗
⇀ν.
The last convergence result in (22) is obtained by taking 1Ω ⊗ g∞,p as a test function. Finally from (23) and the
uniform integrability of (∇wε)ε , we deduce:
lim sup
ε→0
∫
Ωε
f (∇uε)dx = lim sup
ε→0
∫
Ω\Aε+δ(ε)
f (∇uε)dx
= lim sup
ε→0
∫
Ω\Aε+δ(ε)
f (∇wε)dx  lim sup
ε→0
∫
Ω
f (∇wε)dx
=
∫
Ω×M3
f (λ)dμ.
This finishes the proof.
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The two assertions (Γ L) and (Γ U) in the definition of the variational convergence stated in Theorem 2 are estab-
lished in the following propositions:
Proposition 3. For all sequence ((μs, νs))s in M+(Ω × M3) × M+(Ω × S2) and all (μ, ν) in V such that
(μs, νs)
oc
⇀(μ,ν), one has:
F(μ, ν) lim inf
s→(0,0)Fs(μs, νs).
Proposition 4. For all (μ, ν) in V , there exists a sequence ((μs, νs))s in M+(Ω × M3) × M+(Ω × S2) such that
(μs, νs)
oc
⇀(μ,ν), and
lim sup
s→(0,0)
Fs(μs, νs)F(μ, ν).
4.1. Proof of Proposition 3
The proof is divided into three steps, each of them corresponds to the limit behavior of the three terms entering
the expression of the functional Fs . One may assume sups Fs(μs, νs) < +∞, so that there exists us ∈ W 1,pΓ0 (Ω,R3)
such that (μs, νs) = (δ∇us(x) ⊗ L, δ ∇us|∇us | (x) ⊗ |∇us |
pL). According to the compactness result, Proposition 1, one has
(μ, ν) ∈ V .
Step 1. We prove:
lim
s→(0,0)
η
εp−1
∫
Ω×M3
(
g − g∞,p)(λ)εp−11Aε dμs = 0.
Assumption (C3), the Hölder inequality and the boundedness of Fs(μs, νs), yield:
η
εp−1
∫
Ω×M3
(
g − g∞,p)(λ)εp−11Aε dμs  β ′η|Aε| + η|Aε|1/q∗(∫
Aε
|∇us |p dx
)1/p
 β ′η|Aε| + β ′η1−1/p|Aε|1/q∗
(
η
∫
Aε
|∇us |p dx
)1/p
 β ′η|Aε| +Cβ ′η1−1/p|Aε|1/q∗ ,
where 1
p−m = 1p + 1q∗ . The conclusion follows by letting η → 0.
Step 2. For all R > 0 one has:
lim inf
s→(0,0)
∫
Ω×M3
f (λ)1Ωε dμs = lim inf
s→(0,0)
∫
Ωε
f (∇us)dx
 lim inf
s→(0,0)
∫
Ω×M3
(f ∧R)(λ)1Ωε dμs =
∫
Ω×M3
(f ∧R)(λ)dμ.
Letting R → +∞ gives,
lim inf
s→(0,0)
∫
Ω×M3
f (λ)1Ωε dμs 
∫
Ω×M3
f (λ)dμ.
Step 3. Since the function 1 ⊗ g∞,p belongs to C(Ω)× C(S2), we have:
lim
s→(0,0)
η
εp−1
∫
2
g∞,p(λ)εp−11Aε dνs = l
∫
2
g∞,p(λ)dν,
Ω×S Ω×S
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4.2. Proof of Proposition 4
The proof is a straightforward consequence of (21), (22) and (C3).
4.3. Proof of assertions (ii) and (iii)
Let (μ¯s, ν¯s) be a s-minimizer of (Ps). According to Proposition 1 there exists a subsequence (μ¯σ (s), ν¯σ (s))s of
((μ¯s, ν¯s))s and (μ¯, ν¯) ∈ V such that (μ¯σ (s), ν¯σ (s)) oc⇀(μ¯, ν¯). One can easily complete this subsequence into a sequence
((μ˜s, ν˜s))s converging to the same limit (μ¯, ν¯) ∈ V . Set ν¯a = ν¯x ⊗ dπ¯dH2SH2S where π¯ is the projection of ν¯ on Ω .
According to the characterization theorem, Theorem 1, (μ¯, ν¯a) also belongs to V . From (Γ L) we then obtain:
lim inf
s→(0,0)
(
inf
V
(Fσ(s) −L ◦Φ)
)
= lim inf
s→(0,0)
(Fσ(s)(μ¯σ (s), ν¯σ (s))−L ◦Φ(μ¯σ(s)))
 lim inf
s→(0,0)
(Fs(μ˜s, ν˜s)−L ◦Φ(μ˜s))
F(μ¯, ν¯)−L ◦ Φ˜(μ¯)
F(μ¯, ν¯a)−L ◦ Φ˜(μ¯). (24)
On the other hand from (Γ U), for all (μ, ν) ∈ V there exists (μs, νs) oc⇀(μ,ν) such that
F(μ, ν)−L ◦ Φ˜(μ) lim sup
s→(0,0)
(Fs(μs, νs)−L ◦Φ(μs))
 lim sup
s→(0,0)
(Fσ(s)(μ¯σ (s), ν¯σ (s))−L ◦Φ(μ¯σ(s)))
 lim sup
s→(0,0)
(
inf
V
(Fσ(s) −L ◦Φ)
)
. (25)
Combining (25) and (24), we see that (μ¯, ν¯a) is a minimizer of (Poc). Moreover, taking (μ, ν) = (μ¯, ν¯a) in (25),
and combining again (25) and (24), we obtain:
inf(Ps) → min(Poc)
and ν¯ = ν¯a . Since from the classical Γ convergence scheme obtained in [12] one has inf(Ps) → min(P), we also
deduce min(Poc) = min(P).
5. Consequences of the main theorems
5.1. Proof of Corollary 1
This section is devoted to the proof of Corollary 1 which makes precise the relationship between the two variational
approaches: the classical tackled in [12] and the one treated in the paper.
Proof. We only prove the first assertion. The second one is a straightforward consequence of the variational properties
(ii) of Theorem 2 together with the first assertion.
Step 1: u¯ is a minimizer of (P). Indeed let (μ¯, ν¯) ∈ Vabs be a minimizer of the limit problem (Poc) and u¯ := Φ˜(μ¯).
From Theorem 1(iii), (iv), we have:
Qf (∇u¯(x)) ∫
M3
Qf (λ)dμ¯x 
∫
M3
f (λ)dμ¯x for a.e. x ∈ Ω; (26)
Q(g∞,p)([u¯](x)⊗ e3) dπ¯dH2S (x)
∫
2
g∞,p(λ)dν¯x for H2S a.e. x in Ω. (27)
S
C. Licht et al. / J. Math. Pures Appl. 87 (2007) 343–365 363From (26), (27) and assertion (iii) of Theorem 2 we obtain:
F(u¯)−L(u¯)F(μ¯, ν¯)−L ◦ Φ˜(μ¯)
= min{F(μ, ν)−L ◦ Φ˜(μ): (μ, ν) ∈ V} (28)
= min{F(v)−L(v): v ∈ W 1,pΓ0 (Ω \ S,R3)},
so that u¯ is a minimizer of (P).
Step 2: proof of the converse inequalities (26) and (27). Let Bρ(x0) be any open ball included in Ω , centered at
x0 with radius ρ. We consider the subset Vρ,x0 of M(Bρ(x0) × M3) × M(Bρ(x0) × S2) made up of the pairs (μ, ν)
satisfying conditions (i)–(iv), where the space W 1,pΓ0 (Ω \ S,R3) is replaced by u¯+W
1,p
0 (Bρ(x0) \ S,R3).
We adopt the following convention: the component ν is zero when Bρ(x0) ⊂ Ω \ S. Reproducing the proof of
Theorem 1 where Ω = Bρ(x0) and W 1,pΓ0 (Ω \ S,R3) is replaced by u¯ + W
1,p
0 (Bρ(x0) \ S,R3), we see that the setVρ,x0 is nothing but the set of oscillation–concentration measures localized on Bρ(x0) with the boundary condition
v = u¯ on ∂Bρ(x0). Similarly, we introduce the set Eρ,x0 of elementary oscillation–concentration measures localized
on Bρ(x0) with the same convention. We finally consider the integral functionals localized on Bρ(x0) by setting:
Fρ,x0,s : M+
(
Bρ(x0)× M3
)× M+(Bρ(x0)× S2)→ R ∪ {+∞},
Fρ,x0,s(μ, ν) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∫
Bρ(x0)×M3
f (λ)dμ+ η
∫
Bρ(x0)×M3
(
g − g∞,p)(λ)1Aε dμ
+ η
εp−1
∫
Bρ(x0)×S2
g∞,p(λ)εp−11Aε dν if (μ, ν) ∈ Eρ,x0 ,
+∞ otherwise;
Fρ,x0 : M+
(
Bρ(x0)× M3
)× M+(Bρ(x0)× S2)→ R ∪ {+∞},
Fρ,x0(μ, ν) =
⎧⎪⎨⎪⎩
∫
Bρ(x0)×M3
f (λ)dμ+ l
∫
Bρ(x0)×S2
g∞,p(λ)dν if (μ, ν) ∈ V,
+∞ otherwise.
We define the exterior loading μ → Lρ,x0 ◦ Φρ,x0(μ) from (Eρ,x0)osc into u¯ + W 1,p(Bρ(x0),R3) by set-
ting Lρ,x0(v) =
∫
Bρ(x0)
h.v dx and by considering the unique element Φρ,x0(μ) of u + W 1,p(Bρ(x0),R3) such
that μ = δ∇u(x) ⊗ L and ν = δ ∇u|∇u| (x) ⊗ |∇u|
pLBρ(x0). Similarly, we consider μ → Lρ,x0 ◦ Φ˜ρ,x0(μ) from
(Vρ,x0)osc into u¯ + W 1,p(Bρ(x0) \ S,R3), where Lρ,x0(v) =
∫
Bρ(x0)
h.v dx and Φ˜ρ,x0(μ, ν) is the unique function
of u¯+W 1,p(Bρ(x0) \ S,R3) given by Theorem 1.
Applying Theorem 2, localized on Bρ(x0), we see that on Vρ,x0 , the sequence of functionals Fρ,x0,s − Lρ,x0 ◦ Φ
Γ -converges to the functional Fρ,x0 −Lρ,x0 ◦ Φ˜ρ,x0 . As a consequence we have:
Lemma 4. The restriction (μ¯Bρ(x0), ν¯Bρ(x0) ⊗ S2) of (μ¯, ν¯) on Bρ(x0) is a minimizer of the limit problem
localized on Bρ(x0):
min
{Fρ,x0(μ, ν)−Lρ,x0 ◦ Φ˜ρ,x0(μ): (μ, ν) ∈ Vρ,x0}. (Pρ,x0)oc
Proof of Lemma 4. Obviously (μ¯Bρ(x0), ν¯Bρ(x0) ⊗ S2) belongs to Vρ,x0 . Assume that μ¯Bρ(x0), ν¯(Bρ(x0) ⊗
S2) is not a minimizer of (Pρ,x0)oc and let (μ0, ν0) be such a minimizer, with μ0 = μ0x ⊗LBρ(x0) and ν0 = ν0x ⊗π0.
Thus ν0 satisfies conditions (i)–(iv) of Theorem 1 for some function u0 ∈ u¯ + W 1,p0 (Bρ(x0) \ S,R3). We extend
(μ0, ν0) into an element (μ, ν) of V :
μx = 1Bρ(x0)μ0x + 1Ω\Bρ(x0)μ¯x,
νx = 1Bρ(x0)ν0x + 1Ω\Bρ(x0)ν¯x,
π = π0Bρ(x0)+ π¯Ω \Bρ(x0).
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u(x) =
{
u0(x) if x ∈ Bρ(x0) \ S,
u¯(x) if x ∈ (Ω \ S) \Bρ(x0).
The computation,
F(μ, ν) =
∫
Bρ(x0)×M3
f (λ)dμ0 + l
∫
Bρ(x0)×S2
g∞,p(λ)dν0
+
∫
(Ω\Bρ(x0))×M3×2
f (λ)dμ¯+ l
∫
(Ω\Bρ(x0))×S2
g∞,p(λ)dν¯
<
∫
Bρ(x0)×M3
f (λ)dμ¯+ l
∫
Bρ(x0)×S2
g∞,p(λ)dν¯
+
∫
(Ω\Bρ(x0))×M3×2
f (λ)dμ¯+ l
∫
(Ω\Bρ(x0))×S2
g∞,p(λ)dν¯
=F(μ¯, ν¯),
gives a contradiction. 
End of the proof of Corollary 1. First, take x0 ∈ S. Applying the classical Γ -convergence process described in [12]
localized on Bρ(x0), there exists us ∈ u¯+W 1,p0 (Bρ(x0),R3) such that
lim
s→(0,0)
∫
Bρ(x0)∩Ωε
f (∇us)dx + η
∫
Aε∩Bρ(x0)
g(∇us)dx
=
∫
Bρ(x0)
Qf (∇u¯)dx + l
∫
S∩Bρ(x0)
(Qg∞,p)([u¯] ⊗ e3)dH2. (29)
It is easily seen (proceed similarly to the proof of Theorem 1) that, up to a not relabeled subsequence,
(μs, νs) = (δ∇us(x) ⊗LBρ(x0), δ ∇us|∇us | (x) ⊗ |∇us |
pLBρ(x0)) converges in the sense of oscillation–concentrations in
M+(Bρ(x0) × M3) × M+(Bρ(x0) × S2) to some (μ′, ν′) ∈ Vρ,x0 . The new Γ -convergence process localized on
Bρ(x0), more precisely Proposition 3, and Lemma 4 yield
lim
s→(0,0)
∫
Bρ(x0)∩Ωε
f (∇us)dx + η
∫
Aε∩Bρ(x0)
g(∇us)dx

∫
Bρ(x0)×M3
f (λ)dμ′ + l
∫
Bρ(x0)×S2
g∞,p(λ)dν′

∫
Bρ(x0)×M3
f (λ)dμ¯+
∫
Bρ(x0)×S2
g∞,p(λ)dν¯. (30)
Dividing each term of (29), (30) by H2(Bρ(x0)∩ S) and letting ρ → 0, we obtain
Q(g∞,p)([u](x0)⊗ e3) dπ¯dH2S (x0)
∫
S2
g∞,p(λ)dν¯x
for H2 a.e. x0 ∈ S. The inequality
∫
M3 Qf (λ)dμ¯x0  f (∇u¯(x0)) for a.e. x0 ∈ Ω is obtained by choosing x0 ∈ Ω \ S
and by noticing, with our convention, that there is no longer surface part in (29), (30). 
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To conclude the paper, we restrict the problem to the scalar case and deduce the corollary.
Proof. We only prove assertion (i), the proof of (ii) is similar. Assume that there exists x ∈ E such that ν¯x(P+) = 0
and [u¯](x) 0. From (3) it follows that(
g∞,p
)∗∗
3 (−1)
∣∣[u¯](x)∣∣p = dπ¯
dH2S (x)g
∞,p(P+)νx(P+)+ dπ¯dH2S (x)
∫
S2\{P+}
g∞,p(λ)dν¯x
>
dπ¯
dH2S (x)g
∞,p(P−)ν¯x(P+)+ dπ¯dH2S (x)g∞,p(P−)ν¯x(S2 \ {P+})
 dπ¯
dH2S (x)
(
g∞,p
)∗∗
3 (−1),
so that ∣∣[u¯](x)∣∣p > dπ¯
dH2S (x). (31)
Choosing ϕ = | . |p , it follows from the characterization condition (iv′) that∣∣[u¯](x)∣∣p  dπ¯
dH2S (x),
which contradicts (31). 
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