Many engineering problems can be cast as optimization problems subject to convex constraints that are parameterized by an uncertainty or 'instance' parameter. A recently emerged successful paradigm for attacking these problems is robust optimization, where one seeks a solution which simultaneously satisfies all possible constraint instances. In practice, however, the robust approach is effective only for problem families with rather simple dependence on the instance parameter (such as affine or polynomial), and leads in general to conservative answers, since the solution is usually computed by transforming the original semi-infinite problem into a standard one, by means of relaxation techniques.
Introduction
Uncertain convex programming [4, 13] deals with convex optimization problems in which the constraints are imprecisely known. In formal terms, an uncertain convex program (UCP) is a family of convex optimization problems whose constraints are parameterized by an uncertainty (or instance) parameter δ ∈ ∆ ⊂ R :
min
where x ∈ X is the optimization variable, X is convex and closed, the function f (x, δ) :
X × ∆ → R p is continuous and convex in x for all δ, and the inequality f (x, δ) ≤ 0 is intended element-wise. In the above problem family the optimization objective is assumed to be linear and 'certain' without loss of generality.
A paradigm that emerged around 1997 for the solution of uncertain programs, and that is now the mainstream approach to the problem, is that of robustness [3, 4, 5, 12, 13] : in robust convex programming one searches for a solution which is feasible for all possible instances of the uncertain parameter δ, and hence for all problem instances belonging to the family UCP. This amounts to solving the following program:
RCP: min
where
(throughout, we assume that X ∩ Ω = ∅).
Special cases of the above problem are robust linear programs [5] , for which f (x, δ) is affine in x, and robust semidefinite programs [13] , for which the set Ω is expressed as
, and ' ' means 'negative semidefinite'.
Robust convex programs arise in many contexts, and have found applications in, to mention but a few, truss topology design [3] , robust antenna array design, portfolio optimization, and robust estimation and filtering, [13, 11] . In the context of systems and control engineering, robust semidefinite programs proved to be useful in constructing Lyapunov functions for uncertain systems, and in the design of robust controllers, see e.g. [1] .
The RCP problem is still a convex optimization problem, but since it involves an infinite number of constraints, it is in general numerically hard to solve, [4] . For this reason, in all the previously cited literature particular relaxations of the original problem are sought in order to transform the original semi-infinite optimization problem into a standard convex optimization one. Typical relaxation methods require the introduction of additional 'multiplier' or 'scaling' variables, over which the optimization is to be performed.
The projection of the feasible set of the relaxed problem onto the space of original problem variables is in general an 'inner' approximation of the original feasible set, and therefore relaxation techniques provide an upper bound on the actual optimal solution of RCP. The main difficulties with the relaxation approach are that the sharpness of the approximation is in general unknown (except for particular classes of problems, see [6, 14] ), and that the method itself can be applied only when the dependence of f on δ has a particular and simple functional form, such as affine, polynomial or rational. As an additional remark, we note that the standard convex optimization problem achieved through relaxation often belongs to a more complex class of optimization problems than the original one, that is relaxation lifts the problem class. For example, robust linear programs may result in second order cone programs (see for instance [18] ), and robust second order cone programs may result in semidefinite programs ( [22, 21] ).
In this paper, we pursue a different philosophy of solution, which is based on randomization of the parameter δ. The key idea is to assume that the uncertain problem family (1) is parameterized by an instance parameter δ which is a random variable. Then, by drawing N random samples of the instance parameter, we substitute the infinite constraint set of RCP with a finite set of N constraints, and look for an optimal solution which is feasible with respect to this sampled constraint set. Solving this randomized or 'sampled' counterpart of RCP amounts to solving a standard convex program with N constraints. The feasible set of the randomized problem is an outer approximation of the feasible set of RCP, as opposed to the inner approximation obtained via the relaxation approach. Therefore, the randomized approach yields a solution that outperforms the optimal objective value of RCP. The price which is paid is that the randomized solution is feasible for many -but not all -the instances of δ.
This 'constraint sampling' approach is not new, as it is equivalent to the 'scenario' approach used in stochastic programming, see for instance [20] . In this setting, the crucial question to which this paper is devoted (and which is completely open, to the best of the authors knowledge) is the following How many samples (scenarios) need to be drawn in order to guarantee that the resulting randomized solution violates only a 'small portion' of the constraints?
Using statistical learning techniques, we provide an explicit bound on the measure (probability or volume) of the set of original constraints that are possibly violated by the randomized solution. This volume rapidly decreases to zero as N is increased, and therefore the obtained randomized solution can be made approximately feasible for the robust problem by sampling a sufficient number of constraints. A further advantage of the method is that the original problem is not lifted to a more complex class since, for instance, the randomized version of a robust linear program is still a linear program.
Constraint reduction methods have been proposed by other researchers in different contexts. Approximate linear programs for queuing networks with a reduced number of constraints have been studied in [19] . Dynamic programming is considered in [15] where an approximated cost-to-go function is introduced to implement a linear program-based solution with a low number of constraints. These mentioned contributions propose ad-hoc constraint reduction methods that exploit the specific structure of the problem at hand.
The literature on probabilistic methods for general convex optimization problems is very scarce. Independently of the present work, a general constraint sample complexity evaluation for linear programs has been derived in [10] , motivated by applications in dynamic programming and adaptive control. Admittedly, the sample complexity bounds derived in [10] are loose, since they are directly based on the Vapnik-Chervonenkis uniform convergence theory, and hence suffer from the conservatism of this theory. In the different -though strictly related -setting of feasibility determination, the idea of approximate feasibility has been discussed in [2] , where a method for reducing the problem of finding an approximately feasible x point is reduced to a convex optimization problem. For another contribution in a similar direction, see [9] . This paper presents a general theory for robust convex programming in a probabilistic setting. We show that a generic uncertain convex program can be solved by resorting to random sampling, and that a rapidly decreasing bound for the sample size exists, which credits the method with wide applicability.
This paper is organized as follows. Section 2 contains the main result (Theorem 1), whose complete proof is reported in a separate section (Section 3.2). In Section 4 the main result is extended to problems with non-unique optimal solutions (Theorem 3) and to problems with convex objective. Section 5 presents numerical examples and applications to robust linear programming, robust least-squares problems, and semidefinite programming.
Conclusions are finally drawn in Section 6.
Randomized Approach to Uncertain Convex Programming
Consider (1), and assume that the support ∆ for δ is endowed with a σ-algebra D and that a probability measure P over D is also assigned. Depending on the situation at hand, P can have different interpretations. Sometimes, it is the actual probability that the uncertainty parameter δ takes on value in a certain set. Other times, P simply describes the relative importance we attribute to different instances.
Definition 1 (Violation probability) Let x ∈ X be a candidate solution, then the probability of violation of x is defined as
For example, if a uniform (with respect to Lebesgue measure) probability density is assumed, then V (x) measures the volume of 'bad' parameters δ such that the constraint
Clearly, a solution x with small associated V (x) is feasible for 'most' of the problem instances in the UCP family. We have the following definition.
Definition 2 ( -level solution) Let
Our goal is to devise an algorithm that returns a -level solution, where is any fixed small level. To this purpose, we now introduce the randomized counterpart of the robust problem (2) .
Assume that N independent identically distributed samples δ (1) , . . . , δ (N ) are drawn according to probability P and consider the convex optimization problem
For the time being, we assume that RCP N admits a unique solution. Clearly, should RCP N be unfeasible (i.e. 
(remember that n = size of x). Then, with probability not smaller than 1 − β, the randomized optimization problem RCP N returns an optimal solutionx N which is -level robustly feasible.
In the theorem, probability 1 − β refers to the probability P N (= P × · · · × P , n times) of extracting a 'bad' multisample, i.e. a multisample δ (1) , . . . δ (N ) such thatx N does not meet the -level feasibility property. A subtle measurability issue arises regarding the definition of this probability. In fact, without any extra assumptions, there is no guarantee that the set of multisamples such that V (x N ) ≤ is measurable, so that its probability may not be well-defined. Here and elsewhere, the measurability of this set is taken as an assumption.
The proof Theorem 1, which requires the statement of some preliminary results, is given in Section 3.2. We here remark that the 'sample complexity' of the algorithm (i.e. the number N of random samples that need to be drawn in order to achieve the desired probabilistic level in the solution) scales linearly with respect to 1/ β, and with respect to the number n of decision variables. The original semi-infinite problem is therefore replaced by a standard convex problem with many constraints. For reasonable probabilistic levels, the required number of these constraints appears to be manageable by current convex optimization numerical solvers.
Remark 1 (Role of probability P ) Probability P plays a double role in our approach:
on the one hand, it is the probability according to which the uncertainty is sampled; on the other hand, it is the probabilistic measure according to which the probabilistic levels of quality mentioned in the above theorem are assessed.
In certain problems, P is the probability of occurrence of the different instances of the uncertain parameter δ. In other cases, it more simply represents the different importance we place on different instances. Extracting δ samples according to a given probability measure P is not always a simple task to accomplish, see [8] for a discussion of this topic and polynomial-time algorithms for the sample generation in some matrix norm-bounded sets.
In some applications (see e.g. [7] ), probability P is not explicitly known and the sampled constraints are directly made available as observations. In this connection, it is important to note that the bound (5) is probability independent (i.e. it holds irrespective of the underlying probability P ) and can therefore be applied even when P is unknown. 
Remark 3 (A-priori and a-posteriori assessments)
It is worth noticing that a distinction should be made between the a-priori and a-posteriori assessments that one can make regarding the probability of constraint violation. Indeed, before running the optimization, it is guaranteed by Theorem 1 that if N ≥ n/ β − 1 samples are drawn, the solution of the randomized program will be -level robustly feasible, with probability not smaller than 1−β. However, the a-priori parameters , β are generally chosen not too small, due to technological limitations on the number of constraints that one specific optimization software can deal with.
On the other hand, once a solution has been computed (and hence x =x N is fixed), one can make an a-posteriori assessment of the level of feasibility using Monte-Carlo techniques.
In this case, a new batch ofÑ independent random samples of δ ∈ ∆ is generated, and the empirical probability of constraint violation, sayVÑ (x N ), is computed according to the
, where 1(·) is the indicator function. Then, the classical Hoeffding's inequality, [16] , guarantees that
holds with confidence greater than 1 −β, provided that
test samples are drawn. This latter a-posteriori test can be easily performed using a large sample sizeÑ because no optimization problem is involved in such an evaluation. 2
Technical preliminaries and proof of Theorem 1
This section is technical and contains the machinery needed for the proof of Theorem 1.
The reader not interested in the details may skip this section and pass to the numerical examples section.
Preliminaries
We start with a a technical lemma. Proof. Choose any set S composed of p − 1 points from S, and consider the bundle of hyperplanes passing through S . If this bundle has more than one degree of freedom, augment S with additional arbitrary points, until the bundle has exactly one degree of freedom. Consider now the translation which brings one point of S to coincide with the origin, and let S be the translated point set. The points in S lie now in a subspace F of dimension p − 2, and all the hyperplanes of the (translated) bundle are of the form v T x = 0, where v ∈ V, being V the subspace orthogonal to F , which has dimension 2.
Lemma 1 Given a set
Call x 4 , . . . , x p+2 the points belonging to S , and x 1 , x 2 , x 3 the remaining points. Consider three fixed hyperplanes H 1 , H 2 , H 3 belonging to the bundle generated by S , which pass through x 1 , x 2 , x 3 , respectively; these hyperplanes have equations v 
, where the first term has the same sign as α 2 , and the second has the same sign as α 1 . Thus, We now come to a key instrumental result. Consider the convex optimization program
where X i , i = 1, . . . , m are closed convex sets. Let the convex programs P k , k = 1, . . . , m, be obtained from P by removing the k-th constraint:
Let x * be any optimal solution of P (assuming it exists), and let x * k be any optimal solution of P k (again, assuming it exists). We have the following definition.
Definition 3 (Support constraints)
The k-th constraint X k is a support constraint for
The following theorem holds.
Theorem 2 The number of support constraints for problem P is at most n.
Proof. We prove the statement by contradiction. Suppose then that problem P has n s > n support constraints and choose any (n + 1)-tuple of constraints among these.
Then, there exist n + 1 points (say, without loss of generality, the first n + 1 points) are n points in a flat of dimension n − 2. Again, if one of these points belongs to the convex hull of the others, then this point satisfies all constraints, and we are done. Otherwise, we repeat the process, and determine a set of n − 1 points in a flat of dimension n − 3.
Proceeding this way repeatedly, either we stop the process at a certain step (and then we are done), or we proceed all way down until we determine a set of three points in a flat of dimension one. In this latter case we are done all the same, since out of three points in a flat of dimension one there is always one which lies in the convex hull of the other two.
Thus, in any case we have a contradiction and this proves that P cannot have n + 1 or more support constraints.
2
We are now ready to present a proof for Theorem 1.
Proof of Theorem 1
Consider N + 1 independent random variables z (1) , . . . , z (N +1) taking value in ∆ with probability P and consider the following N + 1 instances of RCP N : 
The idea of the proof is as follows: first we notice that V (x N ) is a random variable belonging to the interval [0, 1]. Then, we show that the expected value of V (x N ) is close to 0, and from this we infer a lower bound on the probability of having V (x N ) smaller than . DefineV
where E is the expectation operator, and, for k = 1, . . . , N + 1, let
i.e. the random variable v k is equal to one ifx
and it is zero otherwise. Let alsoV
We have that
which yields
The key point is now to determine an upper bound for
To this purpose, we proceed as follows. Fix a realizationz (1) , . . . ,z (N +1) of variables
. We show that, for any choice ofz (1) , . . . ,z (N +1) it holds that
Thus, by taking expectation we still have
To show (10), consider the convex problem involving all the N + 1 constraints
and letx N +1 be the corresponding optimal solution. Also consider the optimal solutionŝ
. . , N + 1, obtained by removing one by one the constraints f (x,z (i) ) ≤ 0. Now, from Theorem 2 we know that at most n of the constraints when removed from RCP N +1 will change the optimal solution and improve the objective. From this it follows that there exist at most n optimal pointsx
Hence, at most n of the v k 's can be equal to one, and from (8) equation (10) follows.
Now, given > 0, we can bound the expectation E P N [V (x N )] from below as
Lettingβ . = P N {V (x N ) > }, combining equations (7), (9), (11) , and (12), we finally obtain β ≤ n N + 1 , from which the statement of the theorem easily follows. 2
Extensions

Problems with multiple optimal solutions
In this section we drop the assumption that the optimal solution of RCP N is unique.
Consider problem RCP N (4). If more than one optimal solution exists for this problem, we assume that a solution selection procedure (tie-break rule) is applied in order to single out a specific optimal solutionx N . The selection rule goes as follows. 
Rule 1 Let t i (x)
From now on, for any convex optimization problem considered, by optimal solution we mean either the unique optimal solution, or the solution selected according to Rule 1, in case the problem admits more than one optimal solution. The following theorem extends Theorem 1 to the present setting.
Theorem 3 The result in Theorem 1 holds also in case when RCP N has multiple optimal solutions, provided thatx N is selected according to Rule 1.
Proof. The proof follows the same line as the one for Theorem 1 except that Definition 3
and Theorem 2 need suitable amendments. Precisely, we now have:
Definition 4 (Support constraints)
Definition 4 is a generalization of Definition 3 since, in the case of single optimal solu-
The statement of Theorem 2 remains unaltered with the above definition of support constraint (this needs a proof -see below) and then all other parts of the proof of Theorem 1 goes through to prove Theorem 3. Hereafter, we sketch a proof of Theorem 2 in the present context. 
T x * , which is impossible, and therefore c
, for some i ∈ I, we then have:
, which is again impossible, and therefore
Proceeding in a similar way for t 2 (x), . . . , t p (x), we conclude that, for any i: c 
∀j ∈ J, one proceeds to consider t 1 (x), t 2 (x), . . .. Following a similar rationale, one then concludes thatx * outperforms x * at some step for, otherwise, the tie between x * and the x * j 's would not be broken by t 1 (x), . . . , t p (x). This concludes the proof. 
Problems with no solution
Notice that even if problem RCP attains an optimal solution, a further technical difficulty may arise when a randomized problem instance RCP N has no solution. This may happen when the set ∩ i=1,...,N x : f (x, δ (i) ) ≤ 0 ∩ X is unbounded in such a way that the optimal solution 'escapes' to infinity, while the original problem is constrained to a set ∩ δ∈∆ {x : f (x, δ) ≤ 0} ∩ X such that the optimal solution is attained. In this case, Theorem 3 still holds with a little modification, as explained below.
Suppose that a random extraction of a multisample δ (1) , . . . δ (N ) is rejected when no optimal solution exists, and another extraction is performed in this case. Then, the probability of ending up with a multisample such that V (x N ) ≤ is not smaller than 1 − β.
In formal terms, this probability is a conditional probability to the event where a solution exists. 
Theorem 4 Let
), 1(·) being the indicator function. It is then not difficult to adapt the proof of Theorem 1 to conclude that
Finally, with the notationβ
, we have:
from which the statement follows. 
Problems with a convex cost
Consider the robust convex program
where s(x) is a convex and continuous function. As it is well known, this problem is equivalent to the following program in epigraphic form, having linear cost
Theorem 1 can be applied to this latter program to conclude that N ≥ n+1 β − 1 constraints suffice to obtain an -level solution with probability 1 − β (note that we have n + 1 since the problem now has n + 1 variables:
However, we observe that this epigraphic reformulation is not necessary for the application of Theorem 1. As a matter of fact, the same reasoning as in the proof given in Section 4.1 can be directly applied to the initial program with convex cost, to conclude that N ≥ n β − 1 constraints are still sufficient in this case.
Applications and Numerical Examples
Robust linear programs
To illustrate the theory, we consider first a very specialized family of robust convex programs, namely robust linear programs of the form
with A(δ) ∈ R p,n and X = R n . For particular uncertainty structures (for instance, when
A(δ) is affine in δ, and the set ∆ is the direct product of ellipsoids) the above problem can be recast exactly as a convex program with a finite number of constraints and decision variables, and therefore efficiently solved by standard numerical techniques, see [5] . However, if the dependence of A on δ is not affine, and the uncertainty set ∆ has a generic structure, only approximated (conservative) solutions can be obtained through relaxation.
For comparison purposes, we discuss here an example for which an exact solution can be computed via standard methods. In particular, we assume that each row a T i (δ) of A(δ) belongs to an ellipsoid, i.e.
n is the center of the ellipsoid, E i = E T i ∈ R n,n is the 'shape' matrix, and
Then, we notice that the constraint a 
On the other hand, to pursue the randomized approach, we assume that each vector δ i is uniformly distributed over the ball δ i ≤ 1, and, for fixed , β, we determine N according to (5) and draw N samples
The randomized counterpart of (14) is therefore given by the linear program
To make a simple example, let us consider the following numerical data 
Robust least-squares problems
We next consider a problem of robust polynomial interpolation borrowed from [12] . For given integer n ≥ 1, we seek a polynomial of degree n − 1,
that interpolates m given points (a i , y i ), i = 1, . . . , m, with minimal squared interpolation error, that is it minimizes Ax − y 2 , where
If the data values (a i , y i ) are known exactly, this problem is a standard least-squares problem. Now, assume that the interpolation points are not known exactly. For instance, we assume that the y i 's are known exactly, while there is interval uncertainty on the abscissae
where δ i are assumed to be uniformly distributed in the intervals [−ρ, ρ], i.e.
We then seek an interpolant that minimizes the worst-case squared interpolation error, i.e.
Clearly, the min-max problem (16) can be cast in standard robust convex programming format as
Due to the non-linear nature of the uncertainty entering the data matrix, it is not known how to solve problem (17) exactly in polynomial time, but it is possible to efficiently minimize an upper bound on the optimal worst-case residual via semidefinite programming, as it is shown in [12] .
Considering the numerical data
with uncertainty level ρ = 0.2 and n = 3, the semidefinite relaxation approach of [12] yielded a sub-optimal solution with worst-case (guaranteed) residual error equal to 1.1573.
To apply our randomized approach, we assumed uniform distribution for the uncertain parameters, and selected probabilistic levels = β = 0.1, which requires N = 399 random samples of δ. The randomized counterpart of (17) can then be expressed as the following
Problem (18) 
Solving semidefinite programs using linear programming
In this latter example, we show an application of the randomized methodology to a problem where the semi-infinite constraints do not arise in consequence of actual uncertainty in the problem data, but are 'artificially' introduced by a suitable reformulation of the problem.
Consider a standard formulation of a semidefinite program SDP: min
. Clearly, the linear matrix inequality constraint F (x) 0 can be reformulated as a semi-infinite (or robust) constraint of the form
The above constraint actually represents an infinite set of linear constraints on the problem variable x:
and therefore SDP can be represented as a robust linear program. This type of representation and its consequences in relation to bundle solution methods have been recently studied in [17] . Now, assuming that the z's are sampled according to some probability distribution (for instance, uniform over the surface of the unit hyper-sphere), we can state the randomized counterpart of SDP as
which is indeed a linear program in n variables and N constraints. 
For the following numerical data have determined a sub-optimal -but close to optimal -solution to the original problem.
This randomized approach seems particularly effective for determining approximate solutions in problems with relatively small number of variables n and size of the matrices F i so large to be intractable by means of current SDP solvers. In fact, one may observe that the bound (5) depends only on n, and that (5.3) are scalar constraints, no matter how large the size of the F i 's is. 2
Conclusions
In this paper, the concept of -level solution for an uncertain convex problem has been introduced. This concept is based on the assumption that the 'instance parameter' δ that parameterizes the constraint family is a random variable. In this case, we have proven that a randomized version RCP N of the problem returns a solution which is feasible for 'most' of the constraints in the family (i.e. an -level solution) with high probability, provided that a sufficient number N of samples is drawn. Moreover, an efficient bound for N which scales linearly with the problem dimension n and is inversely proportional to the product of the probability levels β, is derived.
In contrast to the NP-hardness of many robust convex programs, this paper shows that, if a small risk of failure is accepted, the uncertain convex problem can be solved efficiently in the -level sense by a randomized algorithm, no matter the way in which the uncertainty enters the data, and irrespective of the structure of the uncertainty set ∆.
