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Foreword
The first three chapters of this book deal with infinite groups; the last four with line
and surface complexes and especially with 2-dimensional manifolds. This choice of
material may be justified from several standpoints.
In the first place I was concerned to work out the profound connections between
groups and complexes. The close connection between these two fields has been
known since the basic work of HENRI POINCARÉ. If it has not been plainly evident in
the further development of combinatorial topology, then this is due to the problems
where topology and group theory meet: it seems unfruitful to pursue connections
which primarily permit only the translation of unsolved topological questions into
unsolved group-theoretic questions. Today such thoughts are no longer justifiable.
Since generators and defining relations of subgroups of groups presented by gener-
ators and relations may be determined, group theory provides a profitable instru-
ment of computation for topology, with which several previously inaccessible ques-
tions become subject to systematic investigation. Conversely, complexes perform
a valuable service in making group-theoretic theorems more intuitive and making
geometric examination fruitful for groups; e.g., planar complexes give information
about the structure of planar discontinuous groups.
Accordingly, I have developed the theory of groups presented by generators and
relations as fully as possible, and have favored those fields of topology that best
demonstrate the connection between groups and complexes, andwhich permit new
group-theoretic results to be obtained. If, as a result, the topology of 3-dimensional
manifolds is not explicitly mentioned, nevertheless all methods necessary to attack
problems in this area are presented.
I hope that the reader who wants to acquire a few tools for further work and to
learn positive geometric results in a polished logical structure will also be content
with the choice of material. In the last four chapters there are numerous results im-
mediately accessible to the intuition andwhich are derived in a logically transparent
way from a few simple axioms about points, line segments, and surface simplexes. I
believe that Chapters 4 to 6 in particular will present no difficulties in comprehen-
sion. Perhaps it is advisable for the reader to begin with these chapters and, where
necessary, to refer back to the prerequisites on groups. But Chapters 1 and 2 will
also present little difficulty for most readers. The sections on groups with operators,
as well as Chapters 3 and 7 (Chapter 7 is written somewhat tersely), may be omitted
the first time.
Apart from a small sketch in F. LEVI’S “Geometrische Konfigurationen” (Hirzel
i
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1929), combinatorial topology has not previously been given a comprehensive pre-
sentation from the viewpoint adopted here. So this book relies on the original lit-
erature, the results of which must often be newly derived in the interests of a uni-
form structure, and a few lectures of the author. I have received the most fruitful
encouragement from the conversations and work of my late friend OTTO SCHREIER.
Chapters 4 and 6 represent the execution of a program drawn up by M. DEHN in an
address to the Naturforscherversammlung in Leipzig, 1922. Unfortunately, this ad-
dress has not appeared in print. I am pleased to be able to present the Freiheitssatz
formulated by DEHN and recently proved by MAGNUS. Chapter 7 contains various
previously unpublished theorems on branched coverings.
In completing the manuscript and overseeing corrections, L. GOERITZ, W. MAG-
NUS, E. PODEHL and G. SZEGÖ have rendered me valuable assistance.
Königsberg, May 1932
Kurt Reidemeister
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Introduction
If one wants to investigate surfaces globally, it is often appropriate to divide them
into finitely many surface pieces, bounded by finitely many curve pieces, and iden-
tified along these curve pieces in a certain way. This is appropriate for the intu-
ition, which can better control pieces in their totality than the idea of a complicated
surface; appropriate from the standpoint of differential geometry, the methods of
which initially give access only to elementary pieces of surfaces and curves; and ap-
propriate finally for questions inwhich the local properties of the surface play no de-
cisive role, e.g., when it is to be decided whether two surfaces may be mapped onto
each other one-to-one and continuously. If we call the boundary relations between
the surface pieces, curve pieces, and their endpoints the structure of the decompo-
sition then it may be easily shown, e.g., that surfaces possessing decompositions of
the same structure may be mapped onto each other one-to-one and continuously,
and it is possible to prove the even more plausible converse theorem that surfaces
that can bemapped one-to-one can continuously onto each other possess decomo-
sitions with the same structure.
However, as soon as the decomposition of a surface is introduced as a tool, it be-
comes an unavoidable question which properties of the surface are expressed in the
structure of a decomposition, or how the structures of different decompositions of
the same surface are related. These questions are the starting point of combinatorial
topology.
In order to answer them, one first asks about the properties of the elementary
surface and curve pieces that bring about the structure. There are a few simple and
intuitive facts; say, the fact that a curve piece always has two boundary points, and
that a surface piece always has a boundary curve determined by finitely many curve
pieces. By formulating these facts in axioms it is then possible to delimit an area of
geometry—the combinatorial topology of line segments and surface complexes—
the foundation of which is as logically clear as it is intuitively satisfactory. The re-
sults of this theory present a noteworthy contrast to the axioms, in that they lead
very quickly to questions that are as difficult to answer as they are easy to ask. The
classical and popular example of this is the four color problem. No situation can
show more clearly that mathematics does not live by logic and intuition alone, and
that any theory requires not only unobjectionable axioms but also fruitful ideas.
Here we must mention the group concept, which very soon proves to be an Ari-
adne thread through the labyrinth of complexes, and which we therefore discuss
first, as far as it relevant to combinatorial topology. In this connection, the methods
1
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of determining groups in terms of generators and relations, and deriving proper-
ties of the group from these relations, stand in the foreground. This field already
has a combinatorial character; the visualization of the group with generators by a
line segment complex and the visualization of relations in such a group by elemen-
tary surface pieces is just as clear as the attempt to reverse this process by convert-
ing arbitrary complexes into “group diagrams.” This connection is also important
for topology. Topological manifolds, e.g., are in the final analysis none other than
representations of groups in which a few order relations compatible with the group
structure are established between the generators and relations.
It should be pointed out, however, that the sections on line and surface com-
plexes in Chapters 4 and 5 may be understood without knowledge of the first three
chapters on groups.
Chapter 1
Groups
1.1 Definition of the Group Concept
We begin our exposition with an explanation of the group concept and a few simple
theorems on groups, subgroups, factor groups, and isomorphisms of groups.
A class F of elements is called a groupwhen each ordered pair1 F1F2 is associated
with a certain element F12 of F, in symbols
F1F2 = F12 (F1 times F2 equals F12),
and this linking, or multiplication, satisfies the following rules:
A. 1. If F1,F2,F3 are any three elements of F and if
F1F2 = F12, F2F3 = F23
then
F12F3 = F1F23.
We will write this
(F1F2)F3 = F1(F2F3) (1)
for short.
A. 1. is called the associative law, and a multiplication that satisfies it is called
associative.
Because of (1) we can write the product of an ordered triple of factors F1,F2,F3 as
F1F2F3 = (F1F2)F3 = F1(F2F3)
and, asmay be seen by induction, the product of n factors is expressible analogously
as
F1F2 · · ·Fn ,
independent of bracketing.
1Notice that Reidemeister denotes an ordered pair simply by juxtaposing its elements. Themore usual
ordered pair notation (a ,b ) is used by him as the notation for the greatest commondivisor of integers a ,b
in Section 1.3. (Translator’s note.)
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A. 2. There is an element E in F for which
E F = FE = F
for any F in F. Such an element is known as an identity element.
There can be only one such element; for, if E ∗were a second element of this kind,
wemust have EE ∗= E on the one hand, and EE ∗= E ∗ on the other, so that E = E ∗.
A. 3. For each element F of F there is an element X for which
FX = E . (2)
X is called an element inverse to F .
For an element X inverse to F we also have
XF = E . (3)
This is because there is an element Y for which
XY = E . (4)
Then multiplication by F gives, on the one hand, that
F (XY ) = FE = F.
While, on the other hand, it follows from (1) and (2) that
F (XY ) = (FX )Y = EY = Y
and hence Y = F , so the asserted equation (3) follows from (4). It follows further
that there is only one inverse element. On the one hand it follows from FX1 = E and
FX2 = E that
X2(FX1) = X2E =X2.
And since X2F = E by (3) we have, on the other hand,
X2(FX1) = (X2F )X1 = EX1= X1,
and thus X1 = X2.
If X is the element inverse to F , then F is the element inverse to X . We denote
the element inverse to F by F−1, so
(F−1)−1 = F.
This symbolism may be extended by the following convention. By F 1 we mean
F itself. F n is defined for positive integers n > 1 by induction as
F n = (F n−1)F.
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By F 0 we mean the identity element E , by F−n (n > 0) we mean (F−1)n ; it then fol-
lows from the associative law and the properties of the inverse that
F nFm = Fm+n , (F n )m = F nm
for arbitrarym ,n .
F−n is therefore the element inverse to F n . We call F n the nth power of the
element F . If F1 and F2 are two different elements of F then we can construct the
elements
F
n11
1 F
n12
2 F
n21
1 F
n22
2 · · ·F
n r1
1 F
n r2
2 (5)
by iterated multiplication, which may be called power products of F1 and F2. We call
F
−n r2
2 F
−n r2
1 · · ·F
−n22
2 F
−n21
1 F
−n12
2 F
−n11
1 (6)
the power product formally inverse to (5), because one computes that the product
of (5) and (6) is equal to E . The power products of elements F1,F2, . . . ,Fk may be
constructed analogously.
If F1F2 = F2F1 for any two elements F1 and F2 of F then the group F is called
commutative. If each element of F may be written as a power of a fixed element F
then F is called a cyclic group with generator F . Since
F nFm = F n+m = Fm+n = Fm F n ,
a cyclic group is commutative.
With a view towards our objectives we will always assume that the groups un-
der consideration have only a denumerable number of elements. The number of
elements of a group is called its order.
1.2 Cyclic Groups
Cylic groups are easy to exhibit. E.g., the positive and negative integers and zero
constitute such a group when one takes addition as the group operation: all num-
bers may then be regarded as power products of+1 and −1.
The residue classes with respect to a modulus, under addition, constitute an-
other example. Ifm is any positive integer we call two integers n1 and n2 congruent
modulom , denoted n1 ≡ n2 (modm ), if the difference n1−n2 is divisible bym . If
n1 ≡ n2 (modm ) and n2 ≡ n3 (modm )
then also n1 ≡n3 (modm ).
We now understand the residue class [n ] to be all numbers congruent to n (mod
m ). Obviously, the class [n ] is identical with the class [n ′],
[n ] = [n ′], if n ≡ n ′ (modm )
and conversely. For each residue class there is exactly one representative r satisfying
the inequality
0≤ r <m .
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Thus there arem different residue classes.
We define an operation on these residue classes, denoted by the symbol + and
called addition, by
[n1]+ [n2] = [n1+n2].
This definition is not contradictory. Namely, if [n ′i ] = [n i ] then n
′
i ≡ n i (mod m )
(i = 1,2) and hence
n ′1+n
′
2 ≡n1+n2 (modm ),
as one easily verifies, so
[n1+n2] = [n
′
1+n
′
2].
This operation satisfies the group axioms. It is associative because addition of whole
numbers is:
([n1]+ [n2])+ [n3] = [(n1+n2)+n3]
= [n1+(n2+n3)]
= [n1]+ ([n2]+ [n3]).
[0] is the identity element and [−n ] is the element inverse to [n ]. The group is cyclic
as well, because all m residue classes result from iterated addition of the residue
class [1].
The multiplication property of cyclic groups is easily seen to lead to the two ex-
amples given. If all elements of F are powers F n (where F is the generator of F) then
either F n is different from F n ′ as long as n is different from n ′—in which case mul-
tiplication of elements of F reduces to addition of whole numbers—or else there are
two different exponents n > n ′ which yield equal elements of F. Then
F nF−n
′
= F n−n
′
= E
and there is a smallest positive exponent f for which
F f = E .
In this case F n = F n ′ if and only if n ≡ n ′ (mod f ). In fact
F k f = (F f )k = E k = E
and so F n+k f = F n . Conversely, if F n = F n ′ (n > n ′) then F n−n ′ = E Here we must
have n −n ′ ≥ f , and if
n −n ′ = k f + r (0≤ r < f )
then F r = 1, so r = 0. In this case the cyclic group has order f .
1.3 Multiplication of Residue Classes
We can construct groups from the residue classes modm in another way by taking
the group operation to be multiplication of residue classes. The product of [n1] and
[n2] is defined by
[n1][n2] = [n1n2].
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The product residue class is uniquely determined, because it follows from [n ′i ] =
[n i ], or n ′i ≡ n i (mod m ) (i = 1,2), that n
′
1n
′
1 ≡ n1n2 (mod m ) also, and hence
[n ′1n
′
2] = [n1n2]. This multiplication is associative and commutative, because mul-
tiplication of integers is. [1] is the identity element because
[n ][1] = [1][n ] = [n ].
On the other hand, there is not amultiplicative inverse for each residue class. Namely,
if n is a number with which the modulus m has a greatest common divisor d =
(n ,m ) 6= 1 then all numbers of the residue class [n ], the numbers n + km , have the
same greatest common divisor in common withm :
(n +km ,m )= (n ,m ) = d .
Obviously all numbers in the residue class [n ][n ′] = [nn ′] then have a greatest divi-
sor in common withm that is divisible by d and hence 6= 1. So it cannot be the case
that [n ][n ′] = [1].
However, it may be shown that the residue classes [n ] for which the greatest com-
mon divisor
d = (n ,m ) = 1
constitute a group under multiplication. The product of two residue classes rela-
tively prime tom is again relatively prime tom . Further, if
[r1], [r2], . . . , [rm ]
is the totality of these residue classes, and [r ] is any one of them, then
[r r1], [r r2], . . . , [r rm ]
is again the totality of residue classes relatively prime tom . For if [r ri ] = [r rk ] then
r ri ≡ r rk (modm ), so r (ri − rk )must be divisible bym , or ri ≡ rk (modm ), and
i = k .
The m residue classes [r ri ] are therefore all different, and hence they exhaust the
residue classes relatively prime tom .
Consequently, the residue class [1] appears among the [r ri ], and if
[r r ′] = [1]
then [r ′] is [r ]−1, the residue class inverse to [r ]. The assertion now follows easily.
With a prime number p as modulus,
m = p ,
the residue classes [1], [2], [3], . . . , [p −1] are relatively prime to p and so they consti-
tute a group under the operation of residue class multiplication.
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An interesting result on cyclic groups follows easily from our development. IfS
is a cyclic group with generator S and finite order m, then each element Sk with
(k ,m )= 1
is a generator of the group; on the other hand, an element S l with (l ,m ) 6= 1 does not
generate the group. This is because the Ski (i = 0,1, . . . ,m −1) are all different from
each other, for it follows from Ski 1 = Ski 2 that k i 1 ≡ k i 2 (modm ), so k (i 1− i 2)must
be divisible by m and hence i 1 = i 2. The assertion about Sk then follows. On the
other hand, the elementsS l i correspond only to residue classes that have a common
divisor withm greater than 1, and hence certainly not to all elements of the group.
The existence of the inverse residue class [r ]−1 can also be expressed as follows:
if the greatest common divisor of n andm , (n ,m ) = 1, then the congruence
nx ≡ 1 (modm )
always has solutions, and indeed the set of solutions constitutes a residue class;
namely, the residue class [n ]−1. It follows that a congruence
n1x ≡n2 (modm ) (1)
is always uniquely solvable if (n1,m ) = 1, because an equivalent to (1) is
[n1][x ] = [n2],
and from this we have [x ] = [n1]−1[n2]. I.e., there are solutions of the congruence
(1), and the set of solutions is the congruence class [n1]−1[n2].
1.4 Groups of Transformations
One can take, as the elements of a group, the transformations of any domain X of
objects, with the composition of these transformations as the group operation. Let
x = F (x )
be a one-to-one onto transformation of X; i.e., each object x corresponds to a well-
defined object x ; all objects in X appear among the x ; if x1 and x2 are different then
so are x1 and x2. The inverse transformation F−1 is defined by
F−1(x ) = x ,
and it is obviously also one-to-one and onto. If F1 and F2 are two one-to-one onto
transformations, and if
x = F1(x ), x = F2(x ),
then the correspondence x = F21(x ) is again one-to-one. We call F21 the product of
F2 and F1 and write F21 = F2F1. This operation satisfies the associative law. namely,
if
x = F1(x ), x
′ = F2(x ), x
∗ = F3(x
′)
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then
x ′ = F21(x ), x
∗ = F32(x )
and hence
x ∗ = F3(F21(x )) = F32(F1(x ))
is the same transformation of x .
Now if F is a family2 of such one-to-one transformations and if F contains, along
with each member F , the inverse F−1 and, along with each pair F1,F2, their product
F21, then F is obviously a group.
If the domain X consists of finitely many objects
x1, x2, . . . , xm
then a one-to-one onto transformation
xn i = F (x i ) (i = 1,2, . . . ,m )
is called a permutation of the objects x i .
If suitable transformations in a group F will send any x to any other, then the
transformation group is called transitive.
As an example of a transformation group we introduce themodular group. The
domain X consists of the complex numbers
x =ξ1+ iξ2 with ξ2 > 0
and the transformations are
x ′ =
ax +b
cx +d
, (1)
where a ,b ,c ,d are integers with determinant
ad −bc = 1.
If
x ′′ =
a ′x ′+b ′
c ′x ′+d ′
(2)
is a second such transformation, then the composite transformation
x ′′ =
a ′′x +b ′′
c ′′x +d ′′
(3)
has
a ′′ = a ′a +b ′c , c ′′ = c ′a +d ′c ,
b ′′ = a ′b +b ′d , d ′′ = c ′b +d ′d . (4)
The determinant a ′′d ′′−b ′′c ′′ is equal to the product
(a ′d ′−b ′c ′)(ad −bc ) = 1.
2Strictly, a nonempty family, but Reidemeister always assumes nonempty sets. (Translator’s note.)
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x =
dx ′−b
−cx ′+a
(5)
is the transformation inverse to (1). If (1) is the identity transformation thenwemust
have
cx 2− (d −a )x −b = 0
for all x . It follows that b = c = d − a = 0 and, because ad = 1, either a = d = +1
or a = d =−1. One sees from this that two transformations defined by the formula
(1) are identical if and only if their coefficients a ,b ,c ,d are respectively equal or else
respectively of the same magnitude but oppositely signed.
1.5 Subgroups
In order to penetrate more deeply into the structure of a group F one considers its
subgroups, i.e., groups f whose elements all belong to F. In this context the group
operation for the elements of f is the same as that for F. Thus F itself is a subgroup
of F. Each subgroup different from F itself is called a proper subgroup. One can also
characterize subgroups as follows: a collection fof elements ofF is called a subgroup
when
F1F2 = F12
belongs to f along with F1 and F2 and, along with each element F , its inverse F−1 also
belongs to f. Obviously the identity element E = FF−1 then belongs to F and, since
the product of elements in f is naturally associative, f is in fact a group and hence a
subgroup of F according to the first definition.
The elements representable as powers of an element F constitute a subgroup,
because the product of two powers of F and the inverse of a power are again powers
of F . One calls the order of this subgroup the order of the element F . In the example
of the whole numbers these groups consist of all the elements divisible by a given
number.
One concludes similarly that the power products (5) in Section 1.1, of two or an
arbitrary finite or infinite set of elements constitute a group. Thus if m is any set of
elements of F one may speak of the subgroup of F determined or generated by m. It
is just the set of all power products of elements ofm.
An important subgroup defined in this way is the commutator group K1 of F. By
the commutator of F1 and F2 wemean the element
K = F1F2F
−1
1 F
−1
2 .
Now if k1 is the set of all commutator elements ofF, thenK1 is the group generated by
k1. By the commutators of second order, k2, wemean all commutators of an element
of k1 with an element of F, and byK2 the group so generated, the second commutator
group. Commutator groups of higher order may be defined by induction.
The elements F that commute with a fixed element F0, i.e., those for which F0F =
FF0, constitute a group. For if
F0F1 = F1F0 and F0F2 = F2F0
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then also
F0F1F2 = F1F0F2 = F1F2F0
and
F0F
−1
1 = F
−1
1 F1F0F
−1
1 = F
−1
1 F0F1F
−1
1 = F
−1
1 F0.
Similarly, one concludes that the set Z of those elements of F that commute with all
the elements of F constitute a subgroup. It is called the center of F.
It is also easy to construct subgroups of a group of transformations. The set of all
transformations that leave a given element x0 fixed, e.g., constitute a subgroup. For
if F1(x0) = x0 and F2(x0) = x0 then also
F2(F1(x0)) = F21(x0) = x0
and
F−11 (x0) = x0.
Similarly, the transformations that leave several points x fixed constitute a sub-
group.
If f1 and f2 are subgroups of F, then so is the collection f12 of all elements that
belong to both f1 and f2. Namely, if F1 and F2 are elements that belong to both f1 and
f2, then F1F2 = F12 and F
−1
1 also belong to both f1 and f2. One concludes similarly
that the intersection of arbitrarily many subgroups is also a subgroup.
1.6 Conjugate Subgroups
If f is a subgroup of F, F runs through all the elements of f, and F0 is a fixed element
of F, then the elements
F0FF
−1
0 = F
′
run through a collection f′ of elements that also constitute a group. For if
F 1F 2 = F 12
then
F
′
1F
′
2 = F0F 1F
−1
0 F0F 2F
−1
0 = F0F 12F
−1
0 = F
′
12
and F0F
−1
F−10 is the element inverse to F0FF
−1
0 . We also write F0fF
−1
0 for f
′ and call
it a subgroup conjugate to f.
If f′ is conjugate to f, then f is also conjugate to f′. For in fact F−10 f
′F0 is identical
with f. If fu is a proper subgroup of f, then F0fu F
−1
0 is a proper subgroup of F0fF
−1
0 .
If f′ and f′′ are two subgroups conjugate to f, and if
f′ = F0fF
−1
0 and f
′′ = F−10 fF0,
and if both f′ and f′′ are contained in f, then f, f′, f′′ are identical. E.g., if f′ were a
proper subgroup of f then we would also have
F−10 f
′F0 = f
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a proper subgroup of
F−10 fF0 = f
′′;
thus f= f′′ and consequently f′ = f also.
If F runs through all elements of F, then F fF−1 runs through a class of conjugate
subgroups. Such a class is determined by any one of its elements.
Naturally, it can happen that formally different conjugate subgroups are iden-
tical with each other. E.g., F0fF
−1
0 is identical with f when F0 belongs to f. But the
groups can also coincide when F0 does not come from f. In particular, all conjugate
subgroups can be identical with each other. Then f is called an invariant subgroup.3
Transformation groups yield examples of conjugate subgroups. If fx is the group of
transformations that leave the element x fixed, and if F0(x ) = x , then
F0fF
−1
0 = fx
is the group of transformations that leave x fixed. In fact, each transformation in fx
carries the object x back to itself. Conversely, if F (x ) = x then
F−10 FF0(x ) = x
is a transformation F ′ in fx , and then
F = F0F
′F−10
belongs to fx . If F is a transitive group, then the class of subgroups that leave some
x fixed constitute a class of conjugate subgroups of F. If, for some x , fx consists only
of the identity, then this is the case for all x , and the transformation group is called
simply transitive.
Now for a few examples of invariant subgroups. The center Z of the group F is
obviously an invariant subgroup; for if F is an arbitrary element of F and Z is any
element of the center, then always
FZF−1 =Z .
The commutator group K1 is also an invariant subgroup. Namely, if K is the
commutator
K = F1F2F
−1
1 F
−1
2
then
FK F−1 = FF1F
−1FF2F
−1FF−11 F
−1FF−12 F
−1
is also a commutator. Consequently, for each product of commutators K1K2 · · ·Kr
we also have
FK1K2 · · ·KrF
−1 = FK1F
−1FK2F
−1 · · ·FKr F
−1
belonging to K1. The higher commutator groups are also invariant subgroups.
3Of course, this is whatwenow call anormal subgroup. However, theword “invariant” is reasonable (if
understood to mean “invariant under conjugation”) and the word “normal” is overused in mathematics.
So I have allowed “invariant” to stand. (Translator’s note.)
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The intersection D of the subgroups in a class of conjugate subgroups is an in-
variant subgroup. Namely, if F ∗ is an element that appears in all groups F fF−1 then
the element F0F ∗F
−1
0 appears in all groups F0(F fF
−1)F−10 and, since F0F = F
′ likewise
runs through all elements of F when F does, this means that F0F ∗F
−1
0 also appears
in all groups F fF−1.
1.7 Congruence Subgroups of the Modular Group
In the case of themodular group defined in Section 1.4, subgroupsmay be easily de-
fined in terms of number-theoretic properties of the coefficients. E.g., the modular
transformations with c ≡ 0 (mod n) constitute a a group Un . Namely, if
x ′ =
ax +b
cx +d
and x ′′ =
a ′x ′+b ′
c ′x ′+d ′
are two transformations with c ≡ c ′ ≡ 0 (mod n), then for the composite transfor-
mation
x ′′ =
a ′′x +b ′′
c ′′x +d ′′
we have c ′′ = c ′a +d ′c , which is obviously divisible by n , so c ′′ ≡ 0 (mod n) as well.
If
x =
a ′x ′+b ′
c ′x ′+d ′
is the transformation inverse to x ′ = ax+b
cx+d
, then by (5) of Section 1.4, c ′ = −c , so
likewise c ′ ≡ 0 (mod n).
Another “congruence subgroup” U′n consists of all themodular substitutions with
b ≡ 0 (mod n). One can either verify the group property of U′
n
directly, or else con-
firm that U′
n
is identical with a group conjugate to Un . Namely, if one denotes the
transformation
x ′ =−
1
x
by S, then the group
SUnS
−1 =SUnS
consists of the transformations
x ′ =−
c

− 1
x

+d
a

− 1
x

+b
=
dx − c
−bx +a
(1)
with c ≡ 0 (mod n). These transformations obviously all belong to U′n , and since one
confirms similarly that SU′
n
S−1 is contained in Un , we have U′n =SUnS.
The modular transformations with
a ≡ d ≡ 1 (mod n), b ≡ c ≡ 0 (mod n)
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likwise constitute a group In . For, along with each transformation, the inverse also
belongs to In , by (5) in Section 1.4, and if (1) and (2) in Section 1.4 are two transfor-
mations in In , then the composite transformation (3) in Section 1.4 satisfies:
a ′′ = a ′a +b ′c ≡ a ′a ≡ 1 (mod n)
d ′′ = c ′b +d ′d ≡ d ′d ≡ 1 (mod n)
b ′′ = a ′b +b ′d ≡ 0 (mod n)
c ′′ = c ′a +d ′c ≡ 0 (mod n).
In contrast to the Un , the In are invariant subgroups.
I′
n
=SInS
−1 =S−1InS
is contained in In by formula (1) and the assumptions
a ≡ d ≡ 1 (mod n), b ≡ c ≡ 0 (mod n).
In addition, we construct
T ηInT
−η (η=±1),
where T denotes the transformation
x ′ = x +1.
This group consists of the transformations
x ′ =
(a + cη)x +(d −a )η+b − c
cx − cη+d
But
a + cη≡−cη+d ≡ 1 (mod n)
(d −a )η+b − c ≡ c ≡ 0 (mod n),
so these transformations belong to In . Consequently, the groups
T ηInT
−η and SInS
are identical with In by the third paragraph of Section 1.6. Since we will see in Sec-
tion 2.9 that all modular substitutions may be written as power products of S and T ,
the invariance of In follows.
1.8 Residue Classesmodulo Subgroups
The method of constructing residue classes in the domain of integers may be ex-
tended to arbitrary groups. If F is a group and f is a subgroup, we call two elements
F1 and F2 right congruent modulo f, written
F1 ≡r F2 (mod f),
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if there is an element Ff of f such that F1 = F2Ff . If
F1 ≡r F2 (mod f) then also F2 ≡r F1 (mod f),
because in fact F2 = F1F
−1
f . And if
F1 ≡r F2 (mod f) and F2 ≡r F3 (mod f)
then also
F1 ≡r F3 (mod f),
because if F1 = F2Ff and F2 = F3Ff ′ then F1 = F3Ff ′Ff = F3Ff ′′ . We understand the
right-sided residue class4 determined by F1 to be the collection F1f of elements right
congruent to F1 modulo f. If F1 ≡r F2 (mod f) then
F1f= F2f,
and conversely. The residue class is determined by any one of its elements, or in
other words: two right-sided residue classes modulo f that have a common element
are identical. Thus the elements of F are partitioned by a subgroup into disjoint
residue classes. A system of representatives of these residue classes is a set r of ele-
ments R of the following kind: if F is any element of F then there is an element R of
r such that
F ≡r R (mod f),
and if R1 and R2 are two elements of r then R1 is not right congruent to R2. The
classes Rf then yield all the residue classes, without repetitions, as R runs through r.
We can define left congruence analogously to right congruence. We say
F1 ≡l F2 (mod f)
if F1 = Ff F2, where Ff belongs to f. We analogously define the left-sided residue
classes and a system of representatives r′ of them. Wewill show: if r is a full system of
representatives for the right-sided residue classes, then r−1, the collection of inverses to
the R in r, is a left-sided systemof representatives. Namely, if F is an arbitrary element
and F−1 = RFf , then F = F
−1
f R
−1, so
F ≡l R
−1 (mod f).
Further, if
R−11 ≡l R
−1
2 , so R
−1
1 = Ff R
−1
2 ,
then R2 ≡r R1 (mod f).
If the number of right-sided residue classes modulo f is a finite number n , then
this shows that the number of left-sided residue classes is also n .
RfR−1 runs through all subgroups conjugate to f as R runs through the set r. For
if F0 is an element of F and F0 = R0Ff then
F0fF
−1
0 = R0Ff fF
−1
f R
−1
0 = R0fR
−1
0 .
4This residue class if of course what we now call a coset of the subgroup f. However, I have thought it
best to retain the term “residue class ” (in German, Restklasse) to reflect Reidemeister’s view of cosets as
generalizations of residue classes in number theory. (Translator’s note.)
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1.9 Residue Classes modulo Congruence Subgroups of
theModular Group
As an example, we determine the left-sided residue classesmodulo the subgroupUn
of the modular group defined in Section 1.7, for n equal to a prime number p .
If we denote the transformation
x ′ =
−1
x +k
by Gk , then the identity transformation E and the Gk (k = 0,1, . . . ,p − 1) form a
full system of representatives for the UpM , where M denotes an arbitrary modular
substitution. Namely, for eachM that does not belong to Up (that is, c 6≡ 0 (mod p ))
we may determine a substitutionU in Up
x ′ =
a ′x +b ′
c ′x +d ′
,
so c ′ ≡ 0 (mod p ), and aGk so that
UGk =M .
If the substitutionMG−1k is given by
x ′′ =
a ′′x +b ′′
c ′′x +d ′′
,
then by (4) of Section 1.4
c ′′ = k c −d .
Thus k must satisfy the congruence
k c −d ≡ 0 (mod p )
and then by Section 1.3 the residue class [k ] is uniquely determined, because c is
assumed to be relatively prime to p and hence k is also, because
0≤ k < p .
But then the coefficients ofU are likewise determined by
U =MG−1k .
1.10 Factor Groups
The definition of addition of residue classes can also be generalized under the hy-
pothesis that the modulus f is an invariant subgroup of F. One sees first of all that:
if f is an invariant subgroup and if
F1 ≡r F2 (mod f)
1.11. ISOMORPHISMS 17
then also
F1 ≡l F2 (mod f)
and conversely. For if
F1 = F2Ff = F2Ff F
−1
2 F2
and f is invariant, then F1 = F ′f F2, because F2fF
−1
2 = f and so F2Ff F
−1
2 is itself an
element of f. Thus we can simply speak of residue classes modulo f. Now we can
show further that if
F1 ≡ F2 (mod f) and F
′
1 ≡ F
′
2 (mod f)
then F1F ′1 ≡ F2F
′
2 (mod f) as well. For if F1 = F2Ff and F
′
1 = F
′
2F
′
f then
F1F
′
1 = F2F
′
2F
′−1
2 Ff F
′
2F
′
f = F2F
′
2F
′′
f F
′
f .
If now F1f and F2f are two residue classes, we define their product to be the
residue class F1F2f. By what has just been proved, this multiplication is indepen-
dent of the choice of Fi from Fi f.
The residue classes form a group under the product defined in this way. The
product is associative, because that for the F is; F−1f is the element inverse to F f,
and E f= f is the identity element. This group is called the factor group of F by f. We
denote if by F/f.
We want to construct the factor group by the commutator group K1 = K and
show that it is commutative. We have to show that
F1K · F2K= F2K · F1K.
But now
F1K · F2K · F
−1
1 K · F
−1
2 K= F1F2F
−1
1 F
−1
2 K=K,
because F1F2F
−1
1 F
−1
2 is the commutator of F1 and F2.
1.11 Isomorphisms
Two different groups may possess the same product structure. One captures this
relation more precisely by an isomorphic correspondence between the two groups.
If F and F′ are two groups, and if F ′ = I (F ) is a one-to-one correspondence between
the elements of F and F′ such that
I (F1)I (F2) = I (F1F2),
then the group F′ is called isomorphic to F and the mapping I is called an isomor-
phism. If we drop the condition that I sends different elements of F to different
elements of F′, then F′ is called homomorphic to F′ and the mapping I is called a
homomorphism.
A factor group F/f is homomorphic to F. Namely, if we set I (F ) = F f this is in fact
a homomorphism, not one-to-one unless f consists of a single element, the identity
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element. In this case the elements F that form the identity element of F/f are just
those that make up f.
Conversely, if I (F ) = F ′ is a homomorphism, then the identity element of Fmust
be associated with the identity of F′, i.e., I (E ) = E ′, because indeed
I (E )I (F ) = I (F )I (E ) = I (F ).
Consequently, I (F ) is inverse to I (F−1), because
I (F )I (F−1) = I (E ) = E ′.
We now take f to be the collection of elements F of F for which I (F ) = E ′. They form
a group, because if
I (F1) = I (F2) = E
′
then also
I (F1F2) = E
′.
And since
I (F1)I (F
−1
1 ) = E
′
I (F−11 ) = I (F
−1
1 )
and, on the other hand,
I (F1)I (F
−1
1 ) = I (F1F
−1
1 ) = E
′,
F−11 belongs to this collection along with F1. Finally, f is an invariant subgroup of F.
Indeed,
I (FF1F
−1) = I (F )E ′I (F−1) = E ′.
It follows easily from this that I associates all elements of a residue class F fwith
the same F ′ and hence it realizes an isomorphism between F/f and F′.
From Section 1.2 it follows that cyclic groups of the same order are isomorphic.
1.12 Automorphisms
A one-to-one onto transformation of a group F into itself,
F ′ = I (F ),
is called an autoisomorphism, or simply automorphism, when
I (F1)I (F2) = I (F1F2).
The automorphisms of a group F constitute a group. For the identity mapping is
obviously an automorphism, likewise the inverse I −1 of an automorphism. Namely,
if F ′1F
′
2 = F
′
3 and F
′
i = I (Fi ), so that I
−1(F ′i ) = Fi and I (F1)I (F2) = I (F3) then
I (F1F2) = I (F3)
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because I is an automorphism. Thus F1F2 = F3 because I is one-to-one, and since
Fi = I
−1(F ′i ) it follows that
I
−1(F ′1)I
−1(F ′2) = I
−1(F ′3).
Further, if I 1(F ) = F ′ and I 2(F ) = F ′′ are automorphisms then
F ′′ = I 2(I 1(F )) = I 21(F )
is likewise an automorphism, because
I 21(F1)I 21(F2) = I 2(I 1(F1)I 1(F2))
= I 2(I 1(F1F2))
= I 21(F1F2).
Finally, the product is associative because it is the composition of functions.
It is easy to exhibit particular automorphisms. If F0 is a fixed element of F and F
runs through all the elements of F, then
F ′ = F0FF
−1
0
is a one-to-one onto transformation of group elements because
F−10 F
′F0 = F
is the inverse mapping, and also
F0F1F
−1
0 · F0F2F
−1
0 = F0F1F2F
−1
0 .
Such a mapping is called an inner automorphism. If F0 runs through all elements of
F we obtain the totality of inner automorphisms of F. They constitute a group that
is homomorphic to F itself. The product of two inner automorphisms
F ′ = F1FF
−1
1 and F
′′ = F2F
′F−12
is another, namely,
F ′′ = F2F1FF
−1
1 F
−1
2 = F21F F
−1
21 .
In order to ascertain whether the homomorphism from F to the group of its inner
automorphisms is one-to-one we must establish which inner automorphisms cor-
respond to the identity mapping—but these are just those defined by elements be-
longing to the center of F. The group of inner automorphisms is therefore isomor-
phic to the factor group F/Z.
The inner automorphisms are an invariant subgroup of all the automorphisms.
Namely, if
A(F ) = F ∗
is an arbitrary automorphism, and
I (F ) = F ′ = F0FF
−1
0
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is an inner automorphism, then
A(I (F )) = A(F0)A(F )A(F
−1
0 ) = F
∗
0 F
∗F ∗0
−1.
Thus if we set
I
′(F ∗) = F = F ∗0 F
∗F ∗0
−1
= F ∗0 A(F )F
∗
0
−1
then
A(I (F )) = I ′(A(F ))
so
A I = I ′A or AI A−1 = I ′.
If f is an invariant subgroup of F and F0 is any element of F, then the mapping
F0FF
−1
0 = F
′
is an automorphism of f. If F0 itself belongs to f, then it is an inner automorphism.
The totality of automorphisms induced by elements F0 of F constitute a subgroup of
all the automorphisms of f. The elements of a residue class F0fmodulo f correspond
to automorphisms resulting frommultiplication by inner automorphisms.
One can see from these remarks that any group can be embedded as an invariant
subgroup of a larger group. We want to formulate the situation as follows: given
a group f and its product operation, together with a system r of representatives of
residue classes of Fmodulo f, one then knows that each element of Fmay bewritten
as a product RF , where R is from r and F is from f. In order to extend the group
product to all of F, i.e, to know the value of the product
R1F1R2F2 =R1R2R
−1
1 F1R2F2,
we must first know the automorphisms of f corresponding to the elements R and
also, for any two elements R1,R2, the product R12F12. Then the group F itself will be
known.
1.13 Groups with Operators
When a group F with a cyclic group of automorphisms An is given5 we can make
the structure connecting these two domains of elements clearer by means of a new
symbolism, which is particularly convenient in the case of a commutative group F.
So we will assume that F is commutative. By F x we will mean the element A(F )
and by F x n the element An (F ) (n = 0,±1,±2, . . .). For any integer a n , F anx
n means
(F an )x
n .
If
f (x ) = a nx
n +a n+1x
n+1+ · · ·+a n+mx
n+m
5That is, consisting of the powers of an automorphism A. (Translator’s note.)
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is an “L-polynomial,”6 with integral coefficients a i , then by F f (x ) we mean the ele-
ment
F f (x ) = F anx
n
F an+1x
n+1
· · ·F an+mx
n+m
One can compute in this extended domain of exponents as in the original do-
main of integers. We call two polynomials equal if they are convertible into each
other by deletion or insertion of terms a ix i with a i = 0. If f (x ) and g (x ) are two
polynomials and n is the lowest, and n+m the highest exponent of an x i appearing
in f and g along with a i or b i 6= 0, then
f (x ) = a nx
n +a n+1x
n+1+ · · ·+a n+mx
n+m
g (x ) =bnx
n +bn+1x
n+1+ · · ·+bn+mx
n+m .
As usual, we understand the sum of f (x ) and g (x ) to be the polynomial
f (x )+ g (x ) =
n+m∑
i=n
(a i +b i )x
i .
This addition operation satisfies the laws of a commutative group, because the in-
tegers under addition are such a group. The polynomial f = 0 plays the role of the
identity element.
We understand the product of f (x ) and bx l to be the polynomial
a nbx
n+l +a n+1bx
n+1+l + · · ·+a n+mbx
n+m+l
and as usual we understand the product of f (x ) and g (x ) to be the polynomial
f g = f (x )bnx
n + f (x )bn+1x
n+1+ · · ·+ f (x )bn+mx
n+m .
This multiplication is associative and commutative; f (x ) = 1 is the identity element.
However, an inverse element does not exist in general; e.g., the polynomial f (x ) = a
has no inverse when a 6= ±1, because the coefficients of all products a · f (x ) are
divisible by a . Themultiplication and addition are further related by the distributive
law:
( f 1(x )+ f 2(x ))g (x ) = f 1(x )g (x )+ f 2(x )g (x ).
If f (x ) and g (x ) are two polynomials, both nonzero, and if a nxn and bmxm are the
lowest-order terms appearing in f (x ) and g (x ) with a n 6= 0 and bm 6= 0, then the
lowest-order term appearing in f (x )g (x ) is a nbmxn+m . It follows from this that if
f (x )g (x ) = 0 then at least one of the factors f (x ) or g (x ) equals zero. Thus the poly-
nomials constitute an integral domain.7
If the smallest exponent in a polynomial f (x ) is greater than or equal to zero then
f (x ) is an ordinary8 polynomial in x . For any ordinary polynomial
f (x ) = a nx
n +a n+1x
n+1+ · · ·+a n+mx
n+m
6The L presumably stands for “Laurent,” since these polynomials can have terms with negative expo-
nent. (Translator’s note.)
7See a textbook of algebra, e.g., H. HASSEHöhere Algebra, Band 1, Sammlung Göschen.
8Reidemeister calls such a polynomial entire, following the terminology of complex analysis. But it
seems harmless, and clearer, to call such polynomials “ordinary.” (Translator’s note.)
22 CHAPTER 1. GROUPS
with a n 6= 0
x−n f (x ) = a n +a n+1x + · · ·+a n+mx
m
is an ordinary polynomial with nonzero constant term.
If we now consider f (x ) and g (x ) as exponents of group elements, it turns out
that
F f (x )F g (x ) = F f (x )+g (x ).
This follows easily from the commutativity of the group and the definition of F f (x )
and f (x )+ g (x ). Further,
(F f (x ))g (x ) = F f (x )g (x ),
because
(F f (x ))g (x ) = (F f (x ))bnx
n
(F f (x ))bn+1x
n+1
· · ·(F f (x ))bn+mx
n+m
.
Then, on the one hand,
(F f (x ))b i = F b i f (x )
since
(F f (x ))b i = F f (x )F f (x ) · · ·F f (x ) with b i factors
for positive b i , and for negative b i
(F f (x ))b i =

(F f (x ))−1
−b i
=

F−f (x )
−b i
.
While, on the other hand,
(F f (x ))x
i
=

F anx
n
F an+1x
n+1
· · ·F an+mx
n+m
x i
=

F anx
n
x i 
F an+1x
n+1
x i
· · ·

F an+mx
n+m
x i
= (F an )x
n+i
(F an+1)x
n+1+i
· · ·(F an+m )x
n+m+i
= F x
i f (x ).
Consequently, (F f (x ))b ix i = F b ix i f (x ) and hence
(F f (x ))g (x )= F bnx
n f (x )F bn+1x
n+1 f (x ) · · ·F bn+mx
n+m f (x )
= F bnx
n f (x )+bn+1x n+1+···+bn+mx n+m f (x )
= F f (x )g (x ).
Thus one can compute with the formally introduced L-polynomials as expo-
nents just as with integral exponents.
1.14 Groups and Transformation Groups
We call a transformation group T that is homomorphic to an arbitrary group F a
representation of F, and we further examine the different representations of a group.
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We take as our domain X of objects the right-sided residue classes modulo a
subgroup f, so x = Rf, and define
F (x ) = FRf= x ′
to be the transformation of this domain corresponding to the group element F .
This mapping is one-to-one and onto, because F−1 yields the inverse mapping.
The transformations that carry the element x = f into itself are exactly those that
correspond to elements of f. The transformations that carry Rf to itself correspond
to the elements of the groupRfR−1 conjugate to f. We can now easily give a criterion
for isomorphism between F and the group just defined.
Those elements that correspond to transformations leaving all x fixedmust there-
fore belong to the intersectionD of the groups RfR−1 conjugate to F. The group T is
therefore isomorphic to the factor group F/D.
If f is an invariant subgroup, then the transformations that correspond to f, and
thus carry the element x = f to itself, also carry all the remaining x to themselves,
becauseD in this case is equal to f. The transformation group is then simply transi-
tive.
Conversely, given any simply transitive group of transformations isomorphic to
F, an arbitrary element x0, and fx0 the subgroup of transformations that leave x0
fixed, the transformations that carry x0 to x constitute a residue class modulo fx0 .
Namely, if Rx carries the element x0 to x , so also do the transformations in Rx fx0 ,
and if R ′ is any transformation that carries x0 to x , then R−1x R
′ carries the element
x0 to itself and it therefore belongs to fx0 .
If we associate with each group element
F (x ) = x ′
the transformation
F (Rx fx0 ) = FRx fx0
in the domain of residue classes, then
FRx fx0 = Rx ′fx0 .
Thus the new transformation group is simply the original one with renaming of the
objects transformed. A representation of a group F by a transitive transformation
group is an isomorphism, by the remarks above, if and only if the domain of objects
can be viewed as a system of right-sided residue classes modulo a subgroup f, where
the intersection of fwith its conjugate subgroups is the identity.
1.15 The Groupoid
Formany topological questions a generalization of the groupconcept, the groupoid,9
is a useful auxiliary.
A collectionG of elementsG with a productG1G2 =G3 is called a groupoidwhen
the following conditions are satisfied.
9H. BRANDT,Math. Ann. 96, 360.
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A. 1. If a relation G1G2 = G3 holds between three elements G1,G2,G3, then each of
them is uniquely determined by the other two.
A. 2. If G1G2 and G2G3 exist then (G1G2)G3 and G1(G2G3) also exist; if G1G2 and
(G1G2)G3 exist then G2G3 and G1(G2G3) also exist; if G2G3 and G1(G2G3) ex-
ist then G1G2 and (G1G2)G3 also exist; and in each case (G1G2)G3 =G1(G2G3),
so that it can also be writtenG1G2G3.
A. 3. For each element G the following elements exist: the right identity E , the left
identity E ′, and the inverseG−1, for which the following relations hold:
GE =G , E ′G =G , G−1G = E .
A. 4. For any two identities E ,E ′ there is an element G for which E is the right iden-
tity and E ′ is the left identity.
One sees that the generalization consists in relinquishing general applicability
of the product and admitting several identities. Groupoids with a single identity are
groups.
Just as in Section 1.1, one can prove the appropriate analogue of the associative
law for the product of arbitrarily many elements.
Two elements G1 and G2 are composable in that order if and only if the right
identity ofG1 is identical with the left identity ofG2. The subclass Gi of elements G
for which the right and left identities both equal E i constitute a group. The groups
Gi associated with different identities are isomorphic.
An example of a groupoidmay be constructed froma groupT of transformations
T of objects x , which carry the object x1 in particular into finitely many objects
x1, x2, . . . , xn .
The groupoid then has n corresponding identities E1,E2, . . . ,En ; also, for each el-
ement G of the groupoid there is an associated element A(G ) = T , where T is a
transformation carrying xa to xb if G has left identity Ea and right identity Eb and,
conversely, for each such element T there is an element G with the corresponding
identities. One observes that an element T corresponds to n differentG , because T
permutes the x i among themselves. Also, it it the case that
A(G1G2) = A(G1)A(G2).
A groupoid is uniquely determined by these conditions. The groups correspond-
ing to the identities are isomorphic to the subgroups of T that leave the x i fixed.
Chapter 2
Free Groups and their Factor
Groups
2.1 Generators andDefining Relations
The groups that appear in combinatorial topology are defined in a way that itself
has a combinatorial character. The peculiar difficulties of topology can be better
appreciated when one has at hand the analogous problems of group theory, which
we are about to present.
If F is any group and m is a class of elements from which all elements of F may
be constructed as power products, then m is called a system of generators for the
group F. Thus a system of generators for the integers is just 1, and for an additive
residue class group it is the class [1]. These examples already draw attention to the
fact that formally different power products can yield the same group element. If
one wants to be able to derive the product of elements of F from the product of
power products, then one must be able to decide which power products represent
equal group elements. This reduces to the question of which products represent the
identity element.1
We call each product R(m) of elements of m that equals the identity a relation,
and call the totality of relationsR. Now if P is any power product and R is any rela-
tion, then obviously P and PR are the same group element
P = PR .
Conversely, if P1 and P2 are two power products that denote the same groupelement,
and if P−11 is the product formally inverse to P1, then P
−1
1 P2 is a relation R
′, and the
power productP2 results from the productP1R ′ by deletion of adjacent factors FF−1.
We thus obtain all representations of the element P in the form PR when R runs
through the class R, if we also include those products that result from deletion of
formally inverse adjacent factors of PR .
1The so-called word problem for the group F. (Translator’s note.)
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The power products ofR have the following properties.
If R = P1P2 belongs to R, so does R ′ = P1FF−1P2, and conversely, if R ′ belongs
to R so does R . If R belongs to R, so does the formal inverse R−1. If P is an ar-
bitrary power product, P−1 its formal inverse, and if R belongs to R, then PRP−1
also belongs to R. If R1 and R2 belong to R, then the product R1R2 also belongs
to R. By means of these four processes, “consequence relations” may be derived
from relations originally given. We call a class r of defining relations from which all
relations in R may be derived by the four processes a system of defining relations.
With a class m of generators and a class r of defining relations the product law is
obviously defined for all elements of F, hence the name “defining relations.” Estab-
lishing generators and defining relations for groups given in other ways is a far from
trivial problem.2
Just as for groups, one can speak of generators for a groupoid. We will assume
that one can find, from generators S i (i = 1,2, . . . ,m ) of a groupoidG with identities
E i (i = 1,2, . . . ,n), a system of generators Ti of the group G0 of elements doubly
associated with the identity E0.
Let A i (i = 1,2 . . . ,n) be a systemof elements with left-sided identity E0 and right-
sided identities including all E i (i = 1,2 . . . ,n). Further, let A0 = E0. Now if S i has the
left identity E l i and the right identity E ri then the element
Ti = A l iS iA
−1
ri
(1)
may be called the generator of G0 associated with S i . In fact, the Ti (i = 1,2 . . . ,n)
constitute a system of generators forG0. Namely, if
Sǫ1
α1
Sǫ2
α2
· · ·Sǫa
αa
(2)
is any element of G0, then the left identity of S
ǫ1
α1 and the right identity of S
ǫa
αa is the
identity E0 and, further, the right identity of S
ǫi
αi is identical with the left identity of
S
ǫi+1
αi+1 . The product
T ǫ1
α1
T ǫ2
α2
· · ·T ǫa
αa
that results from (2) when S i is replaced by Ti may be converted into (2) bymeans of
equation (1) and cancellation of formally inverse factors S i .
2.2 Free Groups
Instead of starting with a group and constructing generators and defining relations
for it, we will now proceed from a class m of symbols, define the power products of
these symbols, take an arbitrary system r of these power products, and show that
there is a group F that has the symbols in m as generators and the products in r as
defining relations. For this purpose we first explain relation-free groups, or simply
free groups with n generators. Let
S+11 ,S
+1
2 , . . . ,S
+1
n
,S−11 ,S
−1
2 , . . . ,S
−1
n
2Cf. Sections 2.9 and 3.1 and, e.g., J. NIELSEN,Kgl. Dan. Vid. Selsk., Math. fys. Med. V, 12 (1924).
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be letters, which we combine into “words”
W =Sǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
(αi = 1,2, . . . ,n ; ǫi =±1). (1)
LetW0 be the “empty” word, which contains no letters S
±1
i . The word
W −1 =S−ǫmαm · · ·S
−ǫ2
α2
S−ǫ1α1
is called the formal inverse ofW . If
W1 =S
ǫ1
α1
Sǫ2α2 · · ·S
ǫm
αm
and
W2 =S
η1
β1
S
η2
β2
· · ·S
ηm ′
βm ′
are two such words we set
W1W2 =S
ǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
S
η1
β1
S
η2
β2
· · ·S
ηm ′
βm ′
and
W0W1 =W1W0 =W1.
By an elementary transformationof awordwemean the cancellation or insertion
of two symbols
Sǫi
αi
Sǫi+1
αi+1
when αi =αi+1 and ǫi + ǫi+1 = 0.
An elementary transformation in W1 is always one in W1W2, but the converse does
not hold. Two wordsW1 andWn [not the same as the n above] are called equivalent,
denoted
W1 ≡Wn ,
if there is a chain ofwordsW1,W2, . . . ,Wn of which any successive two are convertible
into each other by an elementary transformation. IfW1 ≡W2 andW2 ≡W3 then also
W1 ≡W3, and W1 ≡W2 implies W2 ≡W1. We can therefore speak of the class [W ] of
words equivalent toW , and
[W1] = [W2]
if and only ifW1 ≡W2.
We define a product for the classesW which, as we will show, satisfies the group
axioms. We set
[W1][W2] = [W1W2].
This product is well-defined. Namely, ifW ′1 ≡W1 andW
′
2 ≡W2 then
W ′1W
′
2 ≡W1W2
because elementary transformations of the W1 (i = 1,2) are also elementary trans-
formations of W1W2. The product is associative. [W0] is the identity element and
[W −1] is the element inverse to [W ].
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The group so defined is called the free group with n generators. For the
[S+1
i
] (i = 1,2, . . . ,n )
obviously constitute a set of generators for this group. E.g., [W ] in (1) is equal to
[S+1
α1
]ǫ1 [S+1
α2
]ǫ2 · · ·[S+1
αm
]ǫm .
We can now regard the wordW as a sign for the element [W ] and as a power product
of the elements [S+1i ]. We also write S i for [S i ] and use S
n
i in the way explained in
Section 1.1.
One can define the free group with denumerably many generators in quite an
analogous way.3
2.3 TheWord Problem for Free Groups
It is easy to survey the representations of the identity element by wordsW , i.e., the
totality of relationsR in the generatorsS i , and to solve the word problem in general,
i.e., decide directly when two wordsW1 andW2 are equivalent. For this purpose we
define the concept of a reduced word and show that there is only one reduced word
|W | in a class [W ]. A wordW is called reduced if no two lettersSǫiαiS
ǫi+1
αi+1 with αi =αi+1
and ǫi + ǫi+1= 0 appear inW .
In order to prove our theorem, we give a unique reduction process for the word
W in Section 2.1 (1). Let
W1 =S
ǫ1
α1
, W2 =S
ǫ1
α1
Sǫ2
α2
, . . . , Wm =W.
Then |W1| = S
ǫ1
α1 , |W2| is W0 if α1 = α2 and ǫ1 + ǫ2 = 0, otherwise |W2| = W2. |Wi | is
defined inductively: if |Wi−1|=W0, then |Wi |= S
ǫi
αi ; if |Wi−1| 6=W0, S
ǫ
β is the last letter
in |Wi−1| and β = αi , ǫ+ ǫi = 0, then |Wi | is the word that results from cancelling the
Sǫβ off the end of |Wi−1|; if β = αi and ǫ + ǫi = 0 do not both hold then |Wi | is the
word |Wi−1|S
ǫi
αi . Obviously, all words |Wi | are reduced, and so |Wm | is a reduced word
equivalent toW .
Now let W ′ be the word that results from W by insertion of SǫαS
−ǫ
α between S
ǫk
αk
and Sǫk+1αk+1 . We show that our process, applied toW
′, leads to the same reduced word
|W ′|= |W |. We set
W ′i =Wi (i = 1,2, . . . ,k )
W ′
k+1 =WkS
ǫ
α
, W ′
k+2 =WkS
ǫ
α
S−ǫ
α
, . . . , W ′
m+2 =W
′.
Then
|W ′i |= |Wi | (i = 1,2, . . . ,k ).
|W ′k | ends either with S
−ǫ
α , in which case |W
′
k+1| equals the word resulting from |W
′
k |
by cancellation of S−ǫ
α
, so that |W ′
k+2| = |W
′
k
| = |Wk | and in general |W ′k+l+2 | = |Wk+l |;
or else |W ′k | does not end in S
−ǫ
α
, in which case
|W ′k+1|= |W
′
k |S
ǫ
α = |Wk |S
ǫ
α,
3Another foundation for free groups is due to O. SCHREIER,Hamb. Abh. 5 (1927).
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so |W ′k+2 |= |Wk | and again in general
|W ′k+l+2 |= |Wk+l | (l = 1,2, . . . ,m −k ).
Now ifW andW ∗ are any words equivalent to each other theymay be embedded
in a chain of words of which each is convertible to its neighbor by an elementary
transformation, and thus our reduction processmust lead each ofW,W ∗ to the same
reduced word |W | = |W ∗|. Since W = |W | for a reduced word, reduced words are
equivalent only if they are identical.
2.4 The Transformation Problem in Free Groups
Closely related to the word problem is the more general question of the transforma-
tion problem.4 Given two words W1 and W2, one has to decide whether there is a
third wordW3 such that
W2 =W3W1W
−1
3 .
In this caseW2 is called a “transform” ofW1; it results fromW1 by “transformation by
W3.”
We first define a special class of words, the short words. These are reduced words
W =Sǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
in which
α1 =αm and ǫ1+ ǫm = 0
do not both hold.5
If one permutes the letters of such a word cyclically,
W ′ =Sǫ2
α2
· · ·Sǫm
αm
Sǫ1
α1
,
then W ′ is also a short word. By {W } we mean the class of short words that result
fromW by cyclic permutations. Since
W ′ =S−ǫ1α1 S
ǫ1
α1
Sǫ2α2 · · ·S
ǫm
αm
Sǫ1α1 ,
all elements of {W } are transforms ofW .
IfW is any reduced word that is not a short word, then
W =Sǫ1
α1

Sǫ2
α2
· · ·Sǫm−1
αm−1

S−ǫ1
α1
,
so by continuing in this way we eventually obtain
W =W1WW
−1
1 ,
4Today, this is called the conjugacy problem, andwordsW1 andW2 such thatW2 =W3W1W
−1
3 are called
conjugate rather than “transforms” of each other. Note that Reidemeister has spoken about conjugate
subgroups already in Section 1.5. (Translator’s note.)
5Today such words are called cyclically reduced. (Translator’s note.)
30 CHAPTER 2. FREE GROUPS AND THEIR FACTOR GROUPS
whereW is a short word. W may be called the kernel ofW . By {{W }} we will mean
all those words that have a kernel in {W }. All words in {{W }} obviously correspond
to elements that are transforms of each other.
One now sees that, along withW ∗, the word that results from SǫiW
∗S−ǫi by reduc-
tion also belongs to {{W }}, and from this it follows that the elements belonging to
{{W }} are all the transforms of this element.
2.5 Groups with Arbitrary Relations
We now construct a group with generators
S1, S2, . . . , Sn
and defining relations
R1(S), R2(S), . . . , Rm (S),
where the Ri are any words in theS i . We first construct the free groupS determined
by the S i . The Ri are extended by adjoining all LRi L−1, where L is an arbitrary ele-
ment ofS, and we construct the subgroupR ofS consisting of all power products
of the Ri and their transforms LRi L−1. This is obviously an invariant subgroup of
S. Thus we can construct the factor group F =S/R ofS by R by Section 1.10. We
claim that the residue classes
S1R, S2R, . . . , SnR
generate this group and that the Ri yield a system of defining relations for F in the
generators SR when S i is replaced by S iR. The products Ri (SR) that result in this
way are certainly relations, for it follows from
S±1
i
RS±1
k
R=S±1
i
S±1
k
R
that
Ri (SR) = Ri (S)R=R.
Conversely, if R(SR) is any relation in the groupS/R then R(S)R=R, so R(S)must
belong toR; i.e., R(S)may bewritten as a power product of the Ri (S) and their trans-
forms LRi L−1. Thus the Ri (SR) really are a system of defining relations forS/R.
Since each word in the S i corresponds to a well-defined element of the group
S/R, we can regard it as a notation for this element and, e.g., speak of the element
S i of the groupS/R= F and hence call F the groupwith generatorsS i (i = 1,2, . . . ,n)
and defining relations Rk (k = 1,2, . . . ,m ).6 On the other hand, If F′ is a group with
the generators S ′i (i = 1,2, . . . ,n) and defining relations R
′
k (S
′) (k = 1,2, . . . ,m), then F′
is isomorphic to a factor group of the free group with n free generators.
If L andM are arbitrary power products fromS, and R is a power product from
R, then the element LRM is equal to LM in F. For LRM is in fact equal to LM ·
M−1RM .
6O. SCHREIER,Hamb. Abhdl. 5 (1927) 161.
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If A is any element of F then the power products of A and its transforms consti-
tute an invariant subgroup A of F. If we now construct F/A = F′, then each power
product F (S)of theS i also represents a certain element of F′, and in fact it represents
the identity of F′ if and only if it represents an element A ′ ofA in F, i.e., if F (S)≡ A ′R
in S, where R is a consequence relation of the Ri . Thus one sees that F (S) can be
regarded as a consequence of the Ri (i = 1,2, . . . ,m ) and the relation A =Rm+1.
One shows analogously: if A1,A2, . . . ,A l are elements, which together with their
transforms generate an invariant subgroupAofF, then the relations Ri (i = 1,2, . . . ,m )
of F and the relations Rm+i = A i (1 = 1,2 . . . , l ) constitute a system of defining rela-
tions for F′ = F/A.
2.6 The general word problem
The peculiar difficulties of combinatorial problems show themselves for the first
time when one tries to solve the word problem for a group with arbitrary defining
relations, i.e., to decide when two products of the generators S i denote the same el-
ement of the group F. We are far from a general solution of the problem andwehave
reached the goal in only a few cases.
That this is in the nature of things is shown by the following remark:7
We assume that in a groupG with generators S i (i = 1,2 . . . ,n) there is a certain
power product PG in the generators S i for each elementG , satisfying the condition
PG1G2 = PG1PG2 , (1)
i.e., the condition that both sides of (1) are identical in the free groupS generated by
the S i . Then the group G is a free group. Namely, G is isomorphic to the subgroup
of the free groupS generated by PG and, as we will show in Sections 3.9, 4.17, 4.20,
and 7.12, the subgroups of free groups are free.
As an example8 of a word problem we consider the group F with generators S1
and S2 and the defining relations
R1 =S
a 1
1 , R2 =S
a 2
2 (a 1,a 2 > 1). (2)
Here
S
m i
i ≡S
n i
i when m i ≡ n i (mod a i ) (i = 1,2).
We call a product
S
r11
1 S
r21
2 S
r12
1 S
r22
2 · · ·S
r1l
1 S
r2l
2 (3)
“reduced in F” when 0 ≤ ri k < a i (k = 1,2, . . . , l ; i = 1,2) and all ri k except possibly
r11 and r2l are nonzero. The reduced product in F
S
′r ′2l
2 S
′r ′1l
1 · · ·S
′r ′21
2 S
′r ′11
1
is the element inverse to (3) when ri k + r ′i k = a i . We will show that each element of
our group is representable in only one way as a reduced product.
7W. HUREWICZ,Hamb. Abhdl. 8 (1931) 307.
8O. SCHREIER,Hamb. Abhdl. 3 (1924) 167.
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First we give a process that associates with each reduced wordW of the form (1)
from Section 2.2 a unique reduced word |W |, “equivalent” in F. We setW1 =S
ǫ1
α1 and
|W1| = S
r1
α1 , where ǫ1 ≡ r1 (mod aα1), 0 ≤ r1 < aα1 , W2 = S
ǫ1
α1S
ǫ2
α2 and |W2| = S
r2
α1 where
ǫ1 + ǫ2 ≡ r2 (mod aα1), 0 ≤ r2 < aα1 , when α1 = α2, and |W2| = S
r1
α1S
r2
α2 where ǫ2 ≡ r2
(mod aα2), 0≤ r2 < aα2 when α1 6=α2.
In general, letWi = S
ǫ1
α1S
ǫ2
α2 · · ·S
ǫi
αi and |Wi | =W
′
i S
ri
β . If αi+1 = β , let |Wi+1| =W
′
i S
r ′
β ,
where ri + ǫi+1 ≡ r ′ (mod aβ ), 0 ≤ r ′ < aβ . If αi+1 6= β , let |Wi+1| = |Wi |S
ri+1
αi+1 , where
ri+1 ≡ ǫi+1 (mod aαi+1), 0≤ ri+1< aαi+1 . |W | equals |Wm |.
Now if W = W ′W ′′ and W ∗ = W ′Sǫ
α
S−ǫ
α
W ′′ one sees that |W ′| = |W ′SǫS−ǫ | and
hence |W |= |W ∗|. Further, if
W =W ′W ′′
and
W ∗ =W ′Sǫ
α
Sǫ
α
· · ·Sǫ
α
W ′′,
where aα factors Sǫα are inserted, then likewise
|W ′|= |W ′Sǫ
α
Sǫ
α
· · ·Sǫ
α
|
and hence also
|W |= |W ∗|.
It follows that each word representing an element of the groupR generated by the
Ri (i = 1,2) and their transforms is converted into the empty word by reduction in
F. Because each such word results from a word
R = L1R
ǫ1
α1
L−11 L2R
ǫ2
α2
L−12 · · ·LmR
ǫm
αm
L−1m (αi = 1,2; ǫi =±1)
by reduction in the free group on S1,S2. However, these R result fromW0 by succes-
sive elementary transformations and insertions of factors (Sǫ
α
)aα . Further, ifW and
W ′ are two words that denote the same word in F, thenW ′ may be converted to the
formWR by elementary transformations inS, where R belongs toR, soW andW ′
go to the same word by reduction in F.
Groups with generators
S1, S2, . . . , Sn
and defining relations
Ri =S
a i
i (i = 1,2, . . . ,n ) (4)
can be handled quite analogously. It follows easily from the solution of the word
problem that if S is an element of F of finite order, then
S = LSs
i
L−1.
The word problem in the group F′ with two generators S1 and S2 and a single
relation
R =S
a 1
1 S
a 2
2 (5)
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may be easily reduced to the case treated above.9 Here Sa 11 = S
−a 2
2 , from which it
follows that the element Sa 1 commutes with all elements of F′, because
S1S
a 1
1 =S
a 1
1 S1
and
S2S
a 1
1 =S2S
−a 2
2 =S
−a 2
2 S2 =S
a 1
1 S2,
so Sa 1 commutes with all power products of the S i . Each element may then be con-
verted into a reduced word of the form
S
r11
1 S
r21
2 · · ·S
r1m
1 S
r2m
2 S
ka 1
1 with 0≤ ri l < a i .
One proves quite analogously as for the groups with defining relations (2) that each
word is representable in only one way as a reduced word. From the solution of the
word problem10 one easily obtains that the subgroup of F′ generated by Sa 1 is the
center of F′.
2.7 The free product of groups
The methods of Section 2.2 may be extended without difficulty to the so-called free
product11 of groups. Let G1 and G2 be two groups with the elements G1i and G2i
respectively. From these elements we construct words
W =G1G2 · · ·Gn ,
where theG i are any elements ofG1 orG2 different from the identity. Thus
G i =Gk i l i (k i = 1 or 2).
By an elementary expansion of this wordW wemean the insertion of a wordG i1G i2
that equals the identity when regarded as a product inGi , or replacement of a letter
Gk i l i by two, G
′
k i l i
G ′′k i l i , the product of which equals Gk i l i in Gk i . By a reduction we
mean the reverse process.
Again the wordsW may be divided into equivalence classes [W ] and the product
defined as in Section 2.2 by
[W1][W2] = [W1W2].
The resulting group G = G1 ∗G2 is called the free product12 of G1 and G2. One can
define the free product of any number of groups by iteration.
The free groupwith n free generatorsS i is the free product of the n infinite cyclic
groups generated by the S i . The groups (4) of Section 2.6 are the free products of n
9M. DEHN, Math. Ann. 75 (1915) 402 and O. SCHREIER loc.cit.
10Further solutions of word problems are found in Section 7.14. See also W. MAGNUS, Math. Ann. 105
(1931) 52 and 106 (1932) 295; E. ARTIN, Hamb. Abhdl. 4 (1925) 47; K. REIDEMEISTER, ibid. 6 (1928) 56; M.
DEHN,Math. Ann. 72 (1912) 41.
11O. SCHREIER,Hamb. Abhdl. 5 (1927) 16.
12Reidemeister uses the notationG1×G2, which I have dropped because of its potential for confusion
with the direct product. (Translator’s note.)
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finite cyclic groups generated by the S i with Sa i = 1. This construction is important
for theword problem, because one can obviously solve the problem in a free product
G as soon as it is solved in the original groupsGi . This is because the reduced word
|W | may be defined analogously as in Section 2.3—a word is called reduced when
any two neighboring factors G i ,G i+1 do not belong to the same group—and it is
then demonstrable that each class of reduced words contains only one in reduced
form.
If
S1k (k = 1,2 . . . ,n1), S2k (k = 1,2, . . . ,n2)
are systems of generators for the groupsG1 andG2, and
R1l (S1k ) (l = 1,2, . . . ,m1), R2l (S2k ) (k = 1,2, . . . ,m2)
are the respective sets of defining relations of G1, G2, then all the S i k and all the Ri l
together constitute a system of generators and defining relations for the free product
G. It is clear that the Ri l are satisfied in G. On the other hand, one can carry out
expansion and reduction of the wordW , whereG i is now viewed as a power product
of the S i k , on the basis of the relations Ri l , because these operations take place only
between elements of the same groupGi . Hence the Ri l (S i k ) are in fact the defining
relations ofG.
It follows conversely that, given a group with generators S1k and S2k and a sys-
tem of defining relations that can be divided into two classes R1l and R2l , in which
only the S i l appear in the Ri k , then the group in question is the free product of the
subgroups generated by the S1k and the S2k .
The concept of the free productmay be extended in the followingway. The group
G1 may possess a subgroupU1 that is isomorphic to a subgroupU2 ofG2. Let I (U1) =
U2 be a specific isomorphism between the Ui . Under these assumptions we add the
following process to expansion and reduction of words (1): ifG i is an element of U1
or U2 thenG i may be replaced by I (G i ) from U2 or I −1(G i ) from U1.
Classification of words can again be carried out and it leads, again with the help
of equation (2), to the definition of a groupG, which may be called the free product
ofG1 andG2 with the subgroups U1 and U2 amalgamated.
A uniquely determined normal form may now be produced as follows: in the
groupsGi we choose a system of representatives for the residue classes modulo U1,
say U1N1k , and modulo U2, say U2N2k , and then one can put each word W in the
form
UN1N2 · · ·Nn ,
whereU belongs to U1, the Nl are certain representatives Ni k , and two neighboring
Ni ,Ni+1 do not belong to the same groupGl .
From this one can solve the word problem in G if one can give each element G i
in Gl the representation UiNi k (i = 1,2). If S1k (k = 1,2, . . . ,u ) are the generators of
U1, S1k (k = 1,2, . . . ,n1) the generators of G1, and analogously if S2k (k = 1,2, . . . ,u )
are the generators of U2, and S2k (k = 1,2, . . . ,n2) are those of G2; and if R1l (S1k )
(l = 1,2, . . . ,m1) and R2l (S2k ) (l = 1,2, . . . ,m2) are the defining relations ofG1 andG2
respectively; and if finally the mapping
I (S1k ) =S2k (k = 1,2, . . . ,u )
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is an isomorphism betweenU1 andU2; then theS i k (k = 1,2, . . . ,n i ; i = 1,2), together
with the relations Ri l (S), (l = 1,2, . . . ,n i ; i = 1,2) and S1k = S2k , (k = 1,2, . . . ,u ) are
generators and relations for the free product with amalgamated subgroup, as one
may prove analogously with the theorem on the free product itself.
2.8 A transformation problem
The groups treated in Section 2.6 admit an easy solution of the transformation prob-
lem. However, for what follows we will need only the special case of the relations13
R1 =S
3
1, R2 =S
2
2.
We alter the normal form of Section 2.6 by always writing S−11 in place of S
2
1. If ǫi =
±1 then each element different from the identity can be brought into one of the
following reduced forms
W =S
ǫ1
1 S2S
ǫ2
1 S2 · · ·S
ǫm
1 ; WS2; S2W ; S2WS2; S2 (1)
ByW −1 wemean the power product formally inverse toW ,
W −1 =S
−ǫm
1 · · ·S2S
−ǫ2
1 S2S
−ǫ1
1 ,
and similarly for the other reduced products. Now for the solution of the transfor-
mation problem we remark that the first and last factors of a product (1) are either
a) formally inverse to each other or b) not.
In the first case a) we can put the product in the form
H = LH ′L−1
where L and L−1 are formally inverse to each other and where the kernel H ′ of the
product begins and endswith factors that are not formally inverse to each other. The
kernel H ′ has the form W of (1) with ǫ1 = ǫm when L ends with S2, but it contains
only one factor S2 when L ends with Sǫ1. In the second case b) the productH has one
of the forms S2,W with ǫ1 = ǫm ,WS2, or S2W .
We will call the products Sǫ1, S2,WS2, and S2W short words of the first kind. The
products Sǫ1, S2, and W with ǫ1 = ǫm will be called short words of the second kind.
Each element has a transformed product that is a short word of the first kind; this is
because it is either a short word of the first or second kind or else it has a kernel that
is a short word of the second kind, and a short word of the second kind becomes a
short word of the first kind by transformation with an Sǫ1 and reduction.
We now let K denote a short word of the first kind and let {K }1 denote the col-
lection of products that result from K by cyclic interchange of factors. By {K }2
we mean the collection of short words of the second kind that result from a word
WS2 =S
ǫ1
1 S2 · · ·S2 out of {K }1 by the process
S
ǫ1
1 WS2S
−ǫ1 =S
−ǫ1
1 S2S
ǫ2
1 S2 · · ·S
ǫm
1 S2S
−ǫ1
1 ,
13K. REIDEMEISTER,Hamb. Abhdl. 8 (1930), 187.
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as well as those short words of the first kind from {K }1 that are also of the second
kind. By {K }3 we mean all those words H that have a kernel H ′ in {K }2. Finally, let
{K } denote the totality of elements from the classes {K }i (i = 1,2,3).
Each element obviously belongs to exactly one class {K }. Further, it is clear on
the one hand that any two products in {K } are convertible into each other by trans-
formation and reduction, and hence they denote transforms of each other in our
group, while on the other hand, ifH is any word in {K } thenSǫ1HS
−ǫ
1 andS2HS2 yield
other words in {K } by reduction. One verifies this by considering the cases where
H lies in {K }1, {K }2, or {K }3. It follows in general that MHM−1 yields a word, by
reduction, that lies in the same class {K } asH .
Now, on the one hand, we can decide whether two reduced products belong to
the same class {K }, and on the other hand each element of our group corresponds
to a unique reduced product, so the transformation problem is solved.
Onemore remark about the powers of an elementH . IfH belongs to a class {K }i ,
then each powerHk belongs to a class {K }i with the same index i .
2.9 Generators and relations for themodular group
The modular group defined in Section 1.4 is isomorphic to the group discussed in
the previous section. Thus we have solved the transformation problem for the mod-
ular group.
One can of course also solve the transformation problem by proceeding from
the arithmetic representation of the substitutions and asking what conditions the
coefficients
a ,b ,c ,d and a ′,b ′,c ′,d ′
must satisfy for the associated substitutions to be transformable into each other in
the modular group. However, this way is much more difficult. It is connected with
the question of when two binary quadratic forms
Ax 2+ Bxy +Cy 2 and A ′x ′2+ B ′x ′y ′+C ′y ′2
are equivalent, i.e., when there there are integers
a ,b ,c ,d with ad −bc = 1
such that the unprimed form goes to the primed form when x ,y are replaced by
x = ax ′+by ′, y = cx ′+d y ′.
We now apply ourselves to the proof that the modular group is generated by two
elements S1 and S2 which satisfy the relations
R1 =S
3
1, R2 =S
2
2
and no others independent of them.
We let T be the substitution
x ′ = x +1,
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so that T n is the substitution
x ′ = x +n .
By S wemean
x ′ =−
1
x
.
If A is the substitution
x ′ =
ax +b
cx +d
with |b | ≥ |d |> 0,
and
A ′ = T nA
corresponds to the substitution
x ′′ =
a ′x +b ′
c ′x +d ′
,
then
b ′ = b +nd
and hence by suitable choice of n one can obtain
|b ′|< |d | ≤ |b |.
If
0< |b |< |d |
then the substitution SA or
x ′ =
cx +d
−ax −b
satisfies the previous condition. Hence it follows by induction that: for each trans-
formation A there is a power product
M =SǫT n1ST n2S · · ·T nmSη
(ǫ and η equal 0 or 1) such that, in the transformation
x ′ =
ax +b
cx +d
corresponding toMA , we must have d = 0. It must then be that −bc = 1, i.e.,
x ′ =−
1
x
+a ,
and this is T aS. Consequently, S and T are generators of the modular group.
Now we set S1 = TS, S2 = S and confirm that S22 = 1. Further, S1 corresponds to
the substitution
x ′ =−
1
x
+1=
x −1
x
.
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S21 corresponds to
x ′′ =−
1
− 1
x
+1
+1=
x
x −1
+1=
1
−x +1
,
so that S31 = 1. Since T = S1S
−1
2 , S1 and S2 are also generators of the modular group.
They satisfy the two given relations, and it remains only to prove that they satisfy
no other relations apart from consequences of R1 and R2. We will show that, if one
computes the substitution
x ′ =
ax +b
cx +d
for a reduced word (1) from Section 2.8 in which one replaces the S i by the corre-
sponding modular substitutions, then it is never the identity substitution. It suffices
to prove this for words of the form WS2 since, by Section 2.8, each element of the
groupmay be converted into a wordWS2 by transformation with Sǫ1 or S2.
For the proofwe convertWS2 back to a certain powerproduct ofS and T . Namely,
we combine all neighboring elements S1S2 into powers (S1S2)δi and likewise the el-
ements S−11 S2 into powers (S
−1
1 S2)
δk and then set
(S1S2)
δi = T δi , (S−11 S2)
δk =ST−δkS, (δi ,δk > 0).
One sees that this gives a product inS and T in which the exponents have alternating
signs. But it is easy to see that such an element is never the identity substitution by
computing the coefficients of the corresponding modular substitution.14
Another method of detemining generators and defining relations for the mod-
ular group consists in the construction of its fundamental domain in the complex
number plane.15
2.10 A theorem of TIETZE
It is clear that a groupmay be defined in various ways by generators and relations. If
S1, S2, . . . , Sm
is a system of generators for a group F and the set r of products
R1(S), R2(S), . . . , Rr (S)
in the S i is a system of defining relations, and if Rr+1(S) is any consequence of these
relations, then, e.g., the set that results from r by addition of Rr+1 is also a system
of defining relations. If, on the other hand, Rr (S) is a consequence of R1(S),R2(S) . . .,
Rr−1(S) then the latter set is also a system of defining relations for F.
Further, if T is a letter denoting any power product of the S i ,
T =T (S),
14Cf. DIRICHLET-DEDEKIND, Vorlesungen über Zahlentheorie, 2nd edition, 1871, §81.
15Cf. a textbook on function theory, e.g., that of BIEBERBACH, vol. II.
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then
Rr+1 = T (S)T
−1
is a relation, and
S1, S2, . . . , Sm , T
is a system of generators and, as we will show,
R1(S), R2(S), . . . , Rr (S), Rr+1(S,T )
is a system of defining relations. This is because each relation containing only the
S is a consequence of the Ri (i = 1,2, . . . ,r ) and, using the relation Rr+1, each power
product containing a factor T may be converted into one in the S alone. Namely, if
F =A(S)T B (S,T )
then
F = A(S)TT−1(S)T (S)B (S,T )
= A(S)R−1
r+1T (S)B (S,T )
= A(S)T (S)B (S,T )
and the latter product contains one T factor fewer than F does. In this way the
factors T ǫ (ǫ =±1) may be removed successively.
On the other hand, if Sm is representable as a power product of S1,S2, . . . ,Sm−1
then S1,S2, . . . ,Sm−1 obviously constitute a system of generators. One can succes-
sively eliminate Sm from all power products. Further, if the defining relations R1,R2,
. . . ,Rr−1 contain only the generators S1,S2, . . . ,Sm−1 and if
Rr =Sm (S1,S2, . . . ,Sm−1)S
−1
m
then the Ri (i = 1,2, . . . ,r −1) constitute a system of defining relations in the gener-
ators
S1, S2, . . . , Sm−1.
This is because the group defined by the
S i (i = 1,2, . . . ,m −1), Rk (k = 1,2, . . . ,r −1)
is, as we saw above, identical with that defined by
S i (i = 1,2, . . . ,m ), Rk (k = 1,2, . . . ,r ).
We now have an important theorem (of TIETZE16) that any two systems of genera-
tors and defining relations for the same group are always convertible to each other by
successive applications of the transformations above.
16H. TIETZE,Mon. f. Math. u. Phys. 19, p. 1.
40 CHAPTER 2. FREE GROUPS AND THEIR FACTOR GROUPS
Let
S1,S2, . . . ,Sm ; R1(S),R2(S), . . . ,Rr (S) (1)
S ′1,S
′
2, . . . ,S
′
m ′
; R ′1(S
′),R ′2(S
′), . . . ,R ′
r ′
(S ′) (2)
be two systems of generators and defining relations for the same group F. The S ′k
must then be expressible in terms of the S i and, conversely, theS i in terms of the S ′k .
If
S ′
k
=S ′
k
(S); S i =S i (S
′)
then we set
Uk (S,S
′) =S ′k (S)S
′−1
k ; Vi (S,S
′) =S i (S
′)S−1i .
Obviously the S i ,S ′k are a system of generators and the relations
Rl (S), Uk (S,S
′) (3)
on the one hand, as well as the relations
R ′
l
(S ′), Vi (S,S
′) (4)
on the other, are systems of defining relations for F that result from (1) and (2) re-
spectively by successive addition of the respective generators S ′k and S i with the re-
spective relationsUk and Vi .
But now the relations (4) must be consequences of (3), because the relations are
indeed relations in the S i ,S ′k . Similarly, the relations (3) are consequences of (4).
Hence by addition of consequence relations we can extend both systems, (3) and
(4), to the same system
S i ,S
′
k ; Rl (S
′),R ′l (S),Uk (S,S
′),Vi (S,S
′), (5)
and hence convert the system (1) to the system (2) by a sequence of the transforma-
tions described.
One can apply this theorem to a purely combinatorial characterization of the
properties of a group given by generators S i and defining relations Rk . Each prop-
erty of a system of generators S i and relations Rk that is invariant under the above
transformations of the S i and the Rk is a property of the group F defined by S i ,Rk .
This is because such a property holds for all presentations of the group by genera-
tors and relations and hence it is a property of the group itself. Despite this simple
connection between different presentations of the same group it is in general not
possible to decide whether two groups presented by generators and relations are
isomorphic to each other.17 One also cannot decide whether such a group is a free
17This remarkable claimwas firstmade by Tietze (1908) in the paper cited above. At the time when Rei-
demeister wrote, a precise concept of algorithm—formalizing what it means to “decide”—was still a few
years away from being published. It first appeared in publications of Church, Post, and most convinc-
ingly by Turing in 1936. Another two decades elapsed before Adyan and Rabin proved that the isomor-
phism problem is algorithmically unsolvable, in 1958. Their work also established the unsolvability of
the problems nextmentioned by Reidemeister: deciding whether a given finitely-presented group is free,
or trivial. It may be worth mentioning that Reidemeister could have had some intimation of the coming
wave of unsolvability results, because he organized the conference in Königsberg in 1930 at which Gödel
first announced his famous (and related) result on the incompleteness of formal systems. (Translator’s
note.)
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group on “non-free” generators, or whether it follows from the relations Rk (S) that
all the S i equal the identity E .
We make a simple application of the transformation rules to the modular group
presentation by the generators S1,S2 and relations
R1 =S
3
1 ≡ 1; R2 =S
2
2 ≡ 1.
As we have seen, the operations S and T defined in Section 2.9 also generate the
modular group. We now ask what are the defining relations in the group generated
by T = S1S22 and S = S2. For this purpose we take T as a generator in addition to S1
and S2 and add
R3 =S1S
−1
2 T
−1
as a third relation.
With the help of this equation we now eliminate S1 from R , by first constructing
R ′1 = R
−1
3 R1 = TS2S
2
1 and then deriving R1 as a consequence of R
′
1 and R3. Then we
replace R ′1 by R
′′
1 =S1TS2S1, and this in turn by
R ′′′1 = R
−1
3 R
′′
1S
−1
1 R
−1
3 S1 = (TS2)
2.
In this way we obtain the defining relations of the modular group in the generators
S2 =S and T as
R1 = (TS)
3 ≡ 1 and R2 =S
2 ≡ 1.
2.11 Commutative groups
We will use the theorem of TIETZE to characterize the commutative or “abelian”
groupFwith finitelymany generators and relations through properties of these rela-
tions. In a commutative group with generatorsS i (i = 1,2 . . . ,n) each of the relations
Ri k (S) =S iSkS
−1
i S
−1
k (1)
holds, since this says that S i and Sk commute with each other. It follows that all
power products of the S i commute with each other. Hence each relation R(S)may
be brought into the form
R(S) =S
r1
1 S
r2
2 · · ·S
rn
n
.
Thus we can take the system of defining relations to be in the form
Ri (S) =S
ri1
1 S
ri2
2 · · ·S
rin
n
(i = 1,2, . . .m ). (2)
The characteristic properties of a particular commutative groupmust then reside in
the relations (2), because the relations (1) are satisfied in any commutative group.
We now construct the matrix
ρ = (ri k ) (i = 1,2, . . . ,m ; k = 1,2, . . . ,n )
and show that F has certain characteristic numbers that may be derived from ρ, the
so-called elementary divisors of ρ.
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By δ(k )i (i = 1,2, . . . ,k ≤ m ,n) we mean the collection of k -rowed subdetermi-
nants obtainable fromρ by striking outm−k rowsandn−k columns. If allδ(s+1)i = 0
while there is a δ(s )i 6= 0 then s is called the rank of ρ. By δ
(k ) > 0 we mean the great-
est common divisor of all the δ(k )i for k ≤ s . Then δ
(k ) is always divisible by δ(k−1) ,
because all the k -rowed determinants are linear combinations of (k −1)-rowed de-
terminants. We now set
d 1 =δ
(1) ; δ(k ) = d kδ
(k−1) (k = 2,3, . . . ,s )
and call d k the k th elementary divisor of ρ. We claim
Theorem 1. The d k 6= 1 and n − s are the same for all relation systems for F.
Theorem 2. New generators
T1, T2, . . . , Tn
may be introduced, for which the defining relations take the form
Ri (T ) = T
d i
i (i = 1,2, . . . ,s ).
By leaving out the generators Tj for which d j = 1 one obtains a unique normal
form for F; the number of relation-free generators is n−s . On the basis of Theorems
1 and 2 we then have: F is characterized by the elementary divisors of the matrix ρ
different from 1 and the difference n − s between the number of generators and the
rank of ρ.
2.12 A theorem onmatrices
To prove the theorems of the last section we first define an equivalence of matrices
with respect to the following transformations. The matrix ρ = (ri k ) is called equiva-
lent to the matrix ρ′ = (r ′i k )
1. if ρ′ results from ρ by an exchange of rows or columns,
2. if ρ′ results from ρ when the elements r1i of the first row are replaced by r ′1i =
r1i + ar2i , or when the elements ri1 of the first column are replaced byr ′i1 =
ri1 + ari2 (a an arbitrary integer), while all the remaining rows or columns
remain unaltered,
3. if all elements in some row or column have their signs reversed,
4. if there is a chain of matrices ρ1 = ρ,ρ2,ρ3, . . . ,ρn = ρ′ in which ρi+1 results
fromρi by one of the elementary transformations 1, 2, or 3. [Again, this n does
not denote the number of generators.] E.g. it is a permissible transformation
to add k times a row, or column, to any other row or column, respectively.
Theorem 1. Equivalent matrices have the same rank and the same elementary
divisors.
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This is clear for matrices convertible into each other by the transformation 1.
If ρ′ results from ρ by a row transformation 2, then any of its determinants δ′(k )i
results from δ(k )i when ri k is replaced by r
′
i k
, hence it equals δ(k )i if the first row does
not contribute any elements to δ(k )i . Otherwise, we expand δ
′(k )
i along the first row
and obtain
δ
′(k )
i =δ
(k )
i or δ
′(k )
i = δ
(k )
i +aδ
(k )
j
according as the second row appears in δ′(k )i or not. It follows that the rank s
′ of ρ′
satisfies s ′ ≤ s and that the elements δ′(k ) of ρ′ are divisible by δ(k ) . But since ρ also
results from ρ′ by a row transformation 2, because r1i = r ′1i − ar
′
2i , it follows that
s = s ′ and δ(k ) =δ′(k ). Hence we have Theorem 1 for arbitrary equivalent matrices.
To clarify the meaning of the d k we now assert:
Theorem 2. The matrix ρ is equivalent to the matrix δ = (d i k ), where d i k = 0 if
i 6= k , d i i = d i (i = 1,2, . . . ,s ) and d i i = 0 for i > s .
We first prove the following Lemma 1: if |ri k | > d 1 for all nonzero ri k , then there
is a matrix equivalent to ρ that contains a nonzero r ′i 1k1 smaller than all |ri k |.
Namely, let ri 1k1 be a term of ρ of smallest absolute value:
|ri k | ≥ |ri 1k1 |.
Now suppose there is either an element ri 1k2 of the i 1th row, or an element ri 2k1 of
the k1th column, which is nonzero and not divisible by ri 1k1 . Then by subtraction of
a suitable multiple, either of the k1th column from the k2th column, or of the i 1th
row from the i 2th row, we obtain a matrix with the property claimed.
If, on the other hand, all the ri 1k and ri k1 are divisible by ri 1k1 , then one can con-
struct, by elementary transformations, an equivalent matrixρ′ in which all elements
r ′i 1k = r
′
i k1
= 0, except for r ′i 1k1 = ri 1k1 . Then if there is an r
′
i k with
|r ′i k |< |ri 1k1 |
there is nothing more to prove. If all
|r ′
i k
| ≥ |ri 1k1 |
then certainly not all r ′i k are divisible by ri 1k1 , otherwise
d 1 = d
′
1 < |ri 1k1 |.
If r ′i 2k2 is not divisible by ri 1k1 then I construct ρ
′′ by adding the k2th column to the
k1th column, whence
r ′′
i k1
= r ′
i k2
(i 6= i 1); r
′′
i 1k1
= ri 1k1 ,
and the second case is reduced to the first.
From this we get Lemma 2: For each matrix ρ there is an equivalent ρ′ = (r ′i k )
with
r ′11 = d 1; r
′
1i = r
′
i1 = 0 (i 6= 1).
Firstly, by Lemma 1 there is an equivalent matrix containing an element equal to
±d 1. I can bring this element into the first row and first column, and then make all
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other elements of the first row and column zero by subtraction of suitable multiples
of the first row and column. This is the desired matrix ρ′.
By ρ∗ we mean the matrix that results from ρ′ by striking out the first row and
first column. The rank of ρ∗ equals s − 1, essentially because any l -rowed nonzero
determinant from ρ∗ can be used to construct an (l + 1)-rowed determinant of ρ′
that is likewise nonzero.
Now Theorem 2 comes about as follows:
Let d ∗2 = F22 be the greatest common divisor of the nonzero r
∗
i k . Then d 1 is a
divisor of d ∗2, since d 1 is a divisor of all r
∗
i k , and by Lemma 2 there is a matrix ρ
∗′ =
(r ∗
′
i k ) equivalent to ρ
∗ with
r ∗
′
11 = d
∗
2; r
∗′
1i = r
∗′
k1 = 0 (i ,k 6= 1)
But then ρ itself is equivalent to the matrix ρ′′ = (r ′′i k )with
r ′′11 = d 1; r
′′
22 = d
∗
22
r ′′1i = r
′′
k1 = 0 (i ,k 6= 1); r
′′
2i = r
′′
k2 = 0 (i ,k 6= 2)
r ′′
i+2,k+2 = r
∗
i k
(i ,k > 1).
By iteration of this process we find that ρ is equivalent to a matrix ρ = (Fi k )with
Fi k = 0 (i 6= k ); r i i > 0 (i = 1,2, . . . ,s ), r i i = 0 (i > s )
and r i i is a divisor of Fi+1,i+1.
But the r i i are the elementary divisors of ρ and hence also of ρ, because all k -
rowed subdeterminants from ρ that are nonzero have a value
r i 1,i 1r i 2,i 2 · · ·r i k ,i k
where all the i l (l = 1,2, . . . ,k ) are different. Such aproduct is divisible by r 11r 22 · · ·r kk ,
so
δ
(k )
= r 11r 22 · · ·r kk
and hence
r kk = d k = d k .
One more remark: if d i 6= 1 then also d i+1 6= 1, because d i is a divisor of d i+1.
2.13 Characterization of commutative groups
We now return to the commutative group F and see how the matrix ρ = (ri k ) of
the exponents ri k in the defining relations (2) of Section 2.11 are altered when we
transform the generators and defining relations as in Section 2.10.
If R is a consequence relation of the Ri then, by means of the relations (1) of
Section 2.11 for exchange of factors, R may be written on the one hand as a power
product Rp11 R
p2
2 · · ·R
pm
m and on the other hand it may be brought into the form
S
r1
1 S
r2
2 · · ·S
rn
n
.
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We therefore must have
ri =
m∑
k=1
pk rki .
Thus if we extend the defining relations Ri by addition of Rm+1 = R and construct
the matrix of coefficients ρ′ = (r ′i k ) for the new system, then
r ′
i k
= ri k ; rm+1,k =
m∑
i=1
p i ri k ; (i = 1,2, . . . ,m ; k = 1,2, . . . ,n ).
One can now replace ρ′ by an equivalent matrix ρ′′ that contains only zeros in
the (m +1)th row by successively subtracting p i times the i th row from the last row.
Since ρ results from ρ′ by omitting the last row, the elementary divisors and rank of
ρ and ρ′′, and hence also of ρ and ρ′, are identical.
Now let T be any power product
T =S
q1
1 S
q2
2 · · ·S
qn
n
.
Take T as a new generator and
S
q1
1 S
q2
2 · · ·S
qn
n
T−1
as a new relation. The new coefficient matrix is then ρ′ = (r ′i k ), where r
′
i k = ri k
(i = 1,2, . . . ,m ; k = 1,2, . . . ,n); ri ,n+1 = 0 (i 6= m + 1); rm+1,k = qk (k 6= n + 1); and
rm+1,n+1 = −1. We can convert ρ′ into a matrix ρ′′ by successively adding qk times
the last column to the k th column. In ρ′′ all elements of the (m + 1)th row and the
(n + 1)th column apart from r ′′m+1,n+1 = −1 are zero. Now d
′′
1 is certainly equal to
1, because r ′′m+1,n+1 = −1. Further, d
′′
i = d i−1, because all i -rowed nonzero deter-
minants from ρ′′ are either determinants from ρ or else they contain the element
r ′′m+1,n+1 and hence are equal to an (i − 1)-rowed determinant from ρ. Conversely,
from each (i −1)-rowed determinant ofρ we can construct an i -rowed determinant
of ρ′′ with the same absolute value by taking suitable elements from the (m + 1)th
row and the (n +1)th column. Since all δ(k )i are divisible by δ
(k−1) we have
δ′′(k ) = δ(k−1) .
Therefore the elementary divisors d ′i of ρ
′ are equal to d i−1 for i > 1, and d ′1 = 1.
From the connection between the determinants of ρ and ρ′′ it also follows that the
rank s ′′ of ρ′′ is equal to s +1. Consequently, the rank s ′ of ρ′ is also s +1. Theorem
1 of Section 2.11 then follows.
To prove Theorem 2 in Section 2.11 we show that the transformations defined
in Section 2.12 may be accomplished for the matrix ρ of exponents ri k by alteration
of the generators and defining relations. Transformation 1 may be accomplished
by changing the numbering of generators and relations, and transformation 3 by
changing to the inverse of a generator or relation. We accomplish transformation 2
by first taking the consequence relation R1Rk2 ,
S
r11+kr21
1 S
r12+kr22
1 · · ·S
r1n+kr2n
1 = R
′
1.
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But then R1 = R ′1R
−k
2 is a consequence relation of R
′
1,R2, . . . ,Rm and hence may be
omitted. We accomplish the column transformation 2 by taking the new generator
S ′2 and relation Rm+1 = S
′−1
2 S
−k
1 S2. Then S2 = S
k
1S
′
2 and if we now replace S2 in all
relations by Sk1S
′
2, using Rm+1, then
R ′i =S
ri1+kri2
1 S
′ri2
2 · · ·S
rin
n .
The R ′i are consequence relations of the Ri (i = 1,2, . . . ,m + 1). But conversely, the
Ri are also consequence relations of the R ′i (i = 1,2, . . . ,m ) and Rm+1, since indeed
Ri = R
′
iR
−ri2
m+1. Consequently, the R
′
i and Rm+1 form a system of defining relations,
and hence so do the R ′i alone, when S2 and Rm+1 are both omitted. Theorem 2 in
Section 2.11 now follows from Theorem 2 in Section 2.12.
The word problem may be simply solved for a commutative group in the nor-
mal form given by Theorem 2 of Section 2.11. All representations of the identity are
comprised by
R
k1
1 R
k2
2 · · ·R
ks
s
= T
k1d 1
1 T
k2d 2
2 · · ·T
ksd s
s
.
The d i are zero for i > s . If
T
n1
1 T
n2
2 · · ·T
nn
n
and T
n ′1
1 T
n ′2
2 · · ·T
n ′n
n
are two words in the T , then they are the same element if and only if
n i ≡ n
′
i (mod d i ).
If all d i = 0 the group is called a free commutative or a free ABELIAN group. Free
ABELIAN groups are characterised by the number of their generators.
2.14 Commutative groups with operators
Using the coefficients defined in Section 1.13 for a commutative groupwith operator
x , the concepts of “generator,” “relation,” and “defining relation” may be extended
as follows.18 The elements
S1, S2, . . . , Sn (1)
are called the generators of the commutative group Fx with operator when each ele-
ment of Fmay be written as a power product
n∏
i=1
S
f i (x )
i . (2)
Such a product is called a relation when it is equal to the identity element of the
group. The relations
R1, R2, . . . , Rm
18J. W. ALEXANDER,Trans. Amer. Math. Soc. 30 (1928), 275.
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are called defining relations of Fx in the generators S if each relation R(S) may be
derived, by rearrangement of terms, from a product
n∏
i=1
R
g i (x )
i . (3)
Conversely, given any system of generators
S1, S2, . . . , Sn
and a system of relations
Ri (S) =S
ri1(x )
1 S
ri2(x )
2 · · ·S
rin (x )
n
(i = 1,2, . . . ,m )
there is always a commutative group with operator defined by this system. To prove
this we introduce new symbols
Sx
k
i =S i ,k (i = 1,2, . . . ,n ; k = 0,±1,±2, . . .)
and set
S
anx n+an+1x n+1+···+an+mx n+m
i =S
an
i ,nS
an+1
i ,n+1 · · ·S
an+m
i ,n+m .
The relations Rl (S i )may be transcribed as relations Ri (S i ,k ) in the S i ,k . We include
all relations (Rl )x
p
= Rl ,p (S i ,k ) (p = 0,±1,±2, . . .) expressed in the S i ,k . Then there is
a commutative group F generated by the S i ,k and defined by the relations
Rx
p
l
= Rl ,p (S i ,k ).
In this group the mapping defined on power products F of the S i ,k by
A(S i ,k ) =S i ,k+1
A(F1F2) = A(F1)A(F2)
is an automorphism, because it sends each power product Rl ,k to the power product
Rl ,k+1 and hence each relation goes to another relation. Thus if F1 and F2 are two
different power products in the S i ,k which denote the same element of F, so
F1 = F2R
(i.e., F1 is convertible to F2R by rearranging and applying the relationSai ,kS
b
i ,k =S
a+b
i ,k ),
then
A(F1) = A(F2)A(R),
and hence also
A(F1)≡ A(F2).
Likewise, one concludes from
F1F2 ≡ F12
that
A(F1)A(F2)≡ A(F12).
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Furthermore, the mapping A is invertible, and hence it is an automorphism of F.
If we now introduce the exponent x into the group by setting
A(F ) = F x
then one sees that
S i ,k =S
x k
i ,0 =S
x k
i
and that we have a system of generators S i and a system of defining relations Rl (Sk )
for the group when the exponents f (x ) are admitted.
2.15 Characterization of groups with operators
As for ordinary groups, one can ask how the various ways of defining a group with
operators by generators and relations are connected to each other. It is clear that
one can add any consequence to the defining relations, or omit any relation Rm
when it is a consequence of the others. Likewise, it is permissible to introduce a
new generator Sn+1 defined as a power product of the S1,S2, . . . ,Sn with the help of
a new relation, or to eliminate a generator Sn that may be expressed in terms of the
others. One can then prove, by considerations quite similar to those in Section 2.10,
that any two systems of generators and defining relations may be converted to each
other by such steps.
As a result, the properties of the defining relations characteristic of the group F
with operator x can be given purely formally as matrix properties. If
Ri (Sk ) =
n∏
i=1
S
rik (x )
k
are the defining relations of Fx and
ρ = (ri k (x ))
is the matrix of exponents ri k (x ), and if
Rm+1 =
m∏
k=1
R
pk (x )
k =
n∏
i=1
S
rm+1,i (x )
i
is a consequence relation, then
rm+1,i =
m∑
k=1
pk rki .
If we add Rm+1 to the others as a defining relation, then the exponent matrix of the
new system will be denoted by ρ′ = (r ′i k ). The passage from ρ to ρ
′, as well as from
ρ′ to ρ, will be called a type I rearrangement of matrices. If
n∏
i=1
S
rm+1,i
i
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is any power product, Sn+1 is a new generator and rm+1,n+1 =−1, and if we add Sn+1
as a new generator and
Rm+1 =
n+1∏
i=1
S
rm+1,i
i
as a new relation, then the matrix corresponding to the new system will be denoted
by ρ′′. The passage from ρ to ρ′′ and conversely will be called a type II matrix rear-
rangement.
The properties of exponent matrices invariant under rearrangements of the first
and second kind characterize the group F.
It now remains to show that the elementary divisors of ρ may also be defined in
this case, that the elementary divisors 6= xn are the same for all presentations of Fx ,
but that they do not chacterize Fx .
For this purpose we introduce the concept of divisibility and greatest common
divisor for L-polynomials with integral coefficients. We call f (x ) divisible by g (x )
when there is a polynomial h(x ) for which
f (x ) = g (x )h(x ).
By the greatest common divisor d (x ) of the polynomials f i (x ) (i = 1,2, . . . ,r ),
d (x ) = ( f 1(x ), f 2(x ), . . . , f r (x ))
we mean a polynomial which is a divisor of all the f i (x ) and divisible by all their
common divisors. We show that greatest common divisors always exist, and if d 1(x )
and d 2(x ) are both greatest common divisors of the f i (x ) then
d 2(x ) =±x
nd 1(x ).
Further: if d (x ) is a greatest common divisor of the f i (x ) (i = 1,2, . . . ,r ), and if
f r+1(x ) =
∑
n i (x ) f i (x )
is a linear combination of the f i (x ), then d (x ) is likewise the greatest common divi-
sor of
f i (x ) (i = 1,2, . . . ,r +1).
Elementary divisors of a matrix ρ(x )may now be defined exactly as the elementary
divisors of thematrixρ were in Section 2.11. Moreover, equivalence ofmatricesρ(x )
may be defined as in Section 2.12, except that integers are replaced by arbitrary L-
polynomials in the definition of the transformation 2. It then follows that equivalent
matrices have the same elementary divisors, and it follows in turn, by considerations
like those in Sections 2.12 and 2.13, that the elementary divisors 6= xn of an exponent
matrix are invariant under the matrix rearrangements of types I and II. The proofs
of these theorems for integral matrices may be carried over directly, since they use
only properties of the greatest common divisor d (x ).
An example later will illustrate that matrices with the same elementary divisors
need not be equivalent, and that groups Fx are therefore not characterized by the
elementary divisors of the exponent matrix of their defining relations.
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2.16 Divisibility properties of L-polynomials
We will reduce the divisibility relations between L-polynomials with integral coeffi-
cients to those between ordinary polynomials with integral coefficients. We call the
integral domain of integral L-polynomials I, and that of the integral ordinary poly-
nomials, Ig . The ordinary polynomial f (x ) is said to be divisible by the ordinary
polynomial g (x ) in Ig if there is an ordinary polynomial h(x ) such that
f (x ) = g (x )h(x ).
If
f (x ) = a nx
n +a n+1x
n+1+ · · ·+a n+mx
n+m , a n 6= 0,
then by | f (x )| we mean the ordinary polynomial x−n f (x ). We now claim: if f (x )
is divisible by g (x ), then | f (x )| is divisible by |g (x )| in Ig , and conversely, if | f (x )| is
divisible by |g (x )| in Ig then f (x ) is divisible by g (x ).
Namely, if
f (x ) = g (x )h(x )
and
| f (x )|= x−n f (x ), |g (x )|= x−m g (x )
then
| f (x )|= |g (x )|xm−nh(x ).
The polynomial xm−nh(x )must now be equal to
c0+ c1x + · · ·+ c l x
l
with c0 6= 0, and thus
|xm−nh(x )|= xm−nh(x ).
So | f (x )| is divisible by |g (x )| in Ig . The converse is trivial.
To find the divisors of f (x ) we therefore need only to find the divisors t (x ) of
| f (x )| in Ig ; xn t (x ) then yields all the divisors of f (x ) when n runs through all the
integers and t (x ) runs through all the divisors of | f (x )| in Ig .
Now to find the divisors of a polynomial in Ig we must introduce yet another
domain of polynomials and a new concept of divisibility. By Ir wemean the collec-
tion of ordinary polynomials in one variable with rational coefficients. We denote
polynomials from Ig with a subscript g , polynomials from Ir with a subscript r . Ig
is contained in Ir . Addition and multiplication of polynomials in Ir are defined as
in Section 1.13. One verifies that Ir is also an integral domain. A polynomial f r (x ) is
said to be divisible by g r (x ) in Ir if there is a polynomial hr (x ) such that
f r (x ) = g r (x )hr (x ).
In order to describe the relation between divisibility in Ig and Ir we call a poly-
nomial
f g (x ) = a 0+a 1x + · · ·+a nx
n
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from Ig primitive when the greatest common divisor
(a 0,a 1, . . . ,a n ) = a
is equal to 1. If
f r (x ) = b0+b1x + · · ·+bmx
m
is a polynomial from Ir then we take the rational numbers b i to their least common
denominator n ≥ 1 [not the same n ] as
b i =
b ′i
n
,
denote by b the greatest common divisor of the b ′i , and set
b ′i =bb
′′
i (i = 0,1, . . . ,m ).
The polynomial
∑n
i=0b
′′
i x
i is then a primitive polynomial uniquely determined by
f r (x ), which wemay denote by || f r (x )||, and
f r (x ) =
b
n
|| f r (x )||.
For the polynomial f g (x ) we have
f g (x ) = a || f g (x )||,
where a , as above, is the greatest common divisor of the coefficients of f g (x ).
The connection between the divisors t g of f g in Ig and the divisors tr of f g in Ir
is now the following:
If tr is a divisor of f g in Ir and f g = a || f g ||, then t · ||tr || is a divisor of f g in Ig
when t is a divisor of a . If, on the other hand, t g is a divisor of f g in Ig , then t g is also
a divisor of f g in Ir , and if t g = t ||tr || then t is a divisor of a . Thus the t ||tr || comprise
all divisors of f g in Ig . The proof depends as usual on the theorem19 on primitive
polynomials: the product of primitive polynomials is again a primitive polynomial.
If tr (x ) is a divisor of f g (x ) in Ir , then tr (x ) is also a divisor of || f g (x )||. Now let
|| f g (x )||= tr (x ) ·hr (x ),
tr (x ) =
c1
n1
||tr (x )||, hr (x ) =
c2
n2
||hr (x )||.
Then
n1n2|| f g (x )||= c1c2||tr (x )|| · ||hr (x )||.
Since ||tr || · ||hr || is a primitive polynomial, the greatest common divisor of the co-
efficients on the right hand side equals c1c2, and that of those on the left is n1n2,
so
c1c2 = n1n2.
19This theorem is commonly known asGauss’s lemma, because of its appearance in Article 42 of Gauss’s
Disquisitiones arithmeticae. (Translator’s note.)
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Thus
|| f f (x )||= ||tr (x )|| · ||hr (x )||,
so ||tr || is a divisor of || f g || in Ig , and hence also a divisor of f g in Ig . But then t ||tr ||
is also a divisor of f g (x )when t is a divisor of a .
If, on other hand, t g (x ) is a divisor of f g (x ) in Ig , so that
f g (x ) = t g (x )h g (x ),
and if
f g (x ) = a || f g (x )||, t g (x ) = t ||t g (x )||, h g (x ) = h ||h g (x )||,
then a = t h and the converse follows.
2.17 Greatest common divisor
In the domains Ig and Ir we define the greatest common divisors of n polynomials
f g 1(x ), f g 2(x ), . . . , f g n(x ),
respectively, f r1(x ), f r2(x ), . . . , f rn (x ),
in the usual way as follows: d g (x ), respectively d r (x ), is called the greatest common
divisor of the f g i , respectively f r i , if d g (x ), respectively d r (x ), is a common divisor
of all the f g i , respectively f r i , and each common divisor of all the f g i , respectively
f r i , is also a divisor of d g (x ), respectively d r (x ).
In algebra one shows that a greatest common divisor of n polynomials in Ir ex-
ists, andmay be determined, and that two different greatest common divisors of the
same polynomials, say d r (x ) and d ′r (x ), differ only by a constant factor:
d ′r (x ) = cd r (x ).
Thus ±||d r (x )|| is uniquely determined. We now claim:
If d r (x ) is a greatest common divisor of the polynomials
f g 1(x ), f g 2(x ), . . . , f g n (x )
in Ir , and a is the greatest common divisor of the coefficients of the f g i (x ), then
a ||d r (x )|| is the greatest commondivisor of the polynomials f g i inIg . Namely, a ||d r (x )||
is a divisor of f g i (x ), because if
f g i (x ) = a
(i )|| f g i (x )||
then a is a divisor of a (i ) and d r (x ) is a divisor of f g i (x ) in Ir , hence ||d r (x )|| is a
divisor of f g i (x ) in Ig . Conversely, if t g (x ) is a divisor of all the f g i (x ) in Ig and t g =
t ||t g (x )|| then t must divide all of the a (i ) and hence also a . And ||t g (x )|| is a divisor
of all the f g i (x ) in Ir , so ||t g (x )|| is likewise a divisor of d r (x ) in Ir , hence ||t g (x )||
is also a divisor of ||d r (x )|| in Ig . Thus a ||d r (x )|| = d g (x ) is the greatest common
divisor of the polynomials f g i (x ) in Ig . If d ′g (x ) is another greatest common divisor
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in Ig then d ′g (x ) is also a greatest common divisor in Ir and wemust therefore have
d ′
g
(x ) = c ||d g (x )||. Further, c must divide all a (i ) and likewise a must divide c , so
c =±a and hence d g (x ) =±d ′g (x ).
Finally we return to the original integral domain I of the polynomials f (x ). If
f i (x ) (i = 1,2, . . . ,m ) are polynomials of I and d g (x ) is the greatest common divisor
of the | f i (x )|, then d g (x ) is also the greatest common divisor of the f i (x ). Because
d g (x ) is a divisor of the | f i (x )| and hence also of the f i (x ), and if t (x ) is a common
divisor of the f i (x ) then |t (x )| is also a common divisor of the | f i (x )| in Ig , and thus
a divisor of d g (x ).
If f (x ) is any greatest common divisor of the f i (x ) then |d (x )| is a divisor of the
| f i (x )| in Ig , so |d (x )| is a divisor d g (x ) in Ig , i.e., d g (x ) = |d (x )|h g (x ). Conversely,
d g (x ) is a common divisor of the | f i (x )|, hence also of the f i (x ), so d g (x ) is among
the divisors of d (x ) in I, i.e.,
d (x ) = d g (x )h(x ),
which implies
|d (x )|= |d g (x )||h(x )|.
Since also
|d g (x )|= |d (x )||h g (x )|,
it follows that
|d (x )|= |d (x )||h g (x )||h(x )|,
whence
|h g (x )||h(x )|= 1
and so
|h g (x )|=±1, |h(x )|=±1.
It follows that
d (x ) =±d g (x )x
n .
Finally, let
fm+1(x ) =
m∑
i=1
n i (x ) f i (x ).
We claim: a greatest common divisor in I of the f i (x ) (i = 1,2, . . . ,m ) is also a greatest
commondivisor of f i (x ) and fm+1(x ), and conversely. Namely, each common divisor
of the f i (x ) is also one of f i (x ) and fm+1(x ), and conversely.
2.18 An example
A simple example of a group Fx which is not characterized by the elementary divi-
sors of its exponent matrix is the group with the relations
R1 =S
x 2+1 ≡ 1, R2 =S
2 ≡ 1. (1)
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The greatest common divisor d g (x ) of x 2 + 1 and 2 is obviously 1. Another matrix
with the same elementary divisors is given by
R ′1 =S ≡ 1.
We will show that the element S does not equal the identity in the group defined
by (1). If, on the contrary, S were a consequence relation, then, by Section 2.14,
S =S (x
2+1)n1(x )+2n2 (x )
would hold for suitable n i (x ). That is,
1= (x 2+1)n1(x )+2n2(x ). (2)
This polynomial relation must hold for all values of x , but if we set x = 1 we see that
the right hand side is divisible by 2 and hence cannot equal 1.
If we set S i =Sx
i and substitute the S i into R1 it follows that
S i+2 =S
−1
i
, so S i+4=S i .
If we take S1, S2 as generators then the relation
Sx
n (x 2+1) ≡ 1
may be used to express the remaining S i in terms of S1 and S2. R2 then says
S21 ≡ 1, S
2
2 ≡ 1
and we have
Sx1 =S
−1
2 =S2, S
x
2 =S
−1
1 =S1.
The unsatisfiability of equation (2) also shows aproperty of the greatest common
divisor d g (x ) of two polynomials f g 1(x ) and f g 2(x ) in Ig . Namely, d g (x ) is not in
general expressible as a linear combination of f g 1(x ) and f g 2(x ).
2.19 Factor groups with respect to commutator groups
A commutative group may be constructed from each group with generators S1,S2,
. . ., Sn and relations R1(S),R2(S), . . . ,Rm (S) by adding the relations
Ri k =S iSkS
−1
i
S−1k . (1)
The group that results from F in this way is called F′. We claim that F′ = F/K1,
the factor group of F by the commutator group K1. Certainly K1 contains all the
Ri k , and hence all transforms of the Ri k and their power products, hence all con-
sequence relations of the Ri k . However, if A and B are any power products of the S i
(i = 1,2, . . . ,n ) then it follows from (1) that A commutes with B , so
ABA−1B−1
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is a consequence relation of the Ri k . Therefore, since each commutator element of
F may be represented as a power product of the Ri k and their transforms, the Ri k
and their transforms generate the group K1, so F′ is indeed equal to F/K1.
Similarly, one can also construct the factor group ofF by the second commutator
group K2, F′′ = F/K2, by taking, in place of (1), the relations
Ri k l =S lRi kS
−1
l R
−1
i k (i ,k , l = 1,2, . . . ,n ). (2)
This is because these relations have the consequence
FRi kF
−1 ≡ Ri k
for each element F of F, so S l commutes with FRi kF−1 and hence with all elements
ofK1. The equations (2) now similarly permit a simple representation of all elements
by power products, as with commutative groups.
The power product F (S) of the S l is equivalent in F′′ to a product
S
r1
1 S
r2
2 · · ·S
rn
n
K ,
where K belongs to the commutator groupK1, and hence is a product of the Ri k and
their transforms. Now if we introduce new generators Ti k by the relations
T−1i k Ri k ≡ 1 (i < k )
then, in consequence of the relations (2),
FTi kF
−1 ≡ Ti k
and
Ti kTlm ≡ TlmTi k , Ti k ≡R
−1
ki ,
thus
K ≡ T
r12
12 · · ·T
r1n
1n T
r23
23 · · ·T
rn−1,n
n−1,n .
The products Ri k l go to the empty word under this conversion.
In particular, one can express the relations Ri (S) in the given form, so we have
Ri (S)≡S
ri1
1 S
ri2
2 · · ·S
rin
n
T
ri ,12
12 · · ·T
ri ,n−1,n
n−1,n .
Striking out the Ti k , one obtains the relations of F′ = F/K1.
We will now deal in more detail with the case where all ri k = 0, so that the group
F′ = F/K1 is a free ABELIAN group with n generators. Then the
Ri ≡T
ri ,12
12 · · ·T
ri ,n−1,n
n−1,n
are also the defining relations of the subgroup of F′′ generated by the Ti k , the com-
mutator group K′′1 of F
′′. This is a commutative group that is completely character-
ized by the elementary divisors of the matrix (ri ,l k ). Since K′′1 is also the factor group
ofK1 byK2,K1/K2, in the elementary divisors of (ri ,l k )we have numbers determined
by the group F itself, and not dependent on the presentation of F by generators and
relations.20
20Cf. K. REIDEMEISTER, Hamb. Abhdl. 5, 33 and H. ADELSBERGER, J. f. reine u. angew. Math. 163 (1930)
103.
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Chapter 3
Determination of Subgroups
3.1 Generators of Subgroups
Many deeper insights into the structure of a group are obtained by a process for
determining generators and defining relations for subgroups.1 This process allows,
e.g., the commutator subgroup of a group to be constructed. A geometric interpre-
tation of the following considerations will be found in Sections 4.20 and 6.14.
Let m be a set of generators S1,S2, . . . ,Sn of a group F, U a subgroup of F and g a
system of representatives
G1,G2, , . . .
of the left-sided residue classes UG of U in F. The residue class U itself may be rep-
resented by the identity element E = 1, the remaining G i are fixed power products
of the S. If F is any element of F and if F belongs to the residue class UG , then we
define F by
F =G .
IfU belongs to U thenUF = F and in particularU = 1. Under these assumptions we
claim that the elements
UG ,S =GSGS
−1
constitute a system U of generators for the subgroup UwhenG and S run through the
classes g andm independently of each other.
To prove this we first remark that theUG ,S themselves belong to the subgroup U.
Namely, sinceGS andGS belong to the same residue class of Uwe have
GS ≡UGS,
whereU is a suitable element of U. Consequently
UG ,S ≡UGSGS
−1
=U .
1For the following sections cf. K. REIDEMEISTER, Hamb. Abhandl. 5, (1926), 8 and O. SCHREIER, Hamb.
Abhandl. 5, (1926), 161
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If we now note that
GS−1GS−1
−1
is formally inverse toGS−1SG−1, and that the latter is an elementUG ,S (namely, the
element UG ′,S with G ′ = GS−1, since G ′S = GS−1S = G ) then we can easily see that
each power product of the S i (i = 1,2, . . . ,n)
Sǫ1α1S
ǫ2
α2
· · ·Sǫmαm (ǫk =±1,k = 1,2, . . . ,m ) (1)
which yields an element of U may also be written as a power product in the UG ,S .
Namely, we set
W0 = 1, W1 =S
ǫ1
α1
, W2 =S
ǫ1
α1
Sǫ2
α2
, . . . , Wm =S
ǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
and construct
W 0S
ǫ1
α1
W
−1
1 W 1S
ǫ2
α2
W
−1
2 W 2 · · ·W
−1
αm−1
W αm−1S
ǫm
αm
W
−1
m
.
SinceW 0 = 1= 1 andWm = 1 likewise, becauseWm belongs to U, this power product
becomes (1) by elementary computations in the free group on the S. But each of the
factors
W i−1S
ǫi
αi
W
−1
i
is either a UG ,S or else the inverse of such an element, so the UG ,S are a system of
generators for U. One sees that it is essential to have setU = 1.
Since there are different representative systems g for the residue classes UG i
modulo U which satisfy the latter requirement there are also different systems of
generators for U. We shall make use of this in Section 3.6 in order to bring the defin-
ing relations of U into a clearly arranged form. But first wemust carry out the deter-
mination of these relations.
3.2 Generators of the subgroup as special generators of
the group
It is quite simple to give relations which the generatorsUG ,S must satisfy: any rela-
tion R in the S i certainly yields an element which also belongs to U, and hence may
be expressed in terms of the UG ,S ; the resulting representation of the identity ele-
ment in U is then a relation in theUG ,S . It is more difficult to clarify how one obtains
all relations in theUG ,S . Naturally we cannot just say that each relation in theUG ,S
results from substitution in a relation in the S i . Indeed we shall see that this is in
general false.
We prepare for the solution of this problem by introducing theUG ,S as new gen-
erators of the group F subject to the relations
U−1
GS
GSGS
−1
≡ 1
and give a somewhat modified procedure for expressing power products of in the S i
andUG ,S which yield elements of U in terms of theUG ,S alone. As a more convenient
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way of writing we denote the new generators of F by T1,T2, . . . and their totality by t.
A Ti is therefore a certain Sk or a certainUG ,S . Now if
F = T ǫ1
α1
T ǫ2
α2
· · ·T ǫm
αm
(1)
is an arbitrary product in the T , we construct the subproducts
W0 = 1, W1 =T
ǫ1
α1
, W2 = T
ǫ1
α1
T ǫ2α2 , . . . , Wm = T
ǫ1
α1
T ǫ2α2 · · ·T
ǫm
αm
and, as in the previous section, taking W to be a certain power productG of the S i
which represents the residue class to whichW belongs, we set
F ′ =W 0T
ǫ1
α1
W
−1
1 W 1T
ǫ2
α2
W
−1
2 · · ·W
−1
m−1Wm−1T
ǫm
αm
W
−1
m . (2)
Again W 0 = 1 and, if F belongs to U, also Wm = 1, and thus F ′ is convertible into
F by elementary manipulations. If we also express the terms W i−1T
ǫi
αi W
−1
i , and in
general the terms
GT ǫGT ǫ
−1
ǫ =±1, (3)
where G and T run independently through the classes g and t, in terms of theUG ,S
in a specific way, then we obtain a new rule for representing each F that belongs to
U in terms of theUG ,S .
If we nowmake the replacement
GT−1GT−1
−1
=

G ′TG ′T−1
−1
whereG ′ =GT−1, then in case Ti =Sk
GTiGTi
−1
(4)
is replaced byUG ,Sk , and we express this by writing
|GTiGTi
−1
|U =UG ,Sk .
When the T in expression (4) corresponds to aUG ′,S and G = 1, so that GTi
−1
= 1,
we writeUG ′,S for (4). If G 6= 1 and Ti =UG ′,S we suppose a rule is given, which we
need not specify precisely, to replace theUG ′′,S in a power product |GTiGTi
−1
|U from
expression (4). Since G and GTi
−1
contain only S generators we can proceed, e.g.,
by replacing Ti =UG ′,S by the productG ′SG ′S
−1
in the S, and the resulting product
GUG ′,SGUG ′,S
−1
can be expressed in terms of theUG ,S as in the previous section. We
also denote this product by |GTiGTi
−1
|U. If F is an arbitrary power product in the
T which yields an element of U, then by FU wemean that product of theUG ,S which
consists of F ′ = F in which the factorsW i−1T
ǫi
αi W
−1
i
are replaced by |W i−1T
ǫi
αi W
−1
i
|U,
respectively (|W i−1T
ǫi
αi W
−1
i
|U)−1, in the way just described.
To avoid misunderstanding, we emphasise that the symbol |FU| is defined only
for the special elements (4) and that |FU| is in general different from FU. As an abbre-
viation we set
|F−1|U = (|F |U)
−1.
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3.3 Properties of the replacement process
We illuminate the connection between the products F and FU by the following the-
orems.
Theorem 1. If F is a product of theUG ,S alone, then FU is identical with F .
Namely, if we construct the product F ′ in Section 3.2 (2) for such an element F
in 3.2 (1) thenWi = 1 (i = 1,2, . . . ,m ) because all the factors of F belong to U.
Theorem 2. If F1F2 = F12 is the product of F1 and F2 written in juxtaposition, and
if F1 and F2 belong to U, then
F1UF2U = F12U.
Namely, if
Fk =
mk∏
l=1
T ǫl ,k
αl ,k
(k = 1,2), Wi ,k =
i∏
l=1
T ǫl ,k
αl ,k
(i = 1,2, . . . ,mk ;k = 1,2)
then
F12 =
m1∏
l=1
T ǫl ,1αl ,1
m2∏
l=1
T ǫl ,2αl ,2 .
The subproducts are
Wi ,12 =
i∏
l=1
T ǫl ,1
αl ,1
=Wi ,1 (i ≤m1)
and for the subproducts
Wi ,12 =Wm1,12
i−m1∏
l=1
T ǫl ,2
αl ,2
(i >m1)
we have
W i ,12 =W i−m1,2
becauseWm1 ,12 belongs to U andUF = F . Thus F
′
12 = F
′
1F
′
2 and the assertion follows.
Theorem 3. If F is a power product with
αi−1 =αi , ǫi−1+ ǫi = 0
and F ∗ is the product that results from F by striking out T
ǫi−1
αi−1 T
ǫi
αi , then FU results from
F ∗
U
by elementary manipulations in the domain of theUG ,S .
Because if
F =
m∏
i=1
T ǫi
αi
, F ∗ =
m−2∏
i=1
T
ηi
βi
, Wj =
j∏
l=1
T ǫl
αl
, W ∗
j
=
j∏
l=1
T
ηl
βl
,
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then Wj = W ∗j for j ≤ i − 2. For j > i − 2, W
∗
j results from Wj+2 by an elementary
manipulation, henceW ∗j =W j for j ≤ i − 2 andW
∗
j =W j+2 for j > i − 2. If we now
construct F ′ and F ∗ then
F ′ =
i−2∏
l=1
W l−1T
ǫl
αl
W
−1
l
·W i−2T
ǫi−1
αi−1
W
−1
i−1 ·W i−1T
ǫi
αi
W
−1
i
·
m∏
l=i+1
W l−1T
ǫl
αl
W
−1
l
and by the identity just established
F ∗
′
=
i−2∏
l=1
W l−1T
ǫl
αl
W
−1
l
·
m∏
l=i+1
W l−1T
ǫl
αl
W
−1
l
.
If now ǫi−1 is, say,+1 then ǫi is −1, hence
W i−1T
ǫi
αi
W
−1
i
= (W i−2Tαi−1W
−1
i−1)
−1
and if we now express the factors
W l−1T
ǫl
αl
W
−1
l
in F ′ and F ∗′ by theUG ,S as prescribed, then the two factors for l = i −1 and l = i in
FU yield actual formally inverse components in theUG ,S .
From this we also have Theorem 4: If F and F−1 are two formally inverse power
products in the T which represent elements of U, then the corresponding products
FU and (F−1)U are likewise formally inverse to each other. For, since FF−1 may be
reduced to the identity by cancellation in the free group generated by the T , this
also holds for (FF−1)U = FU(F−1)U in the free group generated by theUG ,S .
3.4 Defining relations
We have now completed the preparations needed to give the defining relations of U
in the generatorsUG ,S .
If
R1(T ), R2(T ), . . . , Rr (T )
is a system r of defining relations of the group F in the generators T , then we obtain
a system of defining relations for U in the generators UG ,S by expressing the power
products
GRG−1
in terms of theUG ,S . Here R runs through all relations in r andG through a complete
system of representatives of the left-sided residue classes UG of U in F.
To see why, let R be any relation in theUG ,S . We can also regard it as a relation
in the T , and hence it is a consequence of the relations Ri in r, so R(UG ,S ) is, after
renaming theUG ,S in the corresponding T ,
R(T ) =
∏
i
L i (T )R
ǫi
αi
(T )L−1
i
(T ).
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That is, we obtain a product convertible into a product of transforms of the R from r
and their inverses in the free group generated by the T . By further manipulations in
the free group on the T we obtain
R(T ) =
∏
L i (T )R
ǫi
αi
(T )L−1
i
(T )
=
∏
(L i (T )L
−1
i
)(LiR
ǫi
αi
L
−1
i
)(Li L
−1
i
(T )).
Here the three bracketed elements belong to U, and the products L i L
−1
i
and Li L
−1
i
are formally inverse to each other. Now, on the one hand,∏
L i (T )L
−1
i
LiR
ǫi
αi
L
−1
i
Li L
−1
i
(T )

U
results fromR(UG ,S ) by elementary manipulations in the domain of theUG ,S , by The-
orems 1 and 3 of Section 3.3. And, on the other hand, this product equals∏
(L i L
−1
i
)U(LiR
ǫi
αi
L
−1
i
)U(Li L
−1
i
)U
by Theorem 2 of 3.3. Also, the (L i L
−1
i
)U and (Li L
−1
i )U are formally inverse to each
other byTheorem 4of 3.3, andhenceR(UG ,S ) is a consequence relation of the (GRG−1)U.
3.5 SCHREIER’S normalized replacement process
The defining relations of F in the generators T fall naturally into two classes: the
class of relations that define the generatorsUG ,S and the class of relations that orig-
inate from the defining relations of F in the generators S. Correspondingly, we can
also divide the defining relations of U into two classes: relations of the first kind
(GR(S)G−1)U = 1, (1)
and relations of the second kind
(G ′UG ,S[GSGS
−1
]−1G ′−1)U = 1. (2)
Following SCHREIER, we now show that, by skillful use of the freedom which we still
have in the definition of the process FU, we can eliminate the relations of the second
kind. We can still decide how we shall express
G ′UG ,SG ′U
−1
GS
in terms of theUG ′,S forG ′ 6= 1, i.e., how we shall define
|G ′UG ,SG ′U
−1
GS
|U,
and we can choose the representatives of the residue classes G i in many ways. We
first determine the operation |F |U more exactly. Let
G ′UG ,S[GSGS
−1
]−1G ′−1 =
m∏
i=1
T ǫi
αi
,
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letWi be the subproducts of this expression, and in particular let
Wk =G
′, so T ǫk+1αk+1 =UG ,S .
If we construct  
m∏
i=1
T ǫiαi
!′
=
m∏
i=1
W i−1T
ǫi
αi
W
−1
i ,
then all Tαi (i 6= k +1) correspond to generators S, because the representatives G of
the residue classes are power products of the S alone. Hence
|W i−1T
ǫi
αi
W
−1
i |U (i 6= k +1)
is a fixed power product of theUG ,S . We now set
|W kT
ǫk+1
αk+1
W
−1
k+1|U, respectively |G
′UG ,SG ′U
−1
GS |U,
equal to  
k∏
i=1
|W i−1T
ǫi
αi
W
−1
i
|U
!−1 m∏
i=k+2
|W i−1T
ǫi
αi
W
−1
i
|U
!−1
.
This is permissible, because the product of the UG ,S on the right hand side really
represents the element
G ′UG ,SG ′S
−1
GS
on the basis of the relation. This arrangement ensures that the relations
(G ′UG ,S[GSGS
−1
]−1G ′−1)U
are identically satisfied, as long asG ′ 6= 1.
3.6 SCHREIER’S choice of representativesG
Now the only remaining relations of the second kind are the
(UG ,S[GSGS
−1
]−1)U ≡ 1.
We simplify them by a suitable choice of the representatives G . Namely, we impose
the following condition on theG (SCHREIER’S condition):
(Σ)Whenever
G =
r∏
i=1
Sǫiαi
is the representative of its residue class, then the initial segment products
j∏
i=1
Sǫi
αi
(j = 1,2, . . . ,r −1)
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are also representatives of their residue classes.
This condition is always satisfiable:
In each residue class there is at least one power product
l∏
i=1
Sǫi
αi
(ηi =±1) (1)
with the smallest possible number of factors l . We call l the length of the residue
class determined by (1). U is the unique residue class of length zero; for we have in
it the empty power product, 1, which was chosen earlier as the representative of U.
Now suppose that we have succeeded in choosing a representative, the expression
for which satisfies condition (Σ) and has length equal to that of the residue class, for
each residue class with length < l (l > 0).
We will show that our condition can also be satisfied for residue classes of length
l . Let UF be a residue class of length l and let (1) be a power product of length l
chosen from UF . Then we construct the residue classes
U
l−1∏
i=1
Sηiαi . (2)
Their length is l − 1. For (2) contains an expression of only l − 1 factors, but if it
contains a shorter expression
F =U
l−1∏
i=1
Sηiαi
then
FSηl
αi
=U
l∏
i=1
Sηi
αi
belongs to the residue class defined by (1) and has less than l factors, contrary to our
assumption aboutUF . By the induction hypothesis, (2) therefore contains a product
l−1∏
i=1
S
ǫi
βi
which satisfies (Σ). Nowwe take
l−1∏
i=1
S
ǫi
βi
·Sηl
αi
,
which must have length l , as representative of UF , and proceed similarly with all
residue classes of length l . In this way our assertion is proved.
3.7 The relations of the second kind
Wenow assume that the representativesG satisfy (Σ). The elementsUG ,S are divided
into two classes: UG ,S is said to be of the first kind, or a member of u1, if
GS =GS
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in the free group on the S. The remainingUG ,S are said to be of the second kind and
they comprise the class u2. Now ifUG ,S is of the first kind then, because
GSGS
−1
= 1
in the free group on the S, it also follows that
(GSGS
−1
)U = 1
in the free group on theUG ,S . That is, equation (2) of Section 3.5 can be replaced by
UG ,S = 1.
In other words: the generators UG ,S of class u1 can be struck out, since they are equal
to the identity.
We now investigate the elements of the class u2. Let
G =
r∏
i=1
Sǫiαi , GS =
s∏
k=1
S
ηk
βk
.
According to the rule for computing (GSGS
−1
)u we have to introduce representa-
tives of those residue classes which are determined by initial segments of the prod-
uct
r∏
i=1
SǫiαiS
1∏
k=s
S
−ηk
βk
.
By condition (Σ) we have the following series of expressions:
W 0 =W r+s+1, W j =
j∏
i=1
Sǫiαi (j = 1,2, . . . ,r ),
W r+1 =GS =
s∏
k=1
S
ηk
βk
, W r+i =
s−i+1∏
k=1
S
ηk
βk
(i = 2,3, . . . ,s ).
The following relations hold. For ǫj =+1,
W j−1S
ǫj
αj =W j−1Sαj =W j (j ≤ r )
and for ηs−i+1 =−1,
W r+1S
−ηs−i+1
βs−i+1
=W r+1Sβs−i+1 =W r+i+1.
For ǫj =−1,
W jS
−ǫj
αj =W jSαj =W j−1 (j ≤ r )
and for ηs−i+1 =+1,
W r+i+1S
ηs−i+1
βs−i+1
=W r+i+1Sβs−i+1 =W r+i ,
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possibly after manipulations in the free group of the S. Consequently, the elements
|W j−1S
ǫj
αjW
−1
j |U, |W r+1S
ηs−i+1
βs−i+1
W
−1
r+i−1|U
are all equal toUG ,S from the class u1, or inverses of such elements, and thus equal
to 1, so
(GSGS
−1
)U = |GSGS
−1
|U
and the equation in question reduces to the identity
UG ,SU
−1
G ,S = 1.
To summarize, we have arrived at the following: by suitable choice of the expres-
sions |F |U in Section 3.5, which are independent of the others, the equations (2) in
3.5 forG 6= 1 are eliminated, so that only the equations forG = 1 remain. If, in addi-
tion, the representatives of the residue classes are chosen so as to satisfy condition
(Σ) in 3.6 then the result is that the relations of the second kind may be replaced by
those which say that the
UG ,S for which GS =GS
are equal to the identity.
Another remark on the computation of relations: if
G =Sǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
and
R =S
η1
β1
S
η1
β1
· · ·S
ηn
βn
then the subproductsWi ofGRG−1 are
Wj =
j∏
i=1
Sǫi
αi
(j = 1,2, . . . ,m )
Wm+k =G
k∏
i=1
S
ηi
βi
(k = 1,2, . . . ,n )
Wm+n+l+1 =GR
m−l∏
r=m
S−ǫr
αr
(l = 0,1, . . . ,m −1).
Since
GRG ′ =GG ′,
because RF and F denote the same element in F, then
W l =Wm+n+m−l
and hence
|W lS
ǫl+1
αl+1
W
−1
l+1 |U = |Wm+n+m−lS
ǫl+1
αl+1
W
−1
m+n+m−l−1|U.
3.8. INVARIANT SUBGROUPS 67
Therefore, (GRG−1)U is converted by suitable transformations into
n∏
i=1
|Wm+i−1S
ηi
βi
W
−1
m+i
|U.
If G satisfies the conditions (Σ) then the collection of all the elements UG ,S deter-
mined by the initial segments ofG is contained in the class u1, and can therefore be
left out.
The relationships obtained between the generators and defining relations of a
subgroup may be derived quite quickly in another way.2 Let T be the free group on
the generators Ti of F, R the invariant subgroup determined by the defining rela-
tions Ri (T ), so F equals T/R; let U be a subgroup of F, and UT that subgroup of T
the power products of which yield elements of U. UT containsR, since all elements
ofR are representable by the identity element of F and hence of U. Thus the residue
classes UG of U in F consist exactly of power products of the residue classes UTL
modulo UT in T, and a full system of representatives Ni (T ) (i = 1,2, . . .) for the UG is
at the same time a full system of representatives for the UTL.
Thus we have: the generatorsUG ,S of U are at the same time a system of gener-
ators for the subgroup UT and in fact they yield a system of free generators of UT if
the Ni satisfy the SCHREIER condition and thoseUG ,S that equal 1 are left out.
We now ask more about the determination of R as a subgroup of UT. The ele-
ments R of R are power products of the elements L(T )Rk (T )L−1(T ), where L is an
arbitrary element of T. Now if L =UL, where L is the representative of the residue
class UTL andU belongs to UT, then LRL−1 =ULRL
−1
U−1; thus the elements ofR
may be composed from the elements NiRkN
−1
i and their transforms in UT. Conse-
quently, these NiRkN
−1
i , expressed in terms of the UG ,S , yield a system of defining
relations of U.
3.8 Invariant subgroups
If the subgroup U is an invariant subgroup of F then each F from U yields an auto-
morphism of U by the transformation
FUF−1 =U ′,
as we saw in Section 1.12. We now show that we can determine these automor-
phisms.
Obviously an automorphism
A(F ) = F ′
of a group F is determined when
A(S) =S ′
is given for all generators S. Because, since
A(F1)A(F2) = A(F1F2),
2W. HUREWICZ,Hamb. Abhandl. 5, 1930, 307.
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we have
A(Sǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
) = A(Sα1 )
ǫ1A(Sα2 )
ǫ2 · · ·A(Sαm )
ǫm
for each power product in the S. Applying this to the group U with the generators
UG ,S , we need only determine the elements
FUG ,SF
−1,
i.e., we need only express the products
FUG ,SF
−1
in terms of theUG ,S for all G in g and S in m. But this is possible immediately from
the process in Section 3.2. As F runs through all elements of Fwe obtain the totality
of automorphisms of U, which is a group. The automorphisms
SUS−1 =U ′,
as S runs through the classm, can obviously be chosen as generators of this group.
3.9 Subgroups of special groups
We now go to a few applications. If F is a free group, then each subgroup U of F is
a free group, as follows immediately from Section 3.7, generated by theUG ,S in the
class u2.3 It is in fact the case that if F is a group with generators
S1, S2, . . . , Sn
and the relations
S
a i
i ≡ 1, a i ≥ 0,
then each subgroup U of F has a presentation with the generators UG ,S and defining
relations of the form
U
uG ,S
G ,S ≡ 1.
We prove this for the case where the a i 6= 0 are all prime numbers. The residue
classes of
GSr
i
, 0≤ r < a i
are either disjoint or all identical. Namely, if
UGSrii =UGS
r2
i , r1 < r2,
then also
UG =UGS
(r2−r1)
i .
Further,
UGS
(r2−r1)
i =UGS
2(r2−r1)
i ,
3Other proofs may be found in Sections 4.17, 4.20, and 7.12. For the literature see the work of O.
SCHREIER cited on p. 57 and F. LEVI,Math. Zeit. 32, (1930), 315.
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so
UG =UGS
2(r2−r1)
i ,
and hence in general
UG =UGS
k (r2−r1)
i .
But, by Section 1.3, k (r2− r1) runs through all residue classes (mod a i ) and hence
UGS
k (r2−r1)
i runs through all the residue classes UGS
r
i .
Further, if
UGS
ri
i =UG
′S
r ′i
i
then the residue classes
UG ′ and UGS
ri−r
′
i
i
coincide, and in general so do the residue classes
UG ′Sr
′
i
and UGS
ri−r
′
i+r
′
i .
We now consider the consequence relations of the Sa ii in theUG ,S . They read
a i−1∏
r=0
GSriS iGSr+1i −1

U
= 1. (1)
Now if the same generators appear in two such relations then for two different
representativesG andG ′ wemust haveGSrii S iGSri+1i −1

U
=
G ′Sr ′ii S iG ′Sr ′i+1i −1

U
and hence also
UG ′S
r ′i
i =UGS
ri
i
UG ′Sr
i
=UGS
ri−r
′
i+r
i
so that the product
a i−1∏
r=0
G ′SriS iG ′Sr+1i −1

U
must result from (1) by a cyclic interchange, and hence is a consequence of (1). By
omitting these superfluous relations we can reach a stage where each generatorUG ,S
apears in at most one defining relation of U. But in such a relation either all theUG ,S
are the same, in which case the relation has the form
U
uG ,S
G ,S = 1,
or else the UG ,S appearing in the relation are formally different. In the latter case
either theseUG ,S all belong to the class u1 and hence equal the identity, or else they
appear as different elements of the class u2, inwhich case all but one of these genera-
tors can be eliminated by expressing them in terms of the others. Thus our assertion
is proved.
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3.10 Generators and defining relations of the congru-
ence subgroup Up
It follows from the result of the previous section that, e.g., all subgroups of the mod-
ular group have relations of the form
S
a i
i ≡ 1 with a i = 2 or 3
for suitable choice of generators S i . We check this for the congruence subgroups Up
and establish the number of these relations.4
As generators of the modular group we take S and T with the defining relations
S2 ≡ 1, (ST )3 ≡ 1.
The representatives of the residue classes UpM introduced in Section 1.9 are Gk =
ST k (k = 0,1, . . . ,p −1) These products satisfy the condition (Σ) in 3.6. We now con-
struct the generatorsU as in 3.1.
UGk ,T =GkT GkT
−1
=ST kT (ST k+1)−1 (k = 0,1, . . . ,p −2)
UE ,S =SS
−1
=SS−1
belong to the class u1, the others to the class u2. We have
UE ,T = T ; UGp−1,T =Gp−1T Gp−1T
−1
=ST pS−1;
UG0,S =S
2; UGk ,S =GkSGkS
−1
=ST kSST kS
−1
(k = 1,2, . . . ,p −1)
In order to determine the representatives
GkS =ST kS =Gk ∗
we compute the substitution corresponding to
ST kS =GkS,
namely
x ′ =
−1
− 1
x
+k
=
−x
kx −1
.
By Section 1.9
kk ∗≡−1 (mod p ), 0< k ∗ < p
and so
UGk ,S =ST
kST−k
∗
S−1.
Now for the relations! They read:
(S2)U ≡ 1;

(ST )3

U
≡ 1; (GkS
2G−1k )U ≡ 1;

Gk (TS)
3G−1k

U
≡ 1
(k = 0,1, . . . ,p −1).
4For the next two sections cf. H. RADEMACHER,Hamb. Abhandl. 7, (1930), 134.
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We begin with the consequences of the first relation,
(S2)U = |SG
−1
0 |U |G0S|U =UE ,SUG0 ,S =UG0 ,S ≡ 1,
(G0S
2G−10 )U = |G0S|U |SG0|U =UG0,SUE ,S =UG0,S ≡ 1,
(GkS
2G−1k )U = |GkSGkS
−1
|U |GkSSG
−1
k |U =UGk ,SUGk∗ ,S ≡ 1 (1)
The relations forGk andGk ∗ are convertible into each other by cyclic interchange. By
omission of superfluous relations one can thus reach the stage where each generator
appears in only one relation.
Now for the consequences of the second relation:
(STSTST )U = |SG
−1
0 |U |G0TG
−1
1 |U |G1SG1S
−1
|U |G1S T G1ST
−1
|U
· |G1ST SG1STS
−1
|U |G1STS T G1STST
−1
|U.
Noting thatG1S =Gp−1, and henceG1ST =G0, it follows by omitting the generators
already known to be equivalent to 1 that
UG1,SUGp−1,TUE ,T ≡ 1. (2)
Further
Gk (ST )
3G−1
k

U
= |GkSGkS
−1
|U |GkS T GkST
−1
|U |GkST SGkSTS
−1
|U
· |GkSTS T GkSTST
−1
|U |GkSTST SGkSTSTS
−1
|U |GkSTSTST GkSTSTST
−1
|U
= |GkSGkS
−1
|U |GkS T GkST
−1
|U |GkST SGkSTS
−1
|U
· |GkSTS T GkT−1S
−1
|U |GkT−1SSGkT−1
−1
|U |GkT−1T G
−1
k |U.
In order to determine the factorsUG ,T more precisely wemust determine the residue
classesGkS,GkSTS,GkT−1. We have
GkS =Gk ∗ for k 6= 0, G0S = E ,
GkSTS =GkT−1ST−1 =G (k−1)∗−1 for k 6= 1, = E for k = 1,
GkT−1 =Gk−1 for k ≥ 1, =Gp−1 for k = 0.
Thus the UG ,T which do not belong to u1 appear in the first place for k = 0 and 1,
in the second place for k = 1, in the last place for k = 0. Hence we completely
determine the relations forG0 andG1 first. One sees that
G1(ST )
3G−11 = (ST )
3
in the free group on S and T , and hence also
G1(ST )
3G−11

U
=

(ST )3

U
in the free group on theU , and that
G0(ST )
3G−10 =S(ST )
3S−1 =S2T (ST )3T−1S−2
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in the free group on S and T and hence
G0(ST )
3G−10 =S(ST )
3S−1

U
=

S2T

U

(ST )3

U

T−1S−2

U
in the free group on theU , and consequently these relations can be omitted, as con-
sequence relations of
 
(ST )3

U.
There remain the relations free of theUG ,T :
Gk (ST )
3G−1
k

U
= |GkSGkS
−1
|U |GkST SGkSTS
−1
|U |GkSTST SGkSTSTS
−1
|U
(k = 2,3, . . . ,p −1). (3)
One sees that the relations for
Gk ,Gk ∗+1 =GkST andG (k ∗+1)∗+1 =Gk (ST )2
are convertible into each other by cyclic interchange, and one concludes as in Sec-
tion 3.9 that two relations (3) are always convertible into each other by cyclic in-
terchange when they contain the same generators. Thus by omitting superfluous
relations one can reach the stage where each generator in (3) appears in only one
relation. It is clear, just as in Section 3.9, that the three generators that appear in a
relation are either all equal or all different.
For the process k ′ = k ∗+1 this says
k ′′′ = ((k ∗+1)∗+1)∗+1= k
and, if two of the numbers
k , k ′ = k ∗+1, k ′′ = (k ∗+1)∗+1
are equal, then they are all equal.
3.11 The relationsU
uG ,S
G ,S of the group Up
The reduction of the presentation of Up , by elimination of suitable UG ,T until only
relations of the form
U
uG ,S
G ,S = 1 (3.1)
remain, will not be carried out in general. Here we shall work under the assumption
that only relations of the form (1) appear, i.e., that k = k ∗ and k ∗ + 1 = k . For the
number of relations (1) that remain after omission of superfluous ones, see the work
cited in Section 3.10. There one finds an elimination process for theUG ,S .
If x ∗ = x then
x 2 ≡−1 (mod p ),
and conversely, if y = y ∗+1 then
y y ∗= y (y −1)≡−1 (mod p ).
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It must then be that
y 2− y +1≡ 0 (mod p ) (2)
or
(2y −1)2 ≡−3 (mod p ). (3)
Conversely, each solution of the congruence (2) follows from that of (3) and hence
y = y ∗+1.
Now the theory of quadratic forms5 shows that the congruence
x 2 ≡ a (mod p ) (4)
(forp anoddprimenumber) has either no solutions or twowhen a is not divisible by
p , and a is called a quadratic residue when the congruence (4) is solvable, otherwise
a nonresidue. We let 
a
p

be the symbol which equals +1 or −1 according as a is a quadratic residue or non-
residue (mod p ).
Now

−1
p

=+1 when p = 4n + 1, for any integer n , otherwise it equals −1, and
−3
p

=+1 when p = 3n +1, otherwise it equals −1.
Because of this, there are either exactly two UG ,S with U2G ,S = 1, or else none,
according as p = 4n + 1 or not, and there are two UG ,S with U3G ,S = 1 according as
p = 3n +1 or not. For p = 2, (4) has the solution x ≡ 1, for p = 3, (3) has the solution
y ≡−1 (mod 3).
We give a few more numerical examples.
Firstly, we can always eliminate UG0 ,S by Section 3.10, (1), and UGp−1,T with the
help of Section 3.10, (2).
In the case p = 2 only two generators remain,
UE ,T , UG1,S ,
and the relation
U2G1 ,S ≡ 1.
For p = 3 the generators remaining are
UE ,T , UG i ,S (i = 1,2)
with the relations
UG1 ,SUG2,S ≡ 1, U
3
G i ,S
≡ 1.
We can eliminateUG2,S and obtainUG1,S withU
3
G1,S
≡ 1.
5Specifically, the quadratic reciprocity theorem. (Translator’s note.)
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In the case p = 5 there remain initially
UE ,T , UG i ,S (i = 1,2,3,4)
UG1 ,SUG4,S ≡ 1, U
2
G2,S
≡ 1, U2G3 ,S ≡ 1,
UG1,SUG3,SUG4 ,S ≡ 1.
We eliminateUG1,T andUG4,T and obtain
UE ,T , UG i ,S ; U
2
G i ,S
≡ 1 (i = 2,3).
For p = 7 we get
UE ,T , UG i ,S ; U
3
G i ,S
≡ 1 (i = 3,5).
For p = 11 we get the free group with the generators
UE ,T , UG i ,S (i = 4,6).
3.12 Commutator groups
In the factor group modulo the commutator subgroup it can always be decided
whether two power products belong to the same residue class, hence a system of
representatives for these residue classes, and thereby generators of the commutator
subgroup, may always be given.
We now focus on the case where F is determined by two generators S1, S2 and
a relation R(S1,S2), and the factor group A of F by the commutator subgroup K is
infinite cyclic.
Let
R(S) =
m∏
i=1
S
s1i
1 S
s2i
2
and
sk =
m∑
i=1
ski (k = 1,2),
so
R ′(S) =S
s1
1 S
s2
2 ≡ 1
is the defining relation of A. And, since A is an infinite cyclic group, the greatest
common divisor of s1 and s2, (s1,s2), must be 1. If s2 = 0, then s1 = ±1. If s1 and
s2 are both 6= 0 then new generators s ′1 and s
′
2 may always be introduced, and the
relation R(S) converted to
R(S ′) =
m ′∏
i=1
S
′s ′1i
1 S
′s ′2i
2 ,
so that
s ′1 =
m ′∑
i=1
s ′1i = 0.
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This follows by induction from the following fact: if
|s1|> |s2| and s1 = ns2+ r1 (0≤ r1 < |s2|)
and if the generators S ′i are introduced by
S ′2 =S2S
n
1 , S
′
1 =S1,
then
R(S ′) =
m ′∏
i=1
S
′s1i
1 (S
′
2S
′−n
1 )
s2i
and therefore
s ′1 = s1+ns2 = r1.
We now suppose that
s ′1 = 0, s
′
2 = 1
and write S and K for S ′1 and S
′
2 respectively, in order to indicate that S
′
2 = K belongs
to the commutator subgroup K. The elements
Gs =S
s (s = 0,±1,±2, . . .)
then represent all the residue classes KF . They satisfy the condition (Σ). An element
l∏
i=1
Ss i K k i belongs to the residue class KGs with s =
m∑
i=1
s i .
So generators of K are the elements
UGs ,S =S
sSSs+1
−1
,
which belong to the class u1, and
UGs ,K =S
sKS−s = K s (s = 0,±1,±2, . . .),
which belong to the class u2.
Now let
R(S,K )=
m∏
i=1
Sri K ǫiS−ri . (1)
Then
GsRG
−1
s
=
m∏
i=1
Sri+sK ǫiS−ri−s , (2)
and hence all relations
(GsRG
−1
s
)U (3)
result from (R)U when K i is replaced by K i+s .
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The automorphism induced in K by transformation by S is determined by
SK sS
−1 = K s+1.
The collection of elements from the residue classes KS g n (g fixed; n = 0,±1,±2, . . .)
is an invariant subgroup Kg of F. The elements
G i =S
i (i = 0,1, . . . , g −1)
forma complete systemof representatives for the residue classesKg F . Consequently,
the elements
U ′
G i ,S
, U ′
G i ,K
(i = 0,1, . . . , g −1)
form a system of generators for Kg . The
U ′G i ,S (i = 0,1, . . . , g −2)
belong to the class u1, while
U ′G g−1,S =S
g , U ′G i ,K =S
iKS−i (i = 0,1, . . . , g −1)
belong to the class u2. The defining relations of Kg are
Ri = (S
iRS−i )U (i = 0,1, . . . , g −1).
They result from the relations (2) when one sets
UGk ,S =U
′l
G g−1,S
U ′
G i ,S
U ′−l
G g−1,S
with
l g + i = k for (0≤ i < g ).
If we make the elements of the commutator subgroup commute and set SKS−1 =
K x , then we obtain a group with operator determined by the generator K and the
relation
K f (x ) ≡ 1, (4)
which follows from (1). This is because the relations resulting from (2) are
K x
i f (x )
and hence they are consequence relations of (4) in the sense of Section 2.14.
3.13 The Freiheitssatz (the freeness theorem)
By considering invariant subgroups with infinite cyclic factor groups one can solve
the word problem for groups with one defining relation. This is achieved by the
following, so-called Freiheitssatz,67 formulated by DEHN, which states:
6It is usual to use the German name for this theorem. (Translator’s note.)
7W. MAGNUS, J. für reine und angew. Math. 163, (1930), 3.
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If S i (i = 1,2, . . . ,n) are generators of a group G with one defining relation R(S i )
which is a short word in the sense of Section 2.4 and which properly contains Sn , then
the group generated by the S i (i = 1,2, . . . ,n −1) is free.
The theorem holds if R does not contain the generators S i (i = 1,2, . . . ,n − 1),
becauseG is then the free product of the free group on the S i (i = 1,2, . . . ,n −1) and
the group generated by Sn with R(Sn )≡ 1.
We can then carry out the proof by complete induction on the length l (R), which
is the sum of the absolute values of the exponents of all S i in R , and assume the
theorem proved for l − 1, because for l = 1 we must have R = S±1
n
. We can also
assume that all S i really appear in R .
By allowing factors to commute, R may be brought into the form
S
r1
1 S
r2
2 · · ·S
rn
n
.
We first make the assumption that rn is zero. With addition of the relations S i ≡ 1
(i = 1,2, . . . ,n −1),G yields the free group with one generator Sn , and if we set
S i
n
SkS
−i
n
=Ski
and denote the relations resulting from S i
n
RS−i
n
by introducing the S lm by Ri (S lm ),
then Ri results from Ri−1 when each S lm is replaced by S l ,m+1, and the power prod-
ucts Ri (S lm ) thus have the same length l ′, and in fact l ′ < l because in Ri no element
corresponds to the factors Sk
n
.
ByGi k wemean the grouppresented on those generators that appear in Ri ,Ri+1,
. . ., Ri+k−1, and the S lm for which m1 <m <m2 and S lm1 and S lm2 both appear in
Ri ,Ri+1, . . . or Ri+k−1, and with the defining relations Ri ,Ri+1, . . . ,Ri+k−1.
By Ui wemean the group with generators common toGi1 andGi+1,1. Obviously
Ui is a proper subgroup of Gi1 and Gi+1,1, and hence it is a free group by the in-
duction hypothesis. It follows that Gi ,k+1 is the free product ofGi ,k andSi+k ,1 with
the amalgamated subgroup Ui+k (Section 2.7). Finally, letBi ka be those subgroups
of Gi k generated by the elements S l a (a fixed; l = 1,2, . . . ,n − 1) appearing among
the generators ofGi k . The groupsBi1a are free groups with the free generators S l a ,
for generators appearing in Ri cannot have the same second index, since it was as-
sumed that Sn did not appear in R . Thus it follows from the induction hypothe-
sis that the Bi1a are free groups. However, Bi ,k+1,a is the free product of Bi ka and
Bi+k ,1a and hence likewise a free group on the free generators S l a (Section 2.7).
Now we can derive an absurdity from the assumption that a relation R ′(S) be-
tween the S i (i = 1,2, . . . ,n − 1) follows from R , because R ′ would yield a relation
between the S l a .
The considerations are similar when rk is nonzero and one of the ri , say r1, is
zero. By addition of relations S i = 1 (S i = 2,3, . . . ,n) we get the free cyclic group with
generator S1. Now let
S i1SkS
−i
1 =Ski
and let Ri be the relation resulting fromS i1RS
−i
1 by introduction of theS lm . We retain
the definition of theGi k and Ui , and understandSi k to be the subgroup ofGi k gen-
erated by the S lm fromGi k with l 6= n . Gi k is free, because oneSnk properly appears
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in Ri , and it again follows from the properties of free products with amalgamated
subgroups that all the Si k are free groups with free generators S lm (l 6= n). If there
were a relation R ′ between the S i (i = 1,2, . . . ,n − 1) alone, then this would have a
relation between the S lm (l 6= n) as a consequence.
If all ri 6= 0 and n = 2 then a relation for S1 alone cannot follow from R . Namely,
if ∏
L iR
ǫi
i L
−1
i
=Sa1
then it follows, when we allow the factors on the left side to commute and set
∑
ǫi =
ǫ, that the left side becomes Sǫr11 S
ǫr2
2 . Consequently, we must have ǫ = 0 and hence
also a = 0.
Finally, if all ri 6= 0 and n ≥ 3 we extend the group G by a generator T1 with the
relation
T
r2
1 S
−1
1 = 1.
If the group with the generators T1,S2, . . . ,Sn−1 is free, so also is the group generated
by T r21 = S1,S2, . . . ,Sn−1, being a subgroup of a free group (Section 3.9), and in fact
S1,S2, . . . ,Sn−1 are free generators.
In place of S2 we introduce the new generator T2 into R by
S2 = T
−r1
1 T2.
Suppose R(S) is converted into R(T,S) by elimination of S1 and S2. If we make the
T commute with the S then the element T1 disappears. Further, if we construct the
invariant subgroup generated by
T i1 T2T
−i
1 = T2i , T
i
1SkT
−i
1 =Ski
and express
T i1 R(T,S)T
−i
1 = R i
in terms of the T2i ,Ski , then this results in a word of length l ′ less than that of R . For
no factors in R i correspond to the T k1 from R , and the sum of the absolute values of
the remaining terms is equal to the sum of the exponent values of the factors of R
different from S1. Thus the group generated by T1,T2,S3, . . . ,Sn−1 is a free group with
these free generators.
Among the consequences of the Freiheitssatz, one deserves particular atten-
tion:8
If G and G′ are two groups with generators S i ,S ′i respectively, and defining rela-
tions R(S),R ′(S ′) respectively, and if the correspondence I (S i ) = S ′i is an isomorphism
between G and G′, then I (R(S)) is an element which results from R ′(S ′) by transfor-
mation in the free group of the S. For more on the solution of the word problem in
groups with one defining relation we refer to W. MAGNUS (Math. Ann. 106, 295).
8For proof see MAGNUS loc. cit.
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3.14 Determination of automorphisms
A general procedure for determining the automorphism group from the generators
and defining relations is not known. We shall collect the most important results. If
S i (i = 1,2, . . . ,n) are generators of a group then an automorphism A is determined
when the elements A(S i ) = S ′i are known as power products of the S i . This is be-
cause any power product of the S i then goes to the element resulting from formal
replacement of the S i by S ′i .
Given a free commutative group with n free generators S i (i = 1,2, . . . ,n) and an
automorphism
A(S i ) =S
a i1
1 S
a i2
2 · · ·S
a in
n
,
the determinant of the a i k must equal ±1; this is because the elements S ′i = A(S i )
must again be free generators of the group and the equations∏
i
S
′x i
i =
∏
k
S
bk
k ,
respectively ∑
a i kxk =bk ,
must therefore be satisfied. Conversely, any substitution with determinant ±1 de-
fines an automorphism.
Now suppose we have a free group S with free generators S i (i = 1,2, . . . ,n). A
closed presentation of the automorphism group must be very intricate, but it is
worth asking about its generators and defining relations.
The automorphisms ofS include all permutations of the S i ,
A(S i ) =Sk i (i = 1,2, . . . ,n ). (1)
Furthermore, the elements
A(S1) =S
−1
1 , A(S i ) =S i (i 6= 1) (2)
and the elements
A(S1) =S1S2, A(S i ) =S i (i 6= 1) (3)
are again systems of free generators, because one can represent theS i in terms of the
A(S i ). NEILSEN9 showed that these operations generate the automorphism group of
S.
The automorphisms A(S i ) = S ′i obviously induce certain automorphisms in the
factor group F by the commutator subgroup. One obtains them by bringing the
power products for the S ′i into the form
S
a i1
1 S
a i2
2 · · ·S
a in
n
by transposition of factors. Since F is a free ABELIAN group, the determinant of the
a i k must equal ±1.
9J. NIELSEN,Math. Ann. 79 (1919), 269, and 91 (1924), 169.
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Conversely, each automorphism of a free ABELIAN group F is induced by an au-
tomorphism ofS. Namely, if one considers the S i in (1), (2), and (3) as generators of
F, then one sees that all automorphisms of Fmay be composed from the automor-
phisms (1), (2), and (3).
A beautiful result of NIELSEN10 sharpens this connection in the case of the free
groupS2 on two generators.
If A1 and A2 are two automorphisms of S2 which induce the same automor-
phism in the factor group by the commutator subgroup, then there is an inner auto-
morphism I ofS2 such that I composed with A1 yields A2, i.e., A2 = I A1.
The results for free products of finite cyclic groups aremuch simpler. We consider
only groups11 with two generators S1,S2 and the relations
S
a 1
1 ≡S
a 2
2 ≡ 1, a 1 > a 2. (4)
The automorphisms are then given by the equations
A(S1) = LS
r1
1 L
−1, A(S2) = LS
r2
2 L
−1
where ri and a i are relatively prime to each other.
It is clear, first of all, that that the given transformations are automorphisms.
Conversely, in automorphisms A(S i ) = S ′i the element S
′
i must have order a i , from
which it follows by Section 2.6 that the S ′i must be transforms of S
l1
1 , S
l2
2 respectively.
But the two S ′i cannot be transforms of powers of the same element Sb . Because
power products of the S ′i would then all belong to residue classes, modulo the com-
mutator subgroup, represented by Sn
b
(n = 0,±1, . . .). Thus wemust have
A(S1) = LS
r1
1 L
−1, A(S2) =MS
r2
2 M
−1.
Then
A(S1) =M
−1LS
r1
1 L
−1M , A(S2) =S
r2
2
and
A
∗(S1) =S
l
2M
−1LS1L
−1MS−l2 , A
∗(S2) =S2
are also automorphisms. The element S l2M
−1LS1L−1MS
−l
2 may now be reduced by
the method of Section 2.6, and l chosen, so that the reduced form begins and ends
with S±m1 . Now if A
∗(S1) were different from S1, say equal to NS1N−1, then each
power product of the A∗(S i )which containedS1 at all would also contain the product
N , which is impossible.
Closely related to the above are the automorphisms of the groupGwith genera-
tors S1,S2 defined by12
S
a 1
1 S
a 2
2 ≡ 1, a 1 > a 2.
As we saw in Section 2.6, the infinite cyclic subgroup generated by Sa 1 = D is the
center Z, and the factor group by Z is the group defined by (4). An automorphism A
10J. NIELSEN,Math. Ann. 78 (1918), 385.
11O. SCHREIER,Hamb. Abhandl. 3 (1924), 167.
12In the special case a 1 = 3, a 2 = 2 the automorphisms were found by M. Dehn, Math. Ann. 75 (1914),
402. In this case the group is the group of the trefoil knot, and DEHN used its automorphisms to show that
the left trefoil knot is not deformable into the right trefoil knot. (Translator’s note.)
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of G carries the center into itself and must induce automorphisms in Z on the one
hand and in the factor group G/Z on the other. The only automorphisms of Z are
A(D) =D and A(D) =D−1. Hence
(A(S1))
a 1 =S
ǫa 1
1 =D
ǫ , (A(S2))
a 2 =S
ǫa 2
2 =D
−ǫ (ǫ =±1); (5)
because of the second condition an automorphism ofGmust have the form
A(S i ) =MS
ri
i M
−1Ds i =MS
ri+a i s
′
i
i M
−1
where
s ′1 = s1, s
′
2 =−s2.
Then because of (5) wemust have
(ri +a i s
′
i
)a i = ǫa i ,
so
ri +a i s
′
i = ǫ.
Thus we have: the automorphisms of the groupG are
A(S i ) =MS
ǫ
iM
−1 (ǫ =±1; i = 1,2).
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Chapter 4
Line Segment Complexes
4.1 The concept of a line segment complex
We now turn to the simplest objects of combinatorial topology, the line segment
complexes. In particular, we have to consider paths in line segment complexes and
coverings of line segment complexes, two concepts which facilitate the connection
between line segment complexes and groups.
By a line segment complex1 Cwemean a finite or denumerably infinite collection
of points and line segments. The relations “is the initial point of,” “is the final point
of,” and “is equal but oppositely directed” between these objects may be explained
with the help of the following declarations.
A.1. If s is a segment then there is always a point p1 which is the initial point of s ,
and a point p2 which is the final point of s .
A.2. If s is a segment then there is a single oppositely directed segment equal to s ,
s ′ = s−1. The oppositely directed segment equal to s−1, namely (s−1)−1, is s .
A.3. If p1 and p2 are initial and final points of s , then p2 and p1, respectively, are
the initial and final points of s−1.
If p is an initial or final point of s then p is called a boundary point of s , and we
say that p bounds s . If the initial and final points p1 and p2 of s are different then the
point pair p1,p2 is called the boundary of s . If p1 = p2 = p then s is called a singular
segment and p is called the boundary of s . If all points and segments of a complex
C′ also belong to the complex C, and if the boundary relations in C′ also hold in C,
then C′ is called a subcomplex of C.
Now let the pairs of equal but oppositely directed line segments be given a fixed
numbering, with one segment of the pair associated with the symbol s i = s 1i and the
other with s−1i . Finitely many line segments, given in a certain order,
w =Sǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
(ǫi =±1) (1)
1The reader may prefer the shorter term graph or 1-complex. However, since Reidemeister uses not
only the term “Streckencomplex” but also its parts “Strecken” (line segments) and “Complex” (complex)
I have decided to keep them all. It may be wordy, but at least the words fit together better than “graph,”
“edge,” and “complex.” (Translator’s note.)
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constitute a path when the final point of Sǫiαi is the initial point of S
ǫi+1
αi+1 .
Thus w “traverses” the segments S±1
αi
. A path (1) is called “reduced” when it is
never the case that
αi =αi+1 and ǫi + ǫi+1= 0
hold simultaneously. Striking out or inserting two such segments is called reduc-
tion or extension of a path, respectively. A path is called open or closed according
as the initial point p of Sǫ11 and the final point p
′ of Sǫnn coincide or not. An open
path “leads” from p to p ′ or “connects” p with p ′. A path (1) is called simple if the
endpoints of the segments Sǫii are all different from each other. The length of a path
is the numberm of segments which it contains. If (1) is a path then
Sǫk
αk
Sǫk+1
αk+1
· · ·Sǫk+l
αk+l
(1≤ k ,k + l ≤m )
is also a path, which will be called a subpath of (1). The path
w −1 =S−ǫmαm · · ·S
−ǫ2
α2
S−ǫ1α1
is called the oppositely directed path equal to (1). If a path is not simple, then it
contains a closed subpath. One easily shows: if there is a path connecting different
points p and p ′ then there is also a simple path connecting p and p ′. It consists of
the original with the closed subpaths deleted.
By a tour wemean a path which traverses each segment only once. Ifw in (1) is
a tour then
Sǫiαi 6=S
ǫk
αk
and Sǫiαi 6=S
−ǫk
αk
when i 6= k .
A complex is called connected if any two points are connected by a path of finitely
many segments. A complex which is not connected consists of a finite or denumer-
able number of disjoint, connected subcomplexes, which may be called its compo-
nents.
Examples of complexes may be constructed so easily from, e.g., euclidean seg-
ments that we shall not describe them further.
4.2 Orders of points. Regular complexes
A few questions that come up with finite complexes are the following. Let a 0 be
the number of points of C, 2a 1 the number of directed segments, where equal but
oppositely directed segments are counted separately. If k segments begin at a point,
then k is called the order2 of the point. Let rk be the number of points of order k .
Then ∑
k rk = 2a 1,
where the sum is taken over all points. Further, let∑
r2l+1 = r
(1)
2Today, k is more commonly called the degree of the point, but in this book the word “degree” is used
only when the order is constant. (Translator’s note.)
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be the number of points of odd order. Then∑
k rk =
∑
2l r2l +
∑
(2l +1)r2l+1
= 2
∑
l r2l +2
∑
l r2l+1+ r
(1),
so r (1) = 2r is always an even number.
If the same number, k , of segments begin at each point then the complex is
called regular of degree k . This concept is also meaningful for complexes with in-
finitely many elements. If k is odd and the number of points is finite, then a 0 must
be even because the number of segments 2a 1 is in this case equal to a 0k . The regu-
lar complexes with k = 1 are decomposable into 1
2
a 0 components, each consisting
of a nonsingular segment and two points. The connected regular complexes with
k = 2 consist either of one point, a singular segment, and its inverse; or secondly of
a finite number of points p1,p2, . . . ,pa 0 and a 0 segments s1,s2, . . . ,sa 0 together with
their inverses. With suitable orientation and numbering, s i begins at p i and ends
at p i+1 (for i = 1,2, . . . ,a 0 − 1) or p1 (for i = a 0). The third case is infinitely many
points p0,p1,p−1,p2,p−2, . . . and segments s0,s1,s−1,s2,s−2, . . .; with suitable orien-
tation and numbering, s i begins at p i and ends at p i+1. If k > 2 then it is difficult to
obtain a general view of the regular complexes.
4.3 The Königsberg bridge problem
One of the first topological questions to be asked was whether a connected complex
could be traversed in a single tour. The so-called Königsberg bridge problem is a
problem requiring a tour of a particular complex, and EULER3 showed that it is im-
possible by proving the following general theorem: let C be connected and with only
finitely many points and segments. If all points of the complex are of even order then
Cmay be traversed by a closed tour. If, on the other hand, C contains 2r points of odd
order, then there are r paths
w1, w2, . . . , ,wr ,
and no fewer, which together traverse each segment of C exactly once.
It is clear that there can be no fewer than r paths of the kind required, because
only the initial and final point of the tour can be of odd order. If C can be traversed
inm tours than
2r ≤ 2m .
Now to show that exactly r tours exist first look at the case where all points are of
even order. If w is any tour of C which begins at p1 and ends at p2, then if p1 6= p2
there is an odd number of segments which begin at p2. There is consequently a seg-
ment emanating from p2 which is not traversed byw , and thusw can be prolonged.
If p1 = p2 then w is closed and one possibility is that there is a point p on w which
still bounds a segment not traversed byw . We then letw ′ be the closed path that re-
sults from a cyclic interchange ofw and begins at p , and we can prolongw ′ from p .
3Petrop. Comm. 8 (1741), 128.
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Otherwise,w traverses all segments emanating frompoints throughwhich it passes,
so that the points and segments ofw form a component of C, whichmust be C itself,
since C is connected.
It follows that there must be a tour containing all segments of C, and this tour
must be closed, otherwise odd numbers of segments would emanate from its initial
and final points.
Now if C is a complex with r 6= 0 we construct a complex C′ with r ′ = 0 by adding
r nonsingular segments which connect the points of odd order with each other in
pairs. Then C′ may be traversed by a tour, and if we remove from it the segments not
belonging to C this tour falls into exactly r subtours.
4.4 Trees
A complex is called a tree if it is connected and no reduced closed paths may be con-
structed from its segments.
It follows that all segments of a tree are nonsingular and that all reduced paths
in a tree are open and simple. Two points of a tree may be connected by only one
reduced path. Namely, ifw andw ′ are two such paths, thenww ′−1 is a closed path.
The lattermay be shortened by cancelling neighboring equal but oppositely directed
segments until finally all segments are removed. Hencew =w ′. It also follows from
this fact that if
Sǫ1
α1
Sǫ2
α2
· · ·Sǫi
αi
Sǫi+1
αi+1
· · ·Sǫm
αm
is a reduced path which connects the point p1 to the point p2, and if the final point
of Sǫiαi is the point p3, then
Sǫ1
α1
Sǫ2
α2
· · ·Sǫi
αi
is the reduced path that connects p1 to p3.
If a complex C is connected, and if each point p of C can be connected with any
point p ′ by only a single reduced path, then C is a tree. If p is an arbitrary point of
the tree, and ifw i are the simple paths from p to all other points p i of the tree, then
any segment sk appears in all w i with the same exponent ǫ. Supposing it appeared
in w i1 with ǫ = +1 and in w i2 with ǫ = −1, there would be a subpath w ′i1 of w i1
ending with sk , and a subpath w ′i2 ofw i2 ending at the endpoint of sk , but not with
sk itself. Then w ′i1w
′−1
i2 would be a closed reduced path, which is a contradiction.
Thus one can label the segments in such a way that all segments in thew i have ǫ = 1
and the path w i to p i ends with s i . Then p i is the final point of only one segment,
with whichw i ends. The point p is the initial point of all segments which it bounds.
Thus, if a finite treeB contains a 0 points, thenB contains
a 1 = a 0−1 (1)
pairs of oppositely directed equal segments.
After these preliminary remarks we demonstrate the important theorem: if C is
a connected complex containing at least two distinct points p1 and p2, then there is a
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subcomplexB of Cwhich contains all points of C and is a tree.4
We first suppose that C contains only finitely many points,
p1, p2, · · · , pa 0 ,
and prove the theorem under this hypothesis by complete induction. In the base
case there is a treeB2 which contains p1 and p2, because there is a simple line seg-
ment connecting p1 to p2 and the complex consisting of the two points and the pair
of oppositely directed line segments between them is a tree because it contains no
simple closed path.
Now ifBi is a tree which contains the points
p1, p2, · · · , p i ,
then either p i+1 already occurs in this tree, in which caseBi+1 =Bi , or else
Sǫ1
α1
Sǫ2
α2
· · ·Sǫk
αk
Sǫk+1
αk+1
· · ·Sǫm
αm
is a simple path which connects p1 with p i+1. There is then a value k ≤m such that
the subpath
Sǫk
αk
Sǫk+1
αk+1
· · ·Sǫm
αm
has no point in common with Bi apart from its initial point. We now construct
the complex Bi+1 consisting of the points and segments of Bi together with the
segments
S±1αk , S
±1
αk+1
, · · · S±1αm
and their boundary points. ThenBi+1 is a tree, andBa 0 is the tree sought.
We now suppose that C contains denumerably many points p1,p2, . . . . By apply-
ing the process for finite C here we obtain an infinite sequence of subcomplexesBi
which are trees consisting of finitely many elements and which contain the points
pk for k < i . By B we mean the complex containing all the points and segments
occurring in theBi . These are all the points of C. Furthermore,B is a tree. Namely,
if there were a closed reduced path inB then it would also be in theBk containing
all of the (finitely many) segments in this path, and this is a contradiction because
Bk is a tree.
4.5 The connectivity number
IfC is a tree, then the complexB in C constructed above is identical with C itself. For
if a segment, s say, did not appear inB then the complex Cwould not be a tree. If s
is a singular segment this is clear. If s is not singular, let w be the simple path inB
running from the final point of s to the initial point of s . Then sw is a simple closed
path and so C is not a tree. If C is not a tree, then there are either singular segments
in C or else different subcomplexes which are trees containing all the points of C.
4Such a subcomplexB of C is today called a spanning tree of C. In future I will often use phrases such
as “LetB be a spanning tree of C” in place of Reidemeister’s phrases such as “LetB be a tree which is a
subcomplex of C containing all points of C.” (Translator’s note.)
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LetB be such a tree and let s be a nonsingular segment of C not occurring inB.
We now construct the complex C′ which results fromB by the addition of s . Let w
be the path inBwhich leads from the final point p2 to the initial point p1 of s . Then
sw is a simple path, and indeed up to cyclic interchange and reversal of direction it
is the only simple closed path in C′. This is because, if w ′ is a simple closed path,
then it cannot run entirely in B and hence must contain s or s−1; say, containing s
and beginning with p1. With the removal of s we obtain from w ′ a simple path w ∗
inB running from p2 to p1, so w ∗ =w and w ′ = sw . Now if s ′ is any segment ofB
contained inw , then
w =w1s
′w2.
LetB′ be the complex which results from C by elimination of s ′. B′ contains all the
points of C andB′ is a tree different fromB. A treeB′ which results fromB in this
way is called a neighbor ofB.
IfB andB∗ are two spanning trees of C, and if there are exactly 2k segments ap-
pearing in B∗ but not in B, then B =B∗ if k = 0, B and B∗ are neighbors if k = 1,
and there is a chain of neighboring trees
B, B(1), B(2), . . . , B(k )
withB(k ) =B∗ in case k > 1.
If k = 0, then all segments of B∗ belong to B. For if B contained a segment
which did not appear inB∗,B∗ would not be a tree, becauseB∗ contains all points
of C by hypothesis and addition of a further segment toB∗ gives a complex which is
not a tree.
If k ≥ 1, let s1 be a segment occuring inB∗ but not inB. The path w inB from
the final point of s1 to the initial point then itself contains a segment s ′1 which does
not appear inB∗, otherwiseB∗ would contain the simple closed path s1w . We now
constructB(1) fromB by adding s1 and removing s ′1. ThenB
∗ contains only 2(k −1)
segments which do not appear inB(1). Thus by iteration of the process we come to
a treeB(k ) which contains all the segments thatB∗ does.
By the connectivity number of a connected complex C we mean the number of
segment pairs of C which do not appear in a spanning treeB of C. The connectivity
number of a tree is therefore 0. If the connectivity number is a > 0 we first have to
show that the a associated with complex is unique. We suppose that C contains 2a
more segments than the treeB and 2a ′ more than the treeB′, whereB andB′ each
contain all the points of C and a is finite. Now if B′ contains 2k segments which
do not belong to B, then k ≤ a . If k = 0 then B is identical with B′, so a = a ′. If
k = 1 thenB andB′ are neighbors and, as one easily sees, a = a ′. If k > 1 there is a
chain of neighboring trees B,B(1),B(2), . . . ,B(k ) =B′ beginning with B and ending
with B′. Since a (i ) = a (i+1) always holds for the number a (i ) of segments of C not
belonging toB(i ), we have a = a ′.
One can also give an easy indirect proof that: if C contains infinitely many more
segments than one spanning treeB of C, then C contains infinitely many more seg-
ments than any such tree.
For complexes containing only finitely elements, a may be easily computed. If
a 0 is the number of points, and 2a 1 the number of segments, then the connectivity
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number
a =−a 0+a 1+1.
For a tree, this follows from (1) of Section 4.4. Another proof for trees with finitely
many segments is the following: it is correct for the tree with a single pair of seg-
ments; here a 0 = 2. Supposing that the theorem is true for a 1 = k , we prove it for
a 1 = k + 1. Let B be a tree with a 0 points and 2a 1 = 2(k + 1) segments, with p an
arbitrary point and w i the unique simple path from p to p i . All of these paths have
finite length, hence there is among them one of greatest length, wm , which leads to
pm . But then pm can only bound the segment sm with which wm ends, and sm can
appear in no reduced path connecting p to the other p i . Then if we remove pm and
sm fromBwe again obtain a connected complex, and in fact a tree with a 0−1 points
and 2(a 1−1) = 2k segments, so
0= (a 0−1)− (a 1−1)−1= a 0−a 1−1,
as was to be proved.
If now C is an arbitrary complex with a 0 points and 2a 1 segments, and ifB is a
spanning tree ofC, hence with a 0 points, thenB contains exactly 2(a 0−1) segments,
and if a is the connectivity number of C then C contains
a 1 = a +a 0−1
segment pairs. This is the equation claimed.
4.6 The fundamental group of a line segment complex
Let C be a connected line segment complex, and let p0 be one of its points. The
closed paths in this complex emanating from p0 determine a group when we admit
the empty path consisting of p0 alone and make the following definition: two such
paths are called equivalent when they may be converted into each other by expan-
sion and reduction. One concludes easily, as we did in Section 2.2, that this relation
is symmetrical and transitive. Each path is equivalent to a reduced path when we
also admit the empty path consisting of p0 alone. One concludes further, as in Sec-
tion 2.3, that a path is equivalent to a single reduced path, so that only one reduced
path appears in each class of equivalent paths. The class of closed paths emanat-
ing from p0 in which w appears will be denoted by [w ]. By the product [w1][w2]
of two classes we mean the class [w1w2], and one concludes as in Section 2.2 that
the classes form a group under this multiplication, called the fundamental group5
of C with basepoint p0. The class containing the empty path plays the role of the
identity, and [w −1] is the class inverse to [w ]. The groupoid (Section 1.15) of classes
of arbitrary equivalent paths may be defined similarly. The identities of the latter
correspond to the points of C.
5Reidemeister calls it theWegegruppe (“path group,” not unreasonably), but I have decided to use the
term “fundamental group,” since it is now used universally. However, Reidemeister’s notation is easier to
understand knowing that“Weg” is the German word for path. This explains the notationw for paths, and
(from Section 6.1 onwards) the notationW (fraktur W) for the fundamental group. (Translator’s note.)
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If C is a tree, then the fundamental group consists only of the identity. If C is not
a tree then there is a reduced closed path, and hence also one which begins at p0.
The fundamental group is therefore more than just the identity. In general it may be
shown that if a is the connectivity number of C, then the fundamental group is a free
group with a free generators. To show this, letB be a spanning tree of C. Let
s1, s2, . . . , sk
be the segments which, together with their inverses, do not appear inB. Let p i ,1 be
the initial point, and p i ,2 the final point, of the segment s i . Also let w i ,1 and w i ,2 be
simple paths inBwhich lead from p0 to p i ,1 and p i ,2 respectively. We now construct
the closed path
w i ,1s iw
−1
i ,2
beginning at p0, set
[w i ,1s iw
−1
i ,2 ] =S i ,
and assert that the S i are generators of the fundamental group. To express an ele-
ment [w ] in terms of the S i , we take the reduced path w ′ contained in [w ]. If w ′ is
not empty, thenw ′ runs through finitely many of the segments s i in succession, say
m of them. If sα1 is the first of these segments to appear in w
′, then w ′ first leaves
the tree B at the point pα1 ,1 or pα1 ,2, according as sα1 is traversed in the positive or
negative sense. If we assume the former, then w ′ begins withwα1,1sα1 , say
w ′ =wα1,1sα1w
′′.
Then
S−1
α1
[w ′] = [wα1,2w
′′]
contains a path which traverses onlym −1 segments s i in succession, and the same
holds also for the reduced path in this class. It then follows by induction that if
s ǫ1
α1
, s ǫ2
α2
, . . . , s ǫm
αm
are the segments s±1i which w
′ traverses successively in the positive direction, then
in the class
S−ǫm
αm
S−ǫm−1
αm−1
· · ·S−ǫ1
α1
[w ′]
there is a path which traverses none of the segments s i . Thus the path is entirely
contained inB and may be converted to the empty path by reduction.
We still have to see how the different generating systems of the fundamental
group depend on the different choices of the tree B. Let B and B′ be two neigh-
boring trees. Let s ′ = s1 be the segment that is inB′ but not inB, and s the segment
that is inB but not inB′. Let
sα1 , sα2 , · · ·
be those segments s i (i = 1,2, . . .) whose endpoints both remain connected to p0
after removal of s fromB, let
sβ1 , sβ2 , · · · (sγ1 , sγ2 , · · ·)
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be those for which this holds for the initial point (respectively, final point) but not
for the final point (respectively, initial point), and let
sδ1 , sδ2 , · · ·
be those for which it holds for neither the initial or final point. Then the simple paths
from p0 inB′ to pαi ,1,pαi ,2,pβi ,1,pβi ,2 are identical with those inB; those from p0 to
pβi ,2,pγi ,1,pδi ,1,pδi ,2, on the other hand, always pass through s
′, and indeed all in
the positive direction (cf. Section 4.4) with a suitable orientation of s ′ = s1. Now let
S ′
i
= [w ′
i1s iw
′−1
i2 ] (i > 1)
be the generators corresponding to the paths s i relative toB′, let w ′1 be the path in
B′ from p0 to the initial point of s , andw ′2 that to the final point of s , so
S ′1 = [w
′
1sw
′−1
2 ]
is the missing generator relative to B′. Then one sees that either w ′1 or w
′
2, but not
both, passes through the segment s . It then follows that
S ′1 =S
±1
1 , S
′
αi
=Sαi , S
′
βi
=SβiS
−1
1 ,
S ′γi =S1Sγi , S
′
δi
=S1SδiS
−1
1 .
By Section 3.14, this mapping from the S i to the S ′i is an automorphism of the free
group generated by the S i .
4.7 Coverings of complexes
There is a relation between complexes which is very similar to homomorphism of
groups. We introduce it with the help of the following definitions.
A complex C covers a complex C∗ if each point p and each segment s of C is
associated with a point A(p ) = p ∗ and with a segment A(s ) = s ∗, respectively, of C∗ in
the following way:
A.1. Each p ∗ corresponds to at least one p .
A.2. If p is the initial point of s ǫi then A(p ) is the initial point of A(s
ǫ
i ).
A.3. If s ǫ1α1 ,s
ǫ2
α2 , . . . ,s
ǫn
αn are the segments with initial point p , then
A(s ǫ1
α1
), A(s ǫ2
α2
), . . . , A(s ǫn
αn
)
are all different, and in fact they are the segments with initial point A(p ).
A.4. A(s−1) = A(s )−1.
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A is called a mapping of C onto C∗, or a covering of C∗ by C, or a homomorphism6
from C to C∗. C is called homomorphic to C∗ if there is a homomorphism A with
A(C) = C∗.
If each element of C∗ corresponds to only a single element of C, then C is said to
be isomorphic to C∗. This relation is reflexive and symmetric. If
w = s ǫ1
α1
s ǫ2
α2
· · ·s ǫn
αn
is a path, then the sequence of segments
A(s ǫ1α1 )A(s
ǫ2
α2
) · · ·A(s ǫnαn )
is likewise a path, which may be denoted by A(w ). If w is closed, then A(w ) is also
closed. Thus if A(w ) is open, w is also open. If C′ is any subcomplex of C, then by
A(C′) wemean the corresponding points and segments of C∗ under the mapping A .
They likewise constitute a complex C′∗.
It follows from A.2 and A.4 that if p is the final point of s ǫii then A(p ) is the final
point of A(s ǫii ).
A.3 can also be expressed as follows. The segments which have p as initial point
aremapped one-to-one onto the segments which haveA(p ) as initial point. It should
be stressed that s and s−1 are different segments. Thus it can happen, e.g., that p
bounds two nonsingular segments and A(p ) bounds one singular segment.
It follows from A.1 and A.3 that each segment s ∗ corresponds to at least one seg-
ment s for which A(s ) = s ∗.
The homomorphism relation is transitive, or more precisely: if C,C∗,C∗∗ are three
complexes, the elements of which are denoted by
p ,s , p ∗,s ∗, p ∗∗,s ∗∗
and if
A1(p ) = p
∗, A1(s ) = s
∗
is a covering of C∗ by C, and
A2(p
∗) = p ∗∗, A2(s
∗) = s ∗∗
is a covering of C∗∗ by C∗, and if we set
A3(p ) = A2(A1(p )) = p
∗∗, A3(s ) =A2(A1(s )) = s
∗∗,
then A3 is a covering of C∗∗ by C.
Namely, each p ∗∗ inC∗∗ corresponds to some p , because there is ap ∗withA2(p ∗) =
p ∗∗ and in turn a p with A1(p ) = p ∗. If p is the initial point of s ǫ , then A3(p ) is the ini-
tial point of A3(s ǫ), because A i (p ) is the initial point of A1(s ǫ) and A2(A1(p )) = A3(p )
is the initial point of A2(A1(s ǫ)) =A3(s ǫ). If A3(p ) = p ∗∗ then the segments beginning
6Reidemeister calls it an “isomorphism,” using the old terminology which called all homomorphisms
“isomorphisms,” and distinguished our isomorphisms as “one-to-one isomorphisms.” Of course, the old
terminology is confusing for modern readers, so I have used the words “homomorphism” and “isomor-
phism” as we do today. (Translator’s note.)
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with p are mapped one-to-one onto those beginning with p ∗∗, because A1 maps
these segments one-to-one onto those beginning with A1(p ), and A2 maps the latter
one-to-one onto those beginning with p ∗∗. Finally,
A3(s
−1) = A2(A1(s
−1)) = A2(A1(s )
−1) = (A3(s ))
−1.
If C is connected, then so too is the covered complex C∗, because if p ∗1,p
∗
2 are any
two points of C∗ then there are two points p1,p2 with
A(p i ) = p
∗
i
(i = 1,2),
and there is a path w in C from p1 to p2. But then A(w ) is a path from p ∗1 to p
∗
2.
4.8 Paths and coverings
It also follows from A.3 that
If p1 and p
′
1 are two points for which
A(p1) = A(p
′
1)
and if w is a path which begins at p1, then there is a well-defined path w ′ which
begins at p ′1 and for which
A(w ′) = A(w ).
Namely, if s ǫ is the initial segment of w then there is exactly one segment s ′ǫ′
beginning at p1 for which A(s ′ǫ
′
) = A(s ǫ), and if p2 is the final point of s , p ′2 that
of s ′, then A(p2) = A(p ′2). The general theorem follows by induction. If a path w
∗
beginning at p ∗ is reduced, A(p ) = p ∗ and ifw is the path beginning at p withA(w ) =
w ∗, then by A.3 w is also reduced. If w ∗ is simple, then w is also simple, for w
is certainly reduced and each proper subpath of w is open, because each proper
subpath ofw ∗ is open.
If B∗ is a tree contained in C∗, if p ∗ is a point of B∗, if the w ∗i are the simple
paths inB∗ from p ∗ to the points p ∗i , and if also A(p ) = p
∗ and the w i are the paths
emanating from p with A(w i ) = w ∗i , then the segments traversed by the paths w i
form a complex B which is likewise a tree. Namely, A(B) = B∗ and this relation
between the points and segments of B andB∗ is a bijection. Firstly, all of p ,p i are
different, because all of p ∗,p ∗i are different, so A(p i ) = p
∗
i is one-to-one with respect
to the points. Further, if s ∗ is a segment ofB∗ which begins at p ∗a , suppose s i (i = 1,2)
are two segments ofB for which
A(s1) = A(s2) = s
∗.
Then s1 and s2 must begin at pa , and hence by A.3 we certainly cannot have A(s1) =
A(s2). Thus in factB andB∗ are isomorphic to each other and thereforeB is a tree.
If w ∗ is a simple closed path which begins and ends at p ∗, w ∗k is the same path
traversed k times, and if
A(wk ) =w
∗k ,
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then it may happen that the wk for k < a are open paths but wa is a closed path. In
this event wa is a simple closed path.
Namely, if
wa =w
′
1w
′
2w
′
3 · · ·w
′
a
with A(w ′
i
) =w ∗ (i = 1,2, . . . ,a )
then the w ′i are certainly simple paths. The initial points p
(i ) of the w ′i , and only
they, lie over the same point p ∗ and by hypothesis they are all different from the
first, p (1). But they are also all different from each other; for if p (i ) = p (l ) for i < l
then p (1) = p (l−i+1), because the path over w ∗−i+1 emanating from p (i ) and the path
over w ∗−i+1 emanating from p (l ) are subpaths of w −1
a
which end at p (1) and p (l−i )
respectively, and they are otherwise identical because p (i ) = p (l ). Supposing further
that wa passes through the point p ′ twice, and in fact once in w ′i and the second
time in w ′l , then the subpath of w
′
i from p
′ to p (i+1) and the subpath of w ′l from p
′
to p (l+1) must lie over the same subpathw ∗′ ofw ∗; for, sincew ∗ is simple, w ∗ passes
through the point A(p ′) only once, and w ∗′ is determined thereby. Thus p (i+1) =
p (l+1), contrary to what was previously shown. Likewise one concludes: if all paths
wk emanating from p and lying overw ∗k are open, then they are also simple.
4.9 Simplicity of a covering
With the help of the results on the treesB in C for which A(B) =B∗ is also a tree one
can easily obtain a deeper understanding of the way C covers a complex C∗. First we
show:
If C∗ is a tree, C is connected, and A(C) = C∗ is a covering, then C is isomorphic to
C∗. If C is not connected, then C separates into finitely or denumerably many trees
B1,B2, . . . which are isomorphic to C∗.
For if p is any point with A(p ) = p ∗ then, by Section 4.8, there is a treeBp which
is a subcomplex of C, contains p , and for which A(p ) =Bp . Now if p ′ is any point of
Bp and s is any segment of Cwhich begins at p ′, then s belongs toBp . For A(s ) = s ∗
and A(p ′) = p ∗′ belong to C∗, so in Bp there is a segment s ′ which begins at p ′ and
for which A(s ′) = s ∗. But in C there is only one segment which begins at p ′ and for
which A(s ′) = s ∗. Thus s = s ′. Bp is therefore identical with C in the case where C is
connected, and otherwise it is a component of C.
Now to the general case, where C∗ is connected but not a tree. In this case letB∗
be a subcomplex of C∗ which is a tree and contains all the points of C∗. If A(p ) = p ∗
then byBp wemean the tree in C containing p and for which A(Bp ) =B∗. We show:
If p and p ′ are two different points of C for which A(p ) = A(p ′), then the trees
associated with them,Bp andBp ′ , are disjoint.
Namely, suppose that Bp and Bp ′ had the point p ′′ in common. Then there
would be a simple path w , lying wholly in Bp , running from p to p ′′, and a simple
pathw ′, lyingwholly inBp ′ , running fromp ′ to p ′′. The pathsw andw ′ are uniquely
determined and A(w ) = A(w ′), because A(w ) and A(w ′) run from A(p ) = A(p ′) to
A(p ′′). Consequently, A(w −1) = A(w ′−1) too, and since these two paths begin at the
same point, w −1 =w ′−1 and p = p ′, contrary to hypothesis. It follows further that:
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If p is any point of C and if p (1),p (2), . . . are all the points of C for which A(p (i )) =
A(p ), and
Bp (1) , Bp (2) , . . .
are the trees associated with the points p (i ), then an arbitrary point of C appears in
exactly one of the treesBp (i ) .
We need only show that each point p ′ of C appears in aBp (i ) . Let A(p ′) = p ∗
′ and
letw ∗′ be the simple path inB∗ from p ∗ to p ∗′, andw the uniquely determined path
ending at p ′ for which A(w ) =w ∗′. The latter begins at a point p (i ) over p and runs
wholly inBp (i ) , thus p ′ belongs toBp (i ) .
Thus if a point p ∗ lies under k different, or denumerably many, different points
of C, then every point p ∗′ lies under k or denumerably many different points of C.
Likewise, each directed segment of C∗ lies under k or denumerably many segments
of C. Correspondingly, the homomorphism A may be called k -to-1 or infinite-to-
one.
4.10 Coverings and permutations
The segments of C∗ are divided into two classes by the choice of treeB∗: the s ∗ that
belong to the tree and the s ∗ that do not. Correspondingly, the segments of C are
also divided into two classes: the s that belong to aBp (i ) , and the s that belong to no
Bp (i ) .
Let s ∗ be any segment not belonging toB∗ and let
s (1), s (2), . . .
be the segments of C for which A(s (i )) = s ∗; let p ∗1 and p
∗
2 be the initial and final
points of s ∗, and let p (i )1 and p
(i )
2 be the initial and final points of s
(i ). A Bp (i ) then
contains exactly one of the final points p (n i )2 of these segments. The numbering may
be arranged so that s (i ) begins inBp (i ) and thus ends inBp (ni ) , and p
(i )
1 and p
(i )
2 lie in
Bp (i ) . Then the correspondence
π=

1 2 · · ·
n1 n2 · · ·

is a permutation. One such permutation corresponds to each segment s ∗. The initial
and final points p (i )1 and p
(n i )
2 of all s
(i ) are determined by π and p ∗1 and p
∗
2.
Nowwe can immediately give the totality of k -to-one coverings of a complex C∗.
We construct a treeB∗ and k trees isomorphic toB∗,
Bp (1) , Bp (2) , . . . , Bp (k ) .
Each segment s ∗ of C∗ which does not belong to B∗ is associated with k segments
s (1),s (2), . . . ,s (k ) and an arbitrary permutation of the numbers 1,2, . . . ,k
π=

1 2 · · · k
n1 n2 · · · nk

.
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If p (i )1 ,p
(i )
2 are the points inBp (i ) over p
∗
1,p
∗
2, the initial and final points of s
∗, then s (i )
begins with p (i )1 and ends with p
(n i )
2 .
4.11 Fundamental domains
If we add to Bp (i ) all segments s beginning at a point of Bp (i ) , without taking their
final points, and call the domain constructed in this way Fi , then, for each point
and segment of C∗, Fi contains exactly one element for which
A(p ) = p ∗, A(s ) = s ∗, A(s ) = s ∗.
For this reason, Fi is called a fundamental domain of the covering A. The Fi are not
complexes as long as there are segments connecting differentBp (i ) , because they do
not contain final points of the latter or their equal but oppositely directed segments.
For each segment s of Fi there is a second, s
′, for which A(s ′) = A(s )−1. We can now
omit one of each such pair, say the s ′, and take s−1 in place of it. The domain F′i
resulting from Fi in this way is again a fundamental domain.
If C∗ contains only a single point and 2r singular segments which begin and end
at p ∗, say s ∗1
±1,s ∗2
±1, . . . ,s ∗
r
±1, then the treesBp (i ) also consist of single points p (i ) lying
over p ∗, and 2r segments emanating from each point p (i ) of C. C is thus a regular
complex of degree 2r .
If one collects all segments of Cwhich lie over s ∗i ,s
∗
i
−1, together with their bound-
ary points, into a complex Ui , then the Ui are again regular complexes of degree 2,
which together contain all the points of C. Each segment of C appears in exactly
one Ui . We express this state of affairs as follows: Cmay be decomposed into regular
complexes Ui of degree 2. One sees immediately that the converse also holds:
If C is any regular complex of degree 2r and if Ui (i = 1,2, . . . ,r ) are subcomplexes
of C which constitute a decomposition in the above sense, then there is a mapping of
C onto a complex C∗ with a single point and r singular segments.
In order to define the mapping A(s ) = s ∗, let sk be any segment of C which ap-
pears in Ui . Ui need not be connected; let Ui ,k be the component of Ui in which sk
appears. We can traverse all segments of Ui ,k in a closed path w and orientate the
segments of Ui ,k in such a way that those occurring inw all have positive exponent.
We then set A(s ) = s ∗i for all segments s of Ui ,k , and similarly for all Ui ,k .
4.12 Regular complexes of even order
The following theorem7 is interesting in this connection: every regular complex of
even degree 2r may be decomposed into r regular complexes Ui of degree 2. Conse-
quently, every finite regular complex may be regarded as covering a complex C∗ with
a single point and r singular segments.
For 2r = 2 there is nothing to prove. For 2r = 4 we argue as follows: let C′ be a
component; then C′ is also a regular complex of degree 4 and hence it may be tra-
versed by a tourw . If a 0 is the number of points of C′ thenw contains 2a 0 segments.
7JULIUSPETERSEN, Acta Math. 15, (1891), 193–220.
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With suitable orientation and numbering of the segments let
w = s1s2 · · ·s2a 0 .
We now construct a complex U1 from all the segments s
±1
2l+1 and their boundary
points, and a complex U2 from the segments s
±1
2l and their boundary points. Each
segment s of C′ appears in either U1 or U2. Since w traverses each point p of C′, p is
itself the initial point of a segment s±12l+1 and the final point of a segment s
±1
2l . Thus
the complexes U1 and U2 each contain all the points of C′, and since w passes each
point p exactly twice, each point p appears exactly twice in the series of initial and
final points of the segments
s1, s3, . . . , s2a 0−1.
That is, beginning at each point p there are exactly two segments from U1 and two
from U2.
In order to settle the general case, we must still prove a few lemmas. First some
definitions!
If C and C′ are two regular complexes with a 0 points and degree 2r , if there is
a subcomplex Cn of C which contains 2l segments and is homomorphic to a sub-
complex C′
n
of C′, and if there is no subcomplex of C having more than 2l segments
which is homomorphic to a subcomplex C′, then 2a 0r −2l is called the distance be-
tween C and C′. Thus l is zero only when C contains only regular segments and C′
only singular segments.
For isomorphic complexes the distance is zero and, conversely, if the distance is
zero then the complexes are isomorphic.
If s1 and s2 are two different and not just just oppositely directed segments of C,
if p i1 are the boundary points of s1 and p i2 are the boundary points of s2, and if the
complex C′ results fromCby replacing the segments s1 and s2 by two other segments
s ′1 and s
′
2, where s
′
1 is bounded by p11,p12 and s
′
2 by p21,p22, then C and C
′ are called
neighboring. The distance between neighboring complexes is at most 4.
4.13 Modifications of regular complexes
We now assert the theorem:
If C and C′ are any two regular complexes of a 0 points and degree 2r then there
are two chains of complexes, also of this kind,
C1,C2, . . . ,Ck ; C
′
1,C
′
2, . . . ,C
′
l
,
such that C = C1, C′ = C
′
1, C
′
l is isomorphic to Ck , and Ci ,Ci+1, likewise C
′
i ,C
′
i+1, are
neighbors.
To prove this we first consider two complexes C and C′ which possess no ho-
momorphic subcomplexes. C′ then consists purely of singular segments, so we can
replace C′ by a neighboring complex C′′ with two regular segments, whose distance
from C is therefore less.
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Let the distance betweenC andC′ be 2a 0r−2l > 0, and let Cn andC′n respectively
be the largest isomorphic subcomplexes of C and C′.
If all points of Cn have order 2r then Cn consists of certain components of C, and
likewise C′
n
consists of certain components of C′. Let C = Cn +Cn and C′ = C′n +C
′
n
.
Then we must have Cn consisting purely of regular segments and C
′
n consisting
purely of singular segments, otherwise Cn and C′n would not be the largest homo-
morphic subcomplexes. Then if one replaces C
′
n
by a neighboring complex C
′′
n
con-
taining two regular segments, and sets C′′ = C′
n
+C
′′
n
, then the distance between C′′
and C is less than that between C′ and C.
Now let p1 be any point of Cn which has order less than 2r in Cn . Further, let s
be a segment emanating from p1 which belongs to C but not to Cn , and which ends
at p2. Let A(p1) = p ′1 be the point of C
′
n that corresponds to p1 under the homomor-
phism A from Cn to C′n . Then p1 has the same order in C
′
n
as p1 has in Cn , and thus
there is a segment s ′ in C′ which emanates from p ′1 and does not belong to C
′
n
.
1. Now if p2 belongs to Cn and if p ′2 = A(p2) then the segments emanating from
p ′1 that do not belong to C
′
n
certainly cannot end at p ′2, otherwise the subcomplex of
2l +2 segments consisting of the elements ofCn together with s would behomomor-
phic to the subcomplex consisting of the elements of C′n together with a segment s
′.
Thus s ′ ends at p ′3 6= p
′
2. Likewise, p2 has an order less than 2r in Cn , hence p
′
2 does
similarly, and so there is a segment s ′′ emanating from p ′2 which does not belong to
C′
n
and ends at p ′4 6= p
′
1.
We nowconstruct a new complex C
′
fromC′ by introducing a segment s ′ between
p ′1 and p
′
2 and a segment s
′′ between p ′3 and p
′
4. C
′
is again regular, and a neighbor
of C′. The distance between C
′
and C is smaller by at least 4.
2. If p2 does not belong to Cn , then the segments emanating from p ′1 must all
end in C′, otherwise we again could give a subcomplex of C, of 2l + 4 segments,
homomorphic to a subcomplex of C′. C′
n
then satisfies the hypothesis that wemade
about Cn in 1, and we construct a complex C neighboring C by the same process,
where C has a smaller distance from C′ than C. The assertion follows by iterated
application of this process.
4.14 Invariance of the decomposition
The following theorem holds:
If C and C′ are neighboring regular complexes of degree 2r > 4 and if C may be
decomposed into r regular complexes
U1, U2, . . . , Ur
of degree 2, then C′ may also be decomposed into r such complexes
U′1, U
′
2, . . . , U
′
r
.
When C and C′ are isomorphic this is clear. In any case, C and C′ contain a com-
mon subcomplex C of 2ra 0−4 segments. Let s1,s2;s
−1
1 ,s
−1
2 be the segments of C that
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do not belong to C, and s ′1,s
′
2;s
′−1
1 ,s
′−1
2 the segments of C
′ that do not belong to C. C
contains all points of C, because 2r > 4. Let pk ,i (k = 1,2) be the boundary points of
s i (i = 1,2). Then, with suitable numbering, p1,1 and p1,2 bound the segment s ′1 and
hence p2,1 and p2,2 bound the segment s ′2.
We now distinguish two cases:
1. The segments s1 and s2 may belong to the same subcomplex U1 of C. Then all
segments and points of the Ui (i ≥ 2) belong to C. We now define
U′
i
=Ui (i = 2, . . . ,r )
and let U′1 be the complex that results from C
′ by leaving out the U′i . Then U
′
1 is a
regular complex of degree 2 which contains all points of C′, because the complex of
all the elements of the U′i (i ≥ 2) is a regular complex of degree 2r −2 containing all
points of C′.
2. The segments s1 and s2 may belong to different subcomplexes U1 and U2. The
all Ui with i ≥ 3 belong to C and we set U′i = Ui (i ≥ 3). Now the segments of C
′
that belong to none of the Ui (i ≥ 3) constitute a regular complex of degree 4, and
by Section 4.12 this may be decomposed into two regular complexes U′1 and U
′
2 of
degree 2. Then the
U′
i
(i = 1,2, . . . ,r )
constitute a decomposition of C′ into r regular complexes of degree 2.
Since there are certainly regular complexes of degree 2r with a 0 points which
may be decomposed into r complexes of degree 2, it follows with the help of Section
4.13 that all regular complexes of degree 2r may be decomposed into r complexes
of degree 2.
4.15 Regular complexes of degree three
We now single out a special class of k -fold coverings of C∗2, the complex of a single
point with two singular segments: the permutation associated with the segment s ∗2
must leave no element fixed and must yield the identity when applied twice in suc-
cession. Then, if s1 and s2 are the two segments that emanate from p (i ) and lie over
s ∗2 and s
∗
2
−1 respectively, s1 and s2 must both end at the same point p (l ). The p (i ) may
therefore be grouped in pairs, which necessarily have degree k . The numbering of
points may be arranged so that the segments over s ∗2 lead from p
(i ) to p (i+1). We now
construct a new complex C2k in which we replace each pair of segments over s ∗2
±1
with the same initial point p (i ) and final point p (i+1) by a single segment s ′i . C2k con-
tains k points and 3k segments. Three segments emanate from each point, so C2k
is a regular complex of degree 3. If one collects all segments lying over s ∗1,s
∗
1
−1 into
a complex U1, and all the remaining segments of C2k into a complex U2, then one
sees that U1 is a regular complex of degree 2, U2 is a regular complex of degree 1, and
the two complexes constitute a decomposition of C2k . The corresponding covering
complex C∗2 may be easily recovered from C2k and the given decomposition.
It is now natural to ask whether all regular complexes of degree 3may be decom-
posed into a regular complex of degree two and one of degree one. This is not the
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case, as is shown by the example of the complex with points p i (i = 0,1,2,3) and the
regular segments s i with the boundary points p0,p i as well the singular segments s ′i
with the boundary points p i (i = 1,2,3).
In general it may be proved that an indecomposable regular complex of degree
3 which contains no singular segment must have at least three “leaves.” A leaf is a
subcomplex connected to the remaining points of C by just a single segment. Thus
the example given has three leaves.8
Apart from this, little is known about the decomposition of regular complexes of
odd order into subcomplexes. It may be pointed out that there is a regular complex
of degree three, containing no singular segment, which may be decomposed into
a complex of degree two and one of degree one, but not into three complexes of
degree one.9
4.16 Coverings and permutation groups
We go further into the connection between the permutations Π and the coverings of
a complex containing only one point. The Π generate a permutation groupP con-
sisting of all the permutations representable as power products of the Π. Naturally,
the structure of this group is closely connected with the structure of the covering.
Let C be a covering of the complex C∗
r
with one point p and r singular segments
s ∗1,s
∗
2, . . . ,s
∗
r
and their inverses s ∗i
−1. Let S1,S2, . . . ,Sr be free generators of a free group
S. Now if
w = s ǫ1α1s
ǫ2
α2
· · ·s ǫmαm
is any path in C and A(s ǫiαi ) = s
∗
βi
ηi , then
A(w ) = s ∗
β1
η1s ∗
β2
η2 · · ·s ∗
βm
ηm ,
so let
W =S
η1
β1
S
η2
β2
· · ·S
ηm
βm
be the power product from S associated with w . Each power product of S corre-
sponds to a well-defined path w when an initial point is given in C. By a relation in
the S we mean a power product R(S) such that all the paths in C corresponding to
the R(S) are closed. The collection R of relations constitutes an invariant subgroup
ofS. For R−1 is also a relation along with R , and R1R2 along with R1,R2; thusR is a
subgroup. And since
S
ǫi
i RS
−ǫi
i (i = 1,2, . . . ,r )
is also a relation along with R , R is an invariant subgroup ofS. We now assert that
the factor group F =S/R is isomorphic to the permutation groupP, when we un-
derstand ΠΠ′ to be the permutation resulting from first performing Π, then Π′. If Πi
(i = 1,2, . . . ,r ) are the permutations associated with the segments s ∗i , then we claim
more precisely that
I (Sǫ1
α1
Sǫ2
α2
· · ·Sǫm
αm
) = Πǫ1
α1
Πǫ2
α2
· · ·Πǫm
αm
8Cf. the work cited on p. 96.
9J. PETERSEN, L’intermed 5, (1898), 225.
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is an isomorphism between P and F. The mapping is certainly a homomorphism
between the free groupS and the groupP. But now the elements ofR correspond to
the identity permutation and, on the other hand, each power product correspond-
ing to the identity permutation also belongs toR. This is because such power prod-
ucts correspond exactly to the closed paths. Thus the association follows.
4.17 Residue class group diagrams
Nowwe suppose that the complex C is connected. Then the connection between F,
P and the structure of Cmay be further elucidated. Let p0 be an arbitrary, but fixed,
point of C and let G be a power product for which the path emanating from p0 is
closed. The collection G of these power productsG obviously constitute a group, a
subgroup of F. For G−1 obviously belongs to G along with G , and G1G2 along with
G1,G2. Now if F1 and F2 are any two power products for which the paths emanating
from p0 lead to the same point p ′ of C, then F1 and F2 belong to the same right-sided
residue classmoduloG inF. For F1F
−1
2 belongs toG, and thus F1 =G1F2. Conversely,
if F1 and F2 are two power products which belong to the same right-sided residue
classGF in F, then
F1 =G1F, F2 =G2F,
and since the paths emanating from p0 that correspond to theG end at p0, the paths
emanating from p0 that correspond to F1 and F2 end at the same point p ′ of C.
If C is connected then, relative to a distinguished point p0, each point of C cor-
responds to a certain residue class GF modulo G in F, and for each such residue
class there is a point. If the points p ′ and p ′′ are connected by a segment s ′, and if p ′
corresponds to the residue class GF ′, p ′′ to the residue class GF ′′, and if s ′ lies over
A(s ′) = s ∗i
ǫ then,
GF ′′ =GF ′Sǫ
i
.
It is therefore natural to viewS as the residue class diagram ofG in F.
Conversely, if F is any groupwith finitelymany generatorsS1,S2, . . . ,Sr and ifG is
a subgroup of F, then a residue class group diagram C ofG in F with the generators
S i may always be constructed. Namely, let C∗ be the complex with one point and r
singular segments s ∗1,s
∗
2, . . . ,s
∗
r
. Each residue classGF moduloG in F corresponds to
a point p of C, p ′ corresponds to the residue class GF ′ and p ′′ to the residue class
GF ′′, and if
GF ′′ =GF ′S i
then p ′ and p ′′ may be connected by a segment s which begins at p ′ and ends at p ′′,
and s covers the segment A(s ) = s ∗i . Apart from the segments given in this way, C
contains only their oppositely directed segments.10
Thus there are exactly 2r segments emanating from each point p of C, lying over
s ∗i or s
∗
i
−1. Then if we let A(p ) = p ∗ one sees that A is a covering of C∗ by C.
Instead of constructing the groupF first, onemay also directly construct the sub-
group U of the free groupS whose elements correspond to closed paths beginning
10O. SCHREIER,Hamb. Abhdlg, 5 (1929), 180.
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at p0. Then to each point different from p0 there corresponds a residue class US
modulo U in S. The groupR defined in Section 4.16 is the intersection of the sub-
groups conjugate to U in S; the group U contains the power products of the S i that
yield elements ofG.
Conversely, for each subgroup U of S there is a such a regular complex and a
covering by it of the complex of a single point with r singular segments. Since the
paths emanating from a point p0 always constitute a free group, one sees that all
subgroups of a free group are free. (Cf. Section 3.9.)11
If C∗ is any connected complex and C is a connected covering of C∗ then the
fundamental domains of this covering with respect to the complexes Bp (i ) may be
put in one-to-one correspondence with the residue classesGF modulo a groupG in
a group F. One obtains a residue class group diagram of G in F by contractingBp (i )
to a point p (i ).
4.18 Regular Coverings
A particularly important class of coverings are the regular ones, defined as follows:
If w and w ′ are two paths of C lying over the same path w ∗ of C∗, A(w ) = A(w ′),
and if w ′ is always closed when w is, then the covering given by A(C) =C∗ is regular.
The simplest regular covering is a one-to-onemapping A(C) = C∗, where each p ∗
is thus associated with only one p , and hence each s ∗ with only one s .
Ifw is a simple open path thenw ′ must also be a simple open path when A(w ) =
A(w ′). For ifw ′1 is a closed subpath ofw
′ then there is a well-defined subpath w1 of
w for which A(w1) = A(w ′1). Then w1 must also be closed, contrary ot the assump-
tion that w is simple an open. One deduces that, if w is a simple closed path, then
w ′ is also a simple closed path when A(w ) = A(w ′).
Onemight conjecture that the composition of regular coverings is transitive, i. e.,
the following state of affairs: if C,C′,C′′ are three complexes, A1(C) = C′ is a regular
mapping of C onto C′, and A2(C′) = C′′ is a regular mapping of C′ onto C′′, then the
mapping of C onto C′′ given by
A2(A1(C)) =A3(C) = C
′′
is likewise regular. However, this is not the case, as examples easily show.
Now let C∗ be the complex of one point and r singular segments s ∗i . If we con-
struct the groups F andG as in Section 4.17 then we see thatG is the group consist-
ing only of the identity element E of F. For if the power products G correspond to
the closed paths emanating from p , then eachG corresponds to a closed path in C,
andG belongs toR.
If C is connected then C is called the group diagram12 of F in the generators S i .
Each group F with a system of generators may be associated with a group diagram;
one has only to replace the residue classesGF in themethod of Section 4.17 by E F =
F , i. e., by the group elements themselves. A group diagram is a regular covering of
the associated complex C∗.
11(Translator’s note.)
12M. DEHN,Math. Ann., 69 (1910), 137.
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4.19 Iterated Coverings and Groups
If C,C∗ and C∗∗ are three connected complexes and A(C) = C∗ and A ′(C∗) = C∗∗ are
coverings ofC∗ byC andC∗∗ byC∗ respectively, and if A(p ) = p ∗, A ′(p ∗) = p ∗∗, then the
closed paths emanating from p ∗∗ constitute a groupS∗∗. Let U∗ be the subgroup of
paths w ∗∗ from among those corresponding to closed paths w ∗ emanating from p ∗,
in C∗, with A ′(w ∗) =w ∗∗, and let U be the subgroup of the paths w ∗∗ corresponding
to closed pathsw in C emanating from p with A ′(A(w )) =w ∗∗. Then U is a subgroup
of U∗, because ifw is closed then A(w ) =w ∗ is also closed.
If L∗1,L
∗
2, . . . ,L
∗
h is a system of representatives for the residue classes UL
∗ modulo
U in U∗∗, and if L∗∗1 ,L
∗∗
2 , . . . ,L
∗∗
h is a system of representatives for the residue classes
U∗L∗∗ modulo U∗ in S∗∗, then the L∗i L
∗∗
j (i = 1,2, . . . ,h;k = 1,2, . . . , l ) constitute a
complete system of representatives for the residue classes modulo U in S∗∗. If p i k
are the points of C for which A ′(A(p i k )) = p ∗∗, and if p ∗i are the points of C
∗ for which
A
′(p ∗i ) = p
∗∗ then, if the residue class UL∗i L
∗∗
k corresponds to p i k and if the residue
class U∗L∗∗
k
corresponds to p ∗
k
, we have A(p i k ) = p ∗k . From this it follows, conversely,
that: given two coverings A ′′(C) = C∗∗ and A ′(C∗) = C∗∗, where A ′′ corresponds to a
subgroup U ofS∗∗ and A ′ corresponds to a subgroup U∗ ofS∗∗ and U is a subgroup of
U∗, then there is a further covering A(C) =C∗ such that A ′(A(C)) = A ′′(C).
If C∗∗ is a complex of one point and r singular segments s ∗∗i (i = 1,2, . . . ,r ), C
∗ is a
residue class groupdiagramof the groupG inFwith the generatorsS i (i = 1,2, . . . ,r ),
if C is the group diagram of F in the generators S i (i = 1,2, . . . ,r ), and if A ′(C∗) = C∗∗
and A ′′(C) = C∗∗ are the corresponding coverings, then there is also a covering A(C) =
C∗. Because if the coveringA ′′(C) = C∗∗ belongs to the subgroupU of the fundamental
group S∗∗ of C∗∗, and the covering A ′(C∗) = C∗∗ belongs to the subgroup U∗ of the
fundamental groupS∗∗ then U consists exactly of the representations of the identity
of the group F in the generators S i , and hence the A ′(w ∗) = w ∗∗ for which [w ∗∗]
belongs to Umust be in the residue class group diagram of a subgroupG of G of F,
as well as in C∗. Analogous results hold for any connected complex C∗∗.
We obtain a special covering when we apply the covering construction to the
subgroup ofS∗ consisting of the identity element alone. The complex C obtained in
this way is called the universal covering complex of C∗. if C′ is a connected complex
and A(C′) = C∗ is a covering of C∗ by C′ then, by the theorem proved above, there is
also a covering A ′(C) = C′ of C′ by the universal covering complex C of C∗.
The universal covering complex C is a tree. Namely, let w be a closed reduced
nonempty path in C. Then A(w ) =w ∗ is a closed path in C∗ and [w ∗] is the identity
element of the fundamental groupS∗ of C∗, so [w ∗] is not reduced and likewisew is
not reduced.
If C∗ is a complex of one point and r singular segments then the universal cover-
ing complex can be viewed as the group diagram of the free group with generators
S i (i = 1,2, . . . ,r ). This group diagram is therefore a tree.
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4.20 Transformations into Itself
IfC is amultiple regular covering of C∗, then C admits a groupofmappings onto itself
of the following kind: under the mapping, corresponding elements always remain
over the same element of C∗. If p (i ) and p (k ) are two points over p ∗ then there is one
and, when C is connected, only one transformation which carries p (i ) to p (k ). The
transformations constitute a group which is homomorphic to the group F, respec-
tivelyP, and in fact it is isomorphic when C is connected. From now on we assume
that C is connected.
IfC is a group diagramwedefine our transformations as follows: if pF is the point
corresponding to the group element F of F and F ′ is an arbitrary element of F then
the transformation I F ′ of the complex C corresponding to F ′ sends the point pF to
pFF ′ , and the segments s over s ∗i emanating from pF go to the segments s
′ over s ∗i
emanating from pFF ”. The final point pFSi of s in fact goes to the final point pF ′FSi
of s ′; I F ′ is therefore an automorphism of C. There is exactly one I F ′ which carries
pF1 to pF2 .
The I F constitute a group isomorphic to F, because
I F ′′ (I F ′ (C)) = I F ′′F ′ (C).
Finally, if I is any automorphism of Cwhich exchanges elements over the same ele-
ment of C∗ and which carries pF to pF ′F then I F ′−1 (I (C)) is a mapping which leaves
the point pF fixed, and hence also the segments emanating from pF , and their final
points, and so on. Thus I F ′−1 (I (C)) is the identity map.
If C is a connected covering of an arbitrary complex C∗, then the subcomplexes
Bp (i ) may be associated with the group elements Fi of F. If
FFi = Fk i
then F corresponds to the automorphism I F sendingBp (i ) toBp (ki ) . I F is uniquely
and consistently determined by this, as one easily establishes using Section 4.17.
One derives the properties of the group of the I F analogously as with group dia-
grams.
The converse also holds: if C is a connected complex and I′ is a group of auto-
morphisms I of C, and if a transformation from I′ which leaves a point p of C fixed
is the identity mapping, then there is a connected complex C∗ and a regular covering
A such that A(C) = C∗. The transformation group I associated with the covering is
identical with I′.13
For example, if C is the group diagramof a groupF andV is a subgroup ofF, then
one can construct a complex C′ and a regular covering A(C) = C′ for which V is the
transformation group. If C∗ is the complex with a single point and singular segments
corresponding to the generators of F, and if A(C) = C∗ is the covering brought about
by these generators, then there is also a covering A ′(C′) = C∗, and in fact A ′ is regular
or not according asV is an invariant subgroup of F or not.
13With these observations, Reidemeister has come close to stating explicitly the 1977 theorem of Bass
and Serre that a group acting freely on a tree is free. (Translator’s note.)
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One can also elucidate the process for determining generators and defining re-
lations of subgroups bymeans of group diagrams. Retaining the notation of the last
section, let B′p ′ be a spanning tree of C
′, and let Bp (i ) be the subcomplex of C′ for
which A(Bp (i ) ) = B
′
p ′
. Then corresponding to the simple paths w ′k in B
′
p ′
emanat-
ing from p ′, respectively the paths w (i )k inBp (i ) emanating from p
(i ), we have power
products Lk in the generators of Fwhich yield a complete system of representatives
for the residue classes VL and which satisfy the condition (Σ) of Section 3.5. One
obtains from C a group diagram CV ofV by shrinking the segments of eachBp (i ) to
the point p (i ).
From this one sees again that subgroups of free groups are free (cf. Section 3.9).
Because, when F is a free group on free generators, then C is a tree; hence CV is also
a tree.
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Chapter 5
Surface Complexes
5.1 The Concept of a Surface Complex
By a surface complex1 F we mean a finite or denumerable collection of points, line
segments and surface pieces satisfying the following conditions.
A.1. The points and line segments of F form a line segment complex C.
A.2. If f is a surface piece of F then there is a closed path w of C which circum-
scribes f once in the positive sense. If w ′ is a second path which circumscribes f once
in the positive sense then w ′ is convertible to w by a cyclic interchange.
A.3. If w circumscribes the surface piece f positively, then w −1 circumscribes f
negatively. For each surface piece f there is an oppositely directed f −1. The surface
piece ( f −1)−1 equals f , and w −1 circumscribes f −1 positively.
The complex consisting of the elements ofw is called the boundary of f . An ele-
ment of the boundary bounds f . The surface piece f is called singular if its bound-
ary path is not simple.
We aremainly concernedwith special surface complexes called two-dimensional
manifolds M. These satisfy four further axioms, of which we initially give only the
first three.
A.4. The line segment complex C is connected.
A.5. If s is a segment of C, then s appears in the boundary of some surface piece f .
A.6. A boundary path w runs through a segment s at most twice. If the boundary
path w of a surface piece f runs through the segment s only once then there is exactly
one surface piece f ′ 6= f ±1, the boundary of which, w ′, runs through s , and then only
once. If w runs through the segment s twice, then s bounds only the surface piece f
and the oppositely oriented f −1.
If s is a segment which belongs to the boundary of f then there is a boundary
path of f which begins with s . We denote it by sw , with the understanding that
1Usually known today as a 2-complex. Likewise, what Reidemeister calls a “surface piece” would usu-
ally be called a 2-cell today. However, since Reidemeister does not intend to discuss the general case of an
n-complex, it is more faithful to hismindset to use the “point”, “line segment” and “surface” terminology.
(Translator’s note.)
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w may be empty. If s occurs twice in a boundary path sw of f , then the latter is
denoted by
sw = sw1s
ǫw2 (ǫ =±1),
where the w i may again be empty. There is then a second boundary path of f that
begins with s , namely
sw ′ = sw2sw1 when ǫ =+1,
sw ′ = sw −11 s
−1w −12 when ǫ =−1.
If s occurs only once in the boundary path of f , then there is a second surface piece
f ′ with a boundary path of the form sw ′. In any case, we can speak of the two
boundary paths sw and sw ′ of M which begin with s . We call the two segments
sα,sβ neighbors of s when sα follows s in sw and sβ follows s in sw ′.
The segments sα and sβ both begin at the point where s ends. If sα is a neighbor
of s , then s−1 is a neighbor of s−1
α
. If sα is a neighbor of s and sβ is a neighbor of s and
sα 6= sβ , then sα,sβ are the two neighbors of s . If s is a neighbor of s−1, then there is a
boundary path s s−1w , and consequently the second boundary path beginning with
s is s s−1w −1. Then both segments neighboring s are equal to s−1.
5.2 Stars
The segments emanating from a point,
sα1 , sα2 , . . . , sαm , (1)
are said to form a star when their ordering is such that sαi−1 and sαi+1 are the neigh-
bors of s−1
αi
. The segments (1) form a closed star when
sαm , sα1 , sα2 , . . . , sαm , sα1
is a star. Thus a closed star can consist of a single segment. The sequence
sαi , sαi+1 , . . . , sαi+l , (2)
is also a star when (1) is and l ≥ 1; (2) is called a substar of (1). A star in which each
segment appears only once is called simple.
If p is a point from which only finitely many segments emanate, then there is a
simple closed star composed of those segments.
Namely, if
sα1 , sα2 , . . . , sαm
is a star then we can certainly extend it by a further segment sαm+1 . Since sαm is a
neighbor of s−1
αm−1
, sαm−1 is a neighbor of s
−1
αm
; now let sαm+1 be the second segment
neighboring s−1αm .
Thus there is certainly a star in which a segment s1 beginning at p appears twice,
and hence also a star
sα1 , sα2 , . . . , sαn , sαn+1
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in which sα1 = sαn+1 and all the remaining sαi are different from each other and from
sα1 . Now, either n = 1, so that sα1 = sα2 and both the segments neighboring s
−1
α1
are
sα1 itself, so sα1 alone is a closed star; or else n > 1, in which case
sα1 , sα2 , . . . , sαn
is a closed star, because
sαn , sα1 , sα2 , . . . , sαn , sα1
is a star because sα1 is a neighbor of sα2 and to sαn , and sα2 is different from sαn .
A proper substar of a simple star (1) is not closed, otherwise sαi ,sαi+1 , . . . ,sαi+l
would be a closed substar of (1) and this would mean sαi−1 = sαi+l when i > 1, sαi =
sαi+l+1 when i = 1.
Moreover, one sees that two stars consisting of segments beginning at p , which
coincide in their first and last elements and contain the same elements, are identi-
cal.
Given two stars with the same number of elements, saym , such that the first and
second terms of the first coincide with the last and second last, respectively, of the
second, the k th term of the first is identical with the (m − k )th term of the second.
It then follows:
If a segment s appears in a simple closed star (1) consisting of segments which
begin at p , then all simple closed stars of this kind result from (1) or from
sαm , sαm−1 , , . . . , sα2 , sα1
by cyclic interchanges, and all closed stars result from a k -fold repetition of a simple
closed star. On the other hand, each segment appears in some closed star.
5.3 Manifolds
Our last axiom for manifolds can now be stated:
A.7. If s1 and s2 are two segments which begin at p then there is a star of segments
beginning at p ,
sα1 , sα2 , . . . , sαm ,
with sα1 = s1 and sαm = s2.
It follows from this and the theorems of the previous section that there is no
closed star around p which does not contain all the segments beginning at p .
If only finitely many segments begin at p then there is a simple closed star of
all these segments. Then we can say that the segments beginning at p are cyclically
ordered in a certainway. If infinitely many segments begin at p then all stars of these
segments are open and consequently simple. The segments are “linearly” ordered.
A few more conclusions about the boundary paths of surface pieces may be
drawn from axiom A.7: if there is a boundary path w which is not reduced, and
hence equals w1s s−1w2, and if p is the final point of s , then only a single segment
emanates from p , for s−1 constitutes a closed star. It follows, further, that such a
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segment s cannot be singular. Otherwise the segments s and s−1 would emanate
from the final point p of s , and s and s−1 together would constitute a closed star.
Similarly, one sees that a subpath
sk1k2 · · ·kr s
−1 where k i = s i1s i2s
−1
i1 s
−1
i2
and the s ,s i k are singular segments with boundary point p cannot appear in a bound-
ary path. For
s ,v1,v2, . . . ,vr with vi = s
−1
i1 ,s i2,s i1,s
−1
i2
constitutes a star, and in fact a simple closed star, which does not contain the seg-
ment s−1 emanating from p .
If M is a manifold and if the boundary paths of the surface pieces f 1, f 2, . . . , f k
are simple paths which together include each point at most once, then the manifold
that results from M by leaving out the surface pieces f 1, f 2, . . . , f k may be called a
manifold with boundary.
Examples of manifolds are the canonical normal forms given in Section 5.11,
polyhedra in Euclidean space, RIEMANN surfaces, or the subdivided surfaces de-
scribed in the introduction.
5.4 An Auxiliary Manifold
The most important consequence of axiom A.7 in Section 5.3 is the existence of the
dual manifoldD for eachmanifoldM in which only finitely many segments emanate
from each point p .
We first derive an auxiliary manifoldM′′ fromM in the following way:
Each point p of M corresponds to a certain point ∆1(p ) = p ′′ of M′′. Each seg-
ment s ofM also corresponds to a point ∆1(s ) = q ′′ ofM′′ and in fact
∆1(s ) =∆1(s
−1).
Finally, each surface piece f ofM corresponds to a point ∆1( f ) = r ′′ ofM′′, and we
have
∆1( f ) =∆1( f
−1).
Conversely, under this correspondence each point ofM′′ is associated with either a
point, a segment pair s±1, or a surface piece pair f ±1 ofM.
Further, each segment s corresponds to a path of two segments inM′′,
∆2(s ) = s
′′
1 s
′′
2 .
If p1,p2 are the initial and final points of s , then ∆1(p1) is the initial point of s ′′1 ,
∆1(p2) is the final point of s ′′2 , and ∆1(s ) is the final point of s
′′
1 and the initial point
of s ′′2 . In addition,
∆2(s
−1) = (∆2(s ))
−1 = s ′′2
−1
s ′′1
−1.
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Moreover, two segments t ′′1 , t
′′
2 emanate fromeachpoint∆1(s ), ending at those points
∆1( f 1) and ∆1( f 2) corresponding to the regions f 1 and f 2 bounded by s . Each seg-
ment of M′′ begins or ends at a point ∆1(s ). The points ∆1(s ) are of order four, the
points∆1( f ) are of order k when a simple boundary path of f has k elements.
Finally we come to the surface pieces of M′′. These are all quadrilaterals, and
each k -gon ofM corresponds to exactly k quadrilaterals inM′′. If
w = sα1sα2 · · ·sαk
is a simple boundary path of f , let
∆2(w ) =∆2(sα1 )∆2(sα2 ) · · ·∆2(sαk )
=

s ′′α1
(1)
s ′′α1
(2)

s ′′α2
(1)
s ′′α2
(2)

· · ·

s ′′αk
(1)
s ′′αk
(2)

and let t ′′
α1
, t ′′
α2
, . . . , t ′′
αk
respectively be the segments that lead from∆1( f ) to the∆1(sαi ).
Then there are exactly k quadrilaterals f ′′
α1
, f ′′
α2
, . . . , f ′′
αk
and in fact let
t ′′α1s
′′
α1
(2)s ′′α2
(1)t ′′α2
−1 be a boundary path of f ′′α1 ,
t ′′αi s
′′
αi
(2)s ′′αi+1
(1)t ′′αi+1
−1 be a boundary path of f ′′αi ,
and finally let
t ′′αk s
′′
αk
(2)s ′′α1
(1)t ′′α1
−1 be a boundary path of f ′′αk .
The surface complex M′′ so described is a manifold. For the one-dimensional
complex contained in it is connected, because any points ∆1( f ) and ∆1(s ) are con-
nected to points ∆1(p ), and each point ∆1(p ) is connected to all the others of the
same kind. Each segment of a path∆2(s ) is run through at most once in a boundary
path, and each such segment bounds two different surface pieces. The same holds
for the segments t ′′ bounded by a point∆1( f ) corresponding to a k -gon f (k > 1). A
segment t ′′ bounded by a∆1( f ) corresponding to 1-gon is run through twice by the
boundary path of the single surface piece inM′′ corresponding to f . Finally, axiom
A.7 is also satisfied by the three kinds of points ∆1(p ),∆1(s ),∆1( f ).
5.5 Dual Manifolds
For each point p of M we now collect together all the surface pieces f ′′ of M′′, to-
gether with the segments and points of their boundaries, into a surface complex
P whose boundary contains the point p ′′ = ∆1(p ). Each segment emanating from
∆1(p ) appears in the boundary of exactly two surface pieces ofP. Let
f ′′
β1
, f ′′
β2
, . . . , f ′′
βm
be all the distinct surface pieces of P, ordered in such a way that f ′′βi and f
′′
βi+1
, f ′′βm
and f ′′β1 , have exactly one boundary segment in common if m > 1, and oriented in
such a way that the common boundary segment of f ′′
βi
and f ′′
βi+1
is traversed in the
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opposite directions for positive orientations of f ′′βi and f
′′
βi+1
. Now let t ′′βi
(1)
t ′′βi
(2) be
the piece of the boundary path of f ′′βi from a segment t . Then t
′′
βi
(1) begins at a∆1(s )
while t ′′
βi
(2) ends at such a point; t ′′
βi
(1) ends, and t ′′
βi
(2) begins, at a∆1( f ). The path
w = t ′′β1
(2)
t ′′β2
(1)
t ′′β2
(2)
t ′′β3
(1)
· · ·t ′′βm
(2)
t ′′β1
(1) (1)
is a closed path we will call the boundary path ofP.
We now construct the complexD dual toM by associating with each path t (2)t (1)
a segment∆(t (2)t (1)) = t ′ ofD, with each complexP a pair of surface pieces∆′(P) =
f ′±1 of D, and with each point ∆1( f ) of M′′ a unique point ∆′(∆1( f )) = p ′ of D. If
t (2)t (1) begins and ends at p ′′1 and p
′′
2 respectively then∆
′(t (2)t (1)) begins and ends at
∆′(p ′′1 ) and∆
′(p ′′2 ) respectively. Let
∆′((t (2)t (1))−1) = (∆′(t (2)t (1)))−1,
and if (1) is the boundary path ofP let
∆′(w ) =∆′(t ′′
β1
(2)
t ′′
β2
(1)
) · · ·∆′(t ′′
βm
(2)
t ′′
β1
(1)
)
be a boundary path ofP.
One easily sees that: the dual complex D is a manifold. For the segments s ′ are
traversed by the boundary paths in the way required by A.6, and the stars of the s ′
come directly from the stars of the segments t ′′ around the points ∆1( f ) ofM′′.
The structure ofDmay be described as follows: each point p ofM corresponds
to a unique complex P and hence also to the surface piece pair ∆(p ) = f ′±1 of D;
each surface piece ofM corresponds to exactly one point ∆( f ) = p ofD and
∆( f −1) =∆( f ).
Each segment s ofM corresponds firstly to a point∆1(s ), and through this point goes
a path t (1)t (2) and its inverse. The resulting correspondence between the segment
pairs s±1 and the segment pairs ∆(s±1) = s ′±1 is likewise one-to-one. Further, the
boundary relations change as follows. If p bounds the segment s or s−1, then ∆(p )
is bounded by the segments ∆(s±1). If s±1 bounds a surface piece f , then one of the
segments s ′±1 is bounded by∆( f ), where s ′±1 =∆(s±1).
5.6 Dual Line Segment Complexes
As a result of the second relation one can construct the line segment complex D1
of D directly from M. If we imagine the segment pairs of D numbered, and the
segments of a pair denoted by s ′i ,s
′
i
−1, then it follows from the first condition that the
boundary path of ∆(p ) is also determined, provided this boundary path is a simple
path and the segments traversed by a boundary path can be combined into a path
in only one way. One can improve the statement of the structural relation between
M andD by remarking that if
sα1 , sα2 , . . . , sαm
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is a simple closed star around p then there is a simple boundary path around∆(p ),
s ′α1
ǫ1s ′α2
ǫ2 · · ·s ′αm
ǫm (ǫ1 =±1)
such that
∆(s±1
αi
) = s ′
αi
±1.
In this way the boundary paths of surface pieces of D are determined when no
segment of D is singular. Namely, ǫi is determined by the condition that (1) is a
closed path.
The construction of the dual line segment complex is meaningful for all com-
plexes satisfying just the axioms A.1 to A.6.
D1 is called the line segment complex dual to F when each surface piece of F
is asssociated with a point ∆( f ) = p ′ of D1, ∆( f ) = ∆( f −1), and each p ′ also corre-
sponds to a pair f ±1, and the pairs s±1 of F are mapped one-to-one onto the pairs
s ′±1 ofD1 by
∆(s±1) = s ′
±1
in such a way that the boundary relations correspond dually. This definition is con-
sistent, because a segment s of F either bounds a surface piece doubly, or else it
bounds two different surface pieces singly. If axiom A.7 is also satisfied, then D is
connected. Namely, each star in F corresponds to a closed path in D1. If the star
v contains a segment equal, though perhaps oppositely directed, to a segment of a
star v ′, then these correspond to paths inD1 running through the same segment. If
f 1 and f 2 are two surface pieces of F which contain in their boundary points p1,p2
bounding the same segment s , then one can connect∆( f 1) and∆( f 2) inD1. For if s i
is a segment belonging to the boundary path of f i and bounded by p i then there is a
star vi of the segments around p i which contains s and s i (i = 1,2). But inD1 the vi
correspond to two paths w i which run through both the segments ∆(s±1), and con-
sequently they permit∆( f 1) to be connected to∆( f 2) by a path inD1. It then follows
by induction that D1 is connected; since F is connected, any two surface pieces f 1
and f 2 contain points p1 and p2 respectively which may be connected by a simple
path.
For a manifold F this means that any two surface pieces of F may be embed-
ded in a chain of surface pieces in which any two successive members meet along a
common segment.
In order to complete the dual surface complex D from D1 we cannot omit the
hypothesis that each point of F bounds only finitely many segments.
5.7 Elementary Transformations
The most important properties of a complex, e.g. those required for the existence
of coverings, are preserved by certain simple alterations of the complexes, the so-
called elementary transformations. It is therefore useful to divide the complexes
into classes, in which a given complex is grouped with all those resulting from it by
elementary transformations.
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If F is any surface complex containing the segment s beginning at p1 and ending
at p2, then by an elementary extension of the first kind wemean the construction of
a complex F′ which contains all the elements of F apart from s±1, and in place of
s±1 it has segments s±11 ,s
±1
2 and an additional point p
′. The segment s i begins at p i
(i = 1,2) and ends at p ′. In all boundary paths of surface pieces which contain s , s is
replaced by s1s
−1
2 and s
−1 by s2s
−1
1 .
By an elementary reduction of the first kind wemean the inverse process, which
carries F′ to F. F contains all points of F′ except a p ′ which bounds exactly two
segments; the latter are replaced by a single segment.
By an elementary extension of the second kind we mean the following construc-
tion of a complex F′ from F: let f be a surface piece of Fwith boundary path
w =w1w2,
where w1 begins at p1 and ends at p2. The new complex F′ is constructed by taking
all elements of F apart from f ±1, and in its place taking two surface pairs f ±11 , f
±1
2
and a segment s ′ which begins at p1 and ends at p2, together with s ′−1;w1s ′−1 is the
boundary path of f 1 and s ′w2 is the boundary path of f 2. We can have p1 = p2 and
w1 orw2 may also be empty.
By an elementary reduction of the second kindwemean the inverse process, con-
verting F′ to F. Thus F contains all the segments of F′ except s ′±1, and all the surface
pieces except f ±11 , f
±1
2 , which are replaced by f
±1. The segment s ′ appears exactly
once in the boundary paths of f 1 and f 2, and in no other boundary path of a surface
piece in F′.
Reductions and extensions which involve different elements of the original com-
plex can be interchanged with each other or thought of as occurring simultaneously.
E.g. if s1,s2, . . . ,sn are n segments of a complex F and if n new points p1,p2, . . . ,pn
are introduced successively so as to replace the segments in question by 2n seg-
ments s1i ,s2i (i = 1,2 . . . ,n), converting F to a complex F′ in which p i bounds just
s1i and s2i , then these modifications can be performed in any order, and they can
be thought of simultaneously as a single modification of general type. Such modi-
fications, composed of interchangeable reductions and extensions of a complex F,
will be called elementary transformations. They can also be composed of infinitely
many such modifications.
Two complexes F and F′ are called elementarily related if there is a chain of com-
plexes
F=F1, F2, . . . , Fr = F
′,
beginning with F and ending with F′ and in which Fi+1 results from Fi by an ele-
mentary transformation. If F is elementarily related to F′ then so is F′ to F, and if F
is elementarily related to F′, and F′ to F′′, then F is also elementarily related to F′′.
Each complex F is elementarily related to one with no singular elements. First,
one can replace all singular segments by non-singular ones by elementary exten-
sions of the first kind. Ifw =w1w2 is a boundary path of f in the resulting complex
then w certainly runs through two different points p1 and p2, and indeed we may
take w1 running from p1 to p2. We add a segment s which goes from p1 to p2 and
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replace f by f 1 and f 2 with boundary paths w1s−1 and sw2 respectively. We replace
s by s1s2 by adding a new point q . Now
w1 = sα1sα2 · · ·sαk
runs successively through the points
p1, pα1 , pα2 , . . . , pαk = p2
and
w2 = sαk+1sαk+2 · · ·sαm
through the points
p2 = pαk+1 , . . . , pαm = p1,
so let
tα1 , . . . , tαk−1 , tαk = s2, tαk+1 , . . . , tαm−1 , tαm = s
−1
1
bem different segments which begin at q and end at pαi . Then f i is replaced by the
m triangles fαi with boundary path tαi sαi t
−1
αi+1
, so the fαi are not singular. In this way
we can eliminate each singular surface piece.
5.8 Elementary Relatedness of Manifolds
IfM is a manifold andM′ is elementarily related toM, thenM′ is also a manifold.
IfM is amanifold of finitely many elements, andD is its dual, thenM is elemen-
tarily related toD. This is because the passage fromM toM′′ may be accomplished
by elementary extensions, and that fromM′′ toD by elementary reductions.
For a manifoldM the following modifications may be accomplished by elemen-
tary transformations:
If p1 and p2 are two points of M connected by a segment s , and if f 1 and f 2
are two distinct surface pieces with simple boundaries sw1 and s−1w2 containing
the segment s , then let M∗ be the complex which results from M by omitting the
segment s±1, replacing p1 and p2 by a point p ∗, and replacing the segments s i in
M which begin at p1 or p2 by segments s ∗i which begin at p
∗ and end at the same
points. The boundary paths inM∗ result from those ofM by replacing segments s i
by the corresponding s ∗i and eliminating occurrences of the segment s . M
∗ is then a
manifold elementarily equivalent toM. Namely, ifD andD∗ are the manifolds dual
toM andM∗ respectively thenD∗ results fromD by an elementary reduction of the
second kind. We will call these transformations reductions of the third kind.
They can always be carried out when a segment other than s emanates fromone
of the two points p i . The transformations of the inverse type, in which one point is
replaced by two, may be simply called extensions of the third kind.
If f 1 and f 2 are two distinct surface pieces of a manifold, if w1s−1 is a boundary
path of f 1, sw2 is a boundary path of f 2, and if eitherw1 orw2 is non-empty, then f 1
and f 2 may be replaced by the surface piece f with boundary path w1w2.
If the boundary path of f 1 and f 2 is equal to s , thenM consists only of these two
surface pieces and this segment, together with their inverses and a single point p .
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This is so because only one segment s emanates from p , so p cannot be connected
to any other point of the one-dimensional complex contained inM. But, since this
complex is connected, it consists only of s ,s−1 and p . It follows that:
Each manifoldM of finitely many elements is elementarily related to a manifold
M′ which contains only one surface piece pair, or else to a manifold which contains
two surface piece pairs and a singular segment, together with their inverses.
Namely, suppose there was a manifold with k > 1 surface pieces in which the
surface piece f 1 cannot be combined with any other f 2 by an elementary reduc-
tion. Then a boundary path of f 1 must run twice through all segments it contains.
But then the surface piece f 1 must correspond to a point ∆( f 1) in the dual com-
plex which bounds only singular segments. Thus if there were another surface piece
f 2 6= f 1, f
−1
1 the dual complex would not be connected. It then follows also:
A manifold M of finitely many elements is elementarily related to a manifold of
two surface piece pairs, a line segment pair, and a point; or to a manifold of a surface
piece pair, two points and two line segment pairs; or to a manifold which contains
only a surface piece pair f ±1 and a point p .
Namely, letM′ be a manifold elementarily equivalent toM which contains only
one surface piece pair, and letD′ be the manifold dual toM′. ThenD′ contains only
one point p ′, and furthermore D′ may be converted, by elementary reductions of
the second kind, into a manifold D∗ which contains only the point p ′ and either a
single surface piece or two surface pieces and one line segment. Since M and M′,
M′ andD′,D′ andD∗ are elementarily related, so areM andD∗.
The lattermay beobtained by transformations ofmanifolds that unify twopoints.
Such transformations can be carried out except when only a single segment em-
anates from each point. But then themanifold consists of only two points and a pair
of regular segments, since the line segment subcomplex is connected. The dual of
such a manifold consists of two surface piece pairs, a pair of singular segments, and
a point.
5.9 Reduction to Normal Form
One can generally bring a manifold M into normal form in various ways by ele-
mentary reductions. However, these possibilities are easy to survey. Let C be the
one-dimensional line segment complex contained in M, C′ the one-dimensional
line segment complex manifold of the manifold D = ∆(M) dual toM, B any span-
ning tree of C, and B′ such a tree in C′. We call B and B′ compatible if there is no
segment ofB′ which corresponds to a segment of B under the dual mapping. It is
not claimed initially that compatible treesB andB′ must exist. However, we show:
Each pair of compatible trees B,B′ corresponds to a chain of reductions of the
second and third kind, unique up to the order of the reductions, which brings the
manifold into normal form. Conversely, each chain of such reductions corresponds to
a pair of compatible treesB,B′.
Namely, if s is a segment inB, then s can be removed by a reduction of the third
kindwhenM is not already in normal form. For if s is a regular segment and noother
segments emanate from its endpoints then M is in fact in normal form. Further, if
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s ∗ is a segment corresponding to a segment s ′ of B′ under the dual mapping then
s ∗ may be removed by a reduction of the second kind, or else M is a normal form
because two different surface pieces meet along s ∗. Now ifM is a manifold resulting
from M by a reduction of the third kind, let B be the complex resulting from B by
elimination of the segment s and the point p2, with all the segments that emanated
fromp2 nowemanating fromp1.B′ is identical withB′. ThenB,B′ again constitute
a pair of compatible trees. One reaches an analogous conclusion for reductions of
the second kind.
Conversely, given a chain of reductions which bringM into a normal form with
one point and one surface piece, the collection of segments removed by reductions
of the third kind form a spanning tree B of M, and the segments corresponding to
those removed by reductions of the second kind in the dual complex form a treeB′,
compatible withB, which contains all points of the dual complex. This is certainly
true for those manifolds M which may be brought into normal form by a single re-
duction or extension. Now ifB is any tree which contains all points of the manifold
M, and if M goes into M by an extension of the third kind, in which the regular
segment s is added and the point p is divided into the points p1 and p2, then the
complex B of all the points of M, the segments in B, and those corresponding to
them in M, and the newly added segment s , is again a tree. If B,B′ were a pair of
compatible trees associated with the manifold M via a chain of reductions to the
normal form, then the treesB andB′ =B′ are a pair of compatible trees ofM, and
in fact those associated with the chain of reductions of M to its normal form. One
reaches this conclusion analogously whenB results fromM by an extension of the
second kind.
If the normal form has two points and a surface piece pair, then the complex of
segments eliminated by reductions of the third kind consists of two components,
B1 and B2, which are both trees. On the other hand, the line segment complex of
the dual manifoldB′ is a tree. We can construct a tree compatible withB′ fromB1
andB2 by adding one of the segments contained in the normal form toB1 andB2.
5.10 Neighboring Normal Forms
In order to survey all classes of elementarily equivalent manifolds of finitely many
elements weneed only classify themanifolds containing a single point and a surface
piece pair. We show that each such manifold may be brought into one of the nor-
mal forms given in Section 5.11. This takes place through a series of steps we first
describe as follows:
InM is a manifold and
w =w1sw2w3sw4, respectively, w =w1sw2w3s
−1w4
is a boundary path of a surface piece f , letM′ be themanifold consisting of a surface
piece f ′ with boundary path
w ′ = s ∗w3w
−1
1 s
∗w −12 w4, (1)
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respectively,
w ′ = s ∗w3w
−1
1 s
∗−1w −12 w4, (2)
a manifold in which the segment s is replaced by s ∗. M′ is elementarily related to
M, andM′ is called a neighbor ofM.
Namely, if
w =w1sw2w3sw4,
let M′′ be the manifold of two surface pieces f 1 and f 2 with respective boundary
paths
w1sw2s
∗−1 and s ∗w3sw4.
Then sw2s ∗−1w1 or w
−1
1 s
∗w −12 s
−1 is also a boundary path of f 2. We now construct
M′ in which we replace f 1 and f 2 by the surface piece f ′ with boundary path
w −11 s
∗w −12 w4s
∗w3.
The latter is a cyclic interchange of (1) and, since M and M′′, M′′ and M′ are ele-
mentarily related, the assertion is proved in this case.
If
w =w1sw2w3s
−1w4,
letM′′ be the manifold of two surface pieces f 1 and f 2 with the respective boundary
paths
w1sw2s
∗−1 and s ∗w3s
−1w4.
Then w2s ∗−1w1s is also a boundary path of f 1 and s−1w4s ∗w3 is one of f 2. We now
construct the manifoldM′ in which f 1 and f 2 are replaced by f ′ with the boundary
path
w2s
∗−1w1w4s
∗w3,
which is a cyclic interchange of (2). The assertion now follows.
Any one of the modifications given can be replaced by a chain of simple steps
in which one subdivides a surface piece in such a way that at least one triangle is
produced.
5.11 Canonical Normal Forms
We proceed to our goal in stages.2
Theorem 1. If w is a boundary path of f and s is a segment traversed twice in the
same direction by w , then there is a manifoldM∗, elementarily equivalent toM, with
the boundary path
w ∗= s ∗1
2
s ∗2
2
· · ·s ∗
m
2
w ∗1.
Here w ∗1 is empty or it traverses each remaining segment once in each direction: s
2
denotes the path s s .
2For this section see also: F. LEVI, Geometrischen Konfigurationen, Leipzig, 1929.
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If
w = sw2sw4
is a boundary path of f , then by Section 5.10 the manifold M′, in which f ′ has the
boundary path
s ∗1
2
w −12 w4,
is a neighbor ofM. Now let
s ∗1
2
s ∗2
2
· · ·s ∗i
2
w1s i+1w2s i+1w3
be the boundary path of a manifoldM∗ elementarily related toM. Then
w1s i+1w2s i+1w3s
∗
1
2
s ∗2
2
· · ·s ∗i
2
is also a boundary path and hence (with w3s ∗1
2s ∗2
2 · · ·s ∗i
2 playing the role of w4 in
Section 5.10)
s ∗
i+1w1w
−1
2 s
∗
i+1w3s
∗
1
2
s ∗2
2
· · ·s ∗
i
2
is the boundary path of amanifoldM∗ neighboringM∗. Lettingw2w
−1
1 play the role
ofw4 in Section 5.10 we obtain
s ∗i+1
2
w1w
−1
2 w3s
∗
1
2
s ∗2
2
· · ·s ∗i
2,
or,
s ∗1
2
s ∗2
2
· · ·s ∗i
2
s ∗i+1
2
w ′
as the boundary path of a manifold elementarily related toM. The assertion follows
by induction.
To further normalize the boundary path we prove:
Theorem 2. Let w = w1w2w3 be a boundary path in a manifold M, where w2
runs through any segment in both directions if it runs through it at all, and let
w2 =w21k1w22k2 · · ·w2r krw2,r+1 ,
where
k i = s i1s i2s
−1
i1 s
−1
i2 .
Then there are two segment pairs, s1,s
−1
1 and s2,s
−1
2 , among the w2i which mutually
separate each other or else the w2i are empty. That is, with suitable numbering w2
runs first through s1, then s2, then s1 again, then s2 again.
We consider the subpaths of w2 of the form sw ′s−1, where s is traversed by the
w2i . There is a certain shortest path of this kind; let it be s1w ′s
−1
1 . Then w
′ is cer-
tainly not empty, for the s are singular segments and by Section 5.3 a path of singular
segments is reduced. But w ′ also cannot consist only of the elements k i , because
sk ik i+1 · · ·k i+l s
−1
cannot appear in a boundary path by Section 5.3. Ifw ′ passes through s2, where s2 is
also traversed by thew2i , thenw ′ runs through the segment s2 only once. Otherwise,
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the subpath s2w ′s
−1
2 of w2 would be shorter than s1w
′s−11 . Thus the line segment
pairs s1,s
−1
1 and s2,s
−1
2 separate each other inw2.
Theorem 3. If the paths w2i in (1) are not empty then there is a manifold neigh-
boringMwith a boundary path
w ′ =w1w
′
2w3,
where w ′2 contains one more element of the form k = s1s2s
−1
1 s
−1
2 then w .
The path w2 contains two line segment pairs, s1,s
−1
1 and s2,s
−1
2 , which mutually
separate.
We therefore set
w2 =w
′
21s1w
′
22s2w
′
23s
−1
1 w
′
24s
−1
2 w
′
25.
Now we go to a neighboring manifold by replacing s2 by s ∗2 and construct the new
boundary path
w1w
′
21s1s
∗
2s
−1
1 w
′
24w
′
23s
∗
2
−1
w ′22w
′
25w3,
then go to a further neighboringmanifold in whichwe replace s1 by s ∗1 and construct
the boundary path
w1w
′
21w
′
23w
′
24s
∗
1s
∗
2s
∗
1
−1
s ∗2
−1
w ′22w
′
25w3.
Here we have
s ∗1s
∗
2s
∗
1
−1
s ∗2
−1
= k ∗
as a new element of the required form, while none of the paths k i in w2 has been
destroyed. It follows immediately from the second and third theorems that:
Theorem 4. If a boundary path w of a manifold runs through each segment in
both directions, then there is an elementarily related manifold having the boundary
path
w ′ = k1k2 · · ·k g with k i = s1i s2i s
−1
1i s
−1
2i (i = 1,2, . . . , g ). (2)
If a boundary path w of a manifold runs through a segment twice in the same
direction then there is an elementarily related manifold whose boundary path is
either
w ′ = s 21s
2
2 · · ·s
2
g
or
w ′ = s 21s
2
2 · · ·s
2
m
k1k2 · · ·kn (3)
where
k i = s1i s2i s
−1
1i s
−1
2i (i = 1,2, . . . ,n ).
We show finally:
Theorem 5. If a boundary path of amanifold runs through a segment twice in the
same direction, then there is an elementarily relatedmanifold with boundary path
w ′ = s 21s
2
2 · · ·s
2
g
.
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To prove this we show that the “commutator” k1 in (3) may be replaced by two
“squares” s 2. Let
w ′′ = s 2m s11s12s
−1
11 s
−1
12 w1
be a boundary path which results from (3) by cyclic interchange. We go over to a
neighboring manifold in which sm is replaced by s ∗m and take
w ′′ = s ∗
m
s−112 s
−1
11 s
∗
m
s−111 s
−1
12 w1
as boundary path; then replace s11 by s ∗11 and take
w
′′
= s ∗
m
s−112 s
∗
11
−1
s ∗11
−1
s ∗
m
−1
s−112 w1
as boundary path, and finally replace s12 by s ∗12 and take
w ∗ = s ∗
m
s ∗
m
s ∗11s
∗
11s
∗
12s
∗
12w1
as boundary path. The manifolds with the boundary paths (2) and (4), together with
the manifold of a surface piece pair, two points, and a line segment pair, may be
called “canonical normal forms.”
5.12 Normal Forms with Retention of a Segment
To refine the results above we investigate what normal forms are obtainable when a
segment s of the original boundary path is retained throughout, while the remaining
segments may be replaced as before.
Firstly, the form
w = s 21s
2
2 · · ·s
2
m
w1sw2s
ǫw3 (ǫ =±1)
may be attained by introduction of suitable segments s1,s2, . . . ,sm , wherew1,w2,w3
together run through all their segments in both directions. By introduction of
s ′
i
= s iw1, s
′′
i
=w −1
i
s ′
i
(i = 1,2, . . . ,m )
this may be replaced by
w ′ = s ′′1
2
s ′′2
2
· · ·s ′′
m
2
sw2s
ǫw3w1.
Hence, with a new notation, we can start with the form
w = s 21s
2
2 · · ·s
2
m
sw1s
ǫw2 (ǫ =±1). (1)
1. Now either w1 already traverses one of its segments in both directions, in
which case the same holds for w2, and by introduction of new segments w1 and w2
may each be replaced by a path of commutators. Then, by Section 5.3, ǫ must be
+1. If w2 begins with sαsβ s−1α s
−1
β then the subpath s sαsβ s
−1
α
s−1β may be replaced
successively by
s ′
α
sβ s
′
α
−1
s s−1
β
, s ′
α
s ′
β
s s ′
α
−1
s ′
β
−1, s ′′
α
s s ′
β
s ′′
α
−1
s ′
β
−1, s ′′
α
s ′′
β
s ′′
α
−1
s ′′
β
−1
s (2)
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By applying such steps we convertw into
s 21s
2
2 · · ·s
2
m
w ′1w
′
2s
2,
and then, ifm 6= 0, into a path of squares, as in Section 5.11:
s 21s
2
2 · · ·s
2
m
s 2.
2. Otherwise, there is a segment t which is traversed once byw1 and once, in the
opposite sense, byw2. Then we can take
w1 =w11t w12 = t
′
as a new segment and obtain
w = s 21s
2
2 · · ·s
2
m s t
′s ǫw ′1t
′−1w ′2, (3)
where each commutator that appeared in w1 and w2 also appears in w ′1 and w
′
2.
Now either w ′1 and w
′
2 consist only of commutators, or w
′
1w
′
2 is empty, or there is a
mutually separating pair of segments in
t ′s ǫw ′1t
′−1w ′2
which do not belong to the commutators. But then, using the modifications in Sec-
tion 5.10, this segment pair may be replaced by a new one which is a commutator.
As a result,
t ′s ǫw ′1t
′−1w2 becomes w
′′
1 s
ǫw ′′2 .
By repeating these modifications we obtain the form (1) or (3) where w i ,w ′i re-
spectively consist only of commutators and, using the deformations in (2), we can
convert this into
w = s 21s
2
2 · · ·s
2
mw3s t s
ǫt −1,
wherew3 consists only of commutators. Hence whenm 6= 0 we can again convert it
into squares.
Further, we can also arrive at ǫ =+1 in the casem = 0. For
s t s−1t −1s 21w
′
may be converted into
s t s ′1t s s
′
1w
′
by introduction of s−1t −1s1 = s ′1. It follows that:
If the boundary path runs through each segment in both directions, then the sec-
ond normal formmay be attained with retention of an arbitrary segment.
If the boundary path does not run through each segment in both directions, there
are four cases to distinguish:
Let the boundary bew and the retained segment s .
1. The pathw runs through s twice in the same direction (ǫ =+1). We have
a) w ′ = k1k2 · · ·kr s
2 or b) w ′ = k1k2 · · ·kr s t s
−1t −1.
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2. There is a segment other than s which w runs through twice in the same
direction. We have
a) w ′ = s 21s
2
2 · · ·s
2
n
s 2 or b) w ′ = s 21s
2
2 · · ·s
2
n
s t s−1t −1.
We will see in Sections 6.6 and 6.7 that these cases cannot be reduced to each
other.
5.13 Orientability. Characteristic
In order to conclude the classification of manifolds with finitely many elements, we
must determine whether normal forms can be elementarily related to each other.
This is not the case. The proof is based on the invariance of two properties of a
manifold under elementary transformations: orientability and characteristic.3
Let f ±11 , f
±1
2 , . . . , f
±1
n
be the different surface pieces of a manifold. Let w ǫi be a be
a positive boundary path of f ǫi (ǫ =±1). Now if the surface pieces
f
ǫ1
1 , f
ǫ2
2 , · · · , f
ǫn
n
may be chosen in such a way that the boundary paths w ǫii traverse each segment s
(ǫi =±1) once in the positive sense and once in the negative sense, the manifold is
called orientable.
If
f
ǫ1
1 , f
ǫ2
2 , · · · , f
ǫn
n
is a choice which satisfies our condition, then so too is
f
−ǫ1
1 , f
−ǫ2
2 , · · · , f
−ǫn
n .
However, there is no choice apart from these two. Because, if the exponent η1 is cho-
sen in f η11 then the exponent for all surface pieces meeting it is already determined.
Then one deduces the assertion with the help of Section 5.6.
The invariance of orientability under elementary transformations is easy to see.
IfM′ results fromM by an elementary transformation of the first kind thenwe retain
the choice of surface pieces forM′. IfM′ results fromM by an elementary transfor-
mation of the second kind, and if f i is replaced by f i1, f i2 as a result, let
w i =w i1w i2
and let w i1s ′
−1 be a positive boundary path of f i1 and s ′w i2 a positive boundary
path of f i2. We now replace
f
ǫi
i by f
ǫi
i1 , f
ǫi
i1
in the choice of surface pieces and note that the segments appearing in the w i , as
well as the new segment s ′, are traversed as the rule requires.
One sees similarly: ifM′ is orientable, so isM. Namely, if f ǫi1i1 , f
ǫi2
i2 are two surface
pieces meeting along s ′ which appear in a choice of surface pieces orienting M′,
3Usually called the (negative) Euler characteristic today. (Translator’s note.)
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then let w i1s ′
−1 be a boundary path of f ǫi1i1 and let s
′w i2 be a boundary path of f
ǫi2
i2 .
By hypothesis these boundary paths run through s ′ in opposite directions. We now
replace
f
ǫi1
i1 , f
ǫi2
i2 by f
ǫi
i ,
with the boundary pathw i1w i2.
Conversely, it follows immediately that if M is a non-orientable manifold and
M′ results fromM by an elementary transformation thenM′ is also non-orientable.
For ifM′ were orientable,Mwould be too.
As soon as a cycle of segments beginning at a point contains more than two seg-
ments one candistinguish between apositive cycle sα1 ,sα2 , . . . ,sαr and anegative one
sαr ,sαr−1 , . . . ,sα1 . For orientable manifolds one can also determine positive paths in
such a way that the following holds: if
. . . ,sα1 ,s ,sα2 , . . . and . . . ,sβ2 ,s
−1,sβ1 , . . .
are the positive cycles in which the segment s appears and if sw1,sw2 are the two
simple boundary paths beginning with s , then with suitable numbering w i begins
with s−1αi and ends with sβi . If positive cycles cannot be defined in this way then
the surface is not orientable. However, if they can be, it does not follow that the
surface must be orientable, as one sees from the surface with one cycle s ,s−1 and
the boundary path s 2.
By the characteristic of a surface complex F of finitely elements—a 0 points, 2a 1
line segments, and 2a 2 surface pieces—we mean the number
c =−a 0+a 1−a 2.
If F′ is a complex resulting from F by an elementary extension of the first kind,
then the number of points a ′0 equals a 0 + 1, the number 2a
′
1 of segments equals
2a 1+2, the number 2a ′2 of surface pieces equals 2a 2 and hence
−a 0+a 1−a 2 =−a
′
0+a
′
1−a
′
2.
One concludes similarly for elementary reductions of the first kind. IfF′ results from
F by an elementary extension of the second kind, then the numbers a ′0,a
′
1,a
′
2 for
points, lines, and surfaces are
a ′0 = a 0, 2a
′
1 = 2a 1+2, 2a
′
2 = 2a 2+2,
so the invariance of c again follows. One concludes similarly for elementary reduc-
tions of the second kind.
If we apply these two concepts to the normal forms of manifolds we see that the
manifolds of Section 5.11 (2) are orientable, and the manifolds of Section 5.11 (4)
are not. In the manifold of one surface piece, one line segment, and two points the
chacteristic has value −2 and in the manifolds of Section 5.11 (2) the value 2g − 2
(g is called the genus of these manifolds), and in the manifolds of Section 5.11 (4)
the value g . Thus different normal forms are not elementarily related to each other.
Further:
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Two manifolds are elementarily related if they are both orientable or both non-
orientable, and have the same characteristic.
The manifolds of Section 5.11 (2) can be visualized as spheres with g handles,
the manifolds of Section 5.11 (4) as spheres with g projective planes inserted.
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Chapter 6
Groups and Surface Complexes
6.1 The Fundamental Group of a Surface Complex
Wenow address ourselves to the connection between groups and surface complexes
which is realized on the one hand by paths in the complexes, and on the other by
coverings of complexes, quite analogously as with line segment complexes. Let F
be a connected surface complex and let C be the connected line segment complex
contained in it.
Let WC be the group of closed paths in C that originate at p0. With the help of
boundary paths in F we now define an invariant subgroup R of WC and a system
of defining relations of a groupWC/R =WF, which we will call the group of closed
paths of F beginning at p0.
LetB be a tree of segments of Fwhich contains all the points of F and let S1, S2,
. . ., Sn be the system of generators of the fundamental group1 of C with initial point
p0. Let f i be an arbitrary surface piece of F, and w i its boundary path that begins
and ends at the point pk . Further, letw ′k be the simple path from p0 to pk in the tree
B, so thatw ′
k
w iw
′−1
k
is a closed path beginning at p0 and if
[w ′
k
w iw
′−1
k
] =Ri (S l )
is the power product in the S associated with this path, then Ri is called the defining
relation associated with the surface piece f i . The collection of relations obtained in
this way is the system of defining relations forWF. The product Ri is determined up
to cyclic interchange and cancellation of formal inverses by f i , for the segments in
w i alone determine the power product Ri sincew ′k occurs inB.
Our problem is to show that the group determined in this way is independent of
the choice ofB. So letB′ be a tree neighboringB in C, let
S ′1, S
′
2, . . . , S
′
n
1Recall from Section 4.6 that Reidemeister calls the fundamental group the “path group,” and that he
usesW (fraktur W) to denote this group because the German word for path is “Weg.” (Translator’s note.)
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be the generator system associated withB′ for the fundamental group of Cwith ini-
tial point p0, and let R ′i (S
′
k ) be a relation associated with the boundary path w i of
the surface piece f i . But we know from Section 4.6 that the S ′k may be expressed in
terms of the Sk . If we now replace R ′i (S
′
k ) by a power product R i (Sk ) in the Sk , then
R i (Sk ) results from Ri (Sk ) by elementary manipulations in the free group of the S.
Thus all consequence relations of the R ′i (S
′
k ) likewise result from consequence rela-
tions of the Ri (Sk ). One derives the converse similarly. Thus the invariant subgroup
R is independent of the choice of treeB and hence so isWF =WC/R.
The groups of paths beginning at p0 and p
′
0 are isomorphic. Namely, if we take
the same tree to define the generators of both groups and the same boundary paths
w i to define the defining relations, then the defining relations are exactly the same.
Thus we speak of the fundamental group of F to cover all these groups.
6.2 Invariance of the Fundamental Group under Ele-
mentary Transformations
The fundamental groups of elementarily related surface complexes are isomorphic.
Let F′ be a surface complex resulting from F′ by an elementary extension of the
first kind, in which the segment s of F with initial point p i and final point pk is
replaced by the two segments s ′1,s
′
2 with p
′ the new point, at which s ′1 ends and s
′
2
begins. Now if s is a nonsingular segment there is a treeBwhich contains s and all
the points of C. If we replace the segment s inB by s ′1,s
′
2,p thenB yields a spanning
treeB′ of F′ and one sees that the definitions of generators and defining relations for
the paths emanating from p0 6= p ′ in F and F′ are formally identical when we base
them onB andB′ respectively. If s = s1 is a singular segment, so p i = pk , andB is
any spanning tree of F, let B′ be the tree that consists of B with the addition of s ′1
and p ′. If s1,s2, . . . ,sn are the segments of F that do not belong toB, then s ′2,s2, . . . ,sn
are the segments of F′ that do not belong to B′, and the generators corresponding
to the segments s2,s3, . . . ,sn are identical for F and F′. If
S1 = [ws1w
−1]
is the generator corresponding to the segment s1 in F then
S ′1 = [ws
′
1s
′
2w
−1]
is a boundary path that does not contain s1, corresponding to the one that does not
contain s ′1, and thus it remains unaltered. If a boundary path in F runs through
the segment s1 exactly k times, then the corresponding path in F′ runs through the
path s ′1s
′
2 exactly k times, and the power product corresponding to this path in F
′
therefore results from that in the Sk when S1 is replaced by S ′1.
Now let F′ be a surface complex resulting from F by an elementary extension
of the second kind, in which the segment s ′0, which goes from p i to pk , is inserted
and the surface piece f with boundary path w1w2 is replaced by two surface pieces
with the boundary paths w1s
′−1
0 ,s
′
0w2. If B is any spanning tree of F, then B has
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the same property in relation to F′. The generators S1,S2, . . . ,Sn in F are also gen-
erators in F′, and in addition there is a generator S ′0 corresponding to the segment
s ′0. The relations of F, except that for the boundary path of f , remain the same. If
R(Sk ) is the power product corresponding to the boundary path w1w2 of f , and if
R ′1(Sk ,S
′
0),R
′
2(Sk ,S
′
0) are those corresponding to the paths w1s
′−1
0 ,s
′
0w2 respectively,
then R ′1R
′
2 is convertible into R(Sk ) by elementary reductions in the free group of the
S ′0,Sk . Thus the fundamental groups associated with F and F
′ are isomorphic by the
theorem of TIETZE in Section 2.10.
A special isomorphism I between the two fundamental groupsWF andWF′ with
respect to a basepoint p common to both complexes F and F′ is obtained by the
following argument. Ifw is a path that appears in F′ as well as in F, let
I ([w ]) = [w ]′. (1)
If F and F(n) are two complexes convertible into each other by elementary trans-
formations, and if
F(1) =F, F(2), . . . , F(n)
is a chain of complexes in which any two in succession are related by an elementary
extension or reduction, and if the point p appears in all the complexes F(i ), and I k
is the isomorphism established by (1) between the fundamental groups with base-
point p in F(k ) and F(k+1),
I k ([w ]
(k )) = [w ](k+1),
then
I ([w ]) = I n−1

I n−2 · · · I 1([w ]
(1))

= [w ](n)
is called the isomorphism effected by the chain F(i ) between the fundamental groups
WF(1) and WF(n ) . If there are two different chains that connect F(1) and F(n), and if
they effect isomorphisms I and I ′, then I I ′−1 is an automorphism of the funda-
mental groupWF(1) .
6.3 Homotopy and Homology
With the help of the fundamental group, we can classify all the closed paths of a
complex independently of the choice of basepoint. Namely, if w is a closed path
beginning at p0, p1 is any other point, andw1 is a path from p1 to p0, thenw1ww
−1
1
is a closed path beginning at p1 and corresponding to the element [w1ww
−1
1 ] in the
fundamental group with basepoint p1. If w ′1 is any other path from p1 to p0, then
[w ′1ww
′−1
1 ] is a transform of [w1ww
−1
1 ], namely
[w ′1ww
′−1
1 ] = [w
′
1w
−1
1 ][w1ww
−1
1 ][w
′
1w
−1
1 ]
−1. (1)
Thus a closed path w corresponds to a class of transformed elements in the fun-
damental group that may be denoted by {w }. Naturally, different closed paths can
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belong to the same class of transformed elements.2 If w and w ∗ are two such ele-
ments, then
{w }= {w ∗} (2)
in the fundamental group with basepoint p1, and this also holds for any other base-
point p2. For the fundamental groups are in fact isomorphically related to each
other by the paths. Thus the relation {w }= {w ∗} depends only on the paths w and
w ∗ themselves. We call paths that satisfy (1) or (2) homotopic to each other. This
relation is transitive. Obviously, w is homotopic to any path resulting from itself by
cyclic interchange. Further, ifw =w1w2w3 and ifw2w
′−1
2 is a simple boundary path
of a surface piece, then w is homotopic to w1w ′2w3. Conversely, one can also use
these two theorems to define homotopy.
A pathw is called null homotopic when {w } is the identity. Thus the problem of
deciding whether a path is null homotopic is the same as the word problem, while
deciding whether two paths are homotopic is the same as the transformation prob-
lem, for the fundamental group. (Cf. Sections 1.14 and 1.15.)
Corresponding to a class {w } of conjugate elements there is a well-defined ele-
ment of the factor groupW/K of the fundamental group by the commutator group,
which may be denoted by 〈w 〉. Two paths w and w ∗ are called homologous to each
other when 〈w 〉= 〈w ∗〉. Homology is transitive. We say that a path runs through the
segment s i exactly k =m −n times if it runs throughm times in the positive sense
and n times in the negative sense, so two paths are certainly homologous if they tra-
verse the same segments equally often. A path is called null homologous when 〈w 〉
is the identity element, i.e. when {w } consists of elements of the commutator group.
By Section 2.13, homology of curves is always decidable.
6.4 Simple Paths onManifolds
The concepts of homotopy and homology have special interest in the case of sim-
ple closed paths on manifolds. Namely, the homotopy and homology properties of
such paths depend on whether and how the manifold may be decomposed. We say
that the path w separates the manifold M when each tree B′ in the dual complex
D contains at least one segment corresponding to a segment of w under the dual
mapping. If on the other hand there is such a tree containing no such segment then
we say thatw does not separate the manifold.
Now letw be a simple path of the manifoldM, letB1 be a tree consisting of seg-
ments ofw that includes all points traversed byw , and letB be a tree that contains
the segments of B1 and all the points of M. If one removes the segments of B by
reductions of the third kind, then M is converted into an equivalent manifold M∗
containing only a single point, in which w corresponds to a single, and of course
singular, segment s ∗.
Now either w does not separate the manifold M and hence s ∗ does not sepa-
rate the manifold M∗, in which case in the manifold dual to M∗ there is a tree B∗′
2This class is what we today call a conjugacy class. In fact, Reidemeister calls them conjugate elements
in the next paragraph but one. (Translator’s note.)
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containing all points but not the segment corresponding to s ∗, and so M∗ may be
converted into an equivalent manifold of a single point and a surface piece with s ∗
in its boundary.
Or else w separates M and s ∗ separates M∗ and no such tree B∗′ exists. Then
M∗ may be converted into a manifoldM∗∗ of two surface pieces f ∗∗1 , f
∗∗
2 which meet
only along s ∗, for otherwise the two surface pieces could be replaced by a single one
without removing s ∗ and thus there would be a treeB∗′ in the manifold dual toM∗
containing all points but not the segment corresponding to s ∗. If we denote two
boundary paths inM∗∗ beginning with s ∗ by s ∗−1r ∗∗1 ,s
∗−1r ∗∗2 then, using the manip-
ulations described in Section 5.9, the r ∗∗i may be converted into one of the normal
forms s 21s
2
2 · · ·s
2
l or k1k2 · · ·k l where k i = s i1s i2s
−1
i1 s
−1
i2 ; one of these paths may also be
empty.
A few simple theorems follow from this.
IfM is an orientable manifold and w is a simple path that separatesM, then w
is null homologous and conversely: if w is a simple path and null homologous then
w separates the manifold.
If M is not orientable and w is a simple path that separates M, then either w is
null homologous or there is path w ′ for which
〈w 〉= 〈w ′w ′〉= 〈w ′〉2
and conversely: if w is a simple path and either null homologous or homologous to a
twice-traversed path w ′w ′ then w separates the manifoldM.
For whenw separates we have
〈w 〉= 〈s ∗〉= 〈r ∗∗1 〉
and whenw does not separate we have
〈w 〉= 〈s ∗〉,
where s ∗ is a segment that appears in an equivalent normal form. Hence 〈s ∗〉 is
neither the identity element nor the square of another group element.
We will show later that the elements [r ∗∗1 ] and [r
∗∗
2 ] can only be the identity when
one of these paths, say r ∗∗1 , is empty. It then follows that
A simple path is null homotopic if and only if it may be converted by reduction
of the manifold into a singular segment which is the complete boundary of a surface
piece.
6.5 Intersection Numbers
The membership of paths in well-defined homology classes has an important geo-
metric consequence: the appearance of intersection points.3 In this connection we
will confine ourselves to orientable surfaces. Then we can associate an index with
each intersection point p of two paths w1 andw2 by the following rule: let
w i =w i1s
−1
i1 s i2w i2
3H. POINCARÉ,Rendic. d. Palermo 13, 314, (1899).
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where the s i k are the segments beginning at the intersection p . When the pairs of
segments s i1,s i2 (i = 1,2) do not mutually separate in the cycle of segments begin-
ning at p , and thus the paths w1 andw2 do not cross at p , then p receives the index
zero; otherwise index +1 or −1 according as s12,s22,s11,s21 appear in that order in
the positive or negative cycle of segments beginning at p . We define the index for a
common initial or final point of closed paths analogously as for intersection points.
Now if w1,w2 are closed paths that run through no common segments and pass
each intersection point only once, the sum of the indices of all those points is called
the intersection number
N (w1,w2)
of the two paths w1 andw2.
Obviously
N (w1,w2) =−N (w2,w1), N (w
−1
1 ,w2) =−N (w1,w2).
One easily establishes the following additional property of the intersection number:
ifw1 =w11w12, where thew1i are themselves closed paths, then
N (w1,w2) =N (w11,w2)+N (w12,w2).
Ifw ′1 is a path homotopic tow1 which has no segment in common withw2 then
N (w ′1,w2) =N (w1,w2).
This is provedmost conveniently by subdividing the manifold into triangles and
following the effect of deformation over a triangle.
In particular, ifw1 andw ′1 are two closed paths which begin at the same point p ,
and if [w ′1] = [w1] in the fundamental group with basepoint p , then it is permissible
to speak of the intersection of the classes [w1] and [w2], since it is consistent to set
N ([w1], [w2]) =N (w1,w2)
and we again have
N ([w11][w12], [w2]) =N ([w11], [w2])+N ([w12], [w2]).
If we now fix [w2] we see that the intersection numbers relative to [w2] form a com-
mutative group homomorphic to the fundamental group; a path k for which [k ]
belongs to the commutator group always has the intersection numberN (k ,w2) = 0,
or, expressed in another way: the intersection number N (w1,w2) depends only on the
homology class 〈w1〉. We can therefore define a function N (〈w1〉,w2). And because
N (w1,w2) =−N (w2,w1)
the same holds for the second argument. In order to complete the determination of
N (〈w1〉, 〈w2〉)
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we set up a system of generators that corresponds to the canonical form of theman-
ifold from Section 5.11 (2), and note that
N (S i ,Sk ) =N (Ti ,Tk ) =N (S i ,Tk ) = 0 (i 6= k )
and, with suitable ordering of generators,
N (S i ,Ti ) = 1.
Moreover, since for two paths wk of the homology classes
∏
i S
a k i
i T
bk i
i (k = 1,2)
we have
N (w1,w2) =N
 ∏
i
S
a k i
i T
bk i
i ,w2
!
=
∑
a 1iN (S i ,w2)+
∑
b1iN (Ti ,w2)
=
∑
a 1ia 2kN (S i ,Sk )+
∑
a 1ib2kN (S i ,Tk )
+
∑
b1ia 2kN (Ti ,Sk )+
∑
b1ib2kN (Ti ,Tk ),
N (w1,w2) yields the bilinear form∑
(a 1ib2i −a 2ib1i ).
If S ′i and T
′
i are another system of generators for the fundamental group, likewise
associated with the paths of a second normal form, and if
∏
i S
′a ′k i
i T
′b ′k i
i are the ho-
mology of the paths wk , then wemust have∑
(a ′1ib
′
2i −a
′
2ib
′
1i ) =
∑
(a 1ib2i −a 2ib1i ).
Finally, here is onemore application of the formula: ifS i ,Ti ,S ′i ,T
′
i retain the same
meaning in the factor group by the commutator group,
S ′
i
=
∏
S
αik
k
∏
T
βik
k , T
′
i
=
∏
S
γik
k
∏
T
δik
k ,
then
N (S ′
i
,Ti ) =αi i and N (S i ,T
′
i
) = δi i ,
and hence
s =
∑
αi i +
∑
δi i ,
the trace of the matrix by which the passage from S i ,Ti to S ′i ,T
′
i takes place in the
factor group, is equal to the intersection number∑
N (S ′i ,Ti )+
∑
N (S i ,T
′
i ).
The investigation of the intersection points of closed paths may be greatly re-
fined by dividing the intersection points into classes which depend only on the ho-
motopy classes of the paths.4
4R. BAER, J. für reine und angew. Math. 156 (1927) 231.
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6.6 One-sided and Two-sided Paths
In order to describe the properties of simple paths somewhat more precisely we in-
troduce the concepts of “one-sided” and “two-sided” paths.
Let w be any simple closed path of the manifold M, which passes through the
points p0,p1, . . . ,pn = p0 and the segments s1,s2, . . . ,sn in that order. New segments
s i1, s i2 (i = 1,2, . . . ,n )
may now be introduced andM thereby extended to the manifolds Mi1,Mi2 in suc-
cession. The segments s i1,s i2 begin at p i−1 and end at p i , and if s iw i1 and if s iw i2
are the two boundary paths in Mi−1,2 beginning with s i then new surface pieces
may always be introduced with the boundary paths s i s
−1
i1 and s i s
−1
i2 . It is assumed
that the pathsw i1,w i2 do not run through the segment s i . The pathw is embedded
in 2-gons in the new manifold Mn ,2. The distribution of the second indices 1, 2 in
the new manifold can be arranged in such a way that the ordering
s i1,s i ,s i2, . . . ,s
−1
i+1,2,s
−1
i+1,s
−1
i+1,1, . . . (i = 1,2, . . . ,n )
is obtained in the stars of the points p i . But then the star of the point p0 is completely
determined and either has the ordering
sn1,sn ,sn2, . . . ,s
−1
12 ,s
−1
1 ,s
−1
11 , . . .
or else the ordering
sn2,sn ,sn1, . . . ,s
−1
12 ,s
−1
1 ,s
−1
11 , . . . .
In the first case we call the path two-sided, in the second case one-sided.
Because if we construct the path
wk = s1k s2k · · ·snk (k = 1,2)
then in the first case we always remain on the same side of w , intuitively speaking,
while in the second case we go from one side ofw to the other.
If a manifold possesses a one-sided path, then it is not orientable. For otherwise
the stars of the points p0,p1, . . . ,pn could not be oriented as we did in Section 5.13.
On the other hand, one-sided and two-sided paths may always be given in nonori-
entable manifolds.
We show that a singular segment that appears in a boundary path of the form
s 2w is one-sided, whereas a segment that appears in the form s t s t −1 is two-sided.
Namely, we construct new manifolds by insertion of the segment s ′ and in the first
case take s ′s−1 and s ′sw as new boundary paths; in the second case take s ′s−1 and
s t s ′t −1 as new boundary paths. Then in the first case the cycle of segments begin-
ning at the point of the normal form has the substar s−1,s ′−1,s , so s ′ goes from one
side of s to the other; in the second case it has the substar s−1,s ′−1, t −1,s ′,s , so s ′
remains on the same side of s . Thus we have obtained a geometric interpretation of
the appearance of a segment in boundary paths of the two forms s 2w and s t s t −1w ,
and it is shown that the forms 1a and 1b, as well as the forms 2a and 2b, in Section
5.12 are not reducible to each other.
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One can define one-sided and two-sided quite analogously for non-simple paths
and show that homotopic curves are always of the same type. Separating curves are
obviously two-sided.
6.7 Simple Strips
Themanifolds with the pathsw ,w1,w2, constructed in the previous section, may be
subjected to the following extensions of the third kind: in place of each point p i we
take three points, with new segments t i1 connecting the boundary points p i1 and
p i , and t i2 connecting the boundary points p i2 and p i . If
s−1
i1 ,s
−1
i
,s−1
i2 ,sαi1 ,sαi2 , . . . ,sαi r ,s i+1,2,s i+1,s i+1,1,sβi1 ,sβi2 , . . . ,sβi l
is the star of segments through p i , then
s−1
i1 ,sβi l , . . . ,sβi1 ,s i+1,1, t i1 becomes the star of p i1,
s−1
i2 ,sαi1 , . . . ,sαi r ,s i+1,2, t i2 becomes the star of p i2,
s−1
i
, t −1
i1 ,s i+1, t i2 becomes the star of p i .
This convertsw1 andw2 into two simple paths which terminate in the case of a two-
sided path w and which result in a single simple closed path w1w2 in the case of a
one-side pathw . The 2-gons around p i have been converted into 4-gons. The com-
plex of these quadrilaterals and their boundary elements is a manifold with bound-
ary which may be called a strip. In the case of a one-sided path we get a strip con-
vertible into a manifold which is a projective plane by insertion of a surface piece
with the boundary path w1w2. The strip is a MÖBIUS band. In the case of a two-
sided path we get a strip convertible into a sphere by the addition of two surface
pieces with the boundary paths w i—a cylindrical band.
Conversely, if we remove fromM the points p0, . . . ,pn−1, the segments s1, . . . ,sn ,
t i1, t i2, and the quadrilaterals of the strip then, in the casewherew does not separate
M,M is converted into a manifold with boundary,R, which can be converted into
a manifold M′ without boundary by the addition of one or two surface pieces with
the boundary pathsw1w2 andw i respectively. Otherwise, i.e. whenw separatesM,
M breaks into twomanifolds with boundary,R1 andR2.
In the case of non-separating cuts w on non-orientable manifolds one can fur-
ther distinguish between two types of non-separating cuts, according as the mani-
fold resulting from M from the cut along w is orientable or not. One is easily con-
vinced that this property enables us to distinguish between simple paths whichmay
be embedded in a boundary path of the types 1a, b of Section 5.12, and those for
which this is not possible and which consequently reduce to the types 2a, b of Sec-
tion 5.12. For when one cuts a manifold with a boundary path of type 1a,b along s
the result is an orientable manifold, whereas a boundary path of type 2a,b results in
a non-orientable manifold. Consequently, we have now shown that the four types of
boundary path realized by non-orientablemanifolds in Section 5.12 are not reducible
to each other.
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6.8 Normal Forms and Fundamental Groups
The preceding section showed that the group elements [w ] corresponding to simple
indecomposable curves w constitute a special class. It is natural to ask how all the
elements of this class are determined. As Section 6.4 shows, this question is closely
related to another. Let w1,w2, . . . ,w g be closed curves emanating from a point p ,
which pass into g singular segments of a normal polygon under suitable reduction
of the manifold. The [w i ] (i = 1,2, . . . , g ) are a special g -tuple of group elements, and
the question is how to obtain them. They certainly constitute a systemof generators.
We can formulate our question precisely as: if [w i ] and [w ′i ] are two such g -tuples,
howmay the [w ′i ] be expressed in terms of the [w i ]?
5
Now by Section 5.9 the reduction of a manifold to normal form is established by
giving two compatible trees B,B′ which contain all points of M and its dual man-
ifold respectively. So let B,B′ be a pair for which the [w i ] go into the singular seg-
ments of the normal form and letB,B
′
be a pair for which this happens to the [w ′i ].
The group elements [w i ]±1 and [w ′i ]
±1 are determined up to numbering these tree
pairs, and for that reason we first investigate the meaning of our question with re-
gard to these tree pairs.
We can embedB andB in a chain of neighboring trees inM
B=B1,B2, . . . ,Bn =B
which contain all the points of M. For each Bi there is therefore a compatible
B′i which contains all the points of M
′. One also sees immediately that two trees
B′i1 and B
′
i k compatible with Bi may be embedded in a chain of compatible trees
B′i2, . . . ,B
′
i ,k−1. Finally, ifBi andBi+1 are two neighboring trees then there is either
a tree B′i compatible with both Bi and Bi+1, or else two neighboring trees B
′
i and
B′i+1 compatible withBi andBi+1 respectively. Namely, if s i+1 is the segment that
appears inBi+1 but not inBi , and ifw i is a simple path which connects the bound-
ary points of s i+1 in Bi , and hence passes through the segment s i which appears
in Bi but not in Bi+1, then either the path s i+1w i separates M or not. In the first
case there is a tree compatible withB′i as well as with Bi . In the second case each
treeB′i compatible withBi contains the segment s
′
i+1 corresponding to s i+1. Now if
one replaces s ′i+1 by the segment s
′
i dual to s i then a tree B
′
i+1 neighboringB
′
i and
compatible withBi+1 results fromB′i .
6.9 Manifolds with Two Surface Pieces and Two Points
We now focus on the case where there are two neighboring treesBi ,Bi+1 for which
there is no tree B′ compatible with both. In this case the manifold may be altered
by elementary transformations in such a way that there is a tree Bi ,i+1 in the new
manifoldM∗, neighboring both Bi and Bi+1, and in the dual manifold ofM∗ there
are trees B∗i
′ and B∗i+1
′ compatible with Bi and Bi ,i+1 on the one hand, and with
Bi ,i+1 andBi+1 on the other.
5K. REIDEMEISTER, J. für reine und angew. Math. Henselschrift (1932).
6.10. ELEMENTARY RELATEDNESS AND ISOMORPHISM 137
IfB′i andB
′
i+1 are two neighboring trees compatible with Bi andBi+1 respec-
tively, then we remove by reduction all segments which appear in Bi as well as in
Bi+1, and all which correspond to those appearing inB′i as well as inB
′
i+1. In this
way M is converted into a manifold with two surface pieces f 1, f 2 and two points
p1,p2 and trees consisting of single segments. The one appearing in Bi is called s i
and the one appearing inBi+1 is called s i+1. Then the segment inB′i is the dual to
s i+1 and the segment inB′i+1 is the dual to s i . If r1,r2 are simple boundary paths of
f 1, f 2 then
r1 = s i r11s
ǫ1
i+1r12, r2 = s i r21s
ǫ2
i+1r22.
Here r11,r12 together pass through each segment either twice or not at all. The same
holds for r21 and r22. Otherwise the closed path s i s
−1
i+1 (s i and s i+1 each run from p1
to p2) would not separate the manifold.
Now, on the one hand, all segments apart from s i and s i+1 could be singular.
Then either the segment sα following s i in r1 is singular or the last segment sβ of r1
is singular (otherwise we would have sα = sβ = s
ǫ1
i+1). If, say, sα is singular it begins
at p1 and we divide f 1 into f 11 and f 12 by introducing the segment t with boundary
points p1 and p2. And when r1 = s i sαr3 we take r11 = t r3 as the boundary path of f 11
and r12 = s i sαt −1 as the boundary path of f 12. Then the path t s
−1
i+1 does not separate
the manifold. For f 11 and f 12 meet along sα and f 11 and f 2 meet along s i . The tree
consisting of the single segment t therefore satisfies the required conditions. We
proceed quite analogously when sα = s
ǫ1
i+1 and sβ is singular.
If, on the other hand, there is another regular segment sγ, apart from s i and
s i+1, that goes from p1 to p2, then the tree consisting of the segment sγ satisfies
our conditions. For the paths sγs
−1
i and sγs
−1
i+1 do not separate the manifold.
6.10 Elementary Relatedness and Isomorphism
In order to be able to precisely express the results of the previous sections we in-
troduce, by analogy with the concept of a “neighboring normal polygon” in Section
5.10 (“normal polygon” is the same as “normal form of a manifold”), the concept of
“dually neighboring normal polygons”:
Two normal polygons are called dually neighboring if they are convertible into
each other by an extension and subsequent reduction of the third kind.
Then our result reads as follows:
LetN andN′ be two normal polygons, and let
N=M(1), . . . ,M(n),M(n+1), . . . ,M(m ) =N′
be a chain of manifolds, whereM(i ) results fromM(i−1) by an elementary subdivision
for i = 1,2, . . . ,n and by an elementary reduction for i = n+1, . . . ,m. Let I ([w ]) = [w ]′
be the induced isomorphism between the groups ofN andN′. Then there is a chain of
normal polygons
N=N(1),N(2), . . . ,N(m ) =N′
of which any two in succession are neighboring or dually neighboring, and the iso-
morphism I ′([w ]) induced by this chain is identical with I ([w ]).
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Now let s (i )1
±1
,s (i )2
±1
, . . . ,s (i )g
±1
be the 2g segments which appear inN(i ), let S (i )1
±1
,
S
(i )
2
±1
, . . . , S (i )g
±1
be the corresponding group elements, let I i be the isomorphism
betweenN(i ) andN(i+1) determined by Section 6.2, and in fact let
T
(k )
i = I i (S
(i+1)
k ).
Then the elements T (k )i may be expressed in terms of theS
(i )
l in such a way that these
power products are a system of free generators for the free group determined by the
S
(i )
l . IfN
(i ) and N(i+1) are neighbors this follows from the formulas given in Section
6.2. If they are dually neighboring one notes that the connection number of the line
segment complex is preserved when the transition complex has two points and one
surface piece. The assertion then follows from the facts on exchange of generators
proved in Section 4.6.
But then the analogous result follows for arbitrary elementarily related normal
forms. If I is the isomorphism between the fundamental groups of N(1) and N(n)
determined by T (1)k = I (S
(n)
k ) then the T
(1)
k may be expressed as power products in
the S (1)k in such a way that these products constitute a system of free generators of
the free group determined by the S (1)
k
.
There remains the problem of making the system of generators T (1)k obtained in
this way more easily visualizable. For this purpose we refine the previous result by
the following theorem.
IfN andN′ are two dually neighboring normal polygons then there is a chain
N(1) =N,N(2), . . . ,N(n) =N′
of neighboring normal polygons which establishes the same isomorphism between
the groups ofN andN′ as that induced by the original transformation.
Certainly there is a chainN(1) =N,N(2), . . . ,N(n) =N′ of dually neighboring nor-
mal polygons in which the passage from N(i ) to N(i+1) is effected by a complex in
which the newly introduced, and then eliminated, point bounds exactly three line
segments. The dual situation has already been dealt with in Section 5.10. I claim
thatN(i ) andN(i+1) are then neighboring also.
To prove this we consider the complex of a single surface piece f and two points
p1,p2 that accomplishes the transition. Let s i , s
−1
i+1, and s1 be the three segments that
go from p1 to p2;N(i ) andN(i+1) result from reduction of s i and s i+1 respectively. The
boundary path of f runs over p2 three times and contains the subpaths s i s
−1
1 , s1s i+1
or s−1i+1s
−1
1 , s i s i+1 or s
−1
i+1s
−1
i . Say
r = s i s
−1
1 r1s1s i+1r2s i s i+1r3.
Then the boundary path remaining inN(i ) is
r (i ) = s−11 r1s1s i+1r2s i+1r3,
and inNi+1
r (i+1) = s i s
−1
1 r1s1r2s i r3.
6.11. SOME PROBLEMS 139
If we now construct the triangle s i s
−1
1 t and eliminate s1, then the boundary path
t −1r1t s i r2s i r3
results fromN(i+1). But apart from notation (t ∼ s , s i+1 ∼ s i ) this is identical with the
boundary path ofN(i ).
Further, in both transformations of N(i ) into N(i+1) the same isomorphism be-
tween their groups takes place.
One can describe the connection between the two transformations intuitively
by saying that in one case one lets the endpoint of the segment s1 slide along the
segment s i , respectively s i+1, while in the second case one constructs a triangle from
the initial and final positions and the segment s i , respectively s i+1, across which the
transition from the initial to final position is carried out.
The passage between two neighboring normal polygons can finally be carried
out by a chain of extensions and reductions in which each newly introduced, and
then eliminated, surface piece is a triangle. If we call these alterations triangle trans-
formations then we have the theorem:
If N andN′ are two elementarily related normal polygons and if I is the isomor-
phism induced between the groups ofN and N′ by the elementary transformation of
N intoN′, then the same isomorphismmay be effected by a chain
N=N(1),N(2), . . . ,N(n) =N′,
whereN(i ) results fromN(i−1) by a triangle transformation.
6.11 Some Problems
Using the results of the preceding section we may derive a method for presenting
generators for the groups of automorphisms of the fundamental group which result
from elementary transformations and mappings of isomorphic manifolds (cf. Sec-
tion 6.12). The exchange of generators in the fundamental group due to elementary
modifications of the normal form yields all automorphisms immediately in the case
of the torus, because the torus has only the canonical form as normal form; however
this is not the case for surfaces of higher genus, because they always have different
normal forms which are elementarily related but not isomorphic to to each other.
Further, the exchanges of generators induced by elementary transformations in this
case constitute a groupoid (Section 1.15), the identities of which correspond to the
different normal forms of the surface. By the final result of Section 6.10 one can take
the transformations
S ′
i
=S i (i 6= a ), S
′
a
=SaS
±1
b or S
′
a
=S±1b Sa
as generators of this groupoid, corresponding to the modifications which convert
one normal form into another.
Incidentally, one sees that the automorphism group of the torus determined by
elementary transformations is identical with the automorphism group of the free
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commutative group on two generators. The analogous theorem has been proved by
DEHN and NIELSEN6 for the groups of the remaining orientable manifolds.7
The automorphism group for p = 2 has been determined by BAER8 in a way dif-
ferent from that sketched here.
Conversely, one can ask to what extent the elementary transformations are char-
acterized by the induced isomorphisms of the fundamental group. To make this
question precise we remark that: by TIETZE we can subdivide two elementarily re-
lated manifolds so that two isomorphic subcomplexes result. More precisely, the
following holds: ifM andM′ are twomanifolds resulting from each other by a chain
of extensions and reductions, then one can arrange the transition in such a way that
first only extensions appear, and then only reductions, while the isomorphisms of
the fundamental group induced by both chains are the same.9 Now ifM andM′ are
canonical normal forms (M and M′ are then isomorphic), and M∗ is the manifold
in the chain that contains themost elements, w i andw ′i (i = 1,2, . . . ,q ) are the paths
in M∗ corresponding to the segments s i and s ′i of M and M
′, and if the induced
automorphism is induced is inner, what is the relation between the paths w i and
w ′i ?
One would conjecture a theorem corresponding to one of BAER10 concerning
continuous manifolds, that the w i may be deformed into w ′i inM
∗ or a subdivision
ofM∗ in such a way that in each intermediate position w i there is always a system
of simple paths meeting in only one point. In connection with this there is the still
unproved combinatorial theorem: simple homotopic paths are always “isotopic,”11
i.e., with suitable subdivision of the initial manifold theymay always be transformed
into one another in such away that the intermediate positions are also simple paths.
On the basis of these results one can see that the elementary transformations
by which one manifold is converted to another, isomorphic to it, and which there-
fore induce automorphisms in the fundamental groupmay be classified quite anal-
ogously to the continuous mappings of continuous manifolds.
One may compare these questions with the determination of simple paths on
a manifold by DEHN and BAER, which, as stated at the beginning of Section 6.8, is
connected with the determination of the automorphism group.
6J. NIELSEN, Acta. Math. 50, (1927), 191.
7Reidemeister here describes the relation between homeomorphic mappings of a surface and auto-
morphisms of its fundamental group rather loosely. To be more precise, the surface mappings should
be taken modulo isotopy and the automorphisms should be taken modulo inner automorphisms. (Note
that the fundamental group of the torus is abelian, so its inner automorphism group is trivial.) Then the
Dehn-Nielsen-Baer theorem states that the group of homeomorphisms modulo isotopy is isomorphic
to the group of automorphisms of the fundamental group modulo inner automorphisms. (Translator’s
note.)
8R. BAER, J. für reine und angew. Math. 160 (1928), 1.
9H. TIETZEMon. f. Math. u. Phys. Jahrg. 19, p.1 and E. BILTZ,Math. Zeitschr. 18 (1923), 1.
10R. BAER, J. für reine und angew. Math. 159 (1928), 101.
11R. BAER, J. für reine und angew. Math. 159 (1928), 101.
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6.12 Coverings of Surface Complexes
Coverings of surface complexes may be defined similarly to those for line segment
complexes, and the basic theorems are likewise obtained as they were earlier.
If F and F∗ are two surface complexes we say that F covers F∗ when there is a
mapping A(F) = F∗ of the points, line segments, and surface pieces of F onto those
of F∗ satisfying the following conditions.
A.1. If C is the line segment complex contained in F and C∗ is that contained in F∗,
then the mapping A(C) = C∗ is a covering of C∗ by C, which satisfies the conditions of
Section 4.17.
A.2. For each surface piece f of F there is a well-defined surface piece A( f ) = f ∗,
and A( f −1) = (A( f ))−1.
For the sake of convenience, before we formulate the last condition we will sup-
pose that in F∗ each simple positive boundary path w of a surface piece f ∗ bounds
only this one surface piece positively.
A.3. If r is a simple positive boundary path of the surface piece f of F then A(r ) =
r ∗ is a simple positive boundary path of A( f ). If w ′ is any path of F for which A(w ′) =
r ∗, where r ∗ is a boundary path of f ∗, then there is also a surface piece f ′ in F of which
w ′ is a simple positive boundary path and for which A( f ′) = f ∗.
F is called homomorphic to F∗ when there is a covering A(F) = F∗. Homomor-
phism is transitive. If F,F∗,F∗∗ are three surface complexes and if A(F) = F∗ and
A
′(F∗) = F∗∗ are coverings of F∗ and F∗∗ by F∗, then
A
′′(F) =A ′(A(F)) = F∗∗
is the mapping of F onto F∗∗ obtained via A and A ′. Then the line segment complex
of F covers that of F∗∗, each f ∗∗ corresponds to an f , and A ′′( f −1) = (A ′′( f ))−1. Fi-
nally, if w ∗∗ is any simple boundary path of a simple surface piece f ∗∗, and A ′′(w ) =
A
′(w ∗) =w ∗∗ and A(w ) =w ∗, then w ∗ is a simple positive boundary path of the sur-
face piece f ∗ with A( f ) = f ∗ andw is a simple positive boundary path of the surface
piece f with A( f ) = f ∗ and A ′′( f ) = f ∗∗.
6.13 Coverings of Line Segment andSurfaceComplexes
One can immediately survey those coverings of a line segment complex C∗ by C that
are extendible to a covering of the surface complex F∗ by F. It is necessary and suffi-
cient that in the covering
A(C) =C∗
all paths w that lie over simple boundary paths of C∗ are closed. It is necessary by
A.3 in Section 6.1 because the boundary path of a surface piece is always closed; it
is sufficient because a line segment complex Cwhich covers C∗ in the way described
may be immediately extended to a surface complex F which covers F∗. Namely, if
f ∗1
±1, f ∗2
±1, . . . are the surface pieces of F∗, r ∗i
±1 is a simple positive boundary path of
f ∗i
±1 (i = 1,2, . . .), and if ri1,ri2, . . . are the paths in C over r ∗i , then we add the surface
pieces f ±1i1 , f
±1
i2 . . . (i = 1,2, . . .) to C and define ri k to be a simple positive boundary
path of f i k . The complex F consisting of C and the f
±1
i k
then covers F∗.
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For if r is any path which lies over a simple boundary path r ∗, A(r ) = r ∗, then r
is also a simple boundary path. This is because, by Section 4.8, r results from cyclic
interchange in one of the paths r±1i k over r
∗
i
±1. Thus r bounds at least one surface
piece f .
It is possible that r bounds several surface pieces f 1, f 2, . . . , f n ; namely, when
there are n different cyclic interchanges r (1),r (2), . . . ,r (n) of r for which A(r (i )) = r ∗ǫi
(ǫi =±1). In this case it can happen, e.g., that r bounds exactly two different surface
pieces f 11 and f 12 for which A( f 11) = A( f 12); namely, when there are two cyclic inter-
changes r (11) and r (12) of r , for which A(r (11)) = A(r (12)). A(r (11)) = r (11)∗ must then be
carried into itself by a cyclic transformation; i.e., we must have r (11)∗ =w ∗w ∗.
We will replace the condition just found for extendibility of a covering of a line
segment complex C∗ to one of a surface complex F∗ by a condition on the permuta-
tions associated with each covering of a line segment complex C∗ byC (Section 4.10).
LetB∗ be any spanning tree of C∗, let s ∗1
±1,s ∗2
±1, . . . be the segments of C∗ that do not
appear in B∗, let π1,π2, . . . be the corresponding permutations, and let S1,S2, . . . be
the corresponding generators of the fundamental group of C∗. Further, let r ∗1 ,r
∗
2 , . . .
be all the simple boundary paths of surface pieces of C∗. Then the permutations
corresponding to these paths r ∗i must all be the identity permutation. Thus, by Sec-
tion 4.16, the πi must satisfy the relations of the fundamental group of the surface
complex. Thus the group generated by the πi is a representation of the fundamental
group W of F∗. Conversely, each such permutation group may be associated with
a line segment complex C with A(C) = C∗ and hence also with a surface complex F
with A(F) = F∗.
6.14 The Fundamental Group of the Covering Complex
Under the hypotheses of the previous section it is clear from Section 4.17 that the
group of the closed paths in C beginning at p is homomorphic to a subgroup of the
group of closed paths in C∗ beginning at A(p ) = p ∗. We now also assert:
The groupW of classes of closed paths in the surface complex F beginning at p is
isomorphic to a subgroupU of the groupW∗ of closed paths in the surface complex F∗
beginning at A(p ) = p ∗.
If w is a closed path beginning at p and A(w ) = w ∗, then [w ], [w ∗] respectively
are the elements of the groups W,W∗ to which w ,w ∗ respectively belong, then we
define the mapping I by
I ([w ]) = [w ∗] = [A(w )]
and claim that I mapsW one-to-one onto a subgroup U ofW∗. Since
[w −1] = [w ]−1, [A(w −1)] = [A(w )]−1,
and since also
[w1][w2] = [w1w2] and [A(w1)][A(w2)] = [A(w1w2)],
we have only to prove one-to-oneness; i.e., to show that ifw1 andw2 are two closed
paths beginning at p and [w1] = [w2] then [A(w1)] = [A(w2)]; and conversely, if
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w ∗1,w
∗
2 are two closed paths beginning at p
∗ and if w1,w2 are two beginning at p ,
likewise closed, for which
A(w i ) =w
∗
i (i = 1,2)
and if [w ∗1] = [w
∗
2], then [w1] = [w2] also.
But that comes down to showing: if [w ] is the identity element ofW then [A(w )]
is the identity element ofU, and conversely, if [A(w )] is the identity element ofU then
[w ] is the identity element ofW. Now if [w ] is the identity element then w may be
altered by elementary extensions and reductions until it consists of subpaths of the
form w ′rw ′−1, which likewise begin and end at p and for which each r is a simple
boundary path in F. But then
A(w ′rw ′1) = A(w ′)A(r )A(w ′−1)
and A(r ) is likewise a simple boundary path in F∗, so [A(w ′rw ′−1)] is the identity el-
ement ofW∗. The first part of the claim follows from this. And, since r is a boundary
path in Fwhen A(r ) = r ∗ is a boundary path in F∗, the converse part of the claim also
follows.
If F is connected then each point p i for which A(p i ) = p ∗ may be connected to
p = p0. The collection of paths from p to p i then corresponds to a residue class UG
in the group W∗ of the complex F∗. The corresponding permutations stand in the
same relation to the residue classes as was described in Section 4.17. Likewise in
analogy with Section 4.17, a covering of F∗ by F may be constructed for each sub-
group U ofW∗.
One can imagine applying the process for determining generators and relations
of subgroups to these surface complexes. A system of paths w i from p0 to the p i
yields a complete system of representatives G i for the residue classes UG modulo U
in W∗. The w i constitute a tree when the G i satisfy the SCHREIER condition (Σ) of
Section 3.6. The boundary paths of the surface pieces f i lying over the same sur-
face piece f ∗ yield the relationsG iRG
−1
i when R is the relation corresponding to f
∗.
The free group determined by the generatorsUG ,S of Section 3.7 is the fundamental
group of the line segment complex C associated with p0. Now one has everything
needed to follow the proofs of the theorems of Section 3.7 step by step for surface
complexes.
The invariance of the surface complex group under elementary transformations
corresponds here to the theorem: if F∗ and F∗′ are two elementarily related surface
complexes, and if F covers F∗, then there is a well-defined surface complex F′, ele-
mentarily related to F, which covers F∗′.
6.15 Regular Coverings
If we take U to be an invariant subgroup of W∗ then C covers the complex C∗ regu-
larly, and conversely. In this case one sees that the transformations of C constructed
in Section 4.20 may be extended to transformations of the surface complex F into it-
self. Namely, if r is a simple boundary path in F and A(r ) = r ∗ is a simple boundary
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path in F∗ that we associate uniquely with the surface piece f ∗, then there is ex-
actly one surface piece f , simply bounded by r , for which A( f ) = f ∗; and if r goes
to I (r ) = r ′ by a mapping of C into itself, then A(r ) = A(r ′) and hence r ′ is also a
boundary path of a well-defined surface piece f ′ for which A( f ′) = f ∗. If I ( f ) = f ′,
then I ( f −1) = f ′−1, so I (F) = F∗ is in fact a mapping of F onto itself that satisfies
conditions A.1 to A.3 of Section 6.12. Each surface piece f goes to a surface piece
f ′ for which A( f ) = A( f ′) under all these mappings, but not necessarily in the same
way.
According to Section 6.13 it can happen that a boundary path r in F bounds two
different surface pieces f 1 and f 2 with A( f 1) = A( f 2). Then r goes to itself under a
transformation I (F) = F. An example is afforded by the complex F∗ consisting of a
single surface piece, one point, and a segment with w = s ∗s ∗ as simple boundary
path. The latter is covered by a complex of two surface pieces, two points, and two
segments with the simple boundary path s1s2 for both f 1 and f 2.
The connected complex F that covers F∗ and corresponds as described to the
subgroup U ofW∗ consisting only of the identity element is called the universal cov-
ering complex. If F′ is an arbitrary connected covering complex of F∗ then there is
always a covering A(F) = F′ of F′ by the universal covering complex. Ifw is a closed
path in F and A(w ) = w ∗ is the path corresponding to it, then [w ∗] is the identity
element of the groupW∗ of the complex F∗. If F∗ contains only one point, then the
line segment complex contained in F is the group diagram of W∗ in the generators
[s ∗i ] that correspond to the segments s
∗
i of F
∗.
6.16 Coverings of Manifolds
We now assume that the covered complex F∗ is a manifold. We can apply the con-
siderations of the previous sections whenM∗ contains no simple boundary path r ∗
bounding two surface pieces f ∗1 and f
∗
2 6= f
∗
1
±1. In this exceptional case M∗ is just
a sphere. The path r ∗ runs through each of its segments s ∗ only once. Either there
is only one such segment, andM∗ is in fact a sphere, or there are various such seg-
ments and r ∗ = s ∗r ∗′. Then we combine f ∗1 and f
∗
2 into a surface piece f
∗ with the
boundary path r ∗′r ∗′−1. Then one easily sees, by Section 5.3, that r ∗′ is a simple
path and hence M∗ is a sphere. Since a covering of the sphere by the sphere is the
identity—because the fundamental group is the identity—we can now assume that
each simple boundary path r ∗ of F∗ bounds only one surface piece f ∗±1. The most
important theorem, which we will prove, reads:
If F is a connected covering of a manifoldM∗,
A(F) =M∗,
then F is itself a manifold.
First we have to show that a segment s of F either appears twice in the boundary
path of some surface piece and in no other boundary, or else s appears once in the
boundary of exactly two surface pieces. Let A(s ) = s ∗. If s ∗r ∗1 and s
∗r ∗2 are the two
boundary paths ofM∗ beginning with s ∗ and if
r ∗1 6= r
∗
2 , (1)
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then there are also two different paths s ri with
A(s ri ) = s
∗r ∗
i
(i = 1,2)
and each simple boundary path s r that begins with s is either s r1 or s r2. Now either
s ∗r ∗i runs through the segment s
∗ only once, and consequently bounds two different
surface pieces f ∗1 and f
∗
2 , so that s ri likewise runs through the segment s only once
and s bounds two different surface pieces f 11 and f 12 with A( f 1i ) = f ∗i ; or else s
∗r ∗1
runs through s ∗ twice, so that s ∗r ∗i are boundary paths of the same surface piece
f ∗. Then either s r1 runs through s only once; in which case s r1 and s r2 are distinct
paths, not convertible to each other by cyclic interchange or reversal, and hence
they bound distinct surface pieces f 1 and f 2 with A( f i ) = f ∗ (i = 1,2); or else s r1
runs through s twice, in which case s r2 is a cyclic interchange of (s r1)ǫ (ǫ =±1) and
the s ri are therefore simple boundary paths of the same surface piece f .
In each of these cases only a single surface piece is spanned by the boundary
path s ri . For s ∗r ∗i certainly cannot be put in the form w
∗k . Only k = 2 comes into
question, but then
s ∗r ∗i = s
∗r11s
∗r11,
which is excluded by r ∗1 6= r
∗
2 . So if r
∗
1 6= r
∗
2 the assertion is proved.
Now let
r ∗1 = r
∗
2 . (2)
Then s ∗r ∗1 must run through the segment s
∗ twice, so that either
s ∗r ∗1 = s
∗w ∗1s
∗−1w ∗2
and hence
s ∗r ∗2 = s
∗w ∗1
−1
s ∗
−1
w ∗2
−1,
so that
w ∗
i
=w ∗
i
−1
is the empty path, which means
s ∗r ∗1 = s
∗s ∗
−1
andM∗ is the sphere, or else
s ∗r ∗1 = s
∗w ∗1s
∗w ∗2
s ∗r ∗2 = s
∗w ∗2s
∗w ∗1
and w ∗1 =w
∗
2 =w
∗. Here s ∗w ∗ runs through each segment ofM∗ exactly once. Now
either s r1 = s r2 runs through s , and hence each other segment, twice, in which case
F is identical withM∗; or else s r1 = s r2 runs through s only once, in which case there
are exactly two segments s i1,s i2 over each segment s ∗i ofM
∗ and two surface pieces
f 1 and f 2 over the one surface piece f ∗ of M∗. Thus the assertion is also proved in
this exceptional case.
It is easy to see that condition A.7 of Section 5.3 is satisfied; the theorem above
then follows immediately.
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Chapter 7
Branched Coverings
7.1 The Concept of a Branched Covering
In the case of manifolds it is of particular interest to introduce a new type of cov-
ering, the branched covering, in contrast to which those previously considered may
be called unbranched coverings. The theory of branched coverings originates from
a strictly combinatorial treatment of RIEMANN surfaces and planar discontinuous
groups.
If C and C∗ are two surface complexes, we say that C is a branched covering of C∗
when there is amapping A(C) =C∗ of the points, line segments, and surface pieces of
C onto those of C∗ satisfying the conditions A.1 and A.2 of Section 6.12 and, instead
of A.3, satisfying the following.
A.31. If r is a simple positive boundary path of a surface piece f of C, let A(r ) =w ∗
be a k -tuply bounding path r ∗ of the surface piece A( f ) = f ∗, so w ∗ = r ∗k . If r =
w1w2 · · ·wk and A(w i ) = r ∗ then w i 6=w l for i 6= l .
A.32. If w ′ is any path of C for which A(w ′) = r ∗, where r ∗ is a boundary path of
a surface piece f ∗ then there is exactly one surface piece f ′ in C in the boundary r ′ of
which w ′ appears. Let A(r ′) be a k -tuply bounding path of f ∗, so A(r ′) = r ∗k . Then
k −1 is called the branching number of f ′.
We are again assuming that in C∗ each simple positive boundary path of a sur-
face piece f ∗ bounds this surface piece only positively. If the surface complex C
covers the surface complex A ′(C) = C∗ and C∗ covers the complex A(C∗) = C∗∗ then
the mapping of the elements of C onto those of C∗∗ defined by
A
′′(C) =A ′(A(C)) = C∗∗
is also a covering, and it is branched or unbranched according as one of the map-
pings A or A ′ is branched or neither are.
If the covering of a surface complexM∗ by a surface complex C is of finite order
o, then there is a simple relation between the branching number k −1 and the order.
If f ∗ is a surface piece of C∗, if
f ±11 , f
±1
2 , . . . , f
±1
r
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are the surface pieces over f ∗±1, if A( f i ) = f ∗, and if k i −1 is the branching number of
f i , then
o =
r∑
i=1
k i . (1)
For if the boundary path r ∗ of f ∗ begins with s ∗ then by condition A.31 there are
exactly k i subpaths in the boundary pathw i of f i that lie over r ∗, and consequently
k i different segments
s i l (l = 1,2, . . . ,k i )
that lie over s ∗. Further, s i l and s jm must be different segments over s ∗ when i 6= j .
Otherwise the boundary paths of f i and f j would be identical, and then by A.32 we
should have f i = f j . Thus there are at least
r∑
i=1
k i
different segments over s ∗. On the other hand, since each segment over s ∗ must be
contained in a boundary path of an f i (again by A.32), (1) is in fact satisfied. As a
result, a surface piece f ∗ is covered by at most o surface pieces f i .
If C1,C∗1 are the line segment complexes of C,C
∗ respectively then the branched
coveringA(C) = C∗ is already determined by themapping A(C1) = C∗1. For the bound-
ary paths in C are characterized as those that, on the one hand, lie over boundary
paths of C∗, and on the other hand are closed.
It follows from this remark that one can define regular branched coverings just
as for unbranched coverings, as those for which the covering of the associated line
segment complex is regular, and one may further define mappings of regular cover-
ings into themselves which exchange elements of C lying over the same element of
C∗. On the other hand, the close connection between the fundamental groups of C
and C∗ is destroyed by branched coverings.
In the case of regular coverings the branching number of surface pieces that lie
over the same f ∗ are all equal. In this case, if f lies over f ∗ with branching number
k −1 6= 0 then there is a transformation of C into itself which displaces the boundary
path of f into itself cyclically and carries f into itself. Among the regular coverings
the branched ones are thus characterized as those that admit transformations with
fixed elements (namely, fixed surface pieces).
Interest in these coverings started because of the theorem that branched cover-
ings of manifolds are again manifolds. For when each segment s ∗ appears in only
two boundary paths, s ∗w ∗1 and s
∗w ∗2, then the same is true for each segment s lying
over s ∗.
7.2 Self-transformations and Automorphisms
There are three kinds of group to consider with a regular covering A(C) = C∗: The
fundamental groupW of the complex C, the fundamental groupW∗ of the complex
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C∗, and the group T of mappings of C into itself that corresponds to the regular cov-
ering. We have previously investigated the connection between W and W∗ on the
one hand, and betweenT andW∗ on the other, in the case of unbranched coverings,
and we will now apply ourselves to the connection between T and W for arbitrary
regular coverings.
Let p0,p1,p2, . . . be the points of C over the same point p ∗ of C∗, let Wi be the
group of closed paths of C beginning at p i , and let Ti be the mapping of C onto itself
that carries p0 to p i . Then the mapping Ti induces an isomorphism I i between the
groupsW0 andWi . But a class of isomorphisms between the groupsW0 andWi is
already known. Namely, if w is a closed path beginning at p i , and h i is a path from
p0 to p i , then h iwh
−1
i is a closed path beginning at p0 and the mapping
[w ]→ [h iwh
−1
i
] (1)
is such an isomorphism I ∗
i
. Thus the transformations I i I ∗i
−1 are automorphisms of
the groupW0 =W, and in fact they form the residue class of automorphisms deter-
mined by some representative A i of the inner automorphisms ofW. The collection
of these residue classes of automorphisms constitutes a groupA. When none of the
transformations T other than the identity induces an inner automorphism, and if
I is the group of inner automorphisms ofW0, which by Section 1.12 is an invariant
subgroup ofA, then the factor groupA/I is homomorphic toT, and indeed isomor-
phic.
7.3 Principal Group of a Regular Covering
We can throw more light on the connection between W and T by constructing the
universal covering complex K of C. Let A ′(K) = C be the mapping of K onto C and let
A
′′(K) = C∗ be themapping ofK onto C∗ composed fromA ′ and A . Then A ′′ is a regular
covering of C∗ by K. A ′′ is first of all a covering by transitivity. Regularity means: if w
is a closed path of K and w is a path of K for which A ′′(w ) = A ′′(w ) then w is also
closed. We now construct A ′(w ) and A ′(w ) and distinguish the two cases
A
′(w ) = A ′(w ) (1)
and
A
′(w ) 6= A ′(w ). (2)
In the first case A ′(w )must be a contractible path on C by definition of the universal
covering complex in Section 6.15, and becausew is closed it follows thatw lies over
the same contractible path and hence must also be closed. In the second case we
use the fact that A(A ′(w )) = A(A ′(w )), so that A ′(w ) results from A ′(w ) by a transfor-
mation inT. Thus if A ′(w ) bounds a surface piece of C the samemust hold for A ′(w ),
and consequently w is also closed in K.
If C∗ is a complex that contains only a single point—and one can convert any
connected complex into this form without altering its group, and think of C anal-
ogously altered—then by Section 4.18 the line segment complex K1 contained in
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K is a group diagram, because the covering A ′′(K1) = C∗1 is regular. The genera-
tors and defining relations of the group V determined by this group diagram may
be read off from those of W∗. If s ∗1,s
∗
2, . . . are the singular segments of C
∗ and if
r ∗1 (s
∗),r ∗2 (s
∗), . . . ,r ∗
n
(s ∗) are the simple boundary paths of the surface pieces f ∗1 , f
∗
2 , . . . , f
∗
n
of C∗, and if also the surface piece f ∗i is covered (k i − 1)-tuply by the branched cov-
ering, then the generators S1,S2, . . . of V correspond uniquely to the s ∗1,s
∗
2, . . . and
one obtains the defining relations by replacing the s ∗i by S i in the power products
r ∗i (s
∗)k i , because the boundary paths ofK andC lie over the paths r ∗i (s
∗)k i .V is called
the principal group of the regular covering A(C) = C∗.
7.4 Structure of the Principal Group
The structure of the principal group V is connected with W0 and the automor-
phisms of W0 from A. The paths w of the group diagram K1 that begin and end
at points lying over p0 of C determine a subgroup U ofV which is isomorphic toW0.
One obtains the power products of U by replacing the s ∗i by S i in A
′′(w ) =w ∗(s ∗).
If one moves any point p in K1 by an element of U, then the path corresponding
to this element ends at a point p ′ over the same point in C as p , A ′(p ) = A ′(p ′),
because the covering A(C) = C∗ is regular. Thus the group U does not depend on
p0. For this reason, U is an invariant subgroup of V. Namely, ifU is any word of U
then, when carried from any point, U determines a path with a closed image in C,
SUS−1 determines a path whose image in C is a path sw s−1. Here w is the closed
path corresponding toU and hence s = s , because both segments end at the same
point and lie over the same segment s ∗. Thus sw s−1 is again closed, and so SUS−1
belongs to U.
At the same time one sees that the automorphism of U effected by
SUS−1 =U
is associated with a definite automorphism of the group given above. For if p is any
point of C and if w and w ′ = sw s−1 are the paths corresponding to the elementsU
and SUS−1, then the subpath w of w ′ either begins and ends at a point p ′ different
from p , or else begins and ends at p . In the first case we can use s in place of h in
the formula (1) of Section 7.2 and write the automorphism effected by SUS−1 =U as
[w ]→ [sw s−1].
In the second case s is a closed path of C and thus belongs to the subgroup U, so
SUS−1 =U is an inner automorphism of U.
By Section 4.20 the group diagram K1 admits a simply transitive group of trans-
formationsV isomorphic to the group of pathsV. The subgroupU ofV correspond-
ing to U exchanges those points that lie over the same point of C. These mappings
of K1 onto itself may be extended to mappings of K onto itself.
A mapping T of C which carries the point p0 to the point p i corresponds to a
class of mappings of the covering K; namely, all those mappings that carry a point
over p0 to a point over p i . The collection of these transformations forms a residue
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class modulo U. Thus the group T is isomorphic to the factor group V/U or V/U
respectively.
Likewise it follows thatV is homomorphic to the group A of automorphisms of
W0 given above. Namely, if V is any element of V, then this element is associated
with a definite automorphism from A by
VUV −1 =U ′. (1)
This relation effects a homomorphism ofV ontoA, which is one-to-one when there
are no two elements ofV that induce the same automorphism in U; i.e., when
V0UV
−1
0 =U (2)
being true for all U in U implies V0 = 1. In this case the mapping of C onto itself
corresponding to V0 is the identity. When none of the transformations T induces an
inner automorphism in U, so that no automorphism (1) is an inner automorphism
of U unless V belongs to U, then V0 in (2) belongs to U and indeed, by (2), to the
center of U. In summary we can say:
The groupA of automorphisms and the groupV are isomorphic when
1. each transformation T in T different from the identity induces an automor-
phism which is not an inner automorphism, and
2. the center of U consists only of the identity element.
7.5 Group Diagrams andManifolds
Each group diagram of a finite group can be converted in various ways to a regular
covering of an oriented manifold.1 This is done by cyclically ordering the segments
emanating from a point in the group diagram in a certain way. Let s i k be the seg-
ments emanating from the point pk , let S
±1
i (i = 1,2, . . . ,r ) be the generators corre-
sponding to the segments s i k , and let A(s i k ) =S i (i = 1,2, . . . ,r ). Further, let
sα1,k , sα2,k , . . . , sα2r ,k
be a star corresponding to one of the points pk (k = 1,2, . . . ,o) that contains each of
the segments emanating from pk exactly once. If we now construct the star
A(sα1,k ), A(sα2,k ), . . . , A(sα2r ,k ) (1)
then the same “star” of the S results for all k .
With the help of these stars we define a class of paths that we convert into simple
positive boundary paths of our manifold, and which we will already call boundary
paths. The closed path
sβ1γ1sβ2γ2 · · ·sβmγm
is called a positive boundary path r (s )when
s−1βi ,γi , sβi+1,γi+1 (i = 1,2, . . . ,m −1) and s
−1
βm ,γm
, sβ1,γ1
1cf. E. STEINITZ: “Polyeder und Raumeinteilungen,” Math. Enzykl. III, A, B 12 §48, 49.
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appear consecutively in the order given in the star of the point at which they begin.
The path r (s ) is called a simple boundary path when r (s ) contains no subpath which
is likewise a boundary path according to the definition.
Each segment may be embedded in at least one simple positive boundary path
which runs through it positively, and two different such paths are convertible into
each other by cyclic interchange. Likewise, each segment may be embedded in at
least one simple positive boundary path which runs through it negatively, and two
different such paths are convertible into each other by cyclic interchange. Each
boundary path runs through the same segment only once in the same direction,
but it can run through a segment in both directions. Thus the boundary paths deter-
mined in the abovemanner have the properties laid down in Section 5.13 for bound-
ary paths of oriented manifolds.
If
ri (s ) (i = 1,2, . . . ,q )
is a system of boundary paths from which all the simple positive boundary paths
may be obtained by cyclic interchange of the s , then we introduce q surface pieces
f 1, f 2, . . . , fq with the boundary paths r1,r2, . . . ,rq . We then have an oriented mani-
foldM.
The closed paths of the group diagram then fall into two classes: those that are
contractible to a point inM, and those that are not. If w is contractible inM and if
w is another path for which A(w ) = A(w ), then w is also contractible inM. For ifw
is a simple boundary path and A(w ) = A(w ) thenw is also a boundary path because
of the condition on the stars of the points pk .
It follows from this thatmappings of the group diagrammay be extended tomap-
pings of the manifold M. Of course, such mappings do not in general exchange the
surface pieces transitively among themselves.
If one constructs the manifold M dual to M then M likewise admits a group of
mappings, under which the surface pieces corresponding to the points of M, or to
those of the group diagram, respectively, are exchanged with each other.
The boundary paths ri (s ) yield a class of relations Ri (S)when one replaces the s
in ri (s ) by A(s ); at most o of these relations are identical with each other, when o, as
above, is the order of the group. If
Ri (S) (i = 1,2, . . . ,e )
are the different relations then, for each Ri , there is amaximal exponent k i such that
Ri = R
∗
i
k i .
Using the R∗i we can construct a manifoldM
∗ which is regularly covered by the mani-
foldM. Namely, we associate each generatorS±1i with a singular segment s
∗
i
±1 begin-
ning and ending at p ∗, and as simple positive boundary paths of the surface pieces
f ∗i we take the r
∗
i (s
∗) (i = 1,2 . . . ,e ) which result when one replaces the S l in R∗i (S) by
s ∗l . The star of segments s
∗ at p ∗ then results from the cycle (1) by exchanging the S
for the corresponding s ∗, and in factM coversM∗ regularly.
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If we construct the universal covering complex K of M then the line segment
complex K1 of K forms the group diagram of the principal groupV of this covering
with the generators
S l (l = 1,2, . . . ,r )
and relations
Ri =R
∗
i
k i (i = 1,2, . . . ,e ).
K is called a planar complex and K1, with the cyclic ordering of segments ema-
nating from a point, is called a planar group diagram of the first kind, andV is called
a planar group of the first kind.
7.6 Point-type Branching
Under certain conditions one can also define a manifold from the group diagram
of an infinite group with finitely many generators, in which one favors a particular
cycle of generators; namely, when they give a proper closed boundary path. How-
ever, this need not be the case. It can happen, when one wants to embed a segment
in a boundary path, that this path does not close. Nevertheless, one obtains a well-
defined class of indefinitely extendible paths from the initial segment, or else an
infinite open path, which may be called an infinite boundary path.
One sees from this that a group diagramwith infinite boundary paths can be re-
garded as the one-dimensional dual complex D1 of a manifold M, obtained when
one allows each point p i of the group diagram to correspond with a surface piece f i
and each class of cyclically related boundary paths, as well as each infinite boundary
path, with a point pk ofM. In this waywe get a complex that admits a groupof trans-
formations under which the surface pieces f i are exchanged simply transitively with
each other. Such complexes were originally employed for the representation of ar-
bitrary groups with finitely many generators.2
Analogously, one can construct the universal covering complex K of M. K is
called a covering complex of the second kind; the one-dimensional complex K1 dual
toK, with the cyclic ordering of segments at a point, is called a planar group diagram
of the second kind; and the associated group is called a planar group of the second
kind. If one spans each finite boundary path determined by the cyclic order of the
segments at the points by a surface piece, then each simple closed path ofK1 bounds
a surface piece.
We return to the case where the manifold M and its dual M may both be con-
structed from the group diagram. M then covers M∗ and in fact A(M) = M∗. One
can then define a manifold M
∗
dual to M∗ and a covering B (M) = M
∗
effected by
the dual mapping. If the covering is unbranched then this is also true of B , and con-
versely. If A is branched, however, then B is a new type of covering: the branching
here takes place at points.
Such a covering cannot be constructed for general surface complexes, because
stars do not correspond to points there. On the other hand, for manifolds it is very
2W. V. DYCK,Math. Ann. 20 (1882).
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easy to give interesting examples of point-type branching, e.g., in the construction
of RIEMANN surfaces in function theory and the fundamental domains of discontin-
uous groups. Moreover, the two types of covering are so closely connected that it
does not matter which definition is taken as the starting point.
7.7 Elementarily Related Coverings
Single covering complexes are of less interest than classes of complexes related to
each other by elementary transformations. If the manifold M covers the manifold
M∗ and if A(M) =M∗ is unbranched, and ifM∗ is convertible toM∗′ by elementary
transformations, then M may also be converted to an M′ by elementary transfor-
mations and a covering A ′(M) = M∗′ defined which agrees with A on those seg-
ments that M,M′ as well asM∗,M∗′ have in common. We have already shown this
in Section 6.14. The result is similar for branched coverings. If M∗ is altered by an
elementary extension thenMmay be analogously altered, and a new branched cover-
ing defined for the new manifolds. On the other hand, the reductions possible inM∗
cannot always be matched by alterations ofM. Namely, if
A( f i ) = f
∗
i
(i = 1,2)
and if f i covers the surface piece f ∗i , branched in both cases, and if f
∗
1 and f
∗
2 are
both bounded by the segment s ∗, then segments lying over s ∗ cannot be eliminated,
because several such appear in the boundaries of f 1 and f 2. On the other hand, if the
covering, e.g., of f ∗2 by f 2 is unbranched, then one can successively fuse the surface
pieces lying over f ∗2 with those lying over f
∗
1 by elementary reductions. Reductions of
the first and third kind may always be carried out. An analogue holds for reductions
of the first kind in the case of coverings with point-type branching.
IfA(M) =M∗ and A ′(M′) =M∗′ are two covering complexes related to each other
by elementary transformations in the way described, then they may be called ele-
mentarily related for short.
7.8 Normal Forms of Coverings
After these preliminary remarks we can now bring the branched coverings of the
complex M∗ into normal form and prove the following theorem: If the covering
A(M) = M∗ is branched along the surface pieces f ∗1 , f
∗
2 , . . . , f
∗
n
with boundary paths
r ∗1 ,r
∗
2 , . . . ,r
∗
n and orders k i −1 (k i ≤ k i+1) then there is an equivalent covering A(N) =
N∗ in whichN∗ contains one point and n surface pieces f ∗i with the boundary paths
r ∗
i
(s ∗) (i = 1,2, . . . ,n −1), r ∗
n
(s ∗) = s ∗1s
∗
2 · · ·s
∗
n−1r
∗(s ∗)
where r ∗(s ∗) is the boundary path of a normal polygon.
First of all, using reductions of the third kind, all points ofM∗ may be coalesced
into a single one, and the surface pieces covered without branching may be elimi-
nated by reductions of the second kind. Now if the boundary path of f ∗1 in the result-
ing manifold still runs e.g. through different segments we divide f ∗1 into f
∗
11 with the
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boundary path r ∗11 = t
∗ and f ∗12 with the boundary path r
∗
12 = t
∗−1r ∗1 . If f 1 lies over
f ∗1 and if the boundary path r1 of f 1 equals r11r12 · · ·r1k with A(r1i ) = r
∗
1 , then f 1 is
converted into f 11 with the boundary path t1t2 · · ·tk and f 1i with the boundary path
t −1i r1i (i = 1,2, . . . ,k ), f
∗
1i is k -tuply branched and f
∗
1i is covered without branching.
Therefore, f ∗1i may bemergedwith f
∗
n
′ by elementary reduction. By iteration of these
steps we reach a form in which n − 1 surface pieces f ∗i appear, bounded only by a
segment t ∗i . The boundary r
∗
n
of the last surface piece runs through each of these t ∗i
only once, and through the remaining segments twice.
If also r ∗n = t
∗
α
−1s ∗r ∗n1 or r
∗
n = t
∗
α
−1t ∗β
−1r ∗n1 then in four steps we can always reach
the boundary path r ′
n
∗ = s ∗t ′
α
∗−1r ∗n1 or t
∗
β
−1
t
∗
α
−1
r ∗n1 respectively. In the first case we
subdivide f ∗
n
by a segment u ∗ into f ∗n1 with the boundary path t
∗
α
−1s ∗u ∗ and f ∗n2
with boundary path u ∗−1r ∗n1; f
∗
n1 is then covered unbranched and f
∗
n2 is covered
branched, and f ∗n1 may then bemerged with f
∗
α
along t ∗
α
to form f ′
α
∗ with the bound-
ary path s ∗u ∗. Then we subdivide f ′
α
∗ by t ′
α
∗ into a surface piece f ′′
α
∗ with boundary
path t ′
α
∗ and f ′∗n1 with boundary path s
∗u ∗t ′
α
∗−1 and merge f ′∗n1 and f
′∗
n2 along u
∗,
since they are covered unbranched. In the second case one proceeds analogously.
By successive applications of these operations one canobtain f ∗
n
with the bound-
ary path
t ∗1 t
∗
2 · · ·t
∗
n−1r
∗(s ∗).
Here r ∗(s ∗) is the boundary of a normal polygon, which one can reduce to the canon-
ical normal form by Section 5.11.
In the case of point-type branched coverings one obtains normal forms with a
surface piece and n branch points of order k i = 1. The branch points p i of order
k i − 1 (k i ≤ k i+1) (i = 1,2 . . . ,n − 1) each bound a regular segment t ∗i which ends at
pn ; the boundary path of the surface is then
t ∗1 t
∗
1
−1
t ∗2 t
∗
2
−1
· · ·t ∗
n−1t
∗
n−1
−1
r ∗(s ∗),
where r ∗(s ∗) is the boundary of a normal polygon of the second kind.
7.9 Principal Groups in Normal Form
The preceding section gives the following result for principal groups:
In normal form, the principal groupV has the relations
T
k i
i = 1 (i = 1,2, . . . ,n −1)
Rn = R
∗
n
kn = (T1T2 · · ·Tn−1R(S))
kn = 1. (1)
Here R(S) results from r ∗(s ∗) by replacing the s ∗ byS. Thus the structure of the groupV
is determined by the branching numbers and the genus of the covering complexM. In
the case of a point-type branched covering, if at least one point has infinite branching
order then only relations of the form
T
k i
i = 1 (2)
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remain. Then the group is the free product of cyclic groups.
While it is possible to immediately derive the genus of the coveredmanifold from
the structure of the group in the case of surface-type branched coverings (one con-
structs the factor group by the commutator group and sets all elements of finite or-
der equal to the identity, obtaining a free ABELIAN group with 2g generators, where
g is the genus sought), for point-type branching this is in general not the case. For
example, the group diagram of a free group with two generators may be realized in
the plane in such a way that the manifold covered has genus 0 or 1.
The number of branching surfaces or branchpoints, respectively, and the branch-
ing numbersmay be divided into two classes with the help of the following theorem.
Let Ti ,Sk be the generators of the groupV in the normal form, which satisfy the
relations (1), (2) respectively. Then ifQ is any element of finite order, so that
Qq = 1, (q 6= 0,1)
then
Q = LT a
i
L−1 or Q = LR∗
n
a
L−1.
On the other hand, no Ti is the transform of an element T
a
l with i 6= l or of an element
R∗
n
a . Assuming this theorem is correct, then the k i are obviously determined by the
group structure. The proof of the theorem follows from the solution of the word
problem, which is carried out for planar groups of the first kind with the restriction
k i ≥ 5 in Sections 7.15 to 7.17, and for planar groups of the second kind in Section
2.6.
Using the relation to the covered complex, one can very easily elucidate the
structure of the diagrams of planar groups in normal form. In the case of groups
of the first kind, each segment bounds exactly two surface pieces. Surrounding each
point, in the normal form there are n − 1 surface pieces which correspond to the
n − 1 relations T k ii (i = 1,2, . . . ,n − 1), the latter being connected by a surface piece
corresponding to the relation Rn . Between T
k1
1 and T
kn
n there are 2g surface pieces
corresponding to the relation Rn . The n + 2g − 1 surface pieces around each point
corresponding to the relation Rn correspond to the n +2g −1 different relations re-
sulting from Rn by cyclic permutation. Thus one can construct the group diagrams
of our groups by geometric rules.
7.10 Properties of Elementarily Related Coverings
If the coverings A(M) = M∗ and A ′(M′) = M∗′ are equivalent, then the associated
groups T,A,V,U and T′,A′,V′,U′ are isomorphic. More precisely, there is an iso-
morphism between V and V′ which maps the subgroup U ofV onto the subgroup
U′ of V′. This isomorphism alone suffices to guarantee the equivalence. However,
the equivalence of arbitrary coverings may be reduced to the equivalence of planar
coverings.
If A(K) = N∗ and A ′(K′) = N∗′ are two planar coverings connected by a chain of
elementary transformations, then this determines an isomorphism between their
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groupsV andV′. If Ti ,S i and T ′i ,S
′
i are the generators ofV andV
′ respectively, and
if I (V′) =V is the given isomorphism then
I (T ′
i
) and I (S ′
i
)
are certain power products in the Ti ,S i . If the two complexes K and K′ are isomor-
phic as well, then the relations between the Ti ,S i are exactly the same as those be-
tween T ′i ,S
′
i and the transformation T i = I (Ti ),Si = I (S i ) is consequently an auto-
morphism of the groupV. The collection of automorphisms effected by elementary
transformations in this way constitutes a groupG.
Now if A(M) = M∗ and A ′(M′) = M∗′ are two coverings in normal form, and
V,U,V′,U′ are the associated groups, then for the two coverings to be elementarily
related it is necessary and sufficient that under the mapping
S i →S
′
i
, Ti → T
′
i
of V onto V′, U is also mapped onto U′, or else that there is an automorphism in G
that mapsV′ onto itself and carries U′ to U′′, where U goes to U′′ under the mapping
S i →S
′
i , Ti → T
′
i .
Given two coverings for which the group V is isomorphically related to V′ by
means of I 1(V) =V′, U goes to U′, and if also an isomorphism I 2(V) =V′ is effected
betweenV andV′ by elementary transformations, under which the subgroupU goes
to the subgroup U′′, then U′′ results naturally from U′ by an automorphism of V′,
A(V′) = V′. However, this is not to say that A belongs to G. The question whether
any isomorphism I 1 ofV onto V′ guarantees the elementary relatedness of the as-
sociated coverings comes down to the question of whether the automorphisms ofV
effected by elementary transformations are all the automorphisms ofV or not. For
unbranched coveringsG is the full automorphism group (cf. Section 6.1), otherwise
this is only a tentative conjecture.
7.11 Subgroups of Planar Groups
Let K be a planar covering complex with A(K) =M∗, let V be the group of transfor-
mations of the complex K onto itself and let U be any subgroup of V. Then there is a
complexM and a regular covering A ′(K) =M such that two elements of K lie over the
same element ofM if and only if they can be carried into each other by a transforma-
tion from U.
We can first construct the one-dimensional complex M1 of K and a covering
A
′(K1) = M1 by Section 4.20, and then carry over the cyclic ordering of segments
through a point from K1 toM1, and hence constructM with the help of the bound-
ary paths now determined in M1. Then there is also a covering A ′′(M) = M∗. This
likewise follows as in Section 4.20. A ′′ is a regular covering or not according as U is
an invariant subgroup of V or not. If A ′′ is an unbranched covering, then so is A ′;
if A ′′ is a branched covering then A ′ can be branched or unbranched. Only in the
latter case is U isomorphic to the fundamental group ofM.
However, U always possesses a planar group diagram. In order to construct such
a group diagram we construct a complete system of fundamental domains of the
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complex K1 modulo the group U, as in Section 4.17. Let B1 be a tree, the points of
which cannot be carried to each other by transformations in U, but such that each
point of Kmay be carried to a point ofB1 by such a transformation. Let B2,B3, . . .
be the trees that result from B1 by transformations in U. Further, let B be the tree
ofM for which A ′(B1) =B. If we now contract the treesB,Bi to single points p ,p i
we get two new complexes M′,K′ and a covering A ′(K′) =M′, and K′1 yields a group
diagram of U; for the regularly covered manifoldM′ now contains only one point. U
is obviously the principal group of the covering A ′(K) = M′. It follows further that
subgroups of planar groups of the first (second) kind are themselves planar groups
of the first (second) kind.
7.12 Branching Numbers of Subgroups
One can obtain a simple criterion for deciding whether the paths in K′ correspond-
ing to the relations R∗i
k i (S) inV are branched or unbranched in the covering A ′(K′) =
M′ from the behavior of the residue classes of the subgroup U ofV. Let
L1, L2, . . . , Ln
be a complete system of representatives of the residue classes UL inV. The treeB of
M and the L i can be chosen in such a way that the simple paths in the tree emanat-
ing from a point p correspond uniquely to the power products L1,L2, . . . ,Ln in the
generators ofV. The same holds for the simple paths in the treesBi emanating from
the points p i . If V is any element ofV, then by V we understand the representative
of the residue class UV , as in Section 3.1.
Now let R∗k be one of the relations R∗i
k i . Obviously
VRk = V
because Rk ≡ 1. If VR l = V for a particular V , then also
VR2l = VR lR l =VR l =VR l = V ,
and hence in general VRml = V . It follows that for each V there is a smallest l that
divides k and for which VR l = V . If k = l m then we may put
VRkV
−1
= (VR lVR l
−1
VR lR l VR2l
−1
· · ·VR (k−1)l
−1
R lV
−1
) = (VR l V
−1
)m .
Then the path corresponding to this power product inK orK′ covers a path inM′ with
branching order m −1. it is clear that the order of branching is at leastm −1. To see
that it is not greater wemust establish that the power product that results from
VR l V
−1
,
when we express it in terms of of the generators of U, cannot be written as a formal
power of (R ′′)a . But now, in the case where V has at least two defining relations in
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the normal form (1) of Section 7.9, we can set R = SR ′, where the generator S no
longer appears in R ′. Then
VR lV
−1
=
l−1∏
i=0
VR iSVR iS
−1
VR iSR ′VR i+1
−1
and the
VR iSVR iS
−1
(i = 0,1, . . . , l −1)
are formally different generators of U by the definition of l . One argues quite simi-
larly whenV has only one defining relation in normal form.
One sees at the same time that the branching numbers belonging to a subgroup
are divisors of the branching numbers of the group itself. If
VR∗i
l 6= V (l = 1,2, . . . ,k i −1)
for all elements V and all R∗i , then the covering associated with the subgroup U is
unbranched and so U is isomorphic to the fundamental group of the manifoldM′.
The paths V 1RkV
−1
1 and V 2R
kV
−1
2 can be covered with branching of different
orders. However, if U is an invariant subgroup then the order is the same for all V .
Namely, if V1R l = V then R l ≡ 1 and hence in general VR l = V .
Analogous theorems hold for coverings of group diagrams of the second kind,
including one for subgroups of planar groups of the second kind. Thus subgroups
of a free product of cyclic groups are again free products of cyclic groups, as was
proved purely group theoretically in Section 3.9. The subgroups for which all closed
boundary paths are covered without branching are free groups. The criteria for un-
branched covering of a path are the same.
7.13 Automorphisms of Groups of Manifolds
In Section 7.2 we referred to the close connection between the automorphisms in-
duced by mappings T of a regular covering complex onto itself and the structure
of the group V belonging to the covering. One can use this connection to investi-
gate the properties of an individual automorphism. We will give a simple example,
confining ourselves to investigating automorphisms in the case of a cyclic mapping
group T, since each automorphism realized by transformation of a regular covering
complex onto itself will be among those induced in cyclic mapping groups.
Accordingly, letV be a group in the normal form
T
k i
i ≡ 1, (T1T2 · · ·Tn−1R(S))
kn = Rn ≡ 1,
letU be an invariant subgroup ofV of indexq , isomorphic to the fundamental group
of a manifold, and let
V i (i = 0,1, . . . ,q −1)
be a complete set of representatives of U. Then if
Ti = V
αi 0≤αi < q
160 CHAPTER 7. BRANCHED COVERINGS
in the notation of Section 3.1 wemust haveαi 6= 0, otherwise the path corresponding
to T k ii would be covered branched. If the greatest common divisor of αi and q is
(αi ,q ) = δi and αi = βiδi , q = γiδi ,
then T l = T l ′ if and only if
l ≡ l ′ (mod γi ).
Since T k ii = 1, k i ≡ 0 (mod γi ), otherwise we would have k i 6= γi and the path corre-
sponding to T k ii would again be covered branched. The analogous result holds for
Rn . Thus all k i are divisors of q .
We now focus on the case where q is a prime number and so all k i = q . We can
then choose T i1 (i = 0,1, . . . ,q − 1) as representatives of the residue classes. If we
denote the generators Ti ,S i of the subgroup in the process by
Ti k (i = 1,2 . . . ,n −1;k = 0,1, . . . ,q −1)
and S i k , then the relations of the second kind say that
T1k ≡ 1 (k = 0,1, . . . ,q −2)
and it follows from T q1 ≡ 1 that T1,q−1 ≡ 1. Any of the q relations that follow from
T
q
1 ≡ 1 and Rn ≡ 1 are cyclic interchanges of each other. The former reads
Ti l1Ti l i · · ·Ti lq ≡ 1 (1)
where
l1, l2, . . . , lq
is a permutation of the numbers 0,1, . . . ,q − 1. The latter relation contains each Ti k
exactly once and each S i k once with exponent +1 and once with exponent −1. Un-
der the automorphism in U effected by T1
Ti k ,S i k with k < q −1 go to T
′
i k
= Ti ,k+1,S
′
i k
=S i ,k+1
and
S i ,q−1,Ti ,q−1 go to S
′
i ,q−1 =S i0,T
′
i ,q−1 = Ti0.
We now ask about the form of the automorphism induced in the factor group
F of U by the commutator group by the automorphism effected by transformation
T1. F is a free commutative group. The relations can now in fact be solved, since (1)
makes it possible to express Ti ,q−1 in terms of the remaining Ti k :
Ti ,q−1 = T
−1
i0 T
−1
i1 · · ·T
−1
i ,q−2.
On the other hand the last relation, resulting from Rn , becomes a consequence rela-
tion since the S i k cancel out. Accordingly, we take Ti k ,S i k with k < q −1 as genera-
tors of F and construct the matrix that expresses the passage from Ti k ,S i k to T ′i k ,S
′
i k .
The latter has, on its main diagonal, −1 in the rows corresponding to the T ′i ,q−2 and
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0 elsewhere. The trace of the matrix is therefore equal to−n+1. This is a special case
of a general theorem proved by other methods by NIELSEN.3
One sees that the automorphisms in F induced by transformation with T are
uniquely determined by the numbers q, n, and g . One can ask for a complete char-
acterization of the automorphisms induced in U itself. For this purpose one has to
consider on the one hand the different automorphisms of finite order q which the
elements of V induce in U by transformation. For in general V q brings about an
inner automorphism of U which is not the identity. It is not hard to see that those
elements V for which VUV −1 = U′ is of finite order are exactly the elements ofV of
finite order, and that the finite order elements ofV are exactly the elements
LT l
i
L−1, LR l
n
L−1.
On the other hand, one has to investigate the totality of invariant subgroups U of
index q in V, and their equivalence under the automorphism group G of V deter-
mined by elementary transformations.
7.14 TheWord Problem for Planar Groups
In conclusion we will consider the word problem for planar group diagrams.4 To
the extent that one can search for each word as a path in the group diagram, and
construct the group diagram in the plane by laying down successive polygons, one
can regard the word problem as already solved. However, this remark alone gives
no insight into how one can decide the word problem, since one does not yet know
whichwords are equal to the identity. However, the word problem can also be solved
in this strict sense for many of these groups.
The fundamental group of the sphere is the identity, that of the projective plane
is the cyclic group of order 2, that of the torus is the free ABELIAN group with two
generators. Since the groups corresponding to planar group diagrams of the second
kind are free products of cyclic groups there are no difficulties in all these cases.
We now take the fundamental groupW of an orientable manifold of genus g > 1
and a system of 2g generatorsS i and the relations R(S) that correspond to boundary
paths of a normal form. In R there are two generators S1,S2 that mutually separate
each other. If we also set
S i ≡ 1 (i 6= 1)
then a cyclic factor group results. Thus there is an invariant subgroup I of W, the
residue classes of which are represented by
Sk1 (k = 0,±1, . . .).
We claim that I is a free group with infinitely many generators. By applying the pro-
cess we obtain generators
S i k =S
kS iS
−k
3J. NIELSEN, Acta Math. 50 (1927) 189.
4Cf. M. DEHN,Math. Ann. 72 (1912) 413.
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andS1k = 1 as relations of the second kind. Ifwe expressS lRS−l in terms of theS i k as
prescribed then an S2,a+l and an S2,a+l+1 always appear in the latter only once, with
exponents ±1. Thus one can solve all relations by again retaining S20 as generator
and eliminating all the remaining S2k . The result is a free group, with generators
S20,S i k (i = 3,4, . . . ,2g ;k = 0,±1, . . .).
Since each element ofWmay be brought into the formS l1S, whereS belongs to I,
and since the word problem for Imay be solved as in Section 2.3, the word problem
forW is also solved.
One can solve the word problem for planar groups of the first kind by similar
considerations, whereby one seeks an invariant subgroup isomorphic to the funda-
mental group of an orientable manifold.
The same ideas can be applied to handle the groupsW′ of non-orientable man-
ifolds. Here it is useful to begin with a normal form with boundary path r (s ) =
s 21s
2
2 · · ·s
2
g
. One constructs the invariant subgroup U corresponding to the factor
group S1 = S i (i = 2,3, . . . , g ), S21 = 1. If one takes the identity element and S1 as
representatives of the residue classes modulo U and
S i k (i = 1,2, . . . , g ;k = 0,1)
as generators of U, then S10 = 1 on the basis of the relations of the second kind. R(S)
implies two relations which both contain all S i k (i ≥ 2) and S11 exactly once with
exponent +1. By elimination of S11 one obtains a relation between the S i k which
contains eachS i k oncewith exponent+1 and oncewith exponent−1. As a subgroup
of amanifold group,U is also the group of amanifoldM, andM is orientable, as one
sees from the form of the relations for U. Consequently, the word problem is solved
in U and hence also inW′.
7.15 Word Problems in Planar Group Diagrams
A sharper theorem is the following one on planar group diagrams of the first kind,
the relations of which have length at least 4, and for which there is consequently
a normal form with k i ≥ 4 (i = 1,2, . . . ,n − 1), or which possess only the one rela-
tion R∗k . Thus these groups include the groups of orientable manifolds. Under the
hypotheses just given we have:
If W is a word that represents the identity element thenW contains a subwordW ∗
which can be made into a defining relation or its inverse by inserting suitable factors
S±1
α
, S±1
β
. If the length of all defining relations is greater than 4 then it is clear that the
word problem can be solved on the basis of this theorem.5
Ifw is a path corresponding to a wordW in the group diagram, thenw contains
a subpathw which is a simple closed path andhence bounds a regular surface piece.
If the theorem is proved for the wordsW that correspond to simpler closed pathsw ,
5Because extendingW ∗ to a defining relation, then canceling this defining relation, causes a net de-
crease in the length of the word. This is essentially Dehn’s algorithm, found in the paper of M. DEHN,
Math. Ann. 72, (1912). (Translator’s note.)
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then it holds in general. We prove the claim for these words by induction, with the
help of the following theorems.
Theorem 1. If w is a simple closed path of the groupdiagramwhich is not a simple
boundary path, then two other simple closed paths w1 and w2 may always be given
which run through at most two common segments and, when w1,w2 are combined
and reduced, they yield a path which results fromw by cyclic interchange.
Theorem 2. If w is a simple closed path, then there are at least four subpaths r
(called critical subpaths) of w which may be converted to simple boundary paths of
surface pieces in the interior of w by the insertion of two segments. If w has exactly k
subpathsS1S2which appear in the boundary paths of surface pieces not in the interior
of w—“re-entrant vertices” as we will say—then w has at least 4+k critical subpaths.
7.16 Re-entrant Vertices and Critical Subpaths
Assuming Theorem 1, we prove Theorem 2 by complete induction. It is convenient
in the following proof to imagine a Euclidean net of squares. Theorem 2 holds for
simple boundary paths and for simple paths that contain exactly two surface pieces
in their interior. This is because boundary paths of two surface pieces which meet
along a segment have only this one segment in common. If one takes two segments
out of a path w satisfying Theorem 2 then at most two critical subpaths are de-
stroyed, so we will suppose that w is a simple boundary path. Because when two
critical subpaths have segments in common they bound the same surface piece f ;
w is then either identical with the boundary of f or elsew runs through all boundary
segments of f except one. If two critical subpaths are destroyed by taking segments
out, then s is an inner segment of a critical subpath.
It follows that: if w1 and w2 are two paths satisfying the statement of Theorem 2
and if w =w ′1w
′
2 is a simple path resulting fromw1w2 by omission of a segment, then
w also satisfies our theorem. This is clear if w contains no new re-entrant vertices.
For if k i is the number of re-entrant vertices of w i , then the number of critical sub-
paths inw ′i is at least 2+k i . Suppose now that, say, the endpoint ofw
′
1 is a re-entrant
vertex of w . Then the segment eliminated by reduction is certainly not at the same
time an inner segment of a critical subpath of w1 and w2, so w ′1 or w
′
2 still contains
at least 3+ k1 or 3+ k2 critical subpaths. If the final point of w ′2 is also a re-entrant
vertex then the segment removed by reduction again appears in no critical subpath
of w1 and w2, or in only one from w1 or w2. Thus the number of critical subpaths
contained in thew ′i is either 4+k i or 3+k i .
We now assume that two segments are eliminated from each of w1,w2 in the re-
duction of w =w ′1w
′
2.
1. Either w1 loses a re-entrant vertex in the process, in which case at most two
critical subpaths are destroyed by omission of the two end segments of w1 and w ′1
has at least 2+k1 critical subpaths.
1a. Either w2 is now a simple boundary path, so that w = w ′1w
′
2 has at least
2+k1+1 critical subpaths and k1−1 re-entrant vertices whennew re-entrant vertices
do not result from from the join. But if this is the case, fewer critical subpaths of w1
can be destroyed by leaving out the reduced segments.
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1b. Otherwise w2 is not a simple boundary path, so w ′2 contains at least 2+ k2
critical subpaths and the theorem remains correct in case at most one re-entrant
vertex results, becausew contains 4+k1+k2 critical subpaths. If, on the other hand,
two re-entrant vertices result, then either there are 3+ k1 critical subpaths still in
w ′1 or, if that is not the case, the two segments in w2 removed by reduction either
constitute a critical subpath or else they belong to no such path at all. Thus the
theorem also holds in this case.
2. Finally we suppose that w1 and w2 lose no re-entrant vertex. If no re-entrant
vertex results, then the theorem is correct. However, one re-entrant vertex may re-
sult and w ′1 may really have two critical subpaths fewer than w1. Then at most one
critical subpath is destroyed inw2. If two re-entrant vertices result and w ′1 contains
two critical subpaths fewer than w1 then no critical subpaths at all are destroyed in
w2; and if w ′1 contains one critical subpath fewer than w1 then in w2 at most one is
destroyed.
Thus the proof of Theorem 2 has been completed, assuming Theorem 1.
7.17 Simple Paths in Planar Complexes
We now turn to the proof of Theorem 1. If w is a simple closed path and w contains
no point in its interior, then the assertion is correct. If w contains points then we
have to show that there is at least one point among these from which two segments
lead to points of w . Suppose this is not the case. We construct the complex C con-
sisting of the points in the interior ofw and all the segments connecting these points
with each other. The points of C then have order 2m or 2m −1.
Nowwe construct the “boundary” of the complex C in the following way. If p is a
point of order 2m −1 and s is the segment from p to a point ofw , then two surface
pieces meet along s , with positive simple boundary paths r1s and s−1r2. The ri each
run through a second point of order 2m −1 and we can therefore set
ri = ri1ri2
and conclude that r12 and r21 only run through segments of C that begin and end at
points of order 2m − 1, and no other such points. These paths r12 and r21 may be
called the “auxiliary paths” bounded by p . Different auxiliary paths, being subpaths
of simple boundary paths, cannot intersect. By linking up the auxiliary paths we
put together reduced closed paths w i that may be called “boundary paths of C.”
All segments of C branching off a boundary path lie on the same side of it, say the
negative side. Each pathw i contains a simple closed subpathw i0 which begins and
ends at p0 say. All points lying in the interior ofw i0 belong to C and are of order 2m .
Consequently, the complex Ci0 consisting of the points and line segments of w i0
and the points, line segments, and surface pieces in its interior has the following
properties.
1. All points in the interior are of order 2m withm > 1.
2. All points on the boundary different from p0 are of order 2m or 2m −1.
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3. The simple boundary paths of the surface pieces in Ci0 run through at least
four line segments.
4. The complex Ci0 is topologically equivalent to a surface piece.
One easily verifies that such a complex cannot exist.
Let a 01 be the number of boundary points distinct fromp0, let a 02 be the number
of interior points, and let 2a 1 and 2a 2 respectively be the numbers of line segments
and surface pieces of Ci0. Then on the one hand
2a 1 ≥ (2m −1)a 01+2ma 02+2, (1)
and on the other hand
2a 1 ≥ 4a 2+a 01+1. (2)
Also, by Section 5.3,
a 1 = a 01+a 02+a 2. (3)
Hence, by addition of (1) and (2) and subtraction of 4 times (3) we obtain
0≥ (2m −4)(a 01+a 02)+3,
which is a contradiction.
7.18 PlanarGroupDiagramsandNon-EuclideanGeom-
etry
The fact that the solution of the word problem in the preceding section depends on
certain restrictions has its origin in various properties of the groups themselves. The
groups with the relations
Sn = 1, (1)
S2 =T 2 = (ST )n = 1, (2)
S2 =T 3 = (ST )k = 1 (k = 3,4,5) (3)
are finite groups, otherwise [for k > 5] infinite; (2) is called the dihedral group, (3) are
called the tetrahedral, octahedral, and icosahedral groups for k = 3,4,5 respectively.
These groups may be represented by rotations of the sphere or motions of spherical
geometry, as is well known. The groups
STS−1T−1 = 1, (4)
S2 = T 3 = (ST )6 = 1, (5)
S2 = T 4 = (ST )4 = 1, (6)
S2 = T 2 =U2 = (STU )2 = 1 (7)
may be represented by motions of Euclidean geometry, and the remaining plane
groups by motions of non-Euclidean geometry.
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The proof of this is best obtained in connection with point-type branched cover-
ing complexes. The surface pieces of the complex, which are transitively exchanged
with each other by the group of the complex, may be realized as polygons bounded
by straight lines, and hence the whole complex may be realized by a rectilinear
polygonal net. The angles of these polygons may be derived from the branching
numbers of the group; e.g., the fundamental domain for (4) is the parallelogram,
that for (5) an isosceles triangle with top angle 120◦, that for (6) an isosceles right-
angled triangle, and for (7) an equilateral triangle. The corresponding groups of Eu-
clidean motions are in the case of (4) just translations; the others contain rotations
that leave a vertex of the fundamental domain fixed and rotate through the angle of
the fundamental domain or a multiple of it, and in the case of (5) and (6) also rota-
tions through 180◦ about the midpoint of the base of the fundamental domain and,
in case of (7), 180◦ rotations about the midpoints of the three sides of the triangle.
The elements of finite order o in the group also correspond to rotations through
an angle 2π/o in the case of representation by motions of non-Euclidean geometry.
One can use this connection to prove that all elements of finite order in a planar
group are transforms of Ti or R∗n in the notation of Section 7.9 (1).
The connectionwith non-Euclidean geometry, discovered byPOINCARÉ, has been
used in many investigations, e.g., in the important work of NIELSEN6 on the map-
pings of surfaces and the fixed point problem. Conversely, the theory of planar
groups has also been of help in the investigation of these groups of motions,7 which
are of great importance because of their connection with automorphic functions
and uniformization.
Finally in this connection we refer to the interesting questions raised and an-
swered by STEINITZ,8 on the topological chacterization of complexes equivalent to
the sphere that may be realized as convex polyhedra in Euclidean space.
6J. NIELSEN,Acta Math. 50 (1927) 189 and 53 (1929) 1; H. GIESEKINGAnalytischeUntersuchungen über
topologische Gruppen (Dissertation)Münster 1912.
7E. HECKE, Hamb. Abhdl. 8 (1930) 271 and H. RADEMACHER Ibid. 7 (1929) 134.
8E. STEINITZ “Polyeder und Raumeinteilung,” Math. Enzykl. III, AD 12.
