This paper establishes a functional law of large numbers and a functional central limit theorem for marked Hawkes point measures and their corresponding shot noise processes. We prove that the normalized random measure can be approximated in distribution by the sum of a Gaussian wihte noise process plus an appropriate lifting map of a correlated one-dimensional Brownian motion. The Brownian results from the self-exiting arrivals of events. We apply our limit theorems for Hawkes point measures to analyze the population dynamics of budding microbes in a host.
Introduction
Let (Ω, F , P) be a complete probability space endowed with filtration {F t : t ≥ 0} that satisfies the usual hypotheses and U be a Lusin topological space endowed with the Borel σ-algebra U . Let {τ k : k = 1, 2 · · · } be a sequence of increasing, (F t )-adaptable random times and {ξ k : k = 1, 2, · · · } be a sequence of i.i.d. U-valued random variables with distribution ν H (du). We assume that ξ k is independent of {τ j : j = 1, · · · , k} for any k ≥ 0. In terms of these sequences we define the (F t )-random point measure N H (ds, du) := ∞ k=1 1 {τ k ∈ds,ξ k ∈du} (1.1) on (0, ∞) × U. We say N H (ds, du) is a marked Hawkes point measure if the embedded point process {N t : t ≥ 0} defined by
admits an (F t )-intensity {Z(t) : t ≥ 0} of the form
for some nonnegative, locally integrable, (F t )-progressive exogenous intensity {µ(t) : t ≥ 0}, and some kernel φ : R + × U → [0, ∞). We call N H (ds, du) a marked Hawkes point measures with homogeneous immigration if the exogenous intensity {µ(t) : t ≥ 0} is driven by an independent marked Poisson point measure where {B(t) : t ≥ 0} is a standard Brownian motion. In the second step, we use the functional CLT for the cumulative intensity to prove the weak convergence of the normalized marked Hawkes point measure with immigration to a measure-valued process. The limit process is given in terms of a Gaussian white noise and a lifting map of a one-dimensional Brownian motion associated with the probability measure ν H (du). Specifically, for T > 0 large enough,
where W (dt, du) is a Gaussian white noise and {B(t) : t ≥ 0} is the Brownian motion from the approximation of the cumulative intensity process. The Gaussian white noise and the Brownian motion a correlated, due to the self-exciting property of event arrivals. Our second main contribution is to provide functional limit theorems for the associated shot noise process that describes the impact of the events. We assume that the shot shape function of the j-th event in N (resp. N ′ ) is ψ(· − τ j , ξ j ) (resp. ψ(· − σ j , η j )), where ψ : R + × U → R is right continuous with left limits in t and define the corresponding shot noise process by The second term on the right side of the above equality is a Poisson shot noise process, which has been widely applied to e.g. bunching in traffic [5] , computer failure times [28] , earthquake aftershocks [36] , insurance [26] , finance [32] and workload input models [29] . When the correlation function E[ψ(kt, η)ψ(ks, η)] is regularly varying as k → ∞ for any t, s ≥ 0, Klüppelberg and Mikosch [27] proved the weak convergence of the normalized Poisson shot noise process to a self-similar Gaussian process, which is a Brownian motion when the shot shape function is light-tailed, i.e., E[ψ(t, η)] = C + o(1/ √ t). In this paper, under a light-tailed condition for the shot shape function, we prove that the normalized Hawkes shot noise process with random marks and homogeneous immigration converges weakly to a Brownian martingale.
Marked Hawkes point measures are tailor made to study the dynamics of budding microbial populations with immigration in a host and their interaction with that host. In this application the mark of a microbe comprises its life length (which is rarely exponentially distributed as argued by e.g. Holbrook and Menninger [18] and Wood et al. [38] ) and the type of toxin it releases. The shot shape function describes the relaxation of the toxin as a function of the age of the microbe and the corresponding shot noise process describes the cumulative relaxation of toxin or damage made to the host by the entire population of microbes at any given point in time. Our description of budding microbial populations is consistent to Peter Jagers' [22] suggestion that biological populations should be finite and individual based. We prove a functional central limit theorem for the toxin cumulative process. When the microbes release toxins at a unit rate, then the toxin cumulative process reduces to the integral of microbial population. Pakes [31] proved a central limit theorem for the integral of microbial population; we obtain a corresponding functional central limit theorem.
The remainder of this paper is organized as follows. In Section 2 provides an integral representation of marked Hawkes point measure and its intensity process. The main results are given in Section 3. The proof of the functional central limit theorems is given in Section 4. The proofs of the functional CLTs do not use the corresponding LLNs; the functional LLNs turn out to be immediate corollaries of the functional CLTs. The application of marked Hawkes point measures to budding microbial populations in a host is given in Section 5.
Notation. For any functions F, G on R, denote by F * G the convolution of F and G, and F ( * n) the n-th convolution of F . We make the convention that for any t 1 ≤ t 2 ∈ R .
For any functions f (t) on R + and g(t, u) on R + × U, let f ∞ := sup t≥0 |f (t)|, g(u) ∞ := sup t≥0 |g(t, u)| and
We denote by B(U) be the space of bounded Borel functions on U and C b (U) be the subspace of continuous elements of B(U). Let M(U) be the space of finite Borel measures on U endowed with the weak convergence topology, i.e. for {ν n } n≥1 , ν ∈ M(U), we say that ν n → ν if ν n (f ) → ν(f ) for any f ∈ C b (U), where ν(f ) denotes the integral of a function f with respect to a measure ν if the integral exists. Let S(U) be the space of finite Borel signed measures on U, which is also endowed with the weak convergence topology.
Stochastic integral representations
In this section, we give a stochastic integral representations for marked Hawkes point measures and their intensity processes that will be important for the subsequent analysis of our functional limit theorems. From (1.3) and the independence of ξ k and {τ i : i = 1, · · · , k} for any k ≥ 1, we see that the random point measure N H (ds, du) defined by (1.1) has the intensity Z(s−)dsν H (du). That is, for any f ∈ B(U),
We denote by {N I,t (A) : t ≥ 0, A ∈ U } and by {N H,t (A) : t ≥ 0, A ∈ U } the M(U)-valued processes associated to N I (ds, du) and N H (ds, du), respectively. Following the argument in [20, p.93] , on an extension of the original probability space we can define a time-homogeneous Poisson random measure N 0 (ds, du, dz) on (0, ∞) × U × R + with intensity dsν H (du)dz such that N 0 (ds, du, dz) is independent of N I (ds, du) and
We can thus rewrite the intensity process {Z(t) : t ≥ 0} defined by (1.3)-(1.6) as follows: for any t ≥ 0,
We assume throughout that the functions φ H (t) :
Taking expectations on the both sides of (2.3), we have
which is a linear Volterra integral equation. By Theorem 3.5 in [15, p.44] , the unique solution is given by
where R H (·) is the resolvent kernel associated with φ H (·) defined by the Volterra integral equation
and
Integrating the both sides of (2.6) and (2.7) over the interval (0, ∞), we have
Moreover, in this case,
For the converse, from (2.4) and (2.9),
Main results
In this section we state our functional limit theorems for the M(U)-valued processes {N H,t (A) : t ≥ 0, A ∈ U } and {N I,t (A) : t ≥ 0, A ∈ U } and their shot noise processes under the stability condition φ H L 1 < 1.
Functional laws of large numbers

Point measures
For any T > 0 and i ∈ {H, I}, we define the rescaled measure-valued process {N
The asymptotic analysis of the Poisson random measure N I (ds, du) is standard; see Theorem 7.10 in Walsh [37] . LetÑ I (ds, du) := N I (ds, du) − λ I dsν I (du) be the compensated point measure of N I (ds, du). From the Burkholder-Davis-Gundy inequality, for any f ∈ B(U),
which immediately yields the following functional law of large numbers for {N I,t (A) : t ≥ 0, A ∈ U }.
uniformly in probability on any bounded time interval.
We now consider the asymptotic behavior of the rescaled Hawkes random measure {N T H,t (A) : t ≥ 0, A ∈ U }. Taking expectations on the both sides of (2.2), we have
From (2.5) and Fubini's lemma,
To obtain the exact rate of convergence, we need the following moment assumption on µ 0 (·) and φ(·). 
From (2.9), we have for any T ≥ 0,
Changing the order of integration in the second term on the right side of the last inequality, for any κ ∈ (0, θ 0 ∧1),
Moreover, from (2.6) and the inequality |a + b|
Solving this inequality, we conclude from (3.5) that
Similarly, we also have
Taking this and (3.8) back into (3.7), we get
which induces the following proposition. 
12)
The previous proposition shows that the law of large numbers holds for the cumulative intensity 
Let us now turn to the functional law of large numbers for the marked Hawkes point measure {N H,t (A) :
which is a martingale. Moreover,
Applying the Burkholder-Davis-Gundy inequality to {Ñ T H,t (f ) : t ≥ 0}, from Lemma 2.1 we have
which vanishes as T → ∞. From this and Lemma 3.4, we can get the following functional law of large numbers for the M(U)-valued process {N H,t (A) :
uniformly in probability on any bounded time interval as T → ∞.
Shot noise processes
Before giving the limit theorems for the shot noise processes driven by the random point measures N H (ds, du) and N I (ds, du), we introduce some conditions on the shot shape functions. For any mark u ∈ U, we may always assume that the total cumulative impact ψ(∞, u) := lim t→∞ ψ(t, u) is finite. Moreover, conditioned on shot shape function ψ(·), we also assume that both the mean impact of an event up to age t and its total mean impact are finite, i.e., for any t ∈ [0, ∞] and i ∈ {H, I},
For u ∈ U and t ≥ 0, we define the following functions that represent the total impact of an event after age t: 
Denote by {S ψ H (t) : t ≥ 0} and {S ψ I (t) : t ≥ 0} the two shot noise processes on the right side of (1.7). From (1.1) and (1.4), we derive the following stochastic integral representations:
Taking expectations on the both sides of this equation with i = I, we have 19) which is uniformly bounded. Hence the following limit holds uniformly:
Taking expectations on the both sides of (3.18) with i = H, from (2.5) we have
From Condition 3.2 and 3.6, we can see that the first two terms on the right side of the equality above can be uniformly bounded by
Moreover, from Condition 3.2, 3.6 and (3.10)-(3.11),
From (3.17), we see that the second term on the right side of the inequality above is finite. From (3.8) and (3.11), we have for any T > 0 and κ ∈ (0, θ 0 ∧ 1)
which induces the following convergence:
From (3.20) and (3.23), we derive the following functional laws of large numbers for the shot noise processes.
Theorem 3.7 Under Condition 3.2 and 3.6, we have as T → ∞,
Functional central limit theorems
Point measures
Lemma 3.1 and Theorem 3.5 show that for T > 0 large enough the rescaled M(U)-valued processes {N
From (1.4), we see that
which is a worthy martingale measure in the sense of Walsh [37, p.291] . The following lemma gives a functional central limit theorem for {N I,t (A) : t ≥ 0, A ∈ U }. The proof will be given in Section 4.1.
, where {W I,t (A) : t ≥ 0, A ∈ U } is a Gaussian white noise on U with intensity λ I · dtν I (du).
Next, we consider the functional central limit theorem for {N H,t (A) :
is not a martingale measure. Loosely speaking, the limit process is a sum of a Gaussian white noise and a lifting map of a Brownian motion associated with the probability measure ν H (du) resulting from the cumulative intensity. Specifically, from (3.25) and (3.14) ,
The following proposition shows the weak convergence of {Ñ T H,t (A) : t ≥ 0, A ∈ U } to a Gaussian white noise as T → ∞; a detailed proof will be given in Section 4.1.
Before giving the key result about the weak convergence of the second term on the right side of (3.26), we introduce the two-parameter function
The function can be interpreted as describing the mean impact up to time t of an event with mark u on the future intensity. For i ∈ {H, I}, integrating both sides of (3.27) with respect to ν i (du), we have
Thus {R(t, u) : u ∈ U} can be considered as the decomposition of R i (t) on the space U. From Condition 3.2,
for any u ∈ U. Integrating both sides of (3.27) over the interval (0, ∞), we also have for any u ∈ U,
In view of Condition 3.2, this implies that
is well defined for i ∈ {H, I}. We are now ready to state the functional central limit theorem for the cumulative intensity process with proof will be given in Section 4.1.
Proposition 3.10 Under Condition 3.2, we have as
weakly in the space D([0, ∞), R), where {B Z (t) : t ≥} is a standard Brownian motion and
Combining Propositions 3.9 and 3.10 with (3.26), we get the functional CLT for {N H,t (A) : t ≥ 0, A ∈ U}.
Shot noise processes
We are now going to establish the functional limit theorems for the shot noise processes {S ψ I (t) : t ≥ 0} and {S ψ H (t) : t ≥ 0}. From Condition 3.6, we can see that ψ(T t, u) ∼ ψ(∞, u) for T ≥ 0 large enough. Thus we may approximate S ψ I (t) and S ψ H (t) by the semi-martingales:
The error processes are given by
These vanish as T → ∞, due to the following lemma whose proof will be given in Section 4.3.
Lemma 3.12 Under Condition 3.2 and 3.6, both { √ T ε 
weakly in the space D([0, ∞), R).
Remark 3.14 We emphasis that the proof of Theorem 3.13 follows from Lemma 3.12 and Theorem 3.11, which does not require the law of large numbers (Theorem 3.7). In other words, Theorem 3.7 follows directly from Theorem 3.13, i.e., from (3.34) and (3.35),
weakly in the space D([0, ∞), R) and hence uniformly in probability on any bounded interval; see [6, p.124 ].
Examples
In this section, we illustrate how our framework can be used to derive a functional central limit theorem for standard marked Hawkes processes. Let N λ (ds, du) be a marked Hawkes point measure with (F t )-intensity
for some λ > 0. This intensity does not satisfy Condition 3.2. Instead, we now show that there exists a marked Hawkes point measure with immigration that is equavilent to N λ (ds, du). For any t ≥ 0, let Z(t) := Z λ (t) − λ, which satisfies the following equation
From the orthogonality and homogeneity of N 0 (ds, du, dz) in space, we can see that the two processes on the right side of the last equality are independent and
is a Poisson random measure on (0, ∞) × U with intensity λ · dsν H (du). Thus, we can rewrite (3.36) as
and (2.2) as
Moreover, the random point measure N H (ds, du) := N 0 (ds, du, [0, Z(s−))) is a Marked Hawkes point measure with homogeneous immigration on (0, ∞)×U as defined in Section 1 with λ I = λ and ν I (du) = ν H (du). Applying Lemma 3.8 and Theorem 3.11, under Condition 3.2 with µ 0 (t) ≡ 0 we can prove the weak convergence of the normalized standard marked Hawkes point measure defined as
Specially, we obtain the following functional central limit theorem for marked Hawkes processes, which extends the central limit theorem established in Karabash and Zhu [25] .
Corollary 3.15 Assume that Condition 3.2 holds and φ
, where the terms in the limit are defined as before with λ I = λ and ν I (du) = ν H (du). Specially, denote by N λ (t) := N λ ([0, t], U) the marked Hawkes process, we have
where {(B I (t), B H (t)) : t ≥ 0} is a two-dimensional standard Brownian motion and
Example 3.16 (Multivariate Hawkes process with common intensity) For the finite mark space U = {1, · · · , d}, the marked Hawkes point measure N λ (ds, du) reduces to a multivariate Hawkes process with common intensity.
The conditions in Corollary 3.15 hold when sup
weakly in the space D([0, ∞), R), where
Proofs of the auxiliary results
In this section, we give the proofs of Lemma 3.4, 3.8 and Proposition 3.9, 3.10. The proofs are based on a new stochastic Volterra representation for the intensity process {Z(t) : t ≥ 0}. To this end, we first link marked
Hawkes processes with immigration to Hawkes random measures as introduced in [19] through the following two-parameter processes: for any t ≥ 0 and u, u ′ ∈ U,
From (2.3), it is easy to see that {Z(t, u ′ ) : t ≥ 0, u ′ ∈ U} solves the following stochastic Volterra-Fredholm integral equation: 
where
Integrating both sides of (4.4) with respect to the probability measure ν H (du ′ ), we see that R(t, u ′ , u) yields a decomposition of R(t, u ′ ) introduced in (3.27) as
The following proposition yields the desired representation for the intensity process {Z(t) : t ≥ 0} in terms of the martingale measureÑ 0 . The representation in terms of the martingale measure is key to our subsequent analysis. The proof follows from integrating both sides of (4.3) with respect to the probability measure ν H (du ′ ).
Proposition 4.1
The intensity process {Z(t) : t ≥ 0} is the unique solution to the following stochastic Volterra integral equation:
4.1 Proofs of Lemma 3.4, 3.8 and Proposition 3.9, 3.10
Armed with the representation (4.6), we can now give the proofs of Lemma 3.4, 3.8 and Proposition 3.9, 3.10. For any T, t > 0, integrating both sides of (4.6) over the interval (0, T t] and changing the order of integration,
From Condition 3.2, we can see µ 0 L 1 < ∞ a.s. so the first term on the right side of (4.8) is uniformly bounded.
Since R H L 1 < ∞, we also get the uniform boundedness of the second term as well as the following lemma.
Lemma 4.2 Under Condition 3.2, for any κ > 0 we have the following uniform convergence in probability: as
Next, we consider the weak convergence of the last two stochastic Volterra integrals on the right side of (4.8). From (3.28) and (3.29), for any u ∈ U we see that the integrand
Thus, we may approximate these two stochastic Volterra integrals with the following two (F T t )-martingales, respectively:
We denote the error processes of the above approximations by {ε T,H (t) : t ≥ 0} and {ε T,I (t) : t ≥ 0}, respectively. They have the following representations: 
(4.14)
The integral in the last term above is uniformly bounded in T ; see (3.29) We are now ready to give the proofs of the auxiliary results.
Proof of Lemma 3.4. Firstly, we have
The uniformly convergence of the second term on the right side of the equation above to 0 follows from (3.12). For the first term, applying Lemma 4.2, 4.3 and 4.4 with κ = 2, we have
weakly in the space D([0, ∞), R) and hence uniformly in probability on any bounded interval; see [6, p.124 ]. This finishes the proof.
Proof of Lemma 3.8 and Proposition 3.9. We give a detailed proof of Proposition 3.9. The proof of Lemma 3.8 is similar but simpler. For any f ∈ B(U), define
In what follows we verify that {W 
The quadratic variation of martingale {W f T (t) : t ≥ 0} has the following representation:
From (3.12), it is sufficient to prove that the following martingale 
which vanishes as T → ∞. Now we show that the sequence {M f T (t) : t ≥ 0} T ≥0 is tight. To this end, we notice that the sample paths of {M f T (t) : t ≥ 0} have total variation 
Using similar arguments, we can also prove that for any f, f ′ ∈ B(U),
This implies that {W H,t (A) : t ≥ 0, A ∈ U} is a continuous, worthy martingale measure on U with covariance measure Q H (ds, du, du
, where δ u (du ′ ) is a Dirac measure on the point u. From [37, Proposition 2.10], we can see that {W H,t (A) : t ≥ 0, A ∈ U} is a Gaussian white noise on U with intensity λ I · R I L 1 · dtν H (du). The independence of {W H,t (A) : t ≥ 0, A ∈ U} and {W I,t (A) : t ≥ 0, A ∈ U} follows directly from the fact that N 0 (ds, du, dz) and N 1 (ds, du) are independet.
Proof of Proposition 3.10. From Proposition 3.3, it suffices to prove that
weakly in the space D([0, ∞), R). From (4.8) and (4.10)-(4.13),
T,H (t). Applying Lemma 3.8 and Proposition 3.9 to (4.10)-(4.11), for any i ∈ {H, I} we have {M 
weakly in the space D([0, ∞), R). From the properties of Gaussian white noise, it is easy to check that
is a Brownian motion with quadratic variation as follows
The desired result (3.31) follows directly from this and (3.29).
Proof of Lemma 4.4
In this section, we prove the weak convergence of error processes {ε ). We split the error process ε T,H (t) into the following two parts:
We first prove that {ε T,H,1 (t) : t ≥ 0} converges to 0 uniformly in probability on any bounded interval as T → ∞. The proof uses the following lemma.
Lemma 4.5 There exists a constant C > 0 such that for any t ≥ 0 and i ∈ {H, I},
Proof. Let {X k } k≥1 be a sequence of i.i.d. random variables with probability density function φ H (t)/ φ H L1 and N G be a geometric random variable with parameter 1 − φ H L1 > 0 independent of {X k } k≥1 . From the one-to-one correspondence between probability laws and their Laplace transforms, it is easy to see that the geometric summation NG k=1 X k has the following probability density function
From Condition 3.2, the geometric summation has finite θ 0 -th moment, i.e., E[| NG k=1 X k | θ0 ] < ∞. From Markov's inequality, there exits a constant C > 0 such that for any t > 0,
Taking this estimate back into (4.27), we have
This yields the desired result for i = H. For the case i = I, from (2.7) we have
Let Y be an R + -valued random variable with probability density φ I (t)/ φ I L 1 and independent of NG k=1 X k . Thus, the convolution in the above equation equals the density function of NG k=1 X k + Y whose θ 0 -th moment is finite. As before, we also have 
Taking expectation on the both sides of this inequality, it follows from Lemma 2.1 that
From Lemma 4.5 and β < 1 − 
Now we prove that the sequence {ε T,H,2 (t) : t ≥ 0} T ≥1 converges weakly to 0 as T → ∞. It suffices to prove that it is tight in the space D([0, ∞), R) and converges 0 in the sense of finite-dimensional distributions.
Proposition 4.7 The process {ε T,H,2 (t) : t ≥ 0} converges to 0 in the sense of finite-dimensional distributions as T → ∞, i.e., for any t ≥ 0,
Proof. From the Burkholder-Davis-Gundy inequality, Lemma 2.1 and (3.29), we have
which vanishes as T → ∞.
For the tightness of {ε T,H,2 (t) : t ≥ 0} T ≥0 , by Theorem 8.8 in [12, p.139] , it suffices to prove that there exist two constants γ > 1 and C > 0 such that for any T, h > 0,
. As a preparation, we first give some high-order moment estimates for the intensity process {Z(t) : t ≥ 0} and the stochastic integral driven byÑ 0 (ds, du, dz).
Lemma 4.8 Under Condition 3.2, there exits a constant C > 0 such that
Proof. We first prove that sup t≥0 E[|Z(t)| 2 ] < ∞. From (4.6) and the Cauchy-Schwarz inequality,
The uniform boundedness of the first term on the right side of the above inequality follows from Condition 3.2.
For the second term, from Hölder's inequality and (3.4),
Next, we prove that the last expectation in (4.30) is uniformly bounded; the second-to-last term can be handled in the same way. From the Burkholder-Davis-Gundy inequality, Lemma 2.1, the Cauchy-Schwarz inequality and (3.28)-(3.29),
Taking these estimates back into (4.30), we can get sup t≥0 E[|Z(t)| 2 ] < ∞. Let us now prove (4.29) . From the Burkholder-Davis-Gundy inequality and the Cauchy-Schwarz inequality,
Applying Jensen's inequality and Hölder's inequality to the first term on the right side of the last inequality above, we can see that it can be bounded by
Applying the Burkholder-Davis-Gundy inequality again to the last term in (4.33), we have
Taking this and (4.34) back into (4.33), we get the desired result (4.29). We now prove the first result. Using similar arguments as the ones leading to (4.30) and (4.31), we also get
The uniform boundedness of the last term in the above inequality follows from (4.29) with T = 1, t ′ = 0, t ′′ = t and f (0, t, s, u) = R(t − s, u). Indeed, from (3.28)-(3.29) and the Cauchy-Schwarz inequality,
Moreover, the inequality (4.28) holds with γ = α for any h ≥ δ T /2.
Proof. It is easy to see that the second result follows directly from the first one, i.e., by the Cauchy-Schwarz inequality, for any h ≥ δ T /2,
We prove the ineqaulity (4.35) for κ = α; the general case can be proved in the same way. Applying Lemma 4.8(2) with t
From (3.29), (3.5) and β < 1, the first term on the right side of this inequality can be bounded by
Similarly, the second term can be bounded by
Altogether, we obtain the desired result.
Now we are going to prove that (4.28) also holds for h < δ T /2. In this case, t − h − δ T < t − δ T < t + h − δ T < t − h < t < t + h, which suggests to decompose ε T,H,2 (t + h) as:
We can decompose ε T,H,2 (t) and ε T,H,2 (t − h) in the same way. Thus,
From the Cauchy-Schwarz inequality,
Thus, it suffices to prove that each expectation in the sum can be bounded by Ch γ for some constants C > 0 and γ > 1 independent of T , t and h. The following three results establish such bounds and hence finish the proof of Lemma 4.4.
Proposition 4.10
There exists a constant C > 0 such that for any t ∈ [0, 1] any h > 0, and all i ∈ {1, 2, 4} and j ∈ {5, 7, 8},
Proof. We just consider the case i = 1 and j = 5. All other cases can be proved similarly. Using the similar arguments as in the proof of Proposition 4.9, there exists a constant C > 0 such that
When T h ≥ 1, by Hölder's inequality,
Now we consider the case T h < 1. For any ξ ≥ 0, define
which are two (F T · )-martingales for any t and h fixed. Using the tower property of conditional expectation conditioning on F T t , we have
As before, from the Burkholder-Davis-Gundy inequality and (3.29), there exists a constant C > 0 such that
By Hölder's inequality, Lemma 4.8 (2) and (4.36),
Taking this back into (4.37), we have
Proposition 4.11 There exist constants C > 0 and γ ∈ (1, α(1 + β)/2) such that for any t ∈ [0, 1] any h > 0, and all i ∈ {1, 2, 4} and j ∈ {5, 7, 8},
Proof. We just prove the result for i = 1. All other cases can be proved in the same way. As in the proof of Proposition 4.9, there exists a constant C > 0 such that
Since β > 2/α − 1, we see that (4.28) holds with γ = α(1 + β)/2 > 1. Moreover, γ > 1 since αβ > 1. When T h < 1, then
Applying Lemma 4.8(2) to I T,6 (t, h) with t
From (3.28), we have
From this and Condition 3.2, the first term on the right side of (4.39) can be bounded by
Moreover, the second term also can be bounded by
Putting all estimates above together, from the assumption that T h < 1 we have
From Hölder's inequality and γ ∈ (1, α(1 + β)/2),
Corollary 4.12 There exist a constant C > 0 such that for any h < δ T /2 and T > 0,
Proof. From (4.38) and (4.40), we have
By Hölder's inequality, when T h ≥ 1,
and when T h < 1,
Proof of Lemma 3.12
In this section we give a detailed proof of the weak convergence of the sequence { √ T ε ). We decompose the error process √ T ε ψ T,H (t) into the following two parts:
For the first term, we have 
which vanishes as T → ∞. We now consider ε ψ T,H,2 (·). For any t ≥ 0,
Thus the proof would be finished if we can prove the following claim: for any ǫ > 0, we have as T → ∞,
Indeed, from Chebyshev's inequality, this probability can be bounded by
.
From the Cauchy-Schwarz inequality and (2.2),
From Condition 3.6, Hölder's ineqaulity and Lemma 4.8(1), we see that the first term on the right side of this inequality can be bounded by
Applying Lemma 4.8(2) to the second term on the right side of (4.47) with t
Putting all estimates above together, we have
which vanishes as T → ∞ since β > α 2α−1 . Here we have gotten (4.46) and the proof of Lemma 3.12 has been finished.
Application to budding microbes in a host
In this section, we apply our limit theorems for marked Hawkes point measures to study the asymptotics of the amounts of toxins released by budding microbes in a host. Let X(0) ∈ N be the number of microbes in the host at time 0. Different to binary fission where the fully grown parent cell splits into two equally sized daughter cells, small buds usually form at one end of mother cell or on filaments called prosthecae at random budding times 0 < τ 1 < τ 2 < · · · and separate as new microbes when mature. The mother cell produces buds before dying, spreading out of the host or being killed by the host. We assume the life-length of microbes from birth to death is randomly distributed with common probability law Λ H (dt) defined on (0, ∞). The life-length Λ H (dt) is rarely exponentially distributed; see [18, Table 4 ] and [38, Figure 2-4] .
Conditioned on the life-length y and age t, we assume that the mother microbe produces new buds at the budding rate γ H (t, y), where γ H (·) is a nonnegative funciton on R 2 + . Usually, the budding rate is low during the growth stage. After separating from the mother cell, the budding rate increases to its highest level. However, as bud scars accumulate on its surface, the microbe enters into the senescence stage and the budding rate starts to decrease; see [24, Figure 2 ]. Without loss of generality, we assume that the budding rate γ H (·) is bounded.
Usually, only one bud forms on the mother cell at each budding time. However, multiple-budding also happen in the reproduction of budding viruses such as HIV; see [35, p.416 ]. Hence we assume that a random number of buds forms on the mother cell at each budding time according to the probability law
When p H,1 = 1 and Λ(dt) is an exponential distribution, the budding reproduction reduces to binary fission 1 . In addition to budding, microbes may immigrate from external sources or neighbouring hosts at random times 0 < σ 1 < σ 2 < · · · . To simplify the analysis, we assume that the arrivals of immigrating microbes follow some Poisson point process with intensity λ 1 = 1 and that the number of invading bacteria is distributed according to the probability distribution p I = (p I,1 , p 1,2 , · · · ) with generating function {g I (z) :=
We consider the ancestors at time 0 as the 0-th immigration and allow the budding rate function γ I (·) of immigrating microbes to be different from γ H (·).
According to their origins, we classify the microbes in the host into the following three classes: where ℓ i,j is the life-length of j-th microbes in B i or I i . Here the first sum on the right side of the above equality is the total budding rate of the ancestors in the host at time t, the inner-sum in the second term is the total budding rate of the bacteria immigrating into the host during the j-th invasion, and the inner-sum in the third term is the total budding rate of all buds formed at the j-th budding time. Microbes do not only produce offsprings but also infect the host by releasing toxins and attacking the host cell. For instance, Candida albicans (C. albicans) in the gastrointestinal and genitourinary tract do not only release a toxin called Candidalysin but also alkalinize phagosomal by physical rupture. Denote by T(t, y) the cumulative toxins released or cumulative damage made by a microbe with life-length y to the host up to age t. After dying or being killed by the host, the microbe stops releasing toxins, i.e. T(t, y) = T(y, y) when t ≥ y . Because of the diversity in bacteria, their toxin release functions are usually different. Let T be the collection of toxin cumulative functions:
T := T : T(t, y) is a nondecreasing function with T(t, y) = T(y, y) if t ≥ y .
For any T ∈ T, denote by T c (t, y) the unreleased toxins of a microbe with life-length y at age t, i.e. T c (t) := T(y, y) − T(t, y). We assume that the toxin function of microbes born in the hosts is distributed according to the law m H (dT) and the toxin function of microbes immigrating into the host is distributed according to the law m I (dT). We also assume that each microbe picks up its toxin function independently.
Most microbes release toxins continuously during their life. For instance, C.albicans release toxins continuously during hyphal formation. In this case, conditioned on the life-length y and age t, we may assume that the bacteria releases toxins at rate ϕ(t) and T(t, y) := t∧y 0 ϕ(s)ds, where {ϕ(s) : s ≥ 0} is a functional-valued random variable. Other microbes release toxins immediately when they decompose. In this case T(t, y) = ϑ·1 {t≥y} , where ϑ, a R + -valued random variable, is the amount of toxin released by the microbe at the time of death.
For any t ≥ 0, let T(t) be the total cumulative toxins released by the entire population up to time t. Similar to the representation of B(t), we can represent T(t) as T(t) := j∈I0 T j (t, ℓ 0,j ) + σi≤t j∈Ii T j (t − σ i , ℓ i,j ) + τi≤t j∈Bi T j (t − τ j , ℓ i,j ).
(5.3)
We are now going to describe the budding and population dynamics in terms of a marked Hawkes process. To this end, we choose the mark space U := {H, I} × Z + × R Z+ + × T Z+ . Here u = (i, k, y, T ) ∈ U means that i ∈ {H, I}, k ∈ Z + , y := (y 1 , · · · , y k ) ∈ R k + and T := (T 1 , · · · , T k ) ∈ T k . We record the information of buddings and invasions with two sequences of i.i.d. U-valued random variables {ξ j : j = 1, 2, · · · } and {η j : j = 1, 2, · · · } respectively, i.e., ξ j /η j = (H/I, k, y, T ) means that there are k buds/microbes with life-length (y 1 , · · · , y k ) and toxin cumulative function (T 1 , · · · , T k ) splitting from the mother cell/immigrating at time τ j /σ j . According to our previous assumption, ξ and η have the probability laws ν H (du) and ν I (du) defined as follows: for i ′ ∈ {H, I},
As argued in Section 2, the total budding rate B(t) and the total cumulative toxins T(t) at time t can be represented as: where N 0 (ds, du, dz) and N I (ds, du) are two independent time-homogeneous Poisson random measures defined as before. In this case, Condition 3.2 and 3.6 reduce to the following condition.
Condition 5.1 Recall the constants α, θ 0 and θ 1 . We assume that for i ∈ {H, I}, 
