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Abstract
We study a random homogenization problem concerning the flow of a viscous fluid
through a permeable membrane with a highly oscillatory geometry and nonlinear
boundary condition on it. Along an interface we consider a periodic distribution of
small permeable obstacles with a random geometry. Leak boundary conditions of
threshold type are considered on the obstacle part of the membrane: the normal
velocity of the fluid is zero until the jump of the normal component of the stress
acting on it reaches a certain limit, and then the fluid may pass freely.
The problem is studied first in the deterministic case, and then in the random case,
for which assumptions on the randomness of the solid obstacles are needed in order
to obtain a limiting behaviour. The description of the obstacles is given in terms of
a random set-valued variable defined on a probability space and a dynamical system
acting on it. Effective boundary conditions for the fluid are derived, and these depend
on the relative size of the obstacles. We establish two major cases, in one of them
we obtain an effective permeability across the membrane and in the critical case a
slip boundary condition of Navier type. If the dynamical system is assumed to be
ergodic, the limiting behaviour of the fluid is deterministic.
The approach is based on the Mosco convergence, which also allows us to pass from
the stationary case to the time dependent case via the convergence of the associated
semigroups.
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Chapter 1
Introduction
The homogenization of transmission problems across perforated walls has been first
studied, in the context of the Laplace equation with Neumann conditions on the
wall, by Damlamian [1] (see also Attouch [2], Murat [3] and Picard [4] for different
approaches). The corresponding spectral problem was studied by Onofrei and Ver-
nescu [5]. Similar to the case of periodically distributed holes in the volume (as in
Cioranescu and Murat [6, 7]), in these problems a critical size of the perforations was
observed, for which in the limit the boundary conditions exhibited a different form.
The homogenization problem for flow of a viscous incompressible fluid through a
perforated wall, with periodically distributed perforations, where the period and the
size of the perforations were of the same order, was studied in a series of papers by
Sanchez-Palencia [8, 9], using the asymptotic expansion method (see [10, 11] for other
applications of this method), and then by Conca [12, 13, 14] using the oscillating test
function method developed by Tartar in [15]. An important feature of the problem
was that, in the limit, the velocity was normal to the wall and of constant magnitude.
However in a neighborhood of the perforated wall the energy dissipation blew up, as
stress concentrations were present.
Threshold slip and leak conditions were first introduced for viscous flow problems
by Fujita [16, 17] who studied the existence and uniqueness for the Stokes problem
with boundary conditions of the type
−(σN)τ ∈ g ∂|uτ |,
and respectively
−(σN ·N) ∈ g ∂|uN |, (1.1)
where g ≥ 0 and for a convex function f we denote by ∂f the subdifferential of f .
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Here N denotes unit normal on the boundary, exterior to the fluid, and
uN = u ·N, uτ = u− (u ·N)N, (1.2)
σN = σN ·N, (σN)τ = σN − σNN (1.3)
denote the normal and tangential projections of the velocity and of the normal stress,
respectively. The threshold slip boundary condition can be written equivalently as
|(σN)τ | < g ⇒ uτ = 0 (1.4)
|(σN)τ | = g ⇒ (uτ = 0 or, uτ 6= 0) and
(
uτ 6= 0 ⇒ (σN)τ = −g uτ|uτ |
)
.(1.5)
and the threshold leak as:
|σN ·N | ≤ g and
{ |σN ·N | < g ⇒ uN = 0
|σN ·N | = g ⇒ uN = 0 or − σN ·N = g uN|uN |
(1.6)
Regularity results of the solution to the Stokes problem with slip or leak boundary
conditions was studied by Saito [18].
This thesis is structured as follows.
In Chapter 2 we formulate our problem and introduce the functional setting.
We formulate first the continuous membrane problem in the stationary case with
leak interface conditions on it and Dirichlet boundary condition on the boundary of
the domain.
For a membrane immersed in a fluid, the leak condition becomes
−([σN ] ·N) ∈ g ∂|uN |, (1.7)
or equivalently
|[σN ] ·N | ≤ g and
{ |[σN ] ·N | < g ⇒ uN = 0
|[σN ] ·N | = g ⇒ uN = 0 or − [σN ] ·N = g uN|uN |
(1.8)
where [h] denotes the jump of a field h across the membrane.
Here the geometry of the problem is described by a smooth interface Σ that
separates a domain D into two subdomains D+ and D−. Our problem becomes:
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
uτ = 0 on Σ,
−[σN ] ·N ∈ g∂|uN | a.e. on Σ.
(1.9)
3
D+
D−
Σ
Figure 1.1: The geometry of the permeable membrane
The problem has a natural equivalent variational formulation for which we obtain
existence and uniqueness results. Defining the sets:
V =
{
u ∈ H1(D)/∇ · u = 0 in D} ,
H1b(D) =
{
u ∈ H1(D)/u = b on ∂D} ,
K =
{
u ∈ H1b(D)/uτ = 0 on Σ
}
,
we show the solution for the problem satisfies a variational inequality and u solves a
minimization problem over a convex set:
min
v∈K∩V
{
1
2
a(v, v) + j(v)− 〈f, v〉D
}
where a(·, ·) is a bilinear form, continuous and coercive and j is a convex functional.
From here we derive the existence and uniqueness for the velocity. The solution for
the pressure is not unique in the case when the flow decouples, as in this case on the
interface the jump of the normal stress is below the threshold.
In Chapter 3 we study the effective interface conditions on a membrane with
periodically distributed leaky parts. If the characteristic size of the period is denoted
by  and the leaky parts are of characteristic size r, then in deriving the limit
behavior of the membrane, four different cases are distinguished: (i.) lim
→0
r

= α >
0, (ii.) lim
→0
r

= 0 and lim
→0
rn−2
n−1
= +∞, (iii.) lim
→0
rn−2
n−1
= β ∈ (0,∞) and (iv.)
lim
→0
rn−2
n−1
= 0.
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In the first case the limit problem consists of a leaky membrane for which an
effective yield limit is derived; unlike in the permeable wall problem [12, 13] the
stress does not blow up along the membrane. In the third case a Navier-type slip
condition [19] is obtained, relating the jump of normal stress vector to the velocity
on the membrane. In the intermediate case in the limit the tangential slip along the
membrane cancels, whereas the normal velocity and stress are continuous. In the
last case the membrane disappears in the limit.
The description of the geometry is as follows. D is a bounded domain in Rn, with
Lipschitz boundary, that is separated by the hyperplane {xn = 0} into two parts:
D+ = D ∩ {xn > 0} and D− = D ∩ {xn < 0}, both of them Lipschitz, and let
Σ = D∩{xn = 0}. We consider the unit cube in Rn−1, Y ′ =
(−1
2
, 1
2
)n−1
, and a fixed
set Γ ⊂⊂ Y ′, the closure of a connected open set with Lipschitz boundary. Let N 
be the set of all points k ∈ Zn−1 such that (k + Y ′) is strictly included in Σ and
denote by |N | their number. For any  > 0 and any k ∈ N  we denote by Γk the
set k+ rΓ, where the sequence r satisfies 0 < r ≤ , and represents the size of the
obstacles. We define the following sets:
Γ =
⋃
k∈N
Γk, T
 = Σ \ Γ, D = D \ Γ.
Γ represents the union of the obstacles, distributed periodically in the cells (k+Y ′)
along Σ and T  represents the holes. The fluid flows freely through the holes, but
only above a certain stress through the obstacles. If u is the velocity of the fluid
and p its pressure, the pair {u, p} satisfies the Stokes equation in D and interface
conditions 
−∆u +∇p = f in D,
∇ · u = 0 in D,
u = b on ∂D,
ui = 0 on Γ
 for all i < n,
−[σen] · en ∈ g∂|un| on Γ,
(1.10)
when f is a distribution in H−1(D) and b ∈ H1/2(∂D) satisfies some compatibility
conditions. The i-th canonical vector of Rn is denoted by ei for 1 ≤ i ≤ n and g is a
positive function from L2(Σ), not necessarily constant, that represents the threshold
for the appearance of the leak.
We define a convex functional F  on H1(D) by:
F (u) =
1
2
a(u, u) + j(u)− 〈f, u〉D + IK∩V(u)
5
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Figure 1.2: The geometry of the periodic leaky obstacles
where a is the bilinear form defined through e(u) =
1
2
(∇u + ∇Tu), the strain rate
tensor
a(u, v) = 2(e(u), e(v))D = 2
∫
D
n∑
i,j=1
eij(u)eij(v)dLn for u, v ∈ H1(D),
j is the convex functional defined on H1(D)
j(u) =
∫
Γ
g|un|dLn−1,
and K is the convex set
K =
{
u ∈ H1b(D)/ui = 0 on Γ ∀i < n
}
.
Also, 〈·, ·〉D is the duality between H10(D) and H−1(D) where L2(D) is the pivot
space, V is the subspace of divergence free vector fields from H1(D) and IS is the
indicator function of the set S.
In the first case the limiting problem is
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
ui = 0 on Σ for all i < n,
−[σ(u, p)en] · en ∈ gLn−1(Γ) · ∂|un| on Σ,
(1.11)
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where Ld denotes the d−dimensional Lebesque measure.
This is a leaky membrane type of problem, with the threshold being the L2(Σ)
function gLn−1(Γ). This problem was studied in Chapter 2 and has the associated
convex functional F :
F (u) =
1
2
a(u, u) + j(u)− 〈f, u〉D + IK∩V
with
K =
{
u ∈ H1b(D)/uτ = 0 on Σ
}
and
j(u) = Ln−1(Γ)
∫
Σ
g|un|dLn−1.
We show first the Mosco convergence (M−convergence) of F  to F and then from
here prove the convergence of u to u in the strong topology of H1(D) and the
convergence of p to p in the strong topology of L2(D)/R, where p is one of the
solutions for the membrane problem.
In the third case the limiting problem is
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
−[σ(u, p)en] = βCu on Σ,
(1.12)
where C is a symmetric positive definite matrix. To define C we need the solutions
for the cell problems for 1 ≤ i ≤ n− 1:
−∆χi +∇ηi = 0 in Rn \ Γ,
∇ · χi = 0 in Rn \ Γ,
χi = ei on Γ,
χi → 0 at ∞.
(1.13)
and χn = 0, ηn = 0. We make use of these solutions to define
Cij =
∫
Rn
2e(χi)e(χj)dLn, for 1 ≤ i ≤ n.
The law (1.12 d) obtained on Σ is a Navier type of law, that essentially tells us that
the tangential velocity of the fluid is proportional with the jump of the tangential
component of the normal stress tensor. The functions {χi, ηi} that in general may
be defined for 1 ≤ i ≤ n will play the same role in the case of the Stokes system
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as the capacitary potential for the set Γ in the context of Laplace equation. In the
case of vector field we will have n of them due to the n−dimensional space for the
boundary conditions and the matrix C comes naturally from these solutions. The
problem 1.12 is simple to study, admits a unique solution, and the associated convex
functional is:
F (u) =
1
2
a(u, u)− 〈f, u〉D +
β
2
c(u, u) + IH1b(D)∩V
where c is the quadratic form, positive definite and continuous, defined through C:
c(u, v) =
∫
Σ
Cu · vdLn−1.
Also in this case, we show first M−convergence of F  to F in L2(D), after we
extend them with +∞ outside H1(D), and from here we prove the convergence of
u to u in the weak topology of H1(D) and the convergence of p to p in the weak
topology of L2(D)/R.
In the other two cases, the limit can be derived from these two.
The study was done in the stationary case, and in all these cases the velocity
of the fluid u satisfies a minimization property, being the unique minimizer for a
convex functional F . We showed M−convergence in some appropriate spaces for the
sequence of functionals F  to the limit one F and set up the corresponding system of
PDEs. We then derived from the M−convergence the convergence of the solutions
for these systems. These results may be found in [20].
In Chapter 4 we extended the problem to membranes with a random distribution
of the leaky parts. The difficulty in choosing the right assumptions comes from the
fact that on one hand we do not randomize the coefficients of PDEs but the geometry,
and on the other hand from the fact that we need to capture all cases. The main
assumption in homogenization of PDEs with random coefficients (see [21, 22] for the
first study in the case of elliptic equations) is the stationarity. If Ω is a probability
space, and a : Rn × Ω, then the process a is stationary if:
a(x1, ω), ...a(xn, ω)
D
= a(x1 + d, ω), ...a(xn + d, ω)
for any n ∈ Z, xi ∈ Rn for every 1 ≤ i ≤ n, d ∈ Rn and ω ∈ Ω. D= denotes equality in
distribution or in law. Stationarity may also be defined through a group of measure
preserving mappings τx : Ω→ Ω for every x ∈ Rn and:
a(x+ y, ω) = a(x, τyω).
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Another assumption is the ergodicity, which means that the only invariant sets under
the mappings τx are the trivial ones:
τx(A) = A for all x ∈ Rn ⇒ A ∈ {∅,Ω}.
These two assumptions permit the extension of the periodic homogenization to er-
godic theory, the averaging behaviour being the consequence of a law of large number
type of result. It is worth mentioning that rigorous mathematical proofs become more
challenging and the study of the rates of convergence becomes more complicated then
in the periodic case and requires additional assumptions.
Many classical methods from the periodic homogenization were extended to the
stochastic setting, among others, Tartar’s method (see [15, 23, 24]) by Papanicolaou
and Varadhan in [22], G−convergence (see [25, 26]) by Zhikov, Kozlov, Oleinik and
Ngoan in [27], Γ−convergence(see [28, 29]) by Dal Maso and Modica in [30, 31] and
two-scale convergence(see [32, 33]) by Bourgeat, Mikelic´ and Wright in [34]. The
elliptic problem in a perforated domain with a volume distribution of holes from
[6, 7] was extended in the recent papers [35, 36] by Caffarelli and Mellet. The
authors chose a discrete dynamical system to describe the randomness of the holes
(obstacles) and the main assumption was the stationary ergodicity of the capacity
of the holes, that appears as the extra term in the limit problem.
First we define the random geometry. The difference from the periodic case is
the choice for every  > 0, ω ∈ Ω and k ∈ N  of a set in every cell k + Y ′,
Γk(ω) ⊂⊂ (k + Y ′). We introduce the following sets:
Γ(ω) =
⋃
k∈N
Γk(ω), T
(ω) = Σ \ Γ(ω), D(ω) = D \ Γ(ω)
Γ(ω) represents the membrane, still having a periodic distribution in the cells (k+
Y ′) along Σ but the sizes and shapes of the small obstacles from every cell is random.
We keep the same type of interface conditions on Γ(ω) and we study for every ω ∈ Ω
the limiting behaviour when  → 0 of the movement of an incompressible viscous
fluid in D(ω), where u(ω) is the velocity of the fluid and p(ω) the pressure. The
pair {u, p} is the solution for
−∆u(ω) +∇p(ω) = f in D(ω),
∇ · u(ω) = 0 in D(ω),
u(ω) = b on ∂D,
ui(ω) = 0 on Γ
(ω) for all i < n,
−[σ(ω)en] · en ∈ g∂|un(ω)| on Γ(ω),
(1.14)
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Figure 1.3: The geometry of the random leaky obstacles
where f , b ∈ H1/2(∂D) and g are as in the periodic case. After we define the
following random closed convex sets of H1(D)
K(ω) =
{
u ∈ H1b(D)/ui = 0 on Γ(ω) ∀i < n
}
,
and the random convex functionals
j(ω)(v) =
∫
Γ(ω)
g|vn|dLn−1 ∀v ∈ H1(D),
we introduce the random convex functional F (ω) : H1(D)→ R ∪ {∞},
F (ω)(u) =
1
2
a(u, u) + j(ω)(u)− 〈f, u〉D + IK(ω)∩V(u).
Next we formulate the assumptions, such that, in all the cases, we obtain for F (ω)(u)
M−convergence almost surely to some convex functional F , and also u(ω), the
unique minimizer of F (ω) to be Bochner measurable as a function defined on Ω
with values in H1(D). Bochner measurability, which from Pettis’ theorem is equiva-
lent with weak measurability due to the separability of H1(D) allows us to perform
integration and eventually study rates of convergence.
Thus we assume that the sets Γk(ω) are of the form Γ

k(ω) = k+rA(τkω) where:
i) A : Ω  Y ′ is a set valued mapping, measurable and compact valued. We also
assume, in order to eliminate degenerate cases, that almost surely ω ∈ Ω, A(ω)
contains a ball a a fixed radius δ > 0.
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ii) τ is a n− 1 dynamical system, measure-preserving and ergodic.
iii) (r)>0 is a sequence satisfying r ≤  for every positive .
One consequence of the assumptions is that F (ω, u) is a convex normal integrand
in the sense of Rockafellar ([37]) and then show the measurability of u (see also [38]
for the use of the same idea, also in connection with M−convergence of convex
functionals). Another consequence is that in each case, we obtain the stationary
ergodicity of the set functionals that are critical, the measure of Γk in the first case,
the vector capacity of Γk in the third case, so we are able to obtain the averaged
behaviour.
In the first case the limiting problem is:
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
ui = 0 on Σ for all i < n,
−[σ(u, p)en] · en ∈ g
∫
Ω
Ln−1(A(ω))dP · ∂|un| on Σ,
(1.15)
and thus extending the results from the periodic case.
In the third case the limiting problem is:
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
−[σ(u, p)en] = Cu on Σ,
(1.16)
where C is a symmetric positive definite matrix that can also be defined by:
C =
∫
Ω
C(A(ω))dP
where for a certain admissible set S, the matrix C(S) has a similar definition with C
defined in the periodic case for the fixed set Γ. Although we did not defined it here
because it was beyond our scope, Cij(S) may be defined for any set S, and it turns
out that it is a Choquet capacity (see [39]).
In Chapter 5 we show the homogenization of the corresponding time dependent
problems. The M−convergence introduced by Mosco in [40, 41] is used in the pre-
vious chapters to show the convergence of the solutions for variational inequalities.
In this chapter we make use of further consequences of M−convergence, the conver-
gence in the resolvent sense of the associated subdifferentials and the convergence of
the associated semigroups, to obtain the convergence results for the non-stationary
problem.
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Chapter 2
Preliminaries
2.1 Permeable Membranes with Threshold Leak
Assume D is a bounded domain in Rn with Lipschitz boundary which is cut into two
parts D+ and D− by a C1,1 surface in such a way that D+ and D− are open domains
with Lipschitz boundary and D = D+∪D−∪Σ where Σ is the intersection of D and
the smooth surface. We will study first the stationary motion of a fluid in D with
prescribed boundary condition on ∂D and leak, no-slip interface condition on Σ.
If u is the velocity of the fluid and p is the pressure, we denote by σ = σ(u, p) the
stress tensor defined by σ(u, p) = −pI + 2e(u), where e(u) is the strain rate tensor
of the velocity field u, given by the symmetric gradient
eij(u) =
1
2
(∂iuj + ∂jui) for 0 ≤ i, j ≤ n,
and N will represent the normal vector on Σ pointing into D+. The leak condition
imposed on Σ will be of the threshold type, meaning that there exists a positive
function g on Σ such that
|[σN ] ·N | ≤ g,
|[σN ] ·N | < g ⇒ uN = 0,
|[σN ] ·N | = g ⇒ uN = 0 or − [σN ] ·N = g · sgn(uN),
(2.1)
where [σN ] ·N = σ−N ·N − σ+N ·N represents the jump of the normal component
of the stress across Σ and uN = u ·N is the normal component of the velocity on Σ.
The no-slip condition means that uτ = 0 on Σ, where uτ = u−uNN is the tangential
component. The condition (2.1) for the appearance of the leak can also be written in
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the equivalent form −[σN ] ·N ∈ g∂|uN |. Therefore we consider the following system
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
uτ = 0 on Σ,
−[σN ] ·N ∈ g∂|uN | a.e. on Σ,
(2.2)
where b, f and g will belong to some spaces that will be specified later.
2.2 Weak Solutions
We will denote in the usual way the Lebesque and Sobolev spaces of scalar functions
and use bold letters for the similar spaces of n-dimensional vector fields. The inner
product in L2(D) with the n-dimensional Lebesque measure Ln will be denoted by
(u, v)D, where
(u, v)D =
∫
D
∑
1≤i≤n
uividLn,
and the inner product in H1(D) by ((u, v))D
((u, v))D =
∫
D
∑
1≤i≤n
uividLn +
∫
D
∑
1≤i,j≤n
∂jui∂jvidLn.
If u ∈ H1(D), we can talk about the trace of u on ∂D as well as on Σ such that
u|∂D ∈ L2(∂D) and u|Σ ∈ L2(Σ) so u|∂D∪Σ ∈ L2(∂D ∪ Σ) where the measure used
on these spaces is n − 1 dimensional Hausdorff measure Hn−1 (see [42], Ch. 2 for
definition and properties for s dimensional Hausdorff measures).
The inner products on these L2 spaces will be denoted by (·, ·)∂D, (·, ·)Σ and (·, ·)∂D∪Σ
respectively. H10(D) will be the closed subspace of H
1(D) with zero trace on ∂D
and H10(D
+ ∪ D−) the closed subspace of H1(D) with 0 trace on ∂D ∪ Σ. The
fractional Sobolev space H1/2(∂D ∪ Σ) will be the dense subspace of L2(∂D ∪ Σ)
consisting of vector fields that are the traces on ∂D∪Σ of vector fields from H1(D).
H1/2(∂D∪Σ) is a Hilbert space embedded in L2(∂D∪Σ) with the norm induced by
H1(D)/H10(D
+ ∪D−), i.e. the bijection
u ∈ H1(D)/H10(D+ ∪D−)→ u|∂D∪Σ ∈ H1/2(∂D ∪ Σ)
is an isometry. The dual space of H1/2(∂D∪Σ) using L2(∂D∪Σ) as the pivot space
is H−1/2(∂D ∪ Σ) and the duality will be denoted by 〈·, ·〉∂D∪Σ.
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In a similar way we may introduce H1/2(∂D) and H−1/2(∂D) with the duality 〈·, ·〉∂D
and the isometry
u ∈ H1(D)/H10(D)→ u|∂D ∈ H1/2(∂D).
In H1/2(∂D ∪ Σ) we have the closed subspace consisting of functions supported in
Σ. We denote this space by H1/2(Σ) and the norm on this space will be the norm
induced. The boundary of Σ being negligible, this space will be injected in L2(Σ)
and dense in L2(Σ) norm. It follows that the operator
u ∈ H10(D)/H10(D+ ∪D−)→ u|Σ ∈ H1/2(Σ)
is also an isometry.
So H1/2(∂D) is the algebraic complement of H1/2(Σ) in H1/2(∂D ∪ Σ) and the
norm considered is stronger than the norm induced, being isometric with H1/2(∂D∪
Σ)/H1/2(Σ). The dual space of H1/2(Σ) using L2(Σ) as the pivot will be denoted by
H−1/2(Σ) and the duality by 〈·, ·〉Σ
Similar spaces may be defined for scalars and we will keep the same notations for
inner products and dualities that will appear.
We are going to show that the problem (2.2) has a unique solution subject to
f ∈ H−1(D), b ∈ H1/2(∂D) and g a positive function from L2(Σ), where the vector
field b has to satisfy the following compatibility conditions∫
∂D
b · n dσ = 0 (2.3)
and there exists u0 ∈ H1(D) such that{
u0 = b on ∂D,
(u0)τ = 0 on Σ.
(2.4)
In order to define a weak solution we will introduce the following quadratic form
on H1(D)
a(u, v) = 2(e(u), e(v))D = 2
∫
D
n∑
i,j=1
eij(u)eij(v) for u, v ∈ H1(D). (2.5)
Obviously a(·, ·) is continuous on H1(D) and as a consequence of Korn’s inequality
(see [43],[44]) it is also coercive if restricted to H10(D). We will look for solutions
u ∈ H1(D) satisfying the Stokes equation −∆u + ∇p = f in the weak sense in
D+ ∪D− and with ∇ · u = 0. After some calculations we get
∇ · σ = −∇p+ ∆u+∇(∇ · u) in H−1(D),
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thus ∇ · σ = −f in D+ ∪D−. If u ∈ H1(D) with ∇ · u = 0 and φ ∈ H10(D+ ∪D−)
−〈f, φ〉D = 〈∇ · σ, φ〉D = (p,∇ · φ)D − a(u, φ).
Define the following bounded linear operator on H10(D)
φ→ a(u, φ)− (p,∇ · φ)D − 〈f, φ〉D
which is 0 on H10(D
+ ∪ D−). So there exists a distribution in H−1/2(Σ), denoted
[σN ], such that
〈[σN ], φ〉Σ = a(u, φ)− (p,∇ · φ)D − 〈f, φ〉D , for every φ ∈ H10(D). (2.6)
Since Σ is smooth, we are able to decompose [σN ] into the normal and tangential
component (see [45], Ch. 5), so [σN ] · N will be in H−1/2(Σ) such that for every
φ ∈ H1/2(Σ)
〈[σN ] ·N, φ〉Σ = 〈[σN ], φNN〉Σ . (2.7)
In general [σN ] ·N belongs to H−1/2(Σ), and the last condition from the definition
of the solution will imply that [σN ] ·N will be a function from L2(Σ) and will satisfy
(2.1) a.e. on Σ.
Let us notice briefly that if f ∈ L2(D), then σ+n+ belongs to H−1/2(∂D+) and σ−n−
belongs to H−1/2(∂D−) ([45], Th. 5.9). By −σ+N and σ−N we will understand the
restrictions of this bounded operators to H1/2(Σ). If φ ∈ H10(D) we also have the
following generalized Green’s formula
(f, φ)D = a(u, φ)− (p,∇ · φ)D −
〈
σ−n− + σ+n+, φ
〉
Σ
,
so in this case [σN ] = σ−N − σ+N . In the general case when f ∈ H−1(D) only the
jump is defined.
Let us define the following sets that we will use later for the definition of a weak
solution for the problem (2.2) and for the existence and uniqueness results
V =
{
u ∈ H1(D)/∇ · u = 0 in D} ,
H1b(D) =
{
u ∈ H1(D)/u = b on ∂D} ,
K =
{
u ∈ H1b(D)/uτ = 0 on Σ
}
.
Definition 1. The pair {u,p} is a weak solution for problem (2.2) if:
i) u ∈ K ∩V and p ∈ L2(D).
ii) {u,p} is a weak solution for the Stokes equation, i.e. for every φ ∈ H10(D+ ∪D−)
a(u, φ)− (p,∇ · φ)D = 〈f, φ〉D .
iii) −[σN ] ·N ∈ g∂|uN | a.e. on Σ.
15
2.3 Existence and Uniqueness Results
Theorem 1. {u,p} with u ∈ K ∩V and p ∈ L2(D) is a weak solution for problem
(2.2) if and only if
a(u, v − u)− (p,∇ · (v − u))D + j(v)− j(u) ≥ 〈f, v − u〉D ∀v ∈ K, (2.8)
where
j(v) = (g, |vN |)Σ =
∫
Σ
g|vN |dHn−1. (2.9)
Moreover, u solves the following minimization problem:
min
v∈K∩V
{
1
2
a(v, v) + j(v)− 〈f, v〉D
}
. (2.10)
Proof. If {u, p} satisfies (2.8), then taking v = u± φ with φ ∈ H10(D+ ∪D−) we get
that {u, p} satisfies the weak Stokes equation. Also from the definition (2.6) of the
normal stress
a(u, v − u)− (p,∇ · (v − u))D − 〈f, v − u〉D = 〈[σN ], (v − u)NN〉Σ ∀v ∈ K, (2.11)
so from (2.8) we get
〈[σN ], (v − u)NN〉Σ +
∫
Σ
(g|vN | − g|uN |)dHn−1 ≥ 0 ∀v ∈ K.
For every φ ∈ K − u we obtain
〈−[σN ] ·N, φN〉Σ ≤
∫
Σ
(g|uN + φN | − g|uN |)dHn−1 ≤ C||φN ||L2(Σ). (2.12)
The application φ ∈ H1/2(Σ) 7−→ (φN , φ−φNN) ∈ H1/2(Σ)×H1/2(Σ)⊥ is surjective
([45], Theorem 5.6) so
〈−[σN ] ·N, φ〉Σ ≤ C||φ||L2(Σ) ∀φ ∈ H1/2(Σ).
H1/2(Σ) being dense in L2(Σ) will imply that −[σN ]N ∈ L2(Σ) and from (2.12) we
get easily that −[σN ]N ∈ g∂|uN | a.e. on Σ.
Now let us show that a weak solution for the problem (2.2) satisfies equation (2.8).
From (2.11) we only need to show that∫
Σ
[σN ](v − u)NNdHn−1 +
∫
Σ
(g|vN | − g|uN |)dHn−1 ≥ 0.
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But −[σN ]N(vN − uN) ≤ g|uN + (vN − uN)| − g|uN | follows from the definition of
the subdifferential. We only have to prove that u solves the minimization problem
(2.10). From (2.8) it follows
a(u, v − u) + j(v)− j(u) ≥ 〈f, v − u〉D ∀v ∈ K ∩V⇒
a(u, v − u)− 〈f, v〉D + j(v) ≥ −〈f, u〉D + j(u) ∀v ∈ K ∩V.
But
1
2
a(v, v)− 〈f, v〉D + j(v) ≥
1
2
a(u, u) + a(u, v − u)− 〈f, v〉D + j(v) ≥
1
2
a(u, u)−
〈f, u〉D + j(u) ∀v ∈ K ∩V, which proves the desired property.
Theorem 2. There exists a solution {u,p} for problem (2.2), with u being unique
and p unique up to an additive constant if uN 6≡ 0. When uN ≡ 0 on Σ, p exists up
to two real constants with the difference belonging to a closed interval.
Proof. Because of the compatibility conditions (2.3) and (2.4) the convex set K∩V
is nonempty. Indeed, it is enough to show that for any for any h ∈ L2(D) with mean
zero, there exists v ∈ H10(D) with vτ = 0 on Σ and ∇ · v = h. So if φ′ ∈ H1/2(Σ)
with
∫
Σ
φ′dHn−1 =
∫
D+
hdLn and φ ∈ H10(D) with φ = φ′N on Σ, then the L2(D)
function h+∇ · φ has mean zero in both D+ and D− which are Lipschitz so we find
v′ ∈ H10(D+ ∩ D−) that solves ∇v′ = h + ∇ · φ in D. v = v′ − φ is what we were
looking for.
By making use of a classical result for variational inequalities [46] it is sufficient
to observe that j is convex and continuous and because a is a bilinear, continuous
form and also coercive the solution for the minimization problem (2.10) exists and
is unique. For every t ∈ (0, 1) and φ ∈ (K− u) ∩V we have
1
2
a(u, u)− 〈f, u〉D + j(u) ≤
1
2
a(u+ tφ, u+ tφ)− 〈f, u+ tφ〉D + j(u+ tφ),
and after several calculations
a(u, φ) + j(u+ φ)− j(u) ≥ 〈f, φ〉D ∀φ ∈ (K− u) ∩V⇒
a(u, φ) = 〈f, φ〉D ∀φ ∈ H10(D+ ∪D−) ∩V.
The existence of p ∈ L2(D), unique up to two additive constants, one for D+ and
one for D− such that
a(u, φ)− (p,∇ · φ)D = 〈f, φ〉D ∀φ ∈ H10(D+ ∪D−)
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follows as in [47]. Let φ′ be a function from H1/2(Σ) such that
∫
Σ
φ′dHn−1 = 0 and
let φ be a divergence free vector field in H10(D) with φτ = 0 and φN = φ
′ on Σ. We
obtain like in the previous proof
〈−[σN ], φNN〉Σ ≤ j(u+ φ)− j(u)⇒
〈−[σN ] ·N, φ′〉Σ ≤
∫
Σ
(g|uN + φ′| − g|uN |)dHn−1 ≤
∫
Σ
g|φ′|dHn−1,
where the last inequality is true for every φ′ in the kernel of the distribution from
H−1/2(Σ) equal to 1. From Hahn Banach Theorem we obtain that −[σN ] ·N is the
sum between an L2 function dominated by g and a constant one. Adjusting one of
the additive constants from the existence of p, we obtain the existence of p in L2(D)
up to an additive constant and keeping the same notation |[σN ] ·N | ≤ g pointwise.
Now we have to show the subdifferential inequality for the stress, eventually after
modifying again p.
We have that for every φ′ ∈ L2(Σ) with
∫
Σ
φ′dHn−1 = 0∫
Σ
−[σN ] ·Nφ′dHn−1 ≤
∫
Σ
(g|uN + φ′| − g|uN |)dHn−1. (2.13)
We notice that is if Hn−1({uN = 0}) > 0, then (2.13) is true for every φ′ ∈ L2(Σ) so
taking φ′ = ±uN we obtain that∫
Σ
−[σN ] ·NuNdHn−1 =
∫
Σ
g|uN |dHn−1,
so −[σN ] ·N ∈ g∂|uN |. Uniqueness for p up to a real constant follows if Hn−1({uN 6=
0}) > 0.
Also, if Hn−1({uN > 0}) > 0 and Hn−1({uN < 0}) > 0 there exists t > 0 such the
function uNχ{uN>0} + tuNχ{uN<0} has zero mean on Σ, where by χS we denote the
characteristic function of a set S
χS(x) =
{
1 x ∈ S,
0 x /∈ S.
We may assume t ∈ (0, 1] and using φ′ = ±(uNχ{uN>0} + tuNχ{uN<0}) in (2.13) we
obtain∫
{uN>0}
(−[σN ] ·N − g)uNdHn−1 − t
∫
{uN<0}
([σN ] ·N + g)uNdHn−1 = 0,
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so in this case also −[σN ] ·N ∈ g∂|uN | and p is unique up to a constant.
If uN > 0 almost everywhere on Σ, let φ
′ ∈ L∞(Σ) with zero mean value supported
in {uN > } for  > 0. Using ±tφ′ in (2.13) with small t > 0 we obtain∫
{uN>}
−[σN ] ·Nφ′dHn−1 =
∫
{uN>}
gφ′dHn−1
for every φ′ ∈ L∞({uN > }) with zero mean value. This means that −[σN ] ·N − g
is constant on {uN > } for every  > 0, so −[σN ] ·N + c = g on Σ. We adjust again
one of the constants from the pressure and obtain that −[σN ] · N ∈ ∂g|uN | also in
this case and uniqueness for p up to a constant.
In the case uN ≡ 0 on Σ we already have | − [σN ]| ≤ g so −[σN ] · N ∈ ∂g|uN |
which means that p exists. Uniqueness up to a real constant we obtain if and only
if ess inf(g + [σN ] · N) = ess inf(g − [σN ] · N) = 0. In general p will be unique up
to two constants, one taking values in R and one in the close interval [ess sup([σN ] ·
N − g), ess inf(g + [σN ] ·N)].
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Chapter 3
Membranes with Periodic
Distribution of Leaky Obstacles
3.1 Formulation of the Problem
In the following, D will be a bounded domain in Rn, with Lipschitz boundary, and
for simplicity we will assume it to be separated by the hyperplane {xn = 0} into two
parts D+ = D ∩ {xn > 0} and D− = D ∩ {xn < 0} such that D± have also Lipschiz
boundary. Define Σ = D ∩ {xn = 0}. Any point x ∈ Rn will have the coordinates
x = (x′, xn) where x′ ∈ Rn−1.
Let Y ′ =
(−1
2
, 1
2
)n−1
be the unit cube in Rn−1 and Γ ⊂⊂ Y ′, the closure of a
connected open set with Lipschitz boundary. For every  > 0, let N  be the set of
all points k ∈ Zn−1 such that (k + Y ′) is strictly included in Σ and denote by |N |
the total number of them. For any  > 0 and any k ∈ N  we denote by Γk the set
k + rΓ, where the sequence r satisfies 0 < r ≤ , and we will define the following
sets
Γ =
⋃
k∈N
Γk,
T  = Σ \ Γ,
D = D \ Γ.
Γ will represent the membrane, distributed periodically in the cells (k + Y ′) along
Σ and T  will represent the holes. The fluid will pass freely through the holes, but
only above a certain stress through the membrane. We will study for every case the
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limiting behaviour when  → 0 of the movement of an incompressible viscous fluid
in D with leak interface condition on Γ.
If u is the velocity of the fluid and p its pressure the pair {u, p} will satisfy
the Stokes equation in D with the following interface condition
−∆u +∇p = f in D,
∇ · u = 0 in D,
u = b on ∂D,
ui = 0 on Γ
 for all i < n,
−[σen] · en ∈ g∂|un| on Γ,
(3.1)
where f is a distribution in H−1(D) and b ∈ H1/2(∂D) satisfying the same compat-
ibility conditions (2.3) and (2.4). The i-th canonical vector of Rn is represented by
ei for 1 ≤ i ≤ n. Also g is a positive function from L2(Σ), not necessarily constant,
that will represent the threshold for the appearance of the leak.
We will define shortly the spaces that will appear in the problem: H10(D
) is the
subspace of H1(D) with 0 trace on ∂D as well as on Γ. H1/2(Γ) is the subspace
of L2(Γ) that are traces on Γ of vector fields in H1(D) or equivalently, because
in our case the distance from Γ to ∂D is strictly positive, traces of vector fields in
H10(D). The norm will be the one induced by H
1
0(D)/H
1
0(D
). The dual of H1/2(Γ)
is denoted by H−1/2(Γ) and the duality by 〈·, ·〉Γ .
Remark 1. We remark that H1/2(Γ) is a subspace of H1/2(Σ) but with a stronger
norm, namely for every φ ∈ H1/2(Γ) there exists φ˜ ∈ H1/2(Σ) such that φ˜|Γ = φ
and
||φ||H1/2(Γ) = inf{||φ˜||H1/2(Σ) / φ˜|Γ = φ},
which will imply that H−1/2(Γ) is the subspace of H−1/2(Σ) supported in Γ with the
norm induced.
By [σen] · en we will understand the distribution in H−1/2(Γ) defined similarly
as in (2.6) and (2.7) so it will satisfy
〈[σen] · en, φ〉Γ = 〈[σen], φen〉Γ ∀φ ∈ H1/2(Γ), (3.2)
where
〈[σen], φ〉Γ = a(u, φ)− (p,∇ · φ)D − 〈f, φ〉D ∀φ ∈ H10(D). (3.3)
By the previous remark, we may consider [σen] as a distribution from H
−1/2(Σ) that
is zero outside Γ so we can rewrite (3.2) and (3.3) as
〈[σen] · en, φ〉Σ = 〈[σen], φen〉Σ ∀φ ∈ H1/2(Σ)
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〈[σen], φ〉Σ = a(u, φ)− (p,∇ · φ)D − 〈f, φ〉D ∀φ ∈ H10(D).
We will also define the following closed convex sets of H1(D)
K =
{
u ∈ H1b(D)/ui = 0 on Γ ∀i < n
}
.
We are hoping that the solution of the system (3.1) will converge when → 0 to the
solution of a system that we want to determine. The relative size of the holes (given
here through r) should also be an important factor so we will expect different limit
problems. As in the previous section, we have the following characterization of a
weak solution with a similar proof as Theorem 1:
Theorem 3. {u, p} with u ∈ K∩V and p ∈ L2(D) is a weak solution for problem
(3.1) if and only if
a(u, v − u)− (p,∇ · (v − u))D + j(v)− j(u) ≥ 〈f, v − u〉D ∀v ∈ K, (3.4)
where
j(v) =
∫
Γ
g|vn|dLn−1 ∀v ∈ H1(D).
Also, u may be characterized as the minimizer for the following problem
min
v∈K∩V
{
1
2
a(v, v) + j(v)− 〈f, v〉D
}
. (3.5)
There is a corresponding theorem for existence of a solution, where we will have
uniqueness also for p because the stress has to be continuous across Σ \ Γ (see
Remark 1):
Theorem 4. There exists a solution {u, p} for problem (3.1), with u being unique
and p unique up to an additive constant.
Proof. The existence and uniqueness for u is similar as in Theorem 2. We only
need to show existence and uniqueness for p.
Let D+, D− and D \Γ× [−δ, δ] for δ small enough represent an open covering with
Lipschitz domains of D. From the existence of u we derive that 〈f + ∆u, φ〉D = 0
for every divergence free vector field φ compactly supported in any of the elements
of the covering. So there exist p1 ∈ L2(D+), p2 ∈ L2(D−), p3 ∈ L2(D \ Γ × [−δ, δ]),
unique up to additive constants such that f + ∆u = ∇p1 in D+, f + ∆u = ∇p2 in
D− and f + ∆u = ∇p3 in D \ Γ × [−δ, δ]).
It follows that there exist unique constants c1 and c2 such that p1 + c1 = p3 on
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D+ \ Γ × [−δ, δ]) and p2 + c2 = p3 on D− \ Γ × [−δ, δ]). Let p be equal with
p3 in D \ Γ × [−δ, δ]), with p1 + c1 in D+ and with p2 + c2 in D−. Obviously p
belongs to L2(D) and {u, p} satisfies the weak Stokes equation in all three open
sets, i.e. 〈f + ∆u −∇p, φ〉D = 0 for every vector field φ compactly supported in
one of the sets D+, D−, D \Γ× [−δ, δ]. Using the partition of unity we obtain that
{u, p} satisfies the weak Stokes equation in D. We get as a consequence also the
uniqueness of p up to an additive constant.
It remains to prove that pointwise −[σen] · en ∈ g∂|un| a.e. on Σ. But from (3.5) u
will satisfy
a(u, φ) + j(u + φ)− j(u) ≥ 〈f, φ〉
for every φ ∈ V ∩H10(D) with φτ ≡ 0 on Σ, where j is the convex function defined
on H1(D)
j(v) =
∫
Σ
gχΓ|vn|dLn−1.
The proof continues in the same way as in Theorem 2, so −[σen] · en is the sum
between an L2(Σ) function that a.e. on Σ belongs to gχΓ∂|un| and a constant one
which can only be 0 because −[σen] · en is zero on Σ \ Γ.
Remark 2. Notice that we were able to prove in the first part that if f is a distri-
bution in H−1(D) which is orthogonal on every divergence free φ ∈ C∞0 (D \ S) then
there exists p ∈ L2(D) unique up to an additive constant such that f = ∇p on D \S
if the set S ⊂ Rn−1 is Lipschitz and stays away from the boundary of D.
We will show that the solution {u, p} will converge to a solution of a system,
the topology of convergence and the limit depending on the rate of convergence of
r to 0.
The method of proof will be based on the use of M− convergence (see [2, 48] for
definition and properties) so at this point let us define the convex functionals F  :
H1(D)→ R ∪ {∞},
F (u) =
1
2
a(u, u) + j(u)− 〈f, u〉D + IK∩V(u)
where IS is the indicator function of a set S
IS(x) =
{
0 x ∈ S,
∞ x /∈ S.
We already know from (3.5), Theorem 3 that u is the minimizer for the functional
F  so we need to find another functional F such that the sequence F  will converge
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in the Mosco sense to F and be able to characterize the minimizer for F . As already
stated, the limit functional will depend on the rate of convergence to 0 of r, so we
will divide the problem in four cases: r ≈ , r ≈  nn−2 and the intermediate ones.
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3.2 Homogenization Results
3.2.1 Case I: Concentrated Obstacles
We assume that lim
→0
r

= α > 0. Let us introduce now the unique solution to the
problem 
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
ui = 0 on Σ for all i < n,
−[σ(u, p)en] · en ∈ gLn−1(Γ) · ∂|un| on Σ.
(3.6)
This is a problem of type (2.2), with the threshold being the L2(Σ) function gLn−1(Γ).
According to Theorem 2, there exists a solution {u, p} with u ∈ K ∩ V, p ∈
L2(D)/R, with u being unique and if u|Σ 6≡ 0 p is also unique. If the unique solution
u satisfies u|Σ ≡ 0, and if p ∈ L2(D)/R is a solution, then any function of the type
pc(x) =
{
p(x) x ∈ D+,
p(x) + c x ∈ D−,
is still a solution if and only if c ∈ [ess sup([σN ] ·N − g), ess inf(g + [σN ] ·N)]
The energy functional associated to the problem (3.6) will be F : H1(D)→ R∪{∞}
F (u) =
1
2
a(u, u) + j(u)− 〈f, u〉D + IK∩V,
where
K =
{
u ∈ H1b(D)/uτ = 0 on Σ
}
and
j(u) = Ln−1(Γ)
∫
Σ
g|un|dLn−1.
We will prove that this problem is the limit problem for (3.1), namely we will show
prove M−convergence of the sequence of functionals F  to F , and as a consequence
we will obtain that u will converge strongly to u in H1(D) and p will converge
strongly in L2(D)/R to p, where {u, p} is a solution for the problem (3.6).
Theorem 5. The sequence of functionals F  M−converges to F in H1(D).
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Proof. (i) M − lim sup→0 F (u) ≤ F (u).
For the first part of the proof we need to show that for every u satisfying F (u) <
+∞ there exists a sequence u strongly convergent to u in H1(D) such that F (u)
converges to F (u). We will take the constant sequence u = u and because K∩V ⊂
K ∩V we only need to show that j(u) converges to j(u). This should follow from
the weak∗ convergence of χΓ to Ln−1(Γ) in L∞(Σ), and because the functions χΓ
are uniformly bounded in L∞ it is sufficient to prove that
lim
→0
∫
U
χΓdLn−1 = Ln−1(Γ)
∫
U
dLn−1
for every U ⊂ Σ open with Lipschitz boundary. But
lim
→0
∫
U
χΓdLn−1 = lim
→0
∑
(k+Y ′)⊂U
Ln−1(Γk) + lim
→0
∑
(k+Y ′)∩∂U 6=∅
Ln−1(Γk ∩ U)
=Ln−1(Γ) lim
→0
∑
(k+Y ′)⊂U
n−1 +O()
=Ln−1(Γ)Ln−1(U).
(ii) M − lim inf
→0
F (u) ≥ F (u).
For the second part we need to show that for every sequence u convergent to u in
the weak topology of H1(D) we have that
lim inf
→0
F (u) ≥ F (u)
The bilinear functional a is convex and continuous in the strong topology so
a(u, u) ≤ lim inf
→0
a(u, u).
From the weak∗ convergence of χΓ to Ln−1(Γ) in L∞(Σ) and the strong convergence
of ui to ui in L
2(Σ) for all 1 ≤ i ≤ n ([49])
lim
→0
j(u) = lim
→0
∫
Σ
g|un|χΓdLn−1 = Ln−1(Γ)
∫
Σ
g|un|dLn−1 = j(u),
and for all i < n
0 = lim
→0
∫
Σ
|ui |χΓdLn−1 = Ln−1(Γ)
∫
Σ
|ui|dLn−1.
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It follows that ui ≡ 0 on Σ. The weak convergence in H1(D) of u to u implies that
∇ · u = 0 in D so u ∈ K ∩V and
lim inf
→0
F (u) ≥ F (u).
Now we can prove as a consequence the convergence of the solutions.
Theorem 6. u converges strongly to u in H1(D) and p converges strongly in
L2(D)/R to p, where {u, p} is a solution for the problem (3.6).
Proof. From the M−convergence of functionals F  to F and equicoercivity of F  we
deduce the convergence of energies as well as the convergence of minimizers ([50]
Theorem 7.8 and Corollary 7.17), so u converges weakly in H1(D) to u and F (u)
converges to F (u). Part (i) of M−convergence implies that u = u1 + u2 where
u1 ∈ H10(D) ∩ V converges weakly to zero in H10(D), u2 ∈ K ∩ V u1 converges
strongly to u in H1(D) and F (u) − F (u2) converges to zero. After elementary
calculation we obtain that a(u1, u

1) converges to 0 so u

1 will converge strongly to
zero ([51]) which implies the strong convergence of u to u.
Because u−u ∈ H10(D), ||∇u−∇u||(L2(D))n = ||∆u−∆u||H−1(D) and converges
to 0 when  → 0. Therefore, if p is a solution for the limit problem, ∇(p − p)|D±
converges strongly in H−1(D±) to 0. The function q 7→ ||∇q||H−1(D±) being an equiv-
alent norm on L2(D±)/R ([47]) will imply that p|D± will converge to p|D± strongly in
L2(D±)/R. Hence, we can assume that there is a constant c such that p converges
strongly to pc in L
2(D)/R, where
pc(x) =
{
p(x) x ∈ D+,
p(x) + c x ∈ D−.
From the variational characterization of the solution (3.4), we have that for every
φ ∈ H10(D) with φτ = 0 on Σ
a(u, φ)− (p,∇ · φ)D + j(u + φ)− j(u) ≥ 〈f, φ〉D ,
and after taking the limit in  we obtain that {u, pc} is a solution for problem
(3.6).
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3.2.2 Case II: Dilute Obstacles
We assume that lim
→0
r

= 0 and lim
→0
rn−2
n−1
= +∞. We will prove that in this case the
limit problem will be the following
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
ui = 0 on Σ for all i < n,
−[σ(u, p)en] · en = 0 on Σ.
(3.7)
According to Theorem 2, the solution {u, p} to this problem with u ∈ K ∩ V,
p ∈ L2(D)/R exists, is unique and u minimizes the functional F : L2(D)→ R∪{∞}
F (u) =
1
2
a(u, u) + IK∩V − 〈f, u〉D .
Theorem 7. The sequence of functionals F  M−converges to F in H1(D).
Proof. Most part of the proof works using similar argument as in Theorem (5). The
only difference appears in the second part when we have to show that ui = 0 on Σ
for all i < n. In this case we cannot use the same argument because χΓ converges
to 0.
Let D˜ be a bounded Lipschitz domain in Rn such that D ∪ Σ × (−1, 1) ⊂⊂ D˜
and let P : H1(D) → H10(D˜) be an extension operator. As a consequence of the
weak convergence of u to u in H1(D) we have that ||∇Pui ||(L2(D))n ≤ C for every
0 ≤ i ≤ n for some constant C.
Let us define the capacity of a set A in Rn as in ([42])
cap(A) = inf
v∈KA
∫
Rn
|∇v|2dx,
where KA = {v ∈ L2n/n−2(Rn), ∇v ∈ L2(Rn), v ≥ 0, A ⊂ {v ≥ 1}◦} and if the set
A is bounded with smooth boundary the infimum is obtained and the function that
realizes the minimum for A is called the capacitary potential of the set A and is the
solution to the following boundary value problem
−∆w = 0 in Rn \ A,
w = 1 on A,
w → 0 at ∞.
(3.8)
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Let Y = Y ′ × (−1, 1). If w ∈ H1(Y ), such that Cap(Y ∩ {w = 0}) > 0, we will
get from Poincare inequality ([52], Corollary 4.5.2.)∫
Y
w2dLn ≤ C
Cap(Y ∩ {w = 0})
∫
Y
|∇w|2dLn,
where C is a constant depending only on Y and n. As a consequence we get∫
Y ′
w2dLn−1 ≤ C
(
1
Cap(Y ∩ {w = 0}) + 1
)∫
Y
|∇w|2dLn, (3.9)
for C = C(Y, n).
For any k ∈ N  and 1 ≤ i ≤ n−1, the function Pui((y+k)) is defined on Y and is
zero on the set
r

Γ. Applying (3.9), and using the fact that Cap(λA) = λn−2Cap(A)
for any λ ∈ R and A ⊂ Rn ([42], Section 4.7, Theorem 2) we get∫
Y ′
(Pui)
2((y′ + k))dLn−1 ≤ C
(
n−2
Cap(Γ)rn−2
+ 1
)∫
Y
2|∇Pui |2((y + k))dy.
After a change of variable
1−n
∫
(Y ′+k)
(Pui)
2(x′)dLn−1 ≤ Ce2−n
(
n−2
Cap(Γ)rn−2
+ 1
)∫
(Y+k)
|∇Pui |2(x)dLn,
and then we obtain∫
(Y ′+k)
(Pui)
2(x′)dLn−1 ≤ C
(
n−1
Cap(Γ)rn−2
+ 
)∫
(Y+k)
|∇Pui |2(x)dLn.
Summing over all k ∈ N  and using the fact that (Y + k) ⊂ D˜∫
Σ
(Pui)
2(x′)dLn−1 ≤ C
(
n−1
Cap(Γ)rn−2
+ 
)∫
U
|∇Pui |2(x)dLn,
which will imply that lim
→0
∫
Σ
(ui)
2(x′)dLn−1 = 0. As a consequence we get that ui = 0
on Σ for all i < n.
As a result we have the following theorem that gives the convergence of solutions
with a similar proof as Theorem 6.
Theorem 8. u converges strongly to u in H1(D) and p converges strongly in
L2(D)/R to p, where {u, p} is the unique solution for the problem (3.7).
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3.2.3 Case III: Critical Case
We assume that lim
→0
rn−2
n−1
= β ∈ (0,∞). We will show that in this case the limit
problem will be the following
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
−[σ(u, p)en] = βCu on Σ,
(3.10)
where C is a symmetric positive definite matrix that we will define later.
We will define next a weak solution for this equation, show that the solution
exists and derive the variational formulation for it.
Definition 2. The pair {u,p} is a weak solution for problem (3.10) if:
i) u ∈ H1b(D) ∩V and p ∈ L2(D)
ii) a(u, φ)− (p,∇ · φ)D = 〈f, φ〉D ∀φ ∈ H10(D+ ∪D−)
iii) −[σ(u, p)en] = βCu a.e. on Σ.
Theorem 9. {u,p} with u ∈ H1b(D)∩V and p ∈ L2(D) is a weak solution for (3.10)
if and only if
a(u, φ)− (p,∇ · φ)D + βc(u, φ) = 〈f, φ〉D ∀φ ∈ H10(D). (3.11)
where c is the bilinear form, positive definite and continuous, defined on the space
H1(D) by
c(u, v) =
∫
Σ
Cu · vdLn−1.
Moreover, u solves the following minimization problem
min
v∈H1b(D)∩V
{
1
2
a(v, v) +
β
2
c(v, v)− 〈f, v〉D
}
. (3.12)
Proof. If {u, p} satisfies (3.11), then taking φ ∈ H10(D+ ∪ D−) we get that {u, p}
satisfies condition ii). Also
a(u, φ)− (p,∇ · φ)D − 〈f, φ〉D = 〈[σ(u, p)en], φ〉Σ ∀φ ∈ H10(D),
so we get
β
∫
Σ
Cu · φdLn−1 = −〈[σ(u, p)en], φ〉Σ ∀φ ∈ H10(D),
and from here we get condition iii). The opposite direction is obvious.
To show that u solves the minimization problem (3.12) we use standard arguments.
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Theorem 10. There exists a unique solution {u, p}, u ∈ H1b(D) ∩ V and p ∈
L2(D)/R for problem (3.10).
Proof. Consider the functional
F (u) =
1
2
a(u, u)− 〈f, u〉D +
β
2
c(u, u) + IH1b(D)∩V,
and let u be the minimizer, which exists based on the coercivity of the bilinear form
a and the positive definiteness of c. From the minimization property we obtain that
a(u, φ)− 〈f, φ〉D + βc(u, φ) = 0 ∀φ ∈ H10(D) ∩V
φ 7→ a(u, φ)−〈f, φ〉D +βc(u, φ) is a bounded linear function on H10(D) which is zero
if φ is divergence free, so there exists p ∈ L2(D) unique up to a constant such that
a(u, φ)− 〈f, φ〉D + b(u, φ) = (p,∇ · φ)D for every φ ∈ H10(D).
In order to define the matrix C we will introduce the solutions {χi, ηi}1≤i≤n for
the following Stokes problems in free space and fixed boundary values on the set Γ
−∆χi +∇ηi = 0 in Rn \ Γ,
∇ · χi = 0 in Rn \ Γ,
χi = ei on Γ,
χi → 0 at ∞,
(3.13)
where ei is the i−th canonical vector in Rn.
The matrix C will be defined by
Cij =
∫
Rn
2e(χi)e(χj)dLn, for 1 ≤ i ≤ n− 1.
To prove the desired M−convergence result we will not be able to use the functions
χi and ηi in the approximating sequences, because the domain D is bounded, so we
need to introduce the functions χRi and η
R
i that are the solutions for a similar Stokes
system in BR, the ball of radius R centered at zero, for R big enough such that
Γ ⊂⊂ BR 
−∆χRi +∇ηRi = 0 in BR \ Γ,
∇ · χRi = 0 in BR \ Γ,
χRi = ei on Γ,
χRi = 0 on ∂BR.
(3.14)
For every such R let the matrix CR be defined by
CRij =
∫
BR
e(χRi )e(χ
R
j )dLn, for 1 ≤ i ≤ n− 1.
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Let us notice now the similarity between the equation (3.13) and the equation (3.8)
that defines the capacitary potential. So the functions {χi, ηi}1≤i≤n will play the
same role as the capacitary potential but in the context of divergence free vector
fields. We will have n of them due to the n−dimensional space for the boundary
conditions.
We will study shortly the systems (3.14) and (3.13) and then derive some esti-
mates for their solutions that we will need later. We will start with the system (3.14)
because the domain is bounded.
We look for solutions χRi ∈ H10(BR) with χRi = ei on Γ, ∇ · χRi = 0 and ηRi ∈
L2(BR) that satisfy the following weak formulation for every divergence free vector
field v in H10(BR \ Γ)
aBR(χ
R
i , v)− (ηRi ,∇ · v)BR = 0,
where (·, ·)BR denotes the L2(BR) inner product by aBR(·, ·) the bilinear form defined
on H10(BR) by aBR(u, v) = 2(e(u), e(v))BR . It follows that χ
R
i minimizes the quadratic
form aBR on the convex set
KRi = {v ∈ H10(BR)/v = ei on Γ, ∇ · v = 0}.
We only need to show that the set KRi is not empty, and the existence and uniqueness
of χRi will follow based on Korn’s inequality and Poincare inequality.
Let R0 be a fixed radius such that Y
′ ⊂⊂ BR0 .
Lemma 1. There exists a constant C such that ||q||L2(BR0 )/R ≤ C||∇q||H−1(BR0\Y ′)
for every q ∈ L2(BR0). As a consequence, there exists a constant C, independent of
R, such that if φ belongs to L2(BR) and has mean zero, there exists a vector field
u ∈ H10(BR \ Y ′) with ∇ · u = φ and ||∇u||L2(BR)n ≤ C||φ||L2(BR) for every R ≥ R0.
Proof. The first assertion of the lemma is equivalent with the fact that the operator
q ∈ L2(BR0) 7→ ∇q ∈ H−1(BR0 \ Y ′) has closed range ([47, 53]). So let qn be a
sequence in L2(BR0) such that ∇qn is convergent to some f in H−1(BR0 \ Y ′). Then
if φ ∈ C∞0 (BR0 \ Y ′) and is divergence free we have 〈f, φ〉BR0 = 0. It follows that
f = ∇q for some q ∈ L2(BR0) (see Remark 2) which proves the first part.
As a consequence of the Closed Range Theorem ([51], Ch. II, Th. II.18.) the range
of the adjoint operator u ∈ H10(BR0 \ Y ′) 7→ ∇ · u ∈ L2(BR0) is the closed subspace
of mean zero functions, and the last estimate is a consequence of the Open Mapping
Theorem and a change of variable.
The non emptiness of KRi follows now as a simple consequence of Lemma 1. We
take v ∈ H10(BR) with v = ei on Γ. Because ∇ · v has mean zero over BR we can
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take then u ∈ H10(BR \ Y ′) with ∇ · u = ∇ · v. v − u will belong to KRi . Finally,
Remark 2 gives also the existence of ηRi .
Lemma 2. There exists a constant C, independent of R and i, such that
aBR(χ
R
i , χ
R
i ) ≤ C, ||ηRi ||L2(BR)/R ≤ C.
Proof. The first estimate is an immediate consequence of the variational characteri-
zation of χRi which implies that a(χ
R
i , χ
R
i ) is decreasing as a function of R. For the
second one, the function ηRi −−
∫
BR
ηRi dLn has mean zero over BR, so according to the
previous lemma there exists a vector field v ∈ H10(BR\Y ′) with∇·v = ηRi −−
∫
BR
ηRi dLn
and ||∇v||L2(BR)n ≤ C||ηRi −−
∫
BR
ηRi dLn||L2(BR), where C is also independent of R and
i. But
aBR(χ
R
i , v) = (η
R
i ,∇ · v)BR ,
which implies after elementary calculations that
||ηRi −−
∫
BR
ηRi dLn||2L2(BR) ≤ CaBR(χRi , χRi )1/2||ηRi −−
∫
BR
ηRi dLn||L2(BR),
which shows the second estimate.
Now we will study the similar system in free space (3.13). Following ([47], Th.
2.3) we consider the Hilbert space X, the closure of the divergence free vector fields
from C∞0 (Rn) with the inner product given by aRn(u, v) = 2(e(u), e(v))Rn . Sobolev
inequality implies that X is a subspace of {v ∈ L2n/n−2(Rn)/∇v ∈ L2(Rn)n, ∇ · v =
0 in Rn}.
The vector field χi will be chosen from the space X, as the minimizer of the
bilinear form aRn(·, ·) over the convex set Ki = {v ∈ X/v = ei on Γ} which is not
empty because KRi ⊂ Ki for every R. This will imply that aRn(χi, v) = 0 for every
divergence free vector field from C∞0 (Rn \ Γ). Using ([47], Remark 1.4) we obtain
the existence of ηi ∈ L2loc(Rn) such that
aRn(χi, v)− (ηi,∇ · v)Rn = 0
for every v ∈ C∞0 (Rn \ Γ).
A similar proof as in Lemma 2 shows that for any R ≥ R0
||ηi −−
∫
BR
ηidLn||L2(BR) ≤ C.
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For any R′ > R
||ηi −−
∫
BR′
ηidLn||L2(BR) ≤ C,
so
||−
∫
BR′
ηi(x)dLn −−
∫
BR
ηi(x)dLn||L2(BR) ≤ 2C.
This will imply that the sequence R 7→ −
∫
BR
ηi(x)dLn will be convergent to a limit l
that will satisfy ||ηi − l||L2(BR) ≤ C, and because ηi is unique up to a constant we
can take l = 0 and obtain ||ηi||L2(Rn) ≤ C. This gives the existence of ηi ∈ L2(Rn)
such that
aRn(χi, v)− (ηi,∇ · v)Rn = 0
for every v ∈ C∞0 (Rn \ Γ), and now we can pass to the limit and obtain that this is
true for every v ∈ X such that v = 0 on Γ.
Lemma 3. If we consider χRi and η
R
i extended by 0 outside BR and impose the
condition −
∫
BR
ηRi = 0, then χ
R
i converges to χi in X and η
R
i converges to ηi in
L2(Rn) as R→ +∞.
Proof. According to Lemma 2 χRi will converge weakly in X and η
R
i weakly in
L2(Rn), and the limit will satisfy 3.13 so by uniqueness it has to be {χi, ηi}. Let
{vR, qR} solve the system for R > R0 −∆v
R +∇qR = −∆χi + ∆χR0i in BR \ Γ,
∇ · vR = 0 in BR \ Γ,
vR = 0 on ∂BR ∪ Γ.
We obtain from the variational formulation that aRn(v
R, vR) = aRn(v
R, χi − χR0i )
which implies that aRn(v
R, vR) ≤ aRn(χi − χR0i , χi − χR0i ). Also, as in Lemma 2 we
obtain an uniform bound in L2(Rn) for qR if we chose them to have mean zero in
BR. If v is the weak limit in X for v
R and q the weak limit for qR in L2(Rn), then
{q, v} solves the system −∆v +∇q = −∆χi + ∆χ
R0
i in Rn \ Γ,
∇ · v = 0 in Rn \ Γ,
v = 0 on Γ,
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which implies that v = χi−χR0i and q = 0. But from aRn(vR, vR) ≤ aRn(χi−χR0i , χi−
χR0i ) we obtain that q
R converges strongly to q = χi−χR0i in X. So qR+χR0i converges
strongly to χi. The minimizing properties for χi and χ
R
i gives
aRn(χi, χi) ≤ aRn(χRi , χRi ) ≤ aRn(qR + χR0i , qR + χR0i ),
so aRn(χ
R
i , χ
R
i ) will converge to aRn(χi, χi), which together with the weak conver-
gence implies that χRi converges strongly to χi in X.
Let uR ∈ X, such that uR ∈ H10(BR \ Γ), ∇ · uR = ηi − −
∫
BR
ηidLn − ηRi and
||∇uR||L2(Rn)n ≤ C||∇ · uR||L2(Rn) as given in Lemma 1. From aRn(χi − χRi , uR) =
(ηi − ηRi , uR)Rn we obtain that ||uR||L2(Rn) → 0. Jensen’s inequality implies that
−
∫
BR
ηidLn → 0 so ηRi will converge strongly to ηi in L2(Rn).
Now we can prove the main theorem. We consider the same functionals F  and
F defined on L2(D), extended with +∞ outside H1(D).
Theorem 11. The sequence of functionals F  M−converges to F in L2(D).
Proof. (i) M − lim sup→0 F (u) ≤ F (u).
This means that for every u ∈ H1b(D) ∩V there exists a sequence u ∈ K ∩V
converging to u strongly in L2(D) such that
lim
→0
F (u) ≤ F (u).
Let b0 be a function in H
1
b(D) ∩V such that (b0)i = 0 for every 1 ≤ i ≤ n − 1 and
assume first that u is chosen such that u− b0 is smooth.
For every k ∈ N , let Bk be the ball centered at k with radius . For every such
ball Bk and every 1 ≤ i ≤ n− 1, consider the solutions to the following problems
−∆χk,i +∇ηk,i = 0 in Bk \ Γk,
∇ · χk,i = 0 in Bk \ Γk,
χk,i = ei on Γ

k,
χk,i = 0 on ∂B

k.
(3.15)
After a change of variable we get that χk,i(rx + k) and rη

k,i(rx + k) are
solutions for a problem of type (3.14), namely χ
/r
i and η
/r
i .
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Let us prove that the sequence u =
n−1∑
i=1
∑
k∈N
χk,iui(k) converges strongly to 0 in
L2(D). First we will prove that the sequence is bounded in H1(D). After a change
of variables
||∇χk,i||L2(D)n = rn−2 ||∇χ/ri ||L2(B/r ) ≤ Cn−1.
Since the first n − 1 components of u are smooth on Σ, and the number of terms
is of the order of 1−n it follows that u is bounded in H1(D). The measure of the
support of this sequence being convergent to 0, we get strong convergence to 0 in
W1,1(D) so the sequence will be strongly convergent to 0 in L2(D), in fact weakly
convergent to 0 in H1(D).
The sequence u− u satisfies all the properties except that the values ui − ui on Γ
are not quite 0, but very small. We need to modify it in the following.
If v is a smooth function defined on Y ′, as a consequence of Lemma 1, there exists
a function v˜ ∈ H10(BR0) with divergence zero in BR0 , equal to v on Y ′, and satisfying
||v˜||H10(BR0 ) ≤ C||v||H1/2(Y ′). Let [v]H1/2(Y ′) be the H1/2(Y ′) seminorm of v
[v]H1/2(Y ′) =
(∫∫
Y ′×Y ′
|v(x′)− v(y′)|2
|x′ − y′|n dL
n−1(x′)dLn−1(y′)
)1/2
.
Then
[v]2H1/2(Y ′) ≤ C||v||1/2L∞(Y ′)||∇v||3/2L∞(Y ′)n
∫ R0
0
t−1/2dt
which implies that
||v˜||2H10(BR0 ) ≤ C||v||
1/2
L∞(Y ′)||v||3/2W1,∞(Y ′).
Let BR0rk be the ball with the center at k and radius R0r. After rescaling, we
obtain that for any smooth function v defined on k + rY
′ there exists a function
v˜ ∈ H10(BR0rk ) such that
∇ · v˜ = 0 in BR0rk ,
v˜ = v on rY
′,
||∇v˜||2
L2(B
R0r
k )
n
≤ Crn−2 ||v||1/2L∞(rY ′)||v||
3/2
W1,∞(rY ′),
(3.16)
where the constant C is independent of  and k.
Let v˜k be the function satisfying (3.16) when we take v the function defined compo-
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nentwise vi = ui − ui(k) for 1 ≤ i ≤ n− 1 and vn = 0. Then v˜k will satisfy
∇ · v˜k = 0 in B2rk ,
(v˜k)i = ui − ui(k) on rY ′ for i < n− 1,
(v˜k)n = 0 on rY
′,
||∇v˜k||2L2(B2rk )n ≤ Cr
n−2
 max
1≤i≤n−1
||ui − ui(k)||1/2L∞(rY ′),
(3.17)
where the constant C depends on u but not on k or .
The function u˜ =
∑
k∈N
v˜k is divergence free and from the uniform continuity of
ui for 1 ≤ i ≤ n− 1 on Σ will converge to 0 strongly in H1(D). Now we can define
the sequence u that we need
u = u− u − u˜. (3.18)
Based on what we proved u is in K∩V and converges to u strongly in L2(D). Also
lim
→0
F (u) = lim
→0
1
2
a(u, u)− 〈f, u〉D + j(u) =
1
2
a(u, u)− 〈f, u〉D + I1
where I1 =
1
2
lim
→0
a(
n−1∑
i=1
∑
k∈N
χk,iui(k),
n−1∑
i=1
∑
k∈N
χk,iui(k)).
Making a change of variables and using the fact that χk,i and u

l,j have disjoint
supports for k 6= l, we obtain
I1 =
1
2
lim
→0
∑
k∈N
n−1∑
i,j=1
a(χ
/r
i , χ
/r
j )r
n−2
 ui(k)uj(k)
=
1
2
lim
→0
∑
k∈N
n−1∑
i,j=1
C/rij ui(k)uj(k)rn−2
From Lemma 3 and because rn−2 is of the same order with 
n−1 we get that
I1 =
β
2
lim
→0
n−1∑
i,j=1
∑
k∈N
Cijui(k)uj(k)n−1,
which will imply
I1 =
β
2
n−1∑
i,j=1
Cij
∫
Σ
uiuj.
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This shows that
lim
→0
F (u) =
1
2
a(u, u)− 〈f, u〉D +
β
2
c(u, u) = F (u),
and we have proved so far that M − lim sup
→0
F (u) ≤ F (u) for every smooth u
in H1b(D) ∩ V. We may choose a countable dense set for the strong topology of
H1b(D) ∩ V such that the property holds for every u from this subset . We will
complete the proof using a diagonalization argument ([2], Corollary 1.18) to show
that the property holds for every u ∈ H1b(D) ∩V.
(ii) M − lim inf→0 F (u) ≥ F (u).
Which means that for every sequence u ∈ L2(D) converging weakly to u
lim inf
→0
F (u) ≥ F (u).
We may assume that lim inf→0 F (u) <∞ so u ∈ K∩V and based on uniform
coercivity of F  up to a subsequence u will be weakly convergent to u in H1(D).
Let us consider first v such that v − b0 is smooth and the corresponding sequence
from the previous part v weakly convergent to v in H1(D) such that F (v)→ F (v).
Then by a subdifferential type inequality
F (u) =
1
2
a(u, u)− 〈f, u〉D + j(u) ≥
F (v) + a(u − v, v)− 〈f, u − v〉D + j(u)− j(v).
From the weak convergences and the first part
lim inf
→0
F (u) ≥ F (v)− 〈f, u− v〉D + lim inf→0 a(u
 − v, v).
So it is enough to study
lim inf
→0
a(u − v, v).
We remember that v = v − v − v˜, where v converges weakly to 0 in H1(D) and
v˜ converges strongly. Then
lim inf
→0
a(u − v, v) = a(u− v, v)− lim sup
→0
a(u − v, v).
We will estimate the following limit
I2 = lim sup
→0
|a(u − v, v)|,
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where
a(u − v, v) =
n−1∑
i=1
∑
k∈N
vi(k)
∫
Bk
2e(u − v)e(χk,i)dLn.
Let us assume for the time being that we are able to show that
I2 ≤ C||v||H1(D) · ||v − u||H1(D).
We will obtain that for every v in a dense subset of H1b(D) ∩V
lim inf
→0
F (u) ≥ F (v)− 〈f, u− v〉D + a(u− v, v)− C||v||H1(D) · ||v − u||H1(D).
Now we let v converge to u strongly, use the continuity of F with respect to the
strong topology and get the desired inequality.
In order to show the estimate for I2 we notice that this can be restated in the following
form
lim sup
→0
∑
k∈N
∫
Bk
e(w)e(χk,i)dLn ≤ C||w||H1(D),
for any 0 ≤ i ≤ n− 1 and for any sequence w ∈ H10(D)∩V such that wj ≡ 0 on Γ
for all 0 ≤ j ≤ n − 1 and weakly convergent to w. This will be shown in the next
lemma.
Lemma 4. Let w a sequence from w ∈ H10(D) ∩V such that wj ≡ 0 on Γ for all
0 ≤ j ≤ n − 1 which is weakly convergent in H10(D) to some w. If 0 ≤ i ≤ n − 1
and χk,i is defined like in 3.15, then there is a constant C independent of w and the
sequence w such that
lim sup
→0
∑
k∈N
∫
Bk
e(w)e(χk,i)dLn ≤ C||w||H10(D).
Proof. Let us notice first that after integrating by parts
∫
Bk
e(w)e(χk,i)dLn depends
only on the values of w on the boundaries of Bk because of the symmetry of χ

k,i
and the fact that the tangential components of w are zero on the sets Γk.
Let v be from H1(B/r) defined by
v(y) =
1
|N |
∑
k∈N
w(ry + k).
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Then vi is zero on Γ for all 1 ≤ i ≤ n− 1 and∫
B/r
|∇v|2dLn = 1|N |rn−2
∑
k∈N
∫
Bk
|∇w|2dLn ≤ C.
The limit we need to compute becomes
lim sup
→0
1
|N |rn−2
∫
B/r
e(v)e(χ
/r
i )dLn = C lim sup
→0
∫
B/r
e(v)e(χ
/r
i )dLn.
We notice that the limit depends only on the values of v on the boundary of B/r
and the limit becomes easy to estimate if v is constant on ∂B/r and we know how
to estimate the constants. So first we will try to modify v making it constant on
∂B/r such that the limit does not change too much and then we will try to estimate
those constants.
Given a divergence free vector field v in H1(B2 \ B1), we want to find v˜ in
H1(B2 \ B1), constant on ∂B2 and divergence free, such that ||∇v − ∇v˜||L2(B2\B1)n
is minimum. Regularity theorem ([47], Proposition 2.2) allows us to choose v − v˜
with boundary values 0 on ∂B1 and v − a on ∂B2 where a is a constant such that
||v − v˜||H1(B2\B1) ≤ C||v − a||H1/2(∂B2) ≤ C||v − a||H1(B2\B1). So we can choose v˜
such that ||∇v − ∇v˜||L2(B2\B1)n ≤ C||∇v||L2(B2\B1)n if a is −
∫
B2\B1
vdLn. Obviously
the result holds true for B2R \BR with the same constant.
Let v˜ be the modification of v in B/r \B/2r , so v˜ is equal to v on B/2r and
||∇v˜||L2(B/r )n ≤ C. Then
lim sup
→0
∫
B/r
e(v)e(χ
/r
i )dLn ≤ lim sup
→0
∫
B/r
e(v˜)e(χ
/r
i )dLn + A,
where
A = lim sup
→0
∫
B/r
e(v − v˜)e(χ/ri )dLn.
But applying Cauchy’s inequality and then Lemma 3
A2 ≤ lim sup
→0
∫
B/r
e(v − v˜)e(v − v˜)dLn
∫
cB/2r
e(χ
/r
i )e(χ
/r
i )dLn
≤ C lim sup
→0
∫
cB/2r
e(χ
/r
i )e(χ
/r
i )dLn
≤ C lim sup
→0
∫
cB/2r
e(χi)e(χi)dLn = 0.
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Now we will study lim sup
→0
∫
B/r
e(v˜)e(χ
/r
i )dLn. The integral
∫
B/r
e(v˜)e(χ
/r
i )dLn
depends only on the values of v˜ on ∂B/r so it will be equal with
−
n∑
j=1
aj
∫
B/r
e(χ
/r
j )e(χ
/r
i )dLn,
where aj = −
∫
B/r\B/2r
wjdLn. So from Lemma 2
lim sup
→0
∫
B/r
e(v˜)e(χ
/r
i )dLn ≤ C max
j
lim sup
→0
|aj|.
Let A =
⋃
k∈N B

k \ B/2k . If φ is a continuous function defined in D it is easy to
compute the limit
lim
→0
−
∫
A
φdLn = −
∫
Σ
φdLn,
which implies that the sequence
1
Ln(A)χA converges weakly in L
2(D) to
1
Ln(Σ)χΣ.
This implies that aj converges to −
∫
Σ
wj. We obtain from here that
lim sup
→0
∫
B/r
e(v˜)e(χ
/r
i )dLn ≤ C||w||L2(Σ),
which proves the lemma.
As a consequence we have the following result:
Theorem 12. u converges weakly to u in H1(D) and p converges weakly tp p in
L2(D)/R, where {u, p} is the solution for the problem (3.10).
Proof. Weak convergence for u to u follows from ([50] and Corollary 7.17) after we
notice that we proved also Γ−convergence for the functionals F  in the weak topology
of H1(D). From here it follows immediately the weak convergence in H−1(D) for
∇p which proves the theorem.
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3.2.4 Case IV: Vanishing Obstacles
We assume that lim
→0
rn−2
n−1
= 0. In this case the limit problem will be trivial
−∆u+∇p = f in D,
∇ · u = 0 in D,
u = b on ∂D.
(3.19)
We obtain easily that the sequence of functionals F  M−converges to F in L2(D)
where
F (u) =
1
2
a(u, u)− 〈f, u〉D + IH1b(D)∩V,
and we have also weak convergences for u and p as in Theorem 12. To show the
lim sup inequality we use comparison arguments and Theorem 11 that gives us that
M − lim sup→0 F (u) ≤ F (u) + βc(u, u) for every positive number β. The lim inf
inequality follows from the fact that F (u) ≥ F (u) for every u.
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Chapter 4
Membranes with Random
Distribution of Leaky Obstacles
4.1 Preliminaries and Assumptions
As in the previous chapter, D is be a bounded domain in Rn, with Lipschitz boundary,
separated by the hyperplane {xn = 0} into two D+ = D ∩ {xn > 0} and D− =
D ∩ {xn < 0} both of them with Lipschiz boundary, and Σ = D ∩ {xn = 0}.
Y ′ = (−1
2
, 1
2
)n−1 will be the unit cube in Rn−1 and let (Ω,F , P ) be a complete
probability space. For every  > 0, N  is the set of all points k ∈ Zn−1 such that
(k+Y ′) is strictly included in Σ and |N | the total number of them. Now, for every
 > 0, ω ∈ Ω, k ∈ N  we consider a compact set of Rn−1, Γk(ω) ⊂⊂ (k + Y ′) such
that Γk(ω) is the closure of a connected open set with Lipschitz boundary.
We will define the following sets:
Γ(ω) =
⋃
k∈N
Γk(ω),
T (ω) = Σ \ Γ(ω),
D(ω) = D \ Γ(ω).
Γ(ω) will represent the membrane, still having a periodic distribution in the cells
(k+Y ′) along Σ but the sizes and shapes of the small obstacles from every cell will
be random. We will keep the same type of interface condition on Γ(ω) and we will
study for every ω ∈ Ω the limiting behaviour when  → 0 of the movement of an
incompressible viscous fluid in D(ω).
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For any given ω, we denote by u(ω) the velocity of the fluid and by p(ω) its
pressure, so the pair {u(ω), p(ω)} will satisfy the Stokes equation in D(ω) with
the following boundary conditions
−∆u(ω) +∇p(ω) = f in D(ω),
∇ · u(ω) = 0 in D(ω),
u(ω) = b on ∂D,
ui(ω) = 0 on Γ
(ω) for all i < n,
−[σ(ω)en] · en ∈ g∂|un(ω)| on Γ(ω),
(4.1)
where f is a distribution in H−1(D) and b ∈ H1/2(∂D) satisfying the same compat-
ibility conditions (2.3) and (2.4). ei represents the i-th canonical vector of Rn for
1 ≤ i ≤ n and g is a positive function from L2(Σ) that represents the threshold for
the appearance of the leak.
The difference from the previous chapter is that the domain depends on a random
parameter ω, and for each ω the obstacles in each cell are not copies of each other.
What we are hoping is that under suitable assumptions, the solutions of the system
(4.1) will converge when → 0, for almost all ω ∈ Ω, to a solution of a deterministic
system that we want to determine. The relative size of the holes (given in the pre-
vious chapter through r) should also be an important factor so we will expect also
different limit problems.
We define the following random closed convex sets of H1(D)
K(ω) =
{
u ∈ H1b(D)/ui = 0 on Γ(ω) ∀i < n
}
,
and the random convex functionals
j(ω)(v) =
∫
Γ(ω)
g|vn|dLn−1 ∀v ∈ H1(D).
As in the previous chapter, we have the following characterization of a weak solution
and the theorem of existence and uniqueness for {u(ω), p(ω)}. The proofs are
similar with the ones from the previous chapter so we will only state them because
we will refer to them later:
Theorem 13. {u(ω), p(ω)} with u(ω) ∈ K(ω) ∩V and p(ω) ∈ L2(D) is a weak
solution for problem (4.1) if and only if for every v ∈ K(ω) we have
a(u(ω), v−u(ω))−(p(ω),∇·(v−u(ω)))D+j(ω)(v)−j(ω)(u(ω)) ≥ 〈f, v − u(ω)〉D .
(4.2)
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Also, u(ω) may be characterized as the minimizer for the following problem:
min
v∈K(ω)∩V
{
1
2
a(v, v) + j(ω)(v)− 〈f, v〉D
}
. (4.3)
Theorem 14. For every ω ∈ Ω there exists a solution {u(ω), p(ω)} for problem
(4.1), with u(ω) being unique and p(ω) unique up to an additive constant.
We need several assumptions upon the sets Γk(ω) that will assure the existence
of some kind of average and for this we need several preliminaries about stochastic
geometry and measurable set valued functions:
Definition 3. On a probability space (Ω,F , P ), a d-dimensional dynamical system
τ is a family of mappings (τk)k∈Zd that satisfy the following properties:
i) Group property: τ0 is the identity and
τk ◦ τl = τk+l for all k, l ∈ Zd.
ii) Invariance: The mappings (τk)k∈Zd are measurable and measure preserving, mean-
ing that
P (τ−1k B) = P (B) for all k, l ∈ Zd and B ∈ F .
If the system satisfies the additional property
iii) Ergodicity:
τkB = B ∀k ∈ Zd ⇒ B ∈ {∅,Ω}
then the system will be called ergodic.
To any measurable function f in (Ω,F , P ) we will associate for every k ∈ Zd the
function τkf = f ◦ τk which from the invariance property has the same distribution
as f . Therefore, the dynamical system will induce a d-parameter group of isometries
on Lp(Ω) for 1 ≤ p ≤ ∞.
Definition 4. A set B ∈ F is called τ -invariant if P (τkB∆B) = 0 for every k ∈ Zd,
where ∆ denotes symmetric difference. A measurable function f is called τ -invariant
if for every k ∈ Zd τkf = f almost surely ω ∈ Ω.
It can be easily shown that the τ -invariant sets form a sub σ-algebra of F , denoted
by I, and a function is τ -invariant if and only if is measurable with respect to I.
Then, the ergodicity property is equivalent to any of the following:
B τ -invariant ⇒ P (B) ∈ {0, 1},
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f τ -invariant ⇒ f ≡ constant a.s.
Given τ a d-dimensional dynamical system we will associate to any function f from
L1(Ω) an additive process on finite subsets F of Zd with values in L1(Ω)
S(F, f)(ω) =
∑
k∈F
τkf(ω),
and for every F we will denote by by A(F, f) the following average of f over F
A(F, f)(ω) =
1
|F |S(F, f)(ω),
where by |F | we denote the cardinal of the set F . We recall the following results
from Ergodic Theory ([54], Ch. 6 or [55] Ch. 8):
Let 1 ≤ p < ∞ and f from Lp(Ω). For u, v ∈ Zd we say that u ≤ v if ui ≤ vi for
every i ∈ {1, 2, ...d} and u < v if ui < vi for every i ∈ {1, 2, ...d}. Assume u < v and
let nQ = [nu, nv] = {k ∈ Zd/nu ≤ k ≤ nv} for every n positive integer.
Theorem 15. (Mean Ergodic Theorem) The sequence A(nQ, f) will converge
strongly in Lp(Ω) to E(f |I), the conditional expectation of f with respect to the σ-
algebra I. As a consequence, if τ is ergodic, then E(f |I) =
∫
Ω
fdP almost surely
ω ∈ Ω.
Theorem 16. (Pointwise Ergodic Theorem) The sequence A(nQ, f) will con-
verge pointwise to E(f |I) almost surely ω ∈ Ω. If τ is ergodic, then A(nQ, f)
converges pointwise to
∫
Ω
fdP almost surely ω ∈ Ω.
We will use these results in a more convenient way for our problem in the following
way: Assume f ∈ L∞(Ω). For any positive , by Zd we mean the set of points in
Rd of the form k where k ∈ Zd.
Theorem 17. There exists a set of full probability on which the sequence A(Zd ∩
U, f) will converge when  goes to 0 pointwise to E(f |I), for every bounded open
set U in Rd with Lipschitz boundary. We have also strong convergence in Lp(Ω) for
1 ≤ p <∞.
Proof. An elementary computation gives that for any two finite sets F1 and F2, we
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have
A(F2, f)(ω)− A(F1, f)(ω) ≤ S(F1, f)(ω)|F2| +
S(F1∆F2, |f |)(ω)
|F2| −
S(F1, f)(ω)
|F1|
≤ |F1∆F2||F2| A(F1∆F2, |f |)(ω) +
|F1∆F2|
|F2| A(F1, f)(ω)
≤ |F1∆F2||F2| (A(F1∆F2, |f |)(ω) + A(F1, |f |)(ω)),
so we obtain
|A(F2, f)(ω)− A(F1, f)(ω)| ≤ |F1∆F2||F2| (A(F1∆F2, |f |)(ω) + A(F1, |f |)(ω)). (4.4)
We apply this estimate for the sets 1

Q ∩ Zd and [1

]
Q ∩ Zd, where Q is a cube
with integer coordinates ([a] denotes the integer part of a).
lim sup
→0
|A(1

Q ∩ Zd, f)(ω)− A(
[
1

]
Q, f)(ω)| ≤ C lim sup
→0
[
1

+ 1
]d − [1

]d[
1

]d = 0.
So there exists a set of full probability Ω′ such that the limit holds for any cube with
rational coordinates and as a consequence for any disjoint finite union of such cubes.
For any S a nonempty set in Rd the distance function to S, dS : Rd → [0,+∞) is
defined by
dS(x) = inf
s∈S
||x− s||,
and let d˜S : Rd → (−∞,+∞) be defined by
d˜S(x) = dS(x)− dRd\S(x).
If U is a bounded open set with Lipschitz boundary we notice that for every small
positive  there exists a constant C such that Ld(|d˜U | < ) ≤ CHd−1(∂U) and
Ld(d˜U < −C) < |Zd ∩ U |d < Ld(d˜U < C). Let Vn be a sequence of sets that
can be written as finite unions of cubes with rational coefficients and such that
{d˜U < − 1n} ⊂ Vn ⊂ U . Then using (4.4)
lim sup
→0
|A(U ∩ Zd, f)(ω)− A(Vn ∩ Zd, f)(ω)| ≤ CH
d−1(∂U)
nLd(U) ,
so because the limit holds on Ω′ for all Vn and taking the limit in n
lim sup
→0
|A(U ∩ Zd, f)(ω)− E(f |(I)(ω))| = 0 ∀ω ∈ Ω′.
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Strong convergence in Lp(Ω) for 1 ≤ p <∞ follows from the Dominated Convergence
Theorem.
In theorem (17) we showed the convergence of the averages A(Zd ∩ U, f) to
E(f |I)(ω) or essentially equivalent of
∑
k∈U
df(τkω) to E(f |I)(ω)Ld(U) on a set of
full probability, for every U bounded, open with Lipschitz boundary. The following
theorem represents an improvement, in the sense that we can add different weights
when we compute the averages or we can use a different measure instead of Ld. This
theorem will be needed in proving the convergence of the main result.
Theorem 18. Assume f ∈ L∞(Ω).
i) There exists a set of full probability such that the sequence∑
k∈U
df(τkω)u(k)
converges pointwise to
E(f |I)(ω)
∫
U
u(x)dLd
for any U open, bounded with Lipschitz boundary and u ∈ C(U), the space of con-
tinuous functions on the closure of U .
ii) There exists a set of full probability such that the sequence∑
k∈U
f(τkω)
∫
(k+[0,1]d)
u(x)dLd
converges pointwise to
E(f |I)(ω)
∫
U
u(x)dLd
for any U open, bounded with Lipschitz boundary and u ∈ L1(U).
Proof. i) Take Ω′ from the previous theorem and ω ∈ Ω′. For any V open, bounded
with Lipschitz boundary and u ∈ C(V ) we obviously have
lim sup
→0
|
∑
k∈V
df(τkω)u(k)− E(f |I)(ω)
∫
V
u(x)dLd| ≤ ||f ||L∞(sup
V
u− inf
V
u)Ld(V ).
Let U and u be as in the assumptions of the theorem and let us partition U into a
finite number of sets with (Vi)i∈F with Lipschitz boundary. We get
lim sup
→0
|
∑
k∈U
df(τkω)u(k)−E(f |I)(ω)
∫
U
u(x)dLd| ≤ ||f ||L∞
∑
i∈F
(sup
Vi
u−inf
Vi
u)Ld(Vi).
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If we use a partition with the diameters of the elements converging uniformly to 0,
based of the uniform continuity of u we obtain that
lim
→0
∑
k∈U
df(τkω)u(k) = E(f |I)(ω)
∫
U
u(x)dLd ∀ω ∈ Ω′.
ii) The proof works in the same way as in part i) for u ∈ C(U) using instead of the
weights u(k), −
∫
(k+[0,1]d)
u(x)dLd and then by approximation extends to L1(U).
We will give now the definition for the measurability assumption we will use:
Definition 5. A set valued function A defined on a probability space (Ω,F , P ), taking
values into a metric space X is called measurable if the inverse image of any open
set is measurable, where the inverse image of a set C is defined by A−1(C) = {ω ∈
Ω/A(ω) ∩ C 6= ∅}.
A is called closed (compact) valued if A(ω) is closed (compact) for every ω ∈ Ω. If the
space X is a Banach space, then A is called weakly measurable if for every continuous
linear functional x′ ∈ X ′ the set valued function x′◦A defined on (Ω,F , P ) with values
in R is measurable.
It is well known that in general the measurability property is different if we require
inverse images of open sets to be measurable or inverse images of closed sets, unlike
in the case of a random variable ([56]). In our case, because X will be separable,
locally compact, (Ω,F , P ) is complete and A is compact valued these properties will
be equivalent.
Assumptions:
The sets Γk(ω) are of the form Γ

k(ω) = k + rA(τkω) where:
i) A : Ω Y ′ is a set valued mapping, measurable and compact valued. Also almost
surely ω ∈ Ω, A(ω) is the closure of a connected open set with Lipschitz boundary
that contains a ball of fixed radius δ > 0.
ii) τ is a n− 1 discrete dynamical system, measure-preserving and ergodic.
iii) (r)>0 is a sequence satisfying r ≤  for every positive .
This means that the walls are distributed in every periodic cell k+ Y ′, within a
distance r from the center, they have random shape and measure, but satisfy certain
measurability conditions with respect to the ω (that will ensure for example that the
measure ω 7→ Ln−1(Γk(ω)) is a random variable, as well as the capacity). We obtain
easily the periodic case if we eliminate the dependence on ω. So the randomness
applies here only to the geometry of the walls and their positions inside the cells, but
not to their distribution in space which is still assumed to be periodic. This will be
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important in finding a limit problem in third case when rn−2 ≈ n−1, where relevant
will be suitable defined vector valued set functionals.
The fact that under our assumptions the measure of A(ω) is a random variable is well
known, but we give a simple proof that will be also used later to prove measurability
for other functions that will appear:
Lemma 5. The function (x, ω) 7→ d(x,A(ω)), defined on Y ′ ×Ω is measurable with
respect to the product sigma algebra B(Y ′) × F . As a consequence, the function
ω 7→ Ln−1(A(ω)) is in L∞(Ω).
Proof. Let (yi)i∈N be a countable dense subset of Y ′. For any  > 0 consider the
countable family of sets (Dj)i∈N that can be written as a finite union of balls of
radius  and centered in some yi.
Let Ai be the set of y ∈ Y ′ such that i is the first element for which d(y, yi) <  and
Bj the set of ω ∈ Ω such that j is the first element for which A(ω) ⊂ Dj. Because of
the compactness of A(ω) and the measurability of A, (Ai ×Bj)i,j∈N is a measurable
partition of Y ′ × Ω.
The function that takes the value d(xi, Bj) on (Ai×Bj) is clearly measurable and is
a 2 approximation of (x, ω) 7→ d(x,A(ω)), hence (x, ω) 7→ d(x,A(ω)) is measurable.
From here we get that the set {(x, ω)/x ∈ A(ω)} is measurable as the level set of a
measurable function, so ω 7→ Ln−1(A(ω)) is measurable and being bounded by 1, is
in Lp(Ω) for every 1 ≤ p ≤ ∞.
Lemma 6. The function ω 7→ Cap(A(ω)) is measurable.
Proof. All we have to show is that the level sets {ω/Cap(A(ω)) < t} are measurable
for every t ∈ R. The space Y ′ being separable, there exists a countable family of
open sets (Di)i≥0, such that if K is a compact set and D is an open set with K ⊂ D,
there exists an element of the family Dj such that K ⊂ Dj ⊂ D.
Then, {ω/Cap(A(ω)) < t} = {ω/∃Di with Cap(Di) < t and A(ω) ⊂ Di} which is a
measurable set by the measurability of A.
Under these assumptions, we will show that the solution {u(ω), p(ω)} will con-
verge almost surely ω ∈ Ω to a solution of a deterministic system (as a consequence
of the ergodicity assumption), the topology of convergence and the limit depending
on the rate of convergence of r to 0.
We will use M− convergence so we will define the random convex functionals that
will appear in the problem. For any ω ∈ Ω let F (ω) : H1(D)→ R ∪ {∞},
F (ω)(u) =
1
2
a(u, u) + j(ω)(u)− 〈f, u〉D + IK(ω)∩V(u)
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From (4.2), u(ω) is the minimizer for the functional F (ω) so we have to find another
functional F such that the sequence F (ω) will converge in the Mosco sense to F
almost surely ω ∈ Ω and be able to characterize the minimizer for F . As in the
previous chapter, the limit functional will depend on the rate of convergence to 0 of
r, so we will have four cases also.
If we consider the functionals F  defined on Ω × H1(D), F (ω, u) = F (ω)(u), we
know that F  is convex and lower semicontinuous with respect to u and we expect
from the assumptions we made to be measurable with respect to ω. We will show
that in fact F  is jointly measurable.
Theorem 19. Let B(H1(D)) be the σ−algebra generated by the open sets in H1(D).
Then F  : Ω × H1(D) → R ∪ {+∞} is measurable with respect to the product
σ−algebra F × B(H1(D)).
Proof. Obviously ω  Γ(ω) is measurable as a finite union of measurable mappings.
Define the mapping
ω  G(ω) =
{
u ∈ H1b(D)/ui = 0 on a neighbourhood of Γ(ω) ∀i < n
}
,
and we get that for any u ∈ H1(D), the set {ω ∈ Ω/u ∈ G(ω)} is measurable.
Separability of H1(D) implies that for any t > 0 the set {ω/d(u,G(ω)) < t} is mea-
surable so G is measurable and by definition, the closure of G is also measurable.
Now we notice that K(ω) = G(ω). V being closed implies that ω  K(ω) ∩V is
a measurable mapping. By Lemma 5 we obtain that IK(ω)∩V(u) is jointly measur-
able. Now we only have to take care of j(ω)(u).
But again from Lemma 5 we obtain that χΓ(ω)(x) is jointly measurable and then
by Fubini Theorem ω →
∫
Σ
g|un|χΓ(ω)dLn−1 is measurable for any fixed u. It fol-
lows that (ω, u) →
∫
Σ
g|un|χΓ(ω)dLn−1 is a Carathe´odory function, being obviously
continuous with respect to u, and because H1(D) is a separable metric space will be
jointly measurable.
Remark 3. We showed that F (ω, u) is a convex normal integrand in the sense of
Rockafeller, as defined in ([37]), which is equivalent with the measurability of the
closed convex valued mapping ω  epiF (ω, ·) ([57]). It follows also that (F )∗(ω, u)
is a convex normal integrand, where (F )∗(ω, ·) is the conjugate of F (ω, ·).
As a consequence, it follows then easily that the set{
(ω, u, v) ∈ Ω×H1(D)×H1(D)/F (ω, u) + (F )∗(ω, v) = 〈u, v〉H1(D)
}
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is measurable, so {(ω, u) ∈ Ω×H1(D)/0 ∈ ∂F (ω, u)} is measurable which, follow-
ing Pettis’ theorem, implies that u : Ω → H1(D) is Bochner measurable. This will
allow us to integrate u(ω) over measurable sets from Ω.
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4.2 Homogenization Results
4.2.1 Case I: Concentrated Obstacles
Assume that lim
→0
r

= α > 0. We will introduce the unique solution to the problem
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
ui = 0 on Σ for all i < n,
−[σ(u, p)en] · en ∈ g
∫
Ω
Ln−1(A(ω))dP · ∂|un| on Σ.
(4.5)
This is a problem of type (2.2) with the threshold given by the positive function
g
∫
Ω
Ln−1(A(ω))dP . Theorem 2 gives us existence of a solution {u, p} with u ∈
K ∩ V, p ∈ L2(D)/R. We have also uniqueness for u, and for p only if u is not
identically 0 on Σ.
The energy functional associated to the problem (4.5) will be F : H1(D)→ R∪{∞}
F (u) =
1
2
a(u, u) + j(u)− 〈f, u〉D + IK∩V,
where
K =
{
u ∈ H1b(D)/uτ = 0 on Σ
}
and
j(u) =
∫
Ω
Ln−1(A(ω))dP
∫
Σ
g|un|dLn−1.
We will prove that this problem is the limit problem for {u(ω), p(ω)} in the
following sense:
Theorem 20. Almost surely ω ∈ Ω, u(ω) converges strongly to u in H1(D) and
p(ω) converges strongly in L2(D)/R to p, where {u, p} is a solution for the problem
(4.5).
We will prove M−convergence of the sequence of functionals F (ω) to F , almost
surely ω ∈ Ω, which will imply as a consequence the convergence of the minimizers
based on the equicoercivity of the functionals F (ω).
Theorem 21. The sequence of functionals F (ω) M–converges to F almost surely
ω ∈ Ω.
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Proof. (i) M − lim sup→0 F (ω)(u) ≤ F (u) a.s. ω ∈ Ω.
For the first part of the proof we need to show that a.s. ω ∈ Ω and for every u
satisfying F (u) < +∞ there exists a sequence u strongly convergent to u in H1(D)
such that F (ω)(u) converges to F (u). We will take a constant sequence u = u
and because K ∩ V ⊂ K(ω) ∩ V we only need to show that j(ω)(u) converges
to j(u) almost surely. This will follow from the weak∗ convergence of χΓ(ω) to∫
Ω
Ln−1(A(ω))dP in L∞(Σ), and because the functions χΓ(ω) are uniformly bounded
in L∞(Ω) it is sufficient to prove that almost surely ω ∈ Ω
lim
→0
∫
Σ
χΓ(ω)udLn−1 =
∫
Ω
Ln−1(A(ω))dP
∫
Σ
udLn−1
for every v ∈ C0(Σ). But from Lemma 5 and Theorem 18
lim
→0
∑
k∈Σ
n−1Ln−1(A(τkω))v(k) =
∫
Ω
Ln−1(A(ω))dP
∫
Σ
vdLn−1
on a set of full probability and the rest follows based on the continuity of v and
compactness of its support.
(ii) M − lim inf
→0
F (ω)(u) ≥ F (u) a.s. ω ∈ Ω.
For the second part we will show that almost surely ω ∈ Ω and for every sequence
u convergent to u in the weak topology of H1(D) we have that
lim inf
→0
F (ω)(u) ≥ F (u)
The bilinear functional a is convex and continuous in the strong topology so
a(u, u) ≤ lim inf
→0
a(u, u).
The sequence ui will converge strongly to ui in L
2(Σ) for all 1 ≤ i ≤ n ([49]) so if ω
is such that χΓ(ω) converges weakly
∗ in L∞(Σ) to
∫
Ω
Ln−1(A(ω))dP , then
lim
→0
j(ω)(u) = lim
→0
∫
Σ
g|un|χΓ(ω)dLn−1 =
∫
Ω
Ln−1(A(ω))dP
∫
Σ
g|un|dLn−1 = j(u),
and for all i < n
0 = lim
→0
∫
Σ
|ui |χΓ(ω)dLn−1 =
∫
Ω
Ln−1(A(ω))dP
∫
Σ
|ui|dLn−1.
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It follows that ui ≡ 0 on Σ because Ln−1(A(ω)) is bounded from below by a constant.
We obviously have that ∇ · u = 0 in D so u ∈ K ∩V and
lim inf
→0
F (ω)(u) ≥ F (u).
Theorem 20 follows now as a consequence, similarly as in the periodic case,
showing first the weak convergence of u(ω) almost surely and then also the conver-
gence of the norms.
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4.2.2 Case II: Dilute Obstacles
Assume that lim
→0
r

= 0 and lim
→0
rn−2
n−1
= +∞. The limit problem will be in this case
the same as in the periodic case
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
ui = 0 on Σ for all i < n,
−[σ(u, p)en] · en = 0 on Σ.
(4.6)
According to Chapter 2 we introduce the functional F : L2(D)→ R ∪ {∞}
F (u) =
1
2
a(u, u) + IK∩V − 〈f, u〉D .
Theorem 22. The sequence of functionals F (ω) M−converges to F almost surely
ω ∈ Ω.
Proof. The lim sup inequality follows from Theorem 21 and comparison arguments.
We obtain that for any positive number t
M − lim sup
→0
F (u) ≤ F (u) +
∫
Ω
Ln−1(A(ω))dP
∫
Σ
tg|un|dLn−1
on a set of full measure and then we make t→ 0.
The lim inf inequality can be reduced to
M − lim inf
→0
IK(ω)∩V ≥ IK∩V
almost surely or equivalently
M − lim sup
→0
K(ω) ∩V ⊆ K ∩V a.s. ω ∈ Ω.
Fix ω such that A(τkω) contains a ball of radius δ for each k ∈ Zn−1. From our
assumptions this set has full measure. Let u converge weakly to u in H1(D). For
such a sequence, it follows as in Theorem 7 that∫
Σ
(ui)
2dLn−1 ≤ C
(
n−1
Cδrn−2
+ 
)
where Cδ represents the capacity of the n − 1 dimensional ball of radius δ in Rn
and C is a constant that depends on the sequence u. So lim
→0
∫
Σ
(ui)
2(x′)dLn−1 = 0
which implies that ui = 0 on Σ. V being closed with respect to the weak topology
of H1(D) the claim follows.
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The convergence of solutions follows from here. We just state the theorem, the
proof being similar with the periodic case:
Theorem 23. Almost surely ω ∈ Ω, u(ω) converges strongly to u in H1(D) and
p(ω) converges strongly in L2(D)/R to p, where {u, p} is the unique solution of the
problem (4.6).
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4.2.3 Case III: Critical Case
Assume that lim
→0
rn−2
n−1
= β ∈ (0,∞). In this case the limit problem will be the
following 
−∆u+∇p = f in D \ Σ,
∇ · u = 0 in D \ Σ,
u = b on ∂D,
−[σ(u, p)en] = Cu on Σ,
(4.7)
where C is a symmetric positive definite matrix that we will define next.
A weak solution for this problem is already defined in Definition 2 from the
periodic case and we have also proved there the existence and uniqueness. We remind
that the solution u is the minimizer for
min
v∈H1b(D)∩V
{
1
2
a(v, v) +
β
2
c(v, v)− 〈f, v〉D
}
,
where c is the bilinear form, positive definite and continuous, defined on the space
H1(D) by
c(u, v) =
∫
Σ
Cu · vdLn−1.
In order to define the matrix C we will introduce the solutions {χRv (S), ηRv (S)}
for the following Stokes problems in BR, the ball of radius R and centered in 0. This
will be done here only for a class A of admissible sets S which are the closure of an
open set from Rn−1 included in Y ′ with Lipschitz boundary, for R > R0, where R0
is such that Y ′ ⊂⊂ BR0 and for any vector v from Rn.
−∆χRv (S) +∇ηRv (S) = 0 in BR \ S
∇ · χRv (S) = 0 in BR \ S
χRv (S) = v on S
χRv (S) = 0 on ∂BR
(4.8)
Also, {χv(S), ηv(S)} will represent the solutions for a similar system in free space
−∆χv(S) +∇ηv(S) = 0 in Rn \ S,
∇ · χv(S) = 0 in Rn \ S,
χv(S) = v on S,
χv(S)→ 0 at ∞.
(4.9)
Similar problems were studied in the previous chapter but for a fixed set Γ (see 3.14,
3.13), where also we defined the matrices (Cij)1≤i,j≤n−1 and (CRij)1≤i,j≤n−1 associated
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to those systems. We intend in the following to define in a similar manner Cv(S),
for a fixed vector v and for any admissible set S. Even if we restrict the definition
to the class A, this can be easily extended to any subset of Rn and we get for any
fixed vector v a set functional which will be in fact a Choquet capacity (see [39] for
the definition).
We will remind from the previous chapter the properties of χv(S) and χ
R
v (S) that
follow from the definition:
χRv (S) minimizes the bilinear form aBR over the closed convex set
KRv (S) = {w ∈ H10(BR)/w = v on S, ∇ · w = 0 in BR},
where aBR(u, v) = 2(e(u), e(v))BR for every u, v ∈ H1(BR).
The Hilbert space X was defined as the closure of the divergence free vector fields
from C∞0 (Rn) with the inner product given by aRn(u, v) = 2(e(u), e(v))Rn and χv(S)
minimizes the bilinear form aRn over the closed convex set
Kv(S) = {w ∈ X/w = v on S, ∇ · w = 0 in Rn}.
To any such admissible set S ⊂ Y ′, v ∈ Rn we will associate the following set
functional that will play the role of the capacity
Cv(S) = aRn(χv(S), χv(S))
and the relative ones to BR with R > R0
CRv (S) = aBR(χRv (S), χRv (S)).
From the variational characterizations for χRv (S) and χv(S) we have the following
obvious inequalities:
S1 ⊂ S2 ⇒ CRv (S1) ≤ CRv (S2), Cv(S1) ≤ Cv(S2), (4.10)
R1 ≤ R2 ⇒ Cv(S) ≤ CR2v (S) ≤ CR1v (S). (4.11)
It can be shown easily that CRv (S) will converge to Cv(S) using the same arguments
as in the previous chapter, but we want to show that the convergence in uniform for
all S admissible and v in bounded sets so we will try a different approach. The idea
is that the behaviour at infinity of the fundamental solution for the Stokes system
is similar to the one of the fundamental solution for the Laplace equation and we
expect that χv(S) to follow the same behaviour. We will show next that the uniform
convergence will be a consequence of a pointwise uniform decrease to 0 of ∇χv(S)
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which follows from the fact that {χv(S), ηv(S)} satisfy Stokes systems in Rn with
−∆χv(S)+∇ηv(S) being distributions from H−1(Rn) which are compactly supported
in BR0 and have uniformly bounded norms with respect to S ∈ A and v in bounded
sets.
Lemma 7. χv(S) and ηv(S) satisfy the following pointwise estimates for |x| > R0:
|Dαχv(S)(x)| ≤ C|v||x|n−2+|α| |α| ≤ 2,
|Dαηv(S)(x)| ≤ C|v||x|n−1+|α| |α| ≤ 1,
(4.12)
where the constant C is independent of v and S.
Proof. v → ||∇χv(S)||L2(Rn)n is a norm on Rn for every S. This together with (4.10)
gives the existence of a constant C such that ||∇χv(S)||L2(Rn)n ≤ C|v| for every
S ∈ A.
The idea is to transform the system 4.9 into a system in the free space and then make
use of the regularity theorem and the fundamental solution of the Stokes system to
estimate χv(S) pointwise.
Let φ ∈ C∞0 (Rn), φ = 0 on a neighbourhood of Y ′, φ = 1 outside BR0 . Then,
after elementary calculations, φχv(S) and φηv(S) will be the solution for the following
Stokes system in Rn{ −∆(φχv(S)) +∇(φηv(S)) = f in Rn,
∇ · (φχv(S)) = g in Rn, (4.13)
where f ∈ L2(Rn), g ∈ H1(Rn) are compactly supported in BR0 and are given by
f = −∆φ · χv(S) + 2∇φ · ∇χv(S) +∇φ · ηv(S)
g = (∇ · φ) · χv(S).
So there exists a constant C such that
||f ||L2(Rn) ≤ C
(
||χv(S)||H1(BR0 ) + ||ηv(S)||L2(BR0 )
)
and
||g||L2(Rn) ≤ C||χv(S)||L2(BR0 ).
From Sobolev inequality ||χv(S)||L2n/(n−2)(Rn) ≤ C|v| so we get the following esti-
mates:
||g||L1(BR0 ) ≤ C|v|
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||f ||L1(BR0 ) ≤ C|v|+ C||ηv(S)||L1(BR0 ).
For any fixed R > R0 the function x 7→ ηv(S)(x) − −
∫
BR
ηv(S)(x)dLn has mean zero
over BR, so there exists a function φR from H
1
0 (BR \ Y ′) such that
∇ · φR(x) = ηv(S)(x)−−
∫
BR
ηv(S)(x)dLn,
and
||φR||H10 (BR\Y ′) ≤ C||ηv(S)(x)−−
∫
BR
ηv(S)(x)dLn||L2(BR).
Using this in the first equation of (4.9)∫
BR
∇χv(s)∇φRdLn −
∫
BR
(
ηv(S)−−
∫
BR
ηv(S)(x)dLn
)2
dLn = 0,
which will imply that
||ηv(S)−−
∫
BR
ηv(S)(x)dLn||L2(BR) < C|v|.
The function ηv(S) is in L
2(Rn), so Jensen inequality implies that −
∫
BR
ηv(S)(x)dLn
converges to zero when R goes to infinity.
From here we obtain that ||ηv(S)||L2(Rn) < C|v|. We showed so far that
||g||L1(BR0 ), ||f ||L1(BR0 ) ≤ C|v|
The solutions to the problem (4.13) are zero on a neighbourhood of Y ′ and regularity
theorem tells us that χv(S) is smooth away from S. Now we can find easily χv(S)
and ηv(S) by the use of Fourier transform
φχv(S)(x) =
1
2(n− 2)nα(n)
∫
Rn
f(y)
|x− y|n−2dy +
1
2nα(n)
∫
Rn
(x− y) · f(y)
|x− y|n (x− y)dy
+
1
nα(n)
∫
Rn
(x− y)
|x− y|n g(y)dy,
and
φηv(S)(x) = g(x) +
1
nα(n)
∫
Rn
(x− y) · f(y)
|x− y|n dy,
where α(n) represents the volume of the n−dimensional ball of radius 1. Now, the
estimates follow because f and g have compact support in BR0 and φ = 1 outside
BR0 .
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As a consequence of the estimates (4.12) we have the following lemma:
Lemma 8. aBR(χ
R
v (S), χ
R
v (S)) converges to aRn(χv(S), χv(S)) uniformly for S ⊂ Y ′
and v in bounded sets. Also, there exists a constant C such that for every R > R0
and S
||σ(χRv (S), χRv (S))||2L2(∂BR) ≤
C|v|2R
Rn
. (4.14)
Proof. We will omit in this proof to write the dependence on S understanding that
the estimates are uniform with respect to S. Also C will represents a generic constant,
independent of R, S and v.
First let us notice that (4.10) and (4.11) and the linearity with respect to v of χRv
gives us a constant C such that aBR(χ
R
v , χ
R
v ) ≤ C|v|2 for every R and v. We are
interested only in the behaviour at infinity so we will take again a smooth cutoff
function φ, equal to 0 on a neighbourhood of Y and equal to 1 outside BR0 . If we
choose ηRv to have mean zero over BR we can easily show like in Lemma 2, as a
consequence of Lemma 1 that ||ηRv ||L2(BR) ≤ C|v| for every R and v.
The pair {φχRv , φηRv } will satisfy a Stokes system
−∆(φχRv ) +∇(φηRv ) = fRv in BR,
∇ · (φχRv ) = gRv in BR,
φχRv = 0 on ∂BR,
(4.15)
where fRv and g
R
v are compactly supported in BR0 and have the estimates
||fRv ||L2(BR) ≤ C|v|,
||gRv ||H10 (BR) ≤ C|v|.
The previous lemma tells us that the similar solutions in the free space, χ˜v and η˜v,
will satisfy certain pointwise estimates at infinity:
|Dαχ˜v(x)| ≤ C|v||x|n−2+|α| |α| ≤ 2,
|Dαη˜v(x)| ≤ C|v||x|n−1+|α| |α| ≤ 1.
(4.16)
After elementary calculations, the estimates (4.16) will imply that
||Dαχ˜v||2L2(R2R\BR) ≤
C|v|2R4−2|α|
Rn
|α| ≤ 2
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||Dαη˜v||2L2(R2R\BR) ≤
C|v|2R2−2|α|
Rn
|α| ≤ 1
for R > R0 and v ∈ Rn.
We obtain first the following estimate for the stress
||σ(χRv (S), χRv (S))||2L2(∂BR) ≤
C|v|2R
Rn
. (4.17)
After a change of variable we obtain
||χ˜v
(
R
R0
·
)
||H2(B2R0\BR0 ) ≤
C|v|R2
Rn
and
||η˜v
(
R
R0
·
)
||H1(B2R0\BR0 ) ≤
C|v|R
Rn
.
Let uv(x) = φχ
R
v
(
R
R0
x
)
− χ˜v
(
R
R0
x
)
and pv(x) =
R
R0
φηRv
(
R
R0
x
)
− R
R0
η˜v
(
R
R0
x
)
, then
{uv, pv} is the solution for
−∆uv +∇pv = 0 in BR0 ,
∇ · uv = 0 in BR0 ,
uv = −χ˜v
(
R
R0
x
)
on ∂BR0 .
From the regularity theorem ([47], Proposition 2.2) we know that there exists a
constant C such that
||pv||H1(BR0 ) + ||uv||H2(BR0 ) ≤ C||χ˜v||H3/2(∂BR0 ),
which implies that
||pv||H1(BR0 ) + ||uv||H2(BR0 ) ≤
C|v|R2
Rn
.
We derive from here two estimates. The first one is
||σ(uv, pv)||L2(∂BR0 ) ≤
C|v|R2
Rn
,
which gives
||σ(χRv , ηRv )− σ(χ˜v, η˜v)||2L2(∂BR) ≤
C|v|2R
Rn
,
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that together with 4.17 gives 4.14.
The second one is
||uv||L2(∂BR0 )n ≤
C|v|R2
Rn
.
After applying back a change of variables gives that
||χRv − χ˜v||2L2(∂BR)n ≤
C|v|2R3
Rn
which after 4.16 implies
||χRv ||2L2(∂BR)n ≤
C|v|2R3
Rn
.
Now all we have to do is to use the variational formulations for χRv and χv
aBR(χ
R
v − χv, χRv − χv) =
∫
∂BR
σ(χRv − χv, ηRv − ηv)(χRv − χv)dHn−1
≤C|v|
2R2
Rn
,
which shows that χRv converges in X to χv and proves the lemma.
Now we can define the matrix C. For 1 ≤ i, j ≤ n, R > 0, ω ∈ Ω:
CRij(ω) = aBR(χRei(A(ω)), χRej(A(ω))) if 1 ≤ i, j ≤ n− 1 and CRij(ω) = 0 otherwise.Cij(ω) = aRn(χei(A(ω)), χej(A(ω))) if 1 ≤ i, j ≤ n− 1 and Cij(ω) = 0 otherwise.
Lemma 9. Let R0 < R ≤ ∞. Then:
(i) ω → CRij(ω) is measurable.
(ii) lim
R→∞
CRij(ω) = Cij(ω) uniformly in ω.
The matrix C will be defined by
Cij =
∫
Ω
Cij(ω)dP = lim
R→∞
CRij =
∫
Ω
CRij(ω)dP.
Proof. i) We want to use the same idea as in the proof for the measurability of
capacity Lemma 6, so all we need to show is that for fixed v and R the set function
S → aBR(χRv (S)), χRv (S)), which we defined only for certain type of sets by using the
solution of a Stokes system, is continuous on decreasing sequences.
So let S be an admissible set and χRv (S) the solution of the Stokes system (4.8).
Assume (Sn)n≥1 is a sequence of admissible sets satisfying S ⊂⊂ Sn+1 ⊂⊂ Sn ⊂⊂ Y ′
for every n ≥ 1 and S = ⋂n≥1 Sn. We want to prove that aBR(χRv (Sn)), χRv (Sn))
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converges to aBR(χ
R
v (S)), χ
R
v (S)).
Let S = {x′ ∈ Y ′/d(x′, S) ≤ }. The interior of S is {x′ ∈ Y ′/d(x′, S) < } which is
connected because S is connected and the boundary is {x′ ∈ Y ′/d(x′, S) = } which
is the level set of a Lipschitz function. Also, for  small enough S ⊂⊂ Y ′. Let
S˜ = S × [−, ] which is a subset of BR for  small enough. Let us denote for every
t ∈ [−, ] by S(t) = {x ∈ S˜/xn = t}.
Let φ be a smooth function on S˜. We have
φ(x′, ten) = φ(x′, 0) +
∫ t
0
∂φ
∂xn
(x′, sen)ds⇒
φ2(x′, ten) ≤ 2φ2(x′, 0) + 2
∫ t
0
1ds
∫ t
0
(
∂φ
∂xn
)2
(x′, sen)ds
integrating over S∫
S(t)
φ2(x)dLn−1 ≤ 2
∫
S
φ2(x)dLn−1 + 2t
∫
S˜
|∇φ|2(x)dLn,
and integrating with respect to t ∈ [−,]
||φ||L2(S˜) ≤ 4||φ||L2(S) + 2||∇φ||L2(S˜).
Passing to the limit we obtain that the inequality holds for every H1(S˜) function,
so
||v − χRv (S)||L2(S˜) ≤ 4||v − χRv (S)||L2(S) + 2||∇χRv (S)||L2(S˜). (4.18)
Let θ be a smooth function taking values in [0, 1], equal to 0 on S˜, equal to 1
on the complement of S˜2 and with the gradient |∇θ(x)| ≤ 1/ pointwise. Let
u = v − θ(v − χRv (S)). Then u = χRv (S) outside S˜2, and u = v in S˜. Also
||u − χRv (S))||H1(S˜2) ≤ ||v − χRv (S))||H1(S˜2) +
1
2
||v − χRv (S))||L2(S˜2),
so using inequality (4.18)
||u − χRv (S))||H1(S˜2) ≤ 5||v − χRv (S))||H1(S˜2) +
4

||v − χRv (S))||L2(S2).
We will apply to the function of |v− χRv (S)|2 the coarea formula using the Lipschitz
function d(·, S)∫
S2
|v − χRv (S)|2(x) · |∇d(x, S)|dLn =
∫ 2
−2
∫
∂St
|v − χRv (S)|2(x)dLn−1(x)dt.
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The function d(·, S) is differentiable almost everywhere, and its gradient is equal to
the exterior normal to St if x ∈ ∂St, so we obtain
||v − χRv (S))||L2(S2) =
∫ 2
−2
∫
∂St
|v − χRv (S)|2(x)dLn−1(x)dt,
and
||u−χRv (S))||H1(S˜2) ≤ 5||v−χRv (S))||H1(S˜2) +
4

∫ 2
−2
∫
∂St
|v−χRv (S)|2(x)dLn−1(x)dt.
So u converges to χ
R
v (S) in H
1(BR) because outside S˜2 they are equal. The function
u˜ with the properties
∇ · u˜ = 0 in BR,
u˜ = u on Y
′ ∪ ∂BR,
||u˜ − u||2H10(BR\Y ′) ≤ C||u − χ
R
v (S)||H1(BR),
(4.19)
will also converge to χRv (S) in H
1(BR), will be equal with 0 on ∂BR, with v on S
and will be divergence free. This will imply
lim
→0
aBR(χ
R
v (S), χ
R
v (S)) = aBR(χ
R
v (S)), χ
R
v (S)),
and because of the compactness
lim
n→∞
aBR(χ
R
v (Sn), χ
R
v (Sn)) = aBR(χ
R
v (S)), χ
R
v (S)).
The proof continues like in Lemma 6.
ii) This is a consequence of the Lemma 8, where v is taken to be for 1 ≤ i, j ≤ n−1
of the form ei, ei and ei + ej and using the bilinearity of a and the fact that A is Y
′
valued.
Now we can prove the main theorem. The M− convergence obtained in this
case will be in L2(D) so we will consider the functionals extended with +∞ outside
H1(D).
Theorem 24. The sequence of functionals F (ω) M−converges to F in L2(D) on a
set of full probability.
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Proof. (i) M − lim sup→0 F (ω)(u) ≤ F (u) a.s. ω ∈ Ω.
Which means that for almost every ω ∈ Ω and for every u ∈ H1b(D) ∩V we can
find a sequence u(ω) ∈ K(ω) ∩V converging to u strongly in L2(D) such that
lim
→0
F (ω)(u(ω)) ≤ F (u).
Let b0 be a function in H
1
b(D) ∩V such that (b0)i = 0 for every 1 ≤ i ≤ n − 1 and
assume first that u is chosen such that u− b0 is smooth.
For every k ∈ N , let Bk be the ball centered at k with radius . For every such a
ball Bk, every 1 ≤ i ≤ n− 1 and every ω ∈ Ω consider the solutions to the following
problems 
−∆uk,i(ω) +∇pk,i(ω) = 0 in Bk \ Γk(ω),
∇ · uk,i(ω) = 0 in Bk \ Γk(ω),
uk,i(ω) = ei on Γ

k(ω),
uk,i(ω) = 0 on ∂B

k.
(4.20)
After a change of variable we get that uk,i(ω)(rx + k) and rp

k,i(ω)(rx + k)
are solutions for a problem of type (4.8), namely χ
/r
i (τkω) and η
/r
i (τkω), so using
estimates (4.14) we have the following estimate for the stress tensor if  is small
enough
||σ(uk,i(ω), pk,i(ω))||2L2(∂Bk)n ≤ C
n−1. (4.21)
The sequence u(ω) =
n−1∑
i=1
∑
k∈N
uk,i(ω)ui(k) converges strongly to 0 in L
2(D).
We obtain after a change of variable and some calculations
||∇u(ω)||L2(D)n ≤ C
n−1∑
i=1
∑
k∈N
rn−2 ||∇χ/ri (τkω)||L2(B/r )n ≤ C|N |rn−2 ≤ C,
and
||u(ω)||L2(D) ≤ C
n−1∑
i=1
∑
k∈N
rn ||χ/ri (τkω)||L2(B/r )
≤ C
n−1∑
i=1
∑
k∈N
rn ||χ/ri (τkω)||L2n/(n−2)(B/r )(/r)
2
≤ Crn |N |(/r)2 ≤ C2,
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so u(ω) will converge in fact weakly to 0 in H1(D).
Let us consider vk = u − un −
n−1∑
i=1
eiui(k) defined in B

k. Uniform continuity of ui
for 1 ≤ i ≤ n− 1 gives that
||vk||H1/2(k+rY ′) = rn−1 o().
As a consequence of Lemma 1 and rescaling properties we can always take v˜k such
that 
∇ · v˜k = 0 in BR0rk ,
v˜k = v

k on k + rY
′,
||∇v˜k||2L2(BR0rk )n ≤ Cr||v

k||H1/2(k+rY ′),
(4.22)
where the constant C is independent of  and k.
The function u˜ =
∑
k∈N
v˜k is divergence free and ||∇u˜||2L2(D)n converges to 0. Now
we can define the sequence u(ω) that we need
u(ω) = u− u(ω)− u˜. (4.23)
Based on what we proved u(ω) is in K(ω)∩V and converges to u strongly in L2(D).
Also
lim
→0
F (ω)(u(ω)) =
1
2
a(u, u)− 〈f, u〉D + I1,
where I1 =
1
2
lim
→0
a(
n−1∑
i=1
∑
k∈N
uk,i(ω)ui(k),
n−1∑
i=1
∑
k∈N
uk,i(ω)ui(k)).
Making a change of variables and using the fact that uk,i(ω) and u

l,j(ω) have disjoint
supports for k 6= l, we obtain
I1 =
1
2
lim
→0
∑
k∈N
n−1∑
i,j=1
a(χ
/r
i (τkω), χ
/r
j (τkω))r
n−2
 ui(k)uj(k)
=
1
2
lim
→0
∑
k∈N
n−1∑
i,j=1
C/rij (τkω))ui(k)uj(k)rn−2 ,
From Lemma 9 and because
rn−2
n−1
converges to β we get that
I1 =
β
2
lim
→0
n−1∑
i,j=1
∑
k∈N
Cij(τkω))ui(k)uj(k)n−1,
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which will imply by Lemma 18
I1 =
1
2
n−1∑
i,j=1
Cij
∫
Σ
uiuj a.s. ω ∈ Ω.
So for u
lim
→0
F (ω)(u(ω)) =
1
2
a(u, u)− 〈f, u〉D +
1
2
n−1∑
i,j=1
Cij
∫
Ω
uiuj = F (u) a.s. ω ∈ Ω.
We proved so far that a.s. ω ∈ Ω, M− lim sup
→0
F (u) ≤ F (u) for every u in H1b(D)∩V
such that u − b0 is smooth. We may choose a countable dense set for the strong
topology of H1b(D) ∩ V so for every ω in a set of full measure the property holds
for this subset. We will complete the proof using a diagonalization argument ([2],
Corollary 1.18) to show that the property holds for every u ∈ H1b(D) ∩V and ω in
a set of full measure in Ω.
(ii) M − lim inf→0 F (ω)(u) ≥ F (u) a.s. ω ∈ Ω.
Which means that almost surely ω ∈ Ω, for every sequence u ∈ H1b(D) ∩ V
converging weakly to u in L2(D)
lim inf
→0
F (ω)(u) ≥ F (u).
We may assume that lim inf→0 F (ω)(u) <∞ so u ∈ K(ω) ∩V and based on
uniform coercivity of F (ω) up to a subsequence u will be weakly convergent to u in
H1(D). Let ω be from the set of full measure obtained in the first part and consider
first v such that v − b0 is smooth and the corresponding sequence v(ω) weakly
convergent to v in H1(D) such that F (ω)(v(ω))→ F (v). Then by a subdifferential
type inequality
F (ω)(u) =
1
2
a(u, u)− 〈f, u〉D + j(ω)(u) ≥
F (ω)(v(ω)) + a(u − v(ω), v(ω))− 〈f, u − v(ω)〉D + j(ω)(u)− j(ω)(v(ω)).
From what was proved in the first part we derive
lim inf
→0
F (ω)(u) ≥ F (v)− 〈f, u− v〉D + lim inf→0 a(u
 − v(ω), v(ω)).
So it is enough to study the limit
lim inf
→0
a(u − v(ω), v(ω)).
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Because v(ω) = v − v(ω)− v˜, where v(ω) converges weakly to 0 in H1(D) and v˜
converges strongly we get
lim inf
→0
a(u − v(ω), v(ω)) = a(u− v, v)− lim sup
→0
a(u − v(ω), v(ω)).
We will estimate now the limit
I2 = lim sup
→0
|a(u − v(ω), v(ω))|,
where
a(u − v(ω), v(ω)) =
n−1∑
i=1
∑
k∈N
vi(k)
∫
Bk
2e(u − v(ω))e(vk,i(ω))dLn.
Integrating by parts we obtain∫
Bk
2e(u − v(ω))e(uk,i)dLn =
∫
∂Bk
σ(vk,i(ω), η

k,i(ω))N · (u − v(ω))dHn−1,
and then using the estimate (4.21) we get
|
∫
Bk
2e(u − v(ω))e(vk,i(ω))dLn| ≤ C
(
n−1
∫
∂Bk
|u − v(ω)|2dHn−1
)1/2
.
Now we apply Cauchy’s inequality and obtain
|a(u−v(ω), v(ω))|2 ≤
n−1∑
i=1
(∑
k∈N
vi(k)
2
)(∑
k∈N
|
∫
Bk
2e(u − v(ω))e(vk,i(ω))dLn|2
)
.
The functions vi being smooth for all 1 ≤ i ≤ n− 1, then
lim
→0
n−1v2i (k) =
∫
Σ
v2dLn−1,
so we get
|a(u − v(ω), v(ω))|2 ≤ C
∫
Σ
v2dHn−1 ·
∑
k∈N
∫
∂Bk
|u − v(ω)|2dHn−1
≤ C
∫
Σ
v2dHn−1 ·
∑
k∈N
(∫
Bk∩Σ
|u − v(ω)|2dHn−1 + 
∫
Bk
|∇(u − v(ω))|2dLn
)
.
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So we derive finally that
lim sup
→0
|a(u − v(ω), v(ω))|2 ≤ C
∫
Σ
v2dLn−1 ·
∫
Σ
|v − u|2dLn−1,
which implies that
I2 ≤ C||v||L2(Σ)||v − u||L2(Σ).
So lim inf
→0
F (ω)(u(ω)) ≥ F (v)−〈f, u− v〉D+a(u−v, v)−C||v||H1(D) · ||v−u||H1(D).
Now letting v to converge to u strongly in H1(D) and using the continuity of F with
respect to this topology we get the desired result.
As a consequence of this we have also the theorem for convergence of solutions:
Theorem 25. Almost surely ω ∈ Ω, u(ω) converges weakly to u in H1(D) and p(ω)
converges weakly in L2(D)/R to p, where {u, p} is the unique solution of the problem
(4.7).
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4.2.4 Case IV: Vanishing Obstacles
Assume that lim
→0
rn−2
n−1
= 0. In the last case we get similarly as in the periodic case
as a limit a Stokes system in the domain D with Dirichlet boundary conditions
−∆u+∇p = f in D,
∇ · u = 0 in D,
u = b on ∂D.
(4.24)
The convex functional in this case is
F (u) =
1
2
a(u, u)− 〈f, u〉D + IH1b(D)∩V,
and based on what we proved in the previous case and using comparison arguments
we obtain for almost all ω ∈ Ω, M−convergence of F  to F and from here we obtain
also also weak convergences for u and p.
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Chapter 5
Time Dependent Case
5.1 Convergence of Evolutionary Problems
In this part we will explain shortly how the convergence results obtained in the sta-
tionary case can be extended to the time dependent case. We will recall first shortly
some standard definitions and results concerning maximal monotone operators on
real Hilbert spaces, the case of the subdifferential of a convex function and then
the connection between M−convergence and convergence of solutions for a class of
evolution problems.
If H is a Hilbert space with the inner product (·, ·)H , an operator A on H (which
will be identified through its graph with a subset of H×H) will be called monotone
if (x1 − x2, y1 − y2)H ≥ 0 for all (x1, y1), (x2, y2) ∈ A. This is equivalent in a Hilbert
space with A being accretive, i.e. ||x1 − x2||H ≤ ||x1 + λy1 − x2 − λy2||H for all
(x1, y1), (x2, y2) ∈ A and any λ > 0 or equivalently (I + λA)−1 is a contraction on
the range of A, R(A) for all λ > 0.
A monotone operator A will be called m-monotone if in addition R(I + A) = H or
equivalently R(I + λA) = H for all λ > 0 ([58], Ch. IV, Lemma 1.3). In the case
of a Hilbert space this is equivalent with A being maximal monotone, i.e. it does
not have a proper monotone extension ([59], Ch. II, Th. 3.1). If A is a monotone
operator on H we denote by (JAλ )λ>0 the corresponding resolvents of A, defined by
JAλ = (I+λA)
−1 for all λ > 0. If A is m-monotone (Jλ)λ>0 is a family of contractions
on H, D(A) is convex, and the following property holds ([58], Ch. IV, Prop. 1.7):
lim
λ→0
Jλ(x) = ProjD(A)(x).
For a m-monotone operator A on H we denote by (Aλ)λ>0 the corresponding Yosida
approximations of A, defined by Aλ = λ
−1(I − JAλ ) for all λ > 0 and by A0 the
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minimal section of A, i.e. A0(x) is the unique element of minimal norm from the
closed convex set A(x). For any λ > 0, (Aλ) is a m-monotone operator, Lipschitz
with constant λ−1. ||Aλ(x)||H is increasing for every x ∈ H when λ→ 0 and bounded
if and only if x ∈ D(A) ([58], Ch. IV, Th. 1.1). Also for every x ∈ D(A)
lim
λ→0
Aλ(x) = A
0(x).
Let φ : H → R ∪ {+∞} be a lower semicontinuous, convex, proper function. The
subdifferential of φ at x ∈ D(φ) is denoted by ∂φ(x) and represents the set of all
subgradients at x, i.e.
∂φ(x) = {y ∈ H/(y, x′ − x)H ≤ φ(x′)− φ(x) ∀x′ ∈ H}.
The subdifferential of φ, denoted ∂φ is the operator on H defined by
(x, y) ∈ ∂φ⇔ y ∈ ∂φ(x)
which is a maximal monotone operator ([60]).
For any λ > 0 the Yosida approximations of φ, denoted φλ are defined as the inf-
convolutions between φ and (2λ)−1|| · ||2H
φλ(x) = inf
x′∈H
{
φ(x′) +
||x− x′||2H
2λ
}
.
For any λ > 0, φλ is convex, Fre´chet differentiable with the derivative φ
′
λ(x) equal
to (∂φ)λ(x) and
φλ(x) = φ
(
J∂φλ (x)
)
+
||x− J∂φλ (x)||2H
2λ
.
Also for every x ∈ H, φλ(x) is increasing and converges to φ(x) when λ → 0 ([58],
Ch. IV, Prop. 1.8).
Given a maximal monotone operator A on the Hilbert space H the theory of nonlinear
semigroups ([61]) gives us the associated semigroup of contractions {SA(t), t ≥ 0},
defined on the closed convex set D(A) such that for every x ∈ D(A), SA(t)(x) is the
unique solution for the evolution equation{
du
dt
+ A(u(t)) 3 0, 0 < t,
u(0) = x.
(5.1)
The generator of {SA(t), t ≥ 0} is −A0 and the correspondence in between maximal
monotone operators and nonlinear semigroups of contractions on closed convex sets
of H is one to one. The correspondence is also continuous in the following sense:
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Theorem 26. (Brezis) Let (An)n∈N, A be a sequence of maximal monotone opera-
tors on H. The following are equivalent:
i) For every x ∈ D(A), there exists a sequence xn strongly convergent to x in H such
that A0n(xn) converges strongly to A
0(x) in H.
ii) For every x ∈ D(A) and every λ > 0, JAnλ (x) converges strongly to JAλ (x) in H.
iii) For every x ∈ D(A), there exists a sequence xn strongly convergent to x in H,
such that xn ∈ D(An) for every n ∈ N, and SAn(t)(xn) converges strongly to SA(t)(x)
in H.
If A = ∂φ for a convex, proper, lower semicontinuous function φ : H→ R, then a
smoothing effect on initial conditions takes place, i.e. for every x ∈ D(A) and almost
every t > 0, S∂φ(t)(x) ∈ D(A). In this case we also have the following result:
Theorem 27. (Brezis) Let f be given in L2(0, T ; H) and x ∈ D(A). Then the
evolution problem {
du
dt
+ ∂φ(u(t)) 3 f, 0 < t < T,
u(0) = x,
(5.2)
has a unique solution u ∈ C(0, T ; H) which satisfies
u ∈ W 1,2(δ, T ; H) for every δ ∈ (0, T ), u(t) ∈ D(A) a.e. t ∈ (0, T ), √tdu
dt
∈
L2(0, T ; H) and φ(u) ∈ L1(0, T ).
If in addition x ∈ D(φ) then
du
dt
∈ L2(0, T ; H) and φ(u) ∈ L∞(0, T ).
Definition 6. Let A be a maximal monotone operator on a Hilbert space H. We
say that a sequence of maximal monotone operators An on H converges to A in the
resolvent sense if
lim
n→∞
(JAnλ )
−1(x) = (JAλ )
−1(x)
for every λ > 0 and every x ∈ H.
The following theorem (see [62, 38, 2]) shows the connection between the con-
vergence of convex functionals in the sense of Mosco and the convergence of their
subdifferentials in the resolvent sense:
Theorem 28. Let (φn)n∈N, φ : H → R ∪ {+∞} be a sequence of proper, convex,
lower semicontinuous functionals. Then the following are equivalent:
i) The sequence φn M−converges to φ in H.
ii) For every λ > 0 and any x ∈ H, (φn)λ(x) converges strongly to φλ(x).
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iii) ∂φn converges in the resolvent sense to ∂φ and there exists (x, y) ∈ ∂φ and
(xn, yn) ∈ ∂φn such that xn → x, yn → y and φn(xn)→ φ(x).
iv) For every λ > 0 and any x ∈ H, (I + λ∂φn)−1(x) converges weakly in H to
(I + λ∂φ)−1(x) and there exists (x, y) ∈ ∂φ and (xn, yn) ∈ ∂φn such that xn → x,
yn → y and φn(xn)→ φ(x).
Finally, for this chapter, we want to apply the following theorem, due to Attouch
([62, 2]):
Theorem 29. (Attouch) Let (φn)n∈N, φ : H→ R∪{+∞} be a sequence of proper,
convex, lower semicontinuous functionals and assume ∂φn converges to ∂φ in the
resolvent sense. Denote by un, u the solutions for the following evolution problems,
with initial condition xn ∈ D(∂φn), x ∈ D(∂φ){
dun
dt
+ ∂φn(un(t)) 3 fn, 0 < t < T,
un(0) = xn,
(5.3)
and {
du
dt
+ ∂φ(u(t)) 3 f, 0 < t < T,
u(0) = x.
(5.4)
1) Assume that xn → x in H and fn → f in L2(0, T ; H). Then
un → u uniformly on [0, T ]
and ∫ T
0
t
∥∥∥∥dundt − dudt
∥∥∥∥2
H
dt→ 0 as n→∞.
2) Assuming moreover that xn ∈ D(∂φn), and x ∈ D(∂φ) and φn(xn) → φ(x) as
n→∞, then
dun
dt
→ du
dt
strongly in L2(0, T ; H)
and
φn(un)→ φ(u) uniformly on [0, T ].
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5.2 Application to the Membrane Problem
We will chose for the application the case III from Chapter 3.
Let H = L2(D) and for any  > 0 let F  be the convex functional on L2(D), with
D(F ) = K ∩V, defined by
F (u) =

1
2
a(u, u) +
∫
Γ
g|un|dLn−1 for u ∈ K ∩V,
+∞ for u /∈ K ∩V.
(5.5)
Let us compute ∂F . By the definition, for u ∈ D(F ), ξ ∈ ∂F (u) if and only if for
every v ∈ D(F )
F (v) ≥ F (u) + (ξ, v − u)D ⇔
1
2
a(v, v) +
∫
Γ
g|vn|dLn−1 ≥ 1
2
a(u, u) +
∫
Γ
g|un|dLn−1 + (ξ, v − u)D.
Take v = u+λφ, with φ ∈ (K ∩V)− (K ∩V), the hyperplane parallel with D(F )
and λ ∈ R and obtain that
a(u, φ) = (ξ, φ)D,
which by Remark 2 implies the existence of p ∈ L2(D) such that −∆u+∇p = ξ in
D. From here we obtain after several calculations that∫
Σ
−[σ(u, p)en] · enφn ≤
∫
Γ
(g|un + φn| − g|un|)dLn−1,
for every φ ∈ K ∩V which will lead by similar arguments as in Theorem 3 to
−[σ(u, p)en] · en ∈ g∂|un| a.e. on Γ.
We obtained that the domain of ∂F  is the set of all u ∈ K∩V such that there exists
p ∈ L2(D) and ξ ∈ L2(D) with −∆u +∇p = ξ in D and −[σ(u, p)en] · en ∈ g∂|un|
a.e. on Γ. Also for every u ∈ D(∂F ), ∂F (u) is the set of all such ξ.
The nonlinear evolution problem{
du
dt
+ ∂F (u(t)) 3 f , 0 < t < T,
u(0) = x,
(5.6)
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for x ∈ K ∩V and f  ∈ L2(0, T ; L2(D)) is equivalent with the system
du
dt
−∆u +∇p = f , in (0, T )×D,
∇ · u = 0 in (0, T )×D,
u = b on (0, T )× ∂D,
ui = 0 on (0, T )× Γ for 1 ≤ i ≤ n− 1,
−[σen] · en ∈ g∂|un| on (0, T )× Γ,
u(0) = x in D,
(5.7)
which models the time dependent membrane problem. The equalities are understood
almost everywhere t ∈ [0, T ].
Let F be the convex functional defined on L2(D)
F (u) =

1
2
a(u, u) +
β
2
∫
Σ
Cu · vdLn−1 for u ∈ H1b(D) ∩V,
+∞ for u /∈ H1b(D) ∩V.
(5.8)
It is easy to see in this case that for u ∈ H1b(D) ∩V, a vector ξ ∈ L2(D) belongs to
∂F (u) if and only if there exists p ∈ L2(D) such that −∆u +∇p = ξ in D \ Σ and
−[σ(u, p)en] = Cu on Σ. So the nonlinear evolution problem{
du
dt
+ ∂F (u(t)) 3 f, 0 < t < T,
u(0) = x,
(5.9)
will be equivalent with the system
du
dt
−∆u+∇p = f, in (0, T )×D \ Σ,
∇ · u = 0 in (0, T )×D,
u = b on (0, T )× ∂D,
−[σen] = Cu on (0, T )× Σ,
u(0) = x in D,
(5.10)
where x ∈ H1b(D) ∩V and f ∈ L2(0, T ; L2(D)).
The next theorem is a straight forward application of Theorem 29 and the M−
convergence of F  to F .
Theorem 30. Assume that x → x in L2(D) and f  → f in L2(0, T ; L2(D)). Then
the solution u of 5.7 converges uniformly on [0, T ] to u, the solution of 5.10 and
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∫ T
0
t
∥∥∥∥dudt − dudt
∥∥∥∥2 dt → 0. If in addition x ∈ D(F ), x ∈ D(F ) and F (x) con-
verges to F (x) then
du
dt
converges strongly in L2(0, T ; L2(D)) to
du
dt
and F (u)
converges to F (u).
79
Bibliography
[1] A. Damlamian, “Le proble`me de la passoire de Neumann,” Rend. Sem. Mat.
Univ. Politec. Torino, vol. 43, no. 3, pp. 427–450, 1985.
[2] H. Attouch, Variational convergence for functions and operators. Applicable
Mathematics Series, Boston, MA: Pitman (Advanced Publishing Program),
1984.
[3] F. Murat, “The Neuman sieve,” in Nonlinear variational problems (Isola d’Elba,
1983), vol. 127 of Res. Notes in Math., pp. 24–32, Pitman, Boston, MA, 1985.
[4] C. Picard, “Analyse limite d’e´quations variationnelles dans un domaine con-
tenant une grille,” RAIRO Mode´l. Math. Anal. Nume´r., vol. 21, no. 2, pp. 293–
326, 1987.
[5] D. Onofrei and B. Vernescu, “Asymptotics of a spectral problem associated with
the Neumann sieve,” Analysis and applications, vol. 3, no. 1, pp. 69–87, 2005.
[6] D. Cioranescu and F. Murat, “Un terme e´trange venu d’ailleurs, I,” in Nonlinear
partial differential equations and their applications. Colle`ge de France Seminar,
Vol. II, vol. 60 of Res. Notes in Math., pp. 98–138, Pitman, Boston, Mass.-
London, 1982.
[7] D. Cioranescu and F. Murat, “Un terme e´trange venu d’ailleurs, II,” in Nonlinear
partial differential equations and their applications. Colle`ge de France Seminar,
Vol. III, vol. 70 of Res. Notes in Math., pp. 154–178, Pitman, Boston, Mass.-
London, 1982.
[8] E. Sa´nchez-Palencia, “Un proble`me de l’e´coulement lent d’un fluide visqueux
incompressible au travers d’une paroi finement perfore´e,” in Les Me`thodes de
l’Homoge´ne`isation: The´orie et Applications en Physique (Bre´au-sans-Nappe,
1983), vol. 57 of Collect. Dir. E´tudes Rech. E´lec. France, pp. 371–400, Eyrolles,
Paris, 1985.
80
[9] E. Sa´nchez-Palencia, “Boundary value problems in domains containing perfo-
rated walls,” in Nonlinear partial differential equations and their applications.
Colle`ge de France Seminar, Vol. III, vol. 70 of Res. Notes in Math., pp. 309–325,
Pitman, Boston, Mass.-London, 1982.
[10] E. Sa´nchez-Palencia, Nonhomogeneous media and vibration theory, vol. 127 of
Lecture Notes in Physics. Berlin-New York: Springer-Verlag, 1980.
[11] A. Bensoussan, J.-L. Lions, and G. Papanicolaou, Asymptotic analysis for
periodic structures, vol. 5 of Studies in Mathematics and its Applications.
Amsterdam-New York: North-Holland Publishing Co., 1978.
[12] C. Conca, “E´tude d’un fluide traversant une paroi perfore´e. I. Comportement
limite pre`s de la paroi,” J. Math. Pures Appl. (9), vol. 66, no. 1, pp. 1–43, 1987.
[13] C. Conca, “E´tude d’un fluide traversant une paroi perfore´e. II. Comportement
limite loin de la paroi,” J. Math. Pures Appl. (9), vol. 66, no. 1, pp. 45–70, 1987.
[14] C. Conca, “The Stokes sieve problem,” Comm. Appl. Num. Meth., vol. 4, no. 1,
pp. 113–121, 1988.
[15] L. C. Tartar, “Une nouvelle me´thode de re´solution d’e´quations aux de´rive´es
partielles non line´aires,” in Journe`es d’Analyse Non Line´aire, (Proceedings, Be-
sanc¸on, France, 1977), vol. 665 of Lecture Notes in Mathematics, pp. 228–241,
Berlin: Springer, 1978.
[16] H. Fujita, “A mathematical analysis of motions of viscous incompressible fluid
under leak or slip boundary conditions,” in Mathematical Fluid Mechanics and
Modeling, vol. 888 of RIMS Ko¯kyu¯roku, pp. 199–216, Kyoto University, 1994.
[17] H. Fujita, “A coherent analysis of stokes flows under boundary conditions of
friction type,” J. Comput. Appl. Math., vol. 149, no. 1, pp. 56–69, 2002.
[18] N. Saito, “On the Stokes equation with the leak and slip boundary conditions of
friction type: regularity of solutions,” Publ. Res. Inst. Math. Sci., vol. 40, no. 2,
pp. 345–383, 2004.
[19] C. L. M. H. Navier, “Me´moire sur les lois du mouvement des fluides,” Mem.
Acad. R. Sci. Inst. Fr., vol. 6, pp. 389–440, 1827.
[20] F. Maris and B. Vernescu, “Effective leak conditions across a membrane,” Com-
plex Variables and Elliptic Equations, vol. 57, no. 2, pp. 437–453, 2012.
81
[21] S. M. Kozlov, “The averaging of random operators,” Mat. Sb. (N.S.), vol. 109,
no. 2, pp. 188–202, 1979.
[22] G. C. Papanicolaou and S. R. S. Varadhan, “Boundary value problems with
rapidly oscillating random coefficients,” in Random Fields, Vol. I, II (Esztergom,
1979), vol. 27 of Colloquia Mathematica Societatis Ja´nos Bolyai, pp. 835–873,
Amsterdam: North-Holland, 1981.
[23] L. C. Tartar, “Compensated compactness and applications to partial differential
equations,” in Nonlinear analysis and mechanics: Heriot-Watt Symposium, Vol.
IV, vol. 39 of Res. Notes in Math., pp. 136–212, Pitman, Boston, Mass.-London,
1979.
[24] F. Murat, “Compacite´ par compensation,” Ann. Scuola Norm. Sup. Pisa Cl.
Sci. (4), vol. 5, no. 3, pp. 489–507, 1978.
[25] S. Spagnolo, “Sulla convergenza di soluzioni di equazioni paraboliche ed ellit-
tiche,” Ann. Scuola Norm. Sup. Pisa, vol. 22, no. 3, pp. 571–597, 1968.
[26] E. De Giorgi and S. Spagnolo, “Sulla convergenza degli integrali dell’energia
per operatori ellittici del secondo ordine,” Boll. Un. Mat. Ital., vol. 8, no. 4,
pp. 391–411, 1973.
[27] V. V. Zhikov, S. M. Kozlov, O. A. Ole˘ınik, and H. T. Ngoan, “Averaging and
G-convergence of differential operators,” Uspekhi Mat. Nauk, vol. 34, no. 5,
pp. 65–103, 1979.
[28] E. De Giorgi, “Sulla convergenza di alcune successioni d’integrali del tipo
dell’area,” Rend. Mat. (6), vol. 8, no. 1, pp. 277–294, 1975.
[29] E. De Giorgi and T. Franzoni, “Su un tipo di convergenza variazionale,” Atti
Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8), vol. 58, no. 6, pp. 842–
850, 1975.
[30] G. Dal Maso and L. Modica, “Nonlinear stochastic homogenization,” Ann. Mat.
Pura Appl., vol. 144, no. 1, pp. 347–389, 1986.
[31] G. Dal Maso and L. Modica, “Nonlinear stochastic homogenization and ergodic
theory,” J. Reine Angew. Math., vol. 368, no. 1, pp. 28–42, 1986.
[32] G. Nguetseng, “A general convergence result for a functional related to the
theory of homogenization,” SIAM J. Math. Anal., vol. 20, no. 3, pp. 608–623,
1989.
82
[33] G. Allaire, “Homogenization and two-scale convergence,” SIAM J. Math. Anal.,
vol. 23, no. 6, pp. 1482–1518, 1992.
[34] A. Bourgeat, A. Mikelic´, and S. Wright, “Stochastic two-scale convergence in
the mean and applications,” J. Reine Angew. Math., vol. 456, no. 1, pp. 19–51,
1994.
[35] L. A. Caffarelli and A. Mellet, “Random homogenization of an obstacle prob-
lem,” Ann. Inst. H. Poincare´ Anal. Non Line´aire, vol. 26, no. 2, pp. 375–395,
2009.
[36] L. A. Caffarelli and A. Mellet, “Random homogenization of fractional obstacle
problems,” Netw. Heterog. Media, vol. 3, no. 3, pp. 523–554, 2008.
[37] R. T. Rockafellar, “Integrals which are convex functionals,” Pacific Journal of
Mathematics, vol. 24, no. 3, pp. 525–539, 1968.
[38] H. Attouch, “Familles d’ope´rateurs maximaux monotones et mesurabilite´,” Ann.
Mat. Pura Appl. (4), vol. 120, pp. 35–111, 1979.
[39] M. Brelot, E´le´ments de la the´orie classique du potentiel. Les Cours de Sorbonne.
3e cycle., Paris: Centre de Documentation Universitaire, 1959.
[40] U. Mosco, “Approximation of the solutions of some variational inequalities,”
Ann. Scuola Norm. Sum. Pisa, vol. 21, no. 3, pp. 373–394, 1967.
[41] U. Mosco, “Convergence of convex sets and of solutions of variational inequali-
ties,” Advances in Mathematics, vol. 3, no. 4, pp. 510–585, 1969.
[42] L. C. Evans and R. F. Gariepi, Measure theory and fine properties of functions.
Studies in Advanced Mathematics, Boca Raton, FL: CRC Press, 1992.
[43] C. O. Horgan, “Korn’s inequalities and their applications in continuum mechan-
ics,” SIAM Rev., vol. 37, no. 4, pp. 491–511, 1995.
[44] K. O. Friedrichs, “On the boundary-value problems of the theory of elasticity
and Korn’s inequality,” Annals of Mathematics, vol. 48, no. 2, pp. 441–471,
1947.
[45] N. Kikuchi and J. T. Oden, Contact problems in elasticity: a study of varia-
tional inequalities and finite element methods, vol. 8 of SIAM Studies in Applied
Mathematics. Philadelphia, PA: Society for Industrial and Applied Mathematics
(SIAM), 1988.
83
[46] D. Kinderlehrer and G. Stampacchia, An Introduction to Variational Inequal-
ities and Their Applications, vol. 88 of Pure Appl. Math. New York-London:
Academic Press, Inc., 1980.
[47] R. Temam, Navier-Stokes equations. Theory and numerical analysis, Third edi-
tion, vol. 2 of Studies in Mathematics and its Applications. Amsterdam: North-
Holland Publishing Co., 1984.
[48] A. Damlamian, N. Meunier, and J. V. Schaftingen, “Periodic homogenization
for convex functionals using Mosco convergence,” Ric. Mat., vol. 57, no. 2,
pp. 209–249, 2008.
[49] H. W. Alt, Lineare Funktionalanalysis: Eine anwendungsorientierte Einfu¨hrung.
Berlin-Heidelberg: Springer-Verlag, 2006.
[50] G. Dal Maso, An introduction to Γ-convergence, vol. 8 of Progress in Nonlinear
Differential Equations and their Applications. Boston, MA: Birkha¨user Boston,
Inc., 1993.
[51] H. Brezis, Analyse fonctionnelle. The´orie et applications. Collection
Mathe´matiques Applique´es pour la Maˆıtrise, Paris: Masson, 1983.
[52] W. P. Ziemer, Weakly differentiable functions. Sobolev spaces and functions
of bounded variation, vol. 120 of Graduate Texts in Mathematics. New York:
Springer-Verlag, 1989.
[53] J.-L. Lions and G. Duvaut, Les ine´quations en me´canique et en physique, vol. 21
of Travaux et Recherches Mathe´matiques. Paris: Dunod, 1972.
[54] U. Krengel, Ergodic theorems. With a supplement by Antoine Brunel, vol. 6 of
de Gruyter Studies in Mathematics. Berlin: Walter de Gruyter & Co., 1985.
[55] N. Dunford and J. T. Schwartz, Linear operators. Part I. General theory, vol. 7
of Pure and Applied Mathematics. New York: Interscience Publishers, Inc.,
1958.
[56] C. Castaing and M. Valadier, Convex analysis and measurable multifunctions,
vol. 580 of Lecture Notes in Mathematics. Berlin-New York: Springer-Verlag,
1977.
[57] R. T. Rockafellar, “Measurable dependence of convex sets and functions on
parameters,” Journal of Mathematical Analysis and Applications, vol. 28, no. 1,
pp. 4–25, 1969.
84
[58] R. E. Showalter, Monotone operators in Banach space and nonlinear partial
differential equations, vol. 49 of Mathematical Surveys and Monographs. Provi-
dence, RI: American Mathematical Society, 1997.
[59] V. Barbu, Nonlinear semigroups and differential equations in Banach spaces.
Leiden: Noordhoff International Publishing, 1976.
[60] R. T. Rockafellar, “On the maximal monotonicity of subdifferential mappings,”
Pacific J. Math., vol. 33, no. 1, pp. 209–216, 1970.
[61] H. Brezis, Ope´rateurs maximaux monotones et semi-groupes de contractions
dans les espaces de Hilbert, vol. 5 of North-Holland Mathematics Studies.
Amsterdam-London: North-Holland Publishing Co., 1973.
[62] H. Attouch, “Convergence de fonctionnelles convexes,” in Journe`es d’Analyse
Non Line´aire, (Proceedings, Besanc¸on, France, 1977), vol. 665 of Lecture Notes
in Mathematics, pp. 1–40, Berlin: Springer, 1978.
85
