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Abstract
We show that every Weyl module for a current algebra has a filtration whose successive quotients are
isomorphic to Demazure modules, and that the path model for a tensor product of level zero fundamental
representations is isomorphic to a disjoint union of Demazure crystals. Moreover, we show that the De-
mazure modules appearing in these two objects coincide exactly. Though these results have been previously
known in the simply laced case, they are new in the non-simply laced case.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
In this article, we study finite-dimensional representations of a current algebra, crystals for
a quantum affine algebra, and connections between them. First, we begin with an introduction of
the results concerning finite-dimensional representations of a current algebra. Let g be a complex
simple Lie algebra. The study of representations of its current algebra Cg = g ⊗ C[t], together
with that of the loop algebra g ⊗ C[t, t−1], has been the subjects of many articles. For example,
see [1,3–8,10].
Among finite-dimensional Cg-modules, Weyl modules are especially important. The notion
of a Weyl module was originally introduced in [6] for a loop algebra as a module having some
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module for Cg associated with λ ∈ P+, where P+ is the set of dominant integral weights of g.
W(λ) has a natural Z-grading. In order to study its Z-graded structure, we consider W(λ) as a
Cgd(= Cg ⊕ Cd)-module in this article, where d is the degree operator.
There is another important class of finite-dimensional Cgd -modules called Demazure mod-
ules. Let b be a Borel subalgebra of g, and bˆ = b + CK + Cd + g ⊗ tC[t] the Borel subalgebra
of the affine Lie algebra gˆ, where K is the canonical central element. A Demazure module is,
by definition, a bˆ-submodule of an irreducible highest weight gˆ-module generated by an ex-
tremal weight vector. Among Demazure modules, we are mainly interested in Cgd -stable ones,
which are denoted by D(, λ)[m] for  ∈ Z>0, λ ∈ P+, and m ∈ Z (for precise definitions, see
Section 3.2).
When g is simply laced, the Weyl module W(λ) is known to be isomorphic to the Demazure
module D(1, λ)[0]. This result was proved for g = sln in [4], and for general simply-laced g
in [10]. From this result, we can obtain a lot of informations about the structure of Weyl modules
in the simply laced case. Then it is natural to ask what happens in the non-simply laced case. As
stated in [10], a similar result does not hold any longer in this case.
One of the aims in this article is to generalize the above result in the non-simply laced case.
To state our result, we prepare some notation. Assume that g is non-simply laced, fix a Cartan
subalgebra h of g, and let  ∈ h∗ be the root system of g. We denote by sh the root subsystem
of  generated by short simple roots, and by gsh the simple Lie subalgebra corresponding to sh.
Put hsh = h ∩ gsh, which is a Cartan subalgebra of gsh, and Cgshd = gsh ⊗ C[t] ⊕ Cd . Denote by
P+ ⊆ (hsh)∗ the set of dominant integral weights of gsh, and by Dsh(, ν)[m] ( ∈ Z>0, ν ∈ P+,
m ∈ Z) Demazure modules for Cgd . We define a positive integer r by
r =
{2 if g is of type Bn, Cn or F4,
3 if g is of type G2.
For λ ∈ P+, denote by λ ∈ P+ the image of λ under the canonical projection h∗ → (hsh)∗.
By the Joseph’s result in [18], Dsh(1, λ)[0] has a Cgshd -module filtration 0 = D0 ⊆ D1 ⊆ · · · ⊆
Dk =Dsh(1, λ)[0] such that each subquotient Di/Di−1 is isomorphic to Dsh(r, νi)[mi] for some
νi ∈ P+ and mi ∈ Z0. Define a linear map ish : (hsh)∗ → h∗ by α|hsh 	→ α for α ∈ sh, and
put λ′ = λ − ish(λ), μi = ish(νi) + λ′ for each 1 i  k. Then the following theorem is proved
(Theorem 9.3):
Theorem A. The Weyl module W(λ) has a Cgd -module filtration 0 = W0 ⊆ W1 ⊆ · · · ⊆ Wk =
W(λ) such that each subquotient Wi/Wi−1 is isomorphic to the Demazure module D(1,μi)[mi].
When a Weyl module is isomorphic to a Demazure module, the successive quotient of a trivial
filtration is of course isomorphic to a Demazure module. Hence this is a kind of generalization
of the result in the simply laced case.
It should be remarked that, although the statement of Theorem A is purely that concerning
modules of a current algebra, we need some results on crystals to prove this theorem. To be
more precise, though we can show without using any crystal theory that the Weyl module has a
filtration such that each successive quotient is a homomorphic image of the Demazure module,
we need to apply some results on crystals to verify that they are in fact isomorphic.
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orem A, which have already been proved in the simply laced case (for g = sln in [4], and for
general simply laced g in [10]). First, the following corollary is obtained (Corollary 9.5(i)):
Corollary A. Let λ =∑i λii ∈ P+, where i denote the fundamental weights of g. Then we
have
dimW(λ) =
∏
i
dimW(i)λi .
By the same way as [4] or [10], the dimension conjecture of Weyl modules for a loop algebra,
which was conjectured (and proved for g = sl2) in [6], is deduced from Corollary A. It should be
remarked that the dimension conjecture for general g also can be proved using the global basis
theory. (This was pointed out by Hiraku Nakajima. The proof is not written in any literature,
but a brief sketch of this proof can be found in the introduction of [10].) Our approach is quite
different from this proof.
The second corollary is as follows (Corollary 9.5(ii)):
Corollary B. Let λ ∈ P+, and λ1, . . . , λ ∈ P+ be a sequence of elements satisfying λ = λ1 +
· · · + λ. For arbitrary pairwise distinct complex numbers c1, . . . , c, we have
W(λ) ∼= W(λ1)c1 ∗ · · · ∗W(λ)c ,
where ∗ denotes the fusion product introduced in [8], and c1, . . . , c are parameters used to
define the fusion product.
Note that this corollary implies that the fusion product of Weyl modules is associative and
independent of the parameters c1, . . . , c. This statement was conjectured in [8] for more general
modules for Cg.
Next, we introduce our results on crystals. Let Uq(gˆ) be the quantum affine algebra associated
with gˆ, and U ′q(gˆ) the one without the degree operator. Crystals we mainly study in this article
are realized by path models, which were originally introduced by Littelmann [25,26]. Let P̂
denote the weight lattice of gˆ. A path with weight in P̂ is, by definition, a piecewise linear,
continuous map π : [0,1] → R ⊗Z P̂ such that π(0) = 0 and π(1) ∈ P̂ . Let P denote the set
of paths with weight in P̂ , which has a Uq(gˆ)-crystal structure [25,26]. Let λ ∈ P̂ be a level
zero weight that is dominant integral for g, and B0(λ) the connected component of P containing
the straight line path πλ : πλ(t) = tλ. Put P̂cl = P̂ /Zδ where δ is the indivisible null root. By
projecting B0(λ) to R ⊗Z P̂cl, a finite U ′q(gˆ)-crystal B(λ)cl is obtained, and Naito and Sagaki
verified in [30,31] that this B(λ)cl is isomorphic to the tensor product of the crystal bases of level
zero fundamental U ′q(gˆ)-representations introduced by Kashiwara in [22]. Note that elements of
B(λ)cl have only P̂cl-weights by definition. In this article, we define P̂ -weights on these elements
using the degree function introduced in [33]. These P̂ -weights are important for stating our
theorem stated below.
Demazure modules have counterparts in the crystal theory. Let Vq(Λ) be the irreducible
highest weight Uq(gˆ)-module of highest weight Λ and B(Λ) its crystal basis. Similarly as the
classical case, a quantized version of a Demazure module is defined as a submodule of Vq(Λ).
For each Demazure module, Kashiwara defined in [20] a subset of B(Λ) called a Demazure
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corresponding Demazure crystal (for example, the character of a Demazure module coincides
with the weight sum of the Demazure crystal). We denote by B(, λ)[m] the Demazure crystal
corresponding to (the quantized version of) D(, λ)[m].
Now let us state our second main theorem (Theorem 9.4). Assume that g is non-simply laced,
and let μi ∈ P+ and mi ∈ Z0 (1  i  k) be the elements defined just above Theorem A.
We denote by bΛ the highest weight element of B(Λ), and by Λ0 the fundamental weight of gˆ
associated with the additional node of the extended Dynkin diagram of g:
Theorem B. B(Λ0)⊗ B(λ)cl is isomorphic as a U ′q(gˆ)-crystal to the direct sum of crystal bases
of irreducible highest weight Uq(gˆ)-modules. Moreover, the restriction of the given isomorphism
on bΛ0 ⊗ B(λ)cl preserves the P̂ -weights, and maps bΛ0 ⊗ B(λ)cl onto
∐
1ik B(1,μi)[mi].
Note that this theorem is a generalization of the following statement proved in [10]: if g
is simply-laced, the crystal graph of bΛ0 ⊗ B(λ)cl coincides with the graph of B(1, λ)[0]. We
remark that, similarly as Theorem A, we need not only results on crystals but also some results
on Weyl modules to show Theorem B.
In order to prove Theorem B, we show the following proposition in advance (Corollary 6.8
and Proposition 7.6):
Proposition. Let Λ be an arbitrary dominant integral weight of gˆ.
(i) B(Λ) ⊗ B0(λ) is isomorphic as a Uq(gˆ)-crystal to a direct sum of the crystal bases of irre-
ducible highest weight Uq(gˆ)-modules.
(ii) The isomorphism given in (i) maps the subset bΛ ⊗ B0(λ) onto a disjoint union of some
Demazure crystals.
Since it is known that, at least in some cases, B0(λ) is related to the crystal basis of some
level zero extremal weight Uq(gˆ)-module [31,32], this proposition itself seems important and
interesting.
As seen from Theorems A and B, the Weyl module W(λ) and the crystal B(λ)cl have some
connections. In particular, the following theorem is proved (Theorem 9.2):
Theorem C. For λ ∈ P+, we have
chhd W(λ) =
∑
η∈B(λ)cl
e
(
wtP̂ (η)
)
.
From our theorems, some connections are found between a Weyl module and polynomials
defined in the crystal theory. Let Wq(i) denote the level-zero fundamental U ′q(gˆ)-representation
and B(Wq(i)) its crystal basis. Let i = (i1, . . . , i) be a sequence of indices of simple roots of g,
and put
Wi = Wq(i1)⊗ · · · ⊗Wq(i), Bi = B
(
Wq(i1)
)⊗ · · · ⊗B(Wq(i)).
For each μ ∈ P+, the fermionic form M(Wi,μ, q) and the classically restricted one-dimensional
sum X(Bi,μ, q) are defined as [14,13]. Using the results of Di Francesco and Kedem in [7],
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plies a special case of the X = M conjecture presented in [14,13]:
Corollary C. We have
M(Wi,μ, q) = q−Dexti X(Bi,μ, q)
= [W(λ) : Vg(μ)]q−1 ,
where Dexti denotes a certain constant defined in [33], Vg(μ) denotes the irreducible g-module
of highest weight μ and [W(λ) : Vg(μ)]q denotes the Z-graded multiplicity of Vg(μ) in W(λ).
In [4], the authors proved that the Z-graded multiplicity of W(λ) is equal to a Kostka poly-
nomial when g = sln. Since fermionic forms and classically restricted one-dimensional sums are
known to coincide with Kostka polynomials in this case, the above corollary is a generalization
of their result.
The plan of this article is as follows. In Section 2, we fix basic notation used in the article. In
Section 3, we review some results on finite-dimensional representations of a current algebra, al-
most of which have already been known. Section 4 is the main part in the first half of this article.
We give defining relations of a Demazure module of level 1, and show using this defining rela-
tions the existence of a filtration on a Weyl module whose successive quotients are homomorphic
images of Demazure modules.
In Section 5, we review the theory of path models. In Section 6, we show that B(Λ)⊗ B0(λ)
is isomorphic to a direct sum of the crystal bases of highest weight modules, and in Section 7
that the image of bΛ ⊗B0(λ) under this isomorphism is a disjoint union of Demazure crystals. In
the final part of Section 7, we also show that B(Λ)⊗B(λ)cl has similar properties. From this, we
see in particular that bΛ0 ⊗B(λ)cl decomposes to a disjoint union of some Demazure crystals. In
Section 8, we study this decomposition of bΛ0 ⊗ B(λ)cl in more detail.
Finally in Section 9, we show Theorems A, B and C, and Corollaries A, B and C.
Index of notation
We provide for the reader’s convenience a brief index of the notation which is used repeatedly
in this paper:
Section 2: g, h, b, , ±, Π , αi , I , θ , htα, α∨, gα , eα , fα , ei , fi , n±, ( , ), ν, Q, Q+, i , P ,
P+, W , sα , si , w0, r , Vg(λ), gˆ, K , d , hˆ, nˆ+, bˆ, ̂, δ, Π̂ , Î , Λi , P̂ , P̂+, Ŵ , Cg, Cgd , hd , Π sh,
I sh, sh, sh± , Qsh, Qsh+ , W sh, hsh, gsh, nsh± , gˆsh, Cgsh, Cgshd , hˆsh, hshd , λ, ish, P , P+, Uq(gˆ),
U ′q(gˆ), Uq(gˆsh), U ′q(gˆsh), Mλ, wtH , chH , PS .
Section 3.1: W(λ).
Section 3.2: V (Λ), Vw(Λ), D(, λ)[m], D(, λ).
Section 3.3: W 1c1 ∗ · · · ∗Wkck .
Section 4.1: Mλ.
Section 4.3: Vq(Λ), Vq,w(Λ), , (M :D(, λ)[m]).
Section 4.4: Dsh(, ν)[m],  on Z[h∗d ].
Section 5.1: [a, b], P, (μ,σ ), Hπ , mπ , Pint, e˜i , f˜i , 0, wt, εi , ϕi , Si , Sw , π1 ∗ π2, B1 ∗ B2.i i
880 K. Naoi / Advances in Mathematics 229 (2012) 875–934Section 5.2: C(b), πλ, B0(λ), B(Λ), bΛ, P̂cl, cl, Pcl, ηξ , cl(π), B(λ)cl, Wq(i), B(Wq(i)).
Section 5.3: ι(π), ι(η), dλ, icl, πη, Deg(η), wtP̂ .
Section 6.1: ŴJ .
Section 6.2: B0(λ)Λ.
Section 7.1: Fi (C), Fi(C), Bw(Λ).
Section 7.2: ÎΛ.
Section 7.3: B(λ)Λcl .
Section 8.1: B(, λ)[m], κ .
Section 8.2: θ sh, αsh0 , s
sh
0 , Ŵ
sh
, Î sh, P̂ sh, Psh, Pshint, e˜
sh
i , f˜
sh
i , H
sh,π
i , m
sh,π
i , B
sh
0 (λ).
2. Notation and elementary lemmas
Let g be a complex simple Lie algebra. Fix a Cartan subalgebra h and a Borel subalgebra b ⊇ h
of g. Let  ⊆ h∗ denote the root system of g, and + (resp. −) the set of positive roots (resp.
negative roots) corresponding to b. Denote by Π = {α1, . . . , αn} the set of simple roots and by
I = {1, . . . , n} its index set. Let θ be the highest root of . For α =∑i niαi ∈ , we define the
height of α by htα =∑i ni , and denote the coroot of α by α∨ ∈ h. Let Q =∑i Zαi be the root
lattice of g and Q+ =∑i Z0αi ⊆ Q. We denote by i the fundamental weight corresponding
to αi . Let P =∑i Zi be the weight lattice of g, P+ =∑i Z0i ⊆ P the subset of dominant
integral weights, and W the Weyl group of g. For α ∈ + we denote by sα ∈ W the reflection
associated with α, and abbreviate si = sαi . We denote by w0 the longest element of W .
Denote the root space associated with α ∈  by gα , and set
n± =
⊕
α∈±
gα.
For each α ∈ + we fix eα ∈ gα and fα ∈ g−α such that [eα, fα] = α∨, and abbreviate ei = eαi ,
fi = fαi . Let ( , ) be the unique non-degenerate invariant symmetric bilinear form on g normal-
ized by (θ∨, θ∨) = 2, and ν : h → h∗ the linear isomorphism defined by the restriction of ( , )
to h. We define a bilinear form on h∗ by (ν−1(∗), ν−1(∗)), which is also denoted by ( , ). Note
that we have (θ, θ) = 2. In this article, we say α ∈  is a long root if (α,α) = (θ, θ)(= 2), and a
short root otherwise. Note that all roots are long if g is simply laced.
When g is non-simply laced, by r we denote the number 2 · (square length of a short root)−1,
and put r = 1 when g is simply laced. Then we have
r =
⎧⎨⎩
1 if g is simply laced,
2 if g is of type Bn, Cn, F4,
3 if g is of type G2.
(2.1)
For λ ∈ P+, we denote by Vg(λ) the irreducible g-module of highest weight λ. The following
lemma is well known:
Lemma 2.1. Let v ∈ Vg(λ) be a highest weight vector. Then Vg(λ) is generated by v with the
defining relations:
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∨
i 〉+1
i .v = 0
for h ∈ h and i ∈ I .
Let gˆ be the non-twisted affine Lie algebra corresponding to the extended Dynkin diagram
of g:
gˆ = g ⊗ C[t, t−1]⊕ CK ⊕ Cd,
where K denotes the canonical central element and d is the degree operator. The Lie bracket of
gˆ is given by [
x ⊗ tm + a1K + b1d, y ⊗ tn + a2K + b2d
]
= [x, y] ⊗ tm+n + nb1y ⊗ tn −mb2x ⊗ tm +mδm,−n(x, y)K.
We naturally consider g as a Lie subalgebra of gˆ. The Lie subalgebras hˆ, nˆ+ and bˆ of gˆ are
defined as follows
hˆ = h ⊕ CK ⊕ Cd, nˆ+ = n ⊕ g ⊗ tC[t], bˆ = hˆ ⊕ nˆ+.
Denote by ̂ the root system of gˆ. Considering  naturally as a subset of ̂, we have
̂ = {α + sδ | α ∈ , s ∈ Z} ∪ {sδ | s ∈ Z \ {0}}, where δ ∈ hˆ∗ is a unique element satisfying
〈δ,h + CK〉 = 0, 〈δ, d〉 = 1. The set of simple roots of ̂ are denoted by Π̂ = {α0, α1, . . . , αn}
where α0 = δ − θ . We denote by Î = {0,1, . . . , n} its index set.
Let Λ0, . . . ,Λn ⊆ hˆ∗ be the fundamental weights of gˆ, P̂ =∑i∈Î ZΛi +Zδ the weight lattice,
and P̂+ =∑i∈Î Z0Λi + Zδ ⊆ P̂ the subset of dominant integral weights. For Λ ∈ P̂ , the level
of Λ is defined by the integer 〈Λ,K〉. Let Ŵ be the Weyl group of gˆ with simple reflections si
(i ∈ Î ). We see W naturally as a subgroup of Ŵ . We denote the Bruhat order on Ŵ by .
Define Lie subalgebras of gˆ by
Cg = g ⊗ C[t] ⊆ gˆ, Cgd = Cg ⊕ Cd ⊆ gˆ.
We write hd = h⊕ Cd ⊆ hˆ. We usually consider h∗ and h∗d as subspaces of hˆ∗ canonically. Note
that under this identification i is an element of hˆ∗ satisfying〈
i,α
∨
j
〉= δij for j ∈ I, 〈i,CK ⊕ Cd〉 = 0,
and P is a subgroup of P̂ .
In this article, we need to consider the subset of Π consisting of short simple roots:
Π sh = {αi ∈ Π | αi is short}.
Note that Π sh = ∅ if g is simply laced. Let I sh = {i ∈ I | αi ∈ Π sh} be its index set, and
sh = ∩
∑
sh
Zαi, 
sh± = sh ∩±.i∈I
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Qsh =
∑
i∈I sh
Zαi, Q
sh+ =
∑
i∈I sh
Z0αi, and W sh =
〈
si
∣∣ i ∈ I sh〉⊆ W.
Later we need the following elementary lemma:
Lemma 2.2. If α ∈ + \sh+ and w ∈ W sh, then wα ∈ + \sh+ holds.
Proof. It suffices to show the assertion for w = sk for k ∈ I sh. If we write α =∑i∈I niαi , there
exists some j ∈ I \ I sh such that nj > 0. Since the coefficient of skα = α − 〈α,α∨k 〉αk on αj is
nj > 0, the assertion holds. 
Put hsh = ⊕i∈I sh Cα∨i ⊆ h, and denote the simple Lie subalgebra corresponding to sh
by gsh:
gsh = hsh ⊕
⊕
α∈sh
gα.
Let nsh± =
⊕
α∈sh± gα . Note that the type of g
sh is as follows⎧⎪⎪⎪⎨⎪⎪⎪⎩
{0} if g is simply laced,
A1 if g is of type Bn,G2,
A2 if g is of type F4,
An−1 if g is of type Cn.
Let gˆsh be the non-twisted affine Lie algebra corresponding to the extended Dynkin diagram
of gsh (if g is simply laced, set gˆsh = CK ⊕ Cd). We consider gˆsh naturally as a Lie subalgebra
of gˆ. We denote
Cgsh = gsh ⊗ C[t] ⊆ gˆsh, Cgshd = Cgsh ⊕ Cd ⊆ gˆsh,
and hˆsh = hsh ⊕ CK ⊕ Cd , hshd = hsh ⊕ Cd .
Throughout this article, we denote by λ the image of λ ∈ hˆ∗ under the canonical projection
hˆ∗ → (hˆsh)∗. Let ish denote the splitting (hˆsh)∗ → hˆ∗ defined by
ish(αi) = αi for i ∈ I sh, ish(Λ0) = Λ0, ish(δ) = δ.
We write
P = {λ | λ ∈ P } =
∑
i∈I sh
Zi, P+ =
∑
i∈I sh
Z0i.
We denote by Uq(gˆ) the quantum affine algebra associated with gˆ over C(q), and by U ′q(gˆ)
the quantum affine algebra without the degree operator. Let Uq(gˆsh) and U ′q(gˆsh) denote the ones
associated with gˆsh.
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we denote the weight space of weight λ by
Mλ =
{
v ∈ M ∣∣ h.v = 〈λ,h〉v for h ∈ H},
and if M =⊕λ∈H ∗ Mλ, we say M is an H -weight module. We denote the set of H -weights
by wtH (M) = {λ ∈ H ∗ | Mλ = 0}. If M is a finite-dimensional H -weight module, we define its
character by
chH M =
∑
λ∈H ∗
(dimMλ)e(λ),
where e(λ) are basis of the group algebra C[H ∗] with multiplication defined by e(λ)e(μ) =
e(λ+μ). For a subset S ⊆ H ∗, we denote by PS the linear map C[H ∗] → C[H ∗] defined by
PS
(
e(λ)
)= { e(λ) if λ ∈ S,
0 if λ /∈ S.
The map ish : (hˆsh)∗ → hˆ∗ induces naturally a linear map C[(hˆsh)∗] → C[hˆ∗], which is also
denoted by ish. The following lemma is used later:
Lemma 2.3. Let λ ∈ h∗. Assume that M is an h-weight Cg-module generated by v ∈ Mλ and v
is annihilated by n+ ⊗ C[t] ⊕ h ⊗ tC[t]. Then the subspace W = U(Cgsh).v satisfies
Pλ−Qsh+ chhM = chhW = e
(
λ− ish(λ)
)
ish chhsh W. (2.2)
Proof. Put n′− =
∑
α∈−\sh− gα . Then we have n− = nsh− ⊕ n′−, and
M = U(n− ⊗ C[t]).v
= U(nsh− ⊗ C[t]).v +U(nsh− ⊗ C[t])U(n′− ⊗ C[t])+.v
= W +U(nsh− ⊗ C[t])U(n′− ⊗ C[t])+.v,
where U(n′− ⊗ C[t])+ is the augmentation ideal. It is obvious that wth(W) ⊆ λ−Qsh+ , and
wth
(
U
(
nsh− ⊗ C[t]
)
U
(
n′− ⊗ C[t]
)
+.v
)∩ (λ−Qsh+ )= ∅.
Hence the first equality of (8.1) holds. The second equality follows from the following fact which
is easily checked: if μ ∈ λ−Qsh+ , then we have
μ = λ− ish(λ−μ) = ish(μ)+
(
λ− ish(λ)
)
. 
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3.1. Weyl modules
In this article, we study the following Cgd -module:
Definition 3.1. For λ ∈ P+, the Cgd -module W(λ) is defined by the module generated by an
element v with the relations:
n+ ⊗ C[t].v = 0, h⊗ t s .v = δs0〈λ,h〉v for h ∈ h, s ∈ Z0, d.v = 0, (3.1)
and
f
〈λ,α∨i 〉+1
i .v = 0 for i ∈ I.
We call W(λ) the Weyl module for Cgd associated with λ ∈ P+.
Remark 3.2. It is easily seen that W(λ) is also cyclic as a Cg-module and the defining relations
of W(λ) as a Cg-module are the ones in the above definition with the relation d.v = 0 removed.
Hence the restriction of W(λ) to Cg is the Weyl module for Cg introduced in [4,10].
Theorem 3.3. (See [4, Theorem 1.2.2].) For every λ ∈ P+, the Weyl module W(λ) is finite-
dimensional. Moreover, every finite-dimensional Cgd -module generated by an element v satisfy-
ing the relations in (3.1) is a quotient of W(λ).
3.2. Demazure modules
We denote by V (Λ) the irreducible highest weight gˆ-module of highest weight Λ ∈ P̂+. Re-
call that for any w ∈ Ŵ we have dimV (Λ)wΛ = 1.
Definition 3.4. For w ∈ Ŵ , the bˆ-module
Vw(Λ) = U(bˆ).V (Λ)wΛ = U(nˆ+).V (Λ)wΛ
is called the Demazure submodule of V (Λ) associated with w.
Remark 3.5. Note that Vw(Λ) = Vw′(Λ) if wΛ = w′Λ.
In this article, we are mainly interested in the Demazure modules which are g-stable. Since
fi.V (Λ)wΛ = 0 holds if and only if 〈wΛ,α∨i 〉 0, we see that Vw(Λ) is g-stable if and only if〈wΛ,α∨i 〉  0 for all i ∈ I , which is equivalent to that wΛ ∈ −P+ + Λ0 + Zδ where  is the
level of Λ. For the notational convenience, we use the following alternative notation: let λ ∈ P+,
 ∈ Z>0 and m ∈ Z. There exists a unique Λ ∈ P̂+ such that w0λ + Λ0 + mδ ∈ ŴΛ. For an
element w ∈ Ŵ such that wΛ = w0λ+ Λ0 +mδ, we write
D(, λ)[m] = Vw(Λ),
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of D(, λ)[m]. For every Λ ∈ P̂+ and m ∈ Z, we have V (Λ) ∼= V (Λ + mδ) as g ⊗ C[t, t−1] ⊕
CK-modules. Therefore the Cg-module structure of D(, λ)[m] is independent of m, and we
denote this isomorphism class of Cg-modules simply by D(, λ).
D(, λ) and D(, λ)[m] have descriptions in terms of generators and relations:
Proposition 3.6.
(i) D(, λ) is isomorphic as a Cg-module to the cyclic module generated by an element v with
relations:
n+ ⊗ C[t].v = 0, h⊗ t s .v = δs0〈λ,h〉v for h ∈ h, s ∈ Z0, (3.2)
and for γ ∈ + and s ∈ Z0,
(
fγ ⊗ t s
)kγ,s+1.v = 0 where kγ,s = {max{0, 〈λ,γ ∨〉 − s} if γ is long,
max{0, 〈λ,γ ∨〉 − rs} if γ is short, (3.3)
where r is the number defined in (2.1).
(ii) D(, λ)[m] is isomorphic as a Cgd -module to the cyclic module generated by an element v
with relations (3.2), (3.3) and d.v = mv.
Proof. The assertion (ii) easily follows from (i). The assertion (i) can be proved by the same way
as the proof of [10, Corollary 1] using
−〈λ+ Λ0 +mδ, (−γ + sδ)∨〉= 〈λ+ Λ0 +mδ,γ ∨ − 2s
(γ, γ )
K
〉
= 〈λ,γ ∨〉− 2s
(γ, γ )
. 
The following theorem is a reformulation of [10, Theorem 7] for our setting:
Theorem 3.7. Assume that g is simply laced. Then the Weyl module W(λ) is isomorphic to
D(1, λ)[0] as a Cgd -module.
Proof. Note that the notation “D(,λ∨)” in [10] coincides with D(, ν(λ∨)) in our notation.
Since ν(λ∨) = λ holds in the simply laced case, [10, Theorem 7] says that W(λ) ∼= D(1, λ) as
Cg-modules. Then W(λ) ∼=D(1, λ)[0] as Cgd -modules easily follows. 
Later, we need the following lemma:
Lemma 3.8. Assume that g is of type An. Then for every  ∈ Z>0 and i ∈ I , D(,i) is isomor-
phic to Vg(i) as a g-module.
Proof. Although this lemma can be shown directly from the definition, we shall prove this using
Proposition 3.6. Since g is of type An, we have 〈i,γ ∨〉 = 0 or 1 for all γ ∈ +. From this and
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implies
D(,i) = U(Cg).v = U(g).v.
Since v satisfies the defining relations of Vg(i) in Lemma 2.1, D(,i) is a g-module quotient
of Vg(i). Since D(,i) is non-trivial, the assertion is proved. 
3.3. Fusion product
We recall the definition of fusion products of Cg-modules introduced in [8] and some facts
on them. Let W be a Cg-module. For a ∈ C, we define a Cg-module Wa by the pullback ϕ∗aW ,
where ϕa is an automorphism of Cg defined by x ⊗ t s 	→ x ⊗ (t + a)s . U(Cg) has a natural
grading defined by
Gs
(
U(Cg))= {X ∈ U(Cg) ∣∣ [d,X] = sX},
from which we define a natural filtration on U(Cg) by
F s
(
U(Cg))=⊕
ps
Gp
(
U(Cg)).
Let now W be a cyclic Cg-module with a cyclic vector w. Let Ws be the subspace F s(U(Cg)).w
of W for s −1 (note that W−1 = {0}), and denote the associated Cg-module by gr(W):
gr(W) =
⊕
s0
Ws/Ws−1.
Now we recall the definition of fusion products. Let W 1, . . . ,Wk be Z-graded cyclic finite-
dimensional Cg-modules with cyclic vectors w1, . . . ,wk , and c1, . . . , ck pairwise distinct com-
plex numbers. As shown in [8], W 1c1 ⊗ · · · ⊗ Wkck is a cyclic U(Cg)-module generated by
w1 ⊗ · · · ⊗wk .
Definition 3.9. (See [8].) The Cg-module
W 1c1 ∗ · · · ∗Wkck = gr
(
W 1c1 ⊗ · · · ⊗Wkck
)
is called the fusion product.
Remark 3.10. Put X = W 1c1 ⊗ · · · ⊗ Wkck . By letting d act on Xs/Xs−1 by a scalar s, we some-
times regard W 1c1 ∗ · · · ∗Wkck as a Cgd -module.
Lemma 3.11.
(i) chhW 1c1 ∗ · · · ∗Wkck =
∏
chhWi.
1ik
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homomorphism from W(λ) to D(1, λ1)c1 ∗ · · · ∗D(1, λk)ck .
(iii) If g is simply laced, the surjection in (ii) is an isomorphism.
Proof. Since W 1c1 ∗ · · · ∗ Wkck is isomorphic to W 1 ⊗ · · · ⊗ Wk as a g-module, the assertion (i)
follows. The assertion (ii) is proved by the same way as the proof of [10, Lemma 5]. The asser-
tion (iii) follows from Theorem 3.7 and [10, Theorem 8]. 
4. Filtrations on Weyl modules
4.1. Defining relations of Demazure modules
The goal of this section is to show that a Weyl module admits a filtration whose successive
quotients are homomorphic images of Demazure modules. To do this, however, the defining
relations of D(, λ) given in Proposition 3.6 are insufficient, and we need to reduce the relations
in the case  = 1. Thus, we devote this and the next subsections to prove the following refined
version of the defining relations for D(1, λ):
Proposition 4.1. For λ ∈ P+, D(1, λ) is isomorphic as a Cg-module to the cyclic module gener-
ated by an element v with the following relations:
(D1) n+ ⊗ C[t].v = 0,
(D2) h⊗ t s .v = δs0〈λ,h〉v for h ∈ h, s ∈ Z0,
(D3) f 〈λ,α
∨
i 〉+1
i .v = 0 for i ∈ I ,
(D4) (fγ ⊗ t s)max{0,〈λ,γ∨〉−rs}+1.v = 0 for γ ∈ sh+ , s ∈ Z0.
This proposition obviously implies the following corollary:
Corollary 4.2. For λ ∈ P+ and m ∈ Z, D(1, λ)[m] is isomorphic as a Cgd -module to the cyclic
module generated by an element v with the relations (D1)–(D4) and d.v = mv.
If g is simply laced, the relations in Proposition 4.1 are just the defining relations of the
Weyl module W(λ) (see Remark 3.2). Hence in this case, the proposition follows from Theo-
rem 3.7. From now until the end of the proof of the proposition, we assume that g is non-simply
laced.
We denote by Mλ the cyclic Cg-module generated by an element v with the relations
(D1)–(D4). By Proposition 3.6, to prove the above proposition we need to show that v ∈ Mλ
satisfies for all γ ∈ + and s ∈ Z0 that
(
fγ ⊗ t s
)kγ,s+1.v = 0 where kγ,s = {max{0, 〈λ,γ ∨〉 − s} if γ is long,
max{0, 〈λ,γ ∨〉 − rs} if γ is short. (4.1)
By separating the proof into several cases, we shall prove Eq. (4.1). First, the following case is
elementary:
Lemma 4.3. For γ ∈ + and s = 0, (4.1) follows.
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from the representation theory of sl2. 
The proof of the following case is similar to that of [10, Theorem 7]. We give it for complete-
ness:
Lemma 4.4. If γ is a long root, (4.1) follows for all s ∈ Z0.
Proof. Take a Lie subalgebra
sl2,γ = Ceγ ⊕ Cγ ∨ ⊕ Cfγ ⊆ g
which is isomorphic to sl2. Let Csl2,γ = sl2,γ ⊗C[t], and N = U(Csl2,γ ).v. Note that v satisfies
the relations
eγ ⊗ C[t].v = 0, γ ∨ ⊗ t s .v = δs0
〈
λ,γ ∨
〉
v, f 〈λ,γ∨〉+1γ .v = 0,
which are the defining relations of the Weyl module Wγ (〈λ,γ ∨〉) for Csl2,γ (see Remark 3.2).
Here we identify the weight lattice of sl2,γ with Z. Therefore, N is a quotient of this module.
By Theorem 3.7, Wγ (〈λ,γ ∨〉) is isomorphic to the Demazure module Dγ (1, 〈λ,γ ∨〉) for Csl2,γ .
Hence v satisfies the defining relations of Dγ (1, 〈λ,γ ∨〉) in Proposition 3.6, which contain the
relations (
fγ ⊗ t s
)max{0,〈λ,γ∨〉−s}+1
.v = 0
for all s ∈ Z0. The assertion is proved. 
Before starting the proof of remaining cases, we prepare an elementary lemma:
Lemma 4.5. Assume that the rank of g is 2 with Π = {α,β}. Let N be a U(n−)-module, and
assume that an element v ∈ N satisfies
f a+1α .v = 0, f b+1β .v = 0
for some a, b ∈ Z0. Then for γ ∈ + such that γ ∨ = n1α∨ + n2β∨, we have
f n1a+n2b+1γ .v = 0. (4.2)
Proof. Let α and β denote the fundamental weights corresponding to α and β respectively,
and μ = aα + bβ . The following isomorphism as U(n−)-modules is well known:
Vg(μ) ∼= U(n−)/U(n−)
(
Cf a+1α + Cf b+1β
)
.
Therefore, there exists a U(n−)-module homomorphism from Vg(μ) to N which maps a high-
est weight vector to v. Since a highest weight vector of Vg(μ) satisfies the relation (4.2), so
does v. 
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shall prove that this statement is true if g is of type Bn, Cn or F4, and G2 case is proved in the
next subsection. Note that r = 2 if g is of type Bn, Cn or F4.
Lemma 4.6. Assume that g is of type Bn,Cn or F4. If γ ∈ + \sh+ is a short root, there exist a
short root α ∈ + and a long root β ∈ + such that γ = α + β .
Proof. We prove the assertion by induction on htγ . Put
S = {α ∈ + ∣∣ α /∈ sh+ , α is short},
and take arbitrary γ ∈ S. Since γ ∈∑i∈I Z0αi and (γ, γ ) > 0, there exists some i ∈ I such that
(γ,αi) > 0. Since γ /∈ Π sh and γ is short, we have γ /∈ Π and in particular γ = αi . Then we have
〈γ,α∨i 〉 = 1 since γ is short, which implies γ = si(γ )+αi . Note that si(γ ) is a short root. If αi is
long, the assertion is proved. Assume that αi ∈ Π sh. Then we have si(γ ) ∈ S by Lemma 2.2, and
by the induction hypothesis there exist short α ∈ + and long β ∈ + such that si(γ ) = α + β .
If α = αi then we have γ = β + 2α, which contradicts that γ is short. Hence we have α = αi ,
which implies si(α) ∈ +. Now the lemma is proved since we have γ = si(α)+ si(β). 
Now, the following proposition completes the proof of Proposition 4.1 for g of type Bn, Cn
or F4:
Proposition 4.7. Assume that g is of type Bn,Cn or F4. Then (4.1) follows for all short γ ∈ +
and s ∈ Z0.
Proof. We have to show that (
fγ ⊗ t s
)max{0,〈λ,γ∨〉−2s}+1
.v = 0. (4.3)
We show this by induction on htγ . If htγ = 1, this trivially follows from (D4) since γ ∈ Π sh.
Assume htγ > 1. We may also assume that γ /∈ sh+ . By Lemma 4.6, there exist short α ∈ +
and long β ∈ + such that γ = α + β . Put a = 〈λ,α∨〉, b = 〈λ,β∨〉, and
q = min{b, s}, p = s − q
for given s ∈ Z0. We have from the induction hypothesis that(
fα ⊗ tp
)max{0,a−2p}+1
.v = 0, (4.4)
and from Lemma 4.4 that (
fβ ⊗ tq
)b−q+1
.v = 0. (4.5)
It is easily checked that the root subsystem (Zα + Zβ) ∩  is the root system of type B2 with
basis {α,β}. Hence the Lie subalgebra
Cfα ⊗ tp + Cfβ ⊗ tq + Cfγ ⊗ tp+q + Cf2α+β ⊗ t2p+q ⊆ Cg
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from Lemma 4.5, (4.4) and (4.5) that(
fγ ⊗ tp+q
)max{0,a−2p}+2(b−q)+1
.v = 0.
It is easily seen that this is equivalent to (4.3), and the proposition is proved. 
4.2. Proof of Proposition 4.1 for type G2
In this subsection we assume g is of type G2, and denote by α the short simple root and by β
the long simple root. Note that
+ = {α,β,α + β,2α + β,3α + β,3α + 2β}.
Let α,β be the corresponding fundamental weights.
Since Lemma 4.4 is already proved, in order to complete the proof of Proposition 4.1 for g it
suffices to show Eq. (4.1) for γ = α + β,2α + β . The first one is easily proved:
Lemma 4.8. For γ = α + β and s ∈ Z0, (4.1) follows.
Proof. This proof is similar to the one given in Proposition 4.7, and we shall only give the sketch
of it. Assume that λ = aα + bβ with a, b ∈ Z0. Since (α +β)∨ = α∨ + 3β∨, what we have
to show is that v ∈ Mλ satisfies(
fα+β ⊗ t s
)max{0,a+3b−3s}+1
.v = 0. (4.6)
Put q = min{b, s}, p = s − q for given s ∈ Z0. Since we have(
fα ⊗ tp
)max{0,a−3p}+1
.v = 0 and (fβ ⊗ tq)b−q+1.v = 0,
it follows from Lemma 4.5 that(
fα+β ⊗ tp+q
)max{0,a−3p}+3(b−q)+1
.v = 0,
which is equivalent to (4.6). 
It remains to prove (4.1) for γ = 2α + β , which is a relatively troublesome task. Throughout
the rest of this subsection, we abbreviate X ⊗ tk as Xtk for X ∈ g and max{k1, k2} as {k1, k2} to
simplify the notation.
For a, b ∈ Z0, we define a subspace Ia,b of U(Cg) by
Ia,b = n+C[t] + htC[t] + C
(
α∨ − a)+ C(β∨ − b)+∑
s0
C
(
fαt
s
){0,a−3s}+1 + Cf b+1β .
Note that U(Cg)Ia,b is the left ideal generated by the relations in Proposition 4.1 with λ =
aα + bβ . We shall prove the statement
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f2α+βts
){0,2a+3b−3s}+1 ∈ U(Cg)Ia,b (4.7)
for all a, b ∈ Z0 and s ∈ Z0, which is equivalent to (4.1) with λ = aα + bβ and γ =
2α+β . In the course of the proof, we use repeatedly the fact that X ∈ U(Cg) annihilates v ∈ Mλ
if and only if X ∈ U(Cg)Ia,b without further comment.
Before starting the proof of (4.7), let us prepare two lemmas:
Lemma 4.9. For s1, s2 ∈ Z0, we have(
f2α+βt2s1+s2
)2{0,a−3s1}+3{0,b−s2}+1 ∈ U(Cg)Ia,b.
Proof. By Lemma 4.4, we have(
fβt
s2
){0,b−s2}+1 ∈ U(Cg)Ia,b.
Then since γ ∨ = 2α∨ + 3β∨, we have from Lemma 4.5 that(
f2α+βt2s1+s2
)2{0,a−3s1}+3{0,b−s2}+1
∈ U(Cg)(C(fαts1){0,a−3s1}+1 + C(fβts2){0,b−s2}+1)⊆ U(Cg)Ia,b. 
Lemma 4.10. Let {e,h,f } be the Chevalley basis of sl2, a ∈ Z0 and  ∈ Z>0. Define a Lie
subalgebra a of Csl2 = sl2 ⊗ C[t] by
a = etC[t] + hC[t] + fC[t],
and let I be a subspace of U(a) defined by
I = etC[t] + htC[t] + C(h− a)+
∑
s0
C
(
f ts
){0,a−s}+1
.
Then we have for all p ∈ Z0 and s ∈ Z0 that
ep
(
f ts
){0,a−s}+1 ∈ U(a)I +U(Csl2)e.
Proof. By applying an involution of Csl2 defined by etk ↔ f tk , htk ↔ −htk , we see that the
assertion of the lemma is equivalent to the following: if we put a′ = f tC[t] + hC[t] + eC[t] and
I ′ = f tC[t] + htC[t] + C(h+ a)+
∑
s0
C
(
ets
){0,a−s}+1
,
then we have for all p ∈ Z0 and s ∈ Z0 that
f p
(
ets
){0,a−s}+1 ∈ U(a′)I ′ +U(Csl2)f.
We shall prove this. Fix arbitrary p and s. Since U(Csl2) = U(a′) ⊕ U(Csl2)f , there exists
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(
ets
){0,a−s}+1 −Xf ∈ U(a′).
Let Vw(Λ) be the ŝl2-Demazure module with wΛ = Λ0 − a1, and vwΛ a nonzero vector in
Vw(Λ)wΛ. By [10, Theorem 1], the annihilating ideal of vwΛ in U(a′) is U(a′)I ′. Since(
f p
(
ets
){0,a−s}+1 −Xf ).vwΛ = 0,
this implies f p(ets){0,a−s}+1 −Xf ∈ U(a′)I ′. The assertion is proved. 
We fix arbitrary b ∈ Z0, and prove (4.7) for this b by induction on a ∈ Z0. To begin the
induction, we first prove (4.7) for a = 0,1,2.
(i) When a = 0, Lemma 4.9 with s1 = 0, s2 = s implies (4.7).
(ii) Assume a = 1. If s  b, Lemma 4.9 with s1 = 0, s2 = s implies (4.7). If s  b + 2,
Lemma 4.9 with s1 = 1, s2 = s − 2 implies (4.7). Let s = b + 1. By Lemma 4.4 and
〈α + bβ, (3α + β)∨〉 = b + 1, we have
f3α+βtb+1 ∈ U(Cg)I1,b.
Then (4.7) follows since[
eα, f3α+βtb+1
]= eαf3α+βtb+1 − f3α+βtb+1eα ∈ U(Cg)I1,b.
(iii) Assume a = 2. If s = b + 1, (4.7) is proved in the same way as in (ii). Let s = b + 1. By
Lemmas 4.4 and 4.8, we have(
f3α+βtb+1
)2 ∈ U(Cg)I2,b and fα+βtb+1 ∈ U(Cg)I2,b.
Then (4.7) follows from the following calculation:
U(Cg)I2,b  e2α
(
f3α+βtb+1
)2
= eα
(
f3α+βtb+1
)2
eα + 2
[
eα, f3α+βtb+1
]2 + 2f3α+βtb+1[eα, f3α+βtb+1]eα
+ 2f3α+βtb+1ad(eα)2
(
f3α+βtb+1
)
.
To proceed the induction we need to show that, if (4.7) holds for given a, b ∈ Z0 and all
s ∈ Z0, then (4.7) with a replaced by a + 3 also holds. To show this we shall prepare one
lemma. Define Lie subalgebras a and a0 of Cg by
a = n−C[t] + hC[t] +
∑
γ∈+
eγ t
〈γ,∨α 〉C[t] and a0 =
∑
γ∈+\{β}
0s<〈γ,∨α 〉
Ceγ t
s,
where ∨α is the fundamental coweight corresponding to α. Note that Cg = a⊕ a0. Let I ′a,b be a
subspace of Ia,b defined by
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=
∑
γ∈+
eγ t
〈γ,∨α 〉C[t] + htC[t] + C(α∨ − a)+ C(β∨ − b)
+
∑
s0
C
(
fαt
s
){0,a−3s}+1 + Cf b+1β .
Lemma 4.11.
U(Cg)Ia,b ⊆ U(a)I ′a,b ⊕U(Cg)a0.
Proof. Set
I = Ia,b, I ′ = I ′a,b, J = U(a)I ′ ⊕U(Cg)a0.
Since U(Cg) = U(a)U(a0) and U(a)J = J , it suffices to show that U(a0)I ⊆ J . First we prove
that
I1 = n+C[t] + htC[t] + C
(
α∨ − a)+ C(β∨ − b)
satisfies U(a0)I1 ⊆ J , which is equivalent to that for any k  0 and a sequence X1, . . . ,Xk of
vectors of a0 we have X1 · · ·XkI1 ⊆ J . We prove a little stronger statement
X1 · · ·XkI1 ⊆
(
I ′ ∩ I1
)⊕U(Cg)a0 (4.8)
by induction on k. If k = 0, this follows since I1 = (I ′ ∩ I1)⊕ a0. We can easily check that
ad(a0)I1 ⊆ n+C[t] ⊆
(
I ′ ∩ I1
)⊕ a0,
and hence if k > 0 we have
X1 · · ·XkI1 ⊆ X1 · · ·Xk−1I1Xk +X1 · · ·Xk−1
(
ad(Xk)I1
)
⊆ X1 · · ·Xk−1
(
I ′ ∩ I1
)+U(Cg)a0.
This together with the induction hypothesis implies (4.8). U(a0)I1 ⊆ J is proved.
Next we prove U(a0)f b+1β ⊆ J . Since f b+1β ∈ I ′, it is enough to show U(a0)+f b+1β ⊆ J
where U(a0)+ denotes the augmentation ideal. The h-weight set of U(a0)+f b+1β with respect to
the adjoint action obviously satisfies
wth
(
U(a0)+f b+1β
)⊆ Z>0α + Zβ. (4.9)
Since a0 ⊕ Cfβ is a Lie subalgebra and U(a0 ⊕ Cfβ) = C[fβ ] ⊕ C[fβ ]U(a0)+, (4.9) implies
by weight consideration that
U(a0)+f b+1β ⊆ C[fβ ]U(a0)+ ⊆ J.
The assertion is proved.
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I2 =
∑
s0
C
(
fαt
s
){0,a−3s}+1
.
Since I = I1 +Cf b+1β + I2, to complete the proof of the lemma it suffices to show U(a0)I2 ⊆ J .
To do this we put
a′0 =
∑
γ∈+\{α,β}
0s<〈γ,∨α 〉
Ceγ t
s,
and prove U(a′0)+I2 ⊆ U(Cg)I1 first. Note that a0 = a′0 ⊕ Ceα . The h-weight set of U(a′0)+I2
with respect to the adjoint action satisfies
wth
(
U
(
a′0
)
+I2
)⊆ Zα + Z>0β. (4.10)
Put n(α)+ =
∑
γ∈+\{α} gγ . Since fαC[t] ⊕ n(α)+ C[t] is a Lie subalgebra and
U
(
fαC[t] ⊕ n(α)+ C[t]
)= U(fαC[t])⊕U(fαC[t])U(n(α)+ C[t])+,
(4.10) implies by weight consideration that
U
(
a′0
)
+I2 ⊆ U
(
fαC[t]
)
U
(
n
(α)
+ C[t]
)
+ ⊆ U(Cg)I1.
Then since Lemma 4.10 with  = 3 implies C[eα]I2 ⊆ J , we have
U(a0)I2 ⊆ C[eα]I2 + C[eα]U
(
a′0
)
+I2 ⊆ J +U(Cg)I1 ⊆ J.
The proof is complete. 
Now we show the following proposition, which completes the proof of Proposition 4.1 for
type G2:
Proposition 4.12. (4.7) follows for all a, b ∈ Z0 and s ∈ Z0.
Proof. As stated above, it suffices to show that if (4.7) holds for given a, b ∈ Z0 and all
s ∈ Z0, then we have (
f2α+βts
){0,2(a+3)+3b−3s}+1 ∈ U(Cg)Ia+3,b (4.11)
for all s ∈ Z0.
Since U(Cg) = U(a)⊕U(Cg)a0, (4.7) and Lemma 4.11 imply(
f2α+βts
){0,2a+3b−3s}+1 ∈ U(Cg)Ia,b ∩U(a) ⊆ U(a)I ′ (4.12)a,b
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Φ
(
eγ t
k
)= eγ tk−〈γ,∨α 〉, Φ(fγ tk)= fγ tk+〈γ,∨α 〉 for γ ∈ +,
Φ
(
α∨tk
)= α∨tk − 3δk0, Φ(β∨tk)= β∨tk.
It is easily checked that Φ satisfies Φ([X1,X2]) = [Φ(X1),Φ(X2)] for X1,X2 ∈ a. Hence Φ
induces a C-algebra homomorphism U(a) → U(Cg), which we also denote by Φ . Applying Φ
to (4.12), we have
(
f2α+βts+2
){0,2(a+3)+3b−3(s+2)}+1 ∈ Φ(U(a)I ′a,b)
⊆ U(Cg)Φ(I ′a,b)⊆ U(Cg)(n+C[t] + htC[t] + C(α∨ − (a + 3))+ C(β∨ − b)
+
∑
s0
C
(
fαt
s+1){0,(a+3)−3(s+1)}+1 + Cf b+1β )⊆ U(Cg)Ia+3,b,
and (4.11) is proved for s  2. (4.11) for s = 0 follows from Lemma 4.3. It remains to prove
(4.11) for s = 1, that is,
(f2α+βt)2a+3b+4 ∈ U(Cg)Ia+3,b.
If b 1, Lemma 4.9 with s1 = 0, s2 = 1 implies this. Assume b = 0 and put
N = U(Cg)/U(Cg)Ia+3,0.
We shall prove (f2α+βt)2a+4.1¯ = 0, where 1¯ ∈ N denotes the image of 1. Since N is a quotient
of the Weyl module W((a + 3)α), it is finite-dimensional by Theorem 3.3. As the h-weight of
(f2α+βt)2a+4.1¯ is −(a + 1)α and 〈(2α + β)∨,−(a + 1)α〉 = −2a − 2, it is enough to prove
e2a+22α+β(f2α+βt)
2a+4.1¯ = 0
by the representation theory of sl2. By [11, Lemma 7.1], we have
e2a+22α+β(f2α+βt)
2a+4.1¯ ∈
∑
s1+s2=2a+4
Cf2α+βts1f2α+βts2 .1¯.
Using (4.11) for s  2 which are already proved, we can see that the right-hand side is {0}. 
4.3. Quantized Demazure modules and Joseph’s results
The quantized version of Demazure modules also can be defined in a similar manner as the
classical ones. For Λ ∈ P̂+, denote by Vq(Λ) the irreducible highest weight Uq(gˆ)-module of
highest weight Λ. Similarly as the classical case, we have dimC(q) Vq(Λ)wΛ = 1 for all w ∈ Ŵ .
Denote by Uq(nˆ+) the positive part of Uq(gˆ).
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Vq(Λ) associated with w.
Joseph posed in [16, §5.8] a question which asked if the tensor product of a one-dimensional
Demazure module by an arbitrary Demazure module admits a filtration whose successive quo-
tients are isomorphic to Demazure modules. Polo [34] and Mathieu [28] gave the positive answer
to this question in the case of semisimple Lie algebras, and Joseph [18] himself gave the positive
answer in the case of the quantized enveloping algebras associated with simply laced Kac–
Moody Lie algebras. Here we briefly recall the Joseph’s result since we use it later. Although
his result is applicable to any quantized enveloping algebras associated with simply laced Kac–
Moody Lie algebras, we concentrate only on affine case here.
Let A = Z[q, q−1], UZq (nˆ+) and UZq (gˆ) be the A-forms of Uq(nˆ+) and Uq(gˆ) respectively,
and T the Cartan part of UZq (gˆ) (for the precise definitions, see [18, §2.2]). We denote by UZq (bˆ)
the subring of UZq (gˆ) generated by UZq (nˆ+) and T . For w ∈ Ŵ , let uwΛ be a nonzero element of
weight wΛ in Vq(Λ), and set
V Zq,w(Λ) = UZq (nˆ+).uwΛ,
which is obviously a UZq (bˆ)-module. Taking the classical limit, we have
C ⊗A V Zq,w(Λ) ∼= Vw(Λ),
where A acts on C by letting q act by 1. Joseph has proved the following theorem:
Theorem 4.14. (See [18, Theorem 5.22].) Assume that g is simply laced, and let Λ,Λ′ ∈ P̂+,
and w ∈ Ŵ . Then the UZq (bˆ)-submodule uΛ ⊗A V Zq,w(Λ′) of Vq(Λ)⊗C(q) Vq(Λ′) has a UZq (bˆ)-
module filtration
0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Yk = uΛ ⊗A V Zq,w
(
Λ′
)
such that each subquotient Yi/Yi−1 satisfies
Yi/Yi−1 ∼= V Zq,yi
(
Λi
) for some Λi ∈ P̂+ and yi ∈ Ŵ .
Remark 4.15.
(i) In [18, Theorem 5.22], a given Kac–Moody Lie algebra is assumed to be simply laced, and
this assumption excludes the case where gˆ is of type A(1)1 . In Joseph’s proof, however, this
assumption is only used in [18, Lemma 3.14] to apply a positivity result of Lusztig. We can
check that the proof of this positivity result in [27, §22.1.7] is also applicable to A(1)1 without
any modification, and hence the above theorem is true for any simply laced g.
(ii) Ref. [18, Theorem 5.22] claims only that the above filtration is a UZq (nˆ+)-module filtration. It
is easily seen, however, that this is in fact a UZq (bˆ)-module filtration since each Yi is defined
as an A-span of weight vectors [18, §5.7].
Taking the classical limit, the following result is obtained:
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tion
0 = D0 ⊆ D1 ⊆ · · · ⊆ Dk =D(, λ)[m]
such that each subquotient Di/Di−1 satisfies
Di/Di−1 ∼=D
(
′,μi
)[mi] for some μi ∈ P+ and mi ∈ Zm.
Proof. We shall prove the assertion for ′ =  + 1. The results for general ′ can be obtained
by applying this case repeatedly. Take Λ′ ∈ P̂+ and w ∈ Ŵ so that wΛ′ = w0λ + Λ0 + mδ.
By Theorem 4.14, uΛ0 ⊗ V Zq,w(Λ′) has a UZq (bˆ)-module filtration 0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Yk =
uΛ0 ⊗ V Zq,w(Λ′) such that
Yi/Yi−1 ∼= V Zq,yi
(
Λi
)
for some Λi ∈ P̂+ and yi ∈ Ŵ .
Put Di = C ⊗A Yi for 0 i  k. Then we have
Dk = C ⊗A
(
uΛ0 ⊗A V Zq,w
(
Λ′
))= CΛ0 ⊗C Vw(Λ′)= CΛ0 ⊗C D(, λ)[m],
where CΛ0 denotes a one-dimensional bˆ-module spanned by a vector of weight Λ0 on which nˆ+
acts trivially. Since all Yi and Yi/Yi−1 are free A-modules [18, §5.7], CΛ0 ⊗D(, λ)[m] has the
following bˆ-module filtration
0 = D0 ⊆ D1 ⊆ · · · ⊆ Dk = CΛ0 ⊗D(, λ)[m],
and each successive quotient satisfies Di/Di−1 ∼= Vyi (Λi). Obviously each Λi is of level + 1.
By [18, Theorem 5.9], for each 1  i  k there exists a UZq (gˆ)-submodule Zi of Vq(Λ) ⊗C(q)
Vq(Λ
′) such that
Yi = Zi ∩
(
uΛ0 ⊗A V Zq,w
(
Λ′
))
.
Then since CΛ0 ⊗C D(, λ)[m] is a (Cgd ⊕ CK)-module we see that each Di is a (Cgd ⊕ CK)-
module, and so is Di/Di−1. Hence each Di/Di−1 is isomorphic to D( + 1,μi)[mi] for
some μi ∈ P+ and mi ∈ Z. Each mi obviously satisfies mi  m since wthd D(, λ)[m] ∈ λ −
Q+ + Zmδ. Now the assertion of corollary is proved by restricting these results to Cgd since
CΛ0 is a trivial Cgd -module. 
We define a partial order  on P+ + Zδ by λ1 + m1δ  λ2 + m2δ if λ2 − λ1 ∈ Q+
and m1  m2. Since D(, λ)[m] is U(n− ⊗ C[t])-cyclic, λ1 + m1δ ∈ wthdD(, λ)[m] implies
λ1 +m1δ  λ+mδ. From this we see that {chhd D(, λ)[m] | λ ∈ P+, m ∈ Z} are linearly inde-
pendent for each  ∈ Z>0.
When an hd -weight Cgd -module M has a filtration 0 = D0 ⊆ D1 ⊆ · · · ⊆ Dk = M such that
Di/Di−1 ∼=D(,μi)[mi] for some μi ∈ P+ and mi ∈ Z
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(
M :D(, λ)[m])= #{i ∣∣Di/Di−1 ∼=D(, λ)[m]},
which is independent of the choice of the filtration by the linearly independence of the characters.
4.4. Filtrations on the Weyl modules
Throughout this subsection, we assume that g is non-simply laced. We denote by Dsh(, ν) the
Cgsh-Demazure module and by Dsh(, ν)[m] the Cgshd -Demazure module for ν ∈ P+,  ∈ Z>0
and m ∈ Z.
Lemma 4.17. Let v be the generator of W(λ) in Definition 3.1, and set W = U(Cgshd ).v ⊆ W(λ).
Then W is isomorphic to Dsh(1, λ)[0] as a Cgshd -module.
Proof. By Theorem 3.7, Dsh(1, λ)[0] is isomorphic to the Cgshd -Weyl module W sh(λ). Hence
there exists a surjective homomorphism ϕ :Dsh(1, λ)[0]W of Cgshd -modules by Theorem 3.3.
We need to show that ϕ is injective. In this proof, by V (μ) for μ ∈ P+ we denote the Cgd -
module obtained from Vg(μ) by letting g ⊗ tC[t] ⊕ Cd act trivially. Write λ =∑i∈I λii , and
put p =∑i λi . Let c1, . . . , cp be pairwise distinct complex numbers, and define a Cg-module
W1 by
W1 = V (1)c1 ∗ · · · ∗ V (1)cλ1 ∗ · · · ∗ V (n)cp−λn+1 ∗ · · · ∗ V (n)cp ,
where each V (i) occurs λi times. By the same way as [10, Lemma 5], we can show that there
exists a surjective homomorphism ψ : W(λ)W1 of Cg-modules. It suffices to show that the
homomorphism ψ ◦ ϕ : Dsh(1, λ)[0] → W1 of Cgsh-modules is injective. By Lemma 2.3 and
Lemma 3.11(i), we have
chh(Imψ ◦ ϕ) = Pλ−Qsh+ chhW1 = Pλ−Qsh+
∏
i∈I
chh V (i)λi ,
and using wthV (i) ⊆ i −Q+ we have
Pλ−Qsh+
∏
i∈I
chh V (i)λi =
∏
i∈I
(
Pi−Qsh+ chh V (i)
)λi .
We have from Lemma 2.3 that Pi−Qsh+ chh V (i) = chhU(gsh).vi where vi is a nonzero highest
weight vector, and we can easily see that
U
(
gsh
)
.vi ∼= Vgsh( i) =
{
Vgsh( i) if i ∈ I sh,
Vgsh(0) if i /∈ I sh
K. Naoi / Advances in Mathematics 229 (2012) 875–934 899as gsh-modules. From these equations, we have
dim(Imψ ◦ ϕ) =
∏
i∈I sh
dimVgsh( i)λi .
On the other hand, we have that
dimDsh(1, λ) =
∏
i∈I sh
dimDsh(1, i)λi =
∏
i∈I sh
dimVgsh( i)λi ,
where the first equality follows from [9, Theorem 1] and the second follows from Lemma 3.8.
Hence we have dim(Imψ ◦ ϕ) = dimDsh(1, λ), which implies that ψ ◦ ϕ is injective. Our asser-
tion is proved. 
Let λ ∈ P+. By Corollary 4.16, Dsh(1, λ)[0] has a Cgshd -module filtration 0 = D0 ⊆ D1 ⊆
· · · ⊆ Dk =Dsh(1, λ)[0] such that
Di/Di−1 ∼=Dsh(r, νi)[mi] for some νi ∈ P+ and mi ∈ Z0.
Now we show the following proposition using this filtration, which is the main result of the first
half of this article:
Proposition 4.18. Let μi = ish(νi) + (λ − ish(λ)) for each 1  i  k. Then the Weyl module
W(λ) has a Cgd -module filtration 0 = W0 ⊆ W1 ⊆ · · · ⊆ Wk = W(λ) such that each subquotient
Wi/Wi−1 is a quotient of D(1,μi)[mi].
Proof. By Lemma 4.17, W(λ) ⊇ W = U(Cgshd ).v has a Cgshd -module filtration 0 = X0 ⊆ X1 ⊆
· · · ⊆ Xk = W such that Xi/Xi−1 ∼= Dsh(r, νi)[mi] for 1  i  k. For each i, take xi ∈ Xi so
that the image under the homomorphism Xi  Xi/Xi−1 ∼= Dsh(r, νi)[mi] coincides with the
generator in Proposition 3.6. We may assume that each xi is an hshd -weight vector of weight
νi +miδ. Then each xi satisfies
nsh+ ⊗ C[t].xi ⊆ Xi−1, hsh ⊗ tC[t].xi ⊆ Xi−1, h.xi = 〈νi +miδ,h〉xi for h ∈ hshd ,
and
(
fγ ⊗ t s
)max{0,〈νi ,γ∨〉−rs}+1.xi ∈ Xi−1 for γ ∈ sh+ and s ∈ Z0.
Let us show first that each xi is an h-weight vector of weight μi . Set (hsh)⊥ = {h ∈ h | (h,h1) = 0
for h1 ∈ hsh}, which obviously satisfies h = hsh ⊕ (hsh)⊥ and [(hsh)⊥,Cgshd ] = 0. Then since
xi ∈ U(Cgshd ).v, we have
h.xi = 〈λ,h〉xi for h ∈
(
hsh
)⊥
.
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h ∈ (hsh)⊥ and 〈μi,h〉 = 〈νi, h〉 for h ∈ hsh. Hence it is proved that each xi is an h-weight vec-
tor of weight μi . Now set Wi = U(Cgd).Xi for each i, and let xi be the image of xi under
Wi Wi/Wi−1. Note that we have Wk = W(λ) and
U(Cgd).xi +Wi−1 = U(Cgd).(Cxi +Xi−1) = U(Cgd).Xi = Wi
for each i. Hence to finish the proof, it suffices to show that each xi satisfies the defining relations
of D(1,μi)[mi] in Corollary 4.2. From the relations which xi satisfies, we can see that xi is a
weight vector of weight μi + miδ and satisfies (D4). In order to prove (D1), it suffices to show
that
eγ ⊗ t s .xi = 0 for γ ∈ + \sh+ , s ∈ Z0, (4.13)
which follows since the h-weight of eγ ⊗ t s .xi is μi + γ ∈ λ − Qsh+ + γ and hence μi + γ /∈
λ − Q+. Then (D3) follows since Wi/Wi−1 is finite-dimensional. To prove (D2), it suffices to
show that (
hsh
)⊥ ⊗ tC[t].xi = 0, (4.14)
which is easily checked since xi ∈ U(Cgshd ).v and [(hsh)⊥ ⊗ tC[t],Cgshd ] = 0. 
Remark 4.19. In Section 9, we show that the successive quotients of the given filtration on W(λ)
are actually isomorphic to the Demazure modules.
For F1,F2 ∈ Z[h∗d ], we write F1  F2 if F2 − F1 ∈ Z0[h∗d ]. The above proposition implies
the following corollary:
Corollary 4.20. Let λ ∈ P+, and set λ′ = λ− ish(λ). Then we have
chhd W(λ)
∑
ν∈P+, m∈Z0
(Dsh(1, λ)[0] :Dsh(r, ν)[m]) chhd D(1, ish(ν)+ λ′)[m].
Before ending this section, let us prove the following lemma for later use:
Lemma 4.21. Let λ ∈ P+, m ∈ Z, and set λ′ = λ− ish(λ). Then we have
Pλ−Qsh++Zδ chhd D(1, λ)[m] = e
(
λ′
)
ish chhshd D
sh(r, λ)[m].
Proof. Let v be the generator of D(1, λ)[m] in Corollary 4.2, and set D′ = U(Cgshd ).v. Similarly
as Lemma 2.3, we have
Pλ−Qsh++Zδ chhd D(1, λ)[m] = e
(
λ′
)
ish chhshd D
′.
We see from Proposition 3.6 that D′ is a quotient of Dsh(r, λ)[m] as a Cgsh-module. Hence wed
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Pλ−Qsh++Zδ chhd D(1, λ)[m] e
(
λ′
)
ish chhshd D
sh(r, λ)[m].
In order to show the opposite inequality, it is enough to show in the case m = 0. Here we use the
notation in the proof of Proposition 4.18. Similarly as (4.13) and (4.14), we can show for each
1 i  k that
eγ ⊗ C[t].Xi = 0 for γ ∈ + \sh+ and
(
hsh
)⊥ ⊗ tC[t].Xi = 0,
which implies
Wi = U(Cgd).Xi = U
(
n′− ⊗ C[t]
)
.Xi,
where we set n′− =
⊕
γ∈−\sh− gγ . From this we have
Xi ∩Wi−1 = Xi ∩
(
U
(
n′− ⊗ C[t]
)
.Xi−1
)= Xi−1,
and hence it follows that
Wi/Wi−1 ⊇ U
(Cgshd ).xi = Xi/Xi ∩Wi−1 = Xi/Xi−1 ∼=Dsh(r, νi)[mi].
Similarly as Lemma 2.3, we have
Pλ−Qsh++Zδ chhd Wi/Wi−1 = chhd U
(Cgshd ).xi
= e(μi − ish(μi))ish chhshd Dsh(r, νi)[mi].
Since Wi/Wi−1 is a quotient of D(1,μi)[mi] and μi − ish(μi) = λ− ish(λ) = λ′, we have
Pλ−Qsh++Zδ chhd D(1,μi)[mi] e
(
λ′
)
ish chhshd D
sh(r, νi)[mi].
In particular, we have
Pλ−Qsh++Zδ chhd D(1, λ)[0] e
(
λ′
)
ish chhshd D
sh(r, λ)[0]
since there exists some j such that νj = λ and mj = 0, which is easily seen from the equation∑
1ik
chhshd D
sh(r, νi)[mi] = chhshd D
sh(1, λ)[0]. 
5. Path models
In this section, we review the theory of path models originally introduced by Littelmann
[25,26] (this theory can be applied to any Kac–Moody algebras, but we only state it for affine
ones). We do not review the definition of (abstract) crystals, but refer the reader to [15, §4.5].
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For a, b ∈ R with a < b, we set [a, b] = {t ∈ R | a  t  b}. A path with weight in P̂ is, by
definition, a piecewise linear, continuous map π : [0,1] → hˆ∗
R
= R ⊗Z P̂ such that π(0) = 0,
π(1) ∈ P̂ . We denote by P the set of all paths with weights in P̂ . For π1,π2 ∈ P, define
π1 + π2 ∈ P by (π1 + π2)(t) = π1(t)+ π2(t).
Remark 5.1. In [25] and [26], paths are considered modulo reparametrization. In this article,
however, we do not do this since there is no need to do so. Indeed, it can be checked that all the
results in [25] and [26] used in this article still hold in this setting.
Let π ∈ P. A pair (μ,σ ) of a sequence μ : μ1,μ2, . . . ,μN of elements of hˆ∗R and a sequence
σ : 0 = σ0 < σ1 < · · · < σN = 1 of real numbers is called an expression of π if the following
equation holds
π(t) =
p−1∑
p′=1
(σp′ − σp′−1)μp′ + (t − σp−1)μp for t ∈ [σp−1, σp], 1 p N.
In this case, we write π = (μ,σ ).
For π ∈ P and i ∈ Î , define Hπi : [0,1] → R and mπi ∈ R by
Hπi (t) =
〈
π(t), α∨i
〉
, mπi = min
{
Hπi (t)
∣∣ t ∈ [0,1]}.
Denote by Pint the subset of P consisting of paths π such that for every i ∈ I , all local minimums
of Hπi are integers.
Littelmann introduced root operators e˜i , f˜i (i ∈ Î ) on P in [25] and [26] (in these articles,
they are denoted by eα, fα). Here for simplicity, we recall their actions only on elements of Pint,
which are enough for this article since all the paths we consider below belong to Pint. For π ∈ Pint
and i ∈ Î , we define e˜iπ as follows: if mπi = 0, then e˜iπ = 0 where 0 is an additional element
corresponding to ‘0’ in the theory of crystals. If mπi −1, then e˜iπ ∈ P is given by
(e˜iπ)(t) =
⎧⎨⎩
π(t) for t ∈ [0, t0],
π(t0)+ si(π(t)− π(t0)) for t ∈ [t0, t1],
π(t)+ αi for t ∈ [t1,1],
where we set
t1 = min
{
t ∈ [0,1] ∣∣Hπi (t) = mπi },
t0 = max
{
t ∈ [0, t1]
∣∣Hπi (t) = mπi + 1}.
Similarly, we define f˜iπ ∈ P∪{0} as follows: if Hπi (1) = mπi , then f˜iπ = 0. If Hπi (1)mπi +1,
then f˜iπ is given by
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⎧⎨⎩
π(t) for t ∈ [0, t0],
π(t0)+ si(π(t)− π(t0)) for t ∈ [t0, t1],
π(t)− αi for t ∈ [t1,1],
where we set
t0 = max
{
t ∈ [0,1] ∣∣Hπi (t) = mπi },
t1 = min
{
t ∈ [t0,1]
∣∣Hπi (t) = mπi + 1}.
We set wt(π) = π(1) ∈ P̂ for π ∈ Pint, and define εi : Pint → Z0 and ϕi : Pint → Z0 for i ∈ Î
by
εi(π) = max
{
k ∈ Z0
∣∣ e˜ki π = 0}, ϕi(π) = max{k ∈ Z0 ∣∣ f˜ ki π = 0}.
Theorem 5.2. (See [26, §2].) Let B be a subset of Pint such that e˜iB ⊆ B∪{0} and f˜iB ⊆ B∪{0}
for all i ∈ Î . Then B, together with the root operators e˜i , f˜i for i ∈ Î and the maps wt, εi, ϕi for
i ∈ Î , becomes a Uq(gˆ)-crystal [15, Definition 4.5.1]. Moreover we have
εi(π) = −mπi , ϕi(π) = Hπi (1)−mπi for π ∈ B and i ∈ Î . (5.1)
The following lemma is easily checked from the definition of the root operators.
Lemma 5.3. Let π ∈ Pint, i ∈ Î , and 0 < u 1 a real number.
(i) If π satisfies Hπi (t)mπi + 1 for all t ∈ [0, u], then we have
e˜iπ(t) = π(t) for all t ∈ [0, u].
(ii) Let M ∈ Z0. If π satisfies
f˜i (π) = 0, Hπi (t)−M for all t ∈ [0, u], and Hπi (u) = −M,
then we have
f˜iπ(t) = π(t) for all t ∈ [0, u].
Assume that a subset B ⊆ Pint satisfies the assumption of Theorem 5.2. For each i ∈ Î , we
define Si : B → B by
Si(π) =
{
f˜ i π if  = 〈π(1), α∨i 〉 0,
e˜−i π if  = 〈π(1), α∨i 〉 < 0.
Theorem 5.4. (See [26, Theorem 8.1].) The map si 	→ Si on the simple reflections of Ŵ extends
to a unique group action of Ŵ on B : w 	→ Sw .
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Si(π)(t) = si
(
π(t)
) for all t ∈ [0,1].
Proof. Assume that Hπi is non-decreasing. Then we have ϕi(π) = Hπi (1) ∈ Z0 by (5.1). Put
M = ϕi(π), and define σk ∈ [0,1] for each k ∈ {0, . . . ,M} by
σk = max
{
t ∈ [0,1] ∣∣Hπi (t) = k}.
Then we have 0 σ0 < σ1 < · · · < σM = 1, and we can show inductively from the definition of
f˜i that
f˜ ki π(t) =
{
si(π(t)) for t ∈ [0, σk],
π(t)− kαi for t ∈ [σk,1].
Hence f˜ Mi π(t) = si(π(t)) holds for all t ∈ [0,1]. When Hπi is non-increasing, the assertion is
proved similarly. 
We recall the definition of a concatenation of paths in P (cf. [26, §1]). For π1,π2 ∈ P, we
define their concatenation π1 ∗ π2 ∈ P by
(π1 ∗ π2)(t) =
{
π1(2t) if t ∈ [0, 12 ],
π1(1)+ π2(2t − 1) if t ∈ [ 12 ,1].
It is obvious that if π1,π2 ∈ Pint, then π1 ∗ π2 ∈ Pint. For the notational convenience, we set
0 ∗ π = π ∗ 0 = 0 for any π ∈ P.
Lemma 5.6. (See [26, Lemma 2.7].) For π1,π2 ∈ Pint and i ∈ Î , we have
e˜i (π1 ∗ π2) =
{
(e˜iπ1) ∗ π2 if ϕi(π1) εi(π2),
π1 ∗ (e˜iπ2) if ϕi(π1) < εi(π2), (5.2)
and
f˜i (π1 ∗ π2) =
{
(f˜iπ1) ∗ π2 if ϕi(π1) > εi(π2),
π1 ∗ (f˜iπ2) if ϕi(π1) εi(π2).
(5.3)
This lemma implies the following:
Proposition 5.7. Assume that two subsets B1,B2 of Pint satisfy the assumption of Theorem 5.2.
Set
B1 ∗ B2 = {π1 ∗ π2 | π1 ∈ B1, π2 ∈ B2} ⊆ Pint.
Then B1 ∗B2 also satisfies the assumption of Theorem 5.2, and B1 ∗ B2 is isomorphic to B1 ⊗ B2
as a Uq(gˆ)-crystal (see [15, Definition 4.5.3] for a tensor product of crystals), where the isomor-
phism is given by π1 ∗ π2 	→ π1 ⊗ π2.
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some p ∈ Z0 such that
e˜
p+1
i (π1 ∗ π2) = (e˜iπ1) ∗
(
e˜
p
i π2
)
and e˜pi π2 = 0.
Proof. We can see from (5.2) that p = max{0, εi(π2)− ϕi(π1)} satisfies the assertion. 
5.2. Relations between crystal bases and path models
The crystal bases of Uq(gˆ)-modules and U ′q(gˆ)-modules are typical and very important exam-
ples of crystals (see [15, Chapter 4]). In this subsection, we review some realizations of crystal
bases using path models.
We prepare some notation. For a Uq(gˆ)-crystal B and an element b ∈ B, we denote by C(b) the
connected component of B containing b, that is, the subset of B consisting of elements obtained
from b by applying Kashiwara operators several times. Note that C(b) is a connected Uq(gˆ)-
crystal. For λ ∈ P̂ , denote by πλ the straight line path πλ(t) = tλ, and write
B0(λ) = C(πλ).
It is known that B0(λ) ⊆ Pint for all λ ∈ P̂ [26, Lemma 4.5(d) and Corollary 2]. It is easily seen
from the definition of the root operators that for any π = (μ1, . . . ,μN ;σ) ∈ B0(λ), we have
μj ∈ Ŵλ for all 1 j N .
It is well known that the integrable highest weight Uq(gˆ)-module Vq(Λ) of highest weight
Λ ∈ P̂+ has a crystal basis, which we denote by B(Λ). Let bΛ denote the highest weight element
of B(Λ). From the construction of B(Λ) [15, Chapter 5], it follows that
B(Λ) = {f˜i1 · · · f˜is bΛ | s  0, ik ∈ Î } \ {0}, (5.4)
and
{
b ∈ B(Λ) ∣∣ e˜ib = 0 for all i ∈ Î }= {bΛ}. (5.5)
Theorem 5.9. Let Λ ∈ P̂+.
(i) ([26, §7]) If π ∈ P satisfies mπi = 0 for all i ∈ Î and π(1) = Λ, then there exists a unique
isomorphism of Uq(gˆ)-crystals from C(π) to B0(Λ) which maps π to πΛ.
(ii) ([21,17]) There exists a unique isomorphism of Uq(gˆ)-crystals from B0(Λ) to B(Λ) which
maps πΛ to bΛ.
Corollary 5.10. If π ∈ P satisfies mπi = 0 for all i ∈ Î and π(1) = Λ ∈ P̂+, then there exists a
unique isomorphism of Uq(gˆ)-crystals from C(π) to B(Λ) which maps π to bΛ.
Remark 5.11. It is known that B0(Λ) with Λ ∈ P̂+ coincides with the set B(Λ) of all
Lakshmibai–Seshadri paths (LS paths for short) of shape Λ [26]. We do not recall the defini-
tion of LS paths here, since we do not need it in this article.
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the weight lattice of U ′q(gˆ). A path with weight in P̂cl is a piecewise linear, continuous map
η : [0,1] → R ⊗Z P̂cl such that η(0) = 0, η(1) ∈ P̂cl. Let Pcl denote the set consisting of paths
with weights in P̂cl. We define an expression of η ∈ Pcl similarly as that of a path with weight
in P̂ . For ξ ∈ P̂cl, denote by ηξ ∈ Pcl the straight line path ηξ (t) = tξ .
For π ∈ P, cl(π) ∈ Pcl is defined by cl(π)(t) = cl(π(t)) for t ∈ [0,1]. For λ ∈ P+(⊆ P̂ ), we
define a subset B(λ)cl ⊆ Pcl by
B(λ)cl =
{
cl(π)
∣∣ π ∈ B0(λ)},
which is known to be a finite set. Now we define a U ′q(gˆ)-crystal structure on B(λ)cl. Define a
weight map wt : B(λ)cl → P̂cl by wt(η) = η(1), root operators e˜i , f˜i : B(λ)cl → B(λ)cl ∪ {0} for
i ∈ Î by
e˜i
(
cl(π)
)= cl(e˜iπ), f˜i(cl(π))= cl(f˜iπ),
where cl(0) is understood as 0, and εi, ϕi : B(λ)cl → Z0 for i ∈ Î by εi(cl(π)) = εi(π),
ϕi(cl(π)) = ϕi(π). These maps are all well defined, and B(λ)cl together with these maps be-
comes a finite U ′q(gˆ)-crystal [31, §3.3].
Remark 5.12. For λ ∈ P+, B0(λ) does not necessarily coincide with the set B(λ) of all LS paths
of shape λ. However, it is known that the set {cl(π) | π ∈ B(λ)} coincides with B(λ)cl defined
above [32, Lemma 4.5(1)]. This is why we use the notation ‘B(λ)cl’ in stead of ‘B0(λ)cl’.
In [22, §5.2], Kashiwara introduced a finite-dimensional irreducible integrable U ′q(gˆ)-module
Wq(i) for each i ∈ I called a level zero fundamental representation, and proved that it has a
crystal basis. We denote the crystal basis of Wq(i) by B(Wq(i)). The following facts were
verified by Naito and Sagaki:
Theorem 5.13.
(i) ([30, Theorem 3.2]) Let λ =∑i∈I λii ∈ P+. Then there exists a unique isomorphism of
U ′q(gˆ)-crystals from B(λ)cl to
⊗
i∈I B(i)
⊗λi
cl (which does not depend on the choice of the
ordering of the tensor factors up to isomorphism).
(ii) ([31, Corollary of Theorem 1]) For all i ∈ I , B(i)cl is isomorphic to B(Wq(i)) as a
U ′q(gˆ)-crystal.
5.3. Degree function on B(λ)cl
For π = (μ1, . . . ,μN ;σ) ∈ P, we call μ1 ∈ R⊗Z P̂ the initial direction of π (which does not
depend on the choice of an expression), and denote the initial direction of π by ι(π). The initial
direction of η ∈ Pcl is defined similarly, and denoted by ι(η) ∈ R ⊗Z P̂cl. Note that ι(cl(π)) =
cl(ι(π)) holds.
For λ ∈ P+, let dλ be the nonnegative integer satisfying
Ŵλ∩ (λ+ Zδ) = λ+ dλZδ.
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Ŵλ = Wλ+ dλZδ. (5.6)
Lemma 5.14. Let λ ∈ P+.
(i) For any π ∈ B0(λ), we have wt(π) ∈ λ−Q+ + Zδ.
(ii) For any η ∈ B(λ)cl, we have wt(η) ∈ cl(λ−Q+).
Proof. Let (μ1, . . . ,μN ;σ) be an expression of π . Since μj ∈ Ŵλ ⊆ Wλ+Zδ ⊆ λ−Q+ +Zδ
for each j , we have
wt(π) =
N∑
p=1
(σp − σp−1)μp ∈ λ−
∑
i∈I
R0αi + Rδ.
On the other hand, we have wt(π) ∈ λ +∑i∈Î Zαi = λ + Q + Zδ by the definition of B0(λ).
Hence (i) follows. The assertion (ii) obviously follows from (i). 
Lemma 5.15. Let η ∈ B(λ)cl.
(i) For arbitrary π ∈ B0(λ)∩ cl−1(η), we have
B0(λ)∩ cl−1(η) = {π + πkdλδ | k ∈ Z}.
(ii) Assume μ ∈ Ŵλ satisfies cl(μ) = ι(η). Then there exists a unique element π ′ ∈ B0(λ) ∩
cl−1(η) such that ι(π ′) = μ.
Proof. The assertion (i) is just [30, Lemma 4.5]. Let us prove the assertion (ii). Let π be an
arbitrary element of B0(λ)∩ cl−1(η). Since cl(ι(π)) = ι(η) = cl(μ) and ι(π) ∈ Ŵλ, there exists
some s ∈ Z such that ι(π) = μ+ sdλδ by (5.6). Then by (i), π − πsdλδ is the unique element of
B0(λ)∩ cl−1(η) whose initial direction is μ. The assertion is proved. 
Now we recall the definition of the degree function on B(λ)cl (λ ∈ P+) introduced in [33]. Let
icl : P̂cl → P̂ be the unique section of cl satisfying icl(P̂cl) = P +ZΛ0. For η ∈ B(λ)cl, we denote
by πη the element in B0(λ)∩ cl−1(η) such that ι(πη) ∈ Wλ, which is unique by Lemma 5.15(ii),
and define Deg(η) ∈ Z by an integer satisfying
wt(πη) = icl ◦ wt(η)− δ Deg(η).
We call Deg(η) the degree of η. By [33, Lemma 3.1.1], Deg(η) 0 follows for all η ∈ B(λ)cl.
Remark 5.16. The main theorem in [33] says that the degree function on B(λ)cl where λ =∑
i∈I λii can be identified with the energy function (see [13,14]) on
⊗
i∈I B(Wq(i))⊗λi up
to some constant through the isomorphism given in Theorem 5.13.
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wtP̂ (η) = wt(πη) = icl ◦ wt(η)− δ Deg(η) ∈ P̂ .
We call wtP̂ (η) the P̂ -weight of η.
Remark 5.17. By the definition of πη, we have{
πη
∣∣ η ∈ B(λ)cl}= {π ∈ B0(λ) ∣∣ ι(π) ∈ P }.
Hence it follows that∑
η∈B(λ)cl
e
(
wtP̂ (η)
)= ∑
η∈B(λ)cl
e
(
wt(πη)
)= ∑
π∈B0(λ)
ι(π)∈P
e
(
wt(π)
)
.
Lemma 5.18. The following statements hold for every η ∈ B(λ)cl, where π0 is understood as 0.
(i) We have e˜iπη = πe˜iη and f˜iπη = πf˜iη for i ∈ I .
(ii) If e˜0η = 0, then we have f˜0πη = πf˜0η .
Proof. (i) By the definition of the root operator, we have ι(e˜iπη) = ι(πη) or ι(e˜iπη) = si ι(πη).
Hence ι(e˜iπη) ∈ Wλ follows. Then since
cl(e˜iπη) = e˜icl(πη) = e˜iη,
e˜iπη = πe˜iη holds by definition. The proof of f˜iπη = πf˜iη is similar. (ii) If f˜0η = 0, (ii) follows
since f˜0η = cl(f˜0πη). Assume f˜0η = 0, which also implies f˜0πη = 0. Then it follows from the
assumption and [25, Lemma 5.3] that
ι(f˜0πη) = ι(πη) ∈ Wλ.
From this and cl(f˜0πη) = f˜0η, f˜0πη = πf˜0η holds by definition. 
6. Decomposition of B(Λ)⊗B0(λ)
Throughout this section, we assume that Λ ∈ P̂+ \ Zδ and λ ∈ P+. Our goal in this section is
to show that B(Λ)⊗B0(λ) is isomorphic to a direct sum of the crystal bases of integrable highest
weight Uq(gˆ)-modules. This result is motivated by the tensor product rule in [26] (see also [12]).
6.1. Technical lemmas
Here we prepare several technical lemmas.
Lemma 6.1. Let u be a real number such that 0 < u 1, and assume that π ∈ B0(λ) satisfies
Hπi (t)−
〈
Λ,α∨i
〉 for all t ∈ [0, u], i ∈ Î . (6.1)
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e˜iπ(t) = π(t) for all t ∈ [0, u]. (6.2)
(ii) For any sequence i1, . . . , ik of elements of Î such that e˜i1 · · · e˜ik (πΛ ∗ π) = 0, we have
e˜i1 · · · e˜ikπ = 0 and
e˜i1 · · · e˜ikπ(t) = π(t) for all t ∈ [0, u].
Proof. It suffices to show (i) only since (ii) follows inductively from (i). Since e˜i (πΛ ∗ π) = 0
we have mπΛ∗πi  −1, which implies from the definition of the concatenation that mπi −〈Λ,α∨i 〉 − 1. Hence e˜iπ = 0 follows, and Lemma 5.3(i) together with the assumption (6.1)
implies (6.2). 
Lemma 6.2. There exist a positive integer N and a sequence of real numbers σ : 0 = σ0 < σ1 <
· · · < σN = 1 such that any π ∈ B0(λ) has a unique expression in the form (μ1, . . . ,μN ;σ).
Proof. Since the set {πη | η ∈ B(λ)cl} is finite, it is easily seen that there exist a positive integer N
and a sequence of real numbers σ : 0 = σ0 < σ1 < · · · < σN = 1 such that for any η ∈ B(λ)cl,
πη has an expression in the form (μ1, . . . ,μN ;σ). Note that we have
B0(λ) =
{
πη + πkdλδ
∣∣ η ∈ B(λ)cl, k ∈ Z}
by Lemma 5.15 and
(μ1, . . . ,μN ;σ)+ πkdλδ = (μ1 + kdλδ, . . . ,μN + kdλδ;σ).
Hence any π ∈ B0(λ) has an expression in the form (μ1, . . . ,μN ;σ). Since the uniqueness is
obvious, the assertion is proved. 
If a sequence σ : 0 = σ0 < · · · < σN = 1 satisfies the condition of this lemma, we say that σ
is sufficiently fine for λ.
Remark 6.3. Assume that σ is sufficiently fine for λ. Then for any π ∈ B0(λ), it is obvious that
the function Hπi (t) is strictly increasing, strictly decreasing, or constant on each [σp,σp+1].
Lemma 6.4. Assume that σ : 0 = σ0 < · · · < σN = 1 is sufficiently fine for λ. Then for any
π ∈ B0(λ), i ∈ Î and M ∈ Z0, we have
max
{
u ∈ [0,1] ∣∣Hπi (t)−M for all t ∈ [0, u]} ∈ {σ0, σ1, . . . , σN }.
Proof. Set
u0 = max
{
u ∈ [0,1] ∣∣Hπ(t)−M for all t ∈ [0, u]},i
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of u0 and the assumption that σ is sufficiently fine, we have that
Hπi (σp) > −M, Hπi (u0) = −M and Hπi (σp+1) < −M.
Let q = −M −mπi . We have from (5.1) that
m
e˜ri π
i −M − 1 for r < q and me˜
q
i π = −M.
From this and Hπi (t)−M for all t ∈ [0, u0], we can show inductively using Lemma 5.3(i) that
e˜
q
i π(t) = π(t) for all t ∈ [0, u0].
Hence we have He˜
q
i π
i (σp) > −M and H
e˜
q
i π
i (u0) = −M . On the other hand, we have
H
e˜
q
i π
i (σp+1)  −M since m
e˜
q
i π
i = −M , which contradicts the assumption that σ is sufficiently
fine. Hence the lemma follows. 
For a subset J of Î , we denote by ŴJ the subgroup of Ŵ generated by simple reflections
{si | i ∈ J }. It is well known that ŴJ is finite if J is proper.
Lemma 6.5. Let J be a proper subset of Î . Then for any π ∈ B0(λ), the set {e˜i1 · · · e˜is π | s  0,
ik ∈ J } \ {0} is finite.
Proof. Assume that σ : 0 = σ0 < · · · < σN = 1 is sufficiently fine for λ, and let (μ1, . . . ,μN ;σ)
be the expression of π . By the definition of root operators and the sufficiently fineness of σ , it
follows that
{e˜i1 · · · e˜is π | s  0, ik ∈ J } \ {0} ⊆
{
(w1μ1, . . . ,wNμN ;σ)
∣∣wj ∈ ŴJ }.
Since ŴJ is a finite set so is the right-hand side, which proves the assertion. 
Lemma 6.6. For any π ∈ B0(λ) and u ∈ [0,1], a subset {i ∈ Î | Hπi (u) = −〈Λ,α∨i 〉} of Î is
proper.
Proof. Let (μ1, . . . ,μs;σ) be an expression of π . Recall that if σp−1  u σp , we have
π(u) =
∑
1p′p−1
(σp′ − σp′−1)μp′ + (u− σp−1)μp.
Since μj ∈ Ŵλ = Wλ+ dλZδ, 〈μj ,K〉 = 0 holds for all 1 j  s. Hence 〈π(u),K〉 = 0 holds.
Then we have 〈
π(u)+Λ,K〉= 〈Λ,K〉 > 0,
which implies 〈π(u)+Λ,α∨i 〉 = 0 for some i ∈ Î . The assertion is proved. 
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Set
B0(λ)
Λ = {π ∈ B0(λ) ∣∣mπi −〈Λ,α∨i 〉 for all i ∈ Î }.
Note that Λ+ π0(1) ∈ P̂+ if π0 ∈ B0(λ)Λ.
Proposition 6.7. We have
B0(Λ) ∗ B0(λ) =
⊕
π0∈B0(λ)Λ
C(πΛ ∗ π0).
Proof. If π0 ∈ B0(λ)Λ, πΛ ∗ π0 satisfies mπΛ∗π0i = 0 for all i ∈ Î , which implies by Corol-
lary 5.10 that there exists an isomorphism of Uq(gˆ)-crystals from C(πΛ ∗ π0) to B(Λ + π0(1))
that maps πΛ ∗ π0 to bΛ+π0(1). From this isomorphism and (5.5), we have that{
π ∈ C(πΛ ∗ π0)
∣∣ e˜iπ = 0 for all i ∈ Î }= {πΛ ∗ π0},
which implies that a sum
⋃
π0∈B0(λ)Λ C(πΛ ∗ π0) is disjoint. Hence we have
B0(Λ) ∗ B0(λ) ⊇
⊕
π0∈B0(λ)Λ
C(πΛ ∗ π0).
We need to show the opposite containment. By Lemma 5.8, we can see for arbitrary π1 ∗ π2 ∈
B0(Λ) ∗ B0(λ) that there exists a sequence j1, . . . , js of elements of Î such that
e˜j1 · · · e˜js (π1 ∗ π2) = πΛ ∗ π ′2 for some π ′2 ∈ B0(λ).
Hence to show the opposite containment, it suffices to show for any π2 ∈ B0(λ) that there exists
a sequence i1, . . . , ik of elements of Î such that
e˜i1 · · · e˜ik (πΛ ∗ π2) = πΛ ∗ π0 for some π0 ∈ B0(λ)Λ.
Let σ : 0 = σ0 < σ1 < · · · < σN = 1 be a sufficiently fine sequence for λ. By Lemma 6.4, there
exists some 0 p0 N such that
σp0 = max
{
u ∈ [0,1] ∣∣Hπ2i (t)−〈Λ,α∨i 〉 for all t ∈ [0, u], i ∈ Î }.
We shall show the above assertion by the descending induction on p0. If p0 = N , we have
π2 ∈ B0(λ)Λ and there is nothing to prove. Assume p0 <N , and set
J = {i ∈ Î ∣∣Hπ2i (σp0) = −〈Λ,α∨i 〉},
which is a proper subset of Î by Lemma 6.6. It obviously follows that
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e˜i1 · · · e˜is (πΛ ∗ π2)
∣∣ s  0, ik ∈ J} \ {0}
⊆ πΛ ∗ {e˜i1 · · · e˜is π2 | s  0, ik ∈ J } \ {0},
and since the right-hand side is a finite set by Lemma 6.5, so is the left-hand side. Hence we can
see by weight consideration that there exists
πΛ ∗ π ′2 ∈
{
e˜i1 · · · e˜is (πΛ ∗ π2)
∣∣ s  0, ik ∈ J} \ {0}
such that
e˜i
(
πΛ ∗ π ′2
)= 0 for all i ∈ J. (6.3)
Note that we have from Lemma 6.1(ii) and the definition of p0 that
π ′2(t) = π2(t) for all t ∈ [0, σp0]. (6.4)
Let 0 p′0 N be an integer such that
σp′0 = max
{
u ∈ [0,1] ∣∣Hπ ′2i (t)−〈Λ,α∨i 〉 for all t ∈ [0, u], i ∈ Î }.
We have mπΛ∗π
′
2
i = 0 for i ∈ J by (6.3), which implies that H
π ′2
i (t)−〈Λ,α∨i 〉 for all i ∈ J and
t ∈ [0,1]. On the other hand if i ∈ Î \ J , we have from (6.4) and the definition of J that
H
π ′2
i (t)−
〈
Λ,α∨i
〉
for all t ∈ [0, σp0] and Hπ
′
2
i (σp0) > −
〈
Λ,α∨i
〉
.
Hence we have p′0 > p0, which together with the induction hypothesis completes the proof of
the assertion. Now the proposition is proved. 
By Proposition 5.7, Theorem 5.9 and Corollary 5.10, the above proposition implies the fol-
lowing corollary. This is some sort of generalization of [12, Theorem 1.6] in which g = sl+1
and λ = m1 are assumed, and [29, Theorem 4.3.2] in which g is general and λ is a minuscule
fundamental weight.
Corollary 6.8. We have
B(Λ)⊗ B0(λ) ∼−→
⊕
π0∈B0(λ)Λ
B(Λ+ π0(1))
as Uq(gˆ)-crystals, where the given isomorphism maps bΛ ⊗ π0 for each π0 ∈ B0(λ)Λ to
bΛ+π0(1) ∈ B(Λ+ π0(1)).
Note that we have shown the following fact in the proof of Proposition 6.7, which is used
again in the next section:
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0 p0 N be an integer such that
σp0 = max
{
u ∈ [0,1] ∣∣Hπ2i (t)−〈Λ,α∨i 〉 for all t ∈ [0, u], i ∈ Î },
and assume p0 <N . Let J = {i ∈ Î | Hπ2i (σp0) = −〈Λ,α∨i 〉}. Then there exists π ′2 ∈ B0(λ) such
that
πΛ ∗ π ′2 ∈
{
e˜i1 · · · e˜is (πΛ ∗ π2)
∣∣ s  0, ik ∈ J} \ {0}
and p′0 > p0, where p′0 denotes the integer defined by
σp′0 = max
{
u ∈ [0,1] ∣∣Hπ ′2i (t)−〈Λ,α∨i 〉 for all t ∈ [0, u], i ∈ Î }.
7. Relations among Demazure crystals, B0(λ) and B(λ)cl
7.1. Demazure crystals
For a Uq(gˆ)-crystal B and a subset C ⊆ B, we define a subset FiC of B for i ∈ Î by
FiC =
{
f˜ ki b
∣∣ b ∈ C, k  0} \ {0},
and for a sequence i : i1, i2, . . . , im of elements of Î , we define FiC by
FiC =Fi1Fi2 · · ·FimC.
For the notational convenience, we set F∅C = C and Fib =Fi{b} for b ∈ B.
Let Λ ∈ P̂+, w ∈ Ŵ , and w = si1 · · · sim a reduced expression.
Proposition 7.1. (See [20].) The subset
Bw(Λ) =Fi1,...,imbΛ ⊆ B(Λ)
is independent of the choice of the reduced expression.
Definition 7.2. We call Bw(Λ) the Demazure crystal associated with Λ and w. (Note that Bw(Λ)
does not have a Uq(gˆ)-crystal structure.)
Demazure crystals are known to have the following properties:
Proposition 7.3. (See [20].)
(i) For any i ∈ Î , we have e˜iBw(Λ) ⊆ Bw(Λ)∪ {0}.
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chhˆ Vw(Λ) =
∑
b∈Bw(Λ)
e
(
wt(b)
)
.
Lemma 7.4.
(i) For any i ∈ Î and w ∈ Ŵ , we have
FiBw(Λ) =
{Bsiw(Λ) if siw > w,
Bw(Λ) if siw < w.
(ii) For an arbitrary sequence i : i1, . . . , im of elements of Î , there exists some w ∈ Ŵ such that
FibΛ = Bw(Λ).
Proof. If siw > w, (i) follows by definition. If siw < w, then w has a reduced expression in the
form w = sisj1 · · · sjm by the exchange condition [19, Lemma 3.11], and hence (i) follows since
FiBw(Λ) =FiFi,j1,...,jmbΛ =Fi,j1,...,jmbΛ = Bw(Λ).
The assertion (ii) can be shown inductively from (i). 
Proposition 7.5. Let J be a proper subset of Î , and i : i1, . . . , im a sequence of Î . We assume
that there exists some 1m′ m such that ik ∈ J for all 1 k m′ and si1 · · · sim′ is a reduced
expression of the longest element of ŴJ . Then there exists some element w ∈ Ŵ satisfying
FibΛ = Bw(Λ), and
〈
wΛ,α∨i
〉
 0 for all i ∈ J.
Moreover, this Demazure crystal Bw(Λ) satisfies
f˜iBw(Λ) ⊆ Bw(Λ)∪ {0} for all i ∈ J. (7.1)
Proof. It suffices to show that there exists w ∈ Ŵ satisfying
FibΛ = Bw(Λ), and siw < w for all i ∈ J. (7.2)
Indeed if this is true, since siw < w if and only if w−1αi is a negative root of ̂ [19, Lemma 3.11],
it follows that 〈
wΛ,α∨i
〉= 〈Λ,w−1α∨i 〉 0 for i ∈ J,
and (7.1) also follows from Lemma 7.4(i). We shall show by the descending induction on k that
there exists an element wk ∈ Ŵ for each 1 k m′ + 1 satisfying the following two conditions:
Fik,...,imbΛ = Bwk (Λ) holds, and wk has a reduced expression in the form
wk = si · · · si ′ sj · · · sj for some  ∈ Z0, j1, . . . , j ∈ Î .k m 1 
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from Lemma 7.4(ii) since the second condition is trivial in this case. Assume k  m′. By the
induction hypothesis, wk+1 has a reduced expression in the form wk+1 = sik+1 · · · sim′ sj1 · · · sj .
If sikwk+1 >wk+1, wk = sikwk+1 obviously satisfies the required conditions since we have
Fik,...,imbΛ =FikBwk+1(Λ) = Bsik wk+1(Λ)
by Lemma 7.4(i). Assume that sikwk+1 < wk+1. Then by the exchange condition, there exists
some k + 1 p m′ such that
sik sik+1 · · · sip−1 = sik+1 · · · sip ,
or there exists some 1 q   such that
sik sik+1 · · · sim′ sj1 · · · sjq−1 = sik+1 · · · sim′ sj1 · · · sjq .
However the first case cannot occur since si1 · · · sim′ is reduced, and hence the second case occurs.
Then
wk+1 = sik sik+1 · · · sim′ sj1 · · · sjq−1sjq+1 · · · sj
is a reduced expression of wk+1. Since we have from Lemma 7.4(i) that
Fik,...,imbΛ =FikBwk+1(Λ) = Bwk+1(Λ),
wk = wk+1 satisfies the required conditions, and the assertion is proved. 
7.2. Demazure crystal decomposition of bΛ ⊗ B0(λ)
Throughout the rest of this section, we assume that Λ ∈ P̂+ \ Zδ, λ ∈ P+ and a sequence of
real numbers σ : 0 = σ0 < · · · < σN = 1 is sufficiently fine for λ. Denote by ÎΛ the proper subset
of Î defined by
ÎΛ =
{
i ∈ Î ∣∣ 〈Λ,α∨i 〉= 0}.
This subsection is devoted to show the following proposition. The proof is carried out in the
similar line as [24, Proposition 12].
Proposition 7.6. For each π0 ∈ B0(λ)Λ, there exists some wπ0 ∈ Ŵ such that the image of a
subset bΛ ⊗ B0(λ) of B(Λ) ⊗ B0(λ) under the isomorphism given in Corollary 6.8 coincides
with the disjoint union of the Demazure crystals∐
π0∈B0(λ)Λ
Bwπ0
(
Λ+ π0(1)
)
.
Moreover, each wπ0 satisfies 〈wπ0(Λ+ π0(1)), α∨i 〉 0 for all i ∈ ÎΛ.
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for all i ∈ J that
Hπi (t)−
〈
Λ,α∨i
〉 for all t ∈ [0, u] and Hπi (u) = −〈Λ,α∨i 〉. (7.3)
(i) For i ∈ J such that f˜i (πΛ ∗ π) = 0, we have
f˜i (πΛ ∗ π) = πΛ ∗ f˜iπ and f˜iπ(t) = π(t) for all t ∈ [0, u].
(ii) For a sequence i1, . . . , is of elements of J such that f˜i1 · · · f˜is (πΛ ∗ π) = 0, we have
f˜i1 · · · f˜ik (πΛ ∗ π) = πΛ ∗ (f˜i1 · · · f˜ikπ) and f˜i1 · · · f˜ikπ(t) = π(t) for all t ∈ [0, u].
Proof. It suffices to show (i) only since (ii) can be proved inductively from this. We have from
(5.1) and (7.3) that
ϕi(πΛ) =
〈
Λ,α∨i
〉
and εi(π) = −mπi 
〈
Λ,α∨i
〉
.
Hence f˜i (πΛ ∗ π) = πΛ ∗ f˜iπ follows by (5.3). From Lemma 5.3(ii) and (7.3), f˜iπ(t) = π(t)
follows for all t ∈ [0, u], and (i) is proved. 
For each π0 ∈ B0(λ)Λ, we define a sequence iπ0 of elements of Î as follows. For 0  p 
N − 1, set
Jp = {i ∈ Î ∣∣Hπ0i (σp) = −〈Λ,α∨i 〉}.
Note that Jp is a proper subset by Lemma 6.6, and hence ŴJp is finite. When Jp = ∅, fix a se-
quence ip : ip1 , . . . , ipmp of elements of Jp so that sip1 . . . sipmp is a reduced expression of the longest
element of ŴJp . When Jp = ∅ we set ip = ∅. Then a sequence iπ0 is defined by i0, i1, . . . , iN−1.
The following lemma is essential for the proof of Proposition 7.6:
Lemma 7.8. For π0 ∈ B0(λ)Λ, we have
C(πΛ ∗ π0)∩
(
πΛ ∗ B0(λ)
)=Fiπ0 (πΛ ∗ π0).
Proof. For 0 p N , set ip = ip, ip+1, . . . , iN−1 and
B0(λ)
p = {π ∈ B0(λ) ∣∣ π(t) = π0(t) for all t ∈ [0, σp]}.
We shall show by the descending induction on p that
C(πΛ ∗ π0)∩
(
πΛ ∗ B0(λ)p
)=Fip (πΛ ∗ π0),
which for p = 0 is the assertion of the lemma. If p = N , there is nothing to prove. Assume
p <N . Since
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follows by the induction hypothesis, in order to show the containment ⊇ it suffices to show that
πΛ ∗ B0(λ)p ⊇Fip
(
πΛ ∗ B0(λ)p+1
)
.
Let π ∈ B0(λ)p+1. Since Hπi (t) = Hπ0i (t) for all t ∈ [0, σp+1] and i ∈ Î , we have for all i ∈ Jp
that
Hπi (t)−
〈
Λ,α∨i
〉
for all t ∈ [0, σp] and Hπi (σp) = −
〈
Λ,α∨i
〉
.
Hence for any sequence i1, . . . , is of elements of Jp satisfying f˜i1 · · · f˜is (πΛ ∗ π) = 0, we have
from Lemma 7.7(ii) that
f˜i1 · · · f˜is (πΛ ∗ π) = πΛ ∗ (f˜i1 · · · f˜is π)
and
f˜i1 · · · f˜is π(t) = π(t) = π0(t) for all t ∈ [0, σp],
which implies πΛ ∗ B0(λ)p ⊇Fip (πΛ ∗ π) as required. The containment ⊇ is proved.
Now we show the opposite containment ⊆. Suppose that π ∈ B0(λ)p satisfies πΛ ∗ π ∈
C(πΛ ∗ π0), and define p0 ∈ {1, . . . ,N} by an integer satisfying
σp0 = max
{
u ∈ [0,1] ∣∣Hπi (t)−〈Λ, αi〉 for all t ∈ [0, u], i ∈ Î }.
Note that p0  p since π ∈ B0(λ)p . Since there exists a sequence j1, . . . , j of elements of Î
such that
e˜j1 · · · e˜j (πΛ ∗ π) = πΛ ∗ (e˜j1 · · · e˜jπ) = πΛ ∗ π0,
we have from Lemma 6.1(ii) that π0(t) = π(t) for all t ∈ [0, σp0]. Hence π ∈ B0(λ)p0 follows.
If p0 >p, we have from the induction hypothesis that
πΛ ∗ π ∈ C(πΛ ∗ π0)∩
(
πΛ ∗ B0(λ)p0
)⊆Fip0 (πΛ ∗ π0) ⊆Fip (πΛ ∗ π0).
Assume that p0 = p. Then by Lemma 6.9, there exists π ′ ∈ B0(λ) such that
πΛ ∗ π ′ ∈
{
e˜i1 · · · e˜is (πΛ ∗ π)
∣∣ s  0, ik ∈ Jp} \ {0} (7.4)
and p′0 > p, where p′0 is the integer satisfying
σp′0 = max
{
u ∈ [0,1] ∣∣Hπ ′i (t)−〈Λ, αi〉 for all t ∈ [0, u], i ∈ Î }.
Similar argument as above shows that π ′ ∈ B0(λ)p′ , and then
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follows by the induction hypothesis. By Proposition 7.5 and C(πΛ ∗ π0) ∼= B(Λ + π0(1)), we
have for all i ∈ Jp that
f˜iFip (πΛ ∗ π0) ⊆Fip (πΛ ∗ π0)∪ {0}.
Hence we have from (7.4) that
πΛ ∗ π ∈
{
f˜i1 · · · f˜is
(
πΛ ∗ π ′
) ∣∣ s  0, ik ∈ Jp} \ {0} ⊆Fip (πΛ ∗ π0),
and the containment ⊆ is proved. 
Proof of Proposition 7.6. For π0 ∈ B0(λ)Λ, Lemma 7.8 implies that the image of C(bΛ ⊗π0)∩
(bΛ ⊗B0(λ)) under the isomorphism given in Corollary 6.8 is Fiπ0 bΛ+π0(1). By Proposition 7.5,
there exists an element wπ0 ∈ Ŵ satisfying
Fiπ0 bΛ+π0(1) = Bwπ0
(
Λ+ π0(1)
)
,
and 〈
wπ0
(
Λ+ π0(1)
)
, α∨i
〉
 0 for all i ∈ J 0 = ÎΛ.
Now the proposition follows since we have
bΛ ⊗ B0(λ) =
∐
π0∈B0(λ)Λ
C(bΛ ⊗ π0)∩
(
bΛ ⊗ B0(λ)
)
. 
7.3. Demazure crystal decomposition of bΛ ⊗ B(λ)cl
First we make an elementary remark on crystals:
Remark 7.9. Let B be a Uq(gˆ)-crystal with a weight map wt : B → P̂ . Then we can regard B
naturally as a U ′q(gˆ)-crystal by replacing the weight map with cl ◦ wt : B → P̂cl.
Similarly as B0(λ)Λ, we define B(λ)Λcl by
B(λ)Λcl =
{
η ∈ B(λ)cl
∣∣ 〈η(t), α∨i 〉−〈Λ,α∨i 〉 for all t ∈ [0,1], i ∈ Î }.
It is easily checked that
B0(λ)
Λ =
∐
η0∈B(λ)Λcl
cl−1(η0)∩ B0(λ). (7.5)
Similarly as a Uq(gˆ)-crystal, for a U ′q(gˆ)-crystal B and an element b ∈ B we denote by C(b) the
connected component of B containing b.
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id ⊗ cl : B(Λ) ⊗ B0(λ) → B(Λ) ⊗ B(λ)cl induces an isomorphism of U ′q(gˆ)-crystals from
C(bΛ ⊗ π0) to C(bΛ ⊗ η0).
Proof. By the definition of cl : P → Pcl in Section 5.2, we can see that id ⊗ cl preserves P̂cl-
weights, εi , ϕi , and commutes with root operators. Hence it suffices to show that the induced
map is bijective. The surjectivity is obvious. Let us show the injectivity. Let b⊗ η ∈ C(bΛ ⊗ η0)
with b ∈ B(Λ) and η ∈ B(λ)cl, and take π1,π2 ∈ B0(λ) such that
b ⊗ πj ∈ C(bΛ ⊗ π0) and cl(πj ) = η
for j = 1,2. By Lemma 5.15(i), there exists k ∈ Z such that π2 = π1 + πkdλδ . By C(bΛ ⊗ π0) ∼=
B(Λ + π0(1)), there exists a sequence i1, . . . , is of elements of Î such that e˜i1 · · · e˜is (b ⊗ π1) =
bΛ ⊗ π0, and then it is easily seen (cf. [31, Lemma 3.3.1]) that
e˜i1 · · · e˜is (b ⊗ π2) = e˜i1 · · · e˜is
(
b ⊗ (π1 + πkdλδ)
)= bΛ ⊗ (π0 + πkdλδ).
Hence bΛ ⊗ (π0 + πkdλδ) ∈ C(bΛ ⊗ π0), which together with (5.5) implies k = 0. Therefore we
have π1 = π2, and the injectivity follows. 
Recall that we have
B(Λ)⊗ B0(λ) =
⊕
π0∈B0(λ)Λ
C(bΛ ⊗ π0)
by Proposition 6.7. Applying id ⊗ cl to this, we have from (7.5) that
B(Λ)⊗ B(λ)cl =
⊕
η0∈B(λ)Λcl
C(bΛ ⊗ η0). (7.6)
For each η0 ∈ B(λ)Λcl , fix an arbitrary πη0 ∈ cl−1(η0)∩ B0(λ). Then the following proposition is
obtained:
Proposition 7.11.
(i) We have
B(Λ)⊗ B(λ)cl ∼−→
⊕
η0∈B(λ)Λcl
B(Λ+ πη0(1))
as U ′q(gˆ)-crystals, where the given isomorphism maps each bΛ ⊗ η0 ∈ bΛ ⊗ B(λ)Λcl to
bΛ+πη0 (1) ∈ B(Λ+ πη0(1)).
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disjoint union of Demazure crystals∐
η0∈B(λ)Λcl
Bwη0
(
Λ+ πη0(1)) for some wη0 ∈ Ŵ .
Moreover each wη0 satisfies 〈wη0(Λ+ πη0(1)), α∨i 〉 0 for all i ∈ ÎΛ.
Proof. The assertion (i) follows from (7.6) since for each η0 ∈ B(λ)Λcl , we have from Lemma 7.10
and Corollary 6.8 that
C(bΛ ⊗ η0) ∼= C
(
bΛ ⊗ πη0
)∼= B(Λ+ πη0(1))
as U ′q(gˆ)-crystals. The assertion (ii) also follows from these isomorphisms and Proposi-
tion 7.6. 
8. Study on the decomposition of bΛ0 ⊗B(λ)cl
8.1. Preliminaries about the weight sum of B(λ)cl
In the previous section, we have seen that bΛ ⊗ B(λ)cl coincides with the disjoint union of
some Demazure crystals. In this section, we study in more detail this result with Λ = Λ0.
First we prepare some notation. Let Λ ∈ P̂+ and w ∈ Ŵ be elements satisfying wΛ = w0λ+
Λ0 + mδ for some λ ∈ P+,  ∈ Z>0, m ∈ Z. Then we use the following notation which is
compatible with that of modules:
B(, λ)[m] = Bw(Λ).
Note that we have from Proposition 7.3(ii) that
chhˆD(, λ)[m] =
∑
b∈B(,λ)[m]
e
(
wt(b)
)
.
Let λ ∈ P+ and η0 ∈ B(λ)Λ0cl . Then πη0 ∈ cl−1(η0) ∩ B0(λ) follows (πη0 is defined in Sec-
tion 5.3). Hence from Proposition 7.11, we obtain an isomorphism
κ : B(Λ0)⊗ B(λ)cl ∼−→
⊕
η0∈B(λ)Λ0cl
B(Λ0 + πη0(1))
of U ′q(gˆ)-crystals which satisfies κ(bΛ0 ⊗ η0) = bΛ0+πη0 (1) for all η0 ∈ B(λ)
Λ0
cl .
Lemma 8.1. For each η ∈ B(λ)cl, we have
wt ◦ κ(bΛ0 ⊗ η) = wt(πη)+Λ0 = wtP̂ (η)+Λ0.
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first one. By (7.6), there exists some η0 ∈ B(λ)Λ0cl such that bΛ0 ⊗ η ∈ C(bΛ0 ⊗ η0). Recall that
κ is defined by the composition
C(bΛ0 ⊗ η0) ∼−→ C(bΛ0 ⊗ πη0) ∼−→ B
(
Λ0 + πη0(1)
)
,
and the second isomorphism is of Uq(gˆ)-crystals. Hence it suffices to show that the first one,
which we denote by κ ′ here, satisfies κ ′(bΛ0 ⊗ η) = bΛ0 ⊗ πη. Let i1, . . . , ik be a sequence of
elements of Î such that
f˜i1 · · · f˜ik (bΛ0 ⊗ η0) = bΛ0 ⊗ (f˜i1 · · · f˜ik η0) = bΛ0 ⊗ η.
We show κ ′(bΛ0 ⊗ η) = bΛ0 ⊗πη by induction on k. If k = 0, there is nothing to prove. Assume
k > 0. By the induction hypothesis, η′ = f˜i2 · · · f˜ik η0 satisfies κ ′(bΛ0 ⊗ η′) = bΛ0 ⊗ πη′ . Note
that εi1(η′) δi10 follows since f˜i1(bΛ0 ⊗ η′) = bΛ0 ⊗ f˜i1η′. Hence we have from Lemma 5.18
that
κ ′(bΛ0 ⊗ η) = κ ′
(
f˜i1
(
bΛ0 ⊗ η′
))= f˜i1(bΛ0 ⊗ πη′) = bΛ0 ⊗ πη
as required. 
By Proposition 7.11(ii), κ(bΛ0 ⊗ B(λ)cl) is the disjoint union of some Demazure crystals in
the form Bw(Λ′) with Λ′ ∈ P̂+ of level 1 and w ∈ Ŵ satisfying 〈wΛ′, α∨i 〉  0 for all i ∈ I ,
which can be written as B(1,μ)[n] for some μ ∈ P+ and n ∈ Z. In conclusion, we have the
following:
Proposition 8.2. Let λ ∈ P+. Then there exist sequences μ1, . . . ,μ ∈ P+ and n1, . . . , n ∈ Z
such that
κ
(
bΛ0 ⊗ B(λ)cl
)= ∐
1j
B(1,μj )[nj ].
Moreover we have wt ◦ κ(bΛ0 ⊗ η) = wtP̂ (η)+Λ0 for all η ∈ B(λ)cl.
Corollary 8.3. ∑
η∈B(λ)cl
e
(
wtP̂ (η)
)= ∑
1j
chhd D(1,μj )[nj ].
If g is simply laced, μj ’s and nj ’s in Corollary 8.3 are easily determined from a result in [10]:
Proposition 8.4. If g is simply laced, then we have∑
η∈B(λ)cl
e
(
wtP̂ (η)
)= chhd D(1, λ)[0].
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πηcl(λ) = πλ follows by definition, we have
wt ◦ κ(bΛ0 ⊗ ηcl(λ)) = λ+Λ0.
Hence B(1, λ)[n] contains an element of weight λ+Λ0, which forces n = 0. 
The decomposition being more complicated when g is non-simply laced, it is hard to
determine μj ’s and nj ’s by straightforward calculations for general λ. In the fundamental
weight case, however, the following proposition is obtained using a result in [23] and Theo-
rem 5.13:
Proposition 8.5. For general g and each i ∈ I , we have
∑
η∈B(i)cl
e
(
wtP̂ (η)
)= chhd D(1,i)[0].
Proof. Since B(i)cl is isomorphic to B(Wq(i)) by Theorem 5.13(ii), κ(bΛ0 ⊗ B(i)cl) =
B(1,i)[n] follows for some n ∈ Z by [23, Corollary 4.8]. The rest of the proof is the same as
that of Proposition 8.4. 
Corollary 8.6. If λ =∑i∈I λii ∈ P+, then we have∑
η∈B(λ)cl
e
(
p ◦ wt(η))=∏
i∈I
chhD(1,i)λi ,
where p denotes the canonical projection P̂cl → P .
Proof. From the above proposition, we have
∑
η∈B(i)cl
e
(
p ◦ wt(η))= chhD(1,i)
for each i ∈ I . Then the assertion follows since B(λ)cl∼=⊗i∈I B(i)⊗λicl by Theorem 5.13(i). 
From the next subsection, we begin to determine μj ’s and nj ’s in the non-simply laced case
using Demazure crystals for Uq(gˆsh).
8.2. Path models for Uq(gˆsh)
In the rest of this section we assume that g is non-simply laced, and apply the theory of path
models for Uq(gˆsh). Here we fix some notation used throughout the rest of this section.
Let θ sh be the highest root in sh and αsh0 = δ − θ sh ∈ ̂, which corresponds to a simple root
of gˆsh. Note that (αsh)∨ = rK − (θ sh)∨. Let ssh ∈ Ŵ denote the reflection associated with αsh,0 0 0
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P̂ sh =
∑
i∈I sh
Zi + r−1ZΛ0 + Zδ ⊆
(
hˆsh
)∗
.
Note that ssh0 acts on P̂
sh by ssh0 (ν) = ν − 〈ν, (αsh0 )∨〉αsh0 for ν ∈ P̂ sh, and si for i ∈ I sh also acts
similarly.
Let Psh be the set of paths with weights in P̂ sh, and define Pshint similarly as Pint. As described
in Section 5.1, root operators associated with i ∈ Î sh are defined on Pshint using the above ac-
tions of simple reflections. To distinguish them from e˜i and f˜i , we denote them by e˜shi and f˜
sh
i
(i ∈ Î sh). The maps wt : Pshint → P̂ sh and εi , ϕi : Pshint → Z0 for i ∈ Î sh are defined similarly.
Then Theorem 5.2 implies the following:
Proposition 8.7. Let B ⊆ Pshint be a subset such that e˜shi B ⊆ B ∪ {0} and f˜ shi B ⊆ B ∪ {0} for all
i ∈ Î sh. Then B, together with the root operators e˜shi , f˜ shi for i ∈ Î sh and the maps wt, εi, ϕi for
i ∈ Î sh, becomes a Uq(gˆsh)-crystal.
Denote by H sh,πi : [0,1] → R and msh,πi ∈ R for π ∈ Psh and i ∈ Î sh the counterparts of Hπ
′
i
and mπ ′i respectively. For ν ∈ P̂ sh, let πν ∈ Pshint denote the straight line path: πν(t) = tν, and
Bsh0 (ν) ⊆ Pshint the connected component containing πν , which is a Uq(gˆsh)-crystal. Since gsh is
simply laced, Proposition 8.4 and Remark 5.17 imply the following lemma:
Lemma 8.8. Let ν ∈ P+. Then we have∑
π∈Bsh0 (ν)
ι(π)∈P
e
(
wt(π)
)= chhshd Dsh(1, ν)[0].
8.3. Identity on the weight sum of B(λ)cl
This subsection is devoted to the proof of the following proposition:
Proposition 8.9. Let λ ∈ P+, and set λ′ = λ− ish(λ). Then we have∑
η∈B(λ)cl
wtP̂ (η)∈λ−Qsh++Zδ
e
(
wtP̂ (η)
)= e(λ′)ish chhshd Dsh(1, λ)[0].
Remark 8.10. In the final part of this article, we shall prove that
chhd W(λ) =
∑
η∈B(λ)cl
e
(
wtP̂ (η)
)
,
which is compatible with the above proposition, Lemmas 4.17 and 2.3.
First we prepare a technical lemma:
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(i) τ(αj ) = αsh0 ,
(ii) τ has an expression τ = si1 . . . siM satisfying for all 1 LM that
si1 . . . siL−1(αiL) /∈
{
α + kδ ∣∣ α ∈ sh, k ∈ Z}. (8.1)
Proof. For each type of g, we give τ ∈ Ŵ with its expression and j ∈ I sh as follows, where we
use the numbering of elements of Î in [19, §4]:
◦ Type B: Let τ = s−1s−2 · · · s2s0s1s2 · · · s−1 and j = .
In this case, αsh0 = α0 + α1 + 2α2 + 2α3 + · · · + 2α−1 + α.◦ Type C: Let τ = ss−1 · · · s1s0 and j = 1.
In this case, αsh0 = α0 + α1 + · · · + α.◦ Type F4: Let τ = s2s3s1s2s3s4s0s1s2 and j = 3.
In this case, αsh0 = α0 + 2α1 + 3α2 + 3α3 + α4.◦ Type G2: Let τ = s1s2s0s1 and j = 2.
In this case, αsh0 = α0 + 2α1 + 2α2.
Though it is a little troublesome work, we can check directly that these elements actually
satisfy the conditions (for informations of root systems, see [2, Chapter VI, §4] for example).
Note that if αiL is a long root, the condition (8.1) is trivial since the right-hand side consists of
short roots. Using this fact, we can reduce a bit the amount of calculations. 
Now let us begin the proof of the proposition. Denote by πλ′ the straight line path:
πλ′(t) = tλ′. For π ∈ Bsh0 (λ), define maps ish(π) : [0,1] → R ⊗Z P̂ by ish(π)(t) = ish(π(t)),
and ϕ(π) : [0,1] → R ⊗Z P̂ by
ϕ(π) = ish(π)+ πλ′ .
The following lemma is essential for the proof of the above proposition.
Lemma 8.12. We have ϕ(π) ∈ B0(λ) for all π ∈ Bsh0 (λ).
It is easily seen that ϕ(πλ) = πλ ∈ B0(λ). Hence by the definition of Bsh0 (λ), in order to prove
this lemma it suffices to show the following:
Lemma 8.13. Assume that π ∈ Bsh0 (λ) satisfies ϕ(π) ∈ B0(λ). Then for each i ∈ Î sh, the follow-
ing statements hold.
(i) If e˜shi π = 0, then ϕ(e˜shi π) ∈ B0(λ).
(ii) If f˜ shi π = 0, then ϕ(f˜ shi π) ∈ B0(λ).
Proof. Since the proof of (ii) is similar, we shall only prove (i).
Claim 1. For w ∈ Ŵ sh and ν ∈ P̂ sh, we have ish(wν) = wish(ν).
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we have 〈ν,α∨i 〉 = 〈ish(ν),α∨i 〉, which together with ish(αi) = αi implies ish(siν) = si ish(ν).
The claim for w = ssh0 is proved similarly.
Claim 2. We have ish(e˜shi π) = e˜i ish(π) for i ∈ I sh (though ish(π) may not belong to Pint, e˜i ish(π)
is defined in the same way as in Section 5.1).
It follows that
H
ish(π)
i (t) =
〈
ish
(
π(t)
)
, α∨i
〉= 〈π(t), α∨i 〉= H sh,πi (t) for all t ∈ [0,1].
Then the claim follows from the definition of the root operators and Claim 1.
Claim 3. If i ∈ I sh, then (i) follows.
Since 〈λ′, α∨i 〉 = 0 follows, we have Hish(π)i (t) = Hish(π)+πλ′i . From this and the definition
of e˜i , we can check that
e˜i ish(π)+ πλ′ = e˜i
(
ish(π)+ πλ′
)= e˜iϕ(π).
Now the claim follows since we have from Claim 2 that
ϕ
(
e˜shi π
)= ish(e˜shi π)+ πλ′ = e˜i ish(π)+ πλ′ = e˜iϕ(π) ∈ B0(λ).
It remains to show the case i = 0. Let (ν1, . . . , νN ;σ) be an expression of π , where νi ∈ Ŵ shλ.
For each 1 k N , there exist wk ∈ W sh and pk ∈ Z such that νk = wkλ+ pkδ by (5.6).
Claim 4. We have ϕ(π) = (w1λ+ p1δ, . . . ,wNλ+ pNδ;σ).
For each 1 k N , we have from Claim 1 that
ish(wkλ+ pkδ)+ λ′ = wkish(λ)+ pkδ + λ′ = wk
(
ish(λ)+ λ′
)+ pkδ = wkλ+ pkδ,
which implies the claim.
We set μk = wkλ+ pkδ for 1 k N . Put
t1 = min
{
t ∈ [0,1] ∣∣H sh,π0 (t) = msh,π0 },
t0 = max
{
t ∈ [0, t1]
∣∣H sh,π0 (t) = msh,π0 + 1}.
By replacing σ if necessary, we assume that t0, t1 ∈ {σ0, . . . , σN }. Let q0, q1 ∈ {0, . . . ,N} be the
integers such that σq0 = t0 and σq1 = t1. Then by the definition of e˜sh0 and the expression, we
have
e˜sh0 π =
(
ν1, . . . , νq0 , s
sh
0 νq0+1, . . . , s
sh
0 νq1 , νq1+1, . . . , νN ;σ
)
.
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ϕ
(
e˜sh0 π
)= (μ1, . . . ,μq0 , ssh0 μq0+1, . . . , ssh0 μq1 ,μq1+1, . . . ,μN ;σ ). (8.2)
Assume τ ∈ Ŵ , its expression τ = si1 · · · siM and j ∈ I sh satisfy the conditions in Lemma 8.11.
In the sequel, we denote by wπ ′ for w ∈ Ŵ and π ′ ∈ P the path defined by wπ ′(t) = w(π ′(t)).
Claim 5. We have
Sτ−1ϕ(π) = τ−1ϕ(π) =
(
τ−1μ1, . . . , τ−1μN ;σ
)
(the action Sτ−1 is defined in Theorem 5.4).
Set τL = si1 · · · siL for 1 LM and τ0 = id. We shall show by induction on L that
S
τ−1L
ϕ(π) = τ−1L ϕ(π).
The case L = 0 is trivial. Assume L  1 and S
τ−1L−1
ϕ(π) = τ−1L−1ϕ(π). By the condition (ii),
τL−1αiL = β + δ follows for some β ∈  \sh and  ∈ Z, and we have for each 1 k N that〈
τ−1L−1μk,α
∨
iL
〉= 〈λ,w−1k τL−1α∨iL 〉= 〈λ, (w−1k β)∨〉. (8.3)
By Lemma 2.2, if β ∈ + \ sh+ we have w−1k β ∈ + for all 1  k  N , which implies the
right-hand side of (8.3) is nonnegative for all k. On the other hand if β ∈ − \ sh− , we have
w−1k β ∈ − and hence it is nonpositive for all k. Therefore the function H
τ−1L−1ϕ(π)
iL
is non-
decreasing or non-increasing, and then Lemma 5.5 completes the proof of the assertion. The
claim is proved.
Now the assertion (i) follows from the following claim:
Claim 6. We have ϕ(e˜sh0 π) = Sτ e˜j Sτ−1ϕ(π) ∈ B0(λ).
Since ϕ(π) = ish(π)+ πλ′ and 〈λ′, (αsh0 )∨〉 = 0, we have from the condition (i) that
H
τ−1ϕ(π)
j (t) =
〈
τ−1ϕ(π)(t), α∨j
〉= 〈ϕ(π)(t), (αsh0 )∨〉
= 〈π(t), (αsh0 )∨〉= H sh,π0 (t) for all t ∈ [0,1],
which implies mτ
−1ϕ(π)
j = msh,π0 . Then it follows that
min
{
t ∈ [0,1] ∣∣Hτ−1ϕ(π)j = mτ−1ϕ(π)j }= t1 = σq1
and
max
{
t ∈ [0, t1]
∣∣Hτ−1ϕ(π) = mτ−1ϕ(π) + 1}= t0 = σq .j j 0
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e˜j Sτ−1ϕ(π) = e˜j
(
τ−1μ1, . . . , τ−1μN ;σ
)
= (τ−1μ1, . . . , τ−1μq0, sj τ−1μq0+1, . . . , sj τ−1μq1 , τ−1μq1+1, . . . , τ−1μN ;σ )
= (τ−1μ1, . . . , τ−1μq0, τ−1ssh0 μq0+1, . . . , τ−1ssh0 μq1 , τ−1μq1+1, . . . , τ−1μN ;σ ),
where the last equality follows from the condition (i). Then similarly as the proof of Claim 5, it
is proved that
Sτ e˜j Sτ−1ϕ(π) =
(
μ1, . . . ,μq0 , s
sh
0 μq0+1, . . . , s
sh
0 μq1 ,μq1+1, . . . ,μN ;σ
)
,
which is equal to ϕ(e˜sh0 π) by (8.2). 
By Lemma 8.8, we have ∑
π∈Bsh0 (λ)
ι(π)∈P
e
(
wt(π)
)= chhshd Dsh(1, λ)[0].
Since wt(ϕ(π)) = ish(π)(1)+ λ′ = ish(wt(π))+ λ′, this equality implies that∑
π∈Bsh0 (λ)
ι(π)∈P
e
(
wt
(
ϕ(π)
))= e(λ′)ish chhshd Dsh(1, λ)[0].
On the other hand, we have from Remark 5.17 that∑
η∈B(λ)cl
e
(
wtP̂ (η)
)= ∑
π ′∈B0(λ)
ι(π ′)∈P
e
(
wt
(
π ′
))
.
Hence we see that the following lemma, together with the above equalities, gives the proof of
Proposition 8.9:
Lemma 8.14. The map ϕ induces a bijection{
π ∈ Bsh0 (λ)
∣∣ ι(π) ∈ P } ∼−→ {π ′ ∈ B0(λ) ∣∣ ι(π ′) ∈ P, wt(π ′) ∈ λ−Qsh+ + Zδ}.
Proof. It is seen from Lemma 8.12 that the image of the left-hand side is contained in the
right-hand side, and the injectivity is obvious. Hence it suffices to show that these sets have
the same number of elements. We have from Remark 5.17 that {π ′ ∈ B0(λ) | ι(π ′) ∈ P } =
{πη | η ∈ B(λ)cl}, which implies
#
{
π ′ ∈ B0(λ)
∣∣ ι(π ′) ∈ P, wt(π ′) ∈ λ−Qsh+ + Zδ}
= #{η ∈ B(λ)cl ∣∣wt(η) ∈ cl(λ−Qsh+ )}.
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η∈B(λ)cl
wt(η)∈cl(λ−Qsh+ )
e
(
p ◦ wt(η))= Pλ−Qsh+ ∏
i∈I
chhD(1,i)λi
where p : P̂cl → P is the canonical projection, and then∑
η∈B(λ)cl
wt(η)∈cl(λ−Qsh+ )
e
(
p ◦ wt(η))=∏
i∈I
(
Pi−Qsh+ chhD(1,i)
)λi
follows since wthD(1,i) ⊆ i −Q+. We have from Lemma 4.21 that
Pi−Qsh+ chhD(1,i) = e
(
i − ish( i)
)
ish chhsh Dsh(r, i),
and from Lemma 3.8 that
dimDsh(r, i) =
{
dimVgsh( i) if i ∈ I sh,
1 if i /∈ I sh.
From these equations, we can see that
#
{
π ′ ∈ B0(λ)
∣∣ ι(π ′) ∈ P, wt(π ′) ∈ λ−Qsh+ + Zδ}= ∏
i∈I sh
dimVgsh( i)λi .
On the other hand, it follows that
#
{
π ∈ Bsh0 (λ)
∣∣ ι(π) ∈ P }= dimDsh(1, λ) = ∏
i∈I sh
dimDsh(1, i)λi
=
∏
i∈I sh
dimVgsh( i)λi ,
where the first equality follows from Lemma 8.8, the second one follows from [9, Theorem 1],
and the last one follows from Lemma 3.8. Hence it is proved that the two sets have the same
number of elements. The lemma is proved. 
8.4. Lower bound for the weight sum of B(λ)cl
Let λ ∈ P+. Recall that, by Corollary 4.16, Dsh(1, λ)[0] has a Cgshd -module filtration 0 =
D0 ⊆ D1 ⊆ · · · ⊆ Dk =Dsh(1, λ)[0] such that
Di/Di−1 ∼=Dsh(r, νi)[mi] for some νi ∈ P+ and mi ∈ Z0.
On the other hand by Corollary 8.3, there exist a sequence μ1, . . . ,μ of elements of P+ and a
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η∈B(λ)cl
e
(
wtP̂ (η)
)= ∑
1j
chhd D(1,μj )[nj ]. (8.4)
Now we can state the main result in this section:
Proposition 8.15. Let λ′ = λ− ish(λ). Then there exists a subset S of {1, . . . , } such that
{μj + nj δ | j ∈ S} =
{(
ish(νi)+ λ′
)+miδ ∣∣ 1 i  k}
as multisets.
Proof. Define a subset S of {1, . . . , } by
S = {1 j   ∣∣ μj ∈ λ−Qsh+}.
We shall prove that this S is the required subset. Let Sc = {1, . . . , } \ S. Since wtP̂ B(λ)cl ⊆
λ−Q+ + Zδ by Lemma 5.14(ii), we have from (8.4) that
μj ∈ (λ−Q+) \
(
λ−Qsh+
)
for all j ∈ Sc.
From this, it is easily seen that
Pλ−Qsh++Zδ chhd D(1,μj )[nj ] = 0 if j ∈ S
c.
On the other hand if j ∈ S, we easily see from Lemma 4.21 that
Pλ−Qsh++Zδ chhd D(1,μj )[nj ] = e
(
μj − ish(μj )
)
ish chhshd D
sh(r,μj )[nj ]
= e(λ′)ish chhshd Dsh(r,μj )[nj ].
Hence by applying Pλ−Qsh++Zδ to (8.4) and using Proposition 8.9, we obtain
e
(
λ′
)
ish chhshd D
sh(1, λ)[0] = e(λ′)∑
j∈S
ish chhshd D
sh(r,μj )[nj ].
Note that we have
chhshd D
sh(1, λ)[0] =
∑
1ik
chhshd D
sh(r, νi)[mi].
Hence by the linearly independence of the characters of lever r Demazure modules, it follows
that {μj + nj δ | j ∈ S} = {νi +miδ | 1 i  k} as multisets. Since each μj belongs to λ−Qsh+ ,
the proposition is proved. 
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η∈B(λ)cl
e
(
wtP̂ (η)
)

∑
ν∈P+, m∈Z0
(Dsh(1, λ)[0] :Dsh(r, ν)[m]) chhd D(1, ish(ν)+ λ′)[m].
9. Main theorems and corollaries
In order to prove our main theorems, we need the following lemma:
Lemma 9.1. For λ ∈ P+, we have
dimW(λ) #B(λ)cl.
Proof. Write λ =∑i∈I λii . The inequality follows since
dimW(λ)
∏
i∈I
dimD(1,i)λi =
∏
i∈I
#B(i)λicl = #B(λ)cl,
where the first inequality follows from Lemma 3.11(ii), the second equality from Proposition 8.5,
and the third one from Theorem 5.13(i). 
Now we state the main theorems in this article.
Theorem 9.2. For λ ∈ P+, we have
chhd W(λ) =
∑
η∈B(λ)cl
e
(
wtP̂ (η)
)
.
Moreover, the both sides of this equality are equal to chhd D(1, λ)[0] if g is simply laced, and are
equal to ∑
ν∈P+, m∈Z0
(Dsh(1, λ)[0] :Dsh(r, ν)[m]) chhd D(1, ish(ν)+ λ′)[m]
if g is non-simply laced, where we set λ′ = λ− ish(λ).
Proof. If g is simply laced, the assertion follows from Theorem 3.7 and Proposition 8.4. If g is
non-simply laced, it follows from Corollaries 4.20, 8.16 and Lemma 9.1. 
Let λ ∈ P+. When g is non-simply laced, the Demazure module Dsh(1, λ)[0] has a Cgshd -
module filtration 0 = D0 ⊆ D1 ⊆ · · · ⊆ Dk =Dsh(1, λ)[0] such that
Di/Di−1 ∼=Dsh(r, νi)[mi] for some νi ∈ P+ and mi ∈ Z0
by Corollary 4.16. Then for each 1 i  k, we set μi = ish(νi)+ (λ− ish(λ)). When g is simply
laced, we set k = 1, μ1 = λ and m1 = 0. Now we obtain the following result on the structure of
the Weyl module W(λ):
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W(λ) such that each subquotient Wi/Wi−1 is isomorphic to the Demazure module D(1,μi)[mi].
Proof. The assertion for simply laced g is just Theorem 3.7. Proposition 4.18 together with
Theorem 9.2 implies the assertion for non-simply laced g. 
Next we state the following theorem about the crystal B(λ)cl:
Theorem 9.4. There exists an isomorphism
κ : B(Λ0)⊗ B(λ)cl ∼−→
⊕
η0∈B(λ)Λ0cl
B(Λ0 + πη0(1))
of U ′q(gˆ)-crystals whose restriction to bΛ0 ⊗ B(λ)cl preserves the P̂ -weights, and we have
κ
(
bΛ0 ⊗ B(λ)cl
)= ∐
1ik
B(1,μi)[mi].
Proof. This follows from Proposition 8.2 and Theorem 9.2. 
Next we introduce some corollaries of our main theorems. The following corollary was pre-
viously shown for sln in [4], and for simply laced g in [10]:
Corollary 9.5. Let λ ∈ P+.
(i) If λ =∑i∈I λii , then
dimW(λ) =
∏
i∈I
dimW(i)λi .
(ii) Let λ1, . . . , λ ∈ P+ be elements satisfying λ = λ1 + · · · + λ. Then for arbitrary pairwise
distinct complex numbers c1, . . . , c, we have
W(λ) ∼= W(λ1)c1 ∗ · · · ∗W(λ)c
as Cgd -modules.
Proof. By Theorem 9.2 and Theorem 5.13(i), we have
dimW(λ) = #B(λ)cl =
∏
i∈I
#B(i)λicl =
∏
i∈I
dimW(i)λi .
Hence the assertion (i) follows. By the same way as [10, Lemma 5], we can show that there exists
a surjective homomorphism from W(λ) to W(λ1)c1 ∗ · · · ∗W(λ)c . Since this is an isomorphism
by (i), the assertion (ii) follows. 
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we set Mc = {v ∈ M | d.v = cv}, which is obviously a g-module. For μ ∈ P+, we set[
M : Vg(μ)
]
q
=
∑
c∈C
[
Mc : Vg(μ)
]
qc,
where [Mc : Vg(μ)] denotes the multiplicity of Vg(μ) in Mc. Let i = (i1, . . . , i) be a sequence
of elements of I , and put
Wi = Wq(i1)⊗ · · · ⊗Wq(i), Bi = B
(
Wq(i1)
)⊗ · · · ⊗B(Wq(i)).
As stated in [33, §5,1], Wq(i) is the Kirillov–Reshetikhin module W(i)s (see [14,13]) with s = 1.
Hence for μ ∈ P+, we can define the fermionic form M(Wi,μ, q) and the classically restricted
one-dimensional sum X(Bi,μ, q) as in [14] and [13].
For i ∈ I , let KR(i) denote the Kirillov–Reshetikhin module for Cgd associated with i ,
which was defined in [5] in terms of generators and relations. By comparing the defining rela-
tions, we can easily see that
W(i) ∼= KR(i). (9.1)
Note that we have for each i ∈ I that
dim KR(i) = dimW(i) = #B(i)cl = dimWq(i)
by Theorems 9.2 and 5.13(ii). Then this equality implies, as shown in [7], that
M(Wi,μ, q) =
[
KR(i1)c1 ∗ · · · ∗ KR(i)c : Vg(μ)
]
q−1
for arbitrary pairwise distinct complex numbers c1, . . . , c. Moreover by setting λ=∑1j ij ,
we have from (9.1) and Corollary 9.5(ii) that
W(λ) ∼= KR(i1)c1 ∗ · · · ∗ KR(i)c .
Hence we obtain the following equality:
M(Wi,μ, q) =
[
W(λ) : Vg(μ)
]
q−1 . (9.2)
In [33, Corollary 5.1.1], the authors showed that∑
η∈B(λ)cl
e˜j η=0 (j∈I )
η(1)=cl(μ)
qDeg(η) = q−Dexti X(Bi,μ, q), (9.3)
where Dexti is a certain constant defined in [33, Section 4.1]. Combining these results with our
theorems, we obtain the following corollary, which implies a special case of the so-called X = M
conjecture (see [14,13]):
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1j ij and μ ∈ P+. Then we have
M(Wi,μ, q) = q−Dexti X(Bi,μ, q)
= [W(λ) : Vg(μ)]q−1 .
Proof. From (9.2) and (9.3), it suffices to show the equality
[
W(λ) : Vg(μ)
]
q−1 =
∑
η∈B(λ)cl
e˜j η=0 (j∈I )
η(1)=cl(μ)
qDeg(η). (9.4)
We obviously have
chhd W(λ) =
∑
ν∈P+
[
W(λ) : Vg(ν)
]
q
chh Vg(ν),
where we identify e(δ) = q . On the other hand, since B(λ)cl is isomorphic to the crystal basis of
a finite-dimensional U ′q(gˆ)-module (in particular Uq(g)-module) and e˜j , f˜j for j ∈ I preserve
the degree function, we can see that∑
η∈B(λ)cl
e
(
wtP̂ (η)
)= ∑
ν∈P+
∑
η∈B(λ)cl
e˜j η=0 (j∈I )
η(1)=cl(ν)
q−Deg(η) chh Vg(ν),
where we identify e(δ) = q . Hence by Theorem 9.2 and the linearly independence of the charac-
ters of finite-dimensional irreducible g-modules, (9.4) is proved. 
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