Abstract. In this work, some generalizations and refinements inequalities for numerical radius of the product of Hilbert space operators are proved. New inequalities for numerical radius of block matrices of Hilbert space operators are also established.
Introduction
Let B (H ) be the Banach algebra of all bounded linear operators defined on a complex Hilbert space (H ; ·, · ) with the identity operator 1 H in B (H ).
For a bounded linear operator T on a Hilbert space H , the numerical range W (T ) is the image of the unit sphere of H under the quadratic form x → T x, x associated with the operator. More precisely, W (T ) = { T x, x : x ∈ H , x = 1} . Also, the numerical radius is defined to be w (T ) = sup {|λ| : λ ∈ W (T )} = sup
The spectral radius of an operator T is defined to be r (T ) = sup {|λ| : λ ∈ sp (T )} .
We recall that, the usual operator norm of an operator T is defined to be T = sup { T x : x ∈ H, x = 1} , and ℓ (T ) : = inf { T x : x ∈ H , x = 1} = inf {| T x, y | : x, y ∈ H , x = y = 1} .
It's well known that the numerical radius is not multiplicative, but it is weakly submultiplicative i.e., w(T S) ≤ 4w (T ) (S) for all T, S ∈ B (H ). If T, S are commutes then w(T S) ≤ 2w (T ) (S). Moreover, if T, S are normal then w (·) is submultiplicative w(T S) ≤ w (T ) (S).
Denotes |T | = (T * T ) 1/2 the absolute value of the operator T , then we have w (|T |) = T . It's convenient to mention that, the numerical radius norm is weakly unitarily invariant; i.e., w (U * T U) = w (T ) for all unitary U. Also, let us don't miss the chance to mention the important property that w (T ) = w (T * ) and w (T * T ) = w (T T * ) for every T ∈ B (H ).
The popular problem that, do the numerical radius f the product of operators commutes, i.e., w(T S) = w (ST ) for any operators T, S ∈ B (H )?
This problem took a serious attention by many auhors and in severeal resources (see [14] , for example). Fortunately, it has been shown recently that, for one of such operators must be a multiple of a unitary operator, and we needs only to check w (T S) = w (ST ) for all rank one operators S ∈ B (H ) to arrive at the conclusion. This fact was proved by Chien et al. in [6] . For other related problems involving numerical ranges and radius see [6] and [7] as well as the elegant work of Li [27] and the references therein. For more classical and recent properties of numerical range and radius, see [6] [7] , [27] and the comprehensive books [4] , [16] and [17] .
On the other hand, it is well known that w (·) defines an operator norm on B (H ) which is equivalent to operator norm · . Moreover, we have
for any T ∈ B (H ). The inequality is sharp. In 2003, Kittaneh [21] refined the right-hand side of (1.1), where he proved that
for any T ∈ B (H ).
After that in 2005, the same author in [19] proved that
The inequality is sharp. This inequality was also reformulated and generalized in [13] but in terms of Cartesian decomposition.
In 2007, Yamazaki [30] improved (1.1) by proving that
where T = |T | 1/2 U|T | 1/2 with unitary U. In 2008, Dragomir [11] used Buzano inequality to improve (1.1), where he proved that
This result was also recently generalized by Sattari et al. in [29] . This work, is divided into four sections, after this introduction, in Section 2, we recall some well-known inequalities for bounded linear operators. In Section 3, some generalizations and refinements of numerical radius inequalities are proved. In Section 4, new refinement inequalities for numerical radius of block matrices of Hilbert space operators are established.
Lemmas
In order to prove our results we need a sequence of lemmas.
Lemma 1. We have
(1) The Power-Mean inequality
for all a, b ≥ 0 and α, β > 1 with
for any unit vector x ∈ H The mixed Schwarz inequality was introduced in [25] , as follows: 
for any vectors x, y ∈ H .
Clearly, by setting B = 1 H and choosing f (t) = t α , g(t) = t 1−α we refer to (2.4).
The following useful estimate of a spectral radius was also obtained by Kittaneh in [20] .
where m (A, B) := min { A BAB , B ABA }.
In some of our results we need the following two fundamental norm estimates, which are:
and
Both estimates are valid for all positive operators A, B ∈ B (H ). Also, it should be noted that (3.4) is sharper than the triangle inequality as pointed out by Kittaneh in [23] .
A new refinement of Cauchy-Schwarz inequality was recently obtained in [3] , as follows:
for all p ≥ 2 and every x, y ∈ H.
Numerical Radius Inequalities
Let us begin with the following result.
In particular, we have
Proof. Setting y = x in (2.5), we get
Thus, by taking the supremum over x ∈ H we get the desired result. The second inequality follows by employing the (2.7) on the first inequality and using (2.6) with B = 1 H .
Proof. Setting f (t) = t α and g(t) = t 1−α , 0 < α < 1, t ≥ 0 in Theorem 1.
Corollary 2. Let A, B ∈ B (H ) such that |A|B = B * |A|. In particular, we have
Proof. Setting α = A generalization of Theorem 1 is given as follows:
for
,
and γ = max{
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Proof. Using the mixed Schwarz inequality (2.5), we have
Taking the supremum over x ∈ H , we obtain the first inequality in (3.4) . To obtain the second inequality, by (2.8) we have
Now, employing (2.6) with B = 1 H and then substituting all in (3.4) we get (3.5).
A generalization of Sattari et al. inequality which was obtained in [29] is given as follows:
If f, g be nonnegative continuous functions on [0, ∞) satisfying f (t)g(t) = t, (t ≥ 0). Then,
where Φ (f, g; A) is defined in Theorem 2, and γ = max{ Proof. Let us first note that the Dragomir refinement of Cauchy-Schwarz inequality reads that [12] : | x, y | ≤ | x, e e, y | + | x, y − x, e e, y | ≤ x y for all x, y, e ∈ H with e = 1.
It's easy to deduce the inequality
Setting e = u, x = ABu, y = B * A * u in (3.7) and using the Power-Mean inequality (2.1) we get
Equivalently, we may write
Now, using the mixed Schwarz inequality (2.5) by replacing A, B by A 2 , B 2 ; respectively, then we have
Substituting in (3.8) and taking the supremum over x ∈ H , and finally proceed as in the proof of Theorem 2 we get the desired inequality. We shall omit the details.
Corollary 3.
Under the assumptions of Theorem 3, we have
Theorem 4. Let A, B ∈ B (H ) + such that AB is contraction. Then
for all p ≥ 2. In particular, we have
for every positive contraction A.
Proof. Let us first prove that
positive. Since AB is contraction, then by Proposition I.3.5 ([4], p.
10),
I B * A * AB I is positive. Thus,
Since AB is contraction then A B * A * AB B is positive. Therefore, by setting C = AB in Lemma 4, and this implies that
If we wish setting x 1 = x 2 and employing the first inequality in Lemma 7, we get
Taking the supremum over x 1 , x 2 ∈ H , we observe that sup
≤ sup
A − sup
B − sup
which completes the proof.
As we have seen, the positivity assumption of T = A B * A * AB B in Theorem 4 is essential. A more general case could be obtained for general operators A, B without any contractility assumptions.
is positive (see [24] ), then the result follows from Corollary 4.
Refinements of Numerical Radius Inequalities
Several numerical radius type inequalities improving and refining the inequality (1.1) have been recently obtained by many other authors see for example [2] , [9] , [10] , [21] - [23] , [28] . Among others, three important facts are obtained by different authors which are grouped together, as follows:
where
In the next result we refine the latest bound t
ij by adding a third part; which is the numerical range of the sub-operators on the opposite diagonal.
and f, g be as in Lemma 5. Then
H i with x = 1. For simplicity setting k i = n − i + 1, then we have
Taking the supremum over
x ∈ H i , we obtain the desired result.
Proof. From Theorem 5, we have
which proves the result. 
