Spherically symmetric random walks in arbitrary dimension D can be described in terms of Gegenbauer (ultraspherical) polynomials. For example, Legendre polynomials can be used to represent the special case of two-dimensional spherically symmetric random walks. In general, there is a connection between orthogonal polynomials and semibounded one-dimensional random walks; such a random walk can be viewed as taking place on the set of integers n, n = 0, 1, 2, . . ., that index the polynomials. This connection allows one to express random-walk probabilities as weighted inner products of the polynomials. The correspondence between polynomials and random walks is exploited here to construct and analyze spherically symmetric random walks in D-dimensional space, where D is not restricted to be an integer. The weighted inner-product representation is used to calculate exact closed-form spatial and temporal moments of the probability distribution associated with the random walk. The polynomial representation of spherically symmetric random walks is also 
I. INTRODUCTION
In two recent papers [1, 2] we proposed and analyzed a new kind of D-dimensional random walk that is well defined even when D is noninteger. This random walk takes place on a spherical lattice consisting of an infinite set of concentric nested spheres of radii R n , n = 1, 2, 3, . . . . We define region n to be the volume lying between R n−1 and R n , with the central region, region 1 being the volume inside R 1 . If the random walker occupies region n at time t, then at time t + 1 the random walker must move out to region n + 1 with probability P out (n) or in to region n − 1 with probability P in (n). The probabilities of moving out and in are in proportion to the hyperspherical surface areas bounding region n.
Let S D (R) represent the surface area of a D-dimensional hypersphere
We then take (for n > 1) For the special case n = 1 we define
Note that probability is conserved because the total probability of the random walker moving out or in is unity:
P out (n) + P in (n) = 1.
(1.4)
To describe a random walk on this lattice we introduce the notation C n,t;m , which represents the probability that a random walker, initially in region m at time t = 0, will be found in region n at time t. The probability C n,t;m satisfies the partial difference equation C n,t;m = P in (n + 1)C n+1,t−1;m + P out (n − 1)C n−1,t−1;m (n ≥ 2), (1.5) C 1,t;m = P in (2)C 2,t−1;m , (1.6) and the initial condition C n,0;m = δ n,m .
(1.7)
The random walk described above has the advantage that the quantity C n,t;m is a meaningful probability for all real values of the spatial dimension D; that is, for all times t, the inequality 0 ≤ C n,t,;m ≤ 1
holds. This result is in stark contrast with the random walk as it is conventionally defined on a hypercubic lattice [3] . For example, on a D-dimensional hypercubic lattice, the probability that a random walker who is initially at the origin 0 will again be found at the origin at t = 2 is C 0,2;0 = 1 2D , which is greater than unity for D < 1 2 ; the probability that a random walker who is initially at the origin 0 will again be found at the origin at t = 4 is C 0,4;0 = 6D − 3 8D 3 , which is negative for D < 1 2 .
In this paper we present an array of new results concerning D-dimensional random walks. Specifically, we consider random walks that are defined by the partial difference equations (1.5), (1.6) and (1.7). We show in Sec. II that there is a natural one-to-one correspondence between the probabilities C n,t;m that describe a random walk on a lattice consisting of regions n, n = 1, 2, 3, . . ., and a set of orthogonal polynomials {Q n−1 (x)}, n = 1, 2, 3, . . .. This set of polynomials is uniquely determined by the functions P in (n) and P out (n) in Eqs. (1.5), (1.6) and (1.7). There is a simple expression for C n,t;m in terms of these polynomials. In general, one can view a random walk on the regions n as a random sequence of raising and lowering operators applied to the set of polynomials {Q n−1 (x)}. (Although not discussed in this paper, this correspondence between polynomials and random walks extends to multidimensional random walks and multi-index systems of orthonormal functions.)
If we take evenly-spaced concentric spheres (R n = n), we find that for the special cases D = 0, 1, 2, the polynomials {Q n−1 (x)} associated with P in (n) and P out (n) in Eqs. In Sec. III we modify the form of P in (n) and P out (n) in Eqs. (1.1), (1.2) and (1.3) by replacing these functions with their large-n asymptotic behaviors. The polynomials that
we now obtain are well-known classical polynomials (ultraspherical polynomials) for all D.
This allows us to find closed-form expressions for the probabilities C n,t;m for all values of D.
Taking the probabilities in Sec. III we then calculate in Sec. IV extraordinarily simple, closed-form, analytic expressions for the probability of a random walker eventually returning to the region from which the walker started, the expected time for the walker to return to the initial region, and other space and time moments of the probability distribution C n,t;m . (In contrast, in Ref. [2] after heavy analysis we were only able to obtain asymptotic approximations for these moments.) We also find that for integer D these moments exhibit the qualitative features (e.g. Polya's theorem) of random walks on D-dimensional hypercubic lattices.
Our long-range objective in studying D-dimensional random walks is to understand critical behavior in quantum field theory. We would like to understand, for example, the transition that occurs when a self-interacting scalar φ 4 quantum field theory in space-time dimension D < 4 becomes a free quantum field theory for D > 4. One possible approach to such a problem would be to formulate a quantum field theory in terms of random walks [3, 6] . However, if we do so on a hypercubic lattice, it is not possible to study these random walks except for integer values of D, as we have discussed above. As a result, we cannot use a hypercubic lattice to examine the behavior of a quantum field theory near D = 4. Thus, we are motivated to investigate alternative kinds of random walks that may be consistently defined for all real D. Critical behavior has already been observed in a two-dimensional spherically symmetric random-walk model [7] . In the next paper in this series [8] we study this critical behavior as a continuous function of D for all D > 0. We show in this paper that polymers adhering to D-dimensional curved surfaces exhibit critical behavior.
Of course, a quantum field theory that is developed from a spherically symmetric random walk will itself be spherically symmetric. Such a theory is physically unacceptable because it violates causality. Nevertheless, the critical behavior that is observed in such a theory may well be a universal function of D and, at the very least, such a theory may provide some clues as to how a scalar quantum field theory can go from interacting to noninteracting at D = 4. In Sec. V we carry out some preliminary investigations of spherically symmetric quantum field theory. Specifically, we use the machinery of spherically symmetric random walks that is developed in Secs. II -IV to obtain the free two-point Green's function of a rotationally symmetric scalar quantum theory.
II. CONNECTION BETWEEN POLYNOMIALS AND RANDOM WALKS
In this section we propose and discuss the following quadrature solution to partial difference equations of the type (1.5), (1.6) and (1.7):
where {Q n (x)}, n = 0, 1, 2, . . . , is a set of polynomials orthogonal with respect to w(x) on the interval −1 ≤ x ≤ 1 and {v n }, n = 0, 1, 2, . . . , is a sequence of positive numbers.
The form of (2.1) incorporates the initial condition (1.7) in a natural way. We simply choose to normalize the set of polynomials {Q n (x)} so that
With this choice of normalization we see that at t = 0 (1.7) follows immediately from the above statement of orthogonality:
We now demand that the set of polynomials {Q n (x)} obey the recursion relation
and the initial conditions
and
The partial difference equations (1.5), (1.6) and (1.7) for the probabilities C n,t;m are automatically satisfied so long as Eqs. (2.3), (2.4) and (2.5) hold.
We will now show that
for all n ≥ 0. This interesting property is a consequence of the conservation of probability;
namely, the probability of finding the random walker somewhere on the lattice at an arbitrary time t is unity:
To establish Eq. (2.7) we merely sum Eqs. (1.5), (1.6) and (1.7) over all n ≥ 1, using Eqs.
(1.3), (1.4), and (1.7). Assuming that the sum
exists in the space of distributions, we substitute the expression for C n,t;m in Eq. (2.1) into Eq. (2.7) to obtain
Next, we compute the function f (x) directly from the recursion relation (2.3) by summing over all n ≥ 2, using Eqs. (2.4) and (2.5). We obtain the following equation for f (x):
The solution to this equation is a generalized function: and we therefore obtain Eq. (2.6).
The result (2.6) enables us to find a simple formula for the set of numbers {v n }. We let x = 1 in the recursion relation (2.3) to obtain
and in the initial condition (2.5) to obtain
The unique solution to Eq. (2.11) that satisfies Eq. (2.12) is
The value of v 0 is determined from the orthogonality condition (2.2) at n = m = 0 and the initial condition (2.4):
The result in Eq. (2.13) can be used to eliminate the numbers v n from the recursion relation (2.3) giving a much simpler recursion relation for the polynomials Q n (x):
14)
The initial conditions in Eqs. (2.4) and (2.5) also become much simpler:
This recursion relation generates polynomials that exhibit parity symmetry; that is, even-index polynomials are even functions and odd-index polynomials are odd functions:
. From the orthogonality condition (2.2) one can then deduce that the weight function w(x) is an even function of x. As a consequence, we see from the integral representation in Eq. (2.1) that an n versus t table of values of the probabilities C n,t;m has a checkerboard pattern with nonzero entries alternating with zero entries in both the n and t directions. Evidently, a random walker starting from the site m at t = 0 can only reach a site n at time t if n + m + t is even. This parity condition is a consequence of the original definition of our random walk in which the walker must move in or out on every step and may not remain in the same region.
It is interesting to examine some special cases of the polynomial solution for C n,t,;m in Eq. (2.1). We consider the case of equally spaced spherical shells R n = n and look at some particular values of the dimension D with P out (n) and P in (n) given in Eqs. (1.1), (1.2) and (
1.3).
A. Special case R n = n, D = 1
Here,
and P out (1) = 1 and
The polynomials {Q n (x)} are the standard Chebyshev polynomials of the first kind [4] :
and so on. For these polynomials, w(x) = 1/ √ 1 − x 2 and v n = 2/π, n ≥ 1, and v 0 = 1/π.
The random walk probabilities in Eq. (2.1) are given by
which for m = 1 reduces to the particular solution
given in Ref. [1] .
The polynomials {Q n (x)} are the standard Legendre polynomials [4] :
and so on. For these polynomials, w(x) = 1 and v n = 2n + 1. Thus, the random walk probabilities in Eq. (2.1) are given by
and P out (1) = 1 and P in (1) = 0.
The first few polynomials in the set {Q n (x)} are 
The polynomials Eq. (2.18) are closely related to the standard Gegenbauer (ultraspherical) polynomials, {C (α n )(x)}, with upper index α = 3/2 [4] . These particular Gegenbauer polynomials satisfy the recursion relation
and the initial conditions C . However, it is generated from different initial conditions. We have been able to show that the weight function w(x) with respect to which the set of polynomials {Q n (x)} is orthogonal satisfies the integral equation
We do not know a closed-form solution to this equation.
Now,
For this case we can calculate any finite number of polynomials {Q n (x)}:
and so on. These polynomials are orthogonal and they satisfy the normalization constraint these polynomials are not related to the standard classical polynomials that one can find in reference books. We are unable to determine analytically the weight function w(x) with respect to which these polynomials are orthogonal! Thus, the formal expression Eq. (2.1)
for the probabilities C n,t;m is not very useful.
In the next section we devise a random walk process for which we can determine the weight function and thus find in closed form physically realistic probabilities C n,t;m for all values of D > 0.
III. RANDOM WALKS FOR ULTRASPHERICAL POLYNOMIALS
In this section we show how to modify the expressions for P out (n) and P in (n) in Eqs. As we will see, the polynomials generated by the recursion relation (2.14) belong to a set of well-known classical polynomials if we take the formulas for P out (n) and P in (n) to be bilinear functions of n of the general form
with P in (n) = 1 − P out (n). Note that bilinear functions contain three arbitrary parameters.
We fix these parameters as follows. First, we demand that the random walk be confined to the values of n ≥ 1. To impose this condition we require that P out (1) = 1, or, equivalently that P in (1) = 0. This fixes one parameter. Second, we demand that the large-n asymptotic behavior of P out (n) in Eqs. (1.1) and (3.1) agree to order n. These two conditions above yield the unique choice
By determining the arbitrary parameters in Eq. (3.1) at the two boundary points n = 1
and n = ∞ we obtain a uniformly accurate approximation to P out (n) and P in (n) in Eqs.
( 2) continues to be a good approximation, as is verified in Fig. 1 , where we compare P in (n) in Eq. (1.2) with P in (n) in Eq. (3.2) for several values of D.
The requirement that Eqs. (1.1) and (3.1) agree to order n as n → ∞ incorporates the crucial dependence upon the dimension D of space; to wit, as D increases, a random walker is more likely to move outward than to move inward. As we will see in Sec. IV, it is this bias that gives rise to Polya's theorem; this theorem states that for 0 < D ≤ 2 a random walker returns to the starting point with probability 1, while for D > 2 this probability is less than 1.
Substituting the formulas above into Eq. (2.14) gives the recursion relation
Taking as initial conditions
we can easily use Eq. (3.3) to generate subsequent polynomials:
These polynomials are just the Gegenbauer (ultraspherical) polynomials
n (x) normalized so that Q n (1) = 1:
Gegenbauer polynomials are hypergeometric functions in the variable (x−1)/2; furthermore, since they are polynomials, the Taylor series for Q n (x) about x = 1 terminates:
From the conventional theory of Gegenbauer polynomials [4] we immediately know the weight function with respect to which the polynomials Q n (x) are orthogonal:
Also, the normalization coefficients v n in Eq. (2.2) are identified as
Finally, we note that the polynomials Q n (x) satisfy the Sturm-Liouville eigenvalue differential equation
and the first-order difference-differential equation
Now that we have identified explicitly the polynomials Q n (x), the weight function w(x), and the normalization coefficients v n , we can use the formula in Eq. (2.1) to calculate the moments of C n,t;m and obtain a physical description of our random walk.
IV. QUANTITATIVE DESCRIPTION OF THE RANDOM WALK
In this section we discuss the properties of the hyperspherical random walk introduced in Sec. III. We calculate the probability of eventually returning to the starting point of a random walk, the expected time of return, and various other moments of the random walk probabilities. As will be evident, the key advantage of this random walk is that all of these quantities can be calculated in closed form.
A. Probability of eventual return
In a physical description of a random walk the simplest and most natural question to ask is, what is the probability of eventually returning to the starting point? The probability that a random walker will eventually return to region m, given that the walker started 
Note that this sum is divergent unless D > 2. To verify this assertion we observe that the large-t asymptotic behavior of the integral in Eq. (4.2) is
Thus,
When D > 2 the sum S m converges, and we begin the evaluation by interchanging the order of summation and integration:
We evaluate this integral exactly using the recursion relation (3.3) and the differencedifferential equation (3.8) . The result is
Substituting into Eq. (4.1) gives
This result is exact for all m and D [9] . The probability in Eqs. 
Note that for large D, the probability of returning to the starting point of a random walk falls off algebraically like 1/D in both models. In contrast, for the hyperspherical random walk discussed in Ref. [1] , the probability function Π 1 (D) = 1 − 1/ζ(D − 1) falls off exponentially Observe that for large m, Π m (D) approaches 1. This happens because the available entropy for the random walk becomes constant; at large radius a sphere looks locally like a plane. Indeed, as n → ∞, the recursion relation (3.3) approaches that of a one-dimensional random walk for which P out (n) = P in (n) = .
B. Expected time of return
As explained in Ref. [2] , the expected time of return T m (D) of a random walker who begins the walk in region m is obtained from the first moment of C m,t;m :
Again, using formulas (3.3) and (3.8) we can calculate the sums in Eq. (4.6) straightforwardly. We find that 
,
D. Spatial Moments
The kth spatial moment of a random walk is defined as a weighted average over the probabilities C n,t;m :
Note that in general R k t depends on the starting point m of the random walk. We have suppressed the argument m because, as we will see, the leading asymptotic behavior of We have found an exact expression for R k t for all values of t for the special case m = 1:
where To find the asymptotic behavior of R k t as t → ∞ we use generating-function techniques.
We rewrite Eq. (4.7) as a derivative operator applied k times to a power series:
Next, we substitute into Eq. (4.11) the integral representation for the probability C n,t;m in Eq. (2.1) and use Eq. (3.6). We obtain
It is convenient to use the expression for v n in Eq. (3.7) and the recursion relation (3.3) for Q n (x) to evaluate the sum in Eq. (4.12):
We are interested in the behavior of the resulting integral as t → ∞. By Laplace's method this integral is dominated by values of x near 1 in this limit. Thus, for fixed m Eq. (2.10) implies that we may replace Q m−1 (x) by 1 to leading order; we thus conclude that the leading asymptotic behavior of R k t is independent of m. To obtain higher-order terms in the asymptotic expansion we replace Q m−1 (x) by the expansion in Eq. (3.5). A straightforward asymptotic analysis of the resulting integral gives the first few terms in the asymptotic expansion of R k t for large t with m fixed:
Observe that the leading term in this asymptotic expansion is precisely the same as the result in Eq. (3.4) of Ref. [2] for the case of spherically symmetric random walks described by the probabilities in Eqs. (1.1), (1.2) and (1.3) with R n = n. The result in Eq. (4.13) is obtained directly and with considerably less effort than that in Ref. [2] , where only the leading asymptotic behavior was obtained. Note that the first two terms in Eq. 4.13 are independent of the starting point m. To verify the accuracy of this asymptotic expansion we compare the first three partial sums of this series with the exact values of the moments obtained numerically at t = 1000; this comparison is given in Tables I and II. In Table I we consider the kth moment for various values of k and D with m = 1. In Table II we consider the first and second moments for various values of the starting point m with D = 2.
From the asymptotic behavior in Eq. (4.13) with k = 2 we can determine the Hausdorff dimension D H of the random walk [2] . We find that
for all values of D. This result agrees with that obtained in [3] for a D-dimensional hypercubic lattice.
V. APPLICATION TO QUANTUM FIELD THEORY
One of our long-range goals in our study of D-dimensional random walks is a deeper understanding of D-dimensional quantum field theory. In particular, we are interested in how critical phenomena in such theories depend on the dimension of space-time. We are especially interested in how a φ 4 scalar field theory becomes free as D → 4. We have already conducted several investigations of D-dimensional quantum-mechanical and fieldtheoretic systems [10] [11] [12] [13] . In this section, as an elementary illustration of how to apply our work on D-dimensional random walks to quantum field theory, we use the random walk probabilities C n,t;m in Eq. (2.1) with the polynomials Q n (x) given in Eq. (3.4) to calculate the Euclidean two-point Green's function of a D-dimensional free scalar quantum field theory having spherical symmetry. We will then verify our calculation by taking the spherical average of the two-point Green's function of a conventional translationally invariant (nonspherically symmetric) Euclidean field theory [14] .
A. Derivation of spherically symmetric propagator from random walk probabilities
For this calculation we follow the standard recipe discussed in Ref. [3] . Specifically, we begin with the generating function G(n, m, λ) for the temporal moments of the probabilities C n,t;m :
Our objective is to find the continuum limit of this expression.
For definiteness we choose n, m, and t to be even: n = 2N, m = 2M, t = 2T . Also, without loss of generality, we take N ≥ M. Substituting the formula for C m,t;m in Eq. (2.1) with Q n (x) given by ultraspherical polynomials in Eq. (3.4), and w(x) in Eq. (3.6), and v n in Eq. (3.7) , we obtain
Next, we perform the sum in Eq. (5.1):
(xλ)
To prepare for taking the continuum limit we make use of the equivalence of Gegenbauer and Jacobi polynomials [4] :
Substituting Eq. (5.3) into Eq. (5.2) and taking N and M large gives Thus, we make the change of variable x = 1 − ǫ 2 s 2 /2, where ǫ is a small parameter:
We now make use of the following asymptotic limit for Jacobi polynomials [4] :
where J α (s) is a Bessel function. Because N and M are large, we can use this asymptotic limit twice in Eq. (5.5):
We introduce the continuum variables r and r ′ by
where µ is a mass parameter. Note that r > r ′ . Also, since ǫ << 1, we may replace the upper limit of integration in Eq. (5.6) by ∞ and simplify the integrand:
Finally, we make use of the following Bessel function integral identity [15] :
where I ν and K ν are modified Bessel functions. Taking, λ 2 ǫ 2 = 1 − λ 2 , we have
Apart from a multiplicative normalization constant, the expression in Eq. (5.7) is the final result for the Euclidean propagator. Let G(r → r ′ ) represent the spherically averaged amplitude for a free scalar particle of mass µ to propagate from some point on a sphere of radius r to some point on a sphere of radius r ′ . Note that this probability amplitude is not symmetric under the interchange of r and r ′ ; when D > 1 it is more likely for a particle to
propagate from a sphere of smaller radius to a sphere of larger radius than for the reverse to occur. This is because the final state of the particle propagating to the larger sphere has a higher entropy. This asymmetry does not occur in translationally invariant theories. Our final, properly normalized, result for the propagator is 
B. Normalization of the two-point Green's function
The free propagator in momentum space for a D-dimensional translationally symmetric scalar field theory isG
To obtain the coordinate-space propagator G(r − r ′ ) we take the D-dimensional Fourier transform of the momentum-space propagator:
The coordinate-space propagator satisfies the Green's function differential equation
Let us calculate the amplitude for a particle at r to propagate anywhere. We obtain this amplitude by integrating G(r − r ′ ) with respect to r ′ over all space:
We can now verify that G(r → r ′ ) in Eq. (5.8) is properly normalized by calculating the amplitude for a particle at radius r to propagate to any radius: We then expand the modified Bessel function in Eq. (5.9) as a series in terms of Gegenbauer polynomials:
n (cos θ)I n+ν (µr)K n+ν (µr ′ ) (r < r ′ ).
If we then integrate over the angle θ, only the n = 0 term in the series survives and we obtain the result in Eq. (5.8). The fact that we obtain the same two-point Green's function directly from our random walk model supports the validity of the uniform approximation for the probabilities P out (n) and P in (n) in Eq. (3.2).
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