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On the centralizer of an I-matrix in M2(R/I), I a principal
ideal and R a UFD
Magdaleen S. Marais
Abstract. The concept of an I-matrix in the full 2×2 matrix ringM2(R/I),
where R is an arbitrary UFD and I is a nonzero ideal in R, was introduced
in [10]. Moreover a concrete description of the centralizer of an I-matrix B̂
in M2(R/I) as the sum of two subrings S1 and S2 of M2(R/I) was also
given, where S1 is the image (under the natural epimorphism from M2(R)
to M2(R/I)) of the centralizer in M2(R) of a pre-image of B̂, and where the
entries in S2 are intersections of certain annihilators of elements arising from
the entries of B̂. In the present paper, we obtain results for the case when I is
a principal ideal 〈k〉, k ∈ R a nonzero nonunit. Mainly we solve two problems.
Firstly we find necessary and sufficient conditions for when S1 ⊆ S2, for when
S2 ⊆ S1 and for when S1 = S2. Secondly we provide a formula for the number
of elements in the centralizer of B̂ for the case when R/〈k〉 is finite.
1. Introduction
We denote the centralizer of an element s in an arbitrary ring S by CenS(s). Know-
ing that Mn(R), the full n× n matrix ring over a commutative ring R, is a prime
example of a non-commutative ring, it is surprising that a concrete description of
CenMn(R)(B) for an arbitrary B ∈ Mn(R) has not yet been found. If R[x] is the
polynomial ring in the variable x over R, then
(1) {f(B) | f(x) ∈ R[x]} ⊆ CenMn(R)(B).
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In fact, it is known that (see [7])
{f(B) | f(x) ∈ R[x]} = CenMn(R)(CenMn(R)(B)).
The most progress, finding a concrete description of CenMn(R)(B), has been made
for the case when the underlying ring R is a field (see [6], [8], [9], [11] and [13]).
The following well-known result in this case provides a necessary and sufficient
condition for equality in (1).
Theorem 1.1. If B is an n× n matrix over a field F , then
CenMn(F )(B) = {f(B) | f(x) ∈ F [x]}
if and only if the minimum polynomial of B coincides with the characteristic poly-
nomial of B.
The concept of an I-matrix in the full 2 × 2 matrix ring M2(R/I), where R is
a UFD and I an ideal in R was introduced in [10]. In this paper, unless stated
otherwise, we assume thatR is a UFD, I is a nonzero ideal in R and k := gcd(I) 6= 0.
Let θI : R → R/I and ΘI : M2(R) → M2(R/I) be the natural epimorphism and
induced epimorphism respectively. We denote the image θI(b) of b ∈ R by bˆI and
the image ΘI(B) of B ∈M2(R) by B̂I . However, if there is no ambiguity, then we
simply write θ, Θ, bˆ and B̂ respectively.
Definition 1.1. We call a matrix
[
eˆI fˆI
gˆI hˆI
]
∈ M2(R/I) an I-matrix
if 〈eˆI − hˆI , fˆI〉 = 〈tˆI〉 or 〈eˆI − hˆI , gˆI〉 = 〈tˆI〉 or 〈fˆI , gˆI〉 = 〈tˆI〉, where t|k.
If R is a PID, then every matrix in M2(R/I) is an I-matrix. A concrete
description of the centralizer of an I-matrix, as the sum of two subrings ofM2(R/I),
was given by the following result in [10]:
Theorem 1.2. Let R be a UFD, I a nonzero ideal in R, and let B̂I =[
eˆI fˆI
gˆI hˆI
]
∈M2(R/I) be an I-matrix, then Cen(B̂) = S1 + S2, where
S1 = Θ(Cen(B)) and S2 =
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ− hˆ) ann(fˆ) ∩ ann(gˆ)
]
.
Unfortunately the concrete description in Theorem 1.2 could not be generalized
to n× n-matrices, for n ≥ 3, in the sense of Proposition 1.2. In [10], for R a UFD,
a matrix was given for every factor ring R/I with zero divisors and every n ≥ 3 for
which equality in (2) does not hold.
Proposition 1.2. Let R be a commutative ring and let B = [bij ] ∈ Mn(R).
Then
(2) Θ(Cen(B)) + [Aij ] ⊆ Cen(B̂),
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where
Aij =
 ⋂
k, k 6=j
ann(bˆjk)
⋂ ⋂
k, k 6=i
ann(bˆki)
⋂ ann(bˆii − bˆjj).
Regarding Theorem 1.2, an example was also provided in [10], where S1 6⊆ S2
and S2 6⊆ S1, from which the following questions arise: When is S1 6⊆ S2, when is
S2 6⊆ S1 and when is S1 = S2? In Section 2 this questions will be answered for the
case when I ⊂ R is a principal ideal 〈k〉 generated by a nonzero nonunit k ∈ R.
The problem of enumerating the number of matrices with given characteristics
over a finite ring has been treated extensively in the literature. Formulas have
been found, for example, for the number of matrices with a given characteristic
polynomial [12]; the number of matrices over a finite field that are cyclic [1] or
symmetric [4]; and the number of matrices over the ring of integers Z modulo
m, Zm, that are nilpotent [2]. By using the results in [3], some of the above
mentioned results, where the matrices over a finite field that satisfy some property
are enumerated by rank, can be extended to matrices over certain finite rings that
satisfy the property under consideration.
Naturally the question whether it is possible to enumerate the number of ma-
trices in CenMn(R)(B), denoted by |CenMn(R)(B)|, when R is a finite commutative
ring and B ∈Mn(R), arises. Using the fact that the dimension of CenMn(F )(B) is
known by the following result, due to Frobenius, the answer is straightforward in
the case when R is a finite field F .
Theorem 1.3. Let B ∈ Mn(F ), and suppose that f1, . . . , fl ∈ F [x] are the
invariant factors of B, where fi divides fi−1, for i = 2, . . . , l. Then the dimension
of CenMn(F )(B) is given by
l∑
i=1
(2i− 1)(deg fi).
For example, if n = 2, then the number of elements in CenMn(F )(B) is |F |
2,
if B is a nonscalar matrix, and it is |F |4 if B is a scalar matrix. Unfortunately the
answer is not that easy in the case when R is a finite ring that is not a field.
In Section 3 we define an equivalence relation on M2(R/〈k〉) and we use this
relation, together with Theorem 1.2, and the results in Section 2, to obtain a formula
for the number of matrices in CenM2(R/〈k〉)(B̂) when R is a UFD and R/〈k〉 is finite,
k is a nonzero nonunit element in R and B̂ ∈M2(R/〈k〉).
2. Containment considerations regarding the centralizer of a 〈k〉-matrix
In this section we answer the following questions: Regarding Theorem 1.2,
when is S1 6⊆ S2, when is S2 6⊆ S1 and when is S1 = S2?
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We need the following preliminary definitions and results in Theorem 2.7, the
main result of this section.
Since the minimum polynomial and characteristic polynomial of any 2× 2 non-
scalar matrix over a field coincide, Theorem 1.1 can be written in the following
form for the 2× 2 case.
Corollary 2.1. Let B =
[
e f
g h
]
∈M2(F ), F a field. Then
CenM2(F )(B) =

(i)M2(F ), if e = h, f = 0 and g = 0 (i.e. B is a scalar matrix)
(ii)
{[
a 0
0 b
]∣∣∣∣∣ a, b ∈ F
}
, if e 6= h, f = 0 and g = 0
(iii)
{[
a 0
b a− g−1b(e− h)
]∣∣∣∣∣ a, b ∈ F
}
, if f = 0 and g 6= 0
(iv)
{[
a b
f−1gb a− f−1b(e− h)
]∣∣∣∣∣ a, b ∈ F
}
, if f 6= 0.
The following result, giving a concrete description of the centralizer of a matrix
in M2(R), was proved in [10]:
Lemma 2.2. Let B =
[
e f
g h
]
∈M2(R), R a UFD. Then CenM2(R)(B)
=

(i)M2(R), if e = h, f = 0 and g = 0 (i.e. B is a scalar matrix)
(ii)
{
m−1w
[
e− h f
g 0
]
+ vE
∣∣∣∣∣ v, w ∈ R
}
,
if at least one
of e− h, f, g is nonzero,
where m−1 is the inverse of m := gcd(e− h, f, g) in the quotient field of R.
The following four results can be easily proved.
Lemma 2.3. Let S be a subring of a ring T and let s ∈ S. Then
CenS(s) = S ∩ CenT (s).
Lemma 2.4. Let B ∈Mn(R), where R is a commutative ring. Then
CenM2(R)(B
T ) = (CenM2(R)(B))
T .
Lemma 2.5. Let R be a UFD. Suppose b, k ∈ R, k a nonzero nonunit, and
δ = gcd(b, k). Then
〈t〉 = θ−1(ann(bˆ〈k〉)),
where t = δ−1k ∈ R, with δ−1 the inverse of δ in the quotient field of R.
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Lemma 2.6. Let R be a UFD and let k, x, y ∈ R, then
ann(dˆ) = ann(xˆ) ∩ ann(yˆ)
in R/〈k〉, with gcd(x, y) = d.
We are now in a position to prove Theorem 2.6.
Theorem 2.7. Let R be a UFD, k = pn11 p
n2
2 · · · p
nm
m and let
B =
[
e f
g h
]
∈M2(R) be such that B̂ is a 〈k〉-matrix. Then
(a)
(3) CenM2(R/〈k〉)(B̂) = Θ〈k〉(CenM2(R)(B))
if and only if B is a scalar matrix or satisfies the following conditions for
every i, i = 1, 2, . . . ,m:
(i) pi is not a divisor of at least one of the elements e−h, f and g; pick
such an element a, and call the remaining two elements b and c, say.
(ii) gcd(b, c, k) = 1 or aˆ〈gcd(b,c,k)〉 is invertible in R/〈gcd(b, c, k)〉;
(b)
(4) Cen(B̂) =
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ − hˆ) ann(fˆ) ∩ ann(gˆ)
]
if and only if fˆ = 0ˆ and gˆ = 0ˆ;
(c)
(5) Θ(Cen(B)) =
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ − hˆ)
ann(fˆ) ∩ ann(eˆ− hˆ) ann(fˆ) ∩ ann(gˆ)
]
if and only if fˆ = 0ˆ, gˆ = 0ˆ and (eˆ− hˆ is invertible or eˆ− hˆ = 0ˆ).
Proof. (a) Since (3) follows trivially if B is a scalar matrix, we assume that B is
a non-scalar matrix. Suppose that conditions (i) and (ii) are satisfied. If
(6)
annM2(R/〈k〉)(θ〈k〉(gcd(f, g))) = 0ˆ〈k〉, annM2(R/〈k〉)(θ〈k〉(gcd(f, e− h))) = 0ˆ〈k〉
(7) and annM2(R/〈k〉)(θ〈k〉(gcd(g, e− h))) = 0ˆ〈k〉,
then the result follows from Theorem 1.2 and Lemma 2.6. Thus suppose that at
least one of the annihilators in (6) and (7) is nonzero. We now show that[
0ˆ〈k〉 ann(θ〈k〉(gcd(g, e− h)))
0ˆ〈k〉 0ˆ〈k〉
]
,
[
0ˆ〈k〉 0ˆ〈k〉
ann(θ〈k〉(gcd(f, e− h))) 0ˆ〈k〉
]
,
(8)
[
0ˆ〈k〉 0ˆ〈k〉
0ˆ〈k〉 ann(θ〈k〉(gcd(f, g)))
]
∈ Θ〈k〉(CenM2(R)(B)).
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Since then, because Θ〈k〉(CenM2(R)(B)) is a ring, (3) follows from Theorem 1.2 and
Lemma 2.6.
If annM2(R/〈k〉)(θ〈k〉(gcd(g, e− h))) 6= 0ˆ〈k〉, then, by Lemma 2.5,
1 6= gcd(g, e − h, k) := δ and annM2(R/〈k〉)(θ〈k〉(gcd(e − h, g))) = 〈(k̂δ
−1)〈k〉〉. To
accomplish our objective, we show that for each dˆ〈k〉 ∈ annM2(R/〈k〉)(θ〈k〉(gcd(g, e−
h))) there is a dˆ′〈k〉 ∈ annM2(R/〈k〉)(θ〈k〉(gcd(g, e − h))) such that fˆ〈k〉dˆ
′
〈k〉 = dˆ〈k〉,
since then
Θ〈k〉
([
0 fd′
gd′ (e− h)d′
])
=
[
0ˆ〈k〉 dˆ〈k〉
0ˆ〈k〉 0ˆ〈k〉
]
,
so that we therefore can conclude from Lemma 2.2(ii) that[
0ˆ〈k〉 annM2(R/〈k〉)(θ〈k〉(gcd(g, e− h)))
0ˆ〈k〉 0ˆ〈k〉
]
∈ Θ〈k〉(CenM2(R)(B)).
Thus, let dˆ〈k〉 be an arbitrary element in annM2(R/〈k〉)(θ〈k〉(gcd(g, e− h))), i.e. sup-
pose dˆ〈k〉 := sˆ〈k〉(k̂δ−1)〈k〉 for some sˆ〈k〉 ∈ R/〈k〉. Since fˆ〈δ〉 is invertible in R/〈δ〉,
by (ii), there is a tˆ〈δ〉 ∈ R/〈δ〉 such that tˆ〈δ〉fˆ〈δ〉 = 1ˆ〈δ〉 which implies that tf = 1+vδ
for some v ∈ R. Hence ftd = (1+ vδ)(skδ−1 +wk) = skδ−1 +(w+ vs+ vδw)k. In
other words, if we set dˆ′〈k〉 := (t̂d)〈k〉 then fˆ〈k〉dˆ
′
〈k〉 = fˆ〈k〉(t̂d)〈k〉 = (ŝkδ
−1)〈k〉 = dˆ〈k〉.
It can similarly be shown that each of the other two sets in (8) is contained in
Θ〈k〉(CenM2(R)(B)).
Conversely, suppose B does not satisfy both of the conditions (i) and (ii). We
distinguish between the following cases:
(a′) B does not satisfy (i), i.e. gcd(e− h, f, g, k) 6= 1;
(b′) B satisfies (i), but not (ii).
(a′) Suppose there is a prime pi in the prime factorization of k such that pi|e−h, f, g.
We distinguish between the following two cases:
(i′) f = 0 or g = 0;
(ii′) f, g 6= 0.
(i′) Since pi|e − h, f, g, direct verification shows that
Â〈k〉 :=
[
0ˆ θ(pn11 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m )
θ(pn11 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m ) 0ˆ
]
∈ CenM2(R/〈k〉)(B̂〈k〉).
Because θ〈k〉(p
n1
1 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m ) 6= 0ˆ〈k〉, it follows that the entries in po-
sition (1, 2) and position (2, 1) of Â〈k〉 only have nonzero pre-images in R. Since B is
a non-scalar matrix, it follows from Lemma 2.2(ii) that every matrix in CenM2(R)(B)
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has 0 in position (1, 2) if f = 0 and 0 in position (2, 1) if g = 0. Therefore
Â〈k〉 6∈ Θ〈k〉(CenM2(R)(B)) if f = 0 or g = 0.
(ii′) Since f, g 6= 0 and pi|f, g it follows that
(9) f = cpri and g = dp
s
i
for some s, r ≥ 1 and c, d ∈ R such that pi ∤ c, d. Now, r ≤ s or s ≤ r. Let us first
assume that r ≤ s. Because pi|e− h, f, g direct verification shows that
Â〈k〉 :=
[
0ˆ〈k〉 0ˆ〈k〉
θ〈k〉(p
n1
1 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m ) 0ˆ〈k〉
]
∈ CenM2(R/〈k〉)(B̂〈k〉).
We now show that Â〈k〉 6∈ Θ〈k〉(CenM2(R)(B)). Firstly note that the set of all the
pre-images of Â〈k〉 is[
ker θ〈k〉 ker θ〈k〉
pn11 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m + ker θ〈k〉 ker θ〈k〉
]
.
Thus, if Â〈k〉 ∈ Θ〈k〉(CenM2(R)(B)), then, according to Corollary 2.1(iv) and Lem-
ma 2.3 there is a pre-image
[
κ1 κ2
pn11 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m + κ3 κ4
]
∈M2(R)
of Â〈k〉, where κ1, κ2, κ3, κ4 ∈ ker θ〈k〉, such that[
κ1 κ2
pn11 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m + κ3 κ4
]
=
[
a b
gf−1b a− (e− h)f−1b
]
in M2(R) for some a, b ∈ R. In other words, there are a, b ∈ R such that κ1 = a,
κ2 = b and p
n1
1 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m + κ3 = gf
−1b. But then, consider-
ing (9) and keeping in mind that r ≤ s, gf−1b ∈ R and pi ∤ c, d, we have that
gf−1b = dpsi (cp
r
i )
−1κ2 ∈ 〈p
ni
i 〉, where 〈p
ni
i 〉 is the ideal generated by p
ni
i in R. Be-
cause pnii ∤ p
n1
1 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m +κ3, it follows that p
n1
1 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1
· · · pnmm + κ3 6∈ 〈p
ni
i 〉, which implies that
pn11 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m + κ3 6= gf
−1b.
Thus we have a contradiction. Therefore Â〈k〉 6∈ Θ〈k〉(CenM2(R)(B)).
If s ≤ r one can similarly show that
Â〈k〉 :=
[
0ˆ〈k〉 θ〈k〉(p
n1
1 · · · p
ni−1
i−1 p
ni−1
i p
ni+1
i+1 · · · p
nm
m )
0ˆ〈k〉 0ˆ〈k〉
]
∈ CenM2(R/〈k〉)(B̂〈k〉),
and that Â〈k〉 6∈ Θ〈k〉(CenM2(R)(B)), by using Lemma 2.4 and Corollary 2.1(iv)
instead of Corollary 2.1(iv).
(b′) Suppose B satisfies (i), but not (ii). Then, for each i ∈ {1, . . . ,m}, at least one
of the following cases is true:
8 MAGDALEEN S. MARAIS
(i′) gcd(e − h, f, g, k) = 1 , 1 6= gcd(e− h, g, k) := δ and fˆ〈δ〉 is not invertible
in R/〈δ〉;
(ii′) gcd(e − h, f, g, k) = 1 , 1 6= gcd(e − h, f, k) := δ and gˆ〈δ〉 is not invertible
in R/〈δ〉;
(iii′) gcd(e−h, f, g, k) = 1 , 1 6= gcd(f, g, k) := δ and eˆ〈δ〉− hˆ〈δ〉 is not invertible
in R/〈δ〉;
We now show that (3) does not follow in each of the above cases.
(i′) In this case Lemma 2.5 implies that
annM2(R/〈k〉)(θ〈k〉(gcd(g, e− h))) = 〈(k̂δ
−1)〈k〉〉.
Note that since δ is not a unit, 〈kδ−1〉 6= 〈k〉. By Theorem 1.2 it follows that
Â〈k〉 :=
[
0ˆ〈k〉 (k̂δ−1)〈k〉
0ˆ〈k〉 0ˆ〈k〉
]
∈ CenM2(R/〈k〉)(B̂).
If we can show that Â〈k〉 6∈ Θ〈k〉(CenM2(R)(B)), then we are finished. Now,[
ker θ〈k〉 k
−1δ + ker θ〈k〉
ker θ〈k〉 ker θ〈k〉
]
is the set of all the pre-images of Â〈k〉 in R. Therefore, taking into account
that gcd(e − h, f, g, k) = 1, if Â〈k〉 ∈ Θ〈k〉(CenM2(R)(B)) it follows from Corol-
lary 2.2(ii) that there is a pre-image
[
κ1 kδ
−1 + κ2
κ3 κ4
]
∈ M2(R) of Â〈k〉, where
κ1, κ2, κ3, κ4 ∈ ker θ〈k〉, such that[
κ1 kδ
−1 + κ2
κ3 κ4
]
=
[
a fb
gb a− (e − h)b
]
for some a, b ∈ R. Hence, gb = κ3 and (e − h)b = κ1 − κ4, which implies that
b = skδ−1 for some s ∈ R. But then, since fb = kδ−1 + κ2, we have that
fb = fskδ−1 = kδ−1 + κ2 ⇔ fs = 1 + tδ for some t ∈ R⇔ fˆ〈δ〉sˆ〈δ〉 = 1ˆ〈δ〉.
Since fˆ〈δ〉 is not invertible in R/〈δ〉, according to assumption, we have a contradic-
tion. Therefore Â〈k〉 6∈ Θ〈k〉(CenM2(R)(B)) and so we conclude that
CenM2(R/〈k〉)(B̂〈k〉) 6⊆ Θ〈k〉(CenM2(R)(B)).
(ii′ and iii′) It follows similarly to case (i′) that CenM2(R/〈k〉)(B̂) 6⊆ Θ(CenM2(R)(B)).
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(b) Suppose fˆ , gˆ = 0ˆ, then f, g ∈ 〈k〉, and so by Corollary 2.2(ii)
Θ(Cen(B)) = Θ
({[
a fb
gb a− (e− h)b
]∣∣∣∣∣ a, b ∈ R
})
= Θ
({[
a 0
0 a− (e− h)b
]∣∣∣∣∣ a, b ∈ R
})
⊆
[
R/〈k〉 ann(eˆ − hˆ)
ann(eˆ− hˆ) R/〈k〉
]
=
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ − hˆ) ann(fˆ) ∩ ann(gˆ)
]
.
Conversely, suppose Θ(Cen(B)) ⊆
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ − hˆ) ann(fˆ) ∩ ann(gˆ)
]
.
Since
[
aˆ 0ˆ
0ˆ aˆ
]
∈ Θ(Cen(B)) for every aˆ ∈ R/〈k〉 it follows that
ann(fˆ) ∩ ann(gˆ) = R/〈k〉 which implies that ann(fˆ) = R/〈k〉 and ann(gˆ) = R/〈k〉
and so fˆ , gˆ = 0ˆ.
(c) Using (b) and (a), it follows that
Θ(Cen(B)) =
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ − hˆ) ann(fˆ) ∩ ann(gˆ)
]
⇔ Θ(Cen(B)) ⊆
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ − hˆ) ann(fˆ) ∩ ann(gˆ)
]
and[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ− hˆ) ann(fˆ) ∩ ann(gˆ)
]
⊆ Θ(Cen(B))
⇔ fˆ , gˆ = 0ˆ and
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ − hˆ)
ann(fˆ) ∩ ann(eˆ− hˆ) ann(fˆ) ∩ ann(gˆ)
]
⊆ Θ(Cen(B))
⇔ fˆ , gˆ = 0ˆ and (eˆ − hˆ is invertible in R/〈k〉 or eˆ− hˆ = 0ˆ).

Example 2.8. Let R = F [x, y, z], k = x3y2z and let B =
[
x2y2 x+ 1
x2 0
]
,
B′ =
[
x2y2 0
0 0
]
and B′′ =
[
1 + xyz 0
0 0
]
. Note that B̂, B̂′ and B̂′′ are
〈x3y2z〉-matrices. Since gcd(x2y2, x2) = x2 and (x̂+ 1)〈x2〉 is invertible in R/〈x
2〉,
it follows from Lemma 2.2(ii) and Theorem 2.7(a) that
Cen(B̂〈k〉) = Θ(Cen(B)) =
{[
aˆ (x̂+ 1)bˆ
x̂2bˆ aˆ+ x̂2y2bˆ
]∣∣∣∣∣ aˆ, bˆ ∈ F [x, y, z]/〈x3y2z〉
}
.
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Furthermore, it follows from Theorem 2.7(b) that
Cen(B̂′〈k〉) =
[
R/〈x3y2z〉 〈x̂z〉
〈x̂z〉 R/〈x3y2z〉
]
and, since θ〈x3y2z〉(1 + xyz) is invertible in R/〈x
3y2z〉, from Theorem 2.7(c) that
Cen(B̂′′) = Θ(Cen(B′′〈k〉)) =
[
ann(fˆ) ∩ ann(gˆ) ann(gˆ) ∩ ann(eˆ− hˆ)
ann(fˆ) ∩ ann(eˆ− hˆ) ann(fˆ) ∩ ann(gˆ)
]
=
[
R/〈x3y2z〉 0ˆ
0ˆ R/〈x3y2z〉
]
.
The following result is well-known.
Lemma 2.9. Let R be a PID. Then an element bˆ ∈ R/〈k〉 is invertible if and
only if gcd(b, k) = 1.
Using Lemma 2.9 and the fact that every matrix in M2(R) is a 〈k〉-matrix if R
is a PID, we simplify Theorem 2.7(a) for the case when R is a PID.
Corollary 2.10. Let R be a PID and let B =
[
e f
g h
]
∈M2(R). Then
Cen(B̂) = Θ(Cen(B))
if and only if B is a scalar matrix or gcd(e− h, f, g, k) = 1.
Note that although Corollary 2.11 is not a characterization of the 〈k〉-matrices
for which (3) is true, it is easier to verify if Corollary 2.11 applies to a specific matrix
in M2(R) than to verify if Theorem 2.7(a) applies to a specific matrix in M2(R).
Corollary 2.11. Let R be a UFD, k ∈ R and B =
[
e f
g h
]
∈ M2(R). If at
least one of the three elements eˆ− hˆ, fˆ and gˆ is invertible in R/〈k〉, then
Cen(B̂) = Θ(Cen(B)).
Proof. It follows trivially that B̂ is a 〈k〉-matrix. Without loss of generality,
let us suppose that fˆ is invertible in R/〈k〉. Then, by Lemma 2.9 gcd(f, k) = 1.
Hence condition (i) in Theorem 2.7(a) is satisfied. Now, suppose that gcd(e −
h, g, k) = δ. If δ is a unit, then condition (ii) is also satisfied. Thus suppose that δ
is not a unit. Then, since fˆ〈k〉 is invertible in R/〈k〉 and δ|k, it follows that there
is a t ∈ R such that tf = 1 + sk = 1 + svδ for some s, v ∈ R which implies that
tˆ〈δ〉fˆ〈δ〉 = 1ˆ〈δ〉. Therefore condition (ii) in Theorem 2.7(a) is also satisfied. 
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3. The number of matrices in the centralizer of a matrix in M2(R/〈k〉),
R a UFD and R/〈k〉 finite
In this section k ∈ R will always be a nonzero nonunit such that R/〈k〉 is finite and
we will always denote the number of elements in a ring S by |S|. The purpose of
this section is to determine the number of matrices in CenM2(R/〈k〉)(B), where R is
a UFD, R/〈k〉 is finite and B ∈M2(R/〈k〉).
To reach our goal, we first need some preliminary results.
Definition 3.1. Let k ∈ R, let B =
[
e f
g h
]
∈ M2(R) and let d := gcd(e −
h, f, g, k). We define the relation ∼ on CenM2(R/〈k〉)(B̂〈k〉) as follows: for Â〈k〉, Ĉ〈k〉 ∈
CenM2(R/〈k〉)(B̂〈k〉),
Â〈k〉 ∼ Ĉ〈k〉 iff Â〈k〉 − Ĉ〈k〉 ∈M2(〈(̂kd−1)〈k〉〉).
It follows immediately that ∼ is an equivalence relation.
We denote the equivalence class of Â〈k〉 by Â
∗
〈k〉 and the set
{Â∗〈k〉 | Â〈k〉 ∈ (CenM2(R/〈k〉)(B̂〈k〉))}
of all equivalence classes by
(CenM2(R/〈k〉)(B̂〈k〉))
∗.
Since
M2(〈(̂kd−1)〈k〉〉) ⊆
[
ann(fˆ〈k〉) ∩ ann(gˆ〈k〉) ann(eˆ〈k〉 − hˆ〈k〉) ∩ ann(gˆ〈k〉)
ann(eˆ〈k〉 − hˆ〈k〉) ∩ ann(fˆ〈k〉) ann(fˆ〈k〉) ∩ ann(gˆ〈k〉)
]
,
it follows from Theorem 1.2 that M2(〈(̂kd−1)〈k〉〉) ⊆ CenM2(R/〈k〉)(B̂〈k〉). Therefore
each equivalence class in (CenM2(R/〈k〉)(B̂〈k〉))
∗ has |〈(̂kd−1)〈k〉〉|
4 elements.
We define addition ⊞ and multiplication ⊡ on (CenM2(R/〈k〉)(B̂〈k〉))
∗ by
(10) Â∗〈k〉 ⊞ Ĉ
∗
〈k〉 = (Â〈k〉 + Ĉ〈k〉)
∗ and Â∗〈k〉 ⊡ Ĉ
∗
〈k〉 = (Â〈k〉 ⊡ Ĉ〈k〉)
∗.
It is easy to show that the binary operations ⊞ and ⊡ are well-defined and that the
triple 〈(CenM2(R/〈k〉)(B̂〈k〉))
∗,⊞,⊡〉 is a ring, which we sometimes, if the context is
clear, denote by (CenM2(R/〈k〉)(B̂〈k〉))
∗.
Using the following well-known result, Corollary 3.3 can easily be proved.
Theorem 3.2. If A1, . . . , Am are ideals in a ring S (not necessarily commuta-
tive or with a unit), then there is a monomorphism of rings φ : S/(A1∩· · ·∩Am)→
S/A1 ⊕ · · · ⊕ S/Am defined by φ(s + (A1 ∩ · · · ∩ Am)) = (s + A1, . . . , s + Am). If
S2 + Ai = S for all i and Ai + Aj = S for all i 6= j, then φ is an isomorphism of
rings.
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Corollary 3.3. Let R/〈k〉 be finite, and let k = pn11 p
n2
2 · · · p
nm
m , with p1, . . . , pm
different primes and n1, . . . , nm ≥ 1. Then
(i) φ : R/〈k〉 → R/〈pn11 〉 ⊕R/〈p
n2
2 〉 ⊕ · · · ⊕R/〈p
nm
m 〉 defined by
φ(rˆ) = (θ〈pn1
1
〉(r), θ〈pn2
2
〉(r), · · · , θ〈pnmm 〉(r))
is an isomorphism.
(ii) Φ : M2(R/〈k〉)→M2(R/〈p
n1
1 〉)⊕ · · · ⊕M2(R/〈p
nm
m 〉) defined by
Φ([bˆij ]) = (Θ〈pn1
1
〉([bij ]), . . . ,Θ〈pnmm 〉([bij ]))
is an isomorphism.
We need the following trivial results in the next Lemma 3.6.
Lemma 3.4. Let S, S1, . . . , Sm be rings, s ∈ S and let Γ : S → S1 ⊕ · · · ⊕ Sm
defined by Γ(s) = (s1, . . . , sm) be an isomorphism. Then t ∈ CenS(s) if and only if
ti ∈ CenSi(si), for all i.
Lemma 3.5. Let R/〈k〉 be finite. An element bˆ ∈ R/〈k〉 is invertible if and
only if gcd(b, k) = 1.
Lemma 3.6. Let B =
[
e f
g h
]
∈M2(R) and let k ∈ R. If gcd(e− h, f, g, k)
= 1, then
|Cen(B̂〈k〉)| = |R/〈k〉|
2.
Proof. Suppose k = pn11 p
n2
2 · · · p
nm
m , where p1, . . . , pm are different primes and
ni ≥ 1 for all i. It follows from Lemma 3.3(ii) and Lemma 3.4 that
CenM2(R/〈k〉)(B̂〈k〉)
∼=
m⊕
i=1
CenM2(R/〈pnii 〉)
(B̂〈pni
i
〉).
Therefore,
|CenM2(R/〈k〉)(B̂〈k〉)| =
m∏
i=1
|CenM2(R/〈p
ni
i
〉)(B̂〈pni
i
〉)|.
If we can show that |CenM2(R/〈p
ni
i
〉)(B̂〈pni
i
〉)| = |R/〈p
ni
i 〉|
2, for all i, it follows, again
from Lemma 3.3(ii) and Lemma 3.4, that
|CenM2(R/〈k〉)(B̂〈k〉)| =
m∏
i=1
|R/〈pnii 〉|
2 = |R/〈k〉|2.
Let pi be an arbitrary prime in the prime factorization of k. Since gcd(e −
h, f, g, k) = 1, it follows that pi ∤ f or pi ∤ g or pi ∤ e − h. Thus, by Lemma 3.5, at
least one of fˆ〈pni
i
〉, gˆ〈pni
i
〉 or eˆ〈pni
i
〉 − hˆ〈pni
i
〉 is invertible in R/〈p
ni
i 〉.
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If fˆ is invertible in R/〈pnii 〉 with inverse tˆ, say, then given that gcd(e− h, f, g, p
ni
i )
= 1, it follows from Corollary 2.11 and Lemma 2.2(ii) that
CenM2(R/〈pnii 〉)
(B̂) = Cen
([
eˆ fˆ
gˆ hˆ
])
= Cen
([
tˆeˆ 1ˆ
tˆgˆ tˆhˆ
])
=
{
aˆ
[
1ˆ 0ˆ
0ˆ 1ˆ
]
+ bˆ
[
0ˆ 1ˆ
tˆgˆ −tˆ(eˆ− hˆ)
]∣∣∣∣∣ aˆ, bˆ ∈ R/〈pnii 〉
}
.(11)
It can be similarly shown that if gˆ is invertible in R/〈pnii 〉 with inverse tˆ, say, then
(12) CenM2(R/〈pnii 〉)(B̂) =
{
aˆ
[
1ˆ 0ˆ
0ˆ 1ˆ
]
+ bˆ
[
0ˆ tˆfˆ
1ˆ −tˆ(eˆ− hˆ)
]∣∣∣∣∣ aˆ, bˆ ∈ R/〈pnii 〉
}
;
and if eˆ− hˆ is invertible in R/〈pnii 〉 with inverse tˆ, say, then
(13) CenM2(R/〈p
ni
i
〉)(B̂) =
{
aˆ
[
1ˆ 0ˆ
0ˆ 1ˆ
]
+ bˆ
[
0ˆ −tˆfˆ
−tˆgˆ 1ˆ
]∣∣∣∣∣ aˆ, bˆ ∈ R/〈pnii 〉
}
.
It is easy to see that the number of elements in the sets in (11), (12) and (13) are
|R/〈pnii 〉|
2.

Lemma 3.7. Let k ∈ R, let B =
[
e f
g h
]
∈M2(R) and let
B′ =
[
d−1(e− h) d−1f
d−1g 0
]
,
where d := gcd(e− h, f, g, k), then
(CenM2(R/〈k〉)(B̂〈k〉))
∗ ∼= CenM2(R/〈kd−1〉)(B̂
′
〈kd−1〉).
Proof. Since
Â∗〈k〉 ∈ (CenM2(R/〈k〉)(B̂〈k〉))
∗ ⇔ Â〈k〉 ∈ CenM2(R/〈k〉)(B̂〈k〉)
⇔ Â〈k〉 ∈ CenM2(R/〈k〉)
([
eˆ〈k〉 − hˆ〈k〉 fˆ〈k〉
gˆ〈k〉 0ˆ〈k〉
])
⇔ A
[
e− h f
g 0
]
−
[
e− h f
g 0
]
A ∈M2(〈k〉)
⇔ AB′ −B′A ∈M2(〈kd
−1〉)⇔ Â〈kd−1〉 ∈ CenM2(R/〈kd−1〉)(B̂
′
〈kd−1〉)
and
Â∗〈k〉 = Ĉ
∗
〈k〉 ⇔ Â〈k〉 − Ĉ〈k〉 ∈M2(〈k̂d
−1
〈k〉〉)
⇔ A− C ∈M2(〈kd
−1〉)⇔ Â〈kd−1〉 = Ĉ〈kd−1〉.
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it follows that Γ : (CenM2(R/〈k〉)(B̂〈k〉))
∗ → CenM2(R/〈kd−1〉)(B̂
′
〈kd−1〉), defined by
Γ(Â∗) = Â〈kd−1〉,
is a well-defined function which is 1− 1 and onto. It can be easily shown that Γ is
a homomorphism. 
We are finally able to determine the number of elements in the centralizer of a
matrix in M2(R/〈k〉), if R is a UFD and R/〈k〉 is finite.
Theorem 3.8. Suppose R is a UFD, k ∈ R is a nonzero nonunit such that
R/〈k〉 is finite, and
B =
[
e f
g h
]
∈M2(R),
then
|CenM2(R/〈k〉)(B̂〈k〉)| = |R/〈kd
−1〉|2 · |〈(k̂d−1)〈k〉〉|
4,
where d :=gcd(e− h, f, g, k).
Proof. With B′ as in Lemma 3.7, it follows from Lemma 3.6 that
|CenM2(R/〈kd−1〉)(B̂
′
〈kd−1〉)| = |R/〈kd
−1〉|2.
Since each equivalence class in (CenM2(R/〈k〉)(B̂〈k〉))
∗ has cardinality |〈(k̂d−1)〈k〉〉|
4,
it follows that
|CenM2(R/〈k〉)(B̂〈k〉)| = |(CenM2(R/〈k〉)(B̂〈k〉))
∗||〈(k̂d−1)〈k〉〉|
4,
and so Lemma 3.7 implies that
|CenM2(R/〈k〉)(B̂〈k〉)| = |CenM2(R/〈kd−1〉)(B̂
′
〈kd−1〉)||〈(k̂d−1)〈k〉〉|
4
= |R/〈kd−1〉|2|〈(k̂d−1)〈k〉〉|
4.

Example 3.9. Let R = Z[i], k = 12 so that R/〈k〉 = Z12[i] (see [5], p. 604,
Theorem 1) and let
B̂ =
[
4̂i 3ˆ + 6̂i
9̂i î
]
.
Using the fact that every matrix is a 〈k〉-matrix if R is a PID, note that, according
to Lemma 2.2(ii) and Theorem 1.2
CenM2(Z12[i])(B̂〈12〉) = Θ〈12〉
({[
a (1 + 2i)b
3ib a− 3ib
]∣∣∣∣∣ a, b ∈ Z[i]
})
+
[
〈4ˆ〉 〈4ˆ〉
〈4ˆ〉 0ˆ
]
=
{[
aˆ+ 4̂c (1ˆ + 2̂i)bˆ+ 4̂m
3̂ib+ 4̂n aˆ− 3̂ib
]∣∣∣∣∣ aˆ, bˆ, cˆ, mˆ, nˆ ∈ Z12[i]
}
.
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Now, since gcd(3i, 3 + 6i, 9i, 12) = 3, let d = 3 so that kd−1 = 12 · 3−1 = 4. Since
|Z[i]/〈4〉| = |{a+ ib | a, b ∈ Z4}| = 16 and |〈4ˆ〈12〉〉| = 9
it follows from Theorem 3.8 that
|CenM2(Z12[i])(B̂〈12〉)| = 16
2 · 94 = 1679616.
For 2× 2 matrices over a factor ring of Z we have the following result.
Corollary 3.10. Let B̂ =
[
eˆ fˆ
gˆ hˆ
]
∈M2(Zk), then |Cen(B̂)| = (kd)2, where
d = gcd(e− h, f, g, k).
Proof. According to Theorem 3.8
|CenM2(Zk)(B̂〈k〉)| = |Zkd−1 |
2|〈(k̂d−1)〈k〉〉|
4 = (kd−1)2d4 = (kd)2.

Example 3.11. Let B̂〈12〉 =
[
2ˆ〈12〉 2ˆ〈12〉
4ˆ〈12〉 8ˆ〈12〉
]
. Since gcd(6, 2, 4, 12) = 2, it
follows that
|CenM2(Z12)(B̂〈12〉)| = (12 · 2)
2 = 242 = 576.
Remark 3.12. A natural example to include in this section, if such an example
exists, would be one of a UFD R, which is not a PID, and a nonzero nonunit k ∈ R,
such that R/〈k〉 is finite. Unfortunately we could not find such an example. Neither
have we been able to prove that if R is UFD and k ∈ R is a nonzero nonunit such
that R/〈k〉 is finite, then R is a PID.
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