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RESUMO
As empresas vêm passando por constantes mudanças organizacionais a fim de se manterem competiti-
vas em um mundo em que as comunicações estão cada vez mais rápidas e em que o setor empresarial atua
em um nível global. Observando isso, a indústria manufatureira investe fortemente em insumos como as
tecnologias de informação e comunicação (TIC) a fim de obterem informações e conhecimento necessários
sobre os seus processos para que melhores decisões possam ser tomadas e as empresas tornem-se mais efi-
cientes. Essa globalização dos mercados lançou para as empresas de manufatura o desafio de criarem uma
maior proximidade com seus consumidores e parceiros com a finalidade de fabricar produtos que atendam
verdadeiramente as expectativas dos stakeholders. Nessa tarefa a Internet assume um papel importante
como elemento de integração entre pessoas e empresas.
Uma prova da força da Internet é o expressivo tamanho que o comércio eletrônico adquiriu ao logo
dos anos. Outras aplicações para Internet vêm sendo implementadas com êxito. No âmbito da manufatura,
acompanhando as mudanças nas estratégias de produção focadas no uso intensivo das tecnologias da infor-
mação, desenvolveu-se o conceito de manufatura remota e distribuída através da internet, que implementou
paradigmas como a E-manufacturing (manufatura eletrônica). Esta forma um ambiente de manufatura ba-
seado em TICs, especialmente em tecnologias de rede, incluindo a internet, utilizando métodos de trabalho
vinculados a Collaborative e-Work (Trabalho eletrônico colaborativo). Nessa perspectiva, é possível vin-
cular os estudos relacionados a manufatura eletrônica aos primeiros movimentos no sentido de desenvolver
as Fabricas Inteligentes (Smart Factories), diretriz principal da estratégia Indústria 4.0.
A era da Indústria 4.0, implica, entre outros fatores, na utilização intensiva de produtos mecatrônicos e
sistemas de tecnologia da informação (TI). Nesse contexto estão os sistemas de Internet das Coisas Indus-
trial (IIoT) para ampliar ainda mais a imersão nos ambientes de produção. Uma das principais expectativas
com relação a esses sistemas é o aumento do nível de interoperabilidade entre os mais diversos dispositivos
da manufatura e a capacidade de monitoramento e controle desses equipamentos de forma mais distribuída.
Um dos grandes desafios das empresas de manufatura é a aquisição de dados de forma integrada em
uma planta industrial composta por máquinas CNC com diferentes tecnologias e fabricantes, que desen-
volvem sistemas para comunicação com esses dispositivos utilizando protocolos proprietários. Analisando
essa realidade, e aproveitando o fato de que padrões como MTConnect e OPC-UA estão criando o cami-
nho para o desenvolvimento da nova era indústria, este trabalho apresenta a arquitetura de um framework
implementado na forma de um sistema cliente-servidor baseado na internet para o monitoramento e a tele-
operação máquinas-ferramenta CNC, que apresente atributos em conformidade com a estratégia "Indústria
4.0".
i
A concepção do framework, e a subsequente implementação, foi realizada através de uma abordagem
metodológica que envolveu o uso de diagramas IDEF0 (Integration Definition language for Function Mo-
deling), para a definição da modelagem funcional do framework, e a metodologia de projeto axiomático
para o refinamento do modelo em uma especificação mais detalhada da arquitetura na forma de um sistema
baseado na web para o monitoramento e a teleoperação de um centro de torneamento.
O trabalho de implementação computacional fundamentou-se no desenvolvimento, na herança de mó-
dulos de software previamente desenvolvidos e na integração desses módulos na forma de serviços através
de um sistema na web. Foi desenvolvido um serviço de monitoramento baseado no protocolo MTConnect,
para fornecer streaming de dados de fabricação do centro de torneamento. Para atividades de supervisão foi
implementado um servidor OPC para Web (OPCWeb), em que buscou-se criar um alternativa ao servidor
OPC-UA, que é baseado em padrões para internet. Como uma forma de manter a identidade do sistema
dentro do contexto das aplicações de telemanufatura foi incorporado ao sistema serviços de teleoperação
como comando remoto DNC (Distributed Numerical Control) através mecanismo CGI (Common Gateway
Interface) e streaming de video do chão-de-fábrica com Applets Java. Todos esses servidores integrados
por uma interface Web para formar o sistema CyberDNC.
A forma final do sistema foi avaliada através de casos de uso da aplicação focados na conectividade
entre os servidores e os clientes web disponíveis, e adequado funcionamento da aplicação como um todo.
Os testes e validação do sistema (framework) foram realizados para o centro de torneamento Romi Galaxy
15M com CNC Fanuc 18i-Ta.
ABSTRACT
The companies have going through constant organizational changes in order to remain competitive in
a world where communications are increasingly fast and the business sector operates on a global level.
Noting that manufacturing industry invests heavily in inputs such as information and communication tech-
nologies (ICT) in order to obtain information and knowledge about your processes so that better decisions
can be taken and companies become more efficient. This globalization of markets has released to manu-
facturing companies the challenge of creating greater proximity with its customers and partners in order
to manufacture products that truly meet the expectations of stakeholders. In this task the Internet plays an
important role as a factor of integration between people and companies.
A proof of the strength of the Internet is the significant size of the e-commerce acquired over the ye-
ars. Other Internet applications are being implemented successfully. In the context of the manufacture,
tracking changes in the production strategies focused on intensive use of information technologies, has
developed the concept of remote manufacturing and distributed via the internet, which implemented para-
digms like E-manufacturing (electronic manufacturing). This way a manufacturing environment based on
ICTs, especially in network technologies, including the internet, using working methods linked to Colla-
borative e-Work (Collaborative electronic Work). In this perspective, it is possible to link the electronic
manufacturing-related studies to the first movements towards developing Smart Factories, main Industry
4.0 strategy guideline.
The industry 4.0 era, implies, among other factors, on intensive use of mechatronics products and sys-
tems of information technology. In this context are the systems of Industrial Internet of things (IIoT) to
further expand the immersion in production environments. One of the main expectations with regard to
these systems is the increased level of interoperability between different manufacture devices and monito-
ring and control capacity of the equipment in a more distributed way.
One of the greatest challenges of manufacturing companies is the acquisition of data seamlessly in
an industrial plant composed of CNC machines with different technologies and manufacturers, to develop
systems for communication with these devices using proprietary protocols. Analyzing this reality, and
taking advantage of the fact that standards such as OPC-UA and MTConnect are creating the path for the
development of the new era industry, this paper presents the architecture of a framework implemented as
a client-server system based on internet for monitoring and teleoperation CNC machine tool, which shows
attributes in accordance with the strategy "Industry 4.0".
The design of the framework, and the subsequent implementation, was performed through a methodo-
logical approach that involved the use of IDEF0 (Integration Definition for Function Modeling language)
iii
for defining the functional modeling of the framework, and Axiomatic Design methodology for the refine-
ment of the model in a more detailed specification of the architecture as a web-based system for monitoring
and teleoperation of a turning center.
The task of computational implementation was based on the development, in the inheritance of pre-
viously developed software modules and integration of these modules in the form of services through a
web system. It was developed a monitoring service based on MTConnect protocol, to provide manufactu-
ring data streaming of turning center. For supervisory activities was implemented an OPC server for Web
(OPCWeb), which sought to create an alternative to OPC-UA server, which is based on internet standards.
As a way to keep the identity of the system within the context of telemanufacturing applications, was built
into the system teleoperation services as DNC (Distributed Numerical Control) remote commands using
CGI protocol (Common Gateway Interface) and video streaming of the shop-floor through Java Applets.
All these servers integrated by a web interface to form the CyberDNC system.
The final form of the system was evaluated through use cases of the application focused on connectivity
between the servers and the web clients available, and the suitable application’s operation as a whole. The
system (framework) testing and validation were carried out for the turning center Romi Galaxy 15M-Ta
with CNC Fanuc 18i-Ta.
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Capítulo 1
Introdução
O mundo empresarial passa por constantes mudanças impulsionadas pela necessidade das organizações
se manterem competitivas em um mercado global e responderem aos anseios de consumidores exigentes
com demandas variadas e contínuas. Nesse contexto, as empresas estão vendo a necessidade de adequar
os seus processos em estruturas que garantam uma produção mais eficiente, com mais qualidade, menores
custos e tempos de ciclo reduzidos. No âmbito das empresas de manufatura os fatores de competitividade
estão intimamente relacionados ao sistema de produção, envolvendo uma adequada gestão do chão-de-
fábrica e uma clara visão sobre o seu estado operacional. Observando isso, a indústria manufatureira
investe cada vez mais na integração de suas instalações físicas por meio das tecnologias de informação e
comunicação (TIC) a fim de obter informações sobre o processo produtivo de forma detalhada, precisa e
em tempo real, e com isso decisões possam ser tomadas, produtos sejam aprimorados e as expectativas
individuais dos consumidores possam ser atingidas.
A globalização dos mercados lançou um desafio às empresas de manufatura de todo o mundo, uma
vez que produtos e componentes variados e de boa qualidade podem ser produzidos em diferentes países e
disponibilizados para compradores em todo o globo a um custo acessível. Esse ambiente gera a necessidade
de as empresas criarem uma maior proximidade com seus consumidores e parceiros com a finalidade de
fabricar produtos ainda mais condizentes com as expectativas dos stakeholders. Para isso, atribui-se a
Internet o papel de elemento-chave que permitirá uma integração e comunicação rápida entre pessoas
e empresas. Uma primeira prova dessa força da Internet está associada ao tamanho expressivo que o
comércio eletrônico adquiriu nas economias ao redor do mundo nos últimos anos.
Em um passado recente a Internet tem sido empregada com sucesso em atividade diversas e importan-
tes como a manutenção remota de equipamentos (ROCKWELL, 2002) e a tele-cirurgia conduzida através
de um robô comandado remotamente por um cirurgião situado a quilômetros do paciente (SCIENTIFIC-
AMERICAN, 2000). No âmbito da manufatura, acompanhando as mudanças nas estratégias de produção
focadas no uso intensivo das tecnologias da informação, foram realizados uma série de estudos relacio-
nados ao uso da Internet aplicado a manufatura remota e distribuída, implementando paradigmas como a
E-manufacturing (manufatura eletrônica) (ALVARES et al., 2002; ALVARES; SILVA; FERREIRA, 2005;
ALVARES; FERREIRA, 2008; ALVARES, 2005; BENAVENTE, 2011).
Os aspectos que caracterizam a manufatura eletrônica coadunam com a nova era da indústria manufa-
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tureira, a quarta revolução industrial, também chamada de Indústria 4.0. Esta fundamenta-se na integra-
ção de todos os elementos que compõem o sistema de manufatura através das tecnologias da informação
e comunicação para o desenvolvimento das Smart Factories (fábricas inteligentes). A E-manufacturing
(e-Mfg) forma um ambiente de manufatura baseado em TICs, especialmente em tecnologias de rede, in-
cluindo a Internet, utilizando métodos de trabalho vinculados a Collaborative e-Work (trabalho eletrônico
colaborativo), empregado no ciclo de desenvolvimento de produtos que envolvem sistemas CAD/CAPP/-
CAM integrados (LEE, 2003; NOF, 2004). Nessa perspectiva os sistemas para a Indústria 4.0 abrangem
os sistemas de e-Mfg, mas expandem o conceito de integração de informações para o nível de sensores e
atuadores ao ter como base os Cyber-physical Systems (Sistemas Ciber-físicos, CPS) e Internet of Things
and Services (Internet das Coisas e Serviços).
Os CPSs e a introdução da Internet das Coisas e da Internet de Serviços (IoT e IoS) na indústria
é o que caracteriza a era da industria 4.0 (KAGERMANN; WAHLSTER; HELBIG, 2013). Os sistemas
Ciber-físicos representam a junção de sistemas embarcados, a Internet, dados e serviços disponíveis on-line
(MACDOUGALL, 2014). Esses sistemas estão focados em uma rede integrada de processos e recursos
físicos que permite a fusão de sistemas reais e virtuais (GORECKY et al., 2014). Segundo McDougall
(MACDOUGALL, 2014), CPSs criam as bases para a criação de uma Internet das Coisas, que combinada
com a Internet dos Serviços, formam o que é conhecido como Indústria 4.0.
A Internet das Coisas é uma rede inteligente que conecta todas as coisas a Internet, a exemplo de senso-
res e atuadores, com a finalidade de permitir a comunicação entre esses dispositivos através de protocolos
conhecidos, permitindo a identificação, o rastreamento, a localização, o monitoramento e o gerenciamento
inteligente dessas entidades (GUBBI et al., 2013). É a expansão das redes baseadas na Internet, a qual
amplia a comunicação entre pessoas, para pessoas e coisas, ou coisas e coisas (CHEN et al., 2014).
Sistemas de software de apoio à manufatura desempenham um papel importante dentro organizações
industriais há algumas décadas. No âmbito da Indústria 4.0, esses sistemas expandem o seu alcance, fa-
zendo parte de uma rede em que tudo representa um objeto mapeável através de um endereço único. Alguns
desses sistemas formam interfaces de usuário conectadas a sistemas embarcados baseados em softwares
de alto desempenho. Essa interação, segundo McDougall (MACDOUGALL, 2014), cria um mundo com-
pletamente novo em termos de funcionalidades dos sistemas. Um exemplo desses sistemas são os atuais
telemóveis que oferecem um pacote completo de aplicações e serviços que ultrapassam as funções de
telefonia para as quais esses dispositivos foram originalmente projetados.
Os sistemas para a Indústria 4.0 estão fundamentados na integração de dados e serviços virtualmente
localizados que estão vinculados aos recursos físicos da manufatura, através de uma rede inteligente (Cloud
Computing). Essa integração é garantida através do uso de padrões de referência. A adoção desses padrões
são apontadas por Kagermann et al. (KAGERMANN; WAHLSTER; HELBIG, 2013) como um requisito
para a adequada implementação das tecnologias que compõem a quarta revolução industrial. Nesse nível,
destacam-se padrões de conectividade como o OPC-UA (Open process control united architecture) e o
mais recentemente desenvolvido, MTConnect. Albert (ALBERT, 2015) cita esses como padrões-chave
para a promoção da IoT.
O MTConnect é um padrão aberto (royalty-free) e foi desenvolvido com o propósito de se tornar um
protocolo que promovesse a integração de máquinas CNC (Comando Numérico Computadorizado). Esse é
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baseado nos principais padrões existentes na indústria da manufatura e de software, como HTTP (Hypertext
Tranfer Protocol) e XML (Extensible Markup Language) (SOBEL, 2010). O OPC-UA foi desenvolvido
pela OPC Foundation e representa uma evolução do OPC clássico, baseado em tecnologia COM/DCOM,
para formar um padrão de interoperabilidade independente de plataforma para a troca de dados entre o
chão-de-fábrica e os níveis de decisão estratégicos das organizações (MAHNKE; LEITNER; DAMM,
2009). Enquanto o MTConnect facilita a conexão entre máquinas-ferramenta CNC e outros equipamentos
em rede para coleta de dados de fabricação, o OPC-UA promove a interoperabilidade necessária para a
comunicação de dados em toda a planta (ALBERT, 2015).
A forte presença da tecnologia da informação na manufatura já era prevista em estratégias como e-
Work (Trabalho Eletrônico), definida pelo PRISM Center (NOF, 2004) como qualquer atividade produtiva
colaborativa, apoiada por computador e comunicação entre organizações altamente distribuídas de pessoas
e/ou robôs, ou sistemas autônomos. O e-Work é formado por e-activities (Atividades eletrônicas), das quais
a e-Manufacturing faz parte. Nessa perspectiva, o trabalho eletrônico está inserido no principio do que é
conhecido como a Internet de Serviços (IoS). Atividades antes executadas presencialmente são mapeadas
virtualmente e transformadas em serviços integrados disponibilizados remotamente através da Internet.
O E-work inclui aplicações de telerobótica, telemanufatura, teleoperação e serviços (ALVARES, 2005).
Neste trabalho, a Teleoperação remota é um dos objetivos tratados e é incluída no contexto das Fabricas
Inteligentes como um recurso para garantir onipresença e informação de realimentação para uma ação
sobre o processo de fabricação, mais especificamente a manufatura por usinagem.
Com isso, o presente trabalho propõe o planejamento e a implementação de um framework para mo-
nitoramento e teleoperação de máquinas-ferramenta CNC, tendo como elemento de teste e validação um
centro de torneamento CNC da marca Romi modelo Galaxy 15M, provido com controlador Fanuc 18i-Ta.
A implementação tem como resultado um sistema com arquitetura cliente/servidor baseada na Web, combi-
nado com elementos aderentes a Indústria 4.0, como um serviço MTConnect para acesso a dados de CNC,
serviço OPC via Web para interação com a máquina associada as funções de PMC/PLC (Programmable
machine control/Programmable logic controller). Além dessas funções, há os serviços de comando remoto
via HTTP e programas CGI, e monitoramento por imagem através de um serviço de streaming de vídeo
via Internet (WebCam). A arquitetura do sistema é modular, então os testes de validação foram conduzidos
por módulo (servidor) e com todos os serviços funcionando de forma integrada por meio de uma interface
gráfica de usuário disponibilizada para browser.
1.1 Contextualização do Problema
Na indústria manufatureira a obtenção de informações precisas e rapidamente sobre processos de fa-
bricação com o propósito de apoiar tomadas de decisão efetivas e estratégicas, é uma necessidade de em-
presas modernas que querem se manter competitivas. Há a necessidade de se conhecer a real capacidade
das instalações de produção, e assim torná-las mais eficientes. A solução para essa questão passa pela sis-
tematização e automatização de atividades com a menor interferência humana possível, o que proporciona
um aumento na confiabilidade das informações.
É essencial o acesso integrado a dados relacionados ao processo produtivo para apoiar as necessida-
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des de informação para os vários níveis organizacionais da empresa, e instalações de produção flexíveis
e inteligentes que possuam a capacidade responder prontamente as mudanças de cenário nas atividades
rotineiras da produção.
No âmbito da quarta revolução industrial, o conceito de acesso à informação é ampliado. Os elementos
que orbitam em torno da cadeia produtiva estão conectados e integrados por meio de uma rede inteligente,
que é conhecida como Internet das Coisas. Esse novo contexto permite que a produção seja configurada
não apenas de modo mais flexível, mas aproveita os benefícios oferecidos por processos de gerenciamento
e controle diferenciados.
A próxima geração das Fábricas Inteligentes definem a plena promoção da integração de dados e a
estreita aproximação entre produto, processo, stakeholders e usuários finais. Com isso, é essencial o desen-
volvimento e o domínio de tecnologias para a construção de sistemas que permitam a integração inteligente
entre coisas, pessoas e recursos. "Coisas"podem representar máquinas ou produtos. Permitir que pessoas e
coisas interajam de forma mais natural possível é parte do que propõe a estratégia para a iniciativa Indústria
4.0.
A construção do caminho para uma manufatura mais integrada passa pela adoção de arquiteturas de
referência e tecnologias de rede de comunicação que possibilitem uma conectividade com custos reduzidos,
maior eficiência e maior disponibilidade. Diante disso, Kagermann et al.(KAGERMANN; WAHLSTER;
HELBIG, 2013) expõem um conjunto de recomendações para a implementação da iniciativa Indústria 4.0,
uma dessas recomendações são ações voltadas para a padronização e a adoção de padrões abertos para a
construção de um modelo de referência que conjugue todas as perspectivas dos elementos que compõem
um sistemas produtivo, tais como processos de manufatura, dispositivos, aplicações de software para o
ambiente de manufatura e para os níveis de planejamento, e na perspectiva de engenharia em um sistema
de manufatura. A carência de uma arquitetura geral para o desenvolvimento das Fábricas inteligentes
conduz empresas e estudiosos da manufatura ao desenvolvimento de projetos e propostas de arquitetura
de sistemas aderentes a Indústria 4.0, tendo como base, uma ou a fusão de mais de uma das perspectivas
citadas por Kagermann et al. (KAGERMANN; WAHLSTER; HELBIG, 2013).
Após uma análise das perspectivas de “Aplicações de software” e dos “Dispositivos em rede” é pos-
sível agir no sentido de projetar e implementar arquiteturas que envolvam sistemas baseados em serviços
Web, sejam integrados através da internet a coisas, pessoas e outros serviços; que gerem informações
em tempo real, tenha elevada disponibilidade, sejam orientados a serviços (SOA) e empreguem padrões
abertos. Nesse universo persistem atividades como monitoramento através da web via browser e dispo-
sitivos móveis, supervisão distribuída de máquinas, análises de tendências com bancos de dados situados
na nuvem (Cloud computing), entre outros. No âmbito dos padrões abertos estão os protocolos aplicados
à Internet (TCP/IP, HTTP, SMTP, etc) e protocolos para promover conectividade e interoperabilidade na
manufatura como o MTConnect e o OPC-UA.
A Teleoperação promove a intervenção em processos ou em dispositivos localizados fisicamente dis-
tantes por um operador remoto. Telepresença se refere à intensa utilização de realimentação sensorial para
a teleoperação, provendo ao operador realismo baseado na ideia de “presença à distância” (BENAVENTE,
2007). Segundo Kagermann et al.(KAGERMANN; WAHLSTER; HELBIG, 2013), o futuro da Telepre-
sença no âmbito da Indústria 4.0 está em plataformas situadas na nuvem onde sistemas de fabricação se
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conectarão de modo similar a elementos de uma rede social, e lá encontrarão os especialistas mais adequa-
dos para resolver questões específicas. Esses especialistas terão acesso a um conjunto de recursos, dentre
os quais a teleoperação para diferentes finalidades, a exemplo de atuação remota sobre os processos de
fabricação.
1.2 Definição do Problema
O problema de pesquisa deste trabalho de mestrado consiste na concepção de uma plataforma associada
ao desenvolvimento de um sistema de supervisão, monitoramento e teleoperação remota através da Inter-
net de um centro de torneamento CNC, e que possua características em conformidade com o paradigma
da Indústria 4.0. Para isso, incluindo em sua arquitetura elementos recomendados para a implementação
dessa nova iniciativa no âmbito da manufatura. Dentre esses elementos está o fato do sistema ser confi-
gurado como um serviço disponível na internet e empregar padrões classificados como candidatos para a
construção da indústria do futuro, como os protocolos MTConnect e OPC para internet (associado a me-
canismo de acesso a web). Estes protocolos associados promovem a ampla conectividade e a necessária
interoperabilidade entre uma ampla gama de dispositivos na manufatura.
A iniciativa Indústria 4.0 foi proposta pelas organizações de fomento a inovação na manufatura da
Alemanha na forma de um conjunto de recomendações de implementação. No entanto, as referências
nesse tema são poucas e o desenvolvimento dessas propostas não possui uma arquitetura de referência que
combine todas as perspectivas que envolvem a manufatura. A premissa básica desse novo paradigma é
que todos os insumos que constituem o sistema de produção, sejam elementos do mundo físico e virtual,
estejam integrados e sejam rastreáveis em uma rede inteligente baseada na Internet.
O projeto da arquitetura do sistema de monitoramento/supervisão e teleoperação via internet procura
cumprir as três premissas que caracterizam os desenvolvimentos para a Indústria 4.0, apontados no relatório
Recommendations for implementing the strategic initiative Industrie 4.0 (KAGERMANN; WAHLSTER;
HELBIG, 2013) feito pela Acatech, Academia de Ciência e Engenharia da Alemanha, os quais são:
• Integração horizontal através de redes de valor;
• Integração digital de ponta-a-ponta de engenharia por toda a cadeia de valor;
• Integração vertical e sistemas de manufatura em rede.
O sistema deve prever a possibilidade de integração com módulos CAPP e CAM como em arquitetu-
ras integradas CAD/CAPP/CAM através da internet, conforme demonstram Álvares (ALVARES, 2005) e
Benavente (BENAVENTE, 2007; BENAVENTE, 2011), promovendo potencialmente integração vertical e
solução digital de ponta-a-ponta.
Dentro de organizações com os seus processos altamente integrados é essencial a presença de um for-
mato dados universal para o intercâmbio de dados entre os diferentes níveis organizacionais. O formato
XML é amplamente utilizado em aplicações de software distribuídas que transmitem dados através de sim-
ples requisições HTTP (GET). Qualquer aplicação de diferentes níveis organizacionais de que acessam
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recursos e serviços através da Internet tem capacidade de realizar requisições HTTP. Esses atributos garan-
tem que dados produzidos pelos servidores localizados nos controladores de máquinas CNC, por exemplo,
após serem processados e analisados possam ser acessados pelos níveis gerenciais mais altos de uma or-
ganização, como os níveis de planejamento, se estiverem disponíveis no formato XML. Essa característica
dá a arquitetura do sistema o suporte a integração vertical.
1.3 Objetivos da Dissertação
1.3.1 Objetivo Geral
Conceber a arquitetura de uma plataforma para o monitoramento e a teleoperação de máquinas-ferramenta
CNC via Internet com tecnologias e mecanismos que sejam aderentes estratégia "Indústria 4.0", como os
padrões MTConnect e OPC para Internet, de forma que a partir desse framework seja implementado um
sistema e serviço Web que faça a comunicação e possibilite a operação onipresente de um centro de torne-
amento da marca Romi, modelo Galaxy 15M, provido com controlador Fanuc 18i.
1.3.2 Objetivos Específicos
Para atingir o objetivo geral no presente trabalho, foram estabelecidos os objetivos específicos a seguir:
• Adequar a metodologia de projeto axiomático de software a concepção de um sistema Cliente/Ser-
vidor para Monitoramento e Teleoperação do centro de torneamento CNC Romi Galaxy 15M.
• Incluir no projeto do framework serviços baseados em protocolos candidatos a padrão de conectivi-
dade para à Industria 4.0, como o MTConnect e OPC para internet.
• Incluir na arquitetura proposta elementos de Manufatura Eletrônica (e-Mfg), como a teleoperação
através da captura de imagens da célula de manufatura e comando remoto da máquina CNC via
internet.
• Desenvolver um adaptador MTConnect para o CNC Fanuc 18i-Ta através do encapsulamento dos
métodos fornecidos pela API Focas 1 (Fanuc Open CNC Application Programming Interface Speci-
fication version 1) da Fanuc, para a comunicação com um Agente MTConnect.
• Implementar, associado a um servidor OPC-DA (OPC Data Access), uma API (Application Pro-
gramming Interface) para OPC, com a função de gateway, para a captura e acionamento através da
web de funções de CLP do centro de torneamento Romi-Galaxy 15M, de forma que represente uma
alternativa a um servidor OPC-UA.
• Mapear as funções o protocolo Focas1/DNC1 da Fanuc para implementação de atividades de DNC
(Comando Numérico Distribuído, traduzido do inglês) para o envio de comandos via Internet ao
controlador da máquina Romi Galaxy 15M.
• Integrar os serviços de monitoramento, supervisão e teleoperação implementados através do desen-
volvimento de uma interface de usuário (GUI) para Web.
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• Validar a arquitetura do framework através da implementação e teste dos módulos associados a ar-
quitetura, tendo como elemento de prova o centro de torneamento Romi Galaxy 15M com CNC
Fanuc 18i-Ta.
1.4 Abordagem Metodológica
O projeto dessa dissertação utiliza uma abordagem metodológica mista usufruindo da finalidade e da
versatilidade de três diferentes ferramentas metodológicas, são elas: projeto axiomático, IDEF0 (Function
Modeling) e diagramas UML (Unified Modeling Language).
O projeto axiomático baseia-se nas necessidades dos usuários do sistema para construir uma relação
entre o domínio funcional (requisitos funcionais, FR) e o domínio físico (parâmetros de projeto, DP) de
projeto, caracterizado por sucessivas decomposições de parâmetros de projeto em requisitos funcionais e
o simultâneo mapeamento em matrizes de projeto que permitem visualizar os módulos do sistema de dão
origem a arquitetura de sistema e fornecem a sequencia de execução do projeto através de diagrama de
fluxo, produto final da metodologia. No processo de projeto do PA, a cada nova decomposição, busca-se
sempre atender ao axioma 1 da independência e o axioma 2, da informação.
O uso do projeto axiomático neste trabalho está vinculado a definição dos módulos que irão compor a
arquitetura detalhada do sistema e a sua sequencia de implementação. O PA é a maneira estabelecida para
complementar a metodologia definida pelos diagramas IDEF0, que fornecem o modelo funcional e dá um
perspectiva mais genérica do framework, que é implementado com o auxílio do projeto axiomático.
A IDEF0 permite descrever, através de uma hierarquia de diagramas, o modelo funcional (portanto,
fluxo de informações dos processos) do sistema que se pretende analisar ou implementar. Não foi uma
metodologia concebida para modelar aspectos temporais (RABELO, 2016). Pode ser usada para modelar
uma ampla variedade de sistemas automatizados e não automatizados (COLOQUHOUN; BAINES; CROS-
SLEY, 1993). Liu, Sun e Mahdavian (LIU; SUN; MAHDAVIAN, 2008) afirmam que a flexibilidade da
IDEF0 reside na capacidade de permitir a análise de complexos sistemas, onde há a necessidade de estudar
múltiplos níveis de detalhamento das atividades de tal forma que o analista possa entender o sistema. Essa
técnica apresenta as seguintes características: generalidade (para sistemas variáveis e complexos); rigor e
precisão (modelos corretos e aplicáveis); concisão (facilidade de compreensão e consenso); conceito (re-
presenta requisitos funcionais) e flexibilidade (para várias fases do ciclo de vida de um projeto). Para Choo
e Lee (CHOO; LEE, 1999) a técnica de modelagem de funções IDEF0 é usada para garantir a completa
captura das informações requeridas.
Neste trabalho, a IDEF0 possibilita a definição do modelo do framework e auxilia no levantamento das
necessidades dos usuários para o projeto axiomático, atuando como uma entrada para esta outra metodolo-
gia.
A UML é uma linguagem-padrão para a elaboração da estrutura de projetos de software, podendo ser
empregada para a visualização, a especificação, a construção e a documentação de arquiteturas que façam
uso de sistemas complexos de software. Neste trabalho, a UML é utilizada principalmente para documentar
detalhes dos módulos da arquitetura do framework que possuam elementos de software programados com
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linguagem de programação orientada a objeto e na interface gráfica de usuário.
1.5 Contribuições do Trabalho
As contribuições deste trabalho estão relacionadas a proposta e o desenvolvimento de uma arquitetura
de uma plataforma para telemanufatura com características aderentes ao paradigma da Indústria 4.0.
Apresenta-se também diagramas IDEF0 associados ao projeto axiomático como uma abordagem meto-
dológica promissora para o desenvolvimento de sistemas para a manufatura da quarta revolução industrial.
Dentro dessa perspectiva, o uso do projeto axiomático gerou um artigo que foi aceito, apresentado e publi-
cada no The 10th International Conference on Axiomatic Design, realizado da China, no mês de setembro
de 2016. O trabalho recebeu o título "Axiomatic design applied to the development of a system for moni-
toring and teleoperation of a cnc machine through the internet"e resultou em uma publicação com efeito
duplo, sendo publicado tanto nos anais da conferência, quanto na revista científica Procedia CIRP (vol.53,
páginas.198-205).
O projeto do trabalho, que é inédito, combina em uma mesma interface de usuário através da internet as
características e vantagens dos padrões de comunicação industrial, MTConnect e OPC, a fim de promover
monitoramento, supervisão e teleoperação em centros de processamento CNC.
1.6 Estrutura do Documento
O presente trabalho foi organizado em uma estrutura de oito capítulos juntamente com esta introdução.
Os capítulos foram dispostos logicamente em um sequência que favorece a compreensão das etapas do
projeto de forma simplificada.
O capítulo 2 deste trabalho refere-se da revisão bibliográfica sobre os conceitos e referências acerca
da Indústria 4.0, como Internet das Coisas (IoT), Sistemas Ciber-físicos (CPS) e Fábricas Inteligentes,
apontando também potenciais aplicações e o desafios no âmbito da quarta revolução industrial. A re-
visão bibliográfica tem uma continuação no capítulo 3, onde apresenta-se os padrões candidatos para o
desenvolvimento da indústria do futuro, como o MTConnect e OPC-UA. São também analisados conceitos
associados a manufatura eletrônica (e-Mfg), teleoperação, controle supervisório, entre outros.
O capítulo 4 mostra a pesquisa bibliográfica sobre a metodologia de projeto axiomático, apresentando
toda a sequência de etapas do processo de projeto para a definição da arquitetura de um sistema dentro
dessa abordagem.
No capítulo 5 apresentada a metodologia empregada no desenvolvimento do trabalho. Nesse capítulo
expõe-se a abordagem mista, envolvendo o projeto axiomático para o planejamento da arquitetura do sis-
tema com elementos utilizados e desenvolvidos no âmbito deste trabalho e UML para a documentação do
sistema por meio de diagrama de pacotes, diagramas de classe, diagramas de casos de uso e diagramas de
atividade, associados a modelagem funcional do Framework através de diagramas IDEF0.
O capítulo 6 trata da implementação da arquitetura descrita na metodologia. São expostos os deta-
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lhes do trabalho de desenvolvimento e configuração dos servidores que integram a arquitetura do sistema.
O servidor MTConnect descrito pela demonstração dos detalhes do desenvolvimento do Adaptador e da
configuração do Agente MTConnect. São descritas as características do servidor OPC-DA configurado e
a sua integração com um módulo gateway para permitir conectividade via internet, que também é deta-
lhado. Apresenta-se também as características do interface Web de usuário desenvolvida, com a integração
dos servidores anteriormente citados. Nesse capítulo também expõe-se a incorporação das atividades de
comando remoto via internet utilizando scripts CGI (Common Gateway Interface) e do servidor de stre-
amming de imagens (WebCam).
O capítulo 7 é dedicado a apresentação dos testes e validação da arquitetura. Aí são descritos os en-
saios de operação do centro de torneamento Romi Galaxy 15M (CNC Fanuc 18i-Ta) com o servidores de
monitoramento/supervisão e os serviços de teleoperação implementados. Demonstra-se a versatilidade do
servidor MTConnect através do teste de conectividade do software Agente com diferentes clientes dispo-
níveis. São feitos também testes sobre o funcionamento da interface Web cliente desenvolvida, integrando
todos os serviços implementados.
Por fim, há o capítulo 8, em que expõe-se as conclusões acerca dos resultados obtidos no trabalho, e
onde também são estabelecidas propostas para trabalhos futuros.
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Capítulo 2
Revisão Bibliográfica: Indústria 4.0
Neste capítulo expõe-se os principais conceitos estudados e analisados acerca do paradigma da In-
dústria 4.0 para a realização da pesquisa necessária para o projeto e implementação da arquitetura do
framework.
2.1 Conceito de Indústria 4.0
Indústria 4.0 é o nome dado para a chegada da quarta revolução industrial, a nova era da indústria que
está centrada no uso intensivo de recursos avançados de Tecnologia da Informação e Comunicação (TIC)
com a finalidade de garantir maior flexibilidade a sistemas e processos de produção, como uma consequên-
cia da crescente complexidade de produtos e cadeias de suprimento (FALLER; FELDMÜLLER, 2015).
O termo surgiu para nomear a estratégia do governo da Alemanha para o estímulo ao desenvolvimento de
uma manufatura de última geração dentro de um conjunto de ações que também vem sendo adotadas em
outros países do mundo.
As revoluções industriais caracterizam-se por mudanças abruptas e radicais, motivadas pela incorpora-
ção de tecnologias, que tem reflexo no campo econômico, social e político. Até os dias atuais a o consenso
da existência de três revoluções industriais. A primeira ocorreu entre os anos de 1760 e 1840, impulsio-
nada por tecnologias como máquinas a vapor e hidráulicas, e tem como símbolo dessa fase o advento do
primeiro tear mecanizado. A segunda revolução deu-se entre o final do século XIX e início do século XX,
sendo representada pela introdução da eletricidade, da linha de montagem e do surgimento da produção em
massa baseada na divisão do trabalho. A terceiro estágio da industrialização começou na década de 1960,
e é marcado pelo desenvolvimento dos semicondutores, e tecnologias como Mainframes e computadores
pessoais. Foi a era do surgimento e difusão da eletrônica e das tecnologias da informação e comunicação
(TICs), que mais tarde, nos anos 1990, viu o aparecimento da Internet (FDC, 2016). A Figura 2.1 ilustra
brevemente as sucessivas revoluções industriais e o que caracteriza cada uma.
Com a evolução de algumas das tecnologias da terceira revolução industrial, juntamente com o advento
e a incorporação de outras tecnologias, estudiosos sugerem que a partir do começo do século XXI, teria-se
iniciado uma quarta revolução industrial, que na Alemanha recebeu o nome de "Indústria 4.0".
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Figura 2.1: As quatro fases da revolução industrial, adaptado de (KAGERMANN; WAHLSTER; HELBIG,
2013)
Esse novo paradigma da indústria tem como principal propósito a consolidação das fábricas inteligentes
onde de destacam a disseminação dos Sistemas Ciber-físicos (CPSs), evolução dos sistemas embarcados,
permitindo a implementação da Internet das Coisas (IoT) e de Serviços(IoS), fazendo de cada insumo,
recurso ou produto um objeto conectado e mapeável em rede.
Os Sistemas Ciber-físicos correspondem à evolução dos sistemas embarcados na forma de dispositivos
distribuídos e conectados a redes sem fio com capacidade de comunicação entre si e com a Internet. Isso
resulta na convergência entre o mundo físico e virtual (ciberespaço). Acompanhando esse movimento está
o aprimoramento dos protocolos de rede como o IPv6, que provê endereços de rede suficientes para permitir
conectividade com objetos inteligentes via Internet. Esse fato cria as condições para a criação da Internet
das coisas e Serviços, em que recursos, informações, objetos e pessoas estarão conectados para propósitos
específicos. Essa evolução tecnológica afeta a indústria, e no âmbito da manufatura é descrita como o
quarto estágio da industrialização, ou Indústria 4.0 (KAGERMANN; WAHLSTER; HELBIG, 2013).
A Figura 2.2 fornece uma visão geral da Indústria 4.0, em que todos os elementos que compõem a
cadeia de valor são mapeados virtualmente de modo que todos estejam acessíveis em qualquer lugar e
possam se comunicar através de uma rede colaborativa com o propósito de suprir necessidades comuns.
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Todos os elementos desse cenário estão na forma de serviços disponíveis através da Internet (KAGER-
MANN; WAHLSTER; HELBIG, 2013). Nesse sentido, a integração das tecnologias de IoT e Computação
na nuvem é promissora por permitir a criação de ambientes inteligentes que combinam serviços oferecidos
pelos múltiplos elementos dessa rede, e escalabilidade para suportar o amplo número de usuários de modo
confiável e descentralizado (GUBBI et al., 2013).
Figura 2.2: Visão geral da Indústria 4.0, adaptado de (PISCHING et al., 2015)
O principal propósito da Indústria 4.0 é a constituição das fabricas inteligentes. Estas são capazes de
gerenciar a complexidade dos processos, operam com menos interrupções e de modo mais eficiente. Numa
fábrica inteligente a interação entre seres humanos, máquinas e recursos é tão natural que, segundo Ka-
germann et al. (KAGERMANN; WAHLSTER; HELBIG, 2013), assemelha-se a uma rede social. Nessas
instalações, sistemas ciber-físicos monitoram processos físicos da fábrica e tomam decisões descentraliza-
das. Os sistemas físicos são convertidos em objetos da Internet das coisas, comunicado-se e colaborando
uns com os outros e com seres humanos em tempo real através de uma rede sem fio conectada à Web
(MARR, 2016).
Segundo Marr (MARR, 2016) para uma fábrica ou sistema ser considerado parte da Indústria 4.0, deve
possuir as características de:
a) interoperabilidade entre dispositivos, máquinas, sensores e pessoas;
b) transparência na informação, em que os sistemas contextualizam a informação criando uma copia do
mundo físico no mundo virtual através de sensores de dados;
c) auxilio técnico, pois os sistemas podem auxiliar humanos na tomada decisões e na resolução de proble-
mas, bem como auxiliar quando a tarefa é complexa e insegura para humanos.
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Junto a isso, a possibilidade de realizar tomadas de decisões de modo descentralizado, destacando-se o
papel dos sistemas ciber-físicos.
2.2 Sistemas Ciber-físicos (CPS)
Uma conceituação geral coloca os CPSs como sistemas formados por entidades virtuais colaborativas
intensamente conectadas ao mundo físico circundante e aos seus processos em andamento, consumindo
e fornecendo acesso a dados e serviços de processamento de dados disponíveis na Internet (ACATECH,
2011; NIST, 2013) . Conforme o Report of the Steering Committee for Foundations and Innovation for
Cyber-Physical (NIST, 2013), os CPSs tem uma grande potencial para modificar vários aspectos da vida,
permitindo o desenvolvimento de conceitos como carros autônomos, cirurgia robótica, edifícios inteligen-
tes, rede elétrica inteligente, manufatura inteligente e dispositivos médicos implantados.
Especificamente no âmbito da manufatura, Cyber-physical Systems (CPS) correspondem à fusão dos
sistemas físicos e virtual em uma rede integrada que reúne recursos físicos e processos (Gorecky et al.,
2014; MacDougall, 2014). Nessas redes circulam múltiplas informações de diferentes fontes que são mo-
nitoradas e sincronizadas entre o chão-de-fábrica e o ciberespaço (Lee et al., 2015). Kagermann et al.
(KAGERMANN; WAHLSTER; HELBIG, 2013) classificam como CPSs, máquina inteligentes e instala-
ções de produção capazes de trocar informação de modo autônomo, realizar acionamentos e controlar uns
aos outros de forma independente.
Segundo MacDougall (MACDOUGALL, 2014), os Sistemas Ciber-físicos criam as condições para a
Internet das Coisas (Internet of Things , IoT) que combinada com a Internet de Serviços (IoS) viabili-
zam a Indústria 4.0. A interação entre sistemas embarcados baseados em software de alto desempenho e
interfaces de usuário dedicadas integrados por redes digitais criam um novo universo de funcionalidades
para sistemas. Com isso, os CPSs representam uma quebra de paradigma diante dos modelos de negócios
existente ao permitir o desenvolvimento de novas aplicações, serviços e cadeia de valor. A evolução dos
sistemas embarcados em Sistemas Ciber-físicos com Internet das Coisas, dados e serviços é ilustrada na
Figura 2.3.
Na Figura 2.3 sistemas embarcados fechados (ex. aribag) representam o ponto de partida. Foram reali-
zados desenvolvimentos no campo dos sistemas embarcados conectados a redes locais. Mais recentemente,
estratégias foram elaboradas para expandir essas redes globalmente (e.g. junção de rodovias inteligente em
redes que utilizam informações sobre o tráfego). Os CPSs representam a próximo estágio para a criação
das cidades inteligentes através da criação de uma Internet das Coisas, Dados e Serviços.
Uma especialização do conceito de Sistemas Ciber-físicos são os Sistemas de Produção Ciber-físicos
(CPPS, sigla em inglês de Cyber-physical production system). Estes compreendem máquinas, sistemas de
armazenagem, logística e instalações de produção inteligentes que foram mapeados digitalmente e permi-
tem a integração com base nas TICs de ponta-a-ponta, desde a logística de entrada até a logística de saída
e serviços, passando pela produção e pelo marketing (KAGERMANN; WAHLSTER; HELBIG, 2013;
MACDOUGALL, 2014; MONOSTORI, 2015). Também tem a função de possibilitar a comunicação entre
máquinas, humanos e produtos. Os elementos de um CPPS serão capazes de adquirir e processar dados,
autocontrolar certas tarefas e interagir com humanos através interfaces (MONOSTORI, 2015), conforme
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Figura 2.3: A evolução dos sistemas embarcados até a Internet das Coisas, dados e Serviços, adaptado de
(MACDOUGALL, 2014)
ilustra a Figura 2.4.
Figura 2.4: Interação humanos-máquinas em Sistemas de Produção Ciber-físicos, adaptado de (BRETTEL
et al., 2014)
Monostori (MONOSTORI, 2015) lista algumas expectativas em relação aos CPSs e CPPSs:











• Modelo correcional, etc.
O mesmo autor, em extensa revisão bibliográfica, chama de "raízes"dos CPPSs na manufatura traba-
lhos pioneiros realizados em área associadas ao tema, e faz considerações acerca dos desafios em termos
de Pesquisa e Desenvolvimento no âmbito dos CPPSs. Dentre os estudos pré-revolução industrial 4.0,
destacam-se:
• Sistemas de manufatura inteligente (IMS, sigla em inglês) em que através de informações incom-
pletas ou imprecisas problemas imprevistos possam ser solucionados. Nesse campo também foram
abordados temas como métodos de inteligência artificial e aprendizagem de máquina.
• Sistemas de Manufatura Biológicos (BMS, sigla em inglês) os quais trabalham com conceitos bio-
logicamente inspirados como auto-crescimento, auto-organização, adaptação e evolução.
• Sistemas de Manufatura Reconfiguráveis (RMS, sigla em inglês), em que máquinas e controladores
são reconfiguráveis.
• Fábricas Digitais (Digital Factories), em que destaca-se o mapeamento da maioria dos processos
técnicos e de negócios no mundo digital.
• Sistemas de Manufatura Holônicos (HMS, sigla em inglês), em que as entidades apresentam como
principais características a autonomia e a cooperação.
• Metodologias de síntese emergente.
• Estruturas de produção modificáveis.
• Empresas de manufatura responsivas e cooperativas.
• Coevolução de produtos, processos e sistemas de produção.
• Tratamento de complexidade em manufatura e engenharia.
Há um grande número de importantes desenvolvimentos no campo dos CPSs e CPPSs como em con-
trole cooperativo, sistemas multi-agentes, sistemas de complexos adaptativos, sistemas emergentes, redes
de sensores, data mining, etc; no entanto, muito pode ser realizado, Mosnostori (MONOSTORI, 2015)
relaciona algumas desafios em termos de P&D:
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• Sistemas autônomos (ao menos parcialmente) e adaptativos baseados em contexto.
• Sistemas de produção cooperativos.
• Sistemas dinâmicos de previsão e identificação.
• Programação robusta.
• Fusão de sistemas reais e virtuais.
• Simbiose homem-máquina (incluindo robô-humano).
2.3 Internet das Coisas (IoT)
2.3.1 Definição
A Internet das coisas (IoT), depois da própria internet, é considerada como uma onda tecnológica e
econômica na indústria global da informação. Segundo Chen et al. (CHEN et al., 2014), a IoT é uma
rede inteligente que conecta todas as coisas à Internet com a finalidade de trocar informações e localizar
dispositivos através protocolos pré-estabelecidos. Para a IoT atinge o objetivo de promover uma localização
inteligente, identificação, rastreamento, monitoramento e gestão de coisas. É a extensão e expansão do
conceito de redes baseadas na Internet, a qual expande o paradigma da comunicação de pessoas para
pessoas, para pessoas e coisas ou entre coisas e coisas.
No paradigma da Internet das Coisas (IoT), muitos dos objetos que são parte dos ambientes da vida
moderna são conectados em rede de alguma forma. Tecnologias de IDentificação por Radio Frequência
(RFID) e sensores em rede se proliferarão a fim viabilizar esse novo paradigma, em que Sistemas de
Informação e Comunicação estarão imperceptivelmente incorporados ao ambiente ao redor. Isso resulta na
geração de enormes quantidades de dados que precisam ser armazenados, processados e apresentados de
forma continua, eficiente e facilmente interpretável (GUBBI et al., 2013).
Não há uma definição final e absoluta para IoT, uma vez que os especialistas na área possuem diferentes
perspectivas sobre o assunto. Entretanto, seguindo a evolução tecnológica, é possível identificar algumas
características que a IoT deve ter (CHEN et al., 2014):
1. Percepção Abrangente - usando recursos com RFID, sensores e códigos de barra para obter infor-
mações em qualquer lugar e a qualquer momento. Nessa perspectiva, os sistemas de comunicação
e a informação serão embarcados de forma imperceptível e naturalmente no ambiente. As redes
de sensores permitirá que as pessoas interajam remotamente com o mundo real. As tecnologias de
identificação citadas identificarão tanto objetos quanto lugares.
2. Transmissão Confiável - Um conjunto de tecnologias de redes de rádio, redes de telecomunicação e a
Internet permitirão a transmissão e a disponibilidade de informações entre objetos de rede a qualquer
momento. IoT cria a interação entre o mundo físico, o mundo virtual, o mundo digital e a sociedade.
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3. Processamento Inteligente - darão suporte às aplicações para IoT através da coleta de dados para
bancos de dados, de várias tecnologias de computação inteligente, incluindo a computação na nuvem.
Provedores de serviços de rede podem processar um grande volume de mensagens instantaneamente
através da computação na nuvem. Assim, essa tecnologia será a promotora da IoT.
A Figura 2.5 contextualiza a IoT no âmbito da Industria 4.0. A associação entre Sistemas Ciber-físicos
(CPS) e IoT propõe a virtualização e o monitoramento de recursos físicos e serviços, tornando-os objetos
virtuais o quanto for possível, a fim de possibilitar a integração do mundo virtual com o real (KAGER-
MANN; WAHLSTER; HELBIG, 2013). Produtos, pessoas, objetos e serviços tornam-se parte de um
grande grupo de serviços virtuais, em um ambiente onde as atividades são mapeadas na forma de serviços
(everything-as-services) (LI; WEI, 2012). Com isso, no setor industrial, processos de manufatura também
podem ser convertidos para serviços virtuais (Manufacturing Processes as Services). Todos esses serviços
convergem para uma Internet de Serviços (IoS), integrados sob tecnologias baseadas na nuvem, permi-
tindo que esses recursos sejam compartilhados localmente ou entre parceiros distribuídos (PISCHING et
al., 2015).
Figura 2.5: IoT no contexto da Industria 4.0, adaptado de (PISCHING et al., 2015)
Uma arquitetura ou um modelo de referencia para o desenvolvimento da IoT consiste de varias cama-
das, que compreendem a camada de aquisição de dados de campo, mais próxima do equipamentos, até
a camada de aplicação de mais alta nível em temos de interface de dados. Segundo Bandyopadhyay e
Sen (BANDYOPADHYAY; SEN, 2011), uma arquitetura em camadas tem que ser projetada de forma que
possa atender as necessidades de varias tipos de organização, instituições e sociedades. Com esse propó-
sito Atzori e Morabito (ATZORI L; MORABITO, 2010) apresentaram uma arquitetura genérica para IoT,
ilustrada pela Figura 2.6.
A arquitetura em camadas é dividida em duas, um bloco de camadas inferior, representado por aquelas
com a função de capturar dados, e um bloco superior responsável pela utilização dos dados em aplicações.
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Figura 2.6: Arquitetura em camadas para IoT, adaptado de (ATZORI L; MORABITO, 2010)
Cada camada é brevemente descrita abaixo:
Camada de Borda (Edge Layer): é a camada de hardware que consiste em sensores de rede, sistemas
embarcados, Tags de RFID (Radio-Frequency Identification) e leitores ou sensores de precisão de diferen-
tes tipos. Muitos desses elementos de hardware fornecem identificação e armazenamento de informação
(e.g. Tags RFID), coleta de informação (e.g. redes de sensores), processamento de informação (e.g. pro-
cessadores de borda embarcados), comunicação, controle e atuação.
Camada de Gateway de Acesso (Access gateway layer): corresponde ao primeiro estágio da manipula-
ção de dados. Essa camada trata do roteamento de mensagens, publicação e subscrição, e também realiza
a comunicação entre plataformas, se necessário.
Camada Middleware (Middleware layer): Essa é umas das camadas mais criticas e opera de modo
bidirecional. Atua como uma interface entre a camada hardware e a camada de aplicação. É responsável
por funções criticas como gerenciamento de dispositivos e informação e também trata de questões como
filtragem de dados, agregação de dados, análise semântica, controle de acesso, descoberta de informações
como o serviço de informação EPC (Eletroninc Product Code) e ONS (Object Naming Service).
Camada de Aplicação (Application Layer) : Esta camada corresponde ao topo da pilha e tem a função
de fornecimento de várias aplicações para diferentes usuários em IoT. Essas aplicações podem prover de
diferentes industrias verticais como: manufatura, logística, saúde, segurança pública, alimentação, etc.
2.3.2 Elementos e Tecnologias-chave da IoT
Gubbi et al. (GUBBI et al., 2013) classificam as tecnologias que permitirão o desenvolvimento da
IoT em três categorias: (a) Hardware - sensores, atuadores e hardware de comunicação embarcada; (b)
Middleware - ferramentas de computação e armazenamento sob demanda para análise de dados e (c) Apre-
sentação - novas ferramentas de visualização e interpretação fáceis de entender que podem ser amplamente
acessadas em diferentes plataformas e que podem ser projetadas para diferentes aplicações. Algumas tec-
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nologias que enquadram-se nessas categorias são:
Identificação por Radio Frequência (RFID) : o principio dessa tecnologia são microchips projetados
para permitir a comunicação de dados sem fio. Esses componentes ajudam na identificação de tudo a que
elas estejam fixadas, atuando como um código de barras eletrônico (WELBOURNE et al., 2009; JUELS,
2006). Esse recurso já resultou em muitas aplicações, em particular no setor de varejo e na gestão da cadeia
de suprimentos. Outras aplicações podem ser encontradas em área de transporte (substituição de bilhetes,
adesivos de registro) e aplicações de controle de acesso. Etiquetas passivas estão sendo usadas também em
muitos cartões bancários e em pedágios rodoviários, que estão entre as primeiras implementações globais.
Os leitores de RFID ativos têm seu próprio suprimento de bateria e podem instanciar a comunicação. Das
várias aplicações, a principal aplicação de etiquetas RFID ativas está em contêiner de porto (JUELS, 2006)
para monitoramento de carga.
Redes de sensores sem fio (WSN) : é centrada na implementação de dispositivos miniatura de baixa
potência e de baixo custo para utilização em aplicações de detecção remota. Avanços tecnológicos no
campo dos circuitos integrados de baixa potência e da comunicação sem fio tem permitido a viabilidade na
utilização de uma rede de sensores constituída por um grande número de sensores inteligentes, permitindo
a coleta, o processamento, análise e a distribuição de informações valiosas, capturadas em vários ambientes
(AKYILDIZ et al., 2002). Os dados dos sensores são compartilhados entre nós de sensores e enviados para
um sistema distribuído ou centralizado para análise.
Esquemas de Endereçamento - A capacidade de identificar exclusivamente "coisas"é fundamental para
o sucesso do IoT. Isso não só nos permitirá identificar de forma exclusiva bilhões de dispositivos, mas
também para controlar dispositivos remotos através da Internet. Para tratar disso, o sistema URN (Uniform
Resource Name) é considerado fundamental para o desenvolvimento de IoT. URN cria réplicas dos recursos
que podem ser acessados através do URL. Com grande quantidade de dados espaciais sendo coletados,
muitas vezes é muito importante aproveitar os benefícios dos metadados para transferir as informações de
um banco de dados para o usuário através da Internet (HONLE et al., 2005). O IPv6 também dá uma ótima
opção para acessar recursos de forma exclusiva e remota.
Análise e Armazenamento de dados - uma das mais importantes funções desse campo emergente é
tratar da grande quantidade de dados criada. O armazenamento, a propriedade e a expiração dos dados
tornam-se questões críticas. Os dados têm de ser armazenados e utilizados de forma inteligente para um
monitoramento e uma atuação inteligentes. É importante desenvolver algoritmos de inteligência artifi-
cial que poderiam ser centralizados ou distribuídos com base na necessidade. Esses sistemas apresentam
características como a interoperabilidade, integração e comunicação adaptativas. Eles também têm uma ar-
quitetura modular, tanto em termos de design do sistema de hardware, bem como pelo desenvolvimento de
software e geralmente são bem adaptáveis a aplicações de IoT. Mais importante ainda, uma infraestrutura
centralizada para suportar o armazenamento e análise é necessária (GUBBI et al., 2013).
Tecnologias de Visualização - a visualização é crítica para uma aplicação IoT, pois isso permite a
interação do usuário com o ambiente. Com os recentes avanços nas tecnologias de tela sensível ao toque, o
uso de tablets e smartphones tornou-se muito intuitivo. Para que uma pessoa leiga se beneficie plenamente
da IoT, é preciso criar uma visualização atraente e fácil de entender. A evolução tecnológica permite
que mais informações sejam fornecidas de forma significativa para os consumidores finais. A conversão
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de dados em conhecimento é crítico para as tomadas de decisões rápidas. No entanto, a extração de
informações significativas de dados brutos não é trivial. Isto engloba tanto a detecção de eventos como a
visualização dos dados brutos e modelados associados, com a informação representada de acordo com as
necessidades dos usuários finais (GUBBI et al., 2013).
2.3.3 Aplicações da IoT
Existem vários domínios de aplicação que serão impactados pela emergente Internet das coisas. Na
literatura as aplicações atualmente em curso e as potenciais implementações no campo da IoT são catego-
tizadas de diferentes formas. Chen el al. (CHEN et al., 2014), em relação a Gubbi et al. (GUBBI et al.,
2013), e Bandyopadhyay e Sen (BANDYOPADHYAY; SEN, 2011), apresentam a classificação mais obje-
tiva, porém mais abrangente das capacidades de aplicação da IoT. Dessa forma, o potencial de aplicação
da IoT pode ser resumido como segue:
• Detecção de localização e compartilhamento de informações de localização: O sistema de IoT pode
coletar informações de localização de terminais e nós de IoT, e então, fornecer serviços com base
nas informações de localização coletadas. As informações de localização incluem informações de
posição geográfica de GPS, Cell-ID, RFID, etc. e informações de posições relativas ou absolutas
entre as coisas.
• Sensoriamento do ambiente (Environment Sensing): o sistema de IoT pode coletar e processar todos
os tipos de parâmetros ambientais físicos ou químicos através dos terminais localmente ou ampla-
mente implantados. Informações ambientais típicas incluem temperatura, umidade, ruído, visibili-
dade, intensidade de luz, espectro, radiação, poluição (CO, CO2, etc.), imagens e indicadores de
corpo.
• Controle Remoto: Sistemas IoT podem controlar terminais IoT e executar funções com base nos
comandos da aplicação combinados com informações coletadas de requisitos de serviço e coisas.
• Redes Ad-Hoc: sistema IoT terá capacidade de rede de auto-organizada rapidamente e pode intero-
perar com a camada de rede/serviço para prover serviços relacionados (HUANG et al., 2014). E uma
rede do veículo, a fim de transferir os dados, a rede entre os veículos e/ou infra-estruturas rodoviárias
podem ser rapidamente auto-organizadas.
• Comunicação segura: sistema IoT pode ainda estabelecer um canal de transmissão de dados seguro
entre a aplicação ou plataforma de serviço e terminais IoT com base nos requisitos do serviço.
Na prática, uma aplicação IoT consiste em diferentes tipos de recursos, e podem ser baseadas nas
exigências da área de aplicação. O quadro da Figura 2.7 mostra exemplos de diferentes aplicações da IoT
por área.
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Figura 2.7: Áreas tecnológicas-chave para o desenvolvimento da IoT, adaptado de (CHEN et al., 2014)
2.4 Fábricas Inteligentes - Smart Factories
O principal objetivo da Industria 4.0 é consolidar as "Fábricas Inteligentes"para permitir a criação
de produtos e serviços personalizados sob-demanda que atendam às necessidades de cada consumidor
(PISCHING et al., 2015).
A fusão dos mundos físicos e virtual através dos sistemas ciber-físicos e a fusão resultante de processos
de negócios e processos técnicos estão abrindo caminho para uma nova era industrial sintetizada pelo
conceito de "Fábrica Inteligente"(Smart Factory) no âmbito da estratégia Industria 4.0.
A implementação de sistemas de Ciber-físicos em sistemas de produção faz emergir as "fábricas in-
teligentes". Processos, recursos e produtos de fábricas inteligentes são caracterizados por sistemas de
ciber-físicos, fornecendo maior eficiência e vantagens em termos de custos, em comparação com sistemas
de produção clássicos. As Fábricas de inteligentes são projetadas conforme práticas de negócios sustentá-
veis e orientadas a serviço. Essas fábricas primam por adaptabilidade, flexibilidade, auto-adaptabilidade e
características de aprendizagem, tolerância a falhas e gestão de riscos (MACDOUGALL, 2014).
Altos níveis de automação é inerente às fábricas inteligentes. Isso é possível graças a uma rede fle-
xível de sistemas de produção baseados em sistemas ciber-físicos que, em grande medida, supervisionam
automaticamente os processos de produção. Sistemas de produção flexíveis, que são capazes de responder
em quase tempo real, permitem que os processos de produção internos sejam radicalmente otimizados.
As vantagens de produção não estão limitadas exclusivamente às condições de produção pontuais, mas
também podem ser otimizadas de acordo com uma rede global de unidades de produção adaptáveis e auto-
organizáveis pertencentes a mais de um operador (Figura 2.8) (MACDOUGALL, 2014).
Isso representa uma revolução na produção em termos de inovação, custo, economia, tempo e a criação
de um modelo bottom-up (de baixo para cima) de geração de valor na produção, cuja capacidade de rede
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Figura 2.8: Esquema de Fábricas Inteligentes na Industria 4.0, adaptado de (MACDOUGALL, 2014)
cria novas e mais oportunidades de mercado. A produção na fábrica inteligente traz consigo inúmeras
vantagens sobre a produção e manufatura convencionais (MACDOUGALL, 2014). Essas incluem:
• Processos de produção CPS-otimizado: "unidades"de fábrica inteligente são capazes de determinar
e identificar seu(s) campo(s) de atividade, as opções de configuração e as condições de produção,
bem como se comunicar de forma independente e sem fio com outras unidades;
• Manufatura otimizada de produtos customizados para o cliente através da compilação inteligente
para o sistema de produção ideal que considera fatores do produto, custos, logística, segurança,
confiabilidade, tempo e considerações de sustentabilidade;
• Produção eficiente de recurso;
• Ajustes à força de trabalho humana para que a máquina se adapte ao ciclo de trabalho humano.
2.5 Potenciais Aplicações na Indústria 4.0
O conjunto de exemplos de implementações do paradigma Indústria 4.0 mostrado neste tópico foi
extraído do Relatório Final do Grupo de trabalho para a Indústria 4.0 (KAGERMANN; WAHLSTER;
HELBIG, 2013), que trata das recomendações para implementações da iniciativa Industria 4.0. Com isso,
os exemplos mencionados aqui terão mais um efeito orientativo, do que expor desenvolvimentos práticos
da indústria ou meio acadêmico em curso, uma vez que os casos nesse âmbito ainda são escassos e estão
em um estágio experimental.
22
Os exemplos de aplicações citados tratam especificamente de direções que podem ser tomadas para as
seguintes situações: eficiência energética em linhas de produção; infraestrutura de sistemas de engenharia
de ponta-a-ponta na cadeia de valor; manufatura customizada; telepresença e; substituição de fornecedores
durante crises no controle da produção.
O relatório menciona a aplicação de ações para a redução do consumo de energia em linha de montagem
de veículos enquanto a mesma não está em uso. Segundo o documento (KAGERMANN; WAHLSTER;
HELBIG, 2013), atualmente muitas linhas de produção ou partes delas continuam trabalhando e consu-
mindo energia durante intervalos, finais de semana e turnos onde não há produção. Por exemplo, 12% do
consumo total de energia de uma linha de montagem do corpo do veículo que usa a tecnologia de soldagem
a laser ocorre durante as pausas na produção. A linha opera cinco dias por semana em um padrão de três
turnos. O equipamento permanece ligado nos finais de semana para que no começo da semana possa ser
ligado imediatamente. Os 90% do consumo de energia durante as pausas na produção é representado por:
robôs (20% a 30%), extratores (35% a 100%) e fontes de laser e seus sistemas de resfriamento (0% a 50%).
Medidas para alavancar o potencial de eficiência energética incluem os casos de robôs que serão des-
ligados durante o processo, mesmo durante curtas pausas na produção. Durante pausas mais longas na
produção, eles entrarão em um tipo de modo de espera, conhecido como modo Wake-On-LAN. Os extra-
tores usarão motores de velocidade controlada que podem ser ajustados para atender a restrições. No caso
das fontes de laser, sistemas completamente novos são a única maneira de fornecer melhorias. Em con-
junto, estas medidas permitem uma redução de 12% do consumo total de energia (de 45.000kWh/w para
cerca de 40.000kWh/w), juntamente com um corte de 90% no consumo de energia durante as pausas de
produção (KAGERMANN; WAHLSTER; HELBIG, 2013).
No âmbito da integração da cadeia de valor, os sistemas de suporte de TI trocam informações através
de uma variedade de interfaces, mas só podem usar essas informações quando tratar de casos individuais
específicos. Não há uma visão global da perspectiva do produto que está sendo fabricado. Como resultado,
os clientes não podem selecionar livremente todas as funções e recursos de seus produtos, mesmo que
tecnicamente seja possível permitir que eles façam isso.
O desenvolvimento baseado em modelos através da CPS permite a implantação de uma metodologia
de ponta-a-ponta, modelada e digital que cobre todos os aspectos, desde as necessidades dos clientes até a
arquitetura e a fabricação do produto final. Isso permite que todas as interdependências sejam identificadas
e representadas em uma cadeia de ferramentas de engenharia de ponta-a-ponta. O sistema de produção é
desenvolvido em paralelo com base nos mesmos paradigmas, o que significa que ele sempre acompanha
o ritmo do desenvolvimento do produto. Como resultado, torna-se viável fabricar produtos individuais
(KAGERMANN; WAHLSTER; HELBIG, 2013).
Outro exemplo analisado trata da customização da manufatura. Nas cadeias de valor dinâmicas na In-
dústria 4.0 é possível a coordenação do projeto, configuração, pedidos, planejamento, produção e logística
de produtos específicos para clientes específicos. Isso também fornece a oportunidade de incorporar pedi-
dos de última hora para que as alterações imediatamente antes ou mesmo durante a produção. A indústria
automotiva atual, por exemplo, é formada por linhas de produção estáticas de difícil reconfiguração para a
produção de diferentes variedades de um produto. Software MES (Manufacturing Execution Systems) tem
sua funcionalidade baseada nos equipamentos da linha de produção e, portanto, caracterizado-se como es-
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tático também. O trabalho dos colaboradores é determinados pelo ritmo da linha de montagem e, portanto,
normalmente é monótono. Como consequência disso, não é possível incorporar solicitações individuais de
cada cliente para incluir elementos de outro grupo de produtos feito pela mesma empresa (KAGERMANN;
WAHLSTER; HELBIG, 2013). Na era da Indústria 4.0 aparecem as linhas de produção dinâmicas. A re-
configuração dinâmica de linhas de produção possibilita a mistura e a combinação dos equipamentos que
compõem um carro, por exemplo. Além disso, variações individuais (por exemplo, montagem de uma
cadeira de outra série de veículo) podem ser implementadas em qualquer momento em resposta a questões
logísticas (tais como gargalos) sem serem limitados por intervalos de tempo definidos centralmente. As
soluções de TI para sistemas MES agora constitui um componente central do início ao fim - desde o projeto
até a montagem e a operação.
No que se refere aos sistemas de Telepresença (serviços remotos) a promessa da Indústria 4.0 é que
os sistemas de manufatura funcionem como "máquinas sociais- em redes similares as redes sociais - e se
conectarão automaticamente a plataformas de telepresença baseadas na nuvem, a fim de localizar os es-
pecialistas adequados para lidar com um problemas específico (KAGERMANN; WAHLSTER; HELBIG,
2013). Por exemplo, especialistas poderão então utilizar plataformas de conhecimento integradas, ferra-
mentas de videoconferência e métodos de engenharia aperfeiçoados para executar serviços de manutenção
remotos tradicionais de forma mais eficiente através de dispositivos móveis. Além disso, máquinas poderão
aumentar e expandir continuamente as suas próprias capacidades conforme a situação exigir, atualizando
ou carregando automaticamente as funções e dados relevantes através de canais de comunicação padrão e
seguros com as plataformas de telepresença.
Nos casos em que o problema a ser tratado são mudanças emergências de fornecedor devido falhas no
controle da produção, há estratégias pensadas para solução de tal problema no escopo das soluções das Fá-
bricas do Futuro. Atualmente, falhas súbitas dos fornecedores resultam em custos adicionais significativos
e atrasos na produção e, portanto, envolvem grandes riscos para as empresas. Eles precisam tomar decisões
rápidas sobre qual fornecedor alternativo usar como cobertura.
Na Indústria 4.0 será possível simular todas as etapas do processo de fabricação e demonstrar a in-
fluência de cada uma na produção. Isso inclui a simulação nos níveis de estoque, transporte e logística; a
capacidade de rastrear o histórico de uso de componentes e a aquisição de informações relativas ao tempo
que os componentes podem ser mantidos até expirarem. Isto permitirá calcular os custos de montagem
específicos do produto e reduzir ao mínimo a reconfiguração dos recursos de produção. Também será pos-
sível avaliar os riscos relevantes, em que serão simulados os diferentes custos e margens de fornecedores
alternativos, incluindo a simulação do impacto ambiental associado ao uso de um fornecedor sobre outro.
Todas essas operações baseadas na "Nuvem"de fornecedores (KAGERMANN; WAHLSTER; HELBIG,
2013).
2.6 Desafios para a Indústria 4.0
A implementação da visão da Indústria 4.0 envolverá um processo que progredirá a taxas diferentes
em empresas e setores individuais. Tendo como referencia indústria alemã, uma das mais preparadas para
a efetiva implantação das fábricas inteligentes, realizou-se uma pesquisa no ano de 2013 pelas associa-
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ções BITKOM, VDMA e ZVEI, e verificou-se que 47% das empresas pesquisadas disseram que estavam
ativamente envolvidas na Indústria 4.0, 18% dessas empresas declararam que estavam envolvidas na in-
vestigação sobre o tema e 12% afirmaram que estão colocando o paradigma em prática (KAGERMANN;
WAHLSTER; HELBIG, 2013). Com base nessa mesma pesquisa, foram identificados os três principais
desafios relacionados à implementação da visão da Indústria 4.0, que envolve: padronização, organização
do trabalho e disponibilidade de produto.
O principal grupo de trabalho envolvido no desenvolvimento da estratégia "Indústria 4.0"(KAGER-
MANN; WAHLSTER; HELBIG, 2013) também considera que as seguintes medidas são fundamentais
para permitir uma transição suave para a Indústria 4.0 por parte das empresas:
• A implementação de soluções CPS habilitadas para tempo real gerará grandes demandas pela dispo-
nibilidade de serviços e infraestrutura de rede em termos de espaço, qualidade técnica e confiabili-
dade.
• Os processos de negócios na manufatura ainda são estáticos e são implementados por meio de sis-
temas de software extremamente inflexíveis. No entanto, eles não podem simplesmente ser substi-
tuídos subitamente por sistemas orientados a serviços. Será essencial integrar as novas tecnologias
nas mais antigas (ou vice-versa) - os sistemas antigos precisarão ser atualizados com sistemas com
suporte a tempo real. Desafio que possui uma relação com o problema deste trabalho, que propõe
a incorporação de um módulo de monitoramento on-line junto a um sistema de teleoperação com
recursos previamente implementados.
• A taxa de desenvolvimento de novos modelos de negócios para a fabricação na Internet das Coisas e
Serviços se aproximará da taxa de desenvolvimento e dinamismo da própria Internet.
• Os funcionários estarão envolvidos desde os primeiros estágios do projeto sócio-técnico inovador da
organização do trabalho, CPD e do desenvolvimento tecnológico.
• Para conseguir a transição para a Indústria 4.0, será necessário que a indústria das TICs (que está
acostumada a ciclos de inovação curtos) trabalhe em estreita colaboração com os fabricantes de
máquinas e fábricas e fornecedores de sistemas mecatrônicos (que tendem a pensar em termos de




Revisão Bibliográfica: Conceitos e
Tecnologias Fundamentais
A emergente IoT industrial requer a adoção de um conjunto de novos padrões para que modelos de refe-
rência sejam desenvolvidos e, consequentemente, a Industria 4.0 ser consolidada mais rapidamente. Albert
(ALBERT, 2015) aponta como padrões-chave para a construção desse caminho o MTConnect, matido pelo
MTConnect Institute, e o OPC-UA, evolução do OPC clássico, desenvolvido pela OPC Foundation.
3.1 MTConnect
Na conceituação de Willian Sobel (SOBEL, 2010), colaborador do MTConnect Institute, o MTCon-
nect é um padrão baseado em um protocolo aberto para a integração de dados. "MTConnect não pretende
substituir as funcionalidades do produtos existentes, mas atua para aprimorar as capacidades de aquisi-
ção de dados de dispositivos e aplicações, e move-se no sentido de criar um ambiente plug-and-play que
represente redução de custo de integração".
Esse protocolo foi desenvolvido com base nos mais dominantes padrões da manufatura e da indústria
de software, o que maximiza o número de ferramentas disponíveis para sua implementação e fornece um
maior nível de interoperabilidade com outros padrões e ferramentas nessas indústrias (SOBEL, 2010).
O MTConnect veio responder a um dilema industrial. Uma instalação de manufatura típica tem cen-
tenas de máquinas e sistemas operacionais independentes associados para assegurar um produto fabricado
no tempo, com a qualidade e o custo efetivos. Essas máquinas acumulam informações sobre sua operação
e, frequentemente, estão impossibilitadas de se comunicarem com outros dispositivos. Mesmo havendo
exceções, esse é o caso preponderante, é difícil comunicar informações processar dados entre essas máqui-
nas e sistemas. O resultado disso é uma maior dificuldade na otimização, coordenação e rastreamento de
dados para assegurar que máquinas, fábricas e sistemas operem em um nível aceitável (RANGARAJAN;
DORNFELD; WRIGHT, 2003).
No entendimento de Silva et al. (SILVA et al., 2010), há muitos dados disponíveis no chão-de-fábrica,
porém, o fato de as plantas de fabricação utilizarem máquinas de diferentes fabricantes implica no uso de
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diferentes padrões de entrada e saída de dados, o que torna trabalhosa a tarefa de projetar e configurar um
sistema que possa se comunicar e coletar dados sobre o funcionamento de todas as máquinas ao mesmo
tempo. Isso faz com que sistemas de monitoramento tenham que ser projetados especialmente para cada
planta, representando maiores custos e menor eficiência.
Há a necessidade de uma interface padronizada para máquinas-ferramenta e outros equipamentos que
garantam estreita integração e interoperabilidade. O MTConnect é um padrão que surgiu para tentar res-
ponder a essa necessidade ao reduzir a questão das “ilhas”de tecnologia (Fig.3.1) e criar um canal de
comunicação entre/para máquinas-ferramenta que utilizem uma linguagem comum, conforme ilustra a
Fig.3.2.
Figura 3.1: Máquinas de diferentes fabricantes baseadas em padrões proprietários, adaptado de (EDS-
TROM, 2013)
Figura 3.2: MTConnect como um padrão universal para conectar equipamentos de manufatura com apli-
cações, adaptado de (EDSTROM, 2013)
O MTConnect foi criado com o propósito de se tornar um padrão entre os fabricantes de máquinas
CNC, como são o Bluetooth e o USB em suas respectivas áreas (WARNDORF; FOX; SOBEL, 2007). A
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adoção de um formato único para distribuição de dados facilita grandemente a implementação de sistemas
de monitoramento e análise dados. O fato de o protocolo ser baseado em HTTP permite o monitoramento
remoto e através da Internet de vários dispositivos de linhas de produção simultaneamente.
O padrão MTConnect é baseado em XML, que é um padrão amplamente utilizado e oferece uma re-
presentação flexível para troca de dados semi-estruturados. É aberto e livre de royalties, para garantir
que ele seja utilizado em seu máximo potencial. A interoperabilidade permitida pelo protocolo estimula o
desenvolvimento de hardware e software por terceiros, tornando processo de manufatura mais produtivo.
Essa abordagem permite a conectividade do nível mais básico do processo produtivo, próximas às peças e
máquinas no chão-de-fábrica, até as ferramentas no nível de projeto e planejamento de processo (VIJAYA-
RAGHAVAN et al., 2008). A Figura 3.3 apresenta uma visão resumida da utilização do MTConnect na
integração de um sistemas de manufatura para a interoperabilidade inter e intra sistemas.
Figura 3.3: Integração de Sistema de Manufatura usando MTConnect, adaptado de (VIJAYARAGHAVAN
et al., 2008)
Tipicamente as arquiteturas de sistemas que empregam MTConnect são formadas por alguns compo-
nentes que caracterizam o padrão. Eles são:
Adaptador
Como o MTConnect é uma padrão em desenvolvimento, a grande maioria dos CNCs são incompatíveis
com ele. Para implementar o protocolo com essas máquinas é necessário o uso de um elemento adaptador.
Em geral, o adaptador é um software que tem a função de realizar a "tradução"do formato proprietário
utilizado pelo CNC para o padrão MTConnect.
Agente
Este tem a função de receber, armazenar e dar uma destinação, mediante requisição HTTP, de da-
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dos fornecidos pelo adaptador. O agente é o elemento central do MTConnect. Os dados coletados por
ele são arranjados no formato XML e repassados para aplicações cliente, que os utilizam para diferentes
finalidades.
Dispositivo
São equipamentos ou grupo de componentes capazes de fornecer dados para a aplicação. Um disposi-
tivo é uma entidade que possui pelo menos um controlador conduzindo sua operação.
Cliente
O Cliente representa todas as aplicações (mobile App, aplicações Web para browser,etc) com capaci-
dade de conectar o Agente através de requisições HTTP a fim de obter dados para diferentes finalidades.
De acordo com Silva et al. (SILVA et al., 2010), o padrão MTConnect foi desenvolvido com uma estrutura
para que clientes possam ser desenvolvidos sem a preocupação com o formato em que os dados foram
coletados.
O MTConnect é um padrão desenvolvido com base em uma arquitetura modular, isso permite o uso de
diferentes ferramentas e métodos para conectar os dispositivos.
De acordo com Rondon (RONDON, 2010), é possível identificar até quatro diferentes arquiteturas
para implementar o padrão (Fig. 3.4). Considerando a primeira opção de arquitetura (a) apresentada na
Figura 3.4, observa-se o caso ideal de implementação da arquitetura, em que o dispositivo é complemente
compatível com o MTConnect, tendo o Agente como elemento nativo do controlador. Na arquitetura (B)
o Adaptador é incorporado ao dispositivo, mas o Agente é instalado como um servidor em um hardware
separado. As arquiteturas (C) e (D) ilustram os casos em que os dispositivos não são compatíveis com o
MTConnect, ou são dispositivos legados. Nesses casos é necessário programar o Agente e o Adaptador.
Sendo que deve ser desenvolvido um Adaptador para cada modelo de CNC, por possuírem protocolos de
comunicação proprietário.
A estrutura de dados que o Agente transmite para uma aplicação cliente é descrito em um documento
XML de nome Devices.xml (Fig.3.5). Este arquivo é estruturado de forma que caracterize um controlador
(Device), com seus componentes (Components), e dados (DataItems) gerados por eles. O arquivo mapeia a
estrutura do dispositivo real. Para que um dado possa ser enviado para o Agente, ele precisa estar descrito
no documento, caso contrário resulta em um erro de requisição HTTP. Sobel (SOBEL, 2010) lista e define
os principais elementos que compõe o arquivo Devices.xml e componentes do padrão MTConnect, alguns
dos quais são descritos abaixo:
Alarm - indica que um evento quer requer atenção e indica um desvio da operação normal.
Application - um processo ou um conjunto de processos que acessa o Agente MTConnect para realizar
alguma tarefa.
Component - Parte de um dispositivo que contem subcomponentes ou itens de dados. Os componentes
são blocos que compõe os dispositivos.
Probe - Uma requisição que resulta da descrição da configuração e da composição do dispositivo.
Stream - Coleção de Events, Condition e Samples organizados por Dispositivos (Devices) e Compo-
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Figura 3.4: Possíveis arquiteturas para implementação do padrão MTConnect, adaptado de (RONDON,
2010)
nentes (Components).
Current - Requisição feita pelo Agente para valores atuais de todos os itens de dados especificados. Se
nenhum item é especificado o Agente retorna os valores de todos os componentes disponíveis.
Sample - Um dado exato de uma serie de dados contínuos. Exemplo: a posição de um eixo em um
dado momento.
Event - Representa quando ocorre uma alteração de estado em um determinado momento. É importante
comentar que um evento não ocorre sob frequência pré-definida.
DataItem - Representa uma descrição ou valor de qualquer informação que possa ser coletada do
Agente.
Condition - Uma informação que o dispositivo fornece como um indicador da sua saúde e capacidade de
funcionar. Uma condição pode ser : Normal, Warning, Fault ou Unavailable. Um único tipo de condição
pode ter várias Faults ou Warnings a qualquer momento. Esse comportamento é diferente de Events e
Samples onde um DataItem deve ter apenas um único valor em um dado momento.
As Figuras 3.6 e 3.7 representam os fluxos entre as quatro entidades que compõe a arquitetura MT-
Connect: O Name Service (um servidor LDAP que converte nomes de dispositivos para a URI do Agente),
Application (uma aplicação de usuário que faz uso especial dos dados do dispositivo), Agent (o processo
de coleta de dados do dispositivo e entregá-lo aos aplicativos), e Device (um equipamento).
O diagrama da Figura 3.6 ilustra a inicialização de um Agente (Agent) e a comunicação com o dis-
positivo (Device). Inicialmente o Agente conecta-se e autentica-se com o Name Service (LDAP Server).
Após isso, o Agente registra sua URI com o Name Service para que ele possa ser localizado. Em se-
guida, conecta-se ao dispositivo (Device) usando a API do dispositivo ou outro processo especializado. O
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Figura 3.5: Arquivo Devices.xml
dispositivo envia dados para o Agente ou o Agente sonda o dispositivo por dados.
Na Figura 3.7 mostra como todos os principais componentes do MTConnect se interrelacionam e como
as quatro operações básicas são usadas para localizar e comunicar-se com o Agente em relação ao disposi-
tivo. O processo de comunicação entre os elementos da arquitetura é descrito nas etapas abaixo (SOBEL,
2010):
1. O dispositivo envia continuamente informações ao Agente. O Agente coleta e salva as informações
com base em sua capacidade de armazenar informações. O fluxo de dados do dispositivo para o
Agente depende da implementação. O fluxo de dados pode inciar uma vez que um pedido tenha sido
emitido a partir de uma aplicação cliente, a critério do Agente.
2. O aplicação localiza o dispositivo usando o Name Service com a sintaxe LDAP padrão que é inter-
pretada da seguinte maneira: a fresa(mill) está na unidade organizacional Equip que está no domínio
example.com. O registro LDAP para este dispositivo conterá uma URI que o aplicação pode usar
para contatar o Agente.
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Figura 3.6: Inicialização do Agente (SOBEL, 2010)
Figura 3.7: Comunicação com a Aplicação (SOBEL, 2010)
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3. A Aplicação tem a URI para entrar em contato com o Agente, e assim o dispositivo Mill. O primeiro
passo é um pedido de informação descritiva do dispositivo utilizando o pedido Probe. O Probe
retornará a composição dos componentes do dispositivo, bem como todos os DataItems disponíveis.
4. O aplicativo solicita o estado atual (current) do dispositivo. Os resultados conterão o fluxo (stream)
do dispositivo e todos os fluxos (streams) de componentes para esse dispositivo. Cada um dos Da-
taItems reportará seus valores como Samples, Events ou Condition. O aplicativo receberá o Next-
Serquence do Agente para usar no pedido de amostra (Sample) subseqüente.
5. A Aplicação usa o número nextSequence para amostrar(sample) os dados do Agente a partir do
número de seqüência. Os resultados serão Events, Condition e Sample; e a contagem (count) não é
especificada, portanto, o padrão é 100.
3.2 OPC
O uso de recursos de Tecnologia da Informação aplicada à automação industrial cresceu a partir dos
anos 90. Um dos esforços mais relevantes nas ultimas duas décadas no âmbito de software para automação,
foi à padronização do acesso aos dados a equipamentos onde diversos sistemas, protocolos e interfaces
eram usados (GONÇALVES, 2012).
Anteriormente os produtores de equipamentos de automação tinham que desenvolver os seus próprios
drivers para que as aplicações de supervisão e controle pudessem se comunicar com as máquinas (Figura
3.8), o que era um problema para os vendedores de software de IHMs (Interface Homem-Máqquina) e
SCADA (Controle Supervisório e Aquisição de Dados, traduzido do inglês). Com isso, uma força tarefa foi
iniciada com o objetivo de definir um padrão de drivers para o Plug-and-Play de equipamentos, permitindo
um acesso padronizado aos dados de automação sobre plataforma Windows. O resultado foi a criação da
especificação OPC Data Access, no ano de 1996. Neste mesmo período foi criada a OPC Foundation,
uma organização sem fins lucrativos que tem como objetivo manter e desenvolver esse padrão (MAHNKE;
LEITNER; DAMM, 2009).
3.2.1 OPC Clássico
Após a criação da OPC Foundation a organização trabalhou no sentido de definir interfaces de software
para padronizar o fluxo de informações no nível de campo até o nível de gerenciamento. Com isso, três
importantes especificações OPC foram inicialmente desenvolvidas, baseado nas diferentes necessidades
dentro das aplicações industrais: Data Access (DA), Alarm & Events (AE) e Historical Data Access (HDA).
O OPC usa uma arquitetura cliente-servidor para a troca de informações. Um Servidor OPC encapsula
as informações de processo e disponibiliza na sua interface. Um Cliente OPC conecta-se ao Servidor OPC
e pode acessar e consumir os dados oferecidos. As aplicações consomem e fornecem dados que podem ser
tanto do cliente quanto do servidor (GONÇALVES, 2012) (Figura 3.9).
O protocolo OPC clássico é baseado na tecnologia COM (Component Object Model) e DCOM (Distri-
buted Component Object Model) da Microsoft. Esses modelos fornecem um mecanismo transparente para
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Figura 3.8: Soluções proprietárias, adaptado de (KONDOR, 2008)
Figura 3.9: Caso típico de comunicação Clinte/Servidor OPC, adaptado de (GONÇALVES, 2012)
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um cliente chamar métodos sobre um objeto COM, em um servidor rodando em um mesmo processo, em
outro processo, ou em outro nó na rede (MAHNKE; LEITNER; DAMM, 2009). Essa tecnologia está dis-
ponível nos computadores executando sistema operacional Windows, fato que fez reduzir o esforço inicial
da especificação do padrão, do tempo de desenvolvimento das especificações e produtos, além de reduzir o
tempo de chegada do OPC ao mercado. Essa característica inicial foi fundamental para o sucesso do OPC.
Segundo Burke et al. (BURKE; IWANITZ; LANGE, 2010), as duas principais desvantagens do OPC
clássico são a dependência da plataforma Windows e os problemas da tecnologia DCOM na utilização de
comunicação remota com o OPC. A tecnologia DCOM é de difícil configuração, tem períodos longos e
não configuráveis de timeout, e não podem ser usados para comunicação através da Internet.
Algumas das últimas especificações OPC clássico publicadas são apresentadas na lista abaixo:
• OPC Overview (v1.00.1.00) - Descrição geral das finalidades de cada especificação OPC;
• OPC Common Definitions and Interfaces (v1.10) - Definição das funcionalidades básicas para as
demais especificações.
• OPC Data Access Specification (v3.00.1.00) - Definição da interface para leitura e escrita de dados
em tempo real.
• OPC Historical Data Access Specification (v1.20.1.00) - Definição da interface para acesso a dados
históricos.
• OPC Alarms and Events Specification (v1.10.1.00) - Descreve a interface para o monitorar áreas e
notificar os clientes sobre as condições de alarme.
• OPC XML-DA Specification (v1.01.1.00) - Integração entre OPC e XML para aplicações via Internet
(Web).
• OPC Data eXchange Specification (v1.00.1.00) - Descreve o comportamento do das comunicações
Servidor/Servidor ou as comunicações Dispositivo/Dispositivo.
• OPC Complex Data Specification (v1.00.1.00) - É uma extensão das especificações existentes do
OPC DA, adicionando uma camada de dados complexos/estruturados, como XML, etc.
• OPC Security Specification (v1.00.1.00) - É uma extensão das especificações OPC existentes adici-
onando uma camada pra controle de acesso seguro a aplicações e dados.
• OPC Batch Specification (v2.00.1.00) - Esta especificação é uma extensão da OPC Data Access
Specification, e define a interface de acesso aos dados de processos por batelada (batch).
• OPC Commands (v1.00.0.29) - Define os meios para descobrir, entender e controlar os comandos
(métodos) que um servidor fornece.
A Figura 3.10 mostra o conjunto da família de especificações OPC e o relacionamento entre elas. São
interfaces que atendem a diferentes finalidades nas aplicações de campo. Elas podem ser utilizadas de
forma independente uma das outras ou combinadas.
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Figura 3.10: Visão geral das especificações OPC e seus relacionamentos (HONG; JIANHUA, 2006)
As aplicações que utilizam o protocolo OPC são classificadas de acordo com sua funcionalidade: Cli-
ente OPC ou Servidor OPC. O servidor OPC Data Access compreende objetos e interfaces de servidor,
uma área de armazenamento de dados, uma interface gráfica de usuário (GUI) e um driver de hardware
(LING; CHEN; YU, 2004) (Fig. 3.11).
Figura 3.11: Arquitetura geral de um servidor OPC (LING; CHEN; YU, 2004)
Os dados extraídos do dispositivo são usados por aplicações de software especiais (por exemplo,
SCADA, DCS e ERP) e software de terceiros (por exemplo, Delphi e Visual Basic) com os servidores
OPC. Objetos OLE ou componentes OPC tem que usar funções OPC padrão ao implementar procedimen-
tos de comunicação. Essas funções OPC diferem para cada dispositivo, mas eles empregam os mesmos
padrões. Independentemente do servidor OPC em que essas funções são implementadas e os dados são
solicitados, a resposta deve ser a mesma.
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Os clientes OPC normalmente são produtos para controle e monitoramento de dados. Aplicações
cliente OPC podem ser desenvolvidas em diversas linguagens de programação, como Java, C++, .NET
framework, linguagem script, etc. A aplicação cliente pode acessar o servidor OPC através de duas in-
terfaces: OPC Custom Interface e OPC Automation Interface. Aplicações desenvolvidas em linguagens
de programação que suportam chamadas de funções por ponteiro (C,C++, Delphi, etc.) podem acessar o
servidor através de interface Custom. Os casos em que as aplicações são programadas em linguagens que
não suportam ponteiros (Visual Basic, .Net, etc.), o acesso ao servidor é feito por interface OPC Automa-
tion, que atuam como um proxy entre as aplicações clientes e a interface Custom (Figura 3.12) (IWANITS;
LANGE, 2002).
Figura 3.12: Acesso ao servidor OPC através de interfaces Custom e Automation, adaptado de (IWANITS;
LANGE, 2002)
Um Cliente OPC pode se conectar a Servidores OPC produzidos por um ou mais fornecedores. O có-
digo fornecido pelo fornecedor determina os dispositivos e dados aos quais cada servidor tem acesso, os no-
mes dos dados e os detalhes sobre como o servidor acessa fisicamente esses dados (OPC-FOUNDATION,
2003).
Em alto nível de software, um servidor OPC é composto de vários objetos: servidor, grupo e os itens.
O objeto Servidor OPC mantém informações sobre o servidor e serve como um recipiente para objetos
de Grupo OPC (OPC Group). O objeto de OPC Group mantém informações sobre si próprio e fornece o
mecanismo para conter e organizar logicamente Itens OPC (OPC Item).
Os Grupos OPC proporcionam aos clientes uma maneira de organizar os dados. Por exemplo, o grupo
pode representar itens em uma amostra ou relatório de um operador específico. Os dados podem ser lidos
e escritos. Conexões com exceção também podem ser criadas entre o cliente e os itens do grupo e podem
ser habilitadas e desabilitadas quando necessário. Um cliente OPC pode configurar a frequência que um
servidor OPC deve fornecer as atualizações de dados para o cliente OPC (OPC-FOUNDATION, 2003).
Dentro de cada Grupo o cliente pode definir um ou mais itens OPC (Figura 3.13).
Os itens OPC representam conexões com fontes de dados dentro do servidor. Um item OPC, a partir da
perspectiva da interface personalizada, não está acessível como um objecto por um cliente OPC. Portanto,
não há nenhuma interface externa definida para um item OPC. Todo acesso a itens OPC é feito através
de um objeto de grupo OPC que "contém"o item OPC ou simplesmente onde o item OPC é definido.
Associado a cada item há um Valor (Value), Qualidade do sinal (Quality) e Tempo de captura do dado
(Time Stamp) (OPC-FOUNDATION, 2003).
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Figura 3.13: Relacionamento Grupo/Item (OPC-FOUNDATION, 2003)
Os itens não são as fontes de dados - eles são apenas conexões com eles. Por exemplo, as tags em um
sistema DCS existem, independentemente de um cliente OPC estar acessando elas ou não. O Item OPC
representa o endereço dos dados, e não a fonte física real dos dados que o endereço faz referência.
3.2.2 OPC-UA
OPC Unified Architecture (OPC UA) é a atual tecnologia da OPC Foundation para o transporte segura,
confiável e interoperável de dados brutos e informações pré-processadas do chão-de-fábrica em sistemas
de planejamento da produção (OPC-FOUNDATION, 2009). Foi uma especificação projetada para ser
independente de plataforma, dimensionável, segura e fornecer alto desempenho (ELSHAFEI, 2014). Não
por acaso, tem como tecnologias centrais para seus desenvolvimentos XML, SOAP e Web Services.
Segundo Mahnke et al. (MAHNKE; LEITNER; DAMM, 2009), o OPC Unified Architecture nasceu da
vontade de criar um verdadeiro substituto para tudo que era baseado nas especificações COM, sem perder
algumas características e desempenho. Para Burke et al. (BURKE; IWANITZ; LANGE, 2010), algumas
razões motivaram o desenvolvimento dessa nova especificação, como:
• Iminente descontinuação do COM/DCOM.
• Limitações do modelo DCOM.
• Ter o OPC independente de plataforma, não apenas Windows.
• A necessidade de alto desempenho na comunicação através de Web Services.
• A integração de todas as ferramentas em um modelo unificado.
• Suporte a estruturas complexas de dados
• Comunicação sem perdas de dados de processo
• Aumento da segurança contra acessos não autorizados.
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Foi uma especificação projetada especificamente para ambientes industriais. Possui varias soluções de
comunicação disponíveis e muitas vantagens, a exemplo de (MTCONNECT-INSTITUTE-OPC-FOUNDATION,
2013):
• Modelo de segurança avançado;
• Protocolo de comunicação com tolerâncias a falhas;
• e uma estrutura de modelagem da informação que permite aos desenvolvedores de aplicações repre-
sentarem dados de forma que faça sentido para cada um deles.
Segundo Gonçalves (GONÇALVES, 2012), os alicerces do OPC UA são o mecanismo de transporte e
modelagem de dados.
O transporte é formando por diferentes mecanismos otimizados para diferentes necessidades. A pri-
meira versão do OPC-UA possui por definição a utilização do protocolo TCP para alto desempenho em
comunicação Intranet tão bem como um mapeamento para aceitar padrões da Internet, como Web Services,
XML e HTTP (OPC-FOUNDATION, 2009).
A modelagem de dados é estabelecida por um modelo de informação para Servidores OPC-UA que
permite aos usuários organizar os dados e a sua semântica de um modo estruturado. O modelo de infor-
mação constitui o espaço de endereço (Address Space) dos Servidores OPC-UA. É uma rede de nós com
suas propriedades e relacionamentos. Um espaço de endereço do servidor consiste dos seguintes tipos de
elementos (OPC-FOUNDATION, 2009):
• Object: Um nó que representa um elemento físico ou abstrato de um sistema. Os objetos são mo-
delados usando o OPC-UA Object Model. Sistemas, subsistemas e dispositivos são exemplos de
Objetos. Um Object pode ser definido como uma instância de um ObjectType.
• ObjectType: Um nó que representa a definição de tipo para um Object.
• Variable: Uma Variable é um nó que contém um valor.
• VariableType: Nó que representa a definição de tipo para uma Variable.
• DataType: Uma instância de um nó DataType que é usado em conjunto com o atributo ValueRank
para definir o tipo de dados de uma variável.
• ReferenceType: Um nó que representa a definição de tipo de uma referência. O ReferenceType
especifica a semântica de uma referência. O nome de um ReferenceType identifica como os nós de
origem estão relacionados aos nós de destino e geralmente reflete uma operação entre os dois, como
"A contem B".
• Method: Uma função de software chamada que é um componente de um objeto.
• View: Um subconjunto específico do Address Space que é de interesse para o cliente.
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Figura 3.14: Notação do modelo de informação OPC-UA (MTCONNECT-INSTITUTE-OPC-
FOUNDATION, 2013)
A notação dos modelos de informação OPC-UA é ilustrada na Figura 3.14.
Os aplicações Cliente/Servidor usam APIs (Application Programming Interface) OPC-UA Cliente e
Servidor para troca de dados. APIs OPC-UA Cliente/Servidor é interface interna que isola o código da
aplicação cliente/servidor de uma pilha de comunicação OPC-UA. A pilha OPC-UA converte chamadas da
API Cliente/Servidor OPC-UA em mensagens e as envia através da entidade de comunicação relacionada;
por outro lado, cada mensagem recebida da entidade de comunicação subjacente é entregue à aplicação
Cliente/Servidor pela pilha de comunicação OPC-UA (CAVALIERI; CHIACCHIO, 2013).
A Figura 3.15 mostra a arquitetura de um cliente OPC-UA; uma aplicação cliente usa a API do cliente
OPC-UA para enviar serviços OPC-UA e publicar solicitações ao servidor OPC-UA, e receber respostas
de serviço e notificações do servidor OPC-UA. O OPC-UA. A Pilha de Comunicação converte chamadas
da API cliente em mensagens e as envia através da entidade de comunicação realcionada ao servidor; a
pilha também recebe as Mensagens de Resposta e Notificação da entidade de comunicação relacionada
e entrega-as para a aplicação Cliente através da API do Cliente OPC-UA (CAVALIERI; CHIACCHIO,
2013).
A Figura 3.16 mostra a arquitetura do servidor OPC-UA. A Aplicação do Servidor é o código que
implementa a função do Servidor. Objetos reais são objetos físicos ou de software que são acessíveis
através do servidor OPC-UA ou que ele mantém internamente; os exemplos incluem dispositivos físicos e
contadores de diagnóstico. Objetos particulares, chamados nós (Nodes), são usados pelo servidor OPC-UA
para representar objetos reais, suas definições e referências; o conjunto de nós é chamado Address Space
(Espaço de Endereço). Os nós são acessíveis a clientes usando serviços OPC-UA (interfaces e métodos).
A Figura 3.16 também mostra os nós no Address Space, as referências entre eles (desenhadas por arcos
conectando os nós) e suas relações com os objetos reais (CAVALIERI; CHIACCHIO, 2013).
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Figura 3.15: Cliente OPC-UA (CAVALIERI; CHIACCHIO, 2013)
Figura 3.16: Servidor OPC-UA (CAVALIERI; CHIACCHIO, 2013)
3.3 Trabalhos anteriores relacionados: MTConnect e OPC
Há uma significativa produção bibliográfica relacionada a concepção de aplicações relacionadas a co-
nectividade de dispositivos industriais envolvendo a especificação OPC clássica. Dentro desse universo
estão os trabalhos voltados para a proposição de arquiteturas de monitoramento e controle distribuído
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do chão-de-fábrica baseado no acesso OPC através da internet. Com base nesse paradigma, trabalhos
vêm sendo desenvolvidos explorando as características da emergente especificação da OPC Foundation, o
OPC-UA.
O MTConnect é um padrão recente, mas a sua versatilidade e os benefícios potenciais gerados a partir
de seu uso, torna essa especificação objeto de intensa investigação dentro do meio acadêmico e industrial.
Pensando em fornecer um visão sobre o que foi desenvolvido no âmbito da automação para acesso a
dados da manufatura através da internet associada aos protocolos MTConnect e OPC clássico, tecnologias
centrais para o desenvolvimento deste trabalho, o quadro da Tabela 3.1 apresenta uma breve descrição e
análise de trabalhos anteriores desenvolvidos sob essa perspectiva.
Com base em uma análise da bibliografia selecionada, observa-se que a maioria dos trabalhos desenvol-
vidos utilizam exclusivamente uma das especificações, ou OPC ou MTConnect. Não são explorados nos
trabalhos as vantagens e atributos dos dois padrões associados em uma mesma arquitetura. O MTConnect
é um padrão focado no monitoramento e interoperabilidade de dispositivos CNC, enquanto que o OPC tem
a capacidade de fornecer controle supervisório para praticamente toda uma planta industrial.
Uma característica dos trabalhos envolvendo tanto OPC quanto MTConnect é que o monitoramento
dos dispositivos é tratado como um recurso de apoio ao controle e/ou ao tratamento mais elaborado dos
dados de campo, seja para a análises desses dados com a finalidade de suportar tomadas de decisões, seja
para realizar medições, garantia de qualidade ou a otimização de processos.
3.4 Cloud Computing
Com o rápido desenvolvimento das tecnologias da informação e de rede, como a Internet, a virtuali-
zação e a computação em rede, a Cloud Computing (Computação na Nuvem) (DIKAIAKOS et al., 2009;
SCHONWALDER; FOUQUET M. RODOSEK; HOCHSTATTER, 2009; MISRA; MONDAL, 2011; MELL;
GRANCE, 2009) tornou-se uma nova tendência para as aplicações de Internet. É definida pelo National
institute of Standards and Technology (NIST) da seguinte forma:
"Cloud Computing é um modelo que permite acesso onipresente, conveniente e sob demanda a rede
para compartilhar um conjunto de recursos computacionais configuráveis (e.g., redes, servidores, arma-
zenamento, aplicações e serviços) que possam ser rapidamente providos e lançados com mínimo esforço
gerencial e interação com o provedor do serviço".
Segundo Bughin et al. (BUGHIN; CHUI; MANYIKA, 2010), colaboração, IoT e a nuvem são identi-
ficadas como tendências tecnológicas de negócios-chave que irão remodelar as empresas mundialmente. O
principal tarefa da computação na nuvem é a prestação de serviços de computação sob demanda com alta
confiabilidade, escalabilidade e disponibilidade em um ambiente distribuído.
A computação na nuvem está surgindo como um dos principais facilitadores na indústria de manufa-
tura, podendo transformar modelos de negócio tradicionais na manufatura, promovendo o alinhamento da
inovação de produto com a estratégia de negócio, e a criação de redes de fábricas inteligentes focadas em
colaboração efetiva. Há duas formas sugeridas para adoção da computação na nuvem, a versão da ma-
nufatura com adoção direta das tecnologias da computação na nuvem, e a Manufatura na nuvem (Cloud
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Utiliza a arquitetura distribuída do OPC (DOPC ) para realizar o monitoramento
e controle remoto de diferentes dispositivos baseado na web. Arquiteturas de
controle local desenvolvidas em N pontos podem se comunicar uns com os
outros e um ponto de controle remoto em uma página web dinâmica construída
usando Active Server Pages (ASP).
(LEE; HU, 2008)
Usam a comunicação DCOM entre um cliente OPC DA e o servidor OPC DA, os
dados tranferidos para o cliente OPC DA são convertidos em formato XML para
que os dados possam ser acessados através da Internet por um cliente XML-DA
que se comunica com um servidor XML (servidor web) para obter esses dados.
Devido às possíveis limitações de desempenho, é improvável que o OPC
XML-DA integre aplicações em tempo real, embora seja comumente usado




Utiliza uma tecnologia de transporte com a função de gateway (OPC Server para
HTTPs) chamada CyberOPC, para propor uma arquitetura para executar o ajuste
remoto de sistemas de controle industrial usando a Internet, cumprindo requisitos
de segurança e desempenho aceitáveis.
(EDRINGTON et al.,
2014)
Este trabalho apresenta um sistema Web para monitoramento de uma
máquina-ferramenta compatível com MTConnect, que também realiza análises e
notificação de eventos da máquina para máquinas compatíveis com MTConnect.
A aplicação fonece a gerente de produção informações necessárias para para




O artigo descreve a implementação de uma arquitetura universal para monitorar
controladores de máquina CNC empregando o protocolo de interface Mtconnect,
chamada OPF Monitoring Framework. Um estudo de caso a apresentado voltado
para a captura de dados de uma máquina de inspeção CNC com operação
desenvolvida em ESPRIT CAM.
(SILVA et al., 2011)
O objetivo deste artigo é o desenvolvimento de um sistema de supervisão
baseado na web para operação de esmerilhamento. O padrão MTConnect foi
usado para adquirir dados do CNC. As combinações particulares dos parâmetros
mais adequados do CNC são determinadas para definir o status atual da máquina.
(MICHALOSKI et al.,
2013)
Este trabalho propõe um a arquitetura de um sistema de manufatura para prover
um através da Web, dados em tempo real e estatísticas para a garantia da
qualidade. Tudo baseado na integração de duas especificação abertas:
MTConnect e QMResults (Quality Measurement Results).
(VIJAYARAGHAVAN;
DORNFELD, 2010)
Apresenta-se um sistema para o monitoramento do consumo de energia
desenvolvido usando o MTConnect e um sistema de motor de regras e
processamento de evento complexo (CEP), para suportar o racionamento de
dados e processamento de informações. Esses dados e informações são
armazenados na nuvem e vão alimentar análises de alta frequência de dados em
series temporais.
Manufacturing). A computação em nuvem atua em algumas das principais áreas de fabricação, tais como
TI, modelos de negócios pay-as-you-go (pague pelo que usa), aumento de produção sob demanda e flexibi-
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lidade na implantação e personalização de soluções. Na manufatura na nuvem os recursos distribuídos são
encapsulados em serviços na nuvem e gerenciados de forma centralizada. Os clientes podem usar serviços
na nuvem de acordo com suas necessidades. Os usuários da nuvem podem solicitar serviços que vão desde
o projeto de produto, fabricação, testes, até a distribuição e operações de logística reversa, envolvendo
todas as etapas do ciclo de vida de um produto (XU, 2012).
Um grande princípio da computação na nuvem é tudo ser tratado como um serviço (Everything as a
service - XaaS), a exemplo de SaaS (Software as a Service - Software como serviço), PaaS (Platfom as
a Service - plataforma como serviço) e IaaS (Infrastructure as a Service - infraestrutura como serviço).
Esses serviços definem uma estrutura de sistema em camadas para Computação na Nuvem (Fig. 3.17). Na
camada de infraestrutura, processamento, armazenamento, redes e outros recursos fundamentais de com-
putação são definidos como serviços padronizados na rede. Os clientes dos provedores de nuvem podem
implantar e executar sistemas operacionais e software para as infraestruturas relacionadas. A camada mé-
dia, ou seja, PaaS fornece abstrações e serviços para desenvolvimento, teste, implementação, hospedagem
e manutenção de aplicações em ambiente de desenvolvimento integrado. A camada de aplicação fornece
um conjunto completo de aplicações de SaaS. A camada de interface de usuário na parte superior permite
a interação perfeita com todas as camadas subjacentes de XaaS (PALLIS, 2010).
Figura 3.17: Computação na nuvem: Tudo como um serviço, adaptado de (XU, 2012)
A computação na nuvem é considerada como um campo de pesquisa multidisciplinar como resultado
da evolução e convergência de várias tendências de computação. Mais precisamente a evolução orientada
a negócio da computação em rede (FOSTER et al., 2008). Implementar a computação em nuvem significa
uma mudança de paradigma de negócios e infra-estrutura de TI, onde o poder de computação, armaze-
namento de dados e serviços são terceirizados para terceiros e disponibilizados como commodities para
empresas e clientes (XU, 2012).
Alguns requisitos arquiteturais gerais para o desenvolvimento da Computação da Nuvem são apre-
sentados por Rimal et al. (RIMAL et al., 2011). Os mesmos autores classificaram esses requisitos para
fornecedores, empresas e usuários.
44
3.4.1 Requisitos dos Fornecedores
No ponto de vista dos fornecedores, é necessária uma arquitetura de serviço altamente eficiente para
apoiar a infraestrutura e os serviços, a fim de fornecer serviços virtualizados e dinâmicos. Software como
serviço (SaaS), Plataforma como serviço (PaaS) e Infraestrutura como serviço (IaaS) são três tipos comuns
de modelos de prestação de serviços. Esses serviços geralmente são fornecidos por meio de interfaces
padrão da indústria, como Web Services, arquitetura orientada a serviços (SOA) (OPEN-GROUP, 2010)
ou serviços REST (REpresentational State Transfer) (FIELDING, 2000):
1. Software como Serviço (SaaS), algumas vezes denominado Aplicação com serviço Serviço (AaaS),
oferece uma plataforma multi-inquilino, em que recursos comuns e uma única instância do código-
objeto de uma aplicação e o banco de dados subjacente são usados para suportar vários clientes
simultaneamente. Para este fim, o SaaS também é referido como o modelo de Fornecedor de Serviço
de Aplicação (Application Service Provider-ASP). Exemplos de provedores chave são o sistema
de Gerenciamento de Relacionamento com o Cliente (CRM) da força de vendas, o NetSuite e o
aplicação de produtividade do Google Office. Uma consideração importante em SaaS é a integração
efetiva com outras aplicações (XU, 2012).
2. Plataforma como Seviço (PaaS) fornece aos desenvolvedores uma plataforma que inclui todos os
sistemas e ambientes que compõem o ciclo de desenvolvimento, teste, implementação e hospedagem
de sofisticadas aplicações web como um serviço fornecido por uma plataforma baseada na nuvem.
PaaS comumente encontrados inclui Facebook F8, Salesforge App Exchange, Google App Engine,
Bunzee conectar e Amazon EC2. PaaS pode oferecer uma série de serviços prontamente disponíveis,
o que significa que PaaS pode suportar várias aplicações na mesma plataforma (XU, 2012).
3. Infraestrutura como um Serviço (IaaS) é às vezes chamada de Hardware como um Serviço (HaaS).
O IaaS promove um esquema de pagamento baseado em uso, o que significa que os clientes pa-
gam conforme usam. Este serviço é extremamente útil para usuários corporativos, pois elimina a
necessidade de investir na construção e no gerenciamento de seus próprios sistemas de TI. Outra
vantagem importante é a habilidade de ter acesso ou usar a tecnologia mais recente à medida que
ela surge. Sob demanda, auto-sustentável ou auto-ajuste, multi-inquilino, categorização de clien-
tes são os principais requisitos de IaaS (RIMAL et al., 2011). GoGrid, Mosso/ Rackspace, MSP
On-Demand e masterIT são alguns dos provedores pioneiros IaaS.
Outros requisitos essenciais são arquitetura ser centrada em serviço, ter qualidade de serviço (QoS)
entre fornecedor e usuário final, interoperabilidade associada a um formato padrão de dados e integração
entre aplicações, tolerância a falhas, balanceamento de carga de trabalho entre as entidades da nuvem (e.g.
servidores, dispositivos de armazenamento, redes e recursos de TI) e gerenciamento da virtualização de
recursos.
3.4.2 Requisitos das Empresas
Segundo Xu (XU, 2012), há quatro modelos de implementação da nuvem: publico, privado, comuni-
tário e hibrido. Diferentes tipos de modelos de implementação adequam-se a diferentes situações. Nuvem
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publica provê o conceito-chave de compartilhar os serviços e a infraestrutura fornecida por um fornecedor
a parte em um ambiente multi-inquilino (WU; YANG, 2010). Nuvem privada envolve o compartilhamento
de serviços e infraestrutura fornecida por uma organização ou seu fornecedor de serviço especificado em
uma ambiente de inquilino único (single-tenant). Aplicações de atividades centrais e de missão critica
das empresas é frequentemente mantida em uma nuvem privada. Nuvem comunitária é compartilhada por
várias organizações e é apoiada por uma comunidade que compartilha interesses e preocupações (MELL;
GRANCE, 2009). Nuvem hibrida consiste de múltiplas nuvens internas (privadas) e externas (públicas). A
complexidade acrescida de determinar como distribuir aplicações entre nuvens publicas e privadas poder
ser um desafio. Para Xu (XU, 2012), as empresas precisam alavancar estrategicamente os quatro modelos
de implementação na nuvem.
Os diferentes modelos de serviços discutidos anteriormente (SaaS, PaaS e IaaS) ocupam diferentes
níveis de requisitos de segurança no ambiente da nuvem. A IaaS é a fundação de todos os serviços na
nuvem, com a PaaS construída sobre ela e a SaaS, por sua vez, construída sobre a PaaS. Assim como as
capacidades são herdadas, assim são as questões de segurança da informação e os riscos.
3.4.3 Requisitos dos Usuários
Os requisitos dos usuários são o terceiro fator chave para uma adoção voluntária e bem-sucedida de
qualquer sistema em nuvem em uma empresa. Para os usuários, a confiança é muitas vezes uma grande
preocupação. Nuvem baseada em confiança é, portanto, um recurso essencial e mandatório (RYAN, 2011).
Quando se fala em usuários finais individuais e faturamento e medição baseadas em consumo em um
sistema na nuvem, uma analogia pode ser feita com a medição de consumo e alocação de água, gás ou
eletricidade em uma base de unidades de consumo. O gerenciamento de custos é importante para tomar
decisões de planejamento e controle. Análise da repartição de custos, rastreio de atividade utilizada, gestão
de custos adaptáveis, transparência do consumo e faturamento são também considerações importantes.
No que se refere à privacidade na computação na nuvem, alguns dados de usuários ( considerado como
sua propriedade intelectual) são armazenados em centrais de megadados localizados no ciberespaço. Em
casa ambiente a privacidade torna-se a principal questão (RYAN, 2011; CAVOUKIAN, 2008). Há uma
grande resistência e relutância de uma empresa armazenar qualquer dado vital na nuvem. Mas, há várias
tecnologias que podem melhorar a integridade, a confidencialidade e a segurança de dados nas nuvens, por
exemplo, LANs virtuais, caixas intermediarias de rede (Firewalls e filtros de pacotes) (XU, 2012).
3.4.4 Computação na Nuvem no contexto da Manufatura
Acredita-se que a Computação em Nuvem pode desempenhar um papel crítico na realização da filosofia
DAMA (Design Anywhere, Manufacture Anywhere). A abordagem DAMA demanda a capacidade de trocar
dados de projeto e fabricação em várias plataformas. A DAMA também ajuda a estabelecer vínculos entre
planejamento de recursos de manufatura, planejamento de recursos empresariais, planejamento de recursos
de engenharia e gerenciamento de relacionamento com clientes (XU, 2012).
A computação na nuvem está avançando rumo à integração das estruturas de organizações. A indús-
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tria de transformação já começa a colher os benefícios da adoção da Nuvem, em um movimento para a
adaptação para uma fabricação mais "inteligentes". O custo benefício de adoção de nuvens em uma em-
presa de manufatura típica pode ser múltiplo. Para Shalini (SHALINI, 2010), as economias obtidas com a
eliminação de funções que foram essenciais na manufatura tradicional podem ser significativas. Com so-
luções baseadas na Nuvem, algumas customizações de aplicações e ajustes conforme as necessidades das
empresas no nível de processo podem ser tratadas pelo setor de TI da empresa, juntamente com algumas
das tecnologias inteligentes de computação na nuvem. Quando uma forma diferente da execução de um
processo é iniciada, a equipe de TI pode fazer a mudança acontecer perfeitamente e em menos tempo.
Computação na nuvem também pode ser usada para melhorar muitos outros aspectos de empresas de
fabricação, movendo processos tradicionais para a nuvem a fim de melhorar a eficiência operacional. De
acordo com Bughin et al. (BUGHIN; CHUI; MANYIKA, 2010), colaboração em escala usando a tec-
nologia de Nuvem é uma tendência emergente de negócios. Com a adoção de tecnologias na Nuvem, a
colaboração empresarial pode acontecer em uma escala muito mais ampla. Dentro da organização, plane-
jamento da demanda e organização da cadeia de suprimentos podem ser integrados a um sistema baseado
na Nuvem, permitindo que diferentes partes da organização sondar as oportunidades nas quais suas equipes
de vendas estão trabalhando.
O movimento no sentido de expandir a utilização da Computação na Nuvem dentro as empresas de
manufatura leva o nome de Manufatura na Nuvem (Cloud Manufacturing). Esse paradigma é parte do
esforço de transição para fabricação orientada a produção para a fabricação orientada a serviços. Como
a Computação na Nuvem, a Fabricação na Nuvem é considerada como um novo domínio multidiscipli-
nar que engloba tecnologias como Fabricação em rede, Rede de Fabricação (MGrid), Fabricação Virtual,
Manufatura ágil, Internet das Coisas e, claro, Computação na Nuvem. A Manufatura na Nuvem reflete
tanto o conceito de "integração de recursos distribuídos"quanto o conceito de "distribuição de recursos
integrados"(XU, 2012).
Na Manufatura na Nuvem, os recursos distribuídos são encapsulados em Serviços na Nuvem e ge-
renciados de forma centralizada. Os clientes podem usar os Serviços na Nuvem, de acordo com suas
necessidades. Usuários da Nuvem podem solicitar serviços que vão desde o projeto de produto, fabrica-
ção, testes, gestão e todas as outras fases de um ciclo de vida do produto. Uma plataforma de serviços
na Nuvem de fabricação realiza pesquisas, mapeamento inteligente, recomendações e execução a de um
serviço (XU, 2012). A Figura 3.18 ilustra a estrutura de um sistema de fabricação na Nuvem que consiste
em quatro camadas: camada recurso de fabricação, camada de serviço virtual, camada de serviço global e
camada de aplicação.
3.5 Service-Oriented Architecture (SOA)
Alguns padrões, como MTConnect, STEP (STandard for the Exchange of Product model data) e outros,
têm sido úteis para permitir integração e intercâmbio de dados entre diferentes sistemas de software de
engenharia. Nesse sentido, a indústria de manufatura está em um esforço para converter as funcionalidades
fornecidas por esses sistemas de software em serviços. Essa tendência ganhando força com a chegada da
Computação em Nuvem, que permite a virtualização de recursos de computação e comunicação.
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Figura 3.18: Arquitetura em camada de um sistema de Manufatura na Nuvem, adaptado de (XU, 2012)
A Arquitetura Orientada a Serviços (SOA) tem como objetivo alcançar um ambiente distribuído e com
baixo acoplamento, na forma uma loja de componentes de software baseada em Nuvem. No paradigma
orientado a serviços, os componentes de software são vistos como fornecedores de funcionalidades por
meio de serviços independentes. Os serviços são virtualizações de componentes de software. Ou seja, os
consumidores de serviços não precisam saber como os provedores de serviços oferecem seus serviços -
de onde, por qual ou por quantos componentes de software (IVEZIC; KULVATUNYOU; SRINIVASAN,
2014).
O paradigma orientado a serviços enfatiza a visibilidade e a semântica que possibilitam a correspon-
dência entre necessidades e capacidades, e a composição de capacidades para atender a essas necessidades.
A visibilidade e a semântica são possibilitadas por descrições e acordos de serviço que capturam infor-
mações essenciais dos consumidores, e que os provedores de serviços precisam estar cientes e concordar
(IVEZIC; KULVATUNYOU; SRINIVASAN, 2014).
O SOA é comumente implementado através Web Services, que se referem a um conjunto de padrões de
várias organizações de desenvolvimento padrão; Esses padrões incluem Web Service Description Language
(WSDL) e Business Process Execution Language (BPEL). No entanto, tais serviços também podem ser im-
plementados usando outras estratégias. Recentemente, a implementação de SOA usando Representational
State Transfer (REST), também conhecido como RESTful Web Services, ganhou aceitação generalizada
. A implementação RESTful é considerada mais simples e mais fácil de usar do que a implementação
baseada em WSDL.
Apesar do SOA fornecer o paradigma e tecnologia para permitir a composição dinâmica de serviços
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de informações de engenharia, não é em si uma solução para problemas de domínio específico, vários
outros serviços de informação de engenharia podem ser compostos usando SOA para formar soluções para
domínios específicos (IVEZIC; KULVATUNYOU; SRINIVASAN, 2014).
3.6 Web Services
Como indica o próprio nome, um serviço web é um tipo de aplicação web, ou seja, uma aplicação
normalmente executada sobre o protocolo HTTP (Hyper Text Transport Protocol). Um serviço web é,
portanto, uma aplicação distribuída cujos componentes podem ser implementados e executados em dispo-
sitivos distintos como, por exemplo, PCs e dispositivos móveis (MACHADO-JUNIOR, 2014).
Os serviços web podem ser divididos basicamente em dois grupos: os serviços baseados em SOAP
(Simple Object Access Protocol) e os REST (Representational State Transfer). A distinção entre ambos
não muito evidente, mas o que se sabe é um serviço baseado em SOAP entregue sobre HTTP é um caso
especial dos serviços REST.
3.6.1 REST - Representational State Transfer
O REST por si só não representa uma arquitetura, mas sim um conjunto de restrições que, quando
aplicadas na concepção de um sistema, cria um estilo de arquitetura de software (MACHADO-JUNIOR,
2014). Um sistema escrito no estilo REST é denominado RESTful, carregando as seguintes características:
• Ser um sistema cliente-servidor.
• Ser independente de estado, ou seja, cada requisição deverá ser independente das outras.
• Tem que suportar um sistema de cache, a infraestrutura de rede deve suportar caches em diferentes
níveis.
• Ser acessível de maneira uniforme, cada recurso deve ter um endereço exclusivo e um ponto de
acesso válido.
• Tem que ser em camadas e deve suportar escalabilidade.
Um sistema no estilo RESTful pode ser implementado em qualquer arquitetura de rede disponível, de
forma que não foi necessário a criação novas tecnologias ou protocolos de rede.
Segundo Machado Junior (MACHADO-JUNIOR, 2014), enquanto o SOAP é um protocolo de mensa-
gens, o REST é um estilo de arquitetura de software para sistemas hipermídia distribuídos denominados
recursos. Recurso RESTful é tudo que possa ser endereçável pela web. Isso significa que sistemas em
que textos, gráficos, áudio e outras mídias são armazenadas em uma rede e interconectadas através de
hiperlinks, podendo ser acessados e transferidos entre clientes e servidores.
O REST foi desenvolvido juntamente com o protocolo HTTP 1.1 e, diferente do SOAP que estabelece
um protocolo para comunicação de objetos e serviços, utiliza corretamente os verbos HTTP (GET, POST,
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PUT e DELETE) para criar serviços que poderiam ser acessados por qualquer tipo de sistema (FIDEL,
2015). Esses métodos HTTP ganham correspondencia com operações CRUD (Create, Read, Update,
Delete). Cada requisição HTTP inclui um dos métodos apresentados na Tabela 3.2 para indicar qual a
operação CRUD que deve ser realizada sobre o recurso.
Tabela 3.2: Métodos HTTP e correspondentes operações CRUD
Métodos HTTP Operação
GET Lê um recurso
POST
Cria um novo recurso a partir dos dados
requisitados
PUT
Atualiza um recurso a partir dos dados
requisitados
DELETE Remove um recurso
As características da arquitetura RESTful foram utilizadas como uma extensão para o OPC-UA (GRÜ-
NER; PFROMMER; PALM, 2015; GRÜNER; PFROMMER; PALM, 2016). Neste trabalho, a arquitetura
RESTful foi implementada e avaliada na forma de um Web Service associado a um servidor OPC-DA
clássico (tecnologia COM/DCOM) com função de gateway, para a transmissão de informações de status e
atuação em um centro de torneamento CNC, representando uma alternativa ao uso de servidor OPC-UA.
Essa opção de implementação foi considerada por ser uma estilo de arquitetura orientada a recurso, em
que interfaces simples e uniformes são utilizadas para o intercâmbio de representações desses recursos,
a exemplo um procedimento remoto que acessa um servidor de dados e permite a comunicação com um
cliente HTTP.
3.6.2 SOAP - Simple Object Access Protocol
SOAP é um protocolo leve para a troca de informações em um ambiente descentralizado e distribuído.
É um protocolo baseado em XML que consiste em três partes: um envoltório que define uma estrutura
para descrever o que está em uma mensagem e como processá-la, um conjunto de regras de codificação
para expressar instâncias de tipos de dados definidos pelo aplicativo e uma convenção para representar
chamadas de um procedimento remoto e respostas (W3C, 2000).
O SOAP tem o potencial de ser usado em combinação com uma variedade de outros protocolos, a
principal é a combinação do SOAP com o HTTP No entanto, as únicas ligações definidas neste documento
descrevem como utilizar o SOAP em combinação com o HTTP e suas extensões.
A Figura 3.19 apresenta um típico procedimento de operação do protocolo SOAP. Nesse exemplo, um
cliente SOAP através de sua biblioteca solicita um serviço enviando uma mensagem SOAP ao servidor que
por sua vez envia outra mensagem SOAP com a resposta do serviço correspondente.
Em um serviço web baseado em SOAP, um cliente geralmente faz uma chamada de procedimento
remoto ao servidor solicitando uma operação do serviço web. Essas operações requisição/resposta sobre
mensagens SOAP padronizadas permitem que o cliente e o servidor sejam escritos em diferentes linguagens
de programação.
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Figura 3.19: Operação de uma Web Service baseado em SOAP, adaptado de (MACHADO-JUNIOR, 2014)
Dentro do conjunto de especificações do padrão OPC, o OPC XML-DA foi a primeira especificação
Web Service do OPC. Ela utiliza o protocolo SOAP como base para a estruturação das mensagens que são
entregues.
3.7 Manufatura Eletrônica
A manufatura eletrônica (E-manufacturing) pode possuir diferentes significados a depender do foco de
sua aplicação, o que levou a vários pesquisadores a estabelecer diferentes definições para essa metodologia.
Ela trata da utilização da Internet e das tecnologias do comércio eletrônico nas indústrias transformadoras
para o compartilhamento de informações em tempo real por diferentes níveis de uma empresa. As defini-
ções mais populares de E-manufacturing (E-Mfg) são dados por AMR (AMR, 2000) e Koc et al. (KOC et
al., 2004).
Koc et al. (KOC et al., 2004) define a manufatura eletrônica como um sistema de transformação que
permite que as operações de fabricação alcancem um desempenho preditivo de inatividade quase zero e
tenha a capacidade de sincronizar os sistemas de negócios através do uso de tecnologias para Web e que
independam de plataforma. A AMR dá uma definição mais detalhada para E-mfg:
"O centro de uma estratégia de manufatura eletrônica é um roteiro tecnológico para a transparência da
informação entre o cliente, as operações de fabricação e os fornecedores. Uma estratégia de manufatura
eletrônica leva em conta os processos de e-business, como a fabricação sob demanda (build-to-order) ou
manutenção centrada em confiabilidade, e gera diretrizes para a implantação de sistemas de produção. A
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estratégia de e-manufacturing abrange as estratégias de e-business e fabricação e cria um roteiro para o
desenvolvimento e a implementação das mesmas na planta."
Outra definição é que E-manufacturing é uma como uma metodologia que possibilita a integração
das operações de manufatura com os objetivos funcionais da empresa através do uso da internet (KOC;
LEE, 2002). Para Molina e Santaella (MOLINA; SANTAELLA, 2006) o uso da e-mfg possibilita que as
empresas obtenham conhecimento com base em criação de valor e fabricação sob demanda, permitindo que
as empresas integrem os dados, informações e os conhecimentos necessários para clientes, fornecedores e
a empresa.
A manufatura eletrônica inclui a capacidade de monitorar os ativos do chão-de-fábrica e prever a va-
riação e a perda de desempenho para que dinamicamente sejam reprogramadas as operações de produção
e manutenção, e sincronizar ações para conseguir a completa integração entre sistemas de manufatura e
aplicações de níveis superiores na organização, conforme ilustra a Fig. 3.20. Também fornece trocas efi-
cientes de informações configuráveis entre unidades de fabricação, sistemas CRM (Customer Relationship
Management) e sistemas SCM (Supply Chain Management).
Figura 3.20: Integração da manufatura eletrônica e sistemas de e-business, adaptado de (LEE, 2003)
A E-manufacturing baseada na Internet abrange um conjunto de atividades de fabricação on-line en-
volvendo produtos e serviços, que inclui projeto de produtos, controle de produção e monitoramento de
condições, gerenciamento de cadeia de suprimentos, serviços de manutenção e venda pela Internet. O
principal elo entre a e-manufacturing e o desenvolvimento das fabricas inteligentes está na fabricação inte-
grada com a tecnologia de Internet e nas potenciais mudanças na relação das pessoas com o trabalho. Essa
relação fica evidente em algumas das características da manufatura eletrônica selecionadas por (CHENG;
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BATEMAN, 2008):
Digitalização - Qualquer informação relacionada com a fabricação que possam ser digitalizadas tam-
bém podem ser armazenadas e acessadas através da Internet dentro ou fora de uma empresa de fabricação.
Globalização - A natureza global da Internet fornece às empresas de manufatura a infraestrutura para
apoiar seus engenheiros, parceiros e clientes com acesso à informação, independentemente de onde eles
estão fisicamente.
Mobilidade - A Internet permite acessar informações de qualquer lugar e a qualquer hora, o que pode
melhorar a agilidade e a capacidade de resposta de uma empresa às necessidades dos clientes.
Trabalho colaborativo - a tecnologia da Internet suporta dados compartilhamento e colaboração de
trabalho. As empresas podem criar equipes de desenvolvimento, onde os membros da equipe podem residir
em diferentes áreas geográficas. As informações do projeto e a comunicação interativa podem ser baseadas
na Internet. Uma variedade de ferramentas de colaboração, como grupos de notícias, grupos de bate-papo,
painéis de boletim, ferramentas de projeto e fabricação integrados, podem ser usadas para que os membros
da equipe possam comunicar e compartilhar ideias, informações e dados com eficiência e eficácia.
Imediatismo - ao acessar um site, a extranet de um fornecedor ou a intranet da empresa, as informações
mais recentes sobre a fabricação podem ser acessadas instantaneamente. Os engenheiros podem ter acesso
em tempo real à informação sempre que necessário.
A E-manufacturing está modificando as características da operações de fabricação, que variam con-
forme o setor, a Figura 3.21 ilustra esse movimento.
Figura 3.21: Transformação gerada pela e-manufacturing
3.8 Manufatura Remota
A manufatura remota, ou telemanufatura, é definida por Malek et al. (MALEK; WOLF; GUYOT,
2008) como uma atividade em que uma empresa cliente utiliza serviços oferecidos por uma outra empresa
especializada (servidores), disponibilizados através das supervias da informação, como a Internet, a fim
de executar, em tempo real, operações e processos necessários para o projeto e a produção de bens. Com
isso, a telemanufatura participa de todo o ciclo de desenvolvimento do produto, começando na concepção,
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e atravessando as etapas da fabricação, chegando até a distribuição do produto.
Um dos primeiro projetos que trouxe a luz o paradigma de manufatura remota via Internet foi desen-
volvido por Bailey (BAILEY, 1995) com o conceito de Telemanufacturing Facility (TMF) para alavancar
a capacidade de prototipagem rápida através da Internet. Ao longo história da telemanufatura surgiram
empreendimento com alto nível de especialização com o projeto Cybercut (http://cybercut.berkeley.edu),
um sistema desenvolvido na Universidade de Berkeley, projetado para modelar e usinar peças prismá-
ticas (BROWN; WRIGHT, 1998). Outro exemplo foi desenvolvido por ÁLVARES et al. (ALVARES
et al., 2002) onde o sistema permite a teleoperação de uma máquina de oxi-corte CNC, bem como a
geração do programa NC da peça a ser produzida utilizando um ambiente de modelagem CAD/CAM
(http://weboxicorte.graco.unb.br), denominado de WebOxiCorte. Os princípios de Telemanufatura e da Te-
leoperação também foram desenvolvidos na arquitetura da metodologia de integração CAD/CAPP/CAM
dentro da manufatura remota, o sistema WebMachining (http://webmachining.graco.unb.br) (ALVARES,
2005).
Sistemas de teleoperação de equipamentos industriais enquadram-se no contexto de telemanufatura
(MALEK; WOLF; GUYOT, 2008) no que se refere ao controle da manufatura em operações de chão-de-
fábrica, bem como nos ambientes computacionais integrados de CAD/CAPP/CAM para desenvolvimento
de produto. Também realizaram-se trabalhos no âmbito da teleoperação aplicada ao controle de robôs
industriais e robôs moveis, descritos em Álvares e Tourino (ALVARES; TOURINO, 2000). Esses sistemas
são atualmente disponibilizados através da Internet/Intranet, utilizando recursos da Web.
O ambiente de Telemanufatura normalmente baseia-se em uma arquitetura cliente/servidor voltada
para o trabalho cooperativo, com interatividade e o compartilhamento de recursos de forma distribuída
(PRADHAN; HUANG, 1998; ADAMCZYK; KOCIOLEK, 2001).
3.9 Controle Supervisório
No sentido estrito, controle supervisório significa que um ou mais operadores humanos estão intermi-
tentemente programando e continuamente recebendo informações de um computador que faz um ciclo de
controle autônomo através de efetuadores e sensores artificiais para o processo controlado ou ambiente de
tarefa (SHERIDAN, 1992).
Em um sentido menos estrito, controle supervisório significa que um ou mais operadores humanos es-
tão intermitentemente programando e continuamente recebendo informações de um computador que inter-
liga através de efeitos e sensores artificiais para o processo controlado ou ambiente de tarefa (SHERIDAN,
1992).
Em ambas as definições o computador transforma as informações do humano para o processo con-
trolado e do processo controlado para o humano, mas apenas na definição estrita o computador fecha um
controle circular que exclui o elemento humano, e assim fazendo do computador um controlador autônomo
de algumas variáveis.
A Figura 3.22 mostra cinco diagramas de sistemas homem-máquina que caracterizam o controle super-
visório em relação aos extremos: Controle Manual e Controle Completamente Automático. Os elementos
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comuns aos cinco diagramas são os displays e controles interligados com o operador humano, e sensores e
atuadores interagindo com o processo controlado e tarefa de ambiente. O sistema 1 representa o controle
manual convencional (não auxiliado por computador). No sistema 2 há um auxilio computacional, seja
em um ou em ambos, ciclo de atuação e sensoriamento. Este corresponde a definição menos restrita de
controle supervisório. Em ambos os casos percebe-se que todas as decisões de controle dependem de um
operador humano. Se o operador para, o controle para.
Figura 3.22: Espectro de modos de controle, adaptado de (SHERIDAN, 1992)
Quando uma menor (sistema 3) ou uma grande (sistema 4) fração de controle é realizada por malhas
de controle fechadas diretamente através do computador e excluindo o ser humano, este é o controle de
supervisão no sentido estrito. Se o sistema de controle é configurado essencialmente como controle auto-
mático (sistema 5) - ou seja, se o operador humano pode-se observar, mas não pode influenciar o processo
- não é mais o controle de supervisão (SHERIDAN, 1992).
3.10 Teleoperação
Há situações em que a operação de determinados dispositivos precisa ser realizada a distância através
de um operador remoto. Esses dispositivos remotamente operados realizam tarefas especificas e são apli-
cadas a diferentes finalidades como a operação remota de robôs, cirurgias médicas à distância, exploração
submarina, operação de máquinas, entre outros. Segundo Álvares (ALVARES, 2005), a execução dessas
atividades de modo ideal requer um sistema que tenha a mesma capacidade de um operador humano para
reconhecer qual tarefa tem que ser realizada e possuir flexibilidade para realizar manipulações físicas, de
maneira análoga à operação de um humano.
No campo da operação remota existe a Teleoperação que, segundo Nof (NOF, 1999), representa o
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controle contínuo e direto de um teleoperador, que corresponde a sistema manipulador que requer coman-
dos e ou supervisão de um ser humano remotamente. Por extensão, a telepresença refere-se à utilização
de intensa realimentação sensorial para a teleoperação (BENAVENTE, 2007), fornecendo realismo para o
operador em uma abordagem que garanta um maior nível de "proximidade"ao objeto manipulado, mesmo
estando a grandes distâncias deste objeto. Nof (NOF, 1999) afirma que um sistema dito Teleoperador
consiste de uma unidade remota (manipulador), uma unidade de comando para entrada dos comandos do
operador (interface homem/máquina) e um canal de comunicação representando a ligação da unidade de
comando com a unidade remota.
Inicialmente a Teleoperação foi desenvolvida com finalidade de manipulação de materiais radioativos.
A teleoperação permite que um operador exerça força e realize movimentos em uma máquina remota,
e ainda receba realimentação sensorial, seja através de dados visuais, sonoros ou táteis, ou o conjunto
desses. Após a introdução da teleoperação, foi possível o desenvolvimento de interfaces capazes de prover
uma interação satisfatória entre homem e máquina, permitindo que serviços de grande destreza fossem
realizados (ALVARES, 2005).
Algumas classificações foram propostas para descrever a teleoperação. Um dessas categoriza os siste-
mas de teleoperação com base no grau de automação do sistema, em um espectro que vai da mínima até a
máxima autonomia (SHERIDAN, 1984; ZHAI; MILGRAM, 1991). Essa classificação inclui:
• controle manual sem auxílio computacional;
• controle manual com significativo auxílio ou transformação computacional;
• controle supervisório com predomínio do controle realizado pelo operador humano;
• controle supervisório com predomínio do controle realizado pelo computador;
• controle completamente automático, onde os operadores humanos observam o processo sem inter-
venções.
A relação interface homem-máquina promovida pela teleoperação possui os seguintes modelos (ZHAI;
MILGRAM, 1992):
a) Modelo Mestre-Escravo;
b) Modelo de Telepresença;
c) Modelo Professor-Aluno e;
d) Modelo Supervisor-Companheiro.
Quando efetivada a comunicação entre homem e máquina deve-se observar a relação entre máquina
remota e seu ambiente. Com isso, são propostos esquemas de classificação de modelos de ambientes:
a) Ambiente Remoto Totalmente Modelado;
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b) Ambiente Remoto Parcialmente Modelado e;
c) Ambiente Remoto Desconhecido.
O nível de autonomia é uma questão bastante relevante, pois define o quanto o dispositivo teleoperado
pode funcionar independentemente do operador humano. Isso depende a estratégia de controle implemen-
tada em um computador localizado no site remoto. O operador pode estabelecer altos níveis de controle
ao computador remoto, o qual pode executar os níveis mais baixos de controle (ALVARES, 2005). Adici-
onalmente, para o controle efetivo de dispositivos remotos alguns aspectos devem ser considerados:
• o atraso entre uma ação de controle do operador e sua correspondente visualização, como informação
de realimentação para a sua ação, mostrada no seu display;
• largura de banda do sistema de comunicação, que determinam uma parcela importante do atraso
relacionado à ação de controle;
• experiência na tarefa de controle contínuo, manual, do dispositivo controlado, questões de segurança
e erros de posicionamento e autonomia (SHERIDAN, 1992).
3.10.1 Sistemas de Teleoperação e de Manufatura Remota via Internet
Os sistemas de teleoperação remota via Internet desenvolvidos até hoje estão em grande parte associa-
dos a atividades de telemanufatura e telerrobótica, e nesses sistemas o monitoramento é parte do controle
do dispositivo na forma de realimentação do resultado de comandos efetuados remotamente.
Há um grupo de projetos que foram desenvolvido no âmbito da Telemanufatura que envolve todo o
ciclo de desenvolvimento de produto, indo da concepção até a fabricação do produto final. Projetos como
esses são parte de empresas altamente especializadas que oferecem a seus clientes serviços em ambientes
voltados para telemanufatura. Essas empresas utilizam de forma ampla a integração entre sistemas de pro-
jeto, planejamento de processo, fabricação e gestão (sistemas CAE/CAD/CAPP/CAM/ERP, entre outros),
que fornecem informações específicas de cada sistema a fim de auxiliar os clientes no desenvolvimento
de novos processos e produtos (AHN; C.; P., 1999; MALEK; WOLF; GUYOT, 2008). Dentre os projetos
desenvolvidos no campo da telemanufatura é possível destacar os seguintes:
Cybercut (http://cybercut.berkeley.edu)
Foi desenvolvido na Universidade de Berkeley, é um sistema CAD/CAPP/CAM baseado na Internet
que possibilita a modelagem de peças prismáticas para usinagem (BROWN; WRIGHT, 1998). É consti-
tuído pelos seguintes componentes:
a) Sistema CAD escrito em linguagem de programação Java utilizando applets via Web. Este módulo
do sistema baseia-se no conceito de Destructive Solid Geometry (DSG), em que são removidos de
uma peça em formato de paralelepípedo entidades geométricos (features) através do fresamento da
peça bruta. Baseado nesse conceito, o processo de manufatura é formado a medida de o processo de
projeto avança.
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b) Um sistema de Planejamento de Processo Auxiliado por Computador (CAPP), que tem acesso a uma
base de conhecimento com informações sobre ferramentas e dispositivos de fixação.
c) Fresadora CNC de arquitetura aberta (modelo HAAS/VF-1) que recebe informações dos sistemas de
projeto e planejamento em linguagem de alto nível e executa a usinagem.
Dessa forma, um projetista com um navegador Web com acesso a interface CAD do sistema a partir
da Internet pode utilizar essa ferramenta para prototipagem rápida online. O projeto desenvolvido pode ser
carregado em um formato específico no servidor Cybercut, o qual produzirá o planejamento de processo e
a geração do código G adequado para a fresadora.
No Cybercut a modelagem por features de usinagem possibilita uma rica interoperabilidade entre o pro-
jeto e manufatura, o que é adequado para sistemas de projeto e manufatura de peças prismáticas. Durante
a criação das features, um verificador de regras de manufatura garante a manufaturabilidade do projeto
(BENAVENTE, 2007).
Sistema WebOxiCorte
Este sistema foi desenvolvido por Álvares et al. (ALVARES et al., 2002) e permite a teleoperação de
uma máquina de oxi-corte CNC através da Internet, além de gerar o programa NC da peça a ser produzida
através de um ambiente de modelagem CAD/CAM desenvolvido em linguagem Java.
O sistema é formado por uma interface gráfica GUI (Graphical User Interface) (Figura 3.23) para te-
leoperação de uma máquina de oxi-corte da White Martins (AutoCut 2.5L) com CNC da MCS Engenharia
(MCS-520). A GUI disponibiliza ao usuário remoto funções para o controle da máquina, bem como de
um ambiente CAD/CAM para geração do código G baseado no padrão RS-274. É baseado na arquitetura
cliente/servidor, em que é um navegador de Internet, e o servidor um computador pessoal com sistema
operacional Linux. A interface de usuário de foi desenvolvida em HTML e Java, e o servidor é composto
por um conjunto de programas escritos em linguagem C para controle da máquina (ALVARES et al., 2002).
Nesse sistema a comunicação entre servidor e máquina é realizada por meio do protocolo DNC do
CNC. A GUI de teleoperação é provida com applets Java com funções de controle da máquina, e imagens
capturadas por Webcam. Com esses recursos o usuário é capaz de enviar e executar programas, bem como
operações básicas na máquina.
No ambiente CAD/CAM o projeto é baseado em features, que nesse caso consiste basicamente em
linhas e arcos (peças em 2D). O applet dessa aplicação permite a modelagem peça usando coordenadas
cartesianas, além de efetuar a geração do código G. Na mesma interface é possível inserir dados referentes
ao planejamento do processo. Com isso, é possível ter simultaneamente as perspectivas de projeto e da
manufatura durante a fase de desenvolvimento do produto.
A Figura 3.24 apresenta a arquitetura detalhada do sistema de teleoperação WebOxiCorte. O servidor
WebOxiCorte é constituído de servidor de vídeo e servidores de teleoperação da máquina. Este disponi-
bilizam serviços de comando, download, upload e execução de programas, tratamento de erros e outras
funções associadas ao protocolo DNC do controlador da máquina.
O servidor de vídeo captura as imagens da máquina e as distribui através do protocolo TCP/IP. Os
servidores de controle da máquina trabalham de modo bidirecional, recebendo comandos e enviando infor-
58
Figura 3.23: Interface gráfica com o usuário (ALVARES et al., 2002)
Figura 3.24: Arquitetura detalhada do sistema WebOxiCorte (ALVARES et al., 2002)
mações de status da máquina através da Internet.
Sistema Webmachining
O Webmachining (ALVARES, 2005) é um sistema parte de uma proposta metodológica voltada para a
integração CAD/CAPP/CAM para a manufatura de peças rotacionais utilizando a Internet. Essa metodo-
logia também emprega a modelagem baseada na síntese da peça por features de projeto (para operações de
furação e subtração para operações de fresamento e furação), e através disso é possível atividades projeto
(CAD), planejamento de processo (CAPP) e fabricação(CAM).
O sistema Webmachining foi concebido em um ambiente distribuído de agentes de software interope-
ráveis formando uma "Comunidade de Agentes de Manufatura". Segundo Wooldridge (WOOLDRIDGE,
2007), um Agente é uma entidade de computador que é capaz de realizar ações autônomas em nome de seu
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proprietário. Isto é conseguido através da incorporação de comportamentos, crenças, desejos e intenções
que irão guiar o agente para tomar decisões.
A arquitetura do sistema é dividida em três camadas: Projeto, Planejamento de Processo e Fabricação.
Na camada de fabricação reside o agente de fabricação, chamado Webturning. Este permite teleoperação
de um centro de torneamento CNC via Internet e a monitoração do processo de torneamento.
O Webturning é baseado em uma arquitetura cliente-servidor utilizando a metodologia descrita em
Alvares e Romariz (ALVARES; ROMARIZ, 2002). É constituído de quatro módulos básicos, sendo três
servidores e um cliente. Entre os módulos servidores estão:
• Servidores de streaming de vídeo e áudio (WebCam);
• Servidor Focas 1 (Fanuc Open CNC API Specification), sendo representado pelo CNC Fanuc 18i-ta
do centro de torneamento;
• Servidor de teleoperação WebDNC que atua entre o CNC e o cliente usando mecanismos acesso
através da Web, como CGI e inetd.
O cliente é a uma interface gráfica desenvolvido em HTML e Java que é acessível através de um
navegador de Internet.
Por meio da WebDNC, servidor e também interface gráfica de usuário do Webturning (Figura 3.25),
é possível a execução de comandos no CNC do centro de torneamento Galaxy 15M, da marca Romi.
Esses comandos são possíveis graças a API e driver FOCAS 1/Ethernet que permite a comunicação com
controlador através funções de DNC (Comando Numérico Distribuído). Essas funções incluem execução,
download e upload de programas, tratamento de erros, entre outras funções disponibilizadas pelo fabricante
na especificação da API.
O servidor WebDNC trabalha de modo bidirecional, recebendo comandos através da Internet e envi-
ando dados sobre a operação e funcionamento do centro de torneamento via protocolo FOCAS1/DNC1.
Esse servidor atua entre os clientes (Web) e servidor FOCAS1, localizado no centro de torneamento. Nessa
arquitetura o servidor de vídeo e áudio WebCam é responsável pela captura de imagens e som da célula
de manufatura onde está a máquina-ferramenta, e a realização da sua distribuição através do protocolo
TCP/IP.
O Webturning foi uma das principais referências no desenvolvimento da arquitetura do sistema imple-
mentado neste trabalho. O modelo de operação cliente/servidor, bem como os serviços de teleoperação
(WebCNC) e de streaming de vídeo/áudio (WebCam) foram incorporados ao framework implementado.
A teleoperação voltada para controle de sistemas robóticos, ou Telerrobótica, tendo a Internet como
canal de comunicação, é objeto de trabalho de vários grupos de pesquisa em todo o mundo. Esses grupos
produziram um significativo número de aplicações relevantes, dentre as quais, algumas foram relacionadas.
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Figura 3.25: WebDNC: Interface gráfica de teleoperação e monitoramento remoto do sistema Webturning
(ALVARES, 2005)
3.10.2 Restrições e Desafios da Teleoperação
A largura de banda e os atrasos inerentes ao protocolo TCP/IP impõem restrições técnicas aos sistemas
teleoperados via Internet. Segundo Álvares et al. (ALVARES et al., 2002), para resolver esse problema é
necessário dotar a aplicação, no lado servidor, de mecanismos que possibilitem a tomada de decisão em
situações críticas, sem depender do lado do cliente, no caso do usuário/operador.
Como a Internet apresenta larguras de banda heterogênea, aplicações em tempo real para captura de
vídeo apresentam sérias restrições. Para vencer essas restrições é necessário utilizar compressão de dados
e conexão de Internet em alta velocidade (ALVARES et al., 2002).
Devido ao atraso inerente ao TCP/IP, deve-se ter cuidado nas ações de comando executadas remota-
mente. Para exemplificar, o menor tempo de ciclo de varredura de funções de CLP no centro de tornea-
mento modelo Galaxy 15M da Romi é de 13 ms (ALVARES, 2005). O TCP/IP não permite uma aplicação
em tempo real para tempos de ciclo dessa ordem de grandeza, sendo necessário tomar medidas de segu-
rança quando da implementação de um sistema de teleoperação via TCP/IP (Web).
No caso da manufatura, uma alternativa para tornar os sistemas de teleoperação mais seguros é provê-
los com serviços de streaming de dados associados aos atuais padrões conectividade MTConnect, para
monitoramento em "tempo real"ou "quase tempo real", e OPC-UA para supervisão. Esses tecnologias
permitiriam um nível significativo de confiança na atividade de teleoperação.
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Capítulo 4
Revisão Bibliográfica: Projeto Axiomático
(Axiomatic Design)
Este capítulo apresenta as principais etapas e os aspectos que caracterizam a metodologia de projeto
axiomático e a sua extensão para o projeto de sistemas de software orientados objeto (ADo-oSS, sigla do
inglês). Uma técnica conhecido por auxiliar no processo criativo durante as etapas iniciais do planejamento
de projetos complexos.
4.1 Definição
O Professor Nam P. Suh, idealizador da metodologia de Projeto Axiomático (Axiomatic Design - AD),
pondera em seu trabalho (SUH, 1990), que na perspectiva do AD o projeto representa a criação de soluções
sintetizadas na forma de produtos, processos ou sistemas que satisfazem as necessidades percebidas do
cliente através do mapeamento entre Requisitos funcionais (Functional Requements, FR) e Parâmetros de
projeto (Design Parameters, DP). Segundo Gonçalves-Coelho (GONÇALVES-COELHO, 2009), é uma
metodologia de projeto que usa métodos de matrizes a fim de desdobrar as necessidades dos clientes do
projeto em requisitos funcionais (FR), parâmetros de projeto (DP) e variáveis de processo (PV).
Através da abordagem de AD o projeto inicia com o estabelecimento das necessidades dos clientes
(Customer Needs, CN), e através dessas, abstrair os requisitos funcionais (FRs) do sistema projetado. Os
FRs representam as metas do projeto ou o que (What) precisa ser realizado, e correspondem ao domínio
funcional do projeto. Os Parâmetros de Projeto (DPs) representam o como (How) os requisitos funcionais
são satisfeitos e formam o domínio físico. A Figura 4.1 mostra os domínios de projeto.
As necessidades dos clientes integram o domínio do consumidor. Essas necessidades devem ser ma-
peadas para o domínio funcional onde são traduzidas em um conjunto de requisitos funcionais (FRs), os
quais, por definição, devem serem independentes. Também são definidas restrições (Constraits, Cs) para o
novo projeto, na forma de premissas fundamentais do mesmo. As restrições devem ser obedecidas durante
todo o processo de projeto e estão relacionadas aos FRs, DPs e variáveis de processo (Processes Variables,
PVs), conforme ilustra a Figura 4.1. Os FRs são mapeados para o domínio físico e DPs são mapeados para
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Figura 4.1: Domínios de projeto (SUH, 1990)
o domínio de processo na forma de variáveis de processo.
4.2 Decomposição de um Projeto
O mapeamento entre domínios significa o detalhamento do projeto de um produto ou sistema em um
procedimento de decomposição por "zigue-zague"entre domínios (funcional e físico), formando uma es-
trutura hierárquica de projeto. Após a definição de um requisito funcional de mais alto nível, o parâmetro
de projeto correspondente deve ser selecionado. Uma vez que um requisito funcional foi atendido por um
correspondente parâmetro de projeto, esse FR pode ser decomposto em sub-requisitos, em um processo de
repetição. Esse procedimento de decomposição em "zigue-zagues"é ilustrado na Figura 4.2.
Para que o mapeamento entre domínios possa ser satisfatório é necessária à obediência ao Axioma 1 -
da independência, e o Axioma 2 - para a minimização do conteúdo da informação de projeto (SUH, 1990).
A relação de mapeamento de FRs em DPs é representada por um vetor. A matriz de projeto (DM -
Design Matrix) corresponde ao relacionamento entre FRs e DPs.
{FRs} = {DM}{DPs} (4.1)





que forma uma constante em projetos lineares. Para satisfazer o Axioma da independência a matriz
de projeto resultante deve corresponder a uma matriz diagonal ou triangular. No primeiro caso a matriz
é chamada de projeto desacoplado, e no segundo caso, quando o resultado do mapeamento é uma matriz
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Figura 4.2: Zigue-Zague entre domínios para definir a hierarquia de projeto (SUH, 1990)
triangular, corresponde ao caso de um projeto semi-acoplado. Um terceiro tipo é o projeto acoplado, que
não corresponde aos outros dois casos. Graficamente, os três casos podem ser representados conforme
mostra a Figura 4.3.
O Axioma da informação, referente ao conteúdo da informação, é definido como a probabilidade loga-
rítmica de um dado parâmetro de projeto (DP) satisfazer um determinado requisito funcional (SUH, 1990).
Para Cochran e Reynal (COCHRAN D.S.AND REYNAL, 1996), esse axioma representa a probabilidade








onde pi é a probabilidade de DPj satisfazer FRi, e n o numero total de FRs.
4.3 Projeto Axiomático de Software
Inicialmente o projeto axiomático representou um poderoso conjunto de procedimentos para auxiliar
no desenvolvimento de projetos otimizados de sistemas de hardware. No entanto, percebeu-se o potencial
do projeto axiomático em ser aplicado a outras disciplinas como sistemas de manufatura e engenharia
(CLAPIS P.J.AND HINTERSTEINER, 2000). Esse fato fez com que houvesse o interesse em estender
o escopo de aplicação do Projeto Axiomático a projetos menos tradicionais, como o desenvolvimento de
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Figura 4.3: Tipos de projeto (COCHRAN D.S.AND EVERSHEIM; SESTERHENN, 2000)
software a partir dos anos de 1990.
Um trabalho pioneiro sobre o projeto de software baseado em Projeto axiomático foi realizado por Kim,
Suh e Kim (KIM S.-J.AND SUH; S.-G., 1991). Nesse trabalho os autores fornecem as bases científicas
para o projeto de software, como uma forma de superar a carência de uma metodologia que possuísse um
conjunto de princípios fundamentais e fornecesse critérios para tomadas de decisão.
O projeto de sistemas de software baseados na Teria de Projeto Axiomático (AD) independe de lingua-
gem de programação ou algoritmo computacional. A metodologia fornece uma plataforma para o projeto
de software de todos os sistemas. Isso inclui tanto aqueles sistemas que envolvem apenas software, quanto
àqueles sistemas formados por hardware e software. De acordo com Suh (SUH, 2001), "o projeto de soft-
ware baseado em projeto axiomático é auto-consistente, provê inter-relacionamentos e combinações entre
módulos, são fáceis de trocar, modificar e estender. Sendo esse o resultado de tomadas de decisões corre-
tas em cada estágio de mapeamento e decomposição". De acordo com mesmo autor, a importância que o
software adquiriu em várias áreas exigiu um projeto de software baseado menos em metodologias ad hoc,
e mais em abordagens sistemáticas como o projeto axiomático.
A abordagem axiomática para o projeto de software foi planejada para superar algumas das deficiências
das práticas existentes e criar uma plataforma cientifica para a construção de software. Conforme Suh
(SUH, 2001), o AD difere significativamente várias metodologias utilizadas na engenharia de software:
• É baseada na ideia de que o software deve ser projetado primeiro para atender um conjunto de
requisitos funcionais e restrições antes de iniciar o processo de codificação. Também prove um
projeto baseado em atividades como mapeamento, decomposição, e a criação de uma hierarquia de
requisitos.
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• Fornece um mecanismo rigoroso de decomposição e critérios de aceitação para o projeto do soft-
ware. Tem como uma das principais saídas da metodologia o diagrama de fluxo, que descreve o
exato relacionamento entre todos os módulos do sistema, e a visão da arquitetura do software e sua
sequencia computacional.
• O projeto axiomático é aplicável a todos os projetos de software, seja ele formado apenas por módu-
los de software, seja ele parte de uma arquitetura que inclui sistemas de hardware.
• A estrutura do projeto axiomático não é especifica para um campo de atividade, como controle de
maquinas, montagem, telecomunicações, etc. Os elementos adicionais introduzidos para o projeto
de sistemas é igualmente válido para o projeto de software, como: diagramas de fluxo para o projeto
de software, o conceito de "nível folha", e as características específicas de cada domínio.
• O diagrama de fluxo para a arquitetura do sistema é gerado como resultado da implementação do
projeto axiomático. Diferentemente das abordagens heurísticas que dependem apenas da intuição
e habilidade do programador. O uso do fluxograma organiza o trabalho colaborativo, permitindo a
pronta identificação do papel de cada programador na equipe de projeto.
• Projeto axiomático cria software para controle em tempo real de sistemas de uma forma explicita.
Dessa forma, o software pode ser eficiente, minimizando o conteúdo da informação do sistema.
• É uma boa ferramenta para a modelagem de sistemas que consistem de hardware e software porque
a matriz de projeto gerada estabelece as relações entre FR/DP a serem modeladas.
• A metodologia de projeto axiomático permite reusabilidade e extensionalidade de módulos de soft-
ware de forma explicita.
No contexto do projeto axiomático de software, a metodologia de AD também foi associada às técnicas
de orientação a objeto. O uso exclusivo dos recursos de orientação a objeto não garantem confiabilidade ao
software. A TOO não possui uma base fundamental para o projeto. Mesmo com a orientação a objeto, há
muitos problemas que os programadores de software enfrentam durante o desenvolvimento e a manutenção
do software no seu ciclo de vida. Segundo Suh (SUH, 2001), há várias razões para essas dificuldades, a
principal é a falta critério para a classificação de um projeto como bom.
4.4 Teoria de Projeto axiomático para o Projeto de Software
O projeto de sistemas software não é muito diferente do projeto de outros tipos de sistemas. Na pers-
pectiva do projeto axiomático, o software é um subconjunto de um projeto de sistema, e nesse sentido, está
sujeito aos mesmos princípios e procedimentos da abordagem axiomática original, como aos axiomas da
independência e da informação, a possuir domínios mapeáveis entre si, decomposição através de "zigue-
zague", matriz de projeto, e a criação de hierarquia. Além disso, o conceito de requisito e parâmetro de
"nível folha", e recursos como diagrama de estrutura de junção de módulo e a criação e o uso de fluxograma
para definir a sequencia de execução do sistema, são igualmente validos para o projeto de software (KIM
S.-J.AND SUH; S.-G., 1991; DO, 1999).
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Similarmente a outros projetos de produto ou processo, no projeto de software também há uma intera-
ção entre os domínios de projeto que corresponde na forma de "o que"se quer fazer e o "como"alcançar o
que se deseja. Isso é traduzido através da definição dos vetores correspondentes aos domínios e a posterior
construção da arvore de projeto pelo processo de mapeamento e decomposição entre domínios.
No projeto axiomático de um sistema de software as características específicas das necessidades dos
clientes (CN - Costumer needs), dos requisitos funcionais (FR - Functional Requirement), parâmetros de
projeto (DP - Design parameter) e das variáveis de processo (PV - Process variable) dependem da natureza
e dos objetivos do software (SUH, 2001). No contexto do desenvolvimento de software, as necessidades
dos clientes (CN) residem no domínio dos usuários e são atributos que o software deve satisfazer. Os
requisitos funcionais (FR), no domínio funcional, são saídas, especificações ou requisitos do sistema de
software. Os DPs, na interpretação de Suh (SUH, 2001) podem ter os seguintes significados:
1. Entradas dos módulos no caso de algoritmos. Na programação orientada a objeto podem ser tratados
como dados.
2. Sinal dos sensores de hardware e circuitos integrados de aplicação especificas (ASICs) para sistemas
que envolver software e hardware.
3. Código do programa que gera entrada para os módulos.
As variáveis de processo (PVs) podem representar sub-rotinas, códigos de maquina ou compiladores.
Os módulos correspondem a uma linha da matriz de projeto (DM - Design Matrix), mais precisamente o
relacionamento formado quando um parâmetro de projeto é fornecido.
As etapas de um projeto axiomático de software são idênticas àquelas usadas no projeto de outros
sistemas, mas requer uma base de conhecimento diferente.
Etapa 1 - Definição dos requisitos funcionais (FRs)
Inicialmente é necessária a determinação das necessidades dos usuários (CNs) as quais o sistema de
software deve satisfazer. Em seguido, essas necessidades devem se traduzidas no domínio funcional na
forma de requisitos funcionais (FRs), nesse momento também determinam-se as restrições de projeto (Cs).
Os requisitos funcionais devem ser determinados se pensar-se nos DPs. Os FRs são definidos como o
mínimo conjunto de requisitos independentes que o projeto deve satisfazer (SUH, 2001).
Etapa 2 - Mapeamento entre domínios
Próximo passo consiste em mapear FRs em DPs , do domínio funcional para o domínio físico, respec-
tivamente. Verifica-se a aceitabilidade do conjunto de DPs através da obediência ao axioma da indepen-
dência. A escolha dos DPs também deve considerar as restrições de projeto (Cs). Os DPs devem ajudar a
mapear as variáveis de processo (PVs) no domínio de processos. As PVs podem representar sub-rotinas,
códigos de máquina ou compiladores. No projeto de um sistema software os FRs representam as saídas de
um software e os DPs entradas as quais caracterizam/controlam os FRs. O código de software corresponde
a um conjunto de matrizes de projeto que tranformam DPs em FRs, em cada nível da hierarquia. A árvore
hierárquica gerada representa o processo de projeto (SUH, 2001).
No processo de mapeamento, o projeto deve satisfazer o axioma da independência. Pelo axioma da
independência, a independência funcional deve ser satisfeita através do desenvolvimento de projetos desa-
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Num projeto considerado ideal, o número de FRs é igual ao numero DPs. Isso é uma consequência
do axioma da independência e do axioma da informação. Na escolha dos DPs, é preciso estar atento às
restrições (Cs) e ao conteúdo da informação.
Os FRs, DPs e PVs devem ser decompostos até o "nível folha"na hierarquia de projeto. Nessa etapa
são formados os módulos, que corresponde a linhas da matriz de projeto.
Etapa 3 - Matriz de Projeto e Diagrama de junção de módulos
No "nível folha"qualquer linguagem de programação de software, como C ++ ou Java, pode ser utili-
zada para escrever os módulos, desde que sejam consistentes internamente. Java requer o uso de técnicas
de orientação a objetos.
Um meio para representar a relação entre módulos é o "diagrama de estrutura de junção de módulos".
A junção de soma, S, é usada para representar um design desacoplado; A junção de controlo, C, é utilizada
para a junção semi-acoplada; E a junção F é usada para um projeto acoplado. O mesmo sistema de notação
será usado para o projeto de software.
Etapa 4 - Representação da Arquitetura do Sistema de Software
O fluxograma é utilizado como meio para representar a arquitetura do sistema, corresponde aos módu-
los de folhas. É considerado o meio mais conveniente para representar sistema de software. Com base no
fluxograma, módulos individuas podem ser desenvolvidos e relacionados para criar um sistema de software
para produzir FRs de mais alto nível.
O fluxograma também fornece o esquema de implementação de software, que é simples e gráfico. O
fluxograma mostra a sequencia de computação /operação do software para atingir os FRs de mais alto
nível. Para operar o software, a operação deve sempre começar a partir dos módulos mais internos que
representam os níveis folha mais baixos em cada ramo principal. Em seguida, passa-se para os módulos de
nível superior seguinte, acompanhando a sequencia indicada pela arquitetura do sistema.
A execução da arquitetura do sistema pode ser feita usando o comando de controle do sistema (SCC),
que às vezes é chamado d comando do sistema e módulo de controle.
4.4.1 Projeto Axiomático de Sistemas de Software Orientados a Objeto
A conjunção entre os métodos Orientados a Objeto e o Projeto Axiomático permitiu a geração de
uma abordagem genérica para o projeto de software chamada ADo-oSS (Axiomatic Design of Object-
Oriented Software Systems). Esta metodologia está estruturada sob o modelo em V (Fig. 4.4) e combina o
poder do Projeto Axiomático com as populares técnicas de programação orientada a objeto, e surgiu como
uma maneira de superar as deficiências das técnicas existentes para suporte ao projeto de software, como
extensos ciclos de depuração e testes. Essa metodologia tem como resultado final a arquitetura do sistema,
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representada pelo fluxograma.
Figura 4.4: Processo de Projeto Axiomático para Sistema de Software Orientado a Objeto (Modelo V)
O fluxograma gerado pode ser aplicado a diferentes fins, por exemplo (SUH; DO, 2000a):
a) Melhoria do projeto proposto através da identificação de projetos acoplados.
b) Diagnóstico de falha iminente de um sistema complexo.
c) Redução do custo do serviço de manutenção de máquinas e sistemas.
d) Ordens de mudança de engenharia.
e) Atribuição de tarefas e gerenciamento de tarefas de projeto.
f) Gestão de tarefas de projeto distribuídas e colaborativas.
g) Reutilização e extensionalidade do software.
Utilizando o conceito de ADo-oSS, primeiro passo é projetar o software seguindo a abordagem de
cima para baixo (top-down) do projeto axiomático, construir a hierarquia do software e, em seguida, gerar
a matriz de projeto completa (isto é, a matriz de projeto que mostra toda a hierarquia do projeto) para
definir os módulos. O passo final é construir o modelo orientado a objetos com uma abordagem de baixo
para cima, seguindo o diagrama de fluxo do AD para o sistema projetado.
Para compreender ADo-oSS, é necessário relembrar as definições dos termos usados na técnica de Ori-
entação a Objeto, e conhecer suas palavras equivalentes em projeto axiomático. O elemento fundamental
na orientação a objeto é o Objeto (Object), que equivale a FRs. O projeto orientado a objetos decompõe um
sistema em objetos. Os objetos "encapsulam"tanto os dados (equivalente a DPs) como o métodos (equi-
valente à relação entre FRi e DPi, ou seja, módulo) em uma única entidade. O objeto retém determinadas
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informações sobre como realizar certas operações, usando a entrada fornecida pelos dados e métodos in-
corporados no Objeto. Em projeto axiomático um Objeto pode ser representado pela formula: FRi = Aij
DPj (SUH; DO, 2000a).
A Orientação a objetos possui quatro definições para descrever suas operações: identidade, classifica-
ção, polimorfismo e relacionamento. Identidade significa que dados - equivalentes a DPs - são incorporados
em objetos específicos. Os objetos são equivalentes a um FR - com uma relação especificada [FRi = Aij
DPj] - de projeto axiomático, onde DPs são dados ou entradas, e Aij é um método ou um relacionamento.
Classificação significa que os objetos com a mesma estrutura de dados (atributos) e comportamento (ope-
rações ou métodos) são agrupados em uma classe. O objeto é representado como uma instância de classe
específica em linguagens de programação.
Às vezes um Objeto exibe um comportamento, que é um caso especial de FR. A relação entre Objetos e
Comportamentos é comparada à decomposição de FRs na hierarquia de FR do projeto axiomático. Objeto
é o "FR pai"em relação ao Comportamento o qual é o "FR filho"(SUH; DO, 2000a).
Segundo Suh (SUH, 2001), a distinção entre Superclasse, Classe, Objeto e Comportamento é necessária
na Orientação a Objeto para tratar de FRs em camadas sucessivas de um projeto de sistema. Uma classe,
como uma abstração de objetos, está no mesmo nível que um Objeto na hierarquia de FRs. No entanto, o
Objeto é um nível superior ao Comportamento na hierarquia de FRs. O uso dessas palavras-chave, embora
necessário em TOO, acrescenta complexidade desnecessária quando os resultados do projeto axiomático
devem ser combinados com TOO. Portanto, é modificado o uso dessas palavras-chave em TOO.
Dessa forma, os Objetos são associados a índices para representar todos os níveis de FRs, ou seja,
Classe, Objeto e Comportamento. Classe ou Objeto pode ser chamado Objeto i, que é equivalente a FRi. O
Comportamento será denotado como Objeto ij que corresponde a FRij, um FR de segundo nível. Por outro
lado, um FRijk de terceiro nível será denotado como Objeto ijk. Logo, Objetos i, ij e ijk são equivalentes
a FRi, FRij e FRijk, respectivamente, que são FRs de três níveis sucessivos da hierarquia de FR.
Estabelecida a equivalência entre a terminologia de Projeto Axiomático com a Metodologia de Orien-
tação a Objeto, as etapas do Projeto Axiomático de Sistema de Software Orientado a Objeto (ADo-oSS)
podem ser divididas em:
a) Definição dos FRs do sistema de software - nessa primeira etapa na concepção de um sistema de soft-
ware são determinados os atributos do cliente, no domínio do cliente, que o sistema de software deve
satisfazer. Então, os requisitos funcionais (FRs) do software no domínio funcional e restrições (Cs)
são estabelecidos para satisfazer as necessidades do cliente.
b) Mapeamento entre Domínios e a Independência funções de software - Neste passo mapeiam-se os FRs
do domínio funcional no domínio físico, identificando os parâmetros de projeto (DPs). Os DPs são
o "como"do projeto que satisfazem FRs específicos. Os DPs devem ser escolhidas de modo a serem
consistentes com as restrições.
c) Decomposição de FRs, DPs, and PVs - Essa decomposição ocorre entre domínios por um método de
"zigue-zague"e deve ocorrer até que o projeto possa ser implementado sem mais decomposição. As
hierarquias de FRs, DPs, PVs e as matrizes correspondentes representam a arquitetura do sistema.
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d) Definição de Módulos - Matriz de Projeto Completa - No caso do software, a matriz de projeto fornece
duas bases importantes na criação de software. Uma base é que cada elemento na matriz de projeto
pode ser um método (ou operação) em termos do método orientado a objetos. A outra base é que
cada linha na matriz de projeto representa um módulo para satisfazer um FR específico quando um
dado DP é fornecido. Os termos fora da diagonal na matriz de projeto são importantes, uma vez
que as fontes de acoplamento são esses termos fora da diagonal. É importante construir a matriz de
projeto completa com base no nível de folha FR-DP-Aij para verificar a consistência das decisões
tomadas durante a decomposição.
e) Identificação de Objetos, Atributos e Operações - A folha é o objeto de nível mais baixo em um dado
ramo de decomposição, mas todos os objetos de nível de folha podem não estar no mesmo nível
se pertencerem a ramos de decomposição diferentes. Uma vez que os Objetos são definidos, os
Atributos (ou dados) - DPs - e Operações (ou métodos) - produtos do módulo vezes DPs - para o
Objeto devem ser definidos para construir o modelo de objeto. Essa atividade deve usar a tabela da
matriz de projeto completa.
A tradução da matriz de projeto, com FRs e DPs, em uma estrutura Orientada a Objeto é ilustrada
pela Figura 4.5.
Figura 4.5: A correspondência entre a matriz de projeto completa e o diagrama de Classes (a) Matriz de
projeto completa, (b) Diagrama de Classe, adaptado de (SUH; DO, 2000b)
f) A maioria dos esforços está focada nesta etapa do método orientado a objeto, uma vez que a relação
é a principal característica. A metodologia de projeto axiomática apresentada utiliza os elementos
fora da diagonal na matriz de projeto, bem como os elementos da diagonal em todos os níveis.
Um elemento de matriz de projeto representa um relacionamento de ligação ou associação entre
diferentes ramos de FR que têm um comportamento totalmente diferente.
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Como foi citado anteriormente, todo processo de projeto axiomática inicia após o conhecimento das
necessidades dos clientes do projeto e a para isso o uso de ferramentas e metodologias complementares para
auxiliar na apreensão dessas informações de entrada se faz necessário. Nesse sentido, o projeto axiomático
foi aplicado com o suporte da linguagem IDEF0 e da pesquisa bibliográfica específica para definição da
necessidades dos potenciais usuários do framework proposto, que serão detalhadas no próximo capítulo.
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Capítulo 5
Metodologia para a Concepção do
Framework
5.1 Introdução
Neste capítulo apresenta-se a abordagem metodológica adotada para o projeto do framework. A pro-
posta do trabalho trata de um sistema cliente-servidor que envolve diferentes módulos conectáveis através
da internet, e assim, um sistema considerado complexo. Inicialmente, antes da aplicação da metodologia
de Projeto Axiomático (do inglês, Axiomatic Design - AD), optou-se pelo implementação da modelagem
IDEF0 (Integration Definition language for function modeling), que fornece uma visão geral dos múltiplos
níveis de detalhamento das atividades que compõem o framework, enfatizando as principais entradas, saí-
das, os recursos utilizados (mecanismos) e regras (controles) do framework. Esses diagramas auxiliam no
levantamento das necessidades dos usuários, que são importantes para o projeto axiomático, atuando como
uma entrada para esta outra metodologia.
A técnica de Projeto Axiomático ajuda a modelar os detalhes do projeto pela especificação de parâme-
tros que compõem os seus módulos até a geração da arquitetura detalhada do sistema, juntamente com a
sua sequência de implementação expressa no diagrama de fluxo gerado como resultado.
Por fim, utilizou-se a modelagem UML (Unified Modeling Language) para documentar detalhes dos
módulos da arquitetura do sistema projetado, que possuem elementos de software programados com lin-
guagem de programação orientada a objeto, e para interface gráfica de usuário desenvolvida. Diagramas
de Classe UML são produzidos como um dos resultados da aplicação do "Projeto Axiomático para Siste-
mas do Software Orientados da Objeto"(do inglês, Axiomatic Design of Object-Oriented Software Systems
- ADo-oSS), processo utilizado no contexto da aplicação da metodologia de projeto axiomático para os
módulos do sistema com arquitetura orientada a objeto.
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5.2 Modelagem IDEF0 do Framework
O diagrama IDEF0 fornece uma visão do fluxo de informações no framework e um gradual detalha-
mento das funções ou atividades (representado pela componentes cliente e servidor) que o compõem. As
informações que percorrem as atividades e funções são classificadas em entrada (programa NC, por exem-
plo), saídas (monitoramento da máquina CNC e do processo, por exemplo), mecanismos, que representam
recursos usados pelas atividades (máquina-ferramenta CNC, internet, banco de dados, etc), e controles, que
correspondem regras que regulam e direcionam as atividades (especificações, protocolos, padrões, fluxo de
realimentação, etc).
A utilização do IDEF0 dá a arquitetura do framework um aspecto mais genérico com a finalidade de
permitir que a mesma atue como uma referência geral para futuros projetos. Nesse sentido, o nível principal
da modelagem (A0), representado na Figura 5.1, leva o nome de framework.
Figura 5.1: Modelagem IDEF0: Framework nível A0
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Essencialmente, as entradas de um sistema projetado a partir dessa arquitetura contam com a atividade
de monitoramento, a teleoperação, usuários situados remotamente, a peça bruta (blanck), que é uma entrada
para a máquina-ferramenta onde está situado o CNC, e o programa NC, que contem o código de fabricação
da peça.
As saídas do framework envolvem o produto dos serviços de monitoramento da máquina e do processo
de fabricação, dos serviços de teleoperação, supervisão e monitoração visual.
Os mecanismos da arquitetura, representados pelas entradas da parte inferior da atividade, envolvem
os aspectos essenciais que compõem a plataforma de monitoramento e teleoperação, que nessa modelagem
possuem como uma de suas funções, posicionar o projeto no contexto dos sistemas para a Indústria 4.0,
através da inclusão de recursos como: internet, computação na nuvem, bancos de dados (na nuvem),
imagens de vídeo do chão-de-fábrica em tempo real, entre outros que estão representados na Figura 5.1.
Os controles representam basicamente as especificações candidatas a padrões para a Indústria 4.0,
como a OPC (OPC-UA) e o MTConnect, protocolos para Web como o HTTP, e APIs (Application Protocol
Interfaces) sugeridas como as principais para possibilitar a comunicação com os módulos servidores.
A decomposição do nível principal do modelo do Framework (Figura 5.2) resulta na estrutura básica
do sistema, que é do tipo cliente-servidor. Na Figura 5.2, a atividade à direita corresponde aos servidores
(A2), onde estão concentrados os serviços de teleoperação, monitoramento e supervisão. Na atividade
cliente (A1) estão reunidos os clientes Web desses serviços, estejam eles utilizando um browser em um PC
ou através de uma aplicação para dispositivos móveis.
Como na nova era da indústria os sistemas estão sendo pensados para serem independentes de plata-
forma pela disponibilização de dados e informações em formatos universais, os clientes dessa plataforma
são formados por clientes com acesso a internet por meio de um software navegador, para atividades de tele-
operação, monitoramento e supervisão, e clientes em aplicações para dispositivos móveis tipo smartphone
e tablet, com funções de monitoramento/supervisão. A Figura 5.3 apresenta os clientes possíveis (A11,
A12 e A13) com suas entradas, saídas, controles e mecanismos associados.
A Figura 5.4 mostra a estrutura fundamental e as comunicações dos servidores que compõem o Fra-
mework. Na arquitetura proposta, o monitoramento é realizado pelo serviço designado como Monitora-
mento/Supervisão (A21) que tem como insumos principais dados e comandos que formam basicamente
requisições web. As saídas dessa atividade envolvem dados de supervisão e informações relacionadas ao
status da máquina e do processo.
A atividade A22, servidor WebCam, que provê serviços streaming de vídeo e áudio, é parte dos recur-
sos de teleoperação, mas devido ao pressuposto lógico de que é projetado com uma tecnologia diferente
daquela empregada no servidor WebCNC, foi descrito como uma atividade separada.
O servidor WebCNC (A23), por sua vez, está diretamente vinculado ao CNC da máquina-ferramenta.
Esse serviço concentra os algoritmos que fornecem os comandos associados a funções de DNC (Comando
Numérico Distribuído, traduzido do inglês) que são executadas no controlador da máquina.
O servidor de Monitoramento/Supervisão ainda agrega o servidor de monitoramento MTConnect (A211)
e o servidor OPC de supervisão via Internet, OPCWeb (A212), conforme representa a Figura 5.5. O servi-
dor MTConnect produz principalmente o monitoramento através de streaming de dados de fabricação em
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Figura 5.2: Atividades Cliente e Servidor da arquitetura proposta
76
Figura 5.3: Atividades A11, A12 e A13: clientes da arquitetura
formato XML, com a estrutura de dados definida pelo esquema (schema) MTConnectDevices. O servidor
OPCWeb recebe entradas na forma de dados e comandos para requisição de dados de saída com o status
recente de parâmetros de CLP (Controlador Lógico Programável) ou para alterar esses parâmetros e fazer
o acionamento de controles da máquina-ferramenta CNC.
Essa é uma arquitetura geral de referência, logo, os mecanismos "banco de dados"e "computação na
nuvem", para o servidor de monitoramento e supervisão, representam apenas propostas que não fazem parte
dos elementos implementados. A visão de incluir esses recursos está relacionada ao fato de os projetos de
plataformas dentro do paradigma da Indústria 4.0 terem como estratégico uma infraestrutura baseada na
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Figura 5.4: Atividades A21, A22 e A23: servidores da arquitetura
nuvem e em bases de dados robustas que auxiliam na produção dinâmica de conhecimento sobre o ambiente
de manufatura.
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Figura 5.5: Atividades A211 e 212: Servidor de Monitoramento/Supervisão
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Atualmente, na arquitetura de um serviço MTConnect é esperável a presença de um software adaptador
do CNC da máquina-ferramenta, pois a maioria do CNCs disponíveis comercialmente ainda não possuem
suporte nativo para MTConnect, e de um software agente. Dessa forma, o servidor MTConnect proposto
aqui é dividido em adaptador, atividade A2111, e Agente, atividade A2112. O Adaptador comunica-se
com o controlador através da API baseada no protocolo proprietário do fabricante do CNC. A resposta
à requisição do adaptador traz dados que são convertidos em parâmetros e valores em formato de barras
(protocolo SHDR- Simple Hierarchical Data Representation) (EDSTROM, 2013). Os dados representados
nesse formato são compreendidos pelo agente, que os estruturam na representação XML dentro de um
esquema (schema) definido pela especificação MTConnect. O Agente então disponibiliza os dados para
requisição da aplicação cliente. A Figura 5.6 apresenta as atividades do servidor MTConnect.
A especificação OPC-UA (OPC Unified Archtecture) também é apontada como um dos protocolos
que irão ajudar a construir o caminho para o pleno desenvolvimento da Indústria 4.0 (ALBERT, 2015).
No entanto, ainda é uma especificação em desenvolvimento, com um número de referências reduzido em
termos de projetos acadêmicos e com soluções comerciais ainda nas primeiras versões e dependente de li-
cenciamento para uso, como: MatrikonOPC UA Suite (https://www.matrikonopc.com/opc-ua/index.aspx),
Prosys OPC-UA (Modbus Server, Historian e Gateway) (https://www.prosysopc.com/products/), Uni-
ted Automation (UaExpert e UaGateway) (https://www.unified-automation.com/products.html), Kepware
OPC UA Client driver (https://www.kepware.com/en-us/products/kepserverex/drivers/opc-ua-client/), etc.
Com isso, em um esforço para superar essas dificuldades iniciais inerentes a implementação do padrão
OPC-UA, nessa arquitetura optou-se pelo uso do conceito do OPC-UA, que é baseado em Arquitetura Ori-
entada a Serviço (SOA - Service-Oriented Archtecture), para adaptar um software servidor OPC-DA (OPC
Data Access) clássico para ser manipulado via internet por meio de um software middleware com a função
de gateway entre o servidor OPC e o cliente final localizado na Web. Para a implementação desse mid-
dleware são avaliadas duas possibilidades, um Web Service do tipo RESTful escrito em Java e programas
escritos em linguagem Python para interação com a máquina-ferramenta via internet utilizando mecanismo
CGI (Common Gateway Interface).
Nessa proposta de arquitetura o serviço de supervisão OPC recebeu o nome de OPCWeb , e suas
atividades estão representadas na Figura 5.7.
Por fim, a Figura 5.8 apresenta as atividades que correspondem ao servidor WebCNC (A23), que
compõe parte dos serviços de teleoperação. Como já mencionado, o WebCNC está diretamente relacionado
ao CNC da máquina-ferramenta. Suas atividades envolvem o próprio controlador da máquina como um
servidor (A232) e o servidor WebDNC que concentra programas para execução de comandos DNC. Esses
servidores têm como principais produtos as respostas das funções DNC executadas no CNC.
5.3 Projeto Axiomático na Concepção de um Sistema para Monitoramento
e Teleoperação de Máquinas-ferramenta CNC através da Internet
A definição do modelo funcional do framework permitiu identificar os fluxos de informações entre as
funções e atividades do framework, pela identificação dos parâmetros de entrada, das saídas, dos meca-
nismos (recursos) e dos controles (regras). Essas informações, juntamente com levantamento bibliográfico
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Figura 5.6: Atividades A2111 e A2112: Servidor MTConnect
acerca das tendências para a manufatura dos próximos anos, ajudam a produzir as principais necessidades
para os potenciais usuários e as restrições dos sistemas projetados a partir dessa arquitetura. As necessida-
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Figura 5.7: Atividades A2121 e A2122: Servidor OPCWeb
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Figura 5.8: Atividades A231 e A232: Servidor WebCNC
des dos usuários do sistema são os insumos básicos para implementação do projeto axiomático.
O projeto axiomático auxilia na definição dos domínios do projeto para um maior detalhamento do
mesmo, em um esforço que visa à determinação das especificações do sistema para a sua implementação.
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Essa metodologia também fornece por meio de um diagrama de fluxo resultante a sequência de execução
do projeto. Durante o processo de projeto são formados módulos, e grupos desses módulos correspondem
aos componentes da arquitetura de detalhada, que neste trabalho representam os diferentes servidores e o
cliente do sistema.
Os módulos de software que não são apenas herdados e/ou incorporados à arquitetura sistema, mas
que se constatou a necessidade de serem programados em linguagens orientadas a objeto, são tratados pa-
ralelamente através do modelo V e abordagem ADo-oSS (Axiomatic Design of Object-Oriented Software
Systems), que gera como resultado a estrutura de classes do software, formada pelo conjunto de módulos.
Aqueles mapeamentos relacionados a módulos de software que não foram desenvolvidos, mas incorpora-
dos à arquitetura do sistema são tratados de forma semelhante a componentes de um sistema de hardware
que são desenvolvidos com base em um projeto axiomático tradicional.
5.3.1 Definição de FRs e Mapeamento entre domínios
A primeira etapa da implementação da metodologia envolve a definição das necessidades dos usuários
do produto do projeto no domínio do cliente. Este domínio é formado principalmente por empresas de
manufatura e empresas fornecedoras de máquinas-ferramenta CNC envolvidas no desenvolvimento das
fábricas inteligentes, e o meio acadêmico especializado.
As necessidades dos usuários foram mapeadas considerando duas fontes. A primeira está relacionada
ao fluxo de informações definido na construção do diagrama IDEF0 da seção anterior, que dá uma visão
geral de quais são as insumos (inputs) que o sistema requer para sua operação, como: usuário remoto,
teleoperação da máquina CNC e monitoramento da máquina CNC; as saídas esperadas (outputs): monito-
ramento da máquina e do processo, leitura dos parâmetros de CLP (PMC), informações sobre a máquina
e o processo, streaming do esquema XML MTConnectDevices, etc; principais recursos (mecanismos): in-
ternet, cliente remoto, servidor OPC, máquina-ferramenta CNC, etc, e; controles (regras): realimentação
imagem/vídeo/áudio, driver de comunicação com CNC, protocolo HTTP, protocolo CGI, etc.
As informações provenientes do IDEF0 já fornecem subsídios para pular a fase de levantamento das
necessidades dos usuários diretamente para a fase de definição dos requisitos funcionais (FRs) de projeto.
No entanto, a fim de aprimorar o processo de projeto axiomático optou-se por realizar o levantamento das
necessidades dos usuários considerando uma segunda fonte de dados.
A segunda fonte de informações para o mapeamento das necessidades de usuários para o projeto
axiomático envolveu a análise da bibliografia relacionada a projeto axiomático de software (KIM S.-
J.AND SUH; S.-G., 1991; SUH; DO, 2000a; SUH; DO, 2000b; SUH, 2001; HELANDER; JIAO, 2002;
DO, 2004; JAMSHIDNEZHAD, 2004; PIMENTEL; STADZISZ, 2006; CLAPIS P.J.AND HINTERS-
TEINER, 2000; LI; TATE, 2011; TOGAY; CANIAZ; DOGRU, 2012), manufatura eletrônica (ALVARES
et al., 2002; LEE, 2003; ALVARES, 2005; BENAVENTE, 2007; ALVARES; FERREIRA, 2008; BE-
NAVENTE, 2011) e as aplicações para a manufatura do futuro e fábricas inteligentes (SHI et al., 2011;
KAGERMANN; WAHLSTER; HELBIG, 2013; LEE et al., 2013; MACDOUGALL, 2014; LASI et al.,
2014; FALLER; FELDMÜLLER, 2015; PISCHING et al., 2015; MONOSTORI, 2015; LEE; BAGHERI;
KAO, 2015; FDC, 2016). Essa primeira etapa resultou na Tabela 5.1.
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A primeira etapa da implementação da metodologia envolve a definição de requisitos de potenciais cli-
entes (necessidades de clientes, CNs) no domínio do cliente. Este domínio é formado principalmente por
empresas de manufatura e empresas fornecedoras de máquinas-ferramenta CNC envolvidas no desenvol-
vimento das Fábricas Inteligentes, e o meio acadêmico especializado. Essas necessidades foram mapeadas
considerando os desafios tecnológicos dessas organizações para o desenvolvimento de produtos no âmbito
da Indústria 4.0. Além disso, também foram utilizados como critérios de seleção das principais necessida-
des dos clientes, alguns dos conceitos associados a um Sistema Ciber-físico com Internet das Coisas, tais
como: adoção da normalização e de arquiteturas de referência; Integração vertical e sistemas de manufatura
em rede e; transparência de ponta-a-ponta.
Tabela 5.1: Necessidades dos Clientes
Necessidades dos Clientes do Projeto Descrição
CN1 Visualizar o estado atual do processo
CN2 Visualizar o estado atual da máquina
CN3
Alertar quando da existência de problema no
processo
CN4
Manipular dados do processo em um formato
leve e universal
CN5
Possuir mecanismos segurança digital e
recuperação de falhas
CN6
Dar uma visão do chão-de-fábrica em tempo
real
CN7
Intervir no processo de manufatura
remotamente
CN8 Interface amigável com o operador remoto
CN9 Receber informações sobre a ferramenta
CN10 Fornecer relatórios sobre o processo
O variado número de atividades e fluxo de informações representados nos diagramas IDEF0 refletem a
complexidade do tipo de projeto em análise, uma vez que trata-se da arquitetura de um framework na forma
de um sistema Cliente-Servidor que integra monitoramento e teleoperação via Internet, ou seja, envolve
mais de uma camada de software. Destacando que o projeto proposto é um sistema de software e que deve
ter elementos em conformidade com a Indústria 4.0.
Juntamente com o estabelecimento das necessidades dos usuários do sistema (clientes), são definidas
as restrições de projeto (Constraints, Cs) que representam atributos que o projeto essencialmente deve
ter, antes mesmo dos requisitos funcionais de primeiro nível do projeto serem abstraídos. As restrições
identificadas nessa fase preliminar do projeto estão organizadas na Tabela 5.2.
A restrição Cs1 refere-se ao requisito básico de um sistema para a Indústria 4.0, que é estar disponível
e acessível através da internet, seguindo o paradigma de arquitetura orientada a serviço (SOA). Sistemas
baseados nuvem serão de fundamental importância na quarta revolução industrial, mas requerem uma
infraestrutura de internet robusta, com uma velocidade de troca de pacotes sempre crescente, que permita
o desenvolvimento de aplicações que manipulem um grande volume de dados.
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Tabela 5.2: Restrições do Projeto do Framework
Restrição Descrição
Cs1
O framework é baseado na Internet, como
um serviço
Cs2
Adotar padrões-chave para a Quarta
Revolução Industrial
Cs3 Monitoramento e comando virtual
Cs4 Sistema Independente de plataforma
A adoção de padrões-chave Cs2 é um dos principais fatores para caracterizar uma aplicação no âmbito
da Indústria 4.0. Muitos desses padrões são vinculados a Tecnologia da Informação, com destaque para
protocolos de troca de dados. Pela restrição Cs3 deve ficar claro que um sistema para monitoramento e
teleoperação através da Internet de uma célula de manufatura deve ter suas funções virtualmente acionadas
por um usuário remoto.
O sistema ser independente de plataforma Cs4 pode ser considerado como uma consequência da res-
trição Cs1, pois um sistema Web, por exemplo, é acessível por qualquer sistema operacional que possua
um software navegador instalado. Outro significado da restrição Cs4 é o fato desses sistemas poderem ser
desenvolvidos e executados independente de plataforma, como é o caso dos sistemas para Web.
Estabelecidas as Restrições do Projeto, iniciou-se a definição dos Requisitos Funcionais do projeto
(FR) e o mapeamento entre domínios. As Necessidades dos Clientes (CN) tem influência direta na geração
dos FRs dos primeiros níveis da hierarquia de projeto.
O projeto tem como requisito funcional fundamental (FR0) a proposta de uma ferramenta para monito-
ramento e operação remota de máquinas-ferramenta CNC, com elementos técnicos e conceituais aderentes
a Indústria 4.0. O Parâmetro de Projeto (DP0) correspondente, considerando o requisito FR0 e as ne-
cessidades dos clientes (CNs), é "um framework baseado na Web para monitoramento e teleoperação de
máquinas-ferramenta CNC". Movendo-se para o próximo nível na hierarquia de projeto, o parâmetro de
projeto principal (DP0) é refinado nos requisitos funcionais definidos na Tabela 5.3, que também apresenta
os mapeamentos desses requisitos em Parâmetros de Projeto de nível DPx. Esse mapeamento entre os
domínios funcional e físico de primeiro nível resultou na matriz da Figura 5.9.
Figura 5.9: Decomposição para o primeiro nível
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Tabela 5.3: Mapeamento de primeiro nível, FRx em DPx
x FRx DPx
1
Monitorar o processo de
fabricação remotamente
Funções para monitorar o




Funções para configuração e
comando da máquina via
Internet
3




Manter dados sobre o processo
de fabricação em banco de
dados
Módulo de software vinculado a
BD para armazenar dados do
processo
Nesse mapeamento de primeiro nível (FRx/DPx) verificou-se um significativo grau de desacoplamento,
ou seja, há uma maior independência dos requisitos funcionais (Axioma 1) em relação aos parâmetros de
projeto que o realizam. Mas percebe-se que nem todos os FRs da matriz estão associados a um único DP
correspondente, FR2 possui uma relação com DP3, e FR4 com DP1. Durante o processo de abstração para
a definição dos parâmetros de projeto concluiu-se haver uma relação entre a interatividade com controlador
da máquina (FR2) com a construção de uma interface gráfica estruturada (DP3). Observou-se uma corre-
lação entre manter dados sobre o processo em banco de dados (FR4) e a função de monitorar o processo
via Internet (DP1). No entanto, com base em Suh (SUH, 2001), um projeto aceitável, os parâmetros de
projeto (DPs) e os requisitos funcionais (FRs) estão relacionados de tal forma que um DP específico pode
ser ajustado para satisfazer um FR sem afetar outros. Com isso, os mapeamentos FR x DP fora da diagonal
poderiam ser suprimidos sem afetar significativamente os mapeamentos posteriores.
O próximo passo do processo de projeto foi a decomposição dos parâmetros de projeto DPx em re-
quisitos funcionais de segundo nível (FR1.x, FR2.x, FR3.x e FR4.x). As Tabelas 5.4 a 5.7 apresentam o
resultado dessa decomposição e o mapeamento nos parâmetros de projeto de segundo nível (DP1.x, DP2.x,
DP3.x e DP4.x). Nas Figuras 5.10 a 5.13 ilustra-se o resultado gráfico desse mapeamento, representado
pelas respectivas matrizes de projeto.
O mapeamento do requisito funcional FR1 representado na Tabela 5.4 representou a decomposição em
módulos do que representa os serviços de monitoramento da arquitetura do sistema. Isso inclui os objetos
OPC (FR1.1 - FR1.6), dedicados à captura dos sinais dos LEDs dos botões do painel de operações do
dispositivo, controlados por CLP. Também estão inclusos nesse mapeamento o servidor para streaming de
vídeo (WebCam), representado pelo módulo "FR1.25 x DP1.25", e pelos módulos (DM1.7-DM1.24) que
formam os métodos da classe que faz a interface com o CNC da máquina-ferramenta por meio da API e
driver de comunicação com o controlador (Focas1/Ethernet). Esses módulos integrarão a principal classe
do software Adaptador do servidor MTConnect, que é um software orientado a objeto. A matriz da Figura
5.10 apresentou um conjunto totalmente desacoplado, revelando um sistema com módulos independentes
e, até a presente etapa, sendo considerado um bom projeto.
A Tabela 5.5 apresenta o mapeamento de segundo nível do requisito funcional FR2. Este requisito de-
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Tabela 5.4: Mapeamento de segundo nível FR1.x
x FR1.x DP1.x
1 Adquirir Status da máquina (Power On/Off)
Objeto OPC para fornecer o status de
acionamento dos motores da máquina
2
Adquirir Status da Porta da Máquina
(Open/Closed)
Objeto OPC para captura do status da porta
da máquina (Closed-Locked)
3
Adquirir Status da Refrigeração
(On/Off/Auto)
Objetos OPC para captura do status do
sistema de refrigeração
4
Adquirir status atual dos modos de operação
do controlador (AUTO / EDIT / MDI /JOG)
Objetos OPC para captura do status atual dos
Modos de Operaçao dos Controlador
(On/Off)
5
Adquirir status das opções de execução do
programa NC (SINGLE BLOCK / BLOCK
DEL/ PROG TEST/ DRY RUN)
Objetos OPC para captura das opções de
execução do programa NC (On/Off)
6 Monitorar Alarmes ativos (MC/NC Alarm)
Objeto OPC para monitorar a condição dos
Alarmes de máquina e programa NC
7 Capturar o Modo de Controle do CNC Método getControllerMode
8
Capturar status de disponiblidade do CNC
para comunicação
Available para uma conexão válida com o
CNC de máquina
9 Capturar o status de execução do controlador Método getExecStatus
10
Capturar o estado atual do atuador de parada
de emergência (Emergency Stop)
Método getEmgStop
11 Capturar informações sobre a ferramenta Método getToolID
12 Capturar número de peças produzidas Método getCounts
13
Capturar Informações sobre o programa NC
em execução
Métodos para capturar Nome do Programa,
bloco e linha em execução
14 Capturar mensagens do CNC Método getMessages
15
Capturar Infomações sobre condições da
máquina e do processo
Metodo getCondition
16 Capturar o Avanço atual da ferramenta Método getActualFeedRate
17
Capturar o Avanço programado da
ferramenta
Método getCommandedFeedRate
18 Capturar a Posição atual dos eixos Método getActualAxesPos [Axes X/Z/C]
19 Capturar a Posição comandada dos eixos Método getCommandAxesPos [Axes X/Z/C]
20 Capturar a Carga dos Eixos Método getAxesLoad [Axes X/Z/C]
21 Capturar a Posição da Ferramenta
Posições atuais concatenadas [Xact/
Zact/Cact]
22 Capturar o modo do eixo rotacional Método getRotaryMode
23 Capturar a Velocidade do eixo rotacional Método getSpindleSpeed
24 Capturar a Carga dos Eixos Rotacionais Método getSpindleLoad
25
Capturar os eixos contralados pelo
controlador
Comando para concatenar eixos ativos em
uma sequência de caracteres
26 Capturar imagens e aúdio do chão-de-fábrica Servidor WebCAM (Graco/UnB)
clara a necessidade de interatividade com o controlador da máquina, e tem como resposta a possibilidade
do desenvolvimento funções que permitam a configuração e o comando da máquina através de um sistema
88
Figura 5.10: Matriz de decomposição para DP1
para Internet (Web). Isso resultou em um mapeamento para um conjunto de requisitos funcionais relaci-
onados a implementação de funções de comando e interação com máquina-ferramenta CNC. Com isso,
foram estabelecidos requisitos a serem atendidos através da comunicação com o CLP da máquina, tor-
nando adequada a implementação de recursos de escrita para um servidor OPC manipulável via Internet,
representado pelos Parâmetros de Projeto do intervalo [DP2.1 -DP2.6].
Os requisitos funcionais [FR2.7-FR2.11] da Tabela 5.5 correspondem as funções de interação com
o controlador que são realizadas por meio do uso do driver e protocolo do fabricante do CNC (Fo-
cas1/DNC1), combinado com um mecanismo de acesso via Web, como CGI (Common Gateway Inter-
face). Esses programas executam funções de DNC (Direct Numerical Command) para o envio de dados e
recebimento de resposta do CNC da máquina.
A matriz gerada após a decomposição de DP2 (Fig.5.11) mostra uma significativa independência entre
módulos nessa parte do sistema, apresentando um bom grau de desacoplamento. A possível sequencia
de execução obtida com a definição do parâmetro de projeto DP2.4 pode ser suprimida sem influência
significativa no desacoplamento dessa parte da arquitetura do sistema.
O requisito funcional FR3 trata de uma interface gráfica de usuário (GUI) com o sistema. Os requisitos
funcionais derivados da decomposição do parâmetro de projeto DP3: "Interface gráfica estruturada"estão
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Tabela 5.5: Mapeamento de Segundo Nível FR2.x
x FR2.x DP2.x
1 Iniciar a execução do programa (Cycle Start)
Objeto OPC para iniciar a execução de um
programa NC
2
Parar execução do programa (Cycle
Stop/RESET)





Objeto OPC para ligar/desligar refrigeração
da máquina
4 Definir o modo de operação do controlador
Objetos OPC para Ativar/Desativar os modos
de operação do controlador (AUTO / EDIT /
MDI /JOG)
5
Ativar/Desativar opções de execução dos
programas
Objeto OPC para Ativar/Desativar os opções
execução dos programas (SINGLE BLOCK /
BLOCK DEL/ PROG TEST/ DRY RUN)
6 Movimentação de eixos manualmente
Objeto OPC para manipular as funções das
teclas direcionais dos eixos (+X/-X /+Z /-Z)
7 Buscar um programa especificado no CNC
Função da API do CNC para Upload de
programa NC (receber)
8 Deletar um programa especificado
Função da API do CNC para excluir
programa NC da memória
9 Listar programas NC do CNC
Função da API do CNC para transmitir lista
de Programas NC gravados
10 Transmitir linhas de comando para o CNC
Função da API do CNC para executar linha
de programa manualmente
11
Transmitir um programa NC para o
controlador da máquina
Função da API do CNC para Download de
programa NC (enviar)
em grande parte relacionados a usabilidade do sistema, conforme demonstra a Tabela 5.6. Essa relação
entre os requisitos FR3.x reflete no resultado gráfico da matriz de projeto dessa decomposição. Através
da Figura 5.12 identifica-se módulos altamente acoplado com muitos relacionamentos fora da diagonal
principal. Esse nível de acoplamento revela também a significativa complexidade inerente à elaboração da
interface com usuário na tarefa de integrar um conjunto de serviços para troca de dados em um mesmo
ecrã, como parte de uma arquitetura cliente/servidor, e com funções correlacionadas.
O parâmetro de projeto DP4 corresponde à entrada do módulo para um sistema de registro dos dados
de operação da máquina e do processo de fabricação em um sistema de banco de dados para potenciais
consultas e análises do processo a fim de favorecer possíveis melhorias e tomadas de decisão. Sua de-
composição resultou nos requisitos funcionais FR4.x, exibidos na Tabela 5.7. É possível dizer que todo o
mapeamento dos requisitos funcionais desse nível corresponde a funções de persistência de parâmetros do
CNC em banco de dados, como: Carga dos eixos, Status das condições do processo, mudanças de status
de operação da máquina, número de peças produzidas e mensagens de alerta do CNC.
A matriz resultante dessa decomposição (Fig.5.13) corresponde a um serviço com um projeto total-
mente desacoplado. Essa informação garante que consultas de registros e análises de dados poderão ser
executadas por categorias bem definidas.
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Figura 5.11: Matriz de decomposição para DP2
Tabela 5.6: Mapeamento de Segundo Nível FR3.x
x FR3.x DP3.x
1 Visualização do status da máquina
Feedback e Informações sobre a máquina em
tempo real
2
Clareza de comunicação seguindo as
convenções do mundo real
Informação através de palavras e frases
objetivas e compreensíveis pelo usuário
3 Liberdade e controle do usuário
Interação e método para livrar-se de erros e
problemas com o sistema
4 Uso intuitivo
interface estruturada por categoria de funções
(Leitura/escrita)
5 Projeto minimalista Mostrar apenas informações relevantes
6
Ajudar usuários a reconhecer, diagnosticar e
recuperar-se de erros
Mensagens de erros claras que identifiquem
o erro precisamente
7 Apresentação apropriada
Exibir somente informações necessárias no
momento e lugar certo com o formato
adequado
8 Capacidade de aprendizado
Um projeto que auxilia na aprendizagem
através de exploração
9 Prevenção de erros Projeto cuidadoso
Os módulos para um sistema de persistência de dados é definido na arquitetura, porém não entrou na
implementação final, ficando apenas como sugestão para inclusão em trabalhos futuros.
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Figura 5.12: Matriz de decomposição para DP3
Tabela 5.7: Mapeamento de Segundo Nível FR4.x
x FR4.x DP4.x
1 Manter dados sobre Carga dos Eixos (load)
Função para salvar a carga atual dos eixos
(X/Z/C) da máquina
2
Manter dados sobre condições de operação
do CNC (condition)
Função para salvar o status da condição de
operação do CNC
3
Manter registros sobre Inicio e Parada da
máquina
Função para registrar as mudanças de status
de operação da máquina
4
Manter registros sobre número de peças
produzidas
Função para registrar número de produzido
de peças/dia
5 Manter registros de mensagens do CNC
Função para salvar mensagens de alerta
enviadas pelo CNC
5.3.2 Definição da Matriz de Projeto Completa
Após o fim do processo de decomposição, inconsistências devem ser conferidas para confirmar a de-
composição. Com isso, optou-se pela eliminação dos elementos a direita da diagonal principal na matriz
de decomposição de DP3 (Figura 5.12), dos módulos da interface gráfica de usuário (GUI), por constatar
posteriormente a grande semelhança entre alguns de seus requisitos funcionais. Feito isso, as matrizes
parciais no segundo nível de decomposição foram reunidas na matriz de projeto completa da Figura 5.14.
Essa Matriz de Projeto foi rearranjada a fim de aproximar módulos com mais similaridade em termos
de tecnologia de implementação e para obter uma sequência de execução mais lógica. O resultado dessa
ação é a Matriz de Projeto Completa da Figura 5.15. Após a transposição dos módulos da matriz é possível
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Figura 5.13: Matriz de decomposição para DP4
agrupar e identificar nesses módulos os serviços que compõem a arquitetura do sistema.
Dessa forma, da Figura 5.15 foram extraídos os seguintes grupos de módulos:
(A) Módulo do servidor de streaming de vídeo (WebCam - Graco/UnB), que não foi programado no âm-
bito desse trabalho, mas foi selecionado para implementação.
(B) : Parte do Servidor de Monitoramento, que emprega o padrão MTConnect. Na matriz é representado
pelo grupo de módulos (DM1.7-DM1.25) que formam a principal classe do software Adaptador
(FocasGateway), que tem a função de fazer a comunicação do Adaptador com o CNC da máquina
através da API desenvolvida pelo fabricante CNC. O Adaptador é desenvolvido e implementado
nesse trabalho.
(C) : Compõe servidor de OPCWeb e é constituído por módulos de leitura (C1) e escrita (C2) em parâme-
tros de CLP da máquina-ferramenta.
(C) : Parte do serviço de comando remoto que utiliza protocolo DNC do controlador da máquina para o
envio de comandos remotamente ao CNC para a execução de funções específicas na máquina.
(E) : Módulos que caracterizam o Cliente Web ideal.
(F) : Classe com função de middleware para o persistência em banco de dados de informações capturadas
durante o monitoramento/supervisão do processo.
(G) : Funções para vincular o servidor de streaming de vídeo/áudio à interface Web cliente.
(H) : Módulos para a comunicação entre Adaptador do CNC e o Cliente MTConnect (função do Agente
MTConnect).
(I) : Módulos que vinculam os serviços de streaming de dados MTConnect aos métodos para salvar dados
de parâmetros de status da máquina em banco de dados.
(J) Módulos que fazem parte do servidor OPCWeb com função de middleware para associar funções de
leitura no servidor (CLP da máquina) ao cliente Web.
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Figura 5.14: Matriz de Projeto Completa
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Figura 5.15: Matriz de Projeto Completa rearranjada
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(K) Módulos que vinculam os serviços de supervisão OPC aos métodos para salvar o status de parâmetros
de CLP da máquina em banco de dados.
(L) Módulos que fazem parte do servidor OPCWeb com função de middleware para associar funções de
escrita no servidor (CLP da máquina) ao cliente Web.
(M) Módulos representando os programas para o envio de comandos DNC para o controlador da máquina
através de mecanismos de acesso da Internet (CGI).
O grupo de módulos na matriz da Figura 5.15 que foram identificados com letras minúsculas porque
representam módulos de ligação dos módulos dos servidores com os módulos da aplicação cliente ou
aqueles módulos de entidades vinculadas a banco de dados. No que refere a este último caso, classes
com função de manipulação e gravação de informações de fabricação em banco de dados não entram na
implementação deste projeto, permanecem apenas como proposta na arquitetura do sistema para trabalhos
futuros.
Os caracteres alfabéticos (A, B, C,...) utilizados para identificar os conjuntos de módulos na matriz de
projeto completa (Figura 5.15) também permitem representar a sequência de execução do projeto (come-
çando em "A"indo até "M") e auxiliam na construção de um dos principais resultados do projeto axiomático
que é o diagrama de fluxo (Figura 5.16). Neste diagrama os módulos derivados da decomposição do parâ-
metro de projeto DP1 são agrupados no bloco M1 (servidor de monitoramento), aqueles gerados a partir
do elemento DP2 são reunidos no bloco M2 (servidor de teleoperação), esses blocos são implementados
independentemente a implementação de módulos precedentes e representam grupos de módulos desaco-
plados. Por isso, no diagrama da Figura 5.16, são associados por meio de elemento soma (S) para projetos
desacoplados. Os módulos M1 e M2 vão se associar aos blocos semi-acoplados, M3 (interface web cli-
ente) e M4 (aplicação para banco de dados de fabricação), através da junção de controle (C). O trabalho de
desenvolvimento do projeto é considerado finalizado quando de todas as atividades dos blocos M3 (M3.1-
M3.9) e M4 (M4.1-M4.5) forem implementados, para o caso de todos módulos de M3 e M4 entrarem para
a arquitetura final de implementação.
Na Figura 5.15 o C1 representa os objetos para aquisição de dados de parâmetros de CLP da máquina
CNC através das tags de leitura do servidor OPC-DA (OPC Data Access). Os módulos de C2 são im-
plementados na forma de objetos para a escrita e alteração do status nos parâmetros de CLP da máquina
através de tags de leitura/escrita do servidor OPC-DA. Na sequência, ainda pela implementação do servidor
OPCWeb é também desenvolvido o software middleware com função de gateway ("i"e "l") entre o servidor
OPC instalado no mesmo PC e a Internet, para a transmissão de dados e o recebimento de requisições Web.
Na implementação desse gateway experimenta-se duas abordagens tecnológicas para avaliação, a primeira
envolve o desenvolvimento de um Web Service RESTful que recebe requisições HTTP e produz respostas
com dados provenientes do servidor OPC em formato XML. A segunda abordagem usa scripts escritos em
linguagem Python associados à API OpenOPC que vem acompanhada de um serviço gateway que possui a
capacidade de acessar servidores OPC de diferentes fornecedores. Os scritps em python são executados em
um servidor web Apache utilizando mecanismo CGI (common gateway interface) em requisições HTTP.
Nesse diagrama de fluxo os elementos que foram mapeados para serem desenvolvidos em linguagens
de programação orientadas a objeto (adaptador MTConnect e Web Service RESTful para o OPCWeb) são
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Figura 5.16: Diagrama de fluxo do sistema
tratados através de projeto axiomático para sistemas de software orientados a objeto, que possui como um
de seus resultados os diagramas de classe que são ilustrados e descritos na seção 5.4.2.
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Com base na matriz de projeto completa e no diagrama de relacionamento, os conjuntos de módulos
identificados durante o projeto podem ser representados graficamente conforme a arquitetura detalhada da
Figura 5.17, que fornece uma visão mais clara dos elementos da arquitetura proposta.
Figura 5.17: Arquitetura proposta para o sistema
Nesta proposta estão presentes os elementos definidos pelos módulos da matriz de projeto completa
e as suas comunicações, acrescidos dos mecanismos de computação na nuvem com banco de dados para
atividades de supervisão, atributos que associam a proposta da arquitetura ao paradigma de IoT e, conse-
quentemente, a estratégia da Indústria 4.0.
5.4 Modelagem UML do Sistema
Está seção apresenta a modelagem UML do sistema e de seus elementos. Isso inclui a documentação
do sistema sob a perspectiva do contexto (diagramas de casos de uso), da análise das atividades (diagrama
de atividade) e do desenvolvimento (diagrama de pacotes). Esta última inclui os diagramas de classe dos
elementos de software desenvolvidos.
É documentado o resultado da metodologia de projeto axiomático de software representado pelas clas-
ses obtidas a partir dos módulos da matriz de projeto completa, que correspondem a aplicações orientadas
a objeto.
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5.4.1 Diagrama de Pacotes
A modelagem UML permite a representação da arquitetura de um sistema do nível mais geral até o
nível mais específica o detalhado. Com isso, aproveitou-se a capacidade desse padrão para representar a
estrutura do sistema proposto em um diagrama de pacotes (Figura 5.18) em que os pacotes correspondem
aos módulos do sistema. O diagrama de pacotes dá uma visão das dependências entre as partes de compõem
o sistema.
Figura 5.18: Diagrama de pacotes com as dependências entre os módulos do sistema
O diagrama de pacotes não tem como propósito fornecer detalhes da implementação, mas dá uma visão
da arquitetura de como e por quais clientes um serviço é consumido, sendo que um serviço também pode
ser um cliente ou servidor de outro serviço.
O pacote da GUI de monitoramento e teleoperação é o que possui o maior número de subpacotes:
Painel de Operação (Supervisão), Monitoramento MTConnect, Comandos Remotos (DNC) e Câmeras.
Esses correspondem aos elementos cliente que consomem dados e recursos dos respectivos servidores:
Servidor OPCWeb, Servidor MTConnect, Servidor WebCNC e Servidor de vídeo (Câmeras).
O servidor OPCWeb, que é formado por um software gateway e pelo servidor OPC-DA, é um cliente
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do servidor CNC-Focas1 que pertence ao pacote WebCNC, pois requer o acesso a dados na forma de sinais
do CLP do máquina-ferramenta. O servidor MTConnect também é um cliente do servidor CNC-Focas 1
que fornece dados de parâmetros do CNC através do Adaptador provido com API Focas 1 (Fwlib32.dll).
O Agente MTConnect usa o Adaptador para receber dados do CNC e é o servidor de dados em formato
XML do módulo de monitoramento do cliente Web.
A interface de usuário do sistema é totalmente Web necessitando de um de software browser para
acesso remoto à aplicação. Nesse mesmo cliente Web são disponibilizadas imagens da FMC (Flexible
Manufacturing Cell) através do servidor de vídeo, WebCam.
5.4.2 Diagramas de Classe
Essa seção tem a função de fornecer o resultado complementar da aplicação da metodologia de Pro-
jeto Axiomática para os módulos de software orientados a objeto, descrita na seção 3.2. Esses módulos
são tratados através do modelo V (vê) com a metodologia de projeto axiomático para sistemas software
orientados a objeto (ADo-oSS) o Adaptador MTConnect desenvolvido em linguagem C# e o Web Ser-
vice RESTful desenvolvido em Java, que é uma das opções de implementação para o gateway do servidor
OPCWeb. As linguagens de programação utilizadas no desenvolvimento de cada aplicação foram escolhi-
das com base em critérios como: eficácia na programação e robustez da linguagem para o tipo especifico
de aplicação (Windows forms e Web Service RESTful) e, a possibilidade de herança de códigos fonte de
aplicações similares previamente desenvolvidas.
A Figura 5.19 apresenta o diagrama de classe do Adaptador com pacotes que representam os names-
paces aos quais pertence cada classe.
O namespace "AdapterLab"é o principal da aplicação, porque foi criado junto com a criação do projeto
da aplicação na IDE de desenvolvimento Visual Studio 2010. Nesse pacote está a classe padrão associadas
inicialização da aplicação (Program) e a classe do formulário gerado quando da criação de um projeto do
tipo Windows Forms, que recebe o nome de MachineTool, nome adequado diante do objetivo que se quer al-
cançar com o desenvolvimento da aplicação. Na classe MachineTool estão as referências ao parâmetros da
máquina com as variáveis de atributos cujos tipos de dados representam dados de Eventos (Event), Amos-
tras de dados (Sample) e Mensagens (Message), baseado na nomenclatura da especificação MTConnect.
Nessa mesma classe foram criados os métodos associados a eventos, como os de iniciar (start_Click(...)) e
parar (stop_Click(...)) a atividade do Adaptador, e um método temporizador (gather_tick(...)), que atualiza
o valores dos atributos em intervalo pré-estabelecido.
O pacote Fanuc desenvolvido no contexto da implementação computacional do sistema contem a classe
FocasGateway que recebeu esse nome por encapsular os métodos da API Fanuc-Focas 1 em uma repre-
sentação mais simples, de mais fácil compreensão, em linguagem C# (C-Sharp). Esses tem por função a
conexão e desconexão com o CNC do centro de torneamento, e a requisição de informações diversas como
o status de execução, nome do programa em execução, ferramenta utilizada, posição atual dos eixos, entre
outros. No mesmo namespace, a classe FanucPath tem apenas a função de fornecer informações relativas
as condições de operação da máquina que tecnicamente estão vinculadas aos tipos de alarmes do CNC.
Na especificação MTConnect os itens de dados (DataItem) da categoria Condition estão relacionados aos
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Figura 5.19: Estrutura de Classes do Adaptador Fanuc-Focas1 do servidor MTConnect
alarmes do CNC, diferentemente das primeiras versões da especificação onde havia um tipo especial de
item de dados chamado Alarm, associado a categoria de item de dados Event.
O diagrama de classe da Figura 5.19 mostra ainda que tanto namespace AdapterLab, quanto o Fanuc
tem uma relação de dependência com o pacote MTConnect (https://github.com/mtconnect/dot_net_sdk),
um toolkit desenvolvido sob licença livre por William Sobel durante MC2 Conference 2013, na sessão
MC2 Adapter Lab Project. William Sobel é um dos pioneiros do padrão e que ajudou a desenvolver toda a
especificação MTConnect.
A Figura 5.20 detalha as classes do namespace MTConnect que foram empregadas na implementação
do Adaptador desenvolvido neste trabalho.
A estrutura e nomenclatura das classes desse pacote são baseadas completamente na especificação MT-
Connect. A classe Adapter funciona como a entidade que manipula a estrutura de dados proveniente do
dispositivo CNC, que inclui DataItem (Item de Dados) e Asset (Ativo). Este trabalho tratará especifica-
mente dos DataItems, por representarem as principais informações que um controlador de uma máquina-
ferramenta fornece.
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Figura 5.20: Classes do pacote MTConnect implementadas no desenvolvimento do Adaptador
A classe DataItem do diagrama representa é superclasse das classes que representam as diferentes
categorias de DataItem : Event, Sample, Codition, Message e; as subclasses Active, classe interna da classe
Condition, e TimesSeries, responsável por associar data e hora aos valores dos itens de dados capturados
do CNC da máquina. A classe Condition também está associada a um objeto de enumeração, o Level, que
associa a classe os estados de condição de operação da máquina: Unavailable, Normal, Warning e Fault.
A classe Message também tem a DataItem como superclasse e tem a função de receber as mensagens de
alerta provenientes do controlador que não configuram alarmes. A atualização do estado de uma condição
é preparada pela classe Active. Esta classe basicamente recebe o novo valor de uma instância de uma
condição e gera uma sequência de caracteres entre barras (protocolo SHDR) para compor o streaming de
dados que é enviado para o Agente MTConnect.
O Web Service para o servidor de supervisão OPCWeb é do tipo RESTful. Utilizando os recursos
da API JAX-RS 1.1 (Java API for RESTful Web Services 1.1) e framework Jersey 1.19.3 a programação
desse middleware é substancialmente facilitada, pois a API e o framework, entre outros recursos, fornecem
um conjunto de anotações (@Path, @GET, @POST, etc.) que utilizam URIs ("/{recurso}/{valor}") e os
detalhes do protocolo HTTP para acessar os métodos da aplicação Web de forma mais prática. Dessa
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forma, a estrutura de classe do Web Service é significativamente enxuta, conforme demonstra o diagrama
de classes da Figura 5.21.
Figura 5.21: Estrutura de Classes da proposta do Web Service RESTful do Servidor OPCWeb
Nesse diagrama as classes concebidas foram alocadas em um namespace chamado opcgateway. Neste
está a classe OpcConnection que concentra as rotinas para conexão e interação com o servidor OPC-DA,
isso inclui geração da estrutura de itens (tags) do servidor no cliente (no caso o Web Service), e execução
da atividades de leitura e atualização do status dos parâmetros de CLP no servidor OPC. Para isso, a classe
OpcConnection usa as classes e interfaces da API JOPCClient, um cliente de acesso a dados preferido para
comunicação com servidores OPC especificação DCOM.
A classe OpcReadWriteServer tem a função de instanciar a classe OpcConnection, e assim iniciar a
conexão com o servidor, criação de grupos, e a esses adicionar itens OPC que são o elo com as tags
do servidor OPC. No mesmo pacote está a classe OpcTagsBindings que é uma classe POJO (Plain Old
Java Objects) e que tem como função principal serializar os itens (OPC tagname) e seus valores (true
para ativado ou false para desativado) em formato XML. A classe RestOPCClient é um intermediário,
recebendo requisições do cliente Web (browser) e enviando para o servidor OPC através de métodos da
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classe OpcConnection, bem como transmitindo dados provenientes do servidor para o cliente Web em uma
resposta XML, em um intervalo de atualização fornecido pela aplicação cliente.
Com o propósito de garantir o adequado funcionamento do serviço OPC através da internet, diante de
possíveis dificuldades na avaliação desse servidor, uma abordagem alternativa é utilizada para o desenvol-
vimento do elemento gateway para a acesso Web do servidor OPC. Programação não orientada a objeto
de scripts escritos em linguagem Python para execução em um servidor Web utilizando protocolo CGI em
requisições HTTP em um browser. Esses programas são lidos pela API OpenOPC que faz a comunicação
com o servidor OPC-DA. As tags OPC manipuladas são as mesmas, tanto na abordagem com Web Service,
quanto por meio de programas em Python.
5.4.3 Diagramas de Casos de Uso
A análise dos casos de uso está focada nos principais clientes do sistema: Clientes de teleoperação e
monitoramento e, cliente de monitoramento e supervisão. Este último caso é apresentado apenas como
uma proposta para implementações futuras. Os casos de uso que caracterizam proposta está definido na
Figura 5.22.
Figura 5.22: Casos de uso do cliente de monitoramento/supervisão
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Nesse cliente os casos de uso dividem-se em atividades de monitoramento, supervisão com informações
provenientes de bancos de dados, que podem estar na Nuvem, e supervisão em tempo real ou quase tempo
real. O monitoramento envolve apenas a tarefa "Iniciar o Monitoramento de Dados MTConnect", que
consistiria em clicar em um botão para iniciar a transmissão de dados pelo servidor MTConnect.
A abstração para as tarefas de supervisão tendo como servidor um sistema de banco de dados estão
relacionadas às consultas de dados e análises gráficas que envolvem: registro de variação da carga nos
eixos da máquina, mudanças registradas nas condições (Condition) de operação da máquina, status de
execução, número de peças produzidas/dia e registros de mensagens de alerta.
A atividade "Supervisiona com Parâmetros de CLP (OPC)"estão associada à recepção e acompanha-
mento dos sinais dos controles do painel do controlador da máquina, fornecido por CLP, e transmitido por
meio do servidor OPCWeb.
Os casos de uso do cliente Web de Teleoperação e Monitoramento para implementação (Figura 5.23)
incluem atividades de comando remoto (DNC), que nesse protótipo de aplicação são representadas por:
Download de Programa NC, Upload de Programa NC, Envia comando MDI, Lista Todos os Programas
NC e Deleta Programa NC. A proposta é a execução desses comandos utilizando requisições HTTP com
programas CGI.
Figura 5.23: Casos de uso do cliente de Teleoperação e Monitoramento
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A atividade "Download de Programa NC"correspondente à seleção de um programa (código G/M) em
algum diretório do PC e envio para a memória do CNC. O Upload é a requisição de visualização de um
programa NC no browser pelo envio do nome do programa como parâmetro de entrada e a resposta em
HTML.
A opção MDI (Manual Data Input) é fornecida pelo controlador e permite o envio programas NC ou
linhas de comandos em código G/M para acionamento dos eixos da máquina-ferramenta. As duas últimas
outras opções comando remoto para implementação é a requisição da lista de programas NC armazenadas
na memória do controlador e a exclusão de um programa NC da memória do CNC ("Deleta Programa
NC"). Esta função é executada de forma semelhante ao Upload, através do envio do nome do programa a
ser excluído como parâmetro e a confirmação.
O caso de uso "Inicia Monitoramento de Dados MTConnect", conforme indica o próprio nome, en-
volve o evento de inicialização streaming de dados provindos do servidor MTConnect e o subsequente
monitoramento de dados da máquina. O "Acionamento de Controles do Painel de Operações (OPC/-
CLP)"representado o clicar nos botões da GUI associados ao comando de escrita (POST) no servidor OPC
por intermédio do Web Service. Também associada ao servidor OPC está a atividade "Supervisiona vi-
sualmente status de controles do painel do CNC (OPC/CLP)", que para o caso especifico do centro de
torneamento Romi Galaxy 15M, estudado neste trabalho, corresponde ao acompanhamento dos sinais dos
LEDs dos botões do painel do CNC (0-desligado/1-ligado).
O serviço de streaming de vídeo na GUI de teleoperação e monitoramento está ligado ao caso de uso
"Aciona transmissão de imagens de câmeras", que é realizada ao clicar em uma área exclusiva para a
exibição das imagens ou em botões específicos para cada câmera.
5.4.4 Diagrama de Atividades
O diagrama de atividades mostra a sequência do fluxo das atividades. Geralmente é utilizado para
detalhar as atividades executadas por uma operação específica do sistema. Corresponde a estados de ação,
que contêm a especificação de uma atividade a ser desempenhada para que uma operação seja efetuada no
sistema.
Foram construídos os diagramas de atividades para GUI de teleoperação e monitoramento, desenvol-
vida no contexto deste trabalho. As sequências de atividades para a execução das operações de aplicação
foram detalhadas desde a ação efetuada pelo usuário remoto até a comunicação com o servidor e a mensa-
gem de resposta do mesmo.
Utilizando a sequência das atividades descritas na seção anterior, a atividade de download de programa
NC, apresentada na Figura 5.24, é a primeira a ser analisada.
Essa atividade é acionada pelo clique do usuário no botão que abre a janela de download em um frame
específico na GUI, para que o arquivo com o programa NC possa ser selecionado em um diretório qualquer
do PC do usuário e carregado para envio, para que CNC da máquina possa baixar o programa (download na
perspectiva da máquina CNC como o cliente). O programa é enviado e é recebido pelo servidor WebDNC,
que também é um servidor Web, que por sua vez submete a requisição ao servidor do CNC que salva o
programa em sua memória.
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Figura 5.24: Atividade de Download de Programa NC
A operação Upload de programa NC, que é exibida na Figura 5.25, possui uma sequência de atividades
semelhante a operação de download, a diferenças são: a necessidade de anexar um parâmetro que identi-
fique o programa e o fato de o servidor CNC junto com o WebDNC gerarem uma resposta HTML para a
GUI com o programa NC requisitado.
O caso de envio de um programa por comando MDI é efetuado quando o usuário, após abrir a página
da opção MDI, digita o programa ou comando no formulário da página e envia ao servidor WebDNC,
utilizando mecanismo CGI. Este CGI é processado e o comando MDI é enviado para o CNC. A Figura
5.26 mostra o diagrama associado a essa função.
A outra opção vinculada aos comandos DNC é a operação de listar os programas NC gravados na me-
mória do CNC, que está descrita na Figura 5.27. A operação resume-se a selecionar a opção para listar
programas NC na GUI. Após isso, uma requisição é enviada ao servidor Web, também utilizando meca-
nismo CGI. Esse pedido é processado no servidor WebDNC, que através da função DNC de visualização
do diretório de programas do CNC (API Focas 1), gera no servidor do controlador da máquina a estrutura
de dados que será incorporada a resposta HTML, que é exibida na página do cliente Web.
A ação de deletar um programa possui uma sequencia atividades semelhante a de Upload de programa,
começando pelo usuário que necessita enviar como parâmetro o identificador do programa a ser excluído.
A requisição é efetuada aos servidores que executam a função no CNC e enviam uma mensagem HTML
de confirmação. O diagrama de atividades desse procedimento é ilustrado na Figura 5.28.
No diagrama de casos de uso da Figura 5.29 a atividade "Aciona Controles do Painel de Operações
(OPC/CLP)"compreende eventos relacionados ao acionamento de uma ou mais entre as principais funções
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Figura 5.25: Atividade Upload de Programa NC
Figura 5.26: Atividade para envio de comando MDI
fornecidas pelo painel de operação do CNC. Essas funções são ativadas logicamente por CLP e para acessá-
las remotamente é utilizado um servidor OPC, que neste trabalho recebeu o nome de OPCWeb. O diagrama
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Figura 5.27: Atividade "Listar todos os programas NC"
Figura 5.28: Atividade de deletar um programa NC
da Figura 5.29 representa o fluxo de atividades da operação de acionamento de controles OPC(CLP) via
Web.
109
Figura 5.29: Atividade de Acionamento de Controles do Painel de Operações (OPC/CLP)
No browser essas atividades são executadas em uma requisição HTTP (PUT) por meio de um script
com programação JQuery que é enviada ao Web Service do servidor OPCWeb para modificar o status do
controle no CNC.
Um procedimento semelhante ao da atividade de escrita no servidor OPC, que foi descrito na Figura
5.29, é a operação de leitura do status dos controles de CLP através dos valores das tags do servidor OPC,
que na GUI de teleoperação e monitoramento representa o caso de uso "Supervisiona visualmente status
de controles do painel do CNC (OPC/CLP)"(Figura 5.30).
Nessa atividade a resposta do servidor OPC é convertida no cliente Web em informação visual seme-
lhante ao esquema de LEDs do painel do controlador.
Na GUI o monitoramento é realizado através do protocolo MTConnect. A atividade de iniciar o mo-
nitoramento MTConnect é efetuada pelo usuário ao acionar o botão para inicialização da transmissão de
dados. Uma requisição utilizando programação Ajax é enviada para o Agente MTConnect que monta o
XML de resposta com dados de fabricação. Esses dados são recebidos pelo cliente Web, que trata-os uti-
lizando recursos JQuery.Ajax e exibe esses dados em HTML. A Figura 5.31 descreve graficamente essa
atividade.
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Figura 5.30: Atividade de supervisão com o status dos controles do painel do CNC
Figura 5.31: Atividade "Inicia Monitoramento de Dados MTConnect"
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Capítulo 6
Implementação Computacional do Sistema
As saídas obtidas com a metodologia de projeto axiomático, como o diagrama de fluxo e a repre-
sentação da arquitetura para implementação do sistema ilustrada na Figura 6.1. Acrescido a isso, a do-
cumentação gerada com a modelagem UML, como os diagramas de classe, orientam todo o trabalho de
implementação computacional.
O sistema projetado possui uma arquitetura Cliente-Servidor com foco na integração de serviços base-
ados em padrões aderentes ao paradigma da Indústria 4.0, como o MTConnect e o OPC para internet. Para
a implementação dessa integração foi desenvolvido um conjunto de servidores para a comunicação com
máquinas-ferramenta CNC e um sistema Web cliente, acessível através de um navegador de internet. O sis-
tema tem a função de teleoperação e monitoramento via internet e tem como elemento de teste e validação
um centro de torneamento da marca Romi, modelo Galaxy 15M, provido com CNC Fanuc 18i-Ta.
O monitoramento e supervisão baseiam-se essencialmente na aquisição de dados através de um servidor
MTConnect, composto do servidor do CNC, software Adaptador e software Agente; e de um servidor OPC,
projetado para receber e transmitir dados através da Web por meio da associação entre um software servidor
OPC-DA e um middleware com função de gateway.
A teleoperação é fundamentada na associação do servidor de streaming de vídeo com o serviço de
comandos DNC (Comando Numérico Distribuído) para comando remoto da máquina via internet por meio
de requisições HTTP com scritps CGI (common gateway interface). É possível considerar que funções
do servidor OPCWeb também se enquadram entre os serviços de teleoperação. Esse servidor foi projetado
para supervisionar os controles e intervir na operação da máquina-ferramenta, a exemplo da movimentação
dos eixos da torre.
Foi implementada também a proposta de uma interface cliente Web que integra os recursos forneci-
dos pelos servidores em um mesmo ecrã, desenvolvido essencialmente em linguagem HTML com CSS
(Cascade Style Sheet) e Javascript utilizando plugin JQuery e metodologia Ajax. A parte da arquitetura do
sistema efetivamente implementada é representada na Figura 6.1 .
Os funções disponibilizados com a arquitetura de implementação representam o mapeamento virtual
de recursos importantes da máquina-ferramenta. A máquina-ferramenta CNC pode ser monitorada e sofrer
atuação via internet independente do meio físico (cabo ou wireless). O sistema disponibiliza dados em
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Figura 6.1: Arquitetura implementada
formato universal, como o XML, o que garante maior integração vertical e horizontal em um sistema de
produção. Apenas uma infraestrutura de internet robusta com uma largura de banda que garanta elevadas
taxas de transmissão e recepção de dados permitirá a realização do potencial da aplicação em operar em
tempo real. Os dados fornecidos pelo sistema, em propostas de desenvolvimentos futuros, podem ser
salvos e tratados para apoiar tomadas de decisões mais precisas relacionadas a fabricação. Esse conjunto de
atributos posiciona o sistema como uma aplicação para Internet de Serviços (IoS), e portanto, na Indústria
4.0
Durante o trabalho de implementação houve a necessidade de aproveitar os benefícios de um vari-
ado número de linguagens de programação. Começando pelo servidor de monitoramento, utilizou-se da
versatilidade e robustez da linguagem C# na plataforma .Net para a programação do adaptador do CNC
para o agente MTConnect. Este último teve seu código fonte escrito em C++ , também na Microsoft.Net
Framework, que foi estudado antes da sua instalação e configuração. O servidor de supervisão OPC, cha-
mado de OPCWeb, contou com um módulo gateway que teve duas versões, uma em Web Service RESTful
desenvolvido em Java com framework Jersey, a outro com scripts desenvolvidos em python utilizando me-
canismo CGI. Os serviços de teleoperação utilizados na implementação computacional da arquitetura, em
sua maioria, não foram necessariamente desenvolvidos, mas foram recursos herdados de outros projetos e
sofreram ajustes para a sua implementação neste trabalho. Diferentemente, o serviço de atuação remota
via servidor OPCWeb foi programado no âmbito deste projeto antes de sua utilização. Entre os serviços
herdados de projetos anteriores, há o servidor de streaming de vídeo (WebCam) (ALVARES, 2005) que
utilizou Applets Java e os scripts CGI para comandos DNC (ALVARES, 2005), ambos são parte do serviço
de teleoperação.
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O cliente Web para integração e teste é desenvolvido em HTML, utilizando CSS, PHP e JavaScript
com biblioteca JQuery. Na programação desse módulo optou-se pelo uso de linguagens interpretadas (não
compiladas), mais leves, a fim de demonstrar a versatilidade da arquitetura implementada.
6.1 Servidor CNC-Focas1
O Servidor FOCAS1 (Fanuc Open CNC API Specifications 1) está localizado no CNC Fanuc 18i-ta
do centro de torneamento Galaxy 15M. O acesso a esse servidor é possível através de uma rede Ethernet
utilizando protocolo TCP/IP e API FOCAS1/Ethernet. Esse servidor é localizado na rede via socket confi-
gurado com IP 164.41.17.20 e porta 8193. A partir desse socket tem-se acesso às funções do protocolo de
aplicação FOCAS1/DNC1 que são executadas no CNC.
O Adaptador do servidor MTConnect é compilado junto com a API FOCAS 1 para que possa conectar-
se ao controlador e execute as funções de DNC. No desenvolvimento do Adaptador algumas dessas funções
foram encapsuladas a fim capturar informações relevantes para diferentes finalidades, que incluem parâ-
metros de fabricação e de status da máquina. A interface gráfica (GUI) desenvolvida no contexto deste
trabalho também comunica-se com esse servidor através de um servidor Web (WebDNC), e um browser
de Internet que executa requisições HTTP e que via socket envia uma estrutura de dados para o CNC,
implementando as funções disponibilizadas pelo protocolo FOCAS1/DNC1. Esse servidor é proprietário
da GE Fanuc, sendo instalado e configurado apenas no CNC. A API e driver de desenvolvimento FO-
CAS1/Ethernet está disponível apenas para a plataforma Windows, um dos motivos pelos quais optou-se
pelo desenvolvimento do Adaptador do servidor MTConnect em IDE Microsoft Visual Studio 2010 com
linguagem C#.Net, no sistema operacional Windows XP (a API Focas 1 não é compatível com versões
superiores do sistema operacional da Microsoft).
No Adaptador do servidor MTConnect cada função do protocolo FOCAS1/DNC corresponde a um
método, cada um com a tarefa de requisitar informações, que podem ser: Posição atual e comandada dos
eixos (X, Z e C), Avanço, Modo de operação (Auto, Edit, MDI e JOG), Velocidade do eixo rotacional
(Spindle), entre outros.
Na conexão com o servidor CNC-FOCAS1 através de um servidor Web pelo cliente (GUI), cada função
FOCAS1/DNC corresponde a um programa CGI, que possui rotinas que executam tarefas como: leitura de
dados enviados por formulário, montagem da streaming de dados a ser enviado; inicialização do socket (IP:
164.41.17.20, e porta do CNC: 8193); estabelecimento da comunicação via estrutura de dados FOCAS1;
envio e recebimento de streaming de dados, fechamento do socket; verificação do streaming de dados re-
cebido e; montagem da página HTML que é apresentada ao usuário com a resposta. Esses recursos foram
utilizados na implementação do sistema Webturning (ALVARES, 2005) que foi uma das principais referên-
cias de implementação para este trabalho. Faz-se maiores considerações acerca do fluxo de informações
entre o servidor FOCAS 1/Ethernet, o Adaptador MTConnect e o Cliente Web implementados no contexto
deste trabalho nas próximas seções deste capítulo.
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6.2 Servidor MTConnect
A implementação de um servidor MTConnect completo é o principal elo da arquitetura do sistema com
a Industria 4.0. Esse nova era da manufatura baseia-se no uso da Internet e em aplicações software baseadas
na Web com capacidade de processar fluxos de dados de fabricação. O MTConnect é um padrão bastante
versátil construído sobre outros padrões abertos e protocolos consolidados (XML, TCP/IP, HTTP) para a
Internet, facilitando o esforço de integração de dados em um ambiente industrial e permitindo maiores de
níveis de interoperabilidade entre dispositivos e operadores humanos, e entre dispositivos. Consequente-
mente, essas características fazem do MTConnect um padrão crítico para sistemas de IoT Industrial.
O servidor MTConnect compõe um serviço para transmissão de parâmetros de fabricação e de dados
sobre o status da máquina provenientes do controlador da máquina-ferramenta. Toda a estrutura do serviço
é composta por um dispositivo, que no contexto deste trabalho é representado pelo Servidor CNC Fanuc
18i-Ta, além do software Adaptador para esse controlador com API Focas 1 e pelo software Agente, estes
dois últimos instalados em uma mesma máquina, mas separados pelo servidor CNC-Focas1.
O Adaptador foi desenvolvido em linguagem C# na plataforma .Net (Dot Net) da Microsoft utilizando
IDE Visual Studio 2010. Parte da aplicação foi programada sobre um toolkit para Adaptador MTConnect
desenvolvido na MC2 Technical Session, conduzida por William Sobel, Chief Strategy Officer na System
Insights,inc., durante a MC2 Conference de 2013, e disponibilizado no repositório do MTConnect Ins-
titute (https://github.com/mtconnect/dot_net_sdk) sob licença livre. O principal tarefa na implementação
do Adaptador foi mapear as funções da biblioteca fwlib32.dll (driver Focas1), escritas em linguagem C,
e encapsulá-las em métodos de mais simples compreensão e manipulação na linguagem C# (C-Sharp).
O quadro da Tabela 6.1 lista algumas funções da biblioteca fwlib32.dll e os métodos sob os quais essas
funções foram encapsuladas.
Tabela 6.1: Encapsulamento das funções da biblioteca fwlib32.dll (Focas 1)
Funções da biblioteca fwlib32.dll Métodos da classeFocasGateway (Adaptador)
FWLIBAPI short WINAPI
cnc_allclibhndl3(const char ipaddr, unsigned
short port, long timeout, unsigned short
FlibHndl);




















A partir das funções mapeadas no Adaptador são produzidos os seguintes resultados e parâmetros:
conexão e desconexão com a máquina;
programa NC atual em execução (program)
bloco do programa em execução (block)
linha atual do programa (line)
a) status de execução (execution)
b) modo de operação controlador (mode)
c) status de parada de emergência (emergency stop)
d) ferramenta (tool ID)
d) número de peças produzidas (Part Count);
e) Avanço Atual dos Eixos (Actual Path Feedrate);
f) Avanço Atual em porcentagem (Actual Path Feedrate Override);
g) Posição atual dos eixos (Xact, Zact e Cact);
h) Posição comandada dos eixos (Xcomm e Zcomm);
i) Carga dos eixos (Xload, Zload e Cload);
j) Velocidade do eixo rotacional principal (Spindle Speed-S1speed);
k) Carga do eixo rotacional (Spindle Load - S1load) e;
l) Alarmes (relacionado ao elemento Condition - system, servo, communication, logic control, motion,
hardware, temperature, overload e overtravel).
Os códigos fonte das classes do Adaptador em que esses parâmetros são capturados está descrito nos
Apêndices C (Classe FocasGateway) e D (Classe FanucPath).
A operação do Adaptador é simplificada através de uma interface gráfica básica programada em Win-
dows Forms, conforme pode ser visualizado na Figura 6.2 abaixo.
A interface gráfica de inicialização do Adaptador é formada pelos campos de endereço IP e porta do
CNC da máquina, para inclusão do socket de comunicação com a máquina, além de campos para a inclusão
do endereço onde o software Agente localiza a transmissão de dados provenientes do Adaptador, a taxa
de atualização é definida internamente de modo fixo no próprio código fonte do Adaptador. Independente
do tempo de ciclo de transmissão definido no nível de aplicação, o que irá determinar se a serviço MT-
Connect operará em tempo real é a largura de banda do canal, nesse caso o serviço de Internet. Conforme
mencionado anteriormente, para a comunicação com a máquina-ferramenta o Adaptador é associado a API
FOCAS1/Ethernet da Fanuc através da instalação da biblioteca Fwlib32.dll. Esta biblioteca dá acesso a
116
Figura 6.2: Interface gráfica do Adaptador para GE Fanuc 18i
cerca de 300 funções para controle CNC/DNC. Nos Apêndices C e D é detalhado o código fonte associado
a programação do Adaptador do servidor MTConnect.
Após a conexão com a máquina-ferramenta, o Adaptador captura dados de parâmetros do CNC no
formato proprietário do fabricante do CNC e os converte em formato SHDR (Simple Hierarchical Data
Representation) , um protocolo de leitura simples, rápido e de baixa latência que é representado por barras
(|), e é associado ao formato para data/hora estabelecido pela ISO 8601, conforme é exemplificado a seguir:
2016-11-04T19:51:46843700Z | mode | MANUAL | Cload | 0,05 |
Nesse exemplo o adaptador lança na porta de rede especificada os valores dos parâmetros controller
mode (mode) e carga do eixo rotacional (Cload), juntamente com o valor de timestamp (data e hora).
O Agente extraí os nomes dos parâmetros e o valores nas barras, e a partir da estrutura de dados do
CNC definida no arquivo Devices.xml, constrói o streaming dados de saída em uma resposta XML do tipo
MTConnectStreams.
As informações são enviadas do dispositivo para o Adaptador e, em seguida, para o Agente de forma
contínua.
O software Agente possui código aberto que é disponibilizado pelo MTConnect Institute em sua conta
na plataforma Github (https://github.com/mtconnect/cppagent). A instalação foi realizada no mesmo PC
(host) que o Adaptador. A execução do instalador do Agente ocorre em duas etapas, a primeira consiste nas
rotinas básicas de transferência dos arquivos essenciais para o diretório de programas do sistema operaci-
onal e a introdução de parâmetros essenciais para a configuração do Agente (Figura 6.3). O segunda etapa
é quando os parâmetros de localização e funcionamento do Adaptador são vinculados ao Agente (Figura
6.4).
Após a execução do programa de instalação, houve a necessidade de configurar o Agente a fim de
associá-lo ao Adaptador do CNC Fanuc 18i-Ta. Com isso, no diretório de instalação do Agente, foi in-
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Figura 6.3: Instalação do Agente: configuração do Agente
Figura 6.4: Instalação do Agente: configuração do Adaptador
cluído o arquivo Fanuc-CNC3axis.txt e modificado o arquivo Agent.cfg. O primeiro é um arquivo template
com o modelo dos dados que serão capturados do dispositivo e que irá preencher automaticamente o ar-
quivo Devices.xml, localizado no diretório principal da instalação. O segundo é o arquivo de configuração
do Agente, onde são definidos parâmetros como localização do Adaptador na rede (host e port), dire-
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tório de esquemas XSD (XML Scheme File) (arquivos que baseiam-se na especificação, são fornecidos
pelo MTConnect Institute e suas versões são referenciadas em todos os cabeçalhos dos XMLs de res-
posta do Agente), configurações de log, porta em que o Agente está acessível, frequência de checkpoint e
ServiceName, que foi configurado com o nome MTConnectAgent. Os conteúdos completos dos arquivos
Devices.xml e Fanuc-CNC3axis.txt estão, respectivamente, nos Apêndices A e B, e os detalhes do arquivo
Agent.cfg na Figura 6.5.
Figura 6.5: Configurações do arquivo Agent.cfg
Após a instalação e a devida configuração do Agente, e a inicialização do Adaptador, é possível moni-
torar os parâmetros de CNC do centro de torneamento Romi Galaxy 15M. O Agente MTConnectAgent é
executado como um serviço no sistema operacional Windows XP da Microsoft, e fica disponível para ser
utilizado sempre que o sistema operacional é iniciado, atendendo as requisições de dados da aplicação cli-
ente. Testes bem-sucedidos foram realizados com o Agente sendo executado em outro PC da rede separado
do Adaptador. No entanto, optou-se pela praticidade de ter as duas aplicações sendo executadas no mesmo
computador. Durante a operação do servidor MTConnect os dados fluem na forma que ilustra a Figura 6.6.
Assim,através da Figura 6.7 é possível ter a visão detalhada da arquitetura do serviço MTConnect que
foi implementado.
O serviço pode ter como cliente remoto tanto estações de trabalho com acesso da Internet por meio de
um browser, como aplicações para dispositivos móveis.
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Figura 6.6: Servidor MTConnect - Fluxo de informação
Figura 6.7: Arquitetura detalhada do serviço MTConnect implementado
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6.3 Servidor OPCWeb
O paradigma da Industria 4.0 tem como um dos padrões promissores com potencial para impulsio-
nar essa nova era da manufatura o OPC-UA (Open Platform Communcations-United Archtecture). Este
protocolo evoluiu em relação ao seu predecessor, o OPC clássico, para possibilitar a independência de
plataforma e a possibilidade de prover a qualquer dispositivo um servidor OPC embarcado. No entanto,
no contexto deste trabalho, OPC-UA não foi tecnicamente utilizado, pois ainda é uma especificação em
desenvolvimento, possui um menor número de trabalhos como referências em relações ao OPC clássico,
sendo dessa forma um padrão ainda em processo de consolidação.
O padrão OPC-UA foi especialmente projetado, entre outros fatores, para melhorar o desempenho
do transporte de dados através de redes Intranet e Internet, uma vez que provê a utilização do protocolo
TCP otimizado, e a capacidade de aceitar padrões como Web Service, XML e HTTP. Para a proposta
deste trabalho utilizou-se como referência produções acadêmicas relacionadas a manipulação de servido-
res OPC-DA clássico através da Web (TORRISI et al., 2007; PANTONI; TORRISI; BRANDãO, 2007;
BALIEIRO, 2008; SAHIN; BOLAT, 2009; ABBAS; MOHAMED, 2011; TORRISI, 2011; MAHMOUD;
SABIH; ELSHAFEI, 2015) e o trabalhos que implementaram a especificação OPC XML-DA (TORRISI
et al., 2007; PANTONI; TORRISI; BRANDãO, 2007; BALIEIRO, 2008; TORRISI, 2011; YIN; ZHOU,
2012), para criar uma arquitetura que funcionalmente fosse similar a um servidor OPC-UA, que é um
padrão e uma tecnologia que pactua com a estratégia Indústria 4.0.
O servidor OPCWeb recebeu esse nome por integrar uma tecnologia existente e amplamente imple-
mentada, servidores OPC-DA, com um software gateway entre o OPC e a Web. Juntos esses módulos
fazem monitoramento, supervisão e o controle via internet de uma máquina-ferramenta CNC.
No que se refere a servidor OPC-DA, optou-se pela utilização de uma tecnologia existente. Foi selecio-
nado o KEPServerEX.V5 (versão 5.17.495.0) desenvolvido pela Kepware Technologies motivado pela sua
robustez e facilidade de uso. A interface gráfica da janela principal dessa ferramenta é exibida na Figura
6.8. Essa ferramenta foi configurada para operar como um servidor OPC-DA para execução em ambiente
Microsoft Windows XP.
Com o software servidor OPC-DA é possível a criação de entidades denominadas Canais (Channel),
Dispositivos (Devices), e aquelas previstas na norma, os Grupos (Group) e as Tags, itens dos grupos.
Dessa forma, para instanciar o servidor na rede, e posterior associação ao cliente OPC, foi criado o ca-
nal Galaxy. Neste canal foram adicionados dois elementos Devices, denominados rfanuc (read) e wfa-
nuc(write). Nestas duas entidades foram criadas para representar as tags de leitura separadamente das de
escrita do CLP (Controlador Lógico Programável) da máquina-ferramenta CNC, respectivamente. Os en-
dereços vinculados as tags foram mapeadas visualmente dos elementos da programação Ladder do CLP na
máquina-ferramenta CNC estudo de caso deste trabalho. As tags incluídas na entidade rfanuc correspon-
dem a endereços do CLP, que em sua maior parte, representam os parâmetros dos controles associados aos
LEDs dos botões painel de operações do CNC Fanuc 18i-Ta. Todos os endereços identificados representam
tags do tipo boolean, em que o estado dos controles alternam entre true ou false, equivalente aos estados
binários "0"(zero), geralmente correspondendo a desligado, ou "1"(um), representando o estado ligado.
As tags de pertencentes ao Device wfanuc são utilizadas para a atuação nos controles do painel de
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Figura 6.8: Janela inicial do software servidor OPC: KEPServerEX.V5 da Kepware Tecnologies.
operações do centro de torneamento, cujo acionamento é controlado por CLP. Todas também são do tipo
boolean, e tem os seus estados alterados pela aplicação cliente em "0"(desativado) ou "1"(ativado).
O conjunto de endereços mapeados do Ladder do CLP do controlador do centro de torneamento Galaxy
15M, vinculados aos respectivos identificadores das tags OPC são representados no quadro da Tabela 6.2.
As funções de CLP/PMC mapeadas não esgotam todas as opções de controle CLP da Galaxy 15M.
Os itens adicionados ao servidor OPCWeb tem a finalidade de demonstrar o controle e a supervisão dos
parâmetros controláveis por CLP da máquina-ferramenta de forma remota via Internet. Tanto na entidade
rfanuc quanto na wfanuc foram adicionados os controles associados às teclas do painel de operações e
sinais como:
• Modo de operação do controlador
Auto - Execução Automática;
Edit - Acessa edição de programas; MDI - Entrada de dados manual, usando para inserir um ou mais
blocos de dados manualmente;
Jog - Ativa a movimentação dos eixos por teclas direcionais.
• Execução do programa CNC
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Tabela 6.2: Tags mapeadas do ladder do controlador da máquina-ferramenta Romi Galaxy 15M
Grupo Tag Name Endereço Data Type Descrição
rfanuc
auto Y00010.5 Boolean LED tecla AUTO
blkdel Y00013.1 Boolean LED tecla BLOCK DELETE
coolauto Y00011.4 Boolean LED refrigeração automática
cooloff Y00013.7 Boolean LED refrigeração desligada
coolon Y00010.4 Boolean LED refrigeração ligada
cystart G00007.2 Boolean LED tecla C. START
doorclslkd R00219.1 Boolean Porta Fechada e Travada
dryrun Y00016.1 Boolean LED tecla DRY RUN
edit G00043.1 Boolean LED tecla EDIT
jog Y00014.5 Boolean LED tecla JOG
mcalarm Y00017.0 Boolean LED MC Alarm
mdi F00003.3 Boolean LED tecla MDI
ncalarm Y00016.0 Boolean LED NC Alarm
progtest Y00017.1 Boolean LED tecla PROG TEST
singblk Y00012.1 Boolean LED tecla SINGLE BLOCK
pwronoff R00510.0 Boolean Sinal de Máquina Ligada
wfanuc
wauto R00030.0 Boolean Aciona tecla AUTO
wblkdel Y00013.1 Boolean Aciona tecla BLOCK DELETE
wcoolauto R00033.4 Boolean Aciona tecla COOL. AUTO
wcooloff R00033.3 Boolean Aciona tecla COOL. OFF
wcoolon R00033.2 Boolean Aciona tecla COOL. ON
wcystart R00033.5 Boolean Aciona tecla C. START
wcystop R00033.6 Boolean Aciona tecla C. STOP
wdryrun Y00016.1 Boolean Aciona tecla DRY RUN
wedit R00030.1 Boolean Aciona tecla EDIT
wjog R00030.3 Boolean Aciona tecla JOG
wmdi R00030.2 Boolean Aciona tecla MDI
wprgtest Y00017.1 Boolean Aciona tecla PROG TEST
wsingblk Y00012.1 Boolean Aciona tecla SINGLE BLOCK
wxm R00031.6 Boolean Aciona tecla -X (MINUS)
wxp R00031.5 Boolean Aciona tecla +X (PLUS)
wzm R00032.0 Boolean Aciona tecla -Z (MINUS)
wzp R00031.7 Boolean Aciona tecla +Z (PLUS)
Single Block - Ativa/desativa a execução de programa bloco a bloco;
Block Delete - Ativa/desativa a eliminação de bloco. Qualquer bloco precedido de barra (/) é elimi-
nado.
• Acionamento ou não do eixo árvore
Dry Run - Ativa/Desativa teste de programa sem ligar eixo árvore;
Prg Test - Ativa/Desativa teste de programa sem movimentação da máquina.
• Ativação/Desativação de refrigeração
Coolant ON - Liga sistema de refrigeração;
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Coolant OFF - Desliga sistema de refrigeração.
Coolant AUTO - Refrigeração a acionada automaticamente durante a execução do programa.
• Ativação/interrupção do programa CNC
Cycle Start - Ativa execução de programa;
Cycle Stop - Interrompe execução de programa.
• Movimentação dos Eixos da Torre
+X/-X - Movimentação do eixo X na direção positiva ou negativa;
+Z/-Z - Movimentação do eixo Z na direção positiva ou negativa;
• Alarmes e Alertas
NC Alarm - Indicação de alarme de software;
MC Alarm - Indicação de alarme da máquina;
Door Closed-Locked - Sinal de porta fechada e travada.
Com a função de um gateway entre o servidor OPC-DA e os clientes OPC na Web, foram desenvol-
vidas duas soluções. A primeira utiliza-se um Web Service (RESTful) desenvolvido em linguagem Java,
utilizando API JAX-RS 1.1 (Java API for RESTful Web Services 1.1) e implementação de referência Jersey
1.19.3. A API JAX-RS fornece suporte ao desenvolvimento de Web Services baseado na arquitetura REST
(Representational State Tranfer) e provê um conjunto de anotações, classes e interfaces para expor uma
classe POJO (Plain Old Java Objects) como um RESTful, a fim permitir uma programação simplificada e
de alto nível. A Apêndice D mostra a classe POJO implementada no contexto deste trabalho com anotação
"@xmlRootElement", utilizada para serializar dados provenientes do servidor OPC em listas de dados em
formato XML.
O Jersey é um conjunto de APIs open source que representam uma forma de implementação, esten-
dendo JAX-RS com características adicionais e utilidades a fim simplificar ainda mais o desenvolvimento
de clientes e Web Services RESTful.
O Web Service gateway OPC foi implementado em IDE Eclipse Luna (4.4.2), com JDK 1.7, sendo
executado sobre o servidor Tomcat 7. Para comunicação com o servidor OPC-DA previamente instalado e
configurado, o Web Service utiliza API JOPCClient (versão 2.103). Esta API foi selecionada entre outras
opções existentes no mercado como a EasyOPC e a Open Scada, por ser a mais robusta para a programação
de aplicações cliente OPC. Essa biblioteca foi instalada e instanciada no código do Web Service, e auxiliou
na implementação da classe de leitura e de escrita para acessar as funções CLP/PMC mapeadas para as
tags definidas na implementação do servidor OPC-DA.
Uma classe na especificação JAX-RS é determinada como um recurso, na codificação do Web Service
uma classe que ilustra bem esse conceito o elemento RestOPCClient. Esta classe mapeia métodos HTTP
(PUT e GET) em operações CRUD (Create, Retrieve, Update e Delete), utilizados para ler e atualizar
o status dos controles no servidor OPC. A Figura 6.9 mostra um método dessa classe com a anotação
"@PUT", cuja função é atualizar o valor da tag do servidor OPC associada ao modo de operação do CNC,
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enviando como parâmetro um código (progSource) que representa a tag OPC, e em último nível do fluxo
de dados, a própria tecla do painel do CNC associada ao modo de operação.
Figura 6.9: Método da classe RestOPCClient com função de atualizar (write) o status de operação do
controlador
No método representado na Figura 6.9 apresentam mais três anotações: "@Produces", "@Consumes"e
"@Path". A primeira define o tipo de retorno da URI solicitada, que no caso do método é uma resposta do
tipo texto ("text/plain"). A anotação "@Consumes", contrariamente, tem a função de definir o tipo de mídia
que o recurso consome, que no caso desse método é do tipo text/plain, mas poderia ser definido com outras
extensões MIME como application/XML ou application/json, por exemplo. No "@Path"define-se o cami-
nho onde o recurso (método) pode ser localizado. Com isso, para acessar o recurso setMode(...) requer um
requisição da com a seguinte URI: http://{host}/opcServerRestGalaxy15M/write/program/{progSource}.
O Apêndice E apresenta maiores detalhes da programação da classe RestOPCClient Web Service RESTful.
A arquitetura de operação do serviço OPCWeb implementado com o Web Service RESTful ficou como
ilustra a Figura 6.10.
As segunda solução para o gateway do servidor OPCWeb foi desenvolvida utilizando a API OpenOPC
para Python, que é um toolkit para o desenvolvimento de clientes OPC baseado em linguagem Python. O
OpenOPC independe de plataforma, trabalhando tanto em Windows quanto em plataformas não Windows.
A API é instalada junto com um modulo que faz a comunicação com o servidor OPC-DA e funciona com
um serviço no sistema operacional, chamado OpenOPC gateway service.
Com a API foram desenvolvidos programas em Python para comunicação com o servidor OPC e exe-
cução das mesmas funções de leitura e escrita no CLP do centro de torneamento desenvolvidas para a
abordagem com Web Service. Nessa solução os programas em python são processados em um servidor
web Apache por meio do protocolo CGI (common gateway interface) através de requisições HTTP. Os
resultados dessas requisições representam mudanças no status de LEDs e funções do centro de tornea-
mento. Um exemplo de código python para efetuar o acionamento da função Cycle Start do controlador da
máquina-ferramento é exibido na Figura 6.11.
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Figura 6.10: Servidor de supervisão OPC via internet (OPCWeb) com Web Service RESTful
Figura 6.11: Programa python a acionar a tecla Cycle Start por meio da API OpenOPC
A programação utilizando python é simplificada, apenas algumas linhas código são suficientes para
conectar-se e interagir com o servidor OPC. A API e os programas foram executados no mesmo PC Win-
dows XP onde foi instalado o servidor OPC-DA (Kepware KEPServerEX.V5). Por essa alternativa de
desenvolvimento, o servidor OPCWeb recebeu a configuração apresentada na Figura 6.12. O Apêndice G
apresenta os detalhes dos códigos dos programas desenvolvidos em python para o servidor OPCWeb.
6.4 Servidor WebCam: Transmissão de Vídeo
Este servidor foi criado durante o desenvolvimento do sistema de teleoperação Webturning que faz parte
da metodologia de manufatura distribuída via internet Webmachining (ALVARES, 2005) e foi herdado por
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Figura 6.12: Servidor de supervisão OPC via internet (OPCWeb) com OpenOPC para python e protocolo
CGI
este projeto para compor os serviços de teleoperação da implementação do framework. O serviço como
um todo faz a captura de vídeo e áudio, e o envio de imagens e sons através da internet. Neste trabalho
aproveitou-se a função de transmissão de vídeo. O sistema (Figura 6.13) foi implementado em plataforma
Linux e é constituído por Applets Java, que monitoram a tela do CNC, o interior da máquina e o exterior.
As imagens são obtidas por uma placa de captura de imagens e convertidas em para o formato JPEG, e
depois enviadas ao cliente por streaming, via socket TCP/IP.
O cliente Web conecta o WebCam através sockets para a captura de imagens. É possível a captura
de até dezesseis entradas de vídeo, conversão das imagens em formato JPEG, gravação dessas imagens,
além de detecção de movimento. As imagens são transmitas para o cliente em um streaming de imagens
JPEG (cerca de 30 frames/segundo para cada processador de imagem por placa) que são animadas no lado
cliente através de Applets Java (ALVARES, 2005). O servidor WebCam estão disponível no endereço:
http://video.graco.unb.br.
O sistema WebCam é integrado ao sistema deste projeto por meio de sua incorporação a interface web
de monitoramento e teleoperação desenvolvida. As imagens das câmeras são disponibilizadas em frames
HTML e são alternadas pelo clique de botões que efetuam requisições HTTP/GET utilizando Javascript
JQuery. Nesta implementação foram disponibilizadas imagens das quatro câmeras da implementação ori-
ginal do servidor para o Webturning (ALVARES, 2005). O aumento no número de câmeras representaria
um atualização do sistema WebCam, possibilidade exequível devido a característica modular desse sistema.
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Figura 6.13: Sistema de monitoração por imagem WebCam (NetCam) (ALVARES, 2005)
O servidor WebCam mantem sistema implementado neste trabalho associado ao universo da aplicação
de telemanufatura como um mecanismo de aumentar a imersão do operador no chão-de-fábrica.
6.5 GUI CyberDNC - Cliente Web de Integração
A interface Web cliente (Figura 6.14) assume a função de elemento integrador dos servidores imple-
mentados da arquitetura do sistema, agregando controles que fazem requisições e recebem respostas na
forma de dados e informações através dos servidores MTConnect, OPCWeb, WebCam e WebCNC. Con-
forme foi citado em seções anteriores, parte dos servidores utilizados neste projeto foram herdados de
trabalhos anteriores, como o WebCam e o WebCNC (ALVARES, 2005), que compõem os serviços de te-
leoperação, e aqueles que foram desenvolvidos no âmbito deste trabalho, como os servidores MTConnect
e OPCWeb, para monitoramento e supervisão. Todos esses serviços são reunidos no cliente web desenvol-
vido para monitoramento e teleoperação através da internet utilizando um software browser. Esse cliente,
que é apresentado na Figura 6.14, é formado pelos seguintes componentes:
(A) Botões representando teclas do painel de operações do CNC do centro de torneamento. Esses botões
estão vinculados as requisições de escrita (HTTP/PUT) no servidor OPCWeb. As teclas representa-
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das na página Web são: Auto, Edit, MDI, JOG, Single Block, Block Delete, Dry Run, Prog Test,-X,
+X, -Z, +Z, Cycle Start, Cycle Stop, Coolant ON, Coolant OFF, Coolant Auto e Reset.
(B) Painel representado os LEDs das teclas do CNC e outros tipos de sinais, formado por imagens que
alteram de cor, conforme o estado dos controles se alteram no CNC. Sinal verde representa uma
tecla ativada, alarme acionado ou a porta do centro de torneamento fechada.
(C) Quadro para lançamento do streaming de dados resultante da comunicação com servidor MTConnect,
e que é acionado através do clique na tecla Start Streaming.
(D) Opções de comando remoto DNC selecionáveis através de botões de radio.
(E) Área para seleção câmeras e exibição de imagens do processo provenientes do servidor WebCam.
(F) Painel para a exibição de mensagens ou alertas do CNC.
(G) Área para a exibição da lista de programas NC gravados na memória do controlador.
Figura 6.14: Cliente Web: Interface gráfica de monitoramento e teleoperação
A programação dessa GUI requereu o uso dos seguintes recursos: linguagens HTML, PHP, CSS, scripts
CGI (programados em C++) e linguagem Javascript com plugin jQuery utilizando programação Ajax. Este
último recurso permite que as requisições sejam realizadas aos servidores e informações sejam atualizadas
129
dinamicamente na aplicação Web sem a necessidade da página ser recarregada a cada nova requisição
HTTP.
Os botões localizados no painel na parte esquerda da GUI (A) representam as teclas de acionamento
dos controles do painel do CNC e utilizam programação Ajax para enviar requisições HTTP para o servidor
OPCWeb com a finalidade de solicitar operações de atualização de parâmetros no servidor OPC, e assim
atualizar o status dos parâmetros no controlador da máquina. A cada clique em uma tecla uma requisição
é feita enviando um valor de parâmetro que altere o status de um controle para um dos estados binários:
"0"(zero) e "1"(um), representando respectivamente true ou false no servidor OPC.
Um procedimento de requisição utilizando jQuery.Ajax também é utilizado para atualizar o status de
cores do painel "LEDs"(B), destinado a supervisionar os controles das teclas ativas do painel de opera-
ções do controlador da máquina. Nesse caso é utilizado o método HTTP/GET para recuperar do servidor
OPCWeb o valor das tags ("0"ou "1"ou, false ou true) que representam o estado dos LEDs das teclas do
painel de operações do CNC. A taxa de atualização dessa função é de 1000ms (dois mil milisegundos),
definido na programação do script de controle desse módulo na GUI.
O biblioteca JQuery é conhecida e utilizada por facilitar a programação em JavaScript, e essa versatili-
dade foi empregada no desenvolvimento da função para realizar varredura dos itens de dados (DataItems)
provenientes do Agente MTConnect e transmitir os quadros localizados na área de principal da GUI (C) o
streaming de dados com os parâmetros selecionados. Em um intervalo fixo o cliente web faz uma requisi-
ção ao Agente MTConnect dos dados disponíveis. Estes correspondem aos dados que sofreram alteração
no CNC da máquina.
Logo abaixo do quadro de streaming MTConnect foram programadas com JQuery.Ajax as chamadas as
páginas HTML implementadas para o envio de requisições HTTP ao servidor CNC utilizando mecanismo
CGI (D). As páginas carregam valores de entrada que alimentam os parâmetros das funções de DNC
incorporadas nos scripts CGI. Nesta seção foram implementadas quatro operações: NC Program Download
(a máquina recebe um programa NC), Upload NC program (a máquina envia um programa NC), MDI,
Delete NC Program e List NC Programs.
A operação de Download de um programa requer que o arquivo com o programa NC seja selecionado
no sistema de diretórios do usuário. O programa é então enviado para a máquina CNC por intermédio
de um servidor Web (WebDNC) que processa o CGI e envia o comando DNC para o CNC do centro de
torneamento. Na operação de Upload o procedimento é inverso, o servidor CNC carrega o programa no
cliente mediante requisição. Nesse caso o número do programa (expresso no nome do programa), que
está salvo na memória do CNC, precisa ser informado na caixa de texto antes da submissão ao servidor
CNC. Na opção de excluir (Delete) um programa NC também é solicitado o código do programa antes de
requisitar a remoção ao servidor. O último botão tem a função de enviar um pedido para listar todos os
programas gravados na memória do CNC, o uso desse botão gera como resultado uma lista de programas
NC que exibida em uma área na parte inferior-direita da página (G).
A área à direita da GUI é formada pelo elemento contêiner(E) onde que são exibidos as transmissões
de vídeo das quatro câmeras controladas pelo servidor WebCam. Subjacente estão as teclas para acionar
as imagens de cada câmera individualmente (CAM1, CAM2, CAM3 e CAM4) e a opção "ALL"para abrir
a página do servidor WebCam (http://video.graco.unb.br) onde todas as imagens das câmeras são exibidas
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simultaneamente.
Abaixo dos botões para acionar as imagens das câmeras há um espaço (F) destinado a mostrar mensa-
gens de alerta provenientes do CNC, mas que são distribuídas pelo serviço MTConnect. Em um posição
subjacente e inferior a esse espaço de mensagens, há uma área(G) destinada a receber a lista de programa
NC salvos na memoria do CNC que é exibida como resposta após a requisição HTTP/CGI efetuada com o
clique no botão LIST NC.
Todos os serviços providos pelos servidores na arquitetura proposta ficam ativos e podem ser executa-
dos simultaneamente.
6.6 Análise da Implementação
O produto da metodologia de projeto axiomático (e projeto axiomático de software) juntamente com a
modelagem UML gerada orientou a sequência de implementação e o desenvolvimento do sistema de mo-
nitoramento e teleoperação via internet, que recebeu CyberDNC. Para a implementação da arquitetura do
framework foram utilizados padrões, tecnologias e conceitos relacionadas a Indústria 4.0 para um sistema
com funções para manufatura eletrônica. O principal elemento de estudo para realização do trabalho prá-
tico foi o centro de torneamento da marca Romi model Galaxy 15M provido com CNC Fanuc 18iTa. Entre
os servidores da arquitetura do sistema, uma parte foi herdada de um projeto anterior (ALVARES, 2005) e
a outra foi desenvolvida para este trabalho, todos com a finalidade básica de efetuar a plena comunicação
com a máquina-ferramenta remotamente através da internet.
O servidor de monitoramento implementado foi desenvolvido com a adoção de um protocolo candi-
dato a padrão para manufatura da quarta revolução industrial, o MTConnect. Utilizou-se do benefício
do livre acesso aos manuais dessa especificação e a disponibilidade de exemplos de desenvolvimentos
e códigos fonte na internet para auxiliar na construção desse servidor, que consistiu na programação do
Adaptador para o CNC Fanuc 18i e da instalação e configuração do Agente MTConnect pré-compilado
que disponibiliza às aplicações cliente na Web dados de fabricação provenientes do CNC do centro de
torneamento. O fato de a API e driver Focas 1 ser compatível com sistemas operacionais Microsoft até
a versão Windows XP, restringiu o desenvolvimento do software Adaptador a esse ambiente. O software
Agente foi desenvolvido para ser executado em sistemas Windows e o seu instalador foi compilado sob um
conjunto de parâmetros básicos, isso obrigou a realização de procedimentos manuais de configuração para
que o Agente disponibilizasse o streaming de dados de fabricação com a estrutura de dados do CNC Fanuc
18i-Ta.
Implementou-se um serviço de monitoramento e supervisão com o desenvolvimento do servidor OPCWeb.
Este servidor possui um elemento gateway que possibilita o acesso a um servidor OPC-DA COM (Com-
ponent Object Model) através da internet. Para desenvolvimento desse software gateway propôs-se duas
abordagens possíveis uma envolvendo um Web Service RESTful associado a API JOPCClient programado
em linguagem Java, na outra opção utilizou-se com programas escritos em linguagem Python associados a
API OpenOPC para acesso ao servidor OPC através do mecanismo CGI com requisições HTTP. A solução
utilizando Web Service resultou em uma maior complexidade na programação, devido própria robustez da
linguagem Java com a API JAX-RS e necessidade de serialização de dados para transmissão ao cliente Web
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a cada requisição HTTP de atualização. A alternativa utilizando scripts em python envolveu uma menor
complexidade de programação, uma vez que o servidor OPC pode ser acessado e ter os valores dos seus
itens alterados através de um número reduzido de linhas código.
As atividades de teleoperação implementadas integram o sistema ao contexto das ferramentas de tele-
manufatura. A incorporação do servidor de vídeo WebCAM (http://video.graco.unb.br) e o de comando
remoto via internet, WebDNC, à arquitetura do sistema ocorreu com o desenvolvimento da interface cli-
ente web de monitoramento e teleoperação do CyberDNC. As imagens das câmeras no servidor WebCam
são alternadas e exibidas na GUI do CyberDNC através de requisições HTTP programadas em Javascript
JQuery. As imagens de vídeo são carregas em um elemento contêiner do tipo frame do HTML. Para o
servidor WebCNC foram utilizados botões do tipo radio que quando selecionados efetuam uma requisição
HTTP/GET que carrega em um frame as páginas HTML com caixas de texto utilizadas na inclusão de pa-
râmetros que compõem as entradas dos programas CGI que são executados no servidor Web. Os programas
CGI carregam as funções de DNC (entrada manual, download, upload, exclusão e listagem de programas
NC) que quando processadas efetuam comandos que são executados no controlador do centro de tornea-
mento. A integração dos servidores de teleoperação não resultou de um trabalho com a complexidade que
representou o desenvolvimento dos servidores de monitoramento/supervisão, pois são apenas requisitados
em uma interface HTML através de simples métodos JQuery (Javascript).
Como um sistema de apoio a manufutura, o CyberDNC compõe o grupo das aplicações para a Indústria
4.0 devido as caracteristicas dos servidores que incopora, na foram de serviços, e pelo potencial de novos
desenvolvimentos que sugere a partir de sua arquitetura. A capacidade de monitorar dados de um processo
de fabricação transmitidos em um formato universal favorece uma maior integração vertical e horizontal
em uma empresa de manufatura. Em futuras aplicações baseadas nessa arquitetura, dados capturados
podem ser salvos em bancos de dados que possibilitarão que análises desses dados apoiem tomadas de
decisões mais efetivas. O uso de teleoperação através da internet identifica a aplicação implementada
com as aplicações de telepresença baseadas na nuvem citadas por Kagermann et al. (KAGERMANN;
WAHLSTER; HELBIG, 2013). A arquitetura proposta e implementada mapeia virtualmente dispositivos
de fabricação ao permitir que a máquina-ferramenta possa ser monitorada remotamente e a possiblidade
de atuação na máquina. A facilidade de obter dados do status de produção em uma baixa resolução de
tempo garante maior transparente do processo dentro da cadeia produtiva, isso está alinhado com potencial
da IoT. Segundo Lins (LINS, 2015), a IoT utilizará o monitoramento e a possiblidade de operação remota
para envolver terceiros (por exemplo, fornecedores) em novos serviços para a manufatura.
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Capítulo 7
Testes e Validação da Arquitetura do
Framework
Os testes foram conduzidos com base na avaliação de funcionamento através de casos de uso. Estes
incluem aqueles definidos durante a modelagem UML na metodologia (Figura 5.22) através do cliente
web de monitoramento e teleoperação implementado. Esse cliente é avaliado durante todas as etapas de
teste. O procedimento de teste e validação adotado neste trabalho foca na demonstração de funciona-
mento do sistema com base em casos de uso, tendo como referência na comunidade acadêmica trabalhos
relacionados ao desenvolvimento de metodologias no âmbito da manufatura eletrônica (ALVARES, 2005;
BENAVENTE, 2007; SOUZA-JÚNIOR, 2008; BENAVENTE, 2011).
Os casos de uso do sistema permitem dividir os testes com base na avaliação por servidor, iniciando
pelo servidor de monitoramento MTConnect, em que é verificada a capacidade do Agente em conectar-
se com diferentes clientes Web baseados em PC, através de browser ou aplicação desktop, e aplicação
para dispositivo móvel Android. Nessa etapa o CNC da máquina-ferramenta e ajustado para execução
simulada (controle Prog Test) e modo automático, executando linha-por-linha um programa NC (Apêndice
F) selecionado.
As outras fases de teste coincidem com a avaliação dos outros servidores, como o servidor OPC para
Web (OPCWeb), e os servidores WebCNC e WebCam de teleoperação. Todos esses servidores foram ava-
liados apenas com base no funcionamento do cliente web do CyberDNC, que foi desenvolvido no âmbito
deste trabalho. O WebCNC foi avaliados com o CNC da máquina-ferramenta no modo de entrada ma-
nual de dados (MDI), momento em que foram testados outros casos de uso (Figura 5.22) implementados,
como: download, upload, exclusão e listagem de programa NC, e envio de comandos por entrada ma-
nual. Avaliou-se o funcionamento dos servidores OPCWeb e WebCam durante todo o fluxo de testes, pois
ficaram ativos durante os testes dos outros dois servidores.
Logo abaixo, na Figura 7.1, é apresentada a FMC (Célula Flexível de Manufatura, traduzido do inglês)
do GRACO/UNB (http://www.graco.unb.br) com o centro de torneamento Galaxy 15M, CNC Fanuc 18i-Ta
(unidade de processamento), que é o elemento físico fundamental para a condução do trabalho de projeto,
desenvolvimento, teste e validação da proposta deste trabalho.
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Figura 7.1: FMC com centro de torneamento Romi Galaxy 15 e CNC Fanuc 18i-Ta (TEIXEIRA, 2006)
A FMC da Figura 7.1 também é composta por uma unidade de manipulação e transporte de materiais
(manipulador robótico), uma unidade de inspeção (micrômetro laser), uma unidade de armazenamento de
peças (pallet), um AGV e por um sistema de controle (Unidade de Gerenciamento).
O propósito básico de todo o trabalho de teste é a comunicação com o controlador (Fanuc 18i-Ta) do
centro de torneamento.
7.1 Servidor MTConnect: Monitoramento
A avaliação do serviço de monitoramento MTConnect procedeu através de testes de conectividade,
inicialmente entre o Adaptador MTConnect e o CNC da Romi Galaxy 15M, sucedido pela demonstração
da comunicação entre o Agente e diferentes clientes Web.
A comunicação entre Adaptador e o controlador Fanuc 18i é verificada através de um procedimento
trivial. Com o CNC da máquina-ferramenta ligado e o Adaptador MTConnect inicializado, abriu-se o
prompt de comandos do Windows XP em modo administrador para que a seguinte linha fosse digitada e
executada:
C:\ WINDOWS \ system32> telnet localhost 7878
O protocolo de rede TELNET foi utilizado para acessar a porta 7878 do computador, em que o Adap-
tador transmite um streaming de dados no formato SHDR(Simple Hierarchical Data Representation), após
da conexão com o CNC. Através da demonstração apresentada na Figura 7.2 foi possível constatar que o
Adaptador é funcional. A conexão entre o software Adaptador e o CNC é possível graças a instalação e
configuração da API Focas 1 associada ao driver fwlib32.dll, que deve ser instalado no diretório system32
do sistema operacional Windows.
Com os parâmetros do Adaptador definidos para disponibilizar o streaming de dados para o Agente no
computador local na porta 7878, e introduzindo que o dispositivo (CNC) está localizado no socket com IP
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Figura 7.2: Dados de saída do Adaptador: conexão entre o CNC e o Adaptador
164.41.17.20 e porta 8193, o comando telnet dá acesso a transmissão de dados de forma instantânea.
O teste de monitoramento principal ocorre por meio da conexão entre o Agente MTConnect e diferentes
clientes com acesso a Internet. Para isso, alguns clientes disponíveis na Internet com licenças de uso livres
e a GUI de monitoramento e teleoperação desenvolvida no âmbito trabalho foram selecionados como
elementos de análise dos serviços de monitoramento. Esses testes foram realizados após a seleção de um
programa NC (Apêndice F) localizado na memória do CNC, para execução em modo teste (tecla Prog Test
acionada). Abaixo são listados cada caso e os resultados obtidos:
a) MTConnect Monitor - Interface para Browser (https://github.com/pmcoltrane/MTConnect-JS)
Este é um cliente MTConnect criado por Phil Coltrane (https://pmcoltrane.wordpress.com/) e foi
desenvolvido essencialmente em linguagem JavaScript com plugins JQuery. O procedimento de
funcionamento da aplicação é simples. Em uma caixa de texto intitulada Agent o usuário digita
o endereço URL do Agente, em uma segunda caixa de texto chamada "Proxy"é automaticamente
introduzida a localização do arquivo proxy, que é usado na programação Ajax (Asynchronous Javas-
cript and XML) desse cliente para possibilitar que arquivos XML localizados em um domínio fora
do computador local possam ser requisitados e recebidos como resposta. Outro parâmetro que pode
ser alterado é o intervalo (Interval) de atualização que é definido em segundos. Com os parâmetros
introduzidos, o clique no botão "Monitor"inicia transmissão de dados de fabricação. A Figura 7.3
ilustra o resultado obtido no teste com o Agente MTConnect para a máquina Romi Galaxy 15M e
cliente MTConnect.
A inicialização do streaming de dados nessa aplicação gera dinamicamente um conjunto de ele-
mentos contêineres alinhados horizontalmente onde são dispostos os nomes dos parâmetros com os
respectivos valores, que são atualizados com base no intervalo de requisição. Semelhantemente a
um sistema sinótico, as cores dos elementos são atualizadas com base nos valores dos itens de dados
e condições. Parâmetros com valores indisponíveis (unavailable) por padrão ganham a cor cinza
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escuro, valores numéricos disponíveis adquirem um tom cinza claro, parâmetros de condição (Con-
dition) com status Normal recebem a cor verde, em caso de alarme no CNC a condição associada ao
mesmo muda para a cor amarela, indicando o status Warning. Como esses testes foram realizados
com a opção Single Block ativada, ou seja, o programa NC é executado linha por linha, necessitando
de um comando de execução (Cycle Start) a cada nova linha, é possível visualizar os diferentes
status de cores com base no estado de execução do CNC (Execution): Active, Ready, Stopped ou
Interrupted.
Figura 7.3: Cliente Web: MTConnect Monitor (https://github.com/pmcoltrane/MTConnect-JS)
b) Cliente GUI de Monitoramento e Teleoperação (http://cyberdnc.alvarestech.com)
Este cliente foi desenvolvido durante a implementação computacional da arquitetura do proposta
neste trabalho. É acessível via browser e o funcionamento do seu serviço de monitoramento assemelha-
se ao do cliente descrito anteriormente.
Nessa aplicação a configurações de URL do Agente são definidas internamente, sendo um cliente
específico para monitoramento do centro de torneamento Romi Galaxy 15M com CNC Fanuc 18i-Ta.
Em um primeiro momento o funcionamento desse cliente MTConnect foi avaliado com o CNC ativo,
em modo automático para o processamento do programa selecionado (Apêndice F). As teclas Single
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block e Prog Test foram mantidas ativas, a fim de que programa fosse executado, respectivamente,
em uma linha por vez e sem movimentação dos eixos.
Após a inicialização do streaming, os dados foram recebidos com exatidão. Os parâmetros selecio-
nados para monitoramento foram projetados nos quadros da área principal da GUI e correspondiam
aos dados monitorados através das imagens de vídeo transmitidas pelas câmeras instaladas sobre a
tela do CNC. Uma vista desse cliente Web recebendo dados do CNC do centro de torneamento pode
ser conferida na Figura 7.4.
Figura 7.4: Comunicação entre o servidor MTConnect e a GUI de teleoperação e monitoramento com o
CNC em Controller Mode automático
Uma segundo parte dos testes com esse cliente foi realizada com o centro de torneamento em modo
manual (Jog), a fim de que através da movimentação dos eixos da máquina manualmente um alarme
fosse intencionalmente provocado, para que a transmissão de parâmetros de condição (Process Con-
dition) da máquina pudesse ser testada. O resultado é apresentado na Figura 7.5. É possível perceber
que com a execução do programa NC parado, o parâmetro Controller Mode foi atualizado para
Manual, e o parâmetro Rotary Mode foi atualizado para Spindle.
Movimentando o eixo linear Z até o fim de curso com auxilio das teclas direcionais, o CNC produziu
um alerta de sistema, pois para o controlador não havia eixos associados ao alarme, conforme pode
ser visualizado na Figura 7.5. Por uma questão de segurança, não tentou-se avaliar outros tipos con-
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Figura 7.5: Teste da transmissão dos parâmetros de condição (Condition) pelo servidor MTConnect
dições e também não foram identificadas novas fontes de alarme. Apesar representar uma avaliação
relativamente simplificada, o resultado pode ser considerado representativo, pois no código fonte do
Adaptador há uma classe exclusiva para o tratamento de condições, que foi repetidamente depurada
e até o momento desse teste não foram identificados erros de codificação relevantes.
c) Cliente GRIMA/UFSC - MTConnect Project (http://www.grima.ufsc.br/mtc_project)
Esta aplicação é parte projeto MTConnect Client Application Project , e foi desenvolvido âmbito das
atividades do GRIMA (Group of Manufacturing Integration), o Grupo de Pesquisa em Integração Da
Manufatura, do Departamento de Engenharia Mecânica da Universidade Federal de Santa Catarina.
O cliente foi desenvolvido em linguagem Java e agrega funções de monitoramento e supervisão.
Neste cliente sucessivos testes de conecxão foram efetuados. Verficou-se uma que o servidor dessa
aplicação apresenta restrição de acesso à rede e os IPs utilizado nos testes iniciais. Uma mudança de
IP permitiu a conexão e a execução do applet java tanto via browser quanto no computador local.
A Figura 7.6 apresenta o início dos testes após a inclusão dos parâmetros de entrada para conexão e
o carregamento da interface principal de usuário. Em seguida, foi adicionado o Agente MTConnect
do Cyberdnc (http://cyberdnc.alvarestech.com:5000) que no momento dos testes não possuía um
domínio próprio e foi testado no host local na porta 5000 (http://164.41.45.17:5000).
Após a introdução de simples parâmetros de entrada, foi aberta interface inicial (Figura 7.6). É
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importante destacar que para acessar a aplicação é necessário a instalação da versão mais atual da
Java JRE(Java Runtime Environment).
Figura 7.6: Cliente MTConnect Grima: conexão com a aplicação
A Figura 7.7 mostra o carregamento automático dos valores do parâmetros disponibilizados pelo
Agente MTConnect e o início do monitoramento. A partir desse streaming de dados foram selecio-
nados os parâmetros de velocidade do eixos rotacional (Spindle Speed) e a carga desse eixo (Cload)
para serem projetados dois gráficos de linha, conforme ilustra a Figura 7.8. Esse recurso tem um
potencial muito grande para o desenvolvimento de trabalhos futuros envolvendo a análise gráfica
desses tipos de parâmetros de fabricação.
d) Aplicação Android - GTMTC-Lite
O GTMTC-Lite é uma aplicação para dispositivo móvel Android que possui como atributo capturar
a velocidade do eixo rotacional (Spindle Speed).
Nesta aplicação para iniciar a transmissão de dados é necessário incluir a URL e clicar no botão com
a descrição do Agente adicionado (Figura 7.9), o streaming de dados começa automaticamente.
Com auxílio dos controles de supervisão e comando remoto DNC da GUI CyberDNC os parâmetro
de velocidade rotacional foi ajustado para três velocidades: 1000, 2000 e 3000 rpm. O resultado
desses comandos foram transmitidos para a aplicação com uma resolução de tempo visualmente
baixa. A Figura 7.10 exibe o registro de quando a velocidade nominal do spindle foi alterada para
2000 rpm.
É importante destacar que durante o teste para comunicação com o Agente MTConnect foram efetua-
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Figura 7.7: Cliente MTConnect Grima: carregamento de dados após inclusão do Agente
Figura 7.8: Cliente MTConnect Grima: projeção de gráficos de linha
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Figura 7.9: Cliente mobile GTMTC-Lite: Inclusão de Agente
Figura 7.10: Cliente mobile GTMTC-Lite: streaming de dados da velocidade do spindle
das conexões simultâneas de dois ou mais desses clientes. Neste trabalho não foi avaliado a consequência
do acesso simultâneo no desempenho final do serviço de monitoramento. No entanto, é importante citar
que sob as condições em que esses testes foram feitos não foi possível assegurar a existência de um mo-
nitoramento em tempo real, pois não foram realizados testes com esse foco e a conexão com a internet
disponível para teste possui uma largura de banda de 100 Mbps (cem megabits por segundo), velocidade
abaixo dos atuais serviços de conexão com a internet disponíveis no mundo.
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7.2 Servidor OPCWeb: Supervisão
Um pré-teste realizado durante a implementação desse servidor utilizando Web Service RESTful como
componente gateway apresentou falhas no funcionamento desse middleware. Exceções geradas no servi-
dor Tomcat revelou problemas na execução de classes relacionadas a API JAX-RS. Obteve-se sucesso na
conexão inicial com servidor OPC-DA através da API JOPCClient, o que não foi possível constatar nas
tentativas de interação com o servidor OPC através de requisições de leitura e escrita. Para esse pré-teste foi
utilizado o plugin para navegador Mozilla Firefox chamado RESTClient. A implementação bem-sucedida
do servidor OPCWeb através dessa alternativa requererá um maior esforço de análise sobre o funciona-
mento da API JAX-RS com Jersey e da API JOPCClient, para que novos testes possam se conduzidos e
está opção possa ser validade. É importante destacar que interfaces RESTful já foram empregadas de forma
bem-sucedida como extensão do OPC-UA (GRÜNER; PFROMMER; PALM, 2015; GRÜNER; PFROM-
MER; PALM, 2016).
AS dificuldade inerentes a implementação do servidor de supervisão OPCWeb utilizando Web Ser-
vice abriu espaço para os testes com a implementação alternativa utilizando pequenos programas python
associados a API OpenOPC (Apêndice G), que são executados a partir de requisições HTTP utilizando
mecanismo CGI. Com essa opção o servidor OPCWeb foi utilizado como serviço de apoio tanto durante os
testes do servidor MTConnect quanto nos teste do servidor WebCNC que será apresentado na próxima se-
ção. Nesses testes os controles relacionados a atividade de supervisão funcionaram adequadamente, tanto
na leitura quanto na atualização de parâmetros de CLP mapeados através das tags do servidor OPC-DA.
7.3 Servidores de Teleoperação: WebCNC e WebCam
A única opção de cliente disponível para validação desse serviço foi aquele implementado neste traba-
lho. O teste consistiu em comunicar-se com o servidor CNC e executar a operação de DNC requisitada.
Lembrando que as opções de comandos DNC implementadas foram: Download de Programa NC, Upload
de Programa NC, comando MDI (entrada manual de dados), Deletar programa e listar programas NC.
a) Listar Programas NC
Nesta opção envia-se a requisição HTTP/CGI com um simples clique no botão, conforme ilustra
Figura 7.11. O resultado é apresentado na parte inferior direita da GUI.
b) Download de programa NC
O procedimento de teste é trivial. Na GUI, selecionou-se o botão "NC Program Download"e no
formulário que foi aberto no frame na parte inferior da página selecionou-se a opção para carregar
um arquivo. A Figura 7.12 apresenta a utilização dessa função.
c) Upload de Programa
Esta função trabalha com a introdução do nome programa na caixa de texto do formulário HTML,
representado pelo número que consta em seu cabeçalho, e submete a requisição. O resultado aparece
na própria página, conforme ilustra a Figura7.13.
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Figura 7.11: Listando programas NC salvos na memória do CNC
Figura 7.12: Função de download de programa NC no CNC
d) MDI
A opção de comando manual é aberta e na área de texto foi digitado um simples comando "S1000
M3"que tem a função de acionar o eixo rotacional principal do centro de torneamento a 1000 rpm
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Figura 7.13: Função de upload de programa NC do CNC
no sentido horário. Nesse procedimento foram utilizadas as imagens da câmera em frente ao display
do CNC, que faz parte do serviço WebCam, para a confirmação do envio do comando. Esses passos
são demonstrados nas Figuras 7.14 e 7.15.
Figura 7.14: Escrevendo Comando Manual (MDI)
e) Deletar Programa NC
Este comando funcionou adequadamente, porém o CNC possui uma restrição à exclusão de progra-
mas NC através dos comandos DNC, conforme evidenciam as Figuras 7.16.
Vários casos de teste utilizaram o serviço de câmeras (WebCam), de forma que sua importância é
essencial nas atividades de teleoperação (Figura 7.17) como mecanismo de realimentação para as atividades
de comando remoto.
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Figura 7.15: Enviando Comando Manual (MDI)
7.4 Análise dos Testes e Validação
A arquitetura do Framework implementado é modular isso permitiu que os testes de validação do
sistema fossem executadas por serviço, representado pelos servidores de dados e comando remoto.
O servidor de Monitoramento MTConnect foi avaliado com base na disponibilidade de diferentes cli-
entes desse serviço. Neste trabalho foram testados três casos, os dois primeiros casos foram clientes web
desenvolvidos essencialmente em HTML e JavaScript, executando rotinas de requisição e atualização da
página web com programação Ajax. A utilização desses recursos evidenciam a versatilidade e simplici-
dade do protocolo MTConnect. O último cliente testado foi desenvolvido em linguagem Java e possui
recursos mais sofisticados para monitoramento e supervisão, no entanto, seu uso apresentou restrições de
acesso. Contrariando o resultado desse último caso, o servidor MTConnect demonstrou sua utilidade pois,
foi acessado por duas aplicações na Internet com êxito.
As características técnicas do Web Service RESTful, que foi especificado para interagir com fontes
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Figura 7.16: Função de Deletar Programa NC
Figura 7.17: GUI CyberDNC e o funcionamento do serviço de imagens de vídeo WebCam
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de dados, apresenta esse recurso como uma proposta promissora para o desenvolvimentos associados a
servidores OPC para a construção de aplicações compartilhadas. No entanto, no âmbito deste trabalho,
problemas de ordem técnica na utilização de Web Service RESTful lançaram a necessidade de se utilizar
uma solução alternativa envolvendo o uso de programas python associados a API OpenOPC e mecanismo
CGI para a realização via internet de supervisão e comando remoto do centro de torneamento Romi Galaxy
15M.
mas com da realização de novos testes e de um trabalho de depuração da lógica dessa aplicação, para
que possa ser aperfeiçoado para que interaja de forma efetiva com um servidor OPC, e assim, fazê-lo
disponível na Web de forma confiável.
As rotinas de teleoperação associadas a comando remoto (WebCNC) possuem um funcionamento ba-
seado em requisições HTTP com programas CGI. É um serviço com uma complexidade menor em relação
a outros serviços do framework e o tempo resposta não é um fator critico para a sua utilização, em compa-
ração com atividades como monitoramento e supervisão. Essas fatores reduz suas as chances de falha.
A GUI CyberDNC de teleoperação e monitoramento desenvolvido como parte da arquitetura de imple-
mentação neste trabalho demonstrou bastante estabilidade durantes os testes, associado ao fato de possuir




Neste capítulo são apresentadas as conclusões gerais acerca da implementação da arquitetura do fra-
mework proposto, da metodologia empregada e a sobre a relação dos resultados obtidos com o paradigma
da Indústria 4.0. Também elencou-se possíveis propostas de trabalhos futuros que gerem contribuições
para o desenvolvimento dos estudos voltados para os sistemas manufatura remota dentro do contexto das
fábricas inteligentes.
8.1 Conclusões do Trabalho
Este trabalho reuniu elementos do conceito de Manufatura Remota via internet, como a teleoperação, e
das tecnologias de monitoramento disponíveis, associados às propostas tecnológicas para a manufatura da
quarta revolução industrial (Indústria 4.0) com o propósito de conceber uma arquitetura de um framework
que integrasse monitoramento, supervisão e teleoperação através da internet e estivesse em conformidade
o esse novo paradigma da indústria de manufatura. Nesse sentido, foi implementado um sistema web
com base nessa arquitetura, de forma que essa plataforma pudesse ser implementada e testes de validação
pudessem ser efetuados.
Com o propósito de fornecer uma visão ampla das funções previstas na arquitetura foi empregada a
modelagem IDEF0. Este recurso deu ao framework um aspecto modular em que cada elemento nos dife-
rentes níveis desse diagrama correspondesse a um serviço ou atividade a ser implementada. A arquitetura
geral definida pelo IDEF0 auxiliou na definição das necessidades dos clientes do projeto, informações bá-
sicas para iniciar o processo de projeto axiomático. Durante a implementação dessa metodologia aqueles
conjuntos de parâmetros de projeto identificados como classes foram tratados dentro de uma abordagem
de projeto axiomático de software, tendo como referência o modelo V para o projeto de software orientado
a objeto.
O uso do projeto axiomático para projeto detalhado do sistema possibilitou que fosse definida uma
sequência de implementação. Também foi obtido como resultado a relação entre os módulos que formam
as principais classes do Adaptador MTConnect. Como produto final esses módulos foram reunidos em um
diagrama classes.
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O AD (Axiomatic Design) é geralmente aplicado em projetos complexos que envolvem muitos módu-
los, gerando bons resultados no projeto inicial de sistemas que envolvem apenas dispositivos, dispositivos
e software, ou apenas software, mas que as informações e referências sobre o produto são muito poucas ou
inexistentes. Com base nisso e nos resultado obtido com aplicação do AD no âmbito do projeto sistema
implementado, é possível qualificar o projeto axiomático como adequado para o desenvolvido de sistemas
no contexto da Indústria 4.0.
A implementação do serviço de monitoramento da arquitetura envolveu uma adequação dos recursos
disponíveis em termos equipamentos e software, como a API e driver de comunicação com CNC Fanuc
18i, o Focas 1, que é compatível apenas com sistemas operacionais Windows, em versão não superior ao
Windows XP. Foi necessário conciliar essas restrições com fato de viabilizar a operação de um serviço em
que a velocidade de processamento e transmissão de dados são fatores-chave que influenciam na qualidade
dos dados fornecidos. Observando isso, verificou-se que esse era um contexto ideal para explorar a versati-
lidade do padrão MTConnect. Um Adaptador pode ser desenvolvido em várias linguagens de programação,
neste trabalho o Adaptador foi programado em linguagem C#.Net, escolha parcialmente motivada pelo fato
do driver (fwlib32) para comunicação com o CNC Fanuc 18i ser projetado para plataforma Windows, visto
que a plataforma .Net (Dot Net) foi originalmente projetada para sistemas operacionais Microsoft. Dessa
forma, foi possível obter um Adaptador estável, sem problemas de compatibilidade.
Ainda tratando do serviço de monitoramento, a implementação do software Agente requereu conheci-
mento sobre o funcionamento e a configuração de um Agente MTConnect, pois o software foi projetado
de maneira a permitir a configuração para operar com um número limitado de estruturas de dados de dis-
positivos CNC. Com isso, houve a necessidade de configura-lo manualmente no diretório de instalação,
sendo necessário a alteração de parâmetros no arquivo Agent.cfg, que contem parâmetros do Agente e do
Adaptador, e a modificação da estrutura do arquivo Devices.xml, que possui a estrutura de dados CNC do
centro de torneamento. Esse esforço de configuração resultou na comunicação esperada entre Agente e
Adaptador.
O procedimento de teste do serviço MTConnect envolveu diferentes clientes Web acessando o Agente.
Nesse teste de conectividade verificou-se que mais de um cliente conectou-se ao software e dele requisitou
e recebeu como resposta o streaming com dados de fabricação provenientes do CNC Fanuc 18i-Ta. Esse
teste validou o sistema como uma aplicação multiplataformas, pois o Agente transmitiu dados para clientes
web em um browser, um cliente desenvolvido com applets Java e uma aplicação para dispositivo móvel.
O serviço de supervisão proposto tem uma relação com o servidor de monitoramento, pois ambos
fornecem dados úteis com potencial de alimentar bancos de dados em serviços de supervisão mais robustos,
que envolvam processamento e análises de dados com estatísticas sobre os processos de fabricação e a
planta como um todo. Neste trabalho, um dos desafios foi desenvolver um serviço em que um servidor
OPC estivesse acessível via Internet e possuísse características que funcionalmente fossem similares as
de um servidor OPC-UA, que é um padrão declarado como que reúne os atributos para um padrão da
Indústria 4.0. Para isso, foram propostas duas soluções alternativas, a primeira envolve o uso de um Web
Service RESTful como elemento gateway entre o servidor OPC e o cliente na Web. A segunda solução
envolveu a utilização da API OpenOPC para Python, em que a comunicação com o servidor OPC e,
consequentemente, com o CLP do centro de torneamento, baseia-se em requisições HTTP associadas a
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programas escritos em python que são executados através de mecanismo CGI. Essa segunda alternativa foi
a de implementação mais rápida e prática, e também a que garantiu o adequado funcionamento do serviço
de supervisão do sistema.
No que se refere a teleoperação, a maioria dos módulos de software foram herdados de projetos an-
teriores, como o programas CGI utilizada na execução de comandos DNC remotamente, e o servidor de
imagem (WebCam) da FMC. Nas funções implementadas usando mecanismo CGI o tempo de resposta
não é considerado um fator crítico, de forma que as limitações desse protocolo nesse ponto não afetaram a
usabilidade do sistema. O servidor WebCam, através de uma avaliação restritamente visual, demonstrou-se
adequado para a atividade de teleoperação.
A integração de todos os servidores e serviços implementados em uma página Web requereu majoritari-
amente o uso de linguagens de programação para Web. O uso de HTML com CSS possibilitou a construção
de um layout de interface que deu a GUI aspecto mais amigável ao usuário, fazendo com que os diferentes
tipos de serviço fossem organizados em área específicas da página. O uso de JavaScript com plugin JQuery
e aplicação de programação Ajax deu a aplicação um modo de operação mais lógico e mais usabilidade,
uma vez que com Ajax o usuário não necessita recarregar a página para que uma atualização seja efetuado
no HTML. O uso de uma arquivo proxy desenvolvido em PHP foi o que viabilizou a requisição e recepção
streaming de dados provenientes do Agente MTConnect, uma vez que Ajax sem o auxílio de um proxy não
faz requisições a arquivos externos ao diretório da aplicação. A opção por usar exclusivamente linguagens
script e interpretadas, sem a necessidade de compiladores, no desenvolvimento de todo esse cliente Web
serviu para ilustrar a versatilidade do sistema.
8.2 Sugestões para Trabalhos Futuros
A seguir são apresentados algumas sugestões para trabalhos futuros a serem desenvolvidas no sentido
ajudar a desenvolver a manufatura remota via Internet associada às facilidades propostas pela estratégia
Indústria 4.0:
• Implementar o Agente MTConnect e o Web Service do servidor OPCWeb integrados a um sistema
de banco de dados, sendo executados na Nuvem. Isso produziria um serviço de supervisão baseado
em análise de bases de dados disponíveis para uso por diferentes tipos de aplicações Web.
• Produzir uma metodologia que integre diferentes dispositivos CNC em uma única plataforma situada
na Nuvem, com características similares de uma rede social, mas formada por máquinas CNC, onde
todas as informações sobre esses dispositivos possam ser encontradas, o funcionamento dessas má-
quinas possa ser avaliado e intervenções possam ser efetuadas por usuários autorizados em qualquer
parte do mundo.
• Desenvolver uma aplicação que utilize análises dinâmicas de dados provenientes de serviços MT-
Connect (CNC) e OPC(CLP) para a produção de estratégias de otimização de processos de fabrica-
ção em malha fechada.
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• Utilizar um serviço MTConnect associado ao padrão STEP-NC (ISO 14649) para disponibilizar
informações de fabricação de alto nível para aplicações situadas na Internet.
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Este apêndice apresenta a estrutura do arquivo Devices.xml, que corresponde a um dos elementos es-
senciais para a adequada configuração software Agente dentro da arquitetura de uma aplicação MTCon-
nect. Esse arquivo descreve toda estrutura de dados que com o parâmetros do CNC da máquina que são
monitorados através do servidor MTConnect.
1 <?xml v e r s i o n = " 1 . 0 " e n c o d i n g ="UTF−8"?>
2 <MTConnectDevices xmlns =" urn : mtconnec t . o rg : MTConnectDevices : 1 . 1 "
3 xmlns : x s i =" h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema−i n s t a n c e "
4 x s i : s chemaLoca t ion =" urn : mtconnec t . o rg : MTConnectDevices : 1 . 1
5 h t t p : / / www. mtconnec t . o rg / schemas / MTConnectDevices_1 . 1 . xsd ">
6 <Header b u f f e r S i z e ="130000" i n s t a n c e I d ="1" c r e a t i o n T i m e ="2014−11−06T19 : 2 1 : 4 5 "
7 s e n d e r =" l o c a l " v e r s i o n = " 1 . 1 " / >
8 <Devices >
9 <Device sampleRa te = " 1 0 . 0 " name=" RomiGalaxy15M " i s o 8 4 1 C l a s s ="1" uu id =" F18i " i d =" d1">
10 < D e s c r i p t i o n m a n u f a c t u r e r ="UNB" s e r i a l N u m b e r =" F 1 8 i t a " > </ D e s c r i p t i o n >
11 < Data I t ems >
12 < Data I t em c a t e g o r y ="EVENT" i d =" Id1 " name=" a v a i l " t y p e ="AVAILABILITY" > </ DataI tem >
13 </ Data I t ems >
14 <Components >
15 <Axes name=" Axes " i d ="A">
16 <Components >
17 < R o t a r y name="C" i d =" c ">
18 < Data I t ems >
19 < Data I t em c a t e g o r y ="SAMPLE" i d =" cspd " name=" Cact " t y p e ="ANGLE"
20 u n i t s ="DEGREE" subType ="ACTUAL" > </ DataI tem >
21 < Data I t em c a t e g o r y ="SAMPLE" i d =" Cload " name=" Cload " t y p e ="LOAD"
22 u n i t s ="NEWTON" > </ DataI tem >
23 < C o n s t r a i n t s >
24 <Value >SPINDLE </ Value >
25 <Value >INDEX</ Value >
26 <Value >CONTOUR</ Value >
27 <Value >UNAVAILABLE</ Value >
28 </ C o n s t r a i n t s >
29 </ DataI tem >
30 < Data I t em c a t e g o r y ="CONDITION" i d =" Cove r load " name=" Cove r load " t y p e ="LOAD"/ >
31 < Data I t em c a t e g o r y ="CONDITION" i d =" Ctemp " name=" Ctemp " t y p e ="TEMPERATURE"/ >
32 </ Data I t ems >
33 </ Rotary >
34 < R o t a r y name="S1 " i d =" b">
35 < Data I t ems >
36 < Data I t em c a t e g o r y ="SAMPLE" i d =" S1speed " name=" S1speed " t y p e ="SPINDLE_SPEED"
37 u n i t s ="REVOLUTION/MINUTE" subType ="ACTUAL" > </ DataI tem >
38 < Data I t em c a t e g o r y ="SAMPLE" i d =" S1speedc " name=" S1speedc " t y p e ="SPINDLE_SPEED"
39 u n i t s ="REVOLUTION/MINUTE" subType ="COMMANDED" > </ DataI tem >
40 < Data I t em c a t e g o r y ="SAMPLE" i d =" S1 load " name=" S1 load " t y p e ="LOAD"
41 u n i t s ="NEWTON" > </ DataI tem >
42 < Data I t em c a t e g o r y ="SAMPLE" i d =" r f u n c " name=" r f u n c " t y p e ="ROTARY_MODE">
43 < Data I t em c a t e g o r y ="CONDITION" i d =" S 1 o v e r l o a d " name=" S 1 o v e r l o a d " t y p e ="LOAD"/ >
44 < Data I t em c a t e g o r y ="CONDITION" i d =" S1temp " name=" S1temp " t y p e ="TEMPERATURE"/ >
45 </ Data I t ems >
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46 </ Rotary >
47
48 < L i n e a r name="X" i d =" x">
49 < Data I t ems >
50 < Data I t em c a t e g o r y ="SAMPLE" i d =" Xact " name=" Xact " t y p e ="POSITION"
51 u n i t s ="MILLIMETER" subType ="ACTUAL" > </ DataI tem >
52 < Data I t em c a t e g o r y ="SAMPLE" i d ="Xcomm" name="Xcomm" t y p e ="POSITION"
53 u n i t s ="MILLIMETER" subType ="COMMANDED" > </ DataI tem >
54 < Data I t em c a t e g o r y ="SAMPLE" i d =" Xload " name=" Xload " t y p e ="LOAD" u n i t s ="NEWTON">
55 </ DataI tem >
56 < Data I t em c a t e g o r y ="CONDITION" i d =" Xover load " name=" Xover load " t y p e ="LOAD"/ >
57 < Data I t em c a t e g o r y ="CONDITION" i d ="Xtemp " name="Xtemp " t y p e ="TEMPERATURE"/ >
58 < Data I t em c a t e g o r y ="CONDITION" i d =" X t r a v e l " name=" X t r a v e l " t y p e ="POSITION "/ >
59 </ Data I t ems >
60 </ L inea r >
61 < L i n e a r name="Y" i d =" y">
62 < Data I t ems >
63 < Data I t em c a t e g o r y ="SAMPLE" i d =" Yact " name=" Yact " t y p e ="POSITION"
64 u n i t s ="MILLIMETER" subType ="ACTUAL" > </ DataI tem >
65 < Data I t em c a t e g o r y ="SAMPLE" i d ="Ycomm" name="Ycomm" t y p e ="POSITION"
66 u n i t s ="MILLIMETER" subType ="COMMANDED" > </ DataI tem >
67 < Data I t em c a t e g o r y ="SAMPLE" i d =" Yload " name=" Yload " t y p e ="LOAD" u n i t s ="NEWTON">
68 </ DataI tem >
69 < Data I t em c a t e g o r y ="CONDITION" i d =" Yover load " name=" Yover load " t y p e ="LOAD"/ >
70 < Data I t em c a t e g o r y ="CONDITION" i d ="Ytemp " name="Ytemp " t y p e ="TEMPERATURE"/ >
71 < Data I t em c a t e g o r y ="CONDITION" i d =" Y t r a v e l " name=" Y t r a v e l " t y p e ="POSITION "/ >
72 </ Data I t ems >
73 </ L inea r >
74 < L i n e a r name="Z" i d =" z ">
75 < Data I t ems >
76 < Data I t em c a t e g o r y ="SAMPLE" i d =" zp " name=" Zac t " t y p e ="POSITION"
77 u n i t s ="MILLIMETER" subType ="ACTUAL" > </ DataI tem >
78 < Data I t em c a t e g o r y ="SAMPLE" i d ="zcom " name="Zcomm" t y p e ="POSITION"
79 u n i t s ="MILLIMETER" subType ="COMMANDED" > </ DataI tem >
80 < Data I t em c a t e g o r y ="SAMPLE" i d =" Zload " name=" Zload " t y p e ="LOAD"
81 u n i t s ="NEWTON" > </ DataI tem >
82 < Data I t em c a t e g o r y ="CONDITION" i d =" Z o v e r l o a d " name=" Z o v e r l o a d " t y p e ="LOAD"/ >
83 < Data I t em c a t e g o r y ="CONDITION" i d =" Ztemp " name=" Ztemp " t y p e ="TEMPERATURE"/ >
84 < Data I t em c a t e g o r y ="CONDITION" i d =" Z t r a v e l " name=" Z t r a v e l " t y p e ="POSITION "/ >
85 </ Data I t ems >
86 </ L inea r >
87 </ Components >
88 </ Axes >
89 < C o n t r o l l e r name=" C o n t r o l l e r " i d =" c o n t ">
90 < Data I t ems >
91 < Data I t em t y p e ="MESSAGE" name=" message " c a t e g o r y ="EVENT" i d =" message " > </ DataI tem >
92 < Data I t em c a t e g o r y ="EVENT" i d =" e s t o p " name=" e s t o p " t y p e ="EMERGENCY_STOP" > </ DataI tem >
93 < Data I t em t y p e ="PART_COUNT" name=" p a r t _ c o u n t " c a t e g o r y ="EVENT" i d =" p a r t _ c o u n t " > </ DataI tem >
94 < Data I t em c a t e g o r y ="CONDITION" i d =" cc1 " name="comm" t y p e ="COMMUNICATIONS" > </ DataI tem >
95 < Data I t em c a t e g o r y ="CONDITION" i d =" cc3 " name=" mot ion " t y p e ="MOTION_PROGRAM" > </ DataI tem >
96 < Data I t em c a t e g o r y ="CONDITION" i d =" cc4 " name=" l o g i c " t y p e ="LOGIC_PROGRAM" > </ DataI tem >
97 < Data I t em c a t e g o r y ="CONDITION" i d =" cc6 " name=" sys tem " t y p e ="SYSTEM" > </ DataI tem >
98 </ Data I t ems >
99 <Components >
100 < Pa th i d =" p a t h " name=" p a t h ">
101 < Data I t ems >
102 < Data I t em t y p e ="ACTIVE_AXES" name=" Act_axes " c a t e g o r y ="EVENT" i d =" aAxes " > </ DataI tem >
103 < Data I t em c a t e g o r y ="EVENT" i d =" b l o c k " name=" b l o c k " t y p e ="BLOCK" > </ DataI tem >
104 < Data I t em c a t e g o r y ="EVENT" i d =" e x e c u t i o n " name=" e x e c u t i o n " t y p e ="EXECUTION" > </ DataI tem >
105 < Data I t em c a t e g o r y ="EVENT" i d ="mode " name="mode " t y p e ="CONTROLLER_MODE" > </ DataI tem >
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106 < Data I t em c a t e g o r y ="EVENT" i d =" program " name=" program " t y p e ="PROGRAM" > </ DataI tem >
107 < Data I t em c a t e g o r y ="EVENT" i d =" l i n e " name=" l i n e " t y p e ="LINE" > </ DataI tem >
108 < Data I t em t y p e ="PATH_FEEDRATE" name=" p a t h _ f e e d r a t e " c a t e g o r y ="SAMPLE" i d =" p a t h _ f e e d r a t e "
109 u n i t s ="MILLIMETER /SECOND" subType ="ACTUAL" > </ DataI tem >
110 < Data I t em t y p e ="PATH_FEEDRATE" name=" p a t h _ f d r o v r " c a t e g o r y ="SAMPLE" i d =" p a t h _ f d r o v r "
111 u n i t s ="PERCENT" subType ="OVERRIDE" > </ DataI tem >
112 < Data I t em t y p e ="PATH_POSITION" name=" p a t h _ p o s i t i o n " c a t e g o r y ="SAMPLE" i d =" p a t h _ p o s i t i o n "
113 u n i t s ="MILLIMETER_3D" c o o r d i n a t e S y s t e m ="WORK" > </ DataI tem >
114 < Data I t em t y p e ="TOOL_ID" name=" t o o l _ i d " c a t e g o r y ="EVENT" i d =" t o o l _ i d " > </ DataI tem >
115 < Data I t em c a t e g o r y ="CONDITION" i d =" cc2 " name=" temp " t y p e ="TEMPERATURE" > </ DataI tem >
116 < Data I t em c a t e g o r y ="CONDITION" i d =" cc5 " name=" ha rdware " t y p e ="HARDWARE" > </ DataI tem >
117 </ Data I t ems >
118 </ Path >
119 </ Components >
120 </ C o n t r o l l e r >
121 <Systems name=" s y s t " i d =" s y s t ">
122 < E l e c t r i c name=" e l e c t r i c " i d =" e l ">
123 < Data I t ems >
124 < Data I t em name=" p w r _ s t a t e " i d =" ps " t y p e ="POWER_STATE" c a t e g o r y ="EVENT"/ >
125 </ Data I t ems >
126 </ E l e c t r i c >
127 </ Systems >
128 <Door i d =" d " name=" door ">
129 < Data I t ems >
130 < Data I t em i d =" ds " c a t e g o r y ="EVENT" name=" door " t y p e ="DOOR_STATE"/ >
131 </ Data I t ems >
132 </ Door >
133 </ Components >
134 </ Device >
135 </ Devices >
136 </ MTConnectDevices >
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B. ARQUIVO FANUC - CNC3AXIS.TXT
Este arquivo texto é um elemento que integra as configurações do Agente MTConnect quando da sua
instalação. O arquivo associa um dispositivo máquina-ferramenta de três eixos com CNC Fanuc a estrutura
dados descrita logo em abaixo. Seu uso é dispensável caso o arquivo Devices.xml tenha sido modificado
manualmente.
1 <Device sampleRa te = " 1 0 . 0 " name=" RomiGalaxy15M " i s o 8 4 1 C l a s s ="1" uu id =" F18i " i d =" d1">
2 < D e s c r i p t i o n m a n u f a c t u r e r ="UNB" s e r i a l N u m b e r =" F 1 8 i t a " > </ D e s c r i p t i o n >
3 < Data I t ems >
4 < Data I t em c a t e g o r y ="EVENT" i d ="#### Id1 " name=" a v a i l " t y p e ="AVAILABILITY" > </ DataI tem >
5 </ Data I t ems >
6 <Components >
7 <Axes name=" Axes " i d ="A">
8 <Components >
9 < R o t a r y name="C" i d =" c ">
10 < Data I t ems >
11 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### cspd " name=" Cact " t y p e ="ANGLE"
12 u n i t s ="DEGREE" subType ="ACTUAL" > </ DataI tem >
13 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### Cload " name=" Cload " t y p e ="LOAD"
14 u n i t s ="NEWTON" > </ DataI tem >
15 < C o n s t r a i n t s >
16 <Value >SPINDLE </ Value >
17 <Value >INDEX</ Value >
18 <Value >CONTOUR</ Value >
19 <Value >UNAVAILABLE</ Value >
20 </ C o n s t r a i n t s >
21 </ DataI tem >
22 < Data I t em c a t e g o r y ="CONDITION" i d ="#### Cove r load " name=" Cove r load " t y p e ="LOAD"/ >
23 < Data I t em c a t e g o r y ="CONDITION" i d ="#### Ctemp " name=" Ctemp " t y p e ="TEMPERATURE"/ >
24 </ Data I t ems >
25 </ Rotary >
26 < R o t a r y name="S1 " i d =" b">
27 < Data I t ems >
28 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### S1speed " name=" S1speed " t y p e ="SPINDLE \ _SPEED"
29 u n i t s ="REVOLUTION/MINUTE" subType ="ACTUAL" > </ DataI tem >
30 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### S1speedc " name=" S1speedc " t y p e ="SPINDLE \ _SPEED"
31 u n i t s ="REVOLUTION/MINUTE" subType ="COMMANDED" > </ DataI tem >
32 < Data I t em c a t e g o r y ="SAMPLE" i d =" S1 load " name ="#### S1load " t y p e ="LOAD"
33 u n i t s ="NEWTON" > </ DataI tem >
34 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### r f u n c " name=" r f u n c " t y p e ="ROTARY\_MODE">
35 < Data I t em c a t e g o r y ="CONDITION" i d ="#### S 1 o v e r l o a d " name=" S 1 o v e r l o a d " t y p e ="LOAD"/ >
36 < Data I t em c a t e g o r y ="CONDITION" i d ="#### S1temp " name=" S1temp " t y p e ="TEMPERATURE"/ >
37 </ Data I t ems >
38 </ Rotary >
39 < L i n e a r name="X" i d =" x">
40 < Data I t ems >
41 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### Xact " name=" Xact " t y p e ="POSITION"
42 u n i t s ="MILLIMETER" subType ="ACTUAL" > </ DataI tem >
43 < Data I t em c a t e g o r y ="SAMPLE" i d ="####Xcomm" name="Xcomm" t y p e ="POSITION"
44 u n i t s ="MILLIMETER" subType ="COMMANDED" > </ DataI tem >
45 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### Xload " name=" Xload " t y p e ="LOAD"
164
46 u n i t s ="NEWTON" > </ DataI tem >
47 < Data I t em c a t e g o r y ="CONDITION" i d ="#### Xover load " name=" Xover load " t y p e ="LOAD"/ >
48 < Data I t em c a t e g o r y ="CONDITION" i d ="#### Xtemp " name="Xtemp " t y p e ="TEMPERATURE"/ >
49 < Data I t em c a t e g o r y ="CONDITION" i d ="#### X t r a v e l " name=" X t r a v e l " t y p e ="POSITION "/ >
50 </ Data I t ems >
51 </ L inea r >
52 < L i n e a r name="Z" i d =" z ">
53 < Data I t ems >
54 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### zp " name=" Zac t " t y p e ="POSITION"
55 u n i t s ="MILLIMETER" subType ="ACTUAL" > </ DataI tem >
56 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### zcom " name="Zcomm" t y p e ="POSITION"
57 u n i t s ="MILLIMETER" subType ="COMMANDED" > </ DataI tem >
58 < Data I t em c a t e g o r y ="SAMPLE" i d ="#### Zload " name=" Zload " t y p e ="LOAD"
59 u n i t s ="NEWTON" > </ DataI tem >
60 < Data I t em c a t e g o r y ="CONDITION" i d ="#### Z o v e r l o a d " name=" Z o v e r l o a d " t y p e ="LOAD"/ >
61 < Data I t em c a t e g o r y ="CONDITION" i d ="#### Ztemp " name=" Ztemp " t y p e ="TEMPERATURE"/ >
62 < Data I t em c a t e g o r y ="CONDITION" i d ="#### Z t r a v e l " name=" Z t r a v e l " t y p e ="POSITION "/ >
63 </ Data I t ems >
64 </ L inea r >
65 </ Components >
66 </ Axes >
67 < C o n t r o l l e r name=" C o n t r o l l e r " i d =" c o n t ">
68 < Data I t ems >
69 < Data I t em t y p e ="MESSAGE" name=" message " c a t e g o r y ="EVENT" i d ="#### message " > </ DataI tem >
70 < Data I t em c a t e g o r y ="EVENT" i d ="#### e s t o p " name=" e s t o p " t y p e ="EMERGENCY\ _STOP" > </ DataI tem >
71 < Data I t em t y p e ="PART \_COUNT" name=" p a r t \ _c oun t " c a t e g o r y ="EVENT" i d ="#### p a r t \ _c ou n t ">
72 </ DataI tem >
73 < Data I t em c a t e g o r y ="CONDITION" i d ="#### cc1 " name="comm" t y p e ="COMMUNICATIONS" > </ DataI tem >
74 < Data I t em c a t e g o r y ="CONDITION" i d ="#### cc3 " name=" mot ion " t y p e ="MOTION\_PROGRAM" > </ DataI tem >
75 < Data I t em c a t e g o r y ="CONDITION" i d ="#### cc4 " name=" l o g i c " t y p e ="LOGIC \_PROGRAM" > </ DataI tem >
76 < Data I t em c a t e g o r y ="CONDITION" i d ="#### cc6 " name=" sys tem " t y p e ="SYSTEM" > </ DataI tem >
77 </ Data I t ems >
78 <Components >
79 < Pa th i d =" p a t h " name=" p a t h ">
80 < Data I t ems >
81 < Data I t em t y p e ="ACTIVE \ _AXES" name=" Act \ _axes " c a t e g o r y ="EVENT" i d ="#### aAxes " > </ DataI tem >
82 < Data I t em c a t e g o r y ="EVENT" i d ="#### b l o c k " name=" b l o c k " t y p e ="BLOCK" > </ DataI tem >
83 < Data I t em c a t e g o r y ="EVENT" i d ="#### e x e c u t i o n " name=" e x e c u t i o n " t y p e ="EXECUTION" > </ DataI tem >
84 < Data I t em c a t e g o r y ="EVENT" i d ="####mode " name="mode " t y p e ="CONTROLLER\_MODE" > </ DataI tem >
85 < Data I t em c a t e g o r y ="EVENT" i d ="#### program " name=" program " t y p e ="PROGRAM" > </ DataI tem >
86 < Data I t em c a t e g o r y ="EVENT" i d ="#### l i n e " name=" l i n e " t y p e ="LINE" > </ DataI tem >
87 < Data I t em t y p e ="PATH\ _FEEDRATE" name=" p a t h \ _ f e e d r a t e " c a t e g o r y ="SAMPLE" i d ="#### p a t h \ _ f e e d r a t e "
88 u n i t s ="MILLIMETER /SECOND" subType ="ACTUAL" > </ DataI tem >
89 < Data I t em t y p e ="PATH\ _FEEDRATE" name=" p a t h \ _ f d r o v r " c a t e g o r y ="SAMPLE" i d ="#### p a t h \ _ f d r o v r "
90 u n i t s ="PERCENT" subType ="OVERRIDE" > </ DataI tem >
91 < Data I t em t y p e ="PATH\ _POSITION " name=" p a t h \ _ p o s i t i o n " c a t e g o r y ="SAMPLE" i d ="#### p a t h \ _ p o s i t i o n "
92 u n i t s ="MILLIMETER \ _3D" c o o r d i n a t e S y s t e m ="WORK" > </ DataI tem >
93 < Data I t em t y p e ="TOOL\ _ID " name=" t o o l \ _ i d " c a t e g o r y ="EVENT" i d ="#### t o o l \ _ i d " > </ DataI tem >
94 < Data I t em c a t e g o r y ="CONDITION" i d ="#### cc2 " name=" temp " t y p e ="TEMPERATURE" > </ DataI tem >
95 < Data I t em c a t e g o r y ="CONDITION" i d ="#### cc5 " name=" ha rdware " t y p e ="HARDWARE" > </ DataI tem >
96 </ Data I t ems >
97 </ Path >
98 </ Components >
99 </ C o n t r o l l e r >
100 <Systems name=" s y s t " i d =" s y s t ">
101 < E l e c t r i c name=" e l e c t r i c " i d =" e l ">
102 < Data I t ems >
103 < Data I t em name=" pwr \ _ s t a t e " i d ="#### ps " t y p e ="POWER\ _STATE" c a t e g o r y ="EVENT"/ >
104 </ Data I t ems >
105 </ E l e c t r i c >
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106 </ Systems >
107 <Door i d =" d " name=" door ">
108 < Data I t ems >
109 < Data I t em i d ="#### ds " c a t e g o r y ="EVENT" name=" door " t y p e ="DOOR\ _STATE"/ >
110 </ Data I t ems >
111 </ Door >
112 </ Components >
113 </ Device >
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C. CLASSE DO ADAPTADOR FOCASGATEWAY
Está representa a principal classe do Adaptador MTConnect, ela encapsula os métodos definidos na
classe que faz a comunicação com a API Focas 1, recebe os valores dos parâmetros do CNC, que são
disponibilizados pela aplicação no socket onde o Agente MTConnect recebe os dados de fabricação e
transmite via protocolo HTTP.
1
2 u s i n g System ;
3 u s i n g System . C o l l e c t i o n s ;
4 u s i n g System . C o l l e c t i o n s . G e n e r i c ;
5 u s i n g System . ComponentModel ;
6 u s i n g System . Windows . Forms ;
7 u s i n g System . Data ;
8 u s i n g System . Drawing ;
9 u s i n g System . Linq ;
10 u s i n g System . Text ;
11 u s i n g System . IO ;
12 u s i n g System . T h r e a d i n g ;
13 u s i n g System . Net ;
14 u s i n g System . Net . S o c k e t s ;




19 u s i n g MTConnect ;
20
21 p u b l i c c l a s s FocasGateway
22 {
23
24 s t r i n g Dev ice IP ;
25 u s h o r t D e v i c e P o r t ;
26 p u b l i c boo l mConnected = f a l s e ;
27 u s h o r t F l i b H n d l = 0 ; / / u F l i b H n d l =0;
28 s h o r t r e t ;
29





35 / / A b e r t u r a de conexão com o c o n t r o l a d o r da máquina p a r a um u n i c o Pa th
36
37 p u b l i c boo l c o n n e c t ( r e f u s h o r t a F l i b H n d l )
38 {
39 i f ( a F l i b H n d l == 0)
40 {
41
42 Dev ice IP = " 1 6 4 . 4 1 . 1 7 . 2 0 " ;
43 D e v i c e P o r t = 8193 ;
44 Conso le . W r i t e L i n e ( " C o n n e c t i n g t o Machine a t {0} and p o r t { 1 } " , DeviceIP , D e v i c e P o r t ) ;
45 r e t = Focas1 . cnc \ _ a l l c l i b h n d l 3 ( DeviceIP , De v i cePo r t , 10 , o u t F l i b H n d l ) ;
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46 a F l i b H n d l = F l i b H n d l ;
47
48 i f ( r e t == Focas1 .EW\_OK)
49 {
50 mConnected = t r u e ;
51
52 }
53 e l s e
54 {
55 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : CNC C o n n e c t i o n F a i l e d . " ) ;
56 }
57 }
58 e l s e
59 {
60 F l i b H n d l = a F l i b H n d l ;
61 }
62 r e t u r n mConnected ;
63 }
64
65 / / Fechamento de conexão com o s e r v i d o r no CNC
66
67 p u b l i c vo id d i s c o n n e c t ( )
68 {
69
70 Focas1 . cnc \ _ f r e e l i b h n d l ( F l i b H n d l ) ;
71 mConnected = f a l s e ;
72 }
73
74 / / Ler o avanço a t u a l do caminho
75 p u b l i c i n t g e t A c t u a l F e e d R a t e ( )
76 {
77 Focas1 .ODBACT b = new Focas1 .ODBACT ( ) ;
78 r e t = Focas1 . cnc \ _ a c t f ( F l ibHndl , b ) ;
79 i n t r = 0 ;
80 i f ( r e t == Focas1 .EW\_OK)
81 {
82 r = b . d a t a ;
83 }
84 e l s e
85 {
86 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : A c t u a l FeedRate ( F ) C a p t u r e F a i l e d . " ) ;
87 }
88 r e t u r n r ;
89 }
90
91 / / Ler o avanço f o r n e c i d o d u r a n t e a programação da máquina
92 p u b l i c i n t getCommandedFeedRate ( )
93 {
94 Focas1 .ODBMDL\ _3 command = new Focas1 .ODBMDL\ _3 ( ) ;
95 r e t = Focas1 . cnc \ _modal ( F l ibHndl , 103 , 1 , command ) ;
96 i n t r = 0 ;
97 i f ( r e t == Focas1 .EW\_OK)
98 {
99 r = command . aux . aux \ _ d a t a ;
100 }
101 e l s e
102 {
103 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : Commanded FeedRate ( F ) C a p t u r e F a i l e d . " ) ;
104 }




108 / / Ler a v e l o c i d a d e do e i x o r o t a c i o n a l
109
110 p u b l i c i n t [ ] g e t S p i n d l e S p e e d ( )
111 {
112 Focas1 .ODBACT2 b = new Focas1 .ODBACT2 ( ) ;
113 r e t = Focas1 . cnc \ _ a c t s 2 ( F l ibHndl , −1, b ) ;
114 i n t [ ] r = { 0 , 0 } ;
115
116 i f ( r e t == Focas1 .EW\_OK)
117 {
118 r [ 0 ] = b . d a t a [ 0 ] ;
119 r [ 1 ] = b . d a t a [ 1 ] ;
120 }
121 e l s e
122 {
123 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : A c t u a l S p i n d l e Speed ( F ) C a p t u r e F a i l e d " ) ;
124 }
125 r e t u r n r ;
126 }
127
128 / / Ler os dados de p o s i ç ã o da a b s o l u t a ( comandada ) dos e i x o s c o n t r o l a d o s
129
130 p u b l i c i n t [ ] ge tMachineAxesPos ( )
131 {
132 Focas1 . ODBAXIS bx = new Focas1 . ODBAXIS ( ) ;
133 r e t = Focas1 . cnc \ _ a b s o l u t e 2 ( F l ibHndl , −1, 4 + 4 ∗ 3 , bx ) ;
134 i n t [ ] r = { 0 , 0 , 0 } ;
135 i f ( r e t == Focas1 .EW\_OK)
136 {
137 r = bx . d a t a ;
138 }
139 e l s e
140 {
141 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : A b s o l u t e Axis P o s i t i o n C a p t u r e f a i l e d " ,
142 " Adap te r E r r o r . " ) ;
143 }
144 r e t u r n r ;
145 }
146
147 / / Ler os dados de p o s i ç ã o r e l a t i v a dos e i x o s
148
149 p u b l i c i n t [ ] g e t R e l a t i v e A x e s P o s ( )
150 {
151
152 i n t [ ] r = { 0 , 0 , 0 } ;
153 i f ( r e t == Focas1 .EW\_OK)
154 {
155 Focas1 . ODBAXIS brx = new Focas1 . ODBAXIS ( ) ;
156 Focas1 . cnc \ _ r e l a t i v e 2 ( F l ibHndl , −1, 4 + 4 ∗ 3 , b rx ) ;
157 r = brx . d a t a ;
158 }
159 e l s e
160 {
161 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : R e l a t i v e Axis P o s i t i o n C a p t u r e f a i l e d . " ) ;
162 }




166 / / Ler os dados de p o s i ç ã o da máquina
167
168 p u b l i c i n t [ ] getCommandAxesPos ( )
169 {
170 i n t [ ] r = { 0 , 0 , 0 } ;
171 i f ( r e t == Focas1 .EW\_OK)
172 {
173 Focas1 . ODBAXIS brx = new Focas1 . ODBAXIS ( ) ;
174
175 Focas1 . cnc \ _machine ( F l ibHndl , −1, 4 + 4 ∗ 3 , b rx ) ;
176 r = brx . d a t a ;
177 }
178 e l s e
179 {
180 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : Machine Axis P o s i t i o n C a p t u r e f a i l e d . " ) ;
181 }
182 r e t u r n r ;
183 }
184
185 / / Fo rnece a d i s t a n c i a p e r c o r r i d a p e l a f e r r a m e n t a ( Não u t i l i z a d a )
186 p u b l i c i n t [ ] g e t D i s t a n c e T r a v e l ( )
187 {
188
189 i n t [ ] r = { 0 , 0 , 0 } ;
190 i f ( r e t == Focas1 .EW\_OK)
191 {
192 Focas1 . ODBAXIS brx = new Focas1 . ODBAXIS ( ) ;
193 Focas1 . cnc \ _ d i s t a n c e ( F l ibHndl , −1, 4 + 4 ∗ 3 , b rx ) ;
194 r = brx . d a t a ;
195 }
196 e l s e
197 {
198 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : The c a p t u r e D i s t a n c e t o go f a i l e d . " ) ;
199 }
200 r e t u r n r ;
201 }
202
203 / / Metodo r e c u p e r a a c a r g a do e i x o r o t a c i o n a l
204
205 p u b l i c i n t [ ] g e t S p i n d l e L o a d ( r e f s h o r t num , r e f s h o r t [ ] dec )
206 {
207 Focas1 .ODBSPLOAD sp = new Focas1 .ODBSPLOAD ( ) ;
208 i n t [ ] r e s p = new i n t [ 2 ] ;
209 r e t = Focas1 . cnc \ _ r d s p m e t e r ( F l ibHndl , 0 , r e f num , sp ) ;
210
211 i f ( r e t == Focas1 .EW\_OK)
212 {
213 r e s p [ 0 ] = sp . s p l o a d 1 . s p l o a d . d a t a ;
214 r e s p [ 1 ] = sp . s p l o a d 2 . s p l o a d . d a t a ; / / Va lo r a s e r t e s t a d o qu an to as c a s a s d e c i m a i s
215
216 dec [ 0 ] = sp . s p l o a d 1 . s p l o a d . dec ;
217 dec [ 1 ] = sp . s p l o a d 2 . s p l o a d . dec ;
218
219 }
220 e l s e
221 {
222 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : C a p t u r e o f S p i n d l e Load f a i l e d . " ) ;
223 }




227 / / Método r e c u p e r a a c a r g a do e i x o s l i n e a r e s
228
229 p u b l i c i n t [ ] getAxesLoad ( r e f s h o r t [ ] dec )
230 {
231 Focas1 .ODBSVLOAD sp = new Focas1 .ODBSVLOAD ( ) ;
232 s h o r t num = 3 ;
233 i n t [ ] r e s p = new i n t [ num ] ;
234
235 r e t = Focas1 . cnc \ _ r d s v m e t e r ( F l ibHndl , r e f num , sp ) ;
236
237 i f ( r e t == Focas1 .EW\_OK)
238 {
239 r e s p [ 0 ] = sp . s v l o a d 1 . d a t a ; / / Va lo r a s e r t e s t a d o qu an t o as c a s a s d e c i m a i s
240 r e s p [ 1 ] = sp . s v l o a d 2 . d a t a ;
241 r e s p [ 2 ] = sp . s v l o a d 3 . d a t a ;
242
243 dec [ 0 ] = sp . s v l o a d 1 . dec ;
244 dec [ 1 ] = sp . s v l o a d 2 . dec ;
245 dec [ 2 ] = sp . s v l o a d 3 . dec ;
246 }
247 e l s e
248 {
249 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : C a p t u r e o f Axes Load f a i l e d . " ) ;
250 }
251 r e t u r n r e s p ;
252 }
253
254 / / Recupera os nome do programa CNC sendo e x e c u t a d o
255
256 p u b l i c s t r i n g g e t C u r r e n t P r g m ( )
257 {
258 Focas1 .ODBPRO bpg = new Focas1 .ODBPRO ( ) ;
259 r e t = Focas1 . cnc \ _rdprgnum ( Fl ibHndl , bpg ) ;
260 s t r i n g r e s p = " " ;
261 i f ( r e t == Focas1 .EW\_OK)
262 {
263 r e s p = "O" + Conve r t . T o S t r i n g ( bpg . d a t a ) ;
264 }
265 e l s e
266 {
267 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : NC Program c a p t u r e f a i l e d . " ) ;
268 }
269 r e t u r n r e s p ;
270 }
271
272 / / C a p t u r a o número da l i n h a do programa NC sendo e x e c u t a d o
273
274 p u b l i c s t r i n g g e t L i n e P r g ( )
275 {
276 Focas1 .ODBSEQ sqn = new Focas1 .ODBSEQ ( ) ;
277 r e t = Focas1 . cnc \ _rdseqnum ( Fl ibHndl , sqn ) ;
278 s t r i n g sn = " " ;
279 i f ( r e t == Focas1 .EW\_OK)
280 {
281 sn = "N" + Conve r t . T o S t r i n g ( sqn . d a t a ) ;
282 }
283 e l s e
284 {
285 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : NC Program Sequence Number c a p t u r e f a i l e d . " ) ;
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286 }
287 r e t u r n sn ;
288 }
289
290 / / Pega o o b l o c o de cód ig o em execução do programa
291
292 p u b l i c s t r i n g g e t B l o c k P r g ( )
293 {
294 c h a r [ ] buf = new c h a r [ 3 2 ] ;
295 u s h o r t l e n = ( u s h o r t ) buf . Length ;
296 s h o r t num ;
297 r e t = Focas1 . cnc \ _ r d e x e c p r o g ( F l ibHndl , r e f l en , o u t num , buf ) ;
298 s t r i n g sn = " " ;
299 i f ( r e t == Focas1 .EW\_OK)
300 {
301 f o r ( i n t i = 0 ; i < buf . Length ; )
302 {




307 e l s e
308 {
309 c h a r [ ] l i n = new c h a r [ i ] ;
310 i n t n = 0 ;
311 f o r ( i n t p = 0 ; p < i ; p ++)
312 {
313 l i n [ p ] = buf [ p ] ;
314 }
315
316 f o r ( i n t j = 1 ; j < i ; j ++)
317 {
318 i f ( I n t 3 2 . T r y P a r s e ( l i n [ j ] . T o S t r i n g ( ) , o u t n ) != t r u e )
319 {
320 sn = new s t r i n g ( l i n ) ;
321 sn = sn . S u b s t r i n g ( j , i − j ) ;
322 b r e a k ;
323 }
324 }




329 e l s e
330 {
331 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : Program b l o c k c a p t u r e f a i l e d . " ) ;
332 }
333
334 r e t u r n sn ;
335 }
336
337 / / System − C o n t r o l l e r mode
338
339 p u b l i c s t r i n g g e t C o n t r o l l e r M o d e ( )
340 {
341 Focas1 . ODBST s t = new Focas1 . ODBST ( ) ;
342 r e t = Focas1 . cnc \ _ s t a t i n f o ( F l ibHndl , s t ) ;
343 s t r i n g r e s p = " " ;
344 i f ( r e t == Focas1 .EW\_OK)
345 {
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346 s w i t c h ( s t . a u t )
347 {
348 c a s e 0 :
349 c a s e 3 : r e s p = "MANUAL\_DATA\ _INPUT " ;
350 b r e a k ;
351 c a s e 5 :
352 c a s e 6 : r e s p = "MANUAL" ;
353 b r e a k ;
354 d e f a u l t : r e s p = "AUTOMATIC" ;
355 b r e a k ;
356 }
357 }
358 e l s e
359 {
360 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : C o n t r o l l e r Mode c a p t u r e f a i l e d . " ) ;
361 }
362 r e t u r n r e s p ;
363 }
364
365 / / System − E x e c u t i o n S t a t u s
366
367 p u b l i c s t r i n g g e t E x e c S t a t u s ( )
368 {
369 Focas1 . ODBST s t = new Focas1 . ODBST ( ) ;
370 r e t = Focas1 . cnc \ _ s t a t i n f o ( F l ibHndl , s t ) ;
371 s t r i n g r e s p = " " ;
372 i f ( r e t == Focas1 .EW\_OK)
373 {
374 i f ( s t . run == 3 | | s t . run == 4)
375 r e s p = "ACTIVE " ;
376 e l s e
377 {
378 i f ( s t . run == 2 | | s t . mot ion == 2 | | s t . mstb != 0)
379 r e s p = "INTERRUPTED " ;
380 e l s e i f ( s t . run == 0)
381 r e s p = "STOPPED " ;
382 e l s e
383 r e s p = "READY" ;
384 }
385 }
386 e l s e
387 {
388 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : E x e c u t i o n S t a t u s c a p t u r e f a i l e d . " ) ;
389 }
390 r e t u r n r e s p ;
391 }
392
393 / / System − Emergence Stop
394
395 p u b l i c s t r i n g getEmgStop ( )
396 {
397 Focas1 . ODBST s t = new Focas1 . ODBST ( ) ;
398 r e t = Focas1 . cnc \ _ s t a t i n f o ( F l ibHndl , s t ) ;
399 s t r i n g r e s p = " " ;
400 i f ( r e t == Focas1 .EW\_OK)
401 {
402 s w i t c h ( s t . emergency )
403 {
404 c a s e 1 : r e s p = "TRIGGERED " ;
405 b r e a k ;
173
406 d e f a u l t : r e s p = "ARMED" ;
407 b r e a k ;
408 }
409 }
410 e l s e
411 {
412 Conso le . W r i t e L i n e ( " E r r o r " + Conve r t . T o S t r i n g ( r e t ) + " : Emergency Stop c a p t u r e f a i l e d . " ) ;
413 }
414 r e t u r n r e s p ;
415 }
416
417 / / Ler i n f o r m a ç õ e s s o b r e a f e r r a m e n t a a t u a l m e n t e u t i l i z a d a
418
419 p u b l i c i n t [ ] ge tToo l ID ( )
420 {
421 i n t [ ] r e s p = { 0 , 0 } ;
422
423 Focas1 .ODBMDL\ _3 command = new Focas1 .ODBMDL\ _3 ( ) ;
424 r e t = Focas1 . cnc \ _modal ( F l ibHndl , 108 , 1 , command ) ;
425 i f ( r e t == Focas1 .EW\_OK)
426 {
427 r e s p [ 0 ] = command . aux . aux \ _ d a t a ;
428 }
429 e l s e
430 {
431 Conso le . W r i t e L i n e ( " cnc \ _modal f a i l e d f o r T : { 0 } " , r e t ) ;
432 }
433 r e t u r n r e s p ;
434 }
435
436 / / Modo de o p e r a ç ã o do e i x o r o t a c i o n a l
437
438 p u b l i c s t r i n g getRotaryMode ( )
439 {
440 s h o r t sMode = 0 ;
441 r e t = Focas1 . cnc \ _rdopmode ( F l ibHndl , o u t sMode ) ;
442 s t r i n g r tym = " " ;
443 i f ( r e t == Focas1 .EW\_OK)
444 {
445 s w i t c h ( sMode )
446 {
447 c a s e 1 : r tym = "SPINDLE " ;
448 b r e a k ;
449 c a s e 2 : r tym = "INDEX " ;
450 b r e a k ;
451 c a s e 3 :
452 c a s e 4 :
453 c a s e 5 :
454 c a s e 6 : r tym = "CONTOUR" ;
455 b r e a k ;
456 d e f a u l t : r tym = "UNAVAILABLE" ;




461 e l s e
462 {




466 r e t u r n r tym ;
467 }
468
469 / / Fo rnece mensagens g e r a d a s d u r a n t e a o p e r a ç ã o da máquina
470
471 p u b l i c s t r i n g [ ] ge tMessages ( )
472 {
473 s t r i n g [ ] m = new s t r i n g [ 2 ] { " " , " " } ;
474 t r y
475 {
476 Focas1 .OPMSG messages = new Focas1 .OPMSG ( ) ;
477 r e t = Focas1 . cnc \ _rdopmsg ( F l ibHndl , 0 , 6 + 256 , messages ) ;
478 i f ( r e t == Focas1 .EW\_OK \&\& messages . msg1 . d a t a n o != −1)
479 {
480
481 m[ 0 ] = messages . msg1 . d a t a ;
482 m[ 1 ] = messages . msg1 . d a t a n o . T o S t r i n g ( ) ;
483 }
484 }
485 c a t c h ( E x c e p t i o n e )
486 {
487 Conso le . W r i t e L i n e ( "A e r r o r o c c u r r e d on Messages c a p t u r e : ’ { 0 } ’ " , e . Message ) ;
488 }
489 r e t u r n m;
490 }
491
492 / / Numero de p e ç a s f a b r i c a d a s
493
494 p u b l i c i n t g e t C o u n t s ( )
495 {
496 i f ( ! mConnected )
497 r e t u r n 0 ;
498
499 Focas1 . IODBPSD \ _1 buf = new Focas1 . IODBPSD \ _1 ( ) ;
500 s h o r t r e t = Focas1 . cnc \ _rdparam ( F l ibHndl , 6711 , 0 , 8 , buf ) ;
501 i n t p co un t = 0 ;
502 i f ( r e t == Focas1 .EW\_OK)
503 {
504 p co un t = buf . l d a t a ;
505 }
506 r e t u r n p co un t ;
507 }
508
509 } / / End C l a s s FocasGateway
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D. CLASSE DO ADAPTADOR FANUCPATH
Está classe faz parte do namespace Fanuc, do Adaptador MTConnect, e tem exclusivamente a função
de atualizar o parâmetros de condições (Condition) definidos na especificação MTConnect com base nos
alarmes que eventualmente são acionados no centro de torneamento.
1






8 p r i v a t e vo id addDTItem ( Adap te r a d p t e r )
9 {
10 a d p t e r . AddDataItem ( mTravel ) ;
11 a d p t e r . AddDataItem ( eTemp ) ;
12 a d p t e r . AddDataItem ( mServo ) ;
13 a d p t e r . AddDataItem (mComms ) ;
14 a d p t e r . AddDataItem ( mLogic ) ;
15 a d p t e r . AddDataItem ( mMotion ) ;
16 a d p t e r . AddDataItem ( mSystem ) ;
17 a d p t e r . AddDataItem ( mHardware ) ;
18
19 a d p t e r . AddDataItem ( cOve r load ) ;
20 a d p t e r . AddDataItem ( cTemp ) ;
21 a d p t e r . AddDataItem ( s 1 O v e r l o a d ) ;
22 a d p t e r . AddDataItem ( s1Temp ) ;
23
24 a d p t e r . AddDataItem ( xOver load ) ;
25 a d p t e r . AddDataItem ( xTemp ) ;
26 a d p t e r . AddDataItem ( x T r a v e l ) ;
27
28 a d p t e r . AddDataItem ( zOve r load ) ;
29 a d p t e r . AddDataItem ( zTemp ) ;
30 a d p t e r . AddDataItem ( z T r a v e l ) ;
31
32 cons [ 0 ] = mTravel ;
33 cons [ 1 ] = eTemp ;
34 cons [ 2 ] = mServo ;
35 cons [ 3 ] = mComms;
36 cons [ 4 ] = mLogic ;
37 cons [ 5 ] = mMotion ;
38 cons [ 6 ] = mSystem ;
39 cons [ 7 ] = mHardware ;
40 cons [ 8 ] = cOver load ;
41 cons [ 9 ] = cTemp ;
42 cons [ 1 0 ] = s 1 O v e r l o a d ;
43 cons [ 1 1 ] = s1Temp ;
44 cons [ 1 2 ] = xOver load ;
45 cons [ 1 3 ] = xTemp ;
46 cons [ 1 4 ] = x T r a v e l ;
47 cons [ 1 5 ] = zOver load ;
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48 cons [ 1 6 ] = zTemp ;
49 cons [ 1 7 ] = z T r a v e l ;
50
51 t h i s . a d p t = a d p t e r ;
52 }
53
54 / / A s s o c i a o Alarme a C o n d i t i o n
55 p r o t e c t e d C o n d i t i o n t r a n s l a t e A l a r m N o ( i n t aNum , s h o r t aAxis )
56 {
57 C o n d i t i o n cond ;
58
59 s w i t c h (aNum)
60 {
61 c a s e 0 : / / P / S a la rm − mot ion_program
62 c a s e 1 :
63 c a s e 2 :
64 c a s e 3 :
65 c a s e 1 0 : r e t u r n mMotion ;
66
67 c a s e 4 : / / O v e r t r a v e l− p o s i t i o n
68 i f ( aAxis > −1)
69 {
70 i f ( aAxis == 1)
71 cond = x T r a v e l ;
72 e l s e
73 cond = z T r a v e l ;
74 }
75 e l s e
76 cond = mSystem ;
77 r e t u r n cond ;
78 c a s e 5 : / / O v e r h e a t − t e m p e r a t u r e
79 i f ( aAxis > −1)
80 {
81 i f ( aAxis == 1)
82 cond = xTemp ;
83 e l s e i f ( aAxis == 2)
84 cond = zTemp ;
85 e l s e
86 cond = cTemp ;
87 }
88 e l s e
89 cond = mSystem ;
90 r e t u r n cond ;
91
92 c a s e 6 : / / Servo − Servo Alarm − Load C o n d i t i o n
93 i f ( aAxis > −1)
94 {
95 i f ( aAxis == 1)
96 cond = xOver load ;
97 e l s e i f ( aAxis == 2)
98 cond = zOver load ;
99 e l s e
100 cond = cOver load ;
101 }
102 e l s e
103 cond = mServo ;
104 r e t u r n cond ;
105
106 c a s e 8 : / / APC Alarms − Hardware
107 r e t u r n mHardware ;
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108
109 c a s e 9 : / / S p i n d l e − Servo Alarm − Load C o n d i t i o n
110 r e t u r n s 1 O v e r l o a d ;
111
112 d e f a u l t :





118 / / Ler mensagens de Alarmes
119
120 p u b l i c vo id g e t C o n d i t i o n ( u s h o r t mFlibHndl , r e f Adap te r mAdapter )
121 {
122
123 addDTItem ( mAdapter ) ;
124
125 s t r i n g [ ] almmsg = new s t r i n g [ 1 1 ] { "P / S 100 ALARM" , "P / S 000 ALARM" ,
126 "P / S 101 ALARM" , "P / S ALARM (1−255)" , "OT ALARM" , "OH ALARM" ,
127 "SERVO ALARM" , " System ALARM" , "APC ALARM" , "SPINDLE ALARM" , "P / S ALARM (5000−)" } ;
128 Focas1 . ODBDY2_1 a l s t a t u s = new Focas1 . ODBDY2_1 ( ) ;
129 / / Focas1 . ODBST a l e r t a = new Focas1 . ODBST ( ) ;
130 i n t l e n = System . Runtime . I n t e r o p S e r v i c e s . Marsha l . S izeOf ( a l s t a t u s ) ;
131 s h o r t r e t 1 = Focas1 . cnc_rddynamic2 ( mFlibHndl , Conve r t . To In t16 (−1) , Conve r t . To In t16 ( l e n ) , a l s t a t u s ) ;
132 / / s h o r t r e t 2 = Focas1 . c n c _ s t a t i n f o ( mFlibHndl , a l e r t a ) ;
133 / / i n t s t a t C o n d = 0 ;
134
135 i f ( ( r e t 1 == Focas1 .EW_OK) && ( a l s t a t u s . a l a rm >= 0 ) )
136 {
137 i n t alnum = a l s t a t u s . a l a rm ;
138 s h o r t axs = a l s t a t u s . a x i s ;
139 f o r ( s h o r t i = 0 ; i < 1 5 ; i ++)
140 {
141 i f ( ( a l s t a t u s . a l a rm & (0 x01 << i ) ) != 0 )
142 {
143
144 C o n d i t i o n c d t i o n = t r a n s l a t e A l a r m N o ( alnum , axs ) ;
145 c d t i o n . Add ( C o n d i t i o n . Leve l .WARNING, " Warning " , i . T o S t r i n g ( ) , " " , " " ) ;
146 Conso le . W r i t e L i n e ( " Alarm : { 0 } " , almmsg [ i ] ) ;
147 f o r ( s h o r t j = 0 ; j < cons . Length ; j ++)
148 {
149 i f ( cons [ j ] != c d t i o n )
150 {






157 e l s e
158 {
159 mTravel . Normal ( ) ;
160 eTemp . Normal ( ) ;
161 mServo . Normal ( ) ;
162 mComms . Normal ( ) ;
163 mLogic . Normal ( ) ;
164 mMotion . Normal ( ) ;
165 mSystem . Normal ( ) ;
166 mHardware . Normal ( ) ;
167 cOver load . Normal ( ) ;
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168 cTemp . Normal ( ) ;
169 s 1 O v e r l o a d . Normal ( ) ;
170 s1Temp . Normal ( ) ;
171 xOver load . Normal ( ) ;
172 xTemp . Normal ( ) ;
173 x T r a v e l . Normal ( ) ;
174 zOver load . Normal ( ) ;
175 zTemp . Normal ( ) ;
176 z T r a v e l . Normal ( ) ;
177 }
178




183 } / / Fim da C l a s s e FanucPa th
179
D. CLASSE POJO DO WEB SERVICE RESTFUL:
OPCTAGSBINDING
Classe POJO do Web Service RESTful que integra o servidor OPCWeb. Tem como função serializar
dados em listas em formato XML.
1
2 package b r . unb . g r a c o . r e s t . opcga teway ;
3
4 i m p o r t j a v a x . xml . b ind . a n n o t a t i o n . XmlElement ;
5 i m p o r t j a v a x . xml . b ind . a n n o t a t i o n . XmlRootElement ;
6 i m p o r t j a v a x . xml . b ind . a n n o t a t i o n . XmlType ;
7
8
9 @XmlRootElement ( name = " s i n a l " )
10 @XmlType ( name = " " , p ropOrde r ={" tagName " , " t a g V a l u e " } )
11 p u b l i c c l a s s OpcTagsBinding {
12
13
14 p r i v a t e S t r i n g tagName ;
15 p r i v a t e b o o l e a n t a g V a l u e ;
16




21 p u b l i c vo id setTagName ( S t r i n g tagname ) {
22 t h i s . tagName = tagname ;
23 }
24
25 p u b l i c vo id s e t T a g V a l u e ( b o o l e a n v a l u e ) {




30 p u b l i c S t r i n g getTagName ( ) {




35 p u b l i c b o o l e a n ge tTagValue ( ) {





E. CLASSE DO WEB SERVICE RESTFUL -
RESTOPCCLIENT
Classe do Web Service RESTful do servidor OPCWeb que é definida como um recurso, segundo espe-
cificação JAX-RS.
1
2 package b r . unb . g r a c o . r e s t . opcga teway ;
3
4
5 i m p o r t j a v a . u t i l . A r r a y L i s t ;
6 i m p o r t j a v a . u t i l . L i s t ;
7
8 i m p o r t j a v a x . ws . r s . Consumes ;
9 i m p o r t j a v a x . ws . r s . GET;
10 i m p o r t j a v a x . ws . r s . POST ;
11 i m p o r t j a v a x . ws . r s . PUT ;
12
13 i m p o r t j a v a x . ws . r s . Pa th ;
14 i m p o r t j a v a x . ws . r s . PathParam ;
15 i m p o r t j a v a x . ws . r s . P r o d u c e s ;
16
17 i m p o r t dk . o p i . i o . RbxIOExcept ion ;
18
19
20 @Path ( " / t a g s " )
21 p u b l i c c l a s s Res tOPCCl ien t {
22




27 / / Métodos de l e i t u r a
28 @GET
29 @Produces ( " a p p l i c a t i o n / xml " )
30 @Path ( " / i n i t " )
31 p u b l i c L i s t <OpcTagsBinding > i n i t i a l R e a d i n g ( ) t h row s RbxIOExcept ion {




36 @Produces ( " a p p l i c a t i o n / xml " )
37 @Path ( " / s t r e a m " )
38 p u b l i c L i s t <OpcTagsBinding > s t r e a m R e a d i n g ( ) t h row s RbxIOExcept ion {
39 A r r a y L i s t <OpcTagsBinding > i t e m s = OpcConnect ion . s t r e a m t a g s ;
40 OpcConnect ion . s t r e a m t a g s . c l e a r ( ) ;
41 r e t u r n i t e m s ;
42 }
43
44 / / Métodos de E s c r i t a
45 @PUT
46 @Produces ( " t e x t / p l a i n " )
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47 @Consumes ( " t e x t / p l a i n " )
48 @Path ( " / w r i t e / c o o l a n t / { t u r n } " )
49 p u b l i c S t r i n g s e t C o o l a n t ( @PathParam ( " t u r n " ) S t r i n g turnONOff ) t h ro ws RbxIOExcept ion
50 {
51 / / b o o l e a n s t a t u s = t r u e ;
52
53 S t r i n g s t a t u s = " " ;
54 i f ( turnONOff != n u l l ) {
55 OpcConnect ion . w r i t e C o o l a n t ( turnONOff ) ;
56 s t a t u s = " C o o l a n t Modi f i ed ! " ;
57 } e l s e {
58 s t a t u s = " C o o l a n t Not Modi f i ed ! " ;
59 }
60




65 @Produces ( " t e x t / p l a i n " )
66 @Consumes ( " t e x t / p l a i n " )
67 @Path ( " / w r i t e / c y c l e / { t u r n } " )
68 p u b l i c S t r i n g s e t C y c l e ( @PathParam ( " t u r n " ) S t r i n g turnONOff ) t h ro ws RbxIOExcept ion {
69
70 S t r i n g s t a t u s = " " ;
71 i f ( turnONOff != n u l l ) {
72 OpcConnect ion . w r i t e C y c l e ( turnONOff ) ;
73 s t a t u s = " Cycle Changed ! " ;
74 } e l s e {
75 s t a t u s = " Cycle Not Changed ! " ;
76 }




81 @Produces ( " t e x t / p l a i n " )
82 @Consumes ( " t e x t / p l a i n " )
83 @Path ( " / w r i t e / program / { p r o g S o u r c e } " )
84 p u b l i c S t r i n g setMode ( @PathParam ( " p r o g S o u r c e " ) S t r i n g p r g S o u r c e ) t h ro ws
85 RbxIOExcept ion , I n t e r r u p t e d E x c e p t i o n {
86 {
87 / / b o o l e a n s t a t u s = t r u e ;
88
89 S t r i n g s t a t u s = " " ;
90 i n t p r g s o u r c e = I n t e g e r . p a r s e I n t ( p r g S o u r c e ) ;
91 i f ( p r g s o u r c e > 9 \&\& p r g s o u r c e < 14){
92 OpcConnect ion . wri teOprMode ( p r g s o u r c e ) ;
93 s t a t u s = "Mode Changed ! " ;
94 } e l s e {
95 s t a t u s = "Mode Not Changed ! " ;
96 }





102 @Produces ( " t e x t / p l a i n " )
103 @Consumes ( " t e x t / p l a i n " )
104 @Path ( " / w r i t e / manualop / { oprcode } " )
105 p u b l i c S t r i n g se tManua lOper ( @PathParam ( " oprcode " ) S t r i n g oprCode ) th ro ws
106 RbxIOExcept ion , I n t e r r u p t e d E x c e p t i o n {
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107 {
108 S t r i n g s t a t u s = " " ;
109 i n t opcode = I n t e g e r . p a r s e I n t ( oprCode ) ;
110 i f ( opcode > 29 \&\& opcode < 32){
111 OpcConnect ion . writeManOp ( opcode ) ;
112 s t a t u s = " O p e r a t i o n Changed ! " ;
113 } e l s e {
114 s t a t u s = " O p e r a t i o n Not Changed ! " ;
115 }





121 @Produces ( " t e x t / p l a i n " )
122 @Consumes ( " t e x t / p l a i n " )
123 @Path ( " / w r i t e / axe s / { a x i s } / { d } " )
124 p u b l i c S t r i n g s e t A x e s D i r e c t i o n ( @PathParam ( " a x i s " ) S t r i n g a x i s ,
125 @PathParam ( " d " ) S t r i n g d i r e c t i o n ) th row s RbxIOExcept ion , I n t e r r u p t e d E x c e p t i o n {
126 {
127 / / b o o l e a n s t a t u s = t r u e ;
128
129 S t r i n g s t a t u s = " " ;
130 i n t d r = I n t e g e r . p a r s e I n t ( d i r e c t i o n ) ;
131 i f ( ( a x i s != n u l l ) \&\& ( dr > 39 \&\& dr < 4 4 ) ) {
132 / / wServer = new OpcWr i t eSe rve r ( ) ;
133 i f ( a x i s == " x " ) {
134 / / wServer . s e t X A x i s D i r e c t i o n ( d r ) ;
135 } e l s e i f ( a x i s == " z " ) {
136 / / wServer . s e t Z A x i s D i r e c t i o n ( d r ) ;
137 }
138 s t a t u s = " Axis D i r e c t i o n Changed ! " ;
139 } e l s e {
140 s t a t u s = " Axis D i r e c t i o n Not Changed ! " ;
141 }





F. PROGRAMA NC DE TESTE - O7103
Programa NC de teste.
1
2 O7103 (PROGAMA TESTE ROMI)
3 N60 G21 G40 G90 G95
4 N70 T0 101(DESBASTE GERAL)
5 N80 G96 S300
6 N90 G92 S4000 M4
7 N100 G0 X51 Z150
8 N110 G71 U2 R2
9 N120 G71 P130 Q168 U0 . 2 W0. 2 F0 . 2
10 N130 G0 X50 . 0 Z147
11 N140 G42
12 N150 G1 W−3.0 F . 1 5
13 N151 U−5.0
14 N152 W−5.0
15 N153 W−4.0 U−5.0
16 N154 W−6.0
17 N155 G3 W−5.0 U−5.0 R5 . 0
18 N156 G1 W−3.0 U−5.0
19 N157 W−8.0
20 N158 W−3.0 U5 . 0
21 N159 W−5.0
22 N160 W−5.0 U−5.0
23 N161 G2 W−15.0 U0 R12 . 0
24 N162 G3 W−15.0 U0 R12 . 0
25 N163 G1 W−10.0
26 N164 W−5.0 U10 . 0
27 N165 W−5.0
28 N166 U5 . 0
29 N167 W−5.0
30 N168 G40 W−5.0 U5 . 0
31 N180 G70 P130 Q168
32 N190 ( FIM DA PECA)
33 N200 M30
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G. PROGRAMAS PYTHON PARA O SERVIDOR OPCWEB




3 ACTIVE AUTOMATIC MODE
4 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
5
6 i m p o r t OpenOPC
7 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
8 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
9 opc . w r i t e ( ( ’ Galaxy . wfanuc . wedi t ’ , F a l s e ) )
10 opc . w r i t e ( ( ’ Galaxy . wfanuc . wmdi ’ , F a l s e ) )
11 opc . w r i t e ( ( ’ Galaxy . wfanuc . wjog ’ , F a l s e ) )
12 opc . w r i t e ( ( ’ Galaxy . wfanuc . wauto ’ , True ) )
13 opc . c l o s e ( )
14
15 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
16 ACTIVE EDIT MODE
17 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
18 i m p o r t OpenOPC
19 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
20 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
21 opc . w r i t e ( ( ’ Galaxy . wfanuc . wauto ’ , F a l s e ) )
22 opc . w r i t e ( ( ’ Galaxy . wfanuc . wmdi ’ , F a l s e ) )
23 opc . w r i t e ( ( ’ Galaxy . wfanuc . wjog ’ , F a l s e ) )
24 opc . w r i t e ( ( ’ Galaxy . wfanuc . wedi t ’ , True ) )
25 opc . c l o s e ( )
26
27 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
28 ACTIVE MDI MODE
29 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
30
31 i m p o r t OpenOPC
32 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
33 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
34 opc . w r i t e ( ( ’ Galaxy . wfanuc . wauto ’ , F a l s e ) )
35 opc . w r i t e ( ( ’ Galaxy . wfanuc . wedi t ’ , F a l s e ) )
36 opc . w r i t e ( ( ’ Galaxy . wfanuc . wjog ’ , F a l s e ) )
37 opc . w r i t e ( ( ’ Galaxy . wfanuc . wmdi ’ , True ) )
38 opc . w r i t e ( ( ’ Galaxy . wfanuc . wmdi ’ , F a l s e ) )
39 opc . c l o s e ( )
40
41 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
42 ACTIVE JOG MODE
43 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
44
45 i m p o r t OpenOPC
46 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
47 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
48 opc . w r i t e ( ( ’ Galaxy . wfanuc . wauto ’ , F a l s e ) )
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49 opc . w r i t e ( ( ’ Galaxy . wfanuc . wedi t ’ , F a l s e ) )
50 opc . w r i t e ( ( ’ Galaxy . wfanuc . wmdi ’ , F a l s e ) )
51 opc . w r i t e ( ( ’ Galaxy . wfanuc . wjog ’ , True ) )
52 opc . c l o s e ( )
53
54 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
55 ACTIVE −X DIRECTION BUTTON
56 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
57
58 i m p o r t OpenOPC
59 i m p o r t t ime
60 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
61 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
62 opc . w r i t e ( ( ’ Galaxy . wfanuc . wxm’ , True ) )
63 t ime . s l e e p ( 3 )
64 opc . w r i t e ( ( ’ Galaxy . wfanuc . wxm’ , F a l s e ) )
65 opc . c l o s e ( )
66
67 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
68 ACTIVE +X DIRECTION BUTTON
69 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
70
71 i m p o r t OpenOPC
72 i m p o r t t ime
73 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
74 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
75 opc . w r i t e ( ( ’ Galaxy . wfanuc . wxp ’ , True ) )
76 t ime . s l e e p ( 3 )
77 opc . w r i t e ( ( ’ Galaxy . wfanuc . wxp ’ , F a l s e ) )
78 opc . c l o s e ( )
79
80 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
81 ACTIVE −Z DIRECTION BUTTON
82 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
83
84 i m p o r t OpenOPC
85 i m p o r t t ime
86 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
87 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
88 opc . w r i t e ( ( ’ Galaxy . wfanuc . wzm’ , True ) )
89 t ime . s l e e p ( 3 )
90 opc . w r i t e ( ( ’ Galaxy . wfanuc . wzm’ , F a l s e ) )
91 opc . c l o s e ( )
92
93 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
94 ACTIVE +Z DIRECTION BUTTON
95 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
96
97 i m p o r t OpenOPC
98 i m p o r t t ime
99 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
100 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
101 opc . w r i t e ( ( ’ Galaxy . wfanuc . wzp ’ , True ) )
102 t ime . s l e e p ( 3 )
103 opc . w r i t e ( ( ’ Galaxy . wfanuc . wzp ’ , F a l s e ) )
104 opc . c l o s e ( )
105
106 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−




110 i m p o r t OpenOPC
111 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
112 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
113 v a l o r = opc . r e a d ( ’ Galaxy . r f a n u c . s i n g b l k ’ ) [ 0 ]
114 i f v a l o r == True :
115 opc . w r i t e ( ( ’ Galaxy . wfanuc . ws ingblk ’ , F a l s e ) )
116 e l s e :
117 opc . w r i t e ( ( ’ Galaxy . wfanuc . ws ingblk ’ , True ) )
118 opc . c l o s e ( )
119
120 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
121 ACTIVE BLOCK DELETE FUNCTION
122 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
123
124 i m p o r t OpenOPC
125 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
126 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
127 v a l o r = opc . r e a d ( ’ Galaxy . r f a n u c . b l k d e l ’ ) [ 0 ]
128 i f v a l o r == True :
129 opc . w r i t e ( ( ’ Galaxy . wfanuc . wblkdel ’ , F a l s e ) )
130 e l s e :
131 opc . w r i t e ( ( ’ Galaxy . wfanuc . wblkdel ’ , True ) )
132 opc . c l o s e ( )
133
134 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
135 ACTIVE DRY RUN FUNCTION
136 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
137
138 i m p o r t OpenOPC
139 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
140 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
141 v a l o r = opc . r e a d ( ’ Galaxy . r f a n u c . d ry run ’ ) [ 0 ]
142 i f v a l o r == True :
143 opc . w r i t e ( ( ’ Galaxy . wfanuc . wdryrun ’ , F a l s e ) )
144 e l s e :
145 opc . w r i t e ( ( ’ Galaxy . wfanuc . wdryrun ’ , True ) )
146 opc . c l o s e ( )
147
148 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
149 ACTIVE PROG TEST FUNCTION
150 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
151
152 i m p o r t OpenOPC
153 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
154 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
155 v a l o r = opc . r e a d ( ’ Galaxy . r f a n u c . p r o g t e s t ’ ) [ 0 ]
156 i f v a l o r == True :
157 opc . w r i t e ( ( ’ Galaxy . wfanuc . w p r g t e s t ’ , F a l s e ) )
158 e l s e :
159 opc . w r i t e ( ( ’ Galaxy . wfanuc . w p r g t e s t ’ , True ) )
160 opc . c l o s e ( )
161
162 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
163 ACTIVE COOLANT ON
164 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
165
166 i m p o r t OpenOPC
167 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
168 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
187
169 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoolau to ’ , F a l s e ) )
170 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoo lo f f ’ , F a l s e ) )
171 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoolon ’ , True ) )
172 opc . c l o s e ( )
173
174 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
175 ACTIVE COOLANT OFF
176 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
177
178 i m p o r t OpenOPC
179 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
180 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
181 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoolau to ’ , F a l s e ) )
182 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoolon ’ , F a l s e ) )
183 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoo lo f f ’ , True ) )
184 opc . c l o s e ( )
185
186 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
187 ACTIVE COOLANT AUTO
188 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
189
190 i m p o r t OpenOPC
191 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
192 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
193 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoo lo f f ’ , F a l s e ) )
194 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoolon ’ , F a l s e ) )
195 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcoolau to ’ , True ) )
196 opc . c l o s e ( )
197
198 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
199 ACTIVE CYCLE STOP
200 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
201
202 i m p o r t OpenOPC
203 opc = OpenOPC . o p e n _ c l i e n t ( ’ l o c a l h o s t ’ )
204 opc . c o n n e c t ( ’ Kepware . KEPServerEX . V5 ’ )
205 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcystop ’ , True ) )
206 opc . w r i t e ( ( ’ Galaxy . wfanuc . wcystop ’ , F a l s e ) )
207 opc . c l o s e ( )
188
