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 Experience can alter neural responses at early stages of cortical processing. This 
has been demonstrated in the primary somatosensory cortex (SI), where neural responses 
undergo plasticity following consistent tactile training.  Specifically, animals trained to 
detect the sequence of simultaneous tactile stimuli delivered across several digits exhibit 
multi-digit receptive fields (RFs) in SI, area 3b, where RFs are normally confined to a 
single digit. This finding indicates that neural circuits in primary sensory areas may 
conform to the statistical properties of stimuli used in training. However, 3b RFs in these 
studies were quantified using inconsistent hand held stimuli, and the function of such RFs 
for task performance was unknown. In this thesis we conducted a series of experiments in 
humans and non-human primates. We sought to understand how similar continuous 
sensory experience modifies neuronal properties of 3b cells and plasticity’s function for 
tactile perception, as well as the role of attention signals in facilitating these plastic 
changes in sensory cortex. We characterized 3b RFs with well controlled bar stimuli on 
individual digits in a naïve animal and in animals trained to detect the temporal pattern of 
multi-digit tactile stimuli. In the trained animal, we additionally quantified responses 
while the animal attended to multi-digit stimuli or while its attention was directed to the 
visual modality. We explored the function of such plasticity for tactile perception, 
hypothesizing that the features of multi-digit tactile stimuli confer changes in RF 
properties and tactile acuity. We tested in humans if presumed RF expansion as a result 
of multi-digit tactile training accounts for improvements in tactile spatial acuity across 
fingers at the expense of single-digit spatial acuity or temporal acuity between digits. We 
observed that training subjects on a multi-digit task interfered with single digit spatial 
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acuity in an orientation and location specific manner and increased temporal acuity across 
the trained digits. We found that 3b RFs in the trained animal were enlarged, but feature 
selectivity (e.g. orientation tuning) was unchanged following training. These data suggest 
that stimulus properties may specify perceptual changes but not 3b plasticity following 
multi-digit tactile training. We describe many cells, even in a naïve animal and 
particularly for those with inhibited responses to tactile stimuli, with classical RFs 
extending over several digits. At the same time, we do not observe that 3b cells exhibit 
similar feature selectivity across digits, supporting the paradigm that 3b primarily 
represents tactile features on a single digit. We find that tactile attention modifies the 
firing rate of 3b cells with RFs covering both attended digits, enhancing responses 
following stimuli that match cells’ RF location. We conclude that cognitive state can alter 
responses early in sensory processing. Finally, we suggest future experiments to further 
determine how tactile spatial attention alters 3b neural processing, and its relationship to 
behavior and experience-dependent plasticity.   
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CHAPTER 1. GENERAL INTRODUCTION. 
1.1. Adult cortical plasticity due to injury or experience. 
It was once believed that cortical sensory processing, particularly in primary 
cortical regions, was in a fixed state when an organism reaches adulthood. One may trace 
the origin of this scientific paradigm to the seminal plasticity studies of Hubel and 
Wiesel, who observed critical periods in development for the establishment of ocular 
dominance columns in primary visual cortex (Hubel and Wiesel, 1970; Hubel et al., 
1977). Indeed, long-term stability of cortical regions that represent fundamental sensory 
features (e.g. edge detectors) seems necessary to allow downstream processes to 
successfully integrate these features for the perception of objects or integrate multimodal 
sensory input. However, flexibility of these circuits given an animal’s environment or 
experience in adulthood could allow for enhanced perception of the most behaviorally 
relevant sensory information at the earliest level of processing and cope with injury to the 
nervous system.  
We now understand, through decades of studies, that adult sensory cortex does 
have the ability to adapt and change given the organism’s experience. This was 
established early and most extensively in the somatosensory system, where studies 
demonstrated that following amputation or deafferation of a body region in the adult that 
silent regions of primary somatosensory cortex (SI) once connected to the injured body 
part could come to respond to neighboring body parts (e.g. Merzenich et al., 1983, 1984; 
Pons et al., 1991; Flor et al., 1995). For example, following amputation of a digit, the 
deafferented cortex would come to respond to the adjacent uninjured digit (Merzenich et 
al., 1984). It was first thought this remapping was restricted to areas of cortex 1-2mm 
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apart, but later it was demonstrated somatosensory remapping could occur over long 
distances (Pons et al., 1991); even face input could be remapped to deafferented cortex 
once responsive to lower body input. The mechanisms of the former are thought to arise 
over a shorter period of time due to enhancement and disinhibition of existing divergent 
input (e.g. Wall, 1977; Garraghty et al., 1991; for review see Jones, 2000); the latter 
occurring only after a longer period of deafferation allowing for structural changes, 
particularly axonal withdrawal (Florence et al., 1998; Jain et al., 2000; Graziano and 
Jones, 2009).  
More relevant for this thesis, later studies established that altered and/or 
consistent behaviorally relevant inputs to a body region could expand the somatosensory 
representation of that region in cortex. For example, non-human primates trained to 
regulate the contact of several digits on a rotating disk (Jenkins et al., 1990), perform 
consistent dexterous movements of the digits (Xerri et al., 1996), or discriminate 
vibratory frequencies (Recanzone et al., 1992a) showed increased representation of the 
trained digit(s). This same representational enlargement has been demonstrated in 
primary auditory cortex: more cells come to respond to a trained auditory frequency than 
other non relevant frequencies (Recanzone et al., 1993). Interestingly, this phenomenon 
does not appear to occur in primary visual cortex (Ghose et al., 2002). 
 
1.2. Receptive field properties in naïve and experience- altered somatosensory cortices. 
The classical paradigm of somatosensory processing proposes that receptive field 
size and feature complexity increases gradually along the somatosensory hierarchy. We 
will limit discussion to processing of light innocuous cutaneous mechanosensation on the 
 3 
glabrous skin due to its relevance to this thesis. Cells in the periphery have receptive 
fields that are punctate (Sripati et al., 2006, though see Pruszynski and Johansson, 2014), 
confined to the small region of skin that they innervate, and therefore produce an 
isomorphic representation of stimuli (Phillips et al., 1988). Classes of mechanoreceptors 
and their associated peripheral afferents have specific types of responses (e.g. sustained 
or off responses to tactile stimuli). In the glabrous skin, the slowly adapting type I Aβ 
afferents associated to Merkel complexes and the rapidly adapting type I Aβ afferents 
associated with Meissner corpuscles have been the most well described. Slowly adapting 
type I afferents have sustained responses to indented tactile stimuli; rapidly adapting type 
I afferents exhibit transient responses at the onset and offset of stimuli. We are beginning 
to understand the molecular properties of receptors (e.g. the presence of the mechanically 
activated cation channel, Piezo2 in Merkel cells) that confer their physiology as a result 
of tactile input (see Abraira and Ginty, 2013 and Woo et al., 2015 for reviews ). Slowly 
adapting type I afferents, with their small receptive fields and greater innervation density 
than other afferent types, produce a spatial image across the peripheral population that 
accounts for the limits of tactile spatial acuity and roughness perception (Johnson and 
Phillips, 1981; Phillips and Johnson, 1981; Connor et al., 1990; Connor and Johnson, 
1992), while rapidly adapting type I afferents can detect very small asperities related to 
slip movements on the skin (Johnson and Hsiao, 1992). We acknowledge these are likely 
simplifications of the full perceptual function of these afferents (Saal and Bensmaia, 
2014). 
Information from peripheral afferents is carried through the dorsal column medial 
leminiscal pathway to dorsal column nuclei in the medulla. Cells then project to the 
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ventrobasal complex of the thalamus, where the body representation is concentrated in 
the ventroposterior lateral (VPL) nucleus. Somatotopy and modality is maintained, with 
cutaneous input segregated to the core region of VPL (Jones and Friedman, 1982), but 
otherwise receptive field properties within these subcortical regions have been greatly 
understudied. VPL cells project strongly to Brodmann area 3b of the primary 
somatosensory cortex  (SI) (Jones and Burton, 1976) where cells show orientation tuning 
to stimuli (DiCarlo and Johnson, 2000; Hsiao et al., 2002). Lesions to 3b leave an animal 
unable to perform most somatosensory discrimination tasks (Randolph and Semmes, 
1974). Therefore, this area is thought of as the first cortical region processing innocuous 
touch and often compared to primary visual cortex as the first step in somatosensory 
feature detection (though see Pruszynski and Johansson, 2014). The work of Sur and 
colleagues established that 3b classical receptive fields were most often (>90% of the 
time) confined to a single finger pad (Sur, 1980; Sur et al., 1980; Iwamura et al., 1983). 
Later work using random dot stimuli on a single finger pad revealed 3b spatiotemporal 
RFs and found most cells have inhibitory and excitatory subfields on the finger pad 
which could account for the orientation tuning properties of these cells (DiCarlo et al., 
1998; DiCarlo and Johnson, 2000). Neurons in upper layers of 3b, where orientation 
selectivity is higher (DiCarlo and Johnson, 2000), project to other areas of SI, including 
areas 3a, 1 and 2. These have excitatory classical receptive fields that cover multiple 
digits and respond to mechanosensation as well as proprioceptive input (though see Kim 
et al., 2015; cell responses in 3b can be influenced by hand conformation). Response 
properties become more complex higher up the somatosensory hierarchy, including in 
secondary somatosensory cortex (SII), with cells exhibiting RFs covering the entire hand 
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or both hands (Fitzgerald et al., 2004). Tuning to more complex tactile features, like 
curvature (Yau et al., 2013) or motion (Pei et al., 2011) has been demonstrated in these 
higher-order regions.  
Therefore, it was seminal when further work from Merzenich and others 
established that temporally coincident input to multiple digits could result in excitatory 
3b RFs that covered several digits. These studies proposed that the temporal features of 
tactile stimuli could alter a key feature of somatosensory processing. In one case (Clark et 
al., 1988; Allard et al., 1991), digits were surgically sutured together (syndactyly), 
naturally causing the animal to use two digits in concert, and in others (Wang et al., 1995; 
Blake et al., 2002, 2005), the animal was required to discriminate the temporal pattern of 
multi-digit input and/or consistently grip a hand holder. RF expansion with coincident 
input is observed in other species’ somatosensory cortex: temporal pairing of input after 
plucking all but two whiskers also expands RFs in rat barrel cortex (Diamond et al., 
1994) and syndactyly of raccoon digits also expands SI RFs (Zarzecki et al., 1993). It had 
been demonstrated, prior to these studies, that consistent vibratory training on one digit 
could increase RF size within a digit (Recanzone et al., 1992a), and that temporally 
inconsistent input could contract SI RFs (Jenkins et al., 1990).  It should be noted that the 
detection of the temporal window between nonconincident input across digits can also 
expand 3b RFs (Blake et al., 2005). Whether other features of temporally coincident input 
specificity somatosensory cortical plasticity and the function or mechanism of such 
experience-dependent plasticity, remained unexplored.  
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1.3. Attention in the somatosensory system and cognitive states related to experience-
dependent plasticity. 
 After training animals to perform a one-back multi-digit temporal pattern 
detection task, which only actually amounted to very small periods of synchronous input 
to the trained digits, the authors observed that multi-digit expansion was present in the 
cortex but not in the thalamus (Wang et al., 1995). They concluded that it was likely that 
“active network processes…hypothetically underlying stimulus differentiation, 
recognition and categorization”, and not just synchrony of afferent input, were 
responsible for remapping. Indeed, there is accumulated evidence that cognitive state can 
alter responses of cells in somatosensory cortices during a task (e.g. Hsiao et al., 1993), 
and that tactile stimuli must have behavioral relevance to produce lasting cortical 
plasticity (Recanzone et al., 1992b; Blake et al., 2006). For example, animals that 
performed a vibratory frequency discrimination task had expansion of the relevant digit, 
while animals that received the same tactile input passively while attending to the 
auditory modality or failed to learn the task did not show this expansion (Recanzone et 
al., 1992a).  
 It has been demonstrated that tactile attention can alter responses in 
somatosensory cortices, both in the overall firing rate of cells and in their precise 
temporal firing patterns (Hsiao et al., 1993; Steinmetz et al., 2000; Meftah et al., 2002, 
2009; Chapman and Meftah, 2005; Roy et al., 2007). As firing rate corresponds to 
stimulus intensity, the temporal correlation patterns of cell populations is a mechanism by 
which attentional state can be differentiated from stimulus characteristics (Niebur and 
Koch, 1994). We have demonstrated that feature-based attention can increase the firing 
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rate and synchrony of cell pairs with feature selectivity matching the attended tactile 
feature (Gomez-Ramirez et al., 2014). Previous data suggested that this mechanism of 
feature-based attention may not be present in SI cortex; texture sensitive cells are 
specifically enhanced during a texture discrimination task in SII but not in SI cortex 
(Chapman and Meftah, 2005). Tactile attention has increasing effects along the 
somatosensory hierarchy (Hyvärinen et al., 1980; Hsiao et al., 1993; Burton and Sinclair, 
2000a; Meftah et al., 2002), enhancing or suppressing the responses of more cells in SII 
compared to SI cortex.  Such results have been replicated on the macro level in human 
subjects using functional imaging (for a review see Burton and Sinclair, 2000). How 
tactile attention alters primary cortical responses in a multi-digit one-back task like that 
described to lead to expansion of 3b RFs had not been explored.  
 
1.4. Mechanisms of plasticity. 
 Many cellular mechanisms that drive plasticity within synapses have been 
described, though the link between these changes at the cellular level and their 
relationship with experience-dependent plasticity at the system level have not been fully 
determined (for review see Buonomano and Merzenich, 1998). We will proceed to 
review and connect evidence between these fields of study.  We hypothesize, as others 
have (Ahissar et al., 1992), that the combination of firing patterns of cortical cells and the 
presence of neurotransmitters signaling behavioral relevance, arousal, and reward are 
necessary for the expression of spike timing dependent plasticity and long lasting 
experience dependent plasticity in sensory cortices. For example, receptor (e.g. NMDA) 
activation and intracellular processes (e.g. phosphorylation) necessary for the expression 
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and maintenance of long term potentiation and depression in synapses are necessary for 
map plasticity in barrel cortex following whisker trimming (reviews see Feldman and 
Brecht, 2005; Feldman, 2009). In addition, the release of key neurotransmitters 
throughout the cortex (e.g. acetylcholine and dopamine), which accompany arousal, 
selective attention, and reward, are necessary to observe experience-dependent sensory 
cortex plasticity. This has been most well-defined in the auditory cortex, where nucleus 
basalis and ventral tegmental activity can alter the representational expansion of a 
behaviorally relevant tone (e.g. Kilgard, 1998; Bao et al., 2001). In addition, 
acetylcholine is necessary for barrel and visual cortex experience-dependent plasticity 
(Ego-Stengel et al., 2001; Chubykin et al., 2013). Neuromodulators alter rules of long 
term potentiation and depression (Seol et al., 2007), potentially allowing specific patterns 
of firing to modify synapses in sensory cortices.  We also note such neuromodulators 
may be more important during the acquisition of a behavior and during the plasticity 
process than for its maintenance (Chubykin et al., 2013). Interestingly, while we 
described in the previous section that selective attention can change the temporal firing 
pattern of cells in sensory cortices, and though it is known that synchronous firing 
patterns can alter synaptic strength in vitro, this has not been established as a mechanism 
that can lead to long term experience-dependent plasticity. 
 
1.5. Functional significance of cortical experience dependent plasticity for perception. 
 A key question is: what is the function of these described forms of sensory cortex 
plasticity? That is, do they confer changes in perception for the organism? If so, what 
changes in neural responses are most related to altered sensory abilities and at what point 
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are they functional during the learning and plasticity process? Below we review evidence 
summarizing similarities and differences in perceptual consequences of cortical plasticity 
following injury and perceptual training. One study suggested that expansion of adjacent 
body regions into deafferented somatosensory cortex does not lead to increased 
perception of the uninjured region (Vega-Bermudez and Johnson, 2002); such expansion 
may instead increase the probability of aberrant perceptions of the missing body part and 
phantom limb pain (Flor et al., 1995; Grüsser et al., 2001).  
Additionally, it is unclear if expansion of cortical areas encoding behaviorally 
relevant stimuli is truly related to enhanced perception. For example, the degree of 
representational enlargement of a digit in 3b does not correlate with animal performance 
on the trained vibratory task (Recanzone et al., 1992a). Instead, the temporal precision of 
responses to a tactile vibratory stimulus was a better predictor of animal performance 
(Recanzone et al., 1992b). On the other hand, representational shifts in digit 
representation as measured by fMRI following passive vibratory stimuli predict 
improvements in tactile spatial acuity and decrements in vibratory discrimination (Hodzic 
et al., 2004). More recent data suggests that sensory map expansions may be specifically 
necessary as an animal learns a task but not for maintenance of a high level of 
performance (Blake et al., 2005; Reed et al., 2011).  
Like plasticity following injury, temporally coincident input across digits can also 
lead to maladaptive plasticity. Animals who performed a grip task over many months 
showed symptoms mirroring focal (hand) dystonia, including difficulty performing 
skilled hand motor tasks (Byl et al., 1996). In addition, individuals with focal dystonia, 
who often have experienced years of altered and coincident digit use, are more likely to 
 10 
exhibit overlap of digit representations in the somatosensory cortex (Bara-Jimenez et al., 
1998), have decreased tactile acuity (Bara-Jimenez et al., 2000a), and symptom relief 
corresponds with increased separation of digit representations (Candia et al., 2003). 
However, it is unknown whether expansion of RFs in 3b helps an animal detect multi-
digit input or if short-term training with multi-digit input leads to changes in tactile 
perception. 
1.6. Scope of dissertation. 
 This thesis focuses and expands upon Wang and colleagues’ 1995 finding that 
training an animal to detect the temporal sequence (one-back task) of multi-digit 
horizontal bar input leads to expansion of 3b RFs across multiple digits. We sought to 
examine, in human subjects, if such multi-digit training alters related tactile abilities, 
such as spatial or temporal acuity (Chapter 2). We quantified area 3b RF properties by 
recording from single units in naïve non-human primates and those trained on a 
simplified version of this multi-digit sequence task (Chapter 4). In both these 
experiments, we asked if features of the multi-digit stimuli the subject was trained with, 
for example, its location and orientation, conferred changes in perception and/or RF 
properties. By measuring responses of cells in 3b to oriented bar stimuli presented to 
multiple digits, we report previously uncharacterized aspects of 3b processing (Chapter 
5), including the presence of cells with inhibited responses to tactile stimuli and the 
absence of similar feature selectivity across digits. Finally, we describe how 3b responses 
are altered by the attentional state of the animal. We test if cells with expanded RFs are 
targeted by tactile attention and if tactile attention alters the temporal correlation of such 
cells (Chapter 6). 
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CHAPTER 2. FUNCTIONAL CONSEQUENCES 
OF EXPERIENCE-DEPENDENT PLASTICITY 
ON TACTILE PERCEPTION. 
Continuous training or exposure to a stimulus has been shown to enhance perceptual 
discrimination (Fahle, 2005; Seitz and Watanabe, 2005; Gilbert et al., 2009). This effect, 
termed perceptual learning, has been extensively investigated in the visual system. Many 
studies have shown that individuals demonstrate, over time, enhanced perceptual abilities 
in tasks requiring discrimination of sensory features such as orientation, motion, and 
luminance/contrast (Fahle et al., 1995; Goldstone, 1998; Seitz and Watanabe, 2005; 
Gilbert et al., 2009; Sasaki et al., 2010). Cortical changes that accompany and are thought 
to underlie such visual perceptual improvement have been termed experience dependent 
plasticity and have occasionally been observed in visual cortices (Crist et al., 2001; 
Schoups et al., 2001; Li et al., 2004; Shuler and Bear, 2006).  Experience-dependent 
plasticity following perceptual learning has been observed in other sensory modalities 
and motor systems (Allard et al., 1991; Recanzone et al., 1992a; Wang et al., 1995; 
Dahmen and King, 2007; Reis et al., 2009; Reed et al., 2011). For instance, repetitive 
tactile stimulation on the hand can lead to representational changes in primary 
somatosensory cortex (SI) of non-human primates. In one study, animals were trained to 
detect consecutive identical presentations of tactile bar stimuli that spanned digits 2 (D2), 
3 (D3) and 4 (D4). After an intensive training regime, the authors observed an expansion 
of the canonical excitatory receptive fields (RFs) of area 3b cells, from single to multiple 
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digits (Wang et al., 1995). It was surmised that continuous and synchronized stimulation 
of neighboring digits promoted synaptic integration of coincident inputs, thus causing RF 
enlargement of 3b cells (Clark et al., 1988; Allard et al., 1991; Wang et al., 1995). 
Similar findings have been observed in the auditory modality, where regular exposure to 
a particular frequency tone increases the representation of that frequency in auditory 
cortex (Recanzone et al., 1993; Rutkowski and Weinberger, 2005). These are significant 
findings because they indicate that cortical synapses and cells’ RF structures are plastic 
and can conform to the statistical properties of an organism’s environment.  
Yet, the behavioral implications of these neural anatomical changes, particularly in 
the somatosensory system, remain poorly understood. Previous studies have proposed 
that tactile spatial acuity improves as human participants passively experience vibratory 
stimuli (Godde et al., 2000; Hodzic et al., 2004; Kalisch et al., 2007) but several of these 
studies used two point discrimination, an inaccurate measurement of tactile spatial acuity 
(Johnson and Phillips, 1981; Craig and Johnson, 2000; Tong et al., 2013) and successful 
replication of these results has been mixed (Gibson et al., 2009).  It has also been 
observed that passive vibratory exposure can interfere with frequency discrimination 
while increasing cortical representation of the stimulated body region (Hodzic et al., 
2004), but this study failed to assay whether changes were specific to features of the 
stimulus used during training (i.e. does passive exposure to a specific frequency lead to 
decreased discrimination of that frequency). 
A significant outcome stemming from these types of anatomical reorganizations is the 
alteration of perceptual functions that rely on the cell populations undergoing plastic 
changes. For instance, in the somatosensory system, one would expect that related 
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abilities that utilize perception across multiple digits improve with training on tasks that 
require perception across digits and have been demonstrated to foster multi-digit RF 
expansion. Thus, in this study we asked whether spatial acuity across multiple digits, 
using stimuli spanning several digits, would be enhanced following training subjects to 
detect the temporal sequence of multi-digit oriented bar stimuli. A second prediction 
about altered perception following perceptual learning, based on neurophysiological 
principles, is that this topographical reorganization would lead to a reduction in the 
number of cells with single-digit RFs. We hypothesized this would cause a loss of 
function in tasks that require discrimination of stimuli within a single-digit or 
comparisons between single digits. Therefore, we examined whether discriminating the 
temporal sequence of multi-digit stimuli would come at the expense of spatial acuity at 
the single-digit level and temporal discrimination between the trained digits. Finally, we 
investigated whether perceptual learning effects in the somatosensory system are feature-
specific, such that changes in spatial and temporal acuity modulate based on the sensory 
feature(s) (e.g. the orientation of stimuli) experienced during training.  
Following our original prediction, we observed that participants’ single-digit spatial 
acuity decreased as subjects trained with multi-digit stimuli and this effect was selective 
for the stimulus orientation experienced in the training regime. In contrast to our original 
hypothesis, the data revealed that temporal acuity across the trained digits improved 
during training, and this effect was not orientation feature specific. These findings 
suggest that experience-dependent somatosensory plasticity can be utilized across various 
tactile tasks and can interfere with related tactile abilities. 
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2.1. Methods and Data Analysis 
Thirteen healthy human subjects participated in the experiments. Three 
participants were excluded because TOBT task parameters were not altered during the 
first day of training to ensure performance was at 60% at the beginning of training, as 
was done for all other participants (see “TOBT task” for details). The remaining 
participants were seven females, nine right-hand dominant, and between 18-30 years old. 
The median age was 20. Five additional participants were recruited to participate in 
control protocols (two males, all right-hand dominant), ages 18-31, median age 20. All 
testing procedures were performed in compliance with the policies and procedures of the 
Institutional Review Board for Human Use of the Johns Hopkins University. Participants 
were given a small monetary compensation at the end of each day. 
2.1.1. Participants. 
On the first day, we measured participants’ baseline temporal and spatial acuity. 
Participants then returned the following day and trained for nine days over a two week 
period on a tactile one-back task (TOBT) (Wang et al., 1995). This training took a half 
hour a day. This two-week time period was chosen as it was demonstrated to produce 
changes in somatosensory responses as measured by MEG in humans trained on the same 
TOBT(Spengler et al., 1997). At the end of each training day we measured participants’ 
spatial and temporal acuity functions in separate sessions (Figure 2.1). This testing took 
another half hour a day. Finally, at least a month after the last day of training, we retested 
participants spatial and temporal acuities to assay long-term perceptual learning effects in 
the somatosensory modality.  















Figure 2.1.  Experimental methods. (A) Tactile one-back training (TOBT). 
Participants experienced two horizontal bars that spanned the right middle and ring 
fingers (D3 and D4). One bar was located distally (near the fingertip) and the other 
proximally (closer to the palm of the hand). Participants were asked to indicate with a 
button press when they felt a bar consecutively indent at the same location. They were 
given feedback if they correctly responded in the designated hit window. Stimulus 
parameters are indicated, and were adjusted on the first day of training to ensure 
participants were performing around 60% correct. (B) Acuity testing phase. 
Participants’ intra and inter-digit spatial acuity (right panel) and inter-digit temporal 
acuity (left panel) was tested prior to any training on both hands (baseline acuity). 
Each day, following TOBT, we tested one hand’s temporal and spatial acuity, 




 Participants sat comfortably in a quiet room with their right hand supinated in a 
customized holder device to prevent hand and finger movements. A black curtain blocked 
the view of the hand and tactile stimulator. On every trial a horizontal bar stimulus that 
spanned the distal or proximal finger pads of D3 and D4 was indented on participants’ 
right hand to simultaneously contact the two digits. A trial sequence would begin and 
indentation of the bars alternated between distal and proximal pads. After a random 
number of stimulus indentations (between three and eight), two consecutive stimuli 
(target stimulus) were presented at the same location (Figure 2.1A). The target stimuli 
were not different from any others in any other parameters. Participants were instructed 
to press a response button in their left hand as quickly as possible in the event of a target 
stimulus and withhold a response to all other stimuli. Feedback response, in the form of 
an auditory tone, was provided after every correct response only. After any overt 
response (correct or incorrect), the tactile stimuli would pause for 1 second to ensure that 
participants could process subsequent stimuli. White noise was continuously presented to 
mask auditory cues from the motors. Subjects performed three sets of 80 sequences (~500 
stimuli) with five minute breaks. The TOBT task was performed for a half hour each day, 
which comprised approximately ~1500 stimuli (240 sequences/ target stimuli).  
2.1.3. Tactile One Back Task (TOBT) 
On the first day of training the inter-stimulus interval (ISI), indentation level, and 
stimulus duration were adjusted during breaks to ensure that participants’ baseline 
performance was approximately 60% (correct responses on about 48/80 sequences). This 
was done to ensure that task difficulty was equated across individual participants, and to 
enhance the likelihood of eliciting robust perceptual learning effects. The ISI across all 
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participants ranged between 350 and 550 msec (steps of 50msec). In particular, seven 
participants had an ISI between 350-450 msec, one participant had an ISI between 450-
550 msec, and two participants had an ISI between 400-500 msec. The stimulus 
indentation across all participants ranged between 125 and 300 μm. Specifically, the 
indentation level of the stimulus was 300 μm in four participants, 200 μm in four 
participants, 150 μm in one participant, and 125 μm in the remaining participant. The 
stimulus duration was 80 msec in seven participants and 50 msec in the remaining 
participants. After the first day the experimental parameters were kept constant.  
A small portion (5%) of consecutive indentations was presented only on one finger to 
enhance the likelihood that participants attended to both fingers. Participants were 
instructed to ignore these trials and only respond to consecutive indentations spanning 
both fingers. If they responded to consecutive indentations on a single-digit the 
experimenter provided feedback indicating an incorrect response. No participants 
responded during these ‘catch’ trials after the first day of training.  
Subjects’ d-prime each day was calculated by taking the difference between the z 
scores of the participant’s hit rate and the false alarm rate. Hit rate was defined as the 
number of correct responses/ number of targets and false alarm rate was defined as the 
number of times a subject incorrectly responded when a target wasn’t present / number of 
stimuli that were not a target (i.e. all the stimuli alternating between distal and proximal 
pads).  
 
 We tested participants’ spatial acuity using the well-established grating orientation 
2.1.4. Tactile spatial acuity  
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task (GOT) (Johnson and Phillips, 1981; Van Boven and Johnson, 1994; Craig and 
Johnson, 2000). Participants experienced a subset of eight square-wave gratings cut into 
rounded plastic domes (Altem plastic) with equal ridge and gap widths (0.35, 0.5,0.75, 1, 
1.25,1.5, 2, and 3mm, based on design by Stoelting Co., Wood Dale, IL).  A dome was 
indented 2mm into the finger using a linear motor for 1500 msec (see Chapter 2.1.7). The 
domes were consistently placed 14mm from the end of the fingertip, thus stimulating the 
upper half of the distal finger pad. Gratings were presented “vertically” (along the long 
axis of the finger, mediolateral) or “horizontally” (orthogonal, across the finger). 
Participants were instructed to judge the orientation of each stimulus and reported, with a 
mouse click using the untested hand, which of the two orientations they felt.  
The orientations were chosen randomly on every trial and each grating size was 
presented thirty times across randomized blocks. On the first day we tested participants 
on four grating sizes with widths ranging from 1.25 to 3mm.  After that point, we used 
three grating widths that encompassed the participant’s previous day’s thresholds (four 
sizes if necessary). This was done to reduce the experimental time. Individual gratings 
were presented to participants’ right hand D3 and D4 (trained) and left hand D2 and D3 
(untrained). Our goal was to contrast changes in spatial acuity on homologous and 
nonhomologous digits across both hands. However, we observed that participants’ 
baseline threshold on the right hand D4 and left hand D2 was significantly different as 
compared to other fingers (Post-hoc contrasts by Scheffe’s, F (2,18) >7.1, p<0.05). This 
is in line with previous studies that have demonstrated decreasing acuity from index to 
ring fingers (Sathian and Zangaladze, 1996; Grant et al., 2006; Wong et al., 2011). 
Therefore, to assay changes in single-digit acuity without the addition of ceiling or floor 
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effects, we only analyzed data on D3 between both hands. We measured multi-digit 
acuity in a protocol where two domes of equal grating width and orientation were 
indented at the same time on two fingers. We instructed participants to judge whether the 
grooves were horizontal or vertical across both fingers. We did not tell participants that 
the orientation was the same on both fingers, but asked that they attend to both fingers, in 
an attempt to create a task that require perception of stimuli across multiple digits. We 
synchronously indented stimuli on D3 and D4 of the right hand (trained digits) and D2 
and D3 of the left hand (untrained digits).  
The first day of testing only served to measure participants’ baseline acuity. This was 
done for both hands. From that point, we alternated which hand spatial acuity was 
measured, beginning with the right hand (i.e. the trained hand). This was done to reduce 
testing time. We determined participants’ spatial acuity threshold as the grating width 
that elicited correct responses on 75% of trials. Thresholds were estimated for each 
orientation condition by measuring acuity in trials with horizontal and vertical stimuli 
separately. We acknowledge that it will be unknown if changes in horizontal and vertical 
acuity (due to the task being two-alternative forced choice) are truly due to changes in 
perception or bias. 
 
 We measured participants’ temporal discrimination threshold (TDT) using two 
19mm oriented bars on two adjacent distal fingertips (300 μm indentation, 200 msec 
duration). The stimulator was the same as the one used in the TOBT task. Bars were 
either oriented horizontally across the fingertips (congruent), or one bar was indented 
2.1.5. Tactile temporal discrimination 
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vertically while the other was indented horizontally (incongruent). We quantified TDT on 
D3 and D4 of the right hand (trained digits) and D2 and D3 of the left hand (untrained 
digits). Participants indicated whether bars were indented at the same or different times 
(Lacruz et al., 1991). We chose this test, as opposed to a temporal order judgment task 
such as (Craig and Xu, 1990), given that previous studies had demonstrated changes in 
TDT using a similar paradigm in participants with focal dystonia (Tinazzi et al., 1999; 
Bara-Jimenez et al., 2000b; Sanger et al., 2001; Scontrini et al., 2009; Conte et al., 2014). 
We postulated that similar neural changes in SI RFs and therefore perceptual alterations 
may occur as a result of TOBT as seen in animal models of focal dystonia (Byl et al., 
1996). 
The stimulus onset asynchrony (SOA) between the two bars ranged between 0 and 
100 msec in steps of 5 msec. We randomized which bar was indented first.  Each SOA 
and orientation condition was presented six times, and this order was randomized. We 
estimated participants’ TDT by determining the stimulus asynchrony that elicited ‘same’ 
responses on 50% of trials. TDT for both hands was calculated on the first day (baseline), 
and then we alternated which hand was tested, beginning with the right hand.  
 
 Participants were asked to return approximately one month after the last day of 
the TOBT task to reexamine their spatial acuity and TDT thresholds (between 30 and 60 
days post training). The goal was to assay long-term perceptual learning effects of the 
TOBT task.  
2.1.6. Recovery tests 
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The stimulator used in TOBT and the temporal discrimination task consisted of four 
custom build linear motors (similar to those used in Killebrew et al., 2007) that have a 
nominal displacement of 2.9 mm. The four motors were positioned over the hand using 
four articulated tool holders (Noga Engineering Ltd.  Shlomi 22832, Israel) mounted to 4, 
2-axis, micro-positioners (Newport Corp., California). Each motor was centered on the 
to-be stimulated finger pad using magnetic bases. The bars were 19mm in length (Altem 
plastic), which spanned the entire width of the finger pad, and the short axis of the bar 
(8mm) was wedge-shaped to produce a smooth edge sensation. Motors were controlled 
using a National Instruments data acquisition board system (PCI-6229; National 
Instruments Corp., Austin, TX) and custom software. Motors moved with an on and off 
linear ramp duration of 20 msec. 
2.1.7. Mechanical stimulators. 
The stimulator used in the GOT task consisted of a linear stage (Parker MX80L 
Miniature Stage; Parker Hannifin Corp, Rohnert Park, CA), mounted vertically and 
controlled with serial commands via a serial port interface and custom software. Two 
ARSAPE rotating stepper motors (AM 1020 series, Faulhaber Corp) were attached to the 
linear stage. The grating domes (Altem plastic, design by Stoelting Co., Wood Dale, IL) 
were magnetically attached to the stepper motors with custom-designed holders, which 
allowed for a rapid replacement of stimuli between trial blocks. 
 We used repeated-measures ANOVA to test for effects, and all results were 
corrected for sphericity using the Greenhouse-Geisser method. All post-hoc contrasts 
were corrected for multiple comparisons (Scheffe’s method). Non-parametric statistics 
2.1.8. Statistics. 
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were used to test for effects between the small number of control participants who only 
engaged in the GOT and temporal discrimination tasks and the other subjects.  
2.2. Results. 
 Ten participants performed the TOBT for nine days over a thirteen-day period. 
As expected, participants showed systematic increases in d’ (D-prime) and corresponding 
decreases in reaction time (RT) throughout the training period (Figure 2.2). This was 
confirmed using a one-way repeated measures Analysis of Variance (ANOVA) on d’ 
with Day as the repeated factor (F (8, 72) = 8.82, p < 0.001, ηG2 = 0.303). We observed 
that d’ rose from 2.10 to 3.38 across the training period. This effect was captured by a 
linearly increasing polynomial contrast (F (8, 72) = 30.84, p < 0.001, ηG2 = 0.372). A 
separate ANOVA on RT also revealed a significant effect of Day (F (8, 72) = 10.88, p = 
0.001, ηG2 = 0.201), whereby RT decreased from 447 to 378 msec throughout training 
(linear polynomial contrast, F (8,72) = 44.84, p < 0.001, ηG2 = 0.199).  
2.2.1 Performance of the one-back task 
We further quantified the day at which performance on the TOBT task stabilized 
during training. We performed a series of ANOVAs where the earliest day of training 
was systematically removed from each test. For example, the first ANOVA was 
conducted using the full set of training days (9 days), while the second ANOVA was 
performed with the first day of training removed (8 days). This   strategy was continued 
until the ANOVAs failed to show a significant effect. We found that ANOVAs on d’ and 
RT failed to show significant differences from the fifth day onward (d’ ANOVA, F (4, 
36) = 1.61, p = 0.215; RT ANOVA, F (4, 36) = 2.82, p = 0.097), indicating that training 













Figure 2.2. Participants’ performance during multi-digit tactile one back training 
(TOBT). Participants’ (N=10) d prime (black line, Z(hit rate)-Z(false alarm rate)) is 
indicated on the left y-axis, and reaction time for correct trials (grey dashed line) on 
the right y-axis. All error bars are standard error of the mean (SEM), calculated by 
removing between-participant variability considering this is a within-participant 
design (see Cousineau, 2005 for a description).  
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2.2.2. Training-specific changes in spatial acuity
After each TOBT session, we tested participants’ spatial acuity using the GOT 
(Johnson and Phillips, 1981). Figure 2.3 shows changes in threshold across time in 
single-digit (Figure 2.3A) and multi-digit (Figure 2.3B) for both horizontal (left panels 
Figures 2.3) and vertical (right panels Figures 2.3) orientation conditions. Note that 
threshold is the inverse of acuity. Thus, lower threshold values reflect better acuity. 
Further, the trained hand was tested five times, but only the first four sessions were used 
in statistical tests to ensure a balanced design. In all graphs, threshold changes are relative 
to baseline (i.e. baseline acuity measured a day prior to the first session of TOBT task). 
We ran a four way 2 x 2 x 2 x 4 within-subject ANOVA with factors of Orientation 
(Horizontal vs. Vertical), Number of Digits (Single vs. Multi-digit), Hand (Trained vs. 
Untrained), and Training Session (One to Four). We found a main effect of Training 
Session (F (3, 27) = 10.429, p < 0.001, ηG2 = 0.034), which was captured by a linear 
decreasing function as assessed by polynomial contrasts (F (3, 27) = 19.524, p = 0.002, 
ηG2 =0.032). This is in line with previous studies, which show decreasing thresholds with 
continuous exposure to the GOT (Johnson and Phillips, 1981; Wong et al., 2013). We 
also found a significant Orientation x Training Session interaction effect (F (3, 27) = 
7.045, p=0.002, ηG2 = 0.010), with vertical threshold decreasing at a faster rate. This was 
captured by a linear trend (polynomial contrasts, F (3, 27) = 14.284, p=0.004, ηG2 
=0.007). The ANOVA also revealed a significant interaction between Number of Digits 
and Training Session (F (3, 27) = 3.611, p=0.039, ηG2 =0.010). This was captured by a 
quadratic function (polynomial contrasts, F (3, 27) = 11.757, p = 0.008, ηG2 =0.010), with 
single-digit threshold increasing on the second testing session, then decreasing across 
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sessions, and multi-digit threshold decreasing on the first three sessions, then increasing. 
Finally, we found a significant four-way interaction between Orientation, Number of 
Digits, Hand, and Training Session (F (3,27) = 3.72, p = 0.042, ηG2 =0.008). No other 
significant effects were observed.  
This complex four-way interaction was described in two ways. First, we describe 
the interaction by using a subtraction method. We first subtracted changes in threshold on 
untrained hand from the trained hand (Figure 2.4). We believe that there were minimal 
transfer effects in spatial acuity across hands, as we compared the untrained hands’ 
spatial acuity with a separate, small group of control subjects which never experienced 
the TOBT, but whose acuity was tracked over many sessions. These data are shown in 
Figure 2.5. Independent samples Mann-Whitney U-tests revealed no significant 
differences between these two groups for each session and spatial acuity condition (p > 
0.05 for each session, Figure 1.5). 
Figure 2.4 demonstrates subjects’ data when the untrained hand was subtracted 
from the trained hand (Figure 2.4a), and when the vertical threshold was subtracted from 
the horizontal threshold (Figure 2.4b). This captures the overall trend that the trained 
(relative to the untrained hand) hand’s single digit horizontal threshold (relative to 
vertical acuity) increased, while the trained hand’s multi-digit horizontal threshold 













Figure 2.3.  The effect of training on spatial acuity. (A) Changes in D3 single-digit 
grating orientation threshold (relative to baseline) on the trained (black) and untrained 
(grey dashed) hands. Note that session 1 is day 1 of TOBT training for the trained 
hand and day 2 for the untrained hand, session 2 is day 3 for the trained hand and day 
4 for the untrained hand. The untrained hand was tested five times but only the first 
four sessions were used in the ANOVA. Left: changes in threshold on horizontal-only 
trials, Right: changes on vertical-only trials. The trained hand was tested over five 
sessions, however for statistical purposes (to ensure a balanced design) only the first 
four sessions were analyzed. Threshold was re-tested one month after session of 
TOBT (recovery). Error bars are +/- within-participant S.E.M. (B) Changes in multi-
digit threshold on the trained digits (black, right D3/D4) and untrained hand and digits 
(grey dashed, left D2/D3). Left: threshold on horizontal-only trials. Right: Threshold 








Figure 2.4 Training and orientation specific changes in spatial acuity.  (A) 
Participants’ acuity during the first four testing sessions when threshold on the 
untrained hand was subtracted from the trained hand. Left panel- horizontal threshold, 
right panel- vertical threshold.  Error bars are +/- within-participant S.E.M. (B) 
Participants intra (black) and inter (grey) acuity across the first four testing sessions 
when thresholds from the untrained hand was subtracted from the trained hand, and 










Figure 2.5. Spatial acuity changes on the untrained hand and in control 
participants. (A) Changes in D3 single-digit grating orientation threshold (relative to 
baseline) on the untrained hands of participants who experienced TOBT (N=10, grey 
dashed) and control participants who did not experience TOBT (N=5, black). Left: 
changes in threshold on horizontal-only trials, Right: threshold on vertical-only trials. 
The untrained hand was tested over only four sessions and we tested control 
participants on the GOT over nine days. Error bars are +/- between-group S.E.M. (B) 
Changes in multi-digit threshold on the untrained hand and digits (left D2/D3, N=10 
grey dashed) and on the same hand/digits for control participants (N=5, black). Left: 
threshold on horizontal-only trials. Right: Threshold on vertical only trials. Error bars 
are +/- between-group S.E.M. 
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However, the subtraction method will not elucidate hand and/or orientation 
specificity of such changes, so we additionally performed linear trend analysis based on 
specific hypotheses (polynomial contrast analysis on a subset of the data). Our working 
hypothesis was that training enhances multi-digit acuity over time, at the expense of 
single-digit acuity, in an orientation and location specific manner. This was partially 
confirmed by our data. We failed to find a specific decrease in multi-digit horizontal 
threshold on the trained hand (Figure 2.3B, left panel, black). However, we observed that 
horizontal single-digit threshold on the untrained hand (Figure 2.3A, left panel, grey 
dashed) decreased across session, whereas the same measure increased in a quadratic 
manner on the trained hand (Figure 2.3A, left panel, black). We examined the 
significance of this specific effect using linear contrast analyses. We assigned orthogonal 
and equally spaced weights to each data point. Based on Figure 2.3A (left), we assigned a 
linearly decreasing function over four sessions to the untrained hand, weights [3 1 -1 -3], 
and a quadratic trend, increasing then decreasing to the trained hand, weights [-1 1 1 -1]. 
This combination of trends was significant (F (3,27)=19.02, p<0.05, ηG2 = 0.016, 
corrected for sphericity and post-hoc statistical significance assessed using Scheffe’s 
method) indicating specifically that horizontal single digit acuity on the trained hand 
increased quadratically while the untrained hand’s acuity on this exact same measure 
decreased. Again we contend that the untrained hand represents typical perceptual 
learning of the GOT (Figure 2.5), as previous authors had shown that regular exposure to 
the GOT decreases thresholds (Johnson and Phillips, 1981; Wong et al., 2013). 
We investigated the persistence of these training effects by retesting participants’ 
spatial and temporal acuity over a month after their last day of the TOBT task. We 
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performed a 2 x 2 x 2 x 2 ANOVA with factors of Orientation (Horizontal vs. Vertical), 
Number of Digits (Single vs. Multi-digit), Hand (Trained vs. Untrained), and Training 
Session (Last TOBT Session vs. Recovery Session). The ANOVA revealed a significant 
four-way interaction (F (1,9) = 7.306, p = 0.024, ηG2 = 0.003). There was not a significant 
change at the horizontal, single-digit data (i.e. the trained hand’s single-digit horizontal 
threshold did not significantly change, nor did the untrained hand’s from the last day of 
testing to recovery). We instead believe the significant interaction indicated in the 
omnibus test was driven by changes in horizontal multi-digit acuity (Figure 2.3B, left 
panel) during the recovery period, whereby the trained hand’s threshold increased 
between the recovery period and the untrained hand’s threshold decreased after a month 
without training. This specific post-hoc contrast was significant (F (1,9) = 8.52, p<0.05 
corrected via Scheffe’s, ηG2 = 0.006).  
 
 We next examined how participants’ TDT changed across multiple digits during 
TOBT (Figure 2.6). We reasoned that the TOBT task would impair temporal 
discrimination of stimuli between the trained digits due to the continuous and 
synchronous stimulation experienced during the training period. We predicated this form 
of stimulation would promote integration across digits thus making tasks that required 
comparisons between digits more difficult.  














Figure 2.6. The effect of training on temporal acuity. (A) Participants’ change in 
temporal discrimination threshold (TDT) relative to baseline, across the trained digits 
(right D3/D4) and the untrained hand/digits (left D2/D3). Bars were oriented 
congruently horizontally (as in TOBT) across digits. Error bars are +/- within-
participant S.E.M. (B) Participants’ change in TDT relative to baseline on the trained 
and untrained hands. In this protocol, one bar was oriented vertically (medio-laterally) 
across the finger. Error bars are +/- within-participant S.E.M. 
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A three-way 2 x 2 x 4 ANOVA with factors of Stimulus Congruency (Congruent 
vs. Incongruent), Hand (Trained vs. Untrained), and Session was computed to test for 
significance effects. The ANOVA revealed a main effect of Session (F (3, 27) = 5.809, p 
= 0.011, ηG2 = 0.038) driven by decreasing thresholds throughout training (i.e. linear 
polynomial contrast; F (3,27) = 20.152, p = 0.002, ηG2 =0.018). In addition, we found a 
significant Session x Hand interaction (F (3,27) = 3.82, p = 0.042, ηG2 = 0.034). 
Polynomial contrasts revealed that this interaction was best explained by a quadratic 
function (F (3,27) = 9.576, p = 0.013, ηG2 = 0.025), with TDT on the trained hand 
decreasing between the first and third sessions and then increasing on the fourth testing 
session. We again asked if the untrained hand represented typical changes in TDT over 
time by comparing these data with the separate control group (Figure 2.7). We found that 
the untrained hand in the congruent condition (Figure 2.7, grey dashed) was significantly 
lower than the control group in the third testing session (Independent samples Mann-
Whitney U test, p=0.04). However, the untrained hand and control subjects were not 
significantly different on any other sessions (Independent samples Mann-Whitney U test, 
p>0.05 for each session). Therefore, while TOBT training may have transferred and 
enhanced temporal acuity slightly on the untrained hand, overall, the improvement in 
temporal acuity was specific to the trained hand.  
We measured intra-digit temporal acuity a month after training on the TOBT task. 
We computed a 2 x 2 x 2 ANOVA with factors Stimulus Congruency (Congruent vs. 
Incongruent), Hand (Trained vs. Untrained), and Session (Last TOBT Session vs. 
Recovery Session). The ANOVA failed to reveal any significant effects, suggesting no 











Figure 2.7. Temporal acuity changes on the untrained hand and in control 
participants. (A) Participants’ change in temporal discrimination threshold (TDT) 
relative to baseline, across the untrained hand/digits (left D2/D3, grey dashed) versus 
control participants (black). Bars were oriented congruently horizontally (as in TOBT) 
across digits. Error bars are +/- between-groups S.E.M. (B) Participants’ change in 
temporal discrimination threshold (TDT) relative to baseline, across the untrained 
hand/digits (left D2/D3, grey dashed) versus control participants (black). In this 
protocol, one bar was oriented vertically (medio-laterally) across the finger. Error bars 
are +/- between-groups S.E.M. 
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2.3. Discussion.  
We assessed whether training on a task that promotes multi-digit RF expansion would 
enhance spatial acuity of stimuli spanning multiple digits. In addition, we tested whether 
enhancements in multi-digit acuity would come at the expense of perceptual 
discrimination at the single-digit level or between digits. Finally, we investigated whether 
perceptual learning effects in the somatosensory system are feature-specific. 
As participants learned the TOBT, we found location and orientation- specific 
changes in temporal and spatial acuity. We contend that features of the TOBT predict 
these acuity changes, in that it used temporal sequence discrimination of horizontal, 
multi-digit stimuli. We found that participants’ temporal acuity across multiple digits 
improved during training and that participants’ horizontal single-digit spatial acuity, 
relative to acuity on the untrained hand, decreased during the training period.  Therefore, 
these data suggests that experience-dependent plasticity as a result of a tactile regime can 
both enhance and impede tactile perception in a predicable manner. 
 
We found that our participants’ performance on the TOBT task improved throughout 
the training period, and that they performed proficiently by the end of training. This 
improvement plateaued after five days of training (Figure 2). In addition, we observed 
that spatial acuity changes due to training were specific to the number of digits and 
stimulus orientation experienced during training. In support of our hypothesis, we 
observed that single-digit spatial acuity on the trained hand decreased (threshold 
increased) in a quadratic manner, and this was specific to the orientation of the stimulus 
2.3.1. Features of TOBT predict changes in spatial acuity 
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used during training (horizontal). We contend that these modulations in spatial acuity 
were specific to the hand trained on the TOBT task, as the spatial acuity in participants’ 
untrained hand closely mirrored a separate group of participants who were not trained on 
the TOBT task, but performed the GOT across a similar timeframe.  
 
In the field of visual perceptual learning, feature (e.g. orientation) and location (e.g. 
retinal location or eye tested) specificity has often been cited as evidence for plasticity 
changes in primary sensory cortex (Fiorentini and Berardi, 1980; Ball and Sekuler, 1982; 
Karni and Sagi, 1991; Crist et al., 1997; Fahle, 1997, 2004). Studies have observed 
changes in neural responses in primary visual cortex (V1) as a result of visual experience 
(e.g. non classical RF modulation with the presence of contextual stimuli, orientation 
specificity, sustained responses to stimuli which predict reward at a temporal interval) 
(Crist et al., 2001; Schoups et al., 2001; Li et al., 2004; Shuler and Bear, 2006). However, 
few, if any, have observed changes in V1 RF properties like size or orientation preference 
(Crist et al., 2001; Ghose et al., 2002). On the other hand, SI cortical map plasticity and 
alterations in SI RF properties have been described following learning on a tactile task or 
a consistent tactile stimulation regime (Jenkins et al., 1990; Recanzone et al., 1992a, 
1992b; Blake et al., 2002), but the consequences on perception have not been described. 
Our study provides significant insight onto the functional implications of RF expansion 
promoted by multi-digit task training (Wang et al., 1995). 
2.3.2. Mechanisms explaining changes in spatial acuity due to experience-dependent 
plasticity 
Cells with an excitatory RF confined to one finger are likely to be anatomically 
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connected to those with input from adjacent fingers (via horizontal or divergent 
ascending input). Indeed, several studies in area 3b have shown modulatory effects on the 
classical single-digit RF by stimulation of adjacent digits (Friedman et al., 2008; Reed et 
al., 2010; Thakur et al., 2012). These anatomical connections between digits in area 3b 
could be modified by continuous engagement on the TOBT task. Interference in single-
digit spatial acuity is possible if TOBT expands horizontally tuned cells’ single-digit RFs 
into excitatory multi-digit RFs in 3b, potentially making horizontal judgments less 
accurate on a single-digit. We should note that the trained hand’s single-digit horizontal 
spatial acuity did not become worse than baseline spatial acuity; decrements in acuity are 
only relative to the untrained hand. One can therefore think of TOBT as interfering with 
perceptual learning in spatial acuity. We also acknowledge that this training could shift 
participants’ bias during the GOT, thereby making them less likely to indicate the 
horizontal choice on the trained digit.  Nonetheless, to the best of our knowledge, we 
believe this may be the first description of perceptual learning interfering with 
performance on a different, but related, task in a feature and location specific manner in 
the somatosensory system. Additionally, our data supports the hypothesis that conscious 
processing of stimuli features is not necessary to cause perceptual changes (Watanabe et 
al., 2001; Seitz and Watanabe, 2003, 2009; Seitz et al., 2009), particularly if suppression 
of sensory stimuli is unnecessary or reinforcement is correlated with a particular stimulus 
feature (Sasaki et al., 2010).  That is, even though performance on the TOBT task was not 
reliant on judging the orientation of the stimulus, the effect on spatial acuity was 
orientation-specific. 
We found that training on the TOBT task did not improve multi-digit spatial acuity, 
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particularly for the horizontal orientation, at least as tested with the multi-digit GOT 
(Figure 2B). One possibility to explain this result is that participants employed different 
strategies to perform the multi-digit spatial acuity task. For example, as grating stimuli 
were always oriented in the same manner across adjacent digits, participants may have 
attended to only one digit to perform the task. 
 
We found that participants’ TDT across trained fingers followed a quadratic trend, 
decreasing in the first three sessions and then returned to a similar level as the untrained 
hand, a finding that runs counter to our hypothesis. Indeed, we had originally predicted 
that the formation of multi-digit representations would make comparisons between 
fingers more difficult. However, this hypothesis assumed temporal discrimination would 
rely on a comparison between cell populations conveying the timing of stimuli on a 
single-digit, and that expansion of RFs would impair such judgments. This need not be 
the case, as computational studies have demonstrated large RFs could easily convey 
information about timing of stimuli (Foffani et al., 2008).  We found that enhanced 
temporal acuity was not specific to the orientation of the trained stimulus, as TDT 
decreased even when participants compared the timing between incongruent oriented 
bars. This result indicates that temporal and spatial tactile abilities are affected 
differentially by the TOBT task, and points to separate cortical mechanisms underlying 
temporal and spatial acuity. 
2.3.3. Short-term enhancements in temporal acuity 
We propose that the quadratic trends seen in both spatial and temporal acuity 
measures (i.e. increasing horizontal single digit acuity and decreasing temporal acuity 
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over the first three sessions) may be explained by the sharp increase in performance on 
the TOBT in the first five days of training (corresponding to the first three testing 
sessions on the trained hand). This corresponds with data indicating primary sensory 
experience-dependent plasticity is most prominent during learning as opposed to 
maintenance of performance (Reed et al., 2011). We did not observe a clear and reliable 
daily correspondence between each subject’s TOBT performance and spatial and 
temporal acuity, perhaps due to a variable temporal relationship between these measures.  
 
While we did not see tactile single-digit horizontal spatial acuity significantly change 
from the last testing session after a month without training or return to baseline, we did 
observe shifts that would suggest somatosensory cortex renormalizes after a long period 
without training (Figure 2A, left panel). This is in contrast to perceptual effects of passive 
tactile co-activation, which are extinguished after 24 hours (Godde et al., 2000; Hodzic et 
al., 2004). In our case, the renormalization process seems to take substantially longer than 
training time. Certainly, better understanding of this process would be of great 
importance to clinical populations such as patients with focal dystonia for whom 
experience-dependent plasticity is maladaptive and related to pronounced motor and 
sensory deficits associated with the disorder. Investigators have implicated 
somatosensory cortex RF expansion in the development of focal hand dystonia (Byl et 
al., 1997; Blake et al., 2002), as patients have often experienced a greater degree of multi-
digit stimulation throughout the lifespan, thus increasing likelihood of multi-digit 
representations in cortex. It has been suggested this RF expansion is related to patients’ 
2.3.4. Recovery and clinical implications 
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abnormal tactile spatial acuity (Bara-Jimenez et al., 2000a), and undoing these multi-digit 
representations may be related to symptom relief (Candia et al., 2003). It is clear that 
those interested in learning and rehabilitation will need to better understand how training 
on one task might transfer to other tasks. For example, it has recently been suggested that 
popular online “brain training” tasks have little bearing on other cognitive skills (Owen et 
al., 2010) . Our results suggest that one should consider perceptual learning interference 



















CHAPTER 3. GENERAL 
NEUROPHYSIOLOGY METHODS. 
 This chapter concerns the neurophysiological techniques employed for the data 
described in Chapters 4-6. Animal training and surgery, stimulus apparatus and control, 
data collection, and general principles of data analysis are summarized. Specific data 
collection and analysis principles are found within the appropriate chapter. Details about 
the human psychophysics techniques employed in Chapter 2 are found within that 
chapter.  
3.1. Animals, training, and surgery 
 370 single unit (SU) responses were recorded from the hand regions of primary 
somatosensory cortex (SI), area 3b from four hemispheres in two male rhesus (Macaca 
mulatta) monkeys. We have only included well isolated 3b cells tested on all relevant 
conditions with a significant response (see below for description) on at least one distal 
pad. Both animals were initially trained to perform a visual discrimination task, used 
during receptive field mapping procedures. Each monkey was then trained on a tactile 
distal one-back task (see below).  
 The first animal (MR4358M, average weight 9.7 kg) was trained on a tactile distal 
one-back task on his left hand and we recorded in the right hemisphere contralateral to 
the trained hand (referred to as a “trained hemisphere”; 82 cells). We then recorded in the 
left hemisphere, contralateral to the untrained right hand; this will be referred to as the 
“control hemisphere” (103 cells). In the second animal (43V, average weight 8.1 kg), we 
first recorded from the left hemisphere prior to any tactile training and mapped receptive 
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field properties on the right hand. This will be referred to as the “naïve hemisphere” (91 
cells). We then trained the animal on the distal one-back task on his left hand, and 
recorded in the right “trained hemisphere” (94 cells), contralateral to the trained hand.  
 All procedures that might have produced pain or distress were minimized. We used 
operant training procedures and placed animals on water restriction while in their home 
cage. The animals received ample water consumption in the lab environment. Animals 
were first accustomed to being brought into the lab, sitting quietly in a primate chair for 
several hours, and having their hands restrained in arm and hand holders for an hour at a 
time. This training took approximately one to two months. To train the animals on tasks 
that required eye fixation and later perform neurophysiology, surgery was performed 
under anesthesia to implant head restraining posts and recording chambers. Posts were 
stainless steel and secured to the skull with titanium bone screws (Howmedica Osteonics 
Corp. Mawah, NJ) and bone cement (Henry Schein, Melville, NY). Recording chambers 
(stainless steel, 19 mm diameter) were placed on both hemispheres to target the hand 
region of SI cortex, centered over the Horsley-Clarke coordinates anterior = 6, lateral = 
22. All surgical and experimental procedures were approved by the Animal Care and Use 
Committee of the Johns Hopkins University and conformed to National Institutes of 
Health and U.S. Department of Agriculture guidelines. 
 
3.2. Experimental paradigm and visual discrimination task 
 The animal was seated in a comfortable chair with the head restrained. The animal’s 
tested hand was supinated and both hands and arms comfortably restrained in custom-
made holders. The tested hand’s fingers were placed comfortably in the hand holder and 
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D2- D5 fingers were secured with cloth tape around the medial pads and nails secured 
with a small amount of fixative to a nail holder. We used a visual discrimination task to 
consistently control the animal’s attentional state during receptive field mapping and to 
test the effect of tactile attention in the multi-digit distal one back task (see Chapter 6 for 
description of these attention protocols).  
 The visual task began with presentation of a blue square with size of 2.04º. If the 
animal successfully maintained fixation for 400 msec, two white circles appeared on the 
left and right of the visual cue (each 2.04º in diameter).  These had different luminance 
levels and the animal was required to make a saccade to the brighter circle. The two 
visual circles were presented for a maximum of 2000 msec. The inter-trial-interval was 
2300 msec. The discrimination difficulty was adapted using an ongoing staircase method 
based on the animal’s performance. The difficulty increased (i.e. the luminance 
difference decreased, using a logarithmic scale) following three successive correct trials, 
and decreased after each error. The animal was rewarded with a drop of juice or water 
after every correct response. All visual stimuli were presented on a Samsung SyncMaster 
740b 17” LCD monitor, on a black background with a 60 Hz refresh rate. Eye position 
was monitored with a PC-60 ViewPoint EyeTracker (Arrington Research - Scottsdale, 
AZ). It took both animals approximately one month to learn this task. 
 
3.3. Tactile distal one-back task and stimulator 
 Prior to recording from the trained hemispheres, we trained both animals to perform a 
distal one-back task on their left hand (note that laterality of hand preference in macaques 
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has not been established, e.g. Chatagny et al., 2013). An overview of this task can be seen 
on Figure 3.1.  
 The rules of this task were based on Wang et al., 1995 , with several modifications, 
discussed here and throughout the text. The animal sat with its left hand supinated and 
fingers fixed and both hands fixed in a custom hand and arm holder. This is in contrast to 
(Wang et al., 1995), which had owl monkeys voluntarily grasp a stimulator, their hands 
unrestrained (Recanzone et al., 1991). Training owl monkeys to consistently grip the 
stimulator in a stereotyped manner such that all digits equally contacted the probes took 
the experimenters several months, and it took over a year to fully train the animals on the 
one-back task (X. Wang, personal communication).  
 To begin a trial, the animal would fixate on a central green triangle cue for 100 msec. 
A white circle response cue above the central cue would appear, while the animal was 
required to maintain fixation on the green central triangle. Horizontal bar stimuli would 
be presented to digits 3 and 4 on the distal and proximal finger pads. Note that Wang et 
al., 1995 stimulated D2-D4 with probes which contacted the distal and proximal pads 





Figure 3.1. Distal one-back task. Both animals were trained to perform this task, 
which required the identification of two consecutive distally presented stimuli. (A) 
Top left: visual stimuli, Bottom right: tactile stimuli. Arrows indicate trial progression 
for both modalities. The animal fixated (red point indicates eye position, not actually 
part of visual stimuli) on a central green triangle to begin a trial (1), and then 
experienced multi-digit horizontal bar stimuli indenting the D3 and D4 distal and 
proximal finger pads (2). Grey= proximal stimuli, black= distal. When the animal felt 
two consecutive distal stimuli, it would break fixation and saccade to a response cue 
(3), which was present for the entire trial. If it did so in the designated hit window, it 
received a water or juice reward. (B) Tactile sequences/trials presented randomly to 
the animal.  
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 The stimulator consisted of two custom build linear motors (similar to those used in 
Killebrew et al., 2007) that have a nominal displacement of 2.9 mm. The two motors 
were positioned over the left hand using two articulated tool holders (Noga Engineering 
Ltd.  Shlomi 22832, Israel) mounted to 2-axis micro-positioners (Newport Corp., 
California). Motors were controlled using a National Instruments data acquisition board 
system (PCI-6229; National Instruments Corp., Austin, TX; software driver version NI-
DAQmx 8.10f1) and custom software. A magnetic base could be moved to align one of 
the motors across the centers of the distal pads of digits three and four and then align the 
other bar over the proximal pads of the same digits. The bar contacting the distal pads 
was 35mm in length and the bar contacting the proximal pads 25mm to span the entire 
width of both finger pads. The bars were 3D printed using VeroWhitePlus plastic 
(Stratasys, Valencia, Ca.) on an Objet Alaris 30U.  The short axis of the bar  (8mm) was 
wedge-shaped to produce an edge sensation.  
 The animal would need to maintain fixation on the central cue until they felt two 
consecutive distal tactile stimuli. Wang et al, 1995, had the animal break hand contact 
with the stimulator when it felt the target stimuli, which could be two consecutive distal 
or proximal stimuli, or a 50-60 Hz vibration on one of the bars. For our task, if the animal 
broke fixation at any point the tactile stimuli would stop, the trial would be aborted and 
the animal would experience a time out period (4000 to 4500 msec). The stimuli were 
400 µm, 100 msec indentations and the inter-stimulus interval was 500 msec. In the owl 
monkey study by Wang et al, 1995, the stimuli were 50-100 µm, 50 msec, and the inter-
stimulus interval was 200-300 msec. The animal would need to saccade to the response 
cue within 500 msec to receive a reward, otherwise if they maintained fixation for the 
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entire period this was considered a “no response” or “incorrect” trial and the animal 
would not receive a reward. The animal randomly experienced four trial types: one with 
two distal stimuli, one with a proximal stimuli then two distal stimuli, a third with the 
pattern distal-proximal-distal- distal, and a fourth with a pattern proximal-distal-
proximal-distal-distal (Figure 3.1B). The intertrial interval was 2300 msec.  
 As this was the first time our lab had trained an animal on a modified one-back task, 
we utilized several methods to train the animals such that they would understand the rules 
of the task. First, we altered the luminance on the response cue during the trial, such that 
it was low luminance while the alternating stimuli was presented, and would brighten 
synchronously when the target stimuli (second distal tap) was presented. Therefore, in the 
very beginning of training, the animal would maintain fixation on the central green 
triangle until a bright white circle appeared above, causing the animal to quickly saccade 
up to this response cue. This helped the animal understand the basic fixation rules of the 
task. Second, we increased the intensity of the target stimuli, specifically the second 
distal stimuli, to enhance its salience (suggested by X. Wang as it had been successfully 
used in the owl monkey task). We presented the trial types in blocks (e.g. 5 trials with 
two distal stimuli, followed by 5 trials with proximal- distal-distal stimuli), and repeated 
incorrect trials. We then slowly increased the luminance of the response cue during the 
fixation period until it was a fully illuminated cue during the entire trial. We then 
removed the other cues and aids until the animal was performing the task with all trial 
types presented randomly and without any incorrect trials repeated.  It took us six months 
(6 days/week) to train the first animal to consistently perform at over 80% correct on this 
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task, and five months to train the second animal. Note that this is consistently shorter than 
the training time by Wang et al, 1995.  
   
3.4. Neurophysiology 
 Standard neurophysiological techniques were used to collect the data in all animals. 
Prior to recording, a craniotomy was made in the center of the recording chamber, 
approximately 3 mm in diameter. Thereafter, the animal was brought in daily to the 
laboratory (6 days/week), the chamber cover removed, the chamber rinsed with sterile 
saline, and a positioning stage mounted onto the chamber.  Positioning along the 
anterior/posterior and medio/lateral axes was set on each recording day with a 2D 
coordinate positioner that provided precision at the micron level. A custom-built 
microdrive system was then secured to this positioning plate, containing four separate 
extracellular microelectrodes (2 to 7MΩ, Tungsten FHC Inc, Bowdoin, ME) linearly 
aligned and spaced 584 µm apart. The animal was transferred to the recording room, and 
the electrodes advanced through the intact dura and into cortex.  At the end of each 
recording day (5-6 hours later), the electrodes were removed, the chamber cleaned and a 
small piece of gelfoam with dexamethasone and antibiotic was placed on the dura. The 
chamber was filled with sterile saline and sealed, and the animal placed back in its home 






3.5. Recording from area 3b 
It was crucial that our recordings were always from area 3b, and not from another 
postcentral gyrus area where cells with different receptive fields properties (e.g. larger 
receptive field size) have been described. We used the same procedure as previous 
studies (DiCarlo et al., 1998; Bensmaia et al., 2008; Pei et al., 2011; Kim et al., 2015) to 
ensure we were recording in area 3b. Response properties as electrodes were driven into 
cortex were recorded on a central database co-registered with electrode depth and XY 
location within the chamber. The central sulcus was determined by the depth and 
transitions of white and grey matter, as well by the presence of motor responses in 
anterior electrodes. If the array were placed too far laterally, we would encounter 
responses to the thumb, and if it were placed too far medially, we would encounter 
responses to the upper arm. The array would be repositioned the next day if this were the 
case. The array would then be oriented medial-laterally to ensure the most lateral 
electrodes encountered responses to more lateral digits (i.e. closer to the thumb) 
compared to anterior electrodes.  From that point, the array was oriented anterior-
posterior (orthogonal to the central sulcus) such that each electrode encountered 
responses from approximately the same digit. It took approximately a week to localize 
the electrode array to the 3b D2-D5 hand region.  
Once this cortical mapping procedure was complete, each day electrodes were driven 
into the cortex until they encountered neurons in area 1 with RFs on D2-D5 fingerpads. 
As one descends from the cortical surface through area 1, RFs progress from the distal, to 
middle, to proximal finger pads, and then to the palmar whorls. When electrodes reach 
area 3b, RFs proceed back up the finger, transitioning from proximal, to medial, and 
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ultimately to distal pads. Note that this transition was the reason we chose to exclude 
cells with proximal pad responses, as it would be unclear if such cells were localized to 
area 1 or to area 3b. This reversal has been verified histologically to correspond to the 
border between areas 3b and 1 (DiCarlo et al., 1998). Because we never recorded 
responses from the distal pads in superficial cortex, and all recordings were made 2–3 
mm below the top of the neural activity and after observing this progression, there was 
little to no uncertainty about the anatomical area from which the neurons originated. We 
recorded from neurons whose RFs were located on the distal pads of digits 2–5 as 
determined by experimenter probing the glabrous skin with hand held probes. After 
recording from area 3b at a given location, the next day the electrode array was shifted 
100 µm along the postcentral gyrus until the entire 3b representation of digits 2–5 had 
been covered. The array was occasionally shifted anterior-posterior to track the central 
sulcus and ensure the maximum number of electrodes reached 3b. This process took 
approximately 2 months.    
 
3.6. Mapping receptive fields and stimulator 
 When we had successfully isolated single units with RFs centered on the distal pads 
of digits 2-5, we mapped receptive fields using a rotating bar protocol similar to that 
described in (Fitzgerald et al., 2004). The tactile stimulator consisted of a custom made 
linear motor as used in (Killebrew et al., 2007) mounted on the shaft of a rotating stepper 
motor (Arsape AM 1020, 10 mm diameter, 15.9 mm length, Faulhaber, Clearwater, Fl.). 
The oriented bar was 3D printed from plastic (VeroWhitePlus plastic, Stratasys, 
Valencia, Ca.) on an Objet Alaris 30U.   The bar was 10mm long, approximately the 
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width of a monkey’s finger; its short axis was 3 mm, and a 90° wedge. A wedge-shaped 
bar was used because it produced a crisp sensation of the edge of a surface. The motors 
were attached to an articulated tool holder (Noga Engineering Ltd.  Shlomi 22832, Israel) 
mounted to a micro-positioner (Newport Corp., California) and a magnetic base. During 
stimulation, the bar was indented into the skin at the center of the distal pads of D2–5 of 
the hand contralateral to the recorded cortical hemisphere. The animal’s digits were 
slightly spread apart such that there was never a possibility of the bar contacting adjacent 
digits. The center of each distal digit was marked on the skin by the experimenter using a 
3D plastic positioner that corresponding to the dimensions of each digit, and the 
stimulator positioned over this point. For each stimulus, the bar was presented for 500 
msec, with a ramp time of 20msec, at one of eight 22.5° separated orientations (0 to 
157.5°). The bar was indented with a depth of 1mm and the interstimulus interval was 
700 msec. In the second animal, we additionally tested indentation depths of 500 and 200 
µm. There were eight repetitions of each of the eight orientations, and eight blank trials. 
Therefore, there were a total of 72 stimuli per digit pad in the first animal and 200 stimuli 
per pad in the second animal. After stimulating a randomly chosen pad with a random 
sequence and covering all repetitions of each of the eight orientations and indentations, 
the experimenter moved the bar to another randomly chosen finger pad. This sequence 
was repeated until each pad experienced the oriented bar stimuli. Only cells where D2-D5 
distal pads were fully mapped were analyzed. We believe this to be the first study to 
characterize 3b receptive fields to oriented bar stimuli delivered to several individual 
digits in a well-controlled manner; a similar procedure characterized SII RFs (Fitzgerald 













Fig 3.2. Mapping 3b receptive fields across several digits. The animal sat in a 
primate chair with their tested hand comfortably supinated, with the hand and digits 
held in place. A stimulator with a linear and stepper motor indented a small bar onto a 
single digit in a particular orientation.  After all orientations were tested, the stimulator 
was moved from one distal digit pad to another, eventually covering D2-D5d. 
(Modified from Kim et al, 2015). Note that additional indentation depths were tested 
in one animal. 
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3.7. Ensuring single-unit isolation and neural acceptance while mapping RFs 
 We utilized several methods to ensure that a single-unit was recorded from during the 
entire recording session. This was essential, as a multi-unit recording of cells with inputs 
from several digits would have a larger RF than a single well-isolated cell with input 
from a single digit.  Single units (SUs) were isolated using a template-based spike sorter 
and only one neuron per electrode was recorded at a time. The shape and timing 
information of each action potential (AP) was stored, and additional SU isolation 
analyses were performed offline to ensure that SU activity was well isolated. First, spikes 
occurring within 3msec of one another were excluded, as it would be unlikely to observe 
such spikes from the same neuron. Next, the shape of the AP was subjected to principal 
component analysis (PCA), and shapes that were more than three standard deviations 
away from the center of mass of the two most principal components (using the 
normalized Euclidean distance method) were deleted. Next, the experimenter visually 
inspected each block of trials and manually deleted AP shapes that were deemed outliers. 
Finally, we sorted the mean firing rate (FR) of a cell across trials within one protocol and 
fitted with power function. Trials from the tail ends were deleted until the fit produced a 
non-significant fit (p > 0.05). Since the experimental conditions were uniformly 
randomized, a negative or positive slope of the sorted trials would be indicative of cell 
loss or inclusion of APs from nearby cells, respectively. Cells with less than 30 trials 





3.8. Definition of significant responses in RF characterization 
 We only included cells with a significant response to the 1mm indentation depth on at 
least one tested distal digit pad, assessed in the following manner. Baseline was the inter-
trial interval 250 to 450 msec after stimulus offset. The response to the stimulus was 
separated into 20 msec blocks: from stimulus onset to 160 msec after stimulus offset (to 
ensure off responses were included). We only considered cells and bins where the 
response in that bin or in the baseline period was at least 5 Hz. We asked if the response 
in the tested bin was significantly different than baseline (as responses were often not 
normally distributed, we used a Wilcoxon rank-sum test, p<0.01). If a cell had two 
consecutive bins with a significant response in the same direction with respect to baseline 
(two consecutive negative or positive bins), we considered that cell to have a significant 
response on that digit. We used this procedure rather than significance of the overall 
firing rate across the entire stimuli period to ensure that cells with rapidly adapting-like, 
or transient but strong responses were included in the analysis. 
 
3.9. Definition of RF center/ hotspot 
 For each cell and at each digit tested, we calculated the cell’s response, defined as the 
average response, across all orientations, from the stimulus onset to 100 msec after the 
stimulus offset. Baseline response, 250-450msec after stimulus offset, was subtracted 
from this response. We defined a cell’s “receptive field center” or “receptive field 
hotspot” as the significantly responsive digit with the highest absolute response index. 
The sign of the response at the hotspot determined if a cell was classified as “excited” or 
“inhibited”. We should note that it was often the case that cells had various temporal 
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responses across digits (e.g. one digit had a transient response to the oriented bar, and on 
another digit a sustained response to the oriented bar, see Chapter 5.2.5 and figure 5.9-
5.10 for more information). Therefore we acknowledge taking this average response may 
be an imperfect measure of “strength” of response across digits, particularly for a cell 
with various temporal response patterns across digits. 











CHAPTER 4. EXPERIENCE-DEPENDENT 
PLASTICITY IN PRIMARY 
SOMATOSENSORY CORTEX, AREA 3B.  
 We sought to quantify how tactile training altered receptive field (RF) properties in 
primary somatosensory (SI) cortex of trained rhesus macaques. We examined the RFs of 
cells in area 3b, as previous authors had proposed that multi-digit training expands RFs in 
this region, whose classical RFs are typically defined as confined to single digits 
(Iwamura et al., 1983). We hoped to replicate these findings and test which stimuli 
properties used in multi-digit training alter RF feature selectivity. A major implication of 
Wang and colleagues (1995) was that cortical plasticity was at least partially input 
dependent, and therefore one prediction would be that all features (e.g. orientation, 
location) of the stimuli used during training confers RF changes. Alternatively, only the 
stimulus properties relevant to the animal, that is, stimulus properties that must be 
discriminated upon (e.g. the timing of stimuli), impact cortical representations.  
 We quantified RF size using well controlled oriented bar stimuli across all the distal 
digits, in contrast to inconsistent hand-held probe stimuli used in previous studies to 
indicate RF expansion (Clark et al., 1988; Allard et al., 1991; Wang et al., 1995).  This 
allowed us to systematically vary orientation and indentation depth and record 
corresponding 3b neural responses. We examined orientation tuning (in this analysis, 
restricted to a single indentation depth) and the effect of intensity on RF size. We tested if 
animals trained on a distal one-back task with horizontal bar stimuli would exhibit an 
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overrepresentation of this orientation in 3b cells. We hypothesized that stimulus location 
during training specifies plasticity, testing if responses across the trained digits (digits 
three and four) were greater than on untrained digits in trained animals. We examined if 
increased responses to trained digits were specific to trained animals, comparing 
responses to homologous digits in a naïve animal and the untrained hemisphere of a 
trained animal.  
 Finally, we hypothesized that RF plasticity following multi-digit training would 
conform to task demands. In the one back task, the animal must quickly respond when he 
feels a second consecutive distal tap in a tactile sequence; he must respond within 
500msec of the end of this stimulus but cannot respond before it is off the finger pad. We 
hypothesized that the rules of the one-back task would promote the expression of cells 
with transient responses to the on and offset of tactile bar stimuli. Cells with transient 
responses at the on and offset of stimuli may provide an advantage over those with 
sustained responses to a tactile indentation. We therefore also tested whether training 
alters the temporal properties of responses. Note that this chapter and Chapter 5 only 
describe RF properties quantified measured outside of the distal one-back task. Chapter 6 
examines responses while the animal performed the trained tactile task. 
 
4.1. Specific Methods. 
4.1.1. Multi-digit (MD) index 
 In the following analysis, we wished to quantify the similarity of a cell’s response 
across the (four) tested distal digits. We therefore developed a measure, which we call a 
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multi-digit (MD) index, which could quantify equality of responses across digits for each 
cell with a significant response on at least one tested digit.  
MD index was assessed using the following equation: 
 
Where: 
 N = number of tested digits (in this case, four tested distal digit pads) 
 Or, how much the current digit accounts for the sum of total response 
over all four digits.  Note that we took the absolute value of the response (strength not 
dependent on if responses were negative or positive compared to baseline). 
 
Ri was the average response of the cell on a specific digit at the 1mm indentation across 
all orientations, from stimulus onset to 100msec after stimulus offset, with baseline 
response (250-450 msec after the stimulus) subtracted. 
 
, in this case, . The proportion of one digit’s 
response to the total response for an ideal multi-digit cell, which would respond equally 
over all tested digits 
 
, in this case, max SSN = 1.50 . The deviation of digit responses, 
as a proportion of the sum of all digits’ response, in an ideal single digit cell compared to 
an ideal multi-digit cell. That is, the deviation between digit responses of ideal single 
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digit cell tested over four digits is:  [(1-0.25) + (0-0.25) +(0-0.25) + (0-0.25)] compared 
to an ideal multi-digit cell with equal responses over all four digits  [(0.25-0.25)*4].  
 Values could range from 0, indicating a multi-digit cell with minimal responses 
outside the hotspot, to 1, a cell with exactly equally strong (regardless of sign) responses 
across all significantly responsive digits.  
 
4.1.2. Orientation tuning 
 Orientation tuning was assessed in the same way as described in Bensmaia et al., 
2008. Only cells with a minimum of 5 repetitions per condition were considered 
(N=339). Orientation selectivity was computed by using vector strength assessed by the 
equation (Ringach et al., 2002b; Bensmaia et al., 2008):  
 
where Ri is the average response of the neuron to the bar at orientation θi at the 1mm 
indentation level. We used the average response over the entire stimulus period (onset to 
100msec after offset), as it has been shown that orientation selectivity can vary over the 
stimulus period (Bensmaia et al., 2008). To allow for similarity with previous authors’ 
calculation of orientation selectivity in somatosensory and visual cortices (Ringach et al., 
2002b; Shapley et al., 2003; Bensmaia et al., 2008), we choose to assess response as the 
average absolute response to the stimulus (i.e. baseline rate was not subtracted). 
Implications of this will be discussed.  
 Values of OI range from 0, where a neuron has an exactly uniform response to all 
orientations, to 1, where the neuron has a non-zero response to only 1 orientation. For 
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each neuron, we determined the statistical significance of OI by randomizing responses 
across repetitions 5000 times and recalculating OI each time to obtain a distribution of 
values expected by chance (Yau et al., 2009). A separate randomization distribution was 
calculated for each cell. We defined tuning to be significant when the actual OI value 
exceeded 95% of the values in the randomized distribution.  
 Preferred orientation was determined in two ways: by assessing the exact tested 
orientation with the highest absolute mean FR (baseline subtracted), and by calculating 
the mean vector response , (circ_mean, Circular Statistic toolbox for Matlab, Berens, 
2009), where . Angles were transformed twice to cover the 
entire unit circle and to determine the mean orientation within the tested angles (0-157.5 
deg.)  
 
4.1.3. Submodality specificity of responses 
 We examined submodality specificity of responses similar to Pei et al 2009. We 
asked if cells had significant offset responses, suggesting more input from rapidly 
adapting peripheral afferents, and/or a significant sustained response, indicating more 
input from slowly adapting afferents. Cells with only a significant off response were 
categorized as “RA-like”, those with only a sustained response as “SA-like”, and those 
with both periods significant as “Mixed cells”. We also encountered cells with significant 
responses at the onset of the bar stimuli but without a significant off or sustained 
response, which we call “Transient” cells.   
 To determine which category a cell fell into, we assessed the significance of the 
sustained and off responses. The sustained response was calculated as the average 
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response in the 200-400msec period following the onset of the tactile stimuli, and was 
compared to the baseline response to determine its significance (Wilcoxon rank-sum, 
p<0.05). This is in similar to Pei et al (2009), who consistently used a 300msec period 
150 msec after onset of the stimulus for every cell to assess sustained responses. We used 
a slightly smaller window to ensure off responses were not included. Significance of the 
offset response was calculated by subtracting response 20msec before offset of the 
stimulus from the response in the period 200msec after offset. This ensured that a cell’s 
sustained response was subtracted from the offset response. We then asked if this 
response was significantly different from baseline (Wilcoxon rank-sum, p<0.05).  
4.1.4. Adaptation index. 
 We calculated an adaptation index (AI) for every cell with a significant sustained 
and/or offset response. Transient cells were not included, as these cells had negligible 
sustained and off responses. AI was assessed by the equation (Pei et al., 2009): 
 
  Rsustain was the average response in the 200-400msec period following the onset of 
the tactile stimuli, with baseline response subtracted. To calculate Roff we determined the 
maximum during the 200msec after offset and the period 40msec around this maximum 
was used for Roff (with baseline response subtracted). This is in contrast with Pei et al, 
which used the 40 msec window after stimulus offset for each cell and a 40msec period 
90 msec before offset of the stimulus for every cell to assess sustained responses. We 
believe our changes to Pei et al’s  (2009) procedure better take into account neurons’ 
variable responses during the sustained and off periods, as opposed to choosing arbitrary 
time windows for all cells and ensuring that small fluctuations do not obscure the 
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measure. These values were normalized by dividing by the grand mean across the 
population, as Roff was often orders of magnitude greater than Rsustain. That is, an 
individual cell’s sustained response was divided by the average sustained response for all 
recorded cells. Adaptation indices ranged from 1, for a cell with only an off and lacking a 
sustained response, considered an ideal RA- like neuron, to 0, an ideal SA-like neuron, 
with only a sustained response and no off response. 
4.2. Results. 
4.2.1. Animal performance on the distal one-back task 
 The animals’ performance was assessed in 21 sessions (40 trials each) for 43V and 24 
sessions for MR4358M, over five days at the end of recording when performance was 
very stable. This is shown in Figure 4.1. MR4358M performed significantly better than 
43V, at 88% correct compared to 81% correct (F (1,43)=6.9, p=0.012, Figure 4.1a). 43V 
had significantly faster reaction times, responding at an average of 175 msec after the 
final stimulus offset on correct trials, versus 232 msec for MR4358M (F (1,43)=90.1, 
p<0.001, Figure 4.1b).  
 We additionally tested MR4358M over six sessions (40 trials each) on the untrained/ 
control hand prior to recording in the control hemisphere (Figure 4.2c). We asked if 
performance on the one-back task would transfer to the untrained hand. We found it did 
not, as the animal performed at only 20% correct on this hand. The animal appeared to 
understand the basic rules of the task: that is, to maintain fixation for a set period (and 
likely retained that there were four fixation windows) and then saccade to the response 
cue, but did not seem to be using the pattern of tactile stimuli to determine when to 




Figure 4.1. Animals’ proficiency on the one-back distal tactile task at the end of 
training. (A) Average performance of both animals. Performance measured as percent 
correct over ~20 blocks (40 trials each). (B) Reaction time on correct trials of both 
animals, measured after stimulus offset. (C) Performance of MR4358M on the 
untrained right hand, this corresponds to the control hemisphere.  
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4.2.2. RF size.  
 We observed cells in all hemispheres with significant responses to more than one 
digit. Figure 4.2 shows two example cells observed in the trained (Figure 4.2a) and naïve 
hemisphere (where no tactile training had occurred for either hand, Figure 4.2b) with 
multi-digit responses to the stimulus indented at 1mm. The right panels of these Figures 
demonstrate that the action potential waveforms did not change as the stimulator was 
moved between digits; we are confident that recording stability was maintained across 
protocols.  
 Figure 4.3 illustrates the proportion of cells confined to a single digit or exhibiting 
multi-digit responses, to the stimulus indented at 1mm. Figure 4.3a includes cells with a 
significant response to at least one tested digit; RF size was quantified as the number of 
digits with a significant response (two consecutive 20msec bins with statistically different 
responses compared to baseline, Wilcoxon sign-rank, p<0.01), regardless of if excited or 
inhibited compared to baseline. As predicted by (Wang et al., 1995), we found that the 
trained hemispheres had a higher proportion of cells with multi-digit responses (57%, 
N=176) than the completely naïve hemisphere (42%, N=91). These proportions were 
significantly different (χ2(1,N=267)=5.07, p=0.02). The control hemisphere (untrained 
hemisphere of the trained animal) exhibited a similar proportion of multi-digit cells 
(56%, N=103) to the trained hemispheres (χ2(1, N= 279)=0.03, p=0.86). The latter 
finding was not explored nor predicted by Wang et al, 1995, as only naïve animals were 
compared to trained animals.  
 This initial analysis included cells with inhibited responses to the stimuli.  When 
using hand-held stimuli to probe RFs in somatosensory cortices, as performed by (Wang 
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et al., 1995), excitatory responses to stimuli are often only considered by the 
experimenter. Therefore we further examined cells where the hotspot had an excitatory 
response (response to stimulus greater than baseline, N=317), and only considered 
significantly excited digits to be part of a cell’s RF. We reason that this was a similar 
procedure to that used by Wang and colleagues (1995) to quantify RF size. These data are 
shown in Figure 4.3b.  In the trained hemispheres, 44% of cells were classified as multi-
digit (N=141), whereas 25% of cells in the naïve hemisphere were multi-digit (N=79). 
This difference was statistically significant (χ2 (1, N=220)=7.54, p=0.006). Forty-seven 
percent of cells in the control hemisphere were classified as multi-digit (N=97); this 
proportion was not statistically different than the trained hemisphere (χ2 (1, 
N=238)=0.28, p=0.60). We also note the two trained animals did not exhibit statistically 
different proportions of multi-digit cells in their trained hemispheres (39% of 71 cells for 
43V and 49% of 70 cells in MR4358M, (χ2 (1, N=141)=1.19, p=0.27). Overall, these data 
replicates Wang and colleagues’ 1995 findings that training with multi-digit stimuli 
corresponds with a greater proportion of cells with multi-digit RFs in area 3b when RF 
size is only quantified by excited responses to tactile stimuli. Cells with inhibited 
responses will be discussed in the following chapter. These data also adds the finding that 
multi-digit expansion is found in both the trained hemisphere and the contralateral 
untrained hemisphere of the trained animal. Since the animal could not perform the task 
on the untrained/control hand (Figure 4.1c), it also suggests that RF expansion is not 














Figure 4.2. Example cells from the trained and naïve hemisphere with multi-digit 
responses. (A) Cell from a trained hemisphere, significantly (see methods) responsive 
on digits 3 and 4, with its hotspot on digit 4. Left panel: Instantaneous firing rate 
profiles to bar stimuli across all tested orientations at the 1 mm indentation depth. 
Colors correspond to response on various digits. Middle panel: Heat map of responses 
across digits compared to cell’s digit hotspot. Right panel: Average action potential 
(AP) waveform on each tested digit (colors match digits in left panel), demonstrating 
that the cell AP shape was consistent across digits and protocols. (B) Cell from the 
naïve hemisphere, significantly responsive on digits 2, 3, and 4, with its hotspot on 












Figure 4.3. Higher proportions of multi-digit cells in trained and control 
hemispheres. (A) Left: Proportion of cells with significant responses on only one 
digit versus several digits. Right: Distribution of cells with responses to one, two, 
three, or all four tested digits. All cells with a significant response included. (B). RF 
size defined by significantly excited responses and for cells with an excited hotspot 
response. 
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  We followed up this result by asking if responses across digits were more similar for 
cells in the trained than naïve hemispheres, as our protocol had quantified responses on 
each digit to the oriented bar stimuli. We again choose to examine cells with a 
significantly excited hotspot response (N=141, trained hemispheres, N=79, naïve 
hemisphere). Unless noted, all future analysis in this chapter will focus on such cells, in 
an effort to offer new insight on the results of Wang and colleagues (1995). Chapter 5 
describes properties of those cells whose hotspot had a negative response relative to 
baseline.  
 We calculated for each cell the other digit responses as a proportion of the hotspot 
response (i.e. the “redness” of digit 3 in Figure 4.2a, middle panel). A scatterplot of this 
measure on the second and third most responsive digits is shown in Figure 4.4a. The 
extremes represent responses closer to the hotspot response; cells on the left and lower 
quadrants had responses below baseline on the adjacent digits. One can see that cells in 
the trained hemisphere (blue) lie more at the extremes than those in the naïve hemisphere 
(red), and that cells with significant responses (two consecutive 20msec bins with 
statistically different responses compared to baseline, Wilcoxon sign-rank, p<0.01) across 
multiple digits are also found at the extremes (filled circles). Figure 4.4b is a density plot 
of the ratio of the second most responsive digit relative to hotspot response, comparing 
cells in trained (blue) versus the naïve (red) hemisphere. Mann-Whitney U tests were 
performed to determine if this difference was significant. This test revealed a significant 
difference between the two populations (Z=-2.03, p=0.04, Cohen’s d=0.13). The mean of 
this ratio for cells in the trained hemispheres was 0.21 (that is, 21% of the hotspot 
response), and 0.09 for cells in the naïve hemisphere. 
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 As this analysis only takes into account the relative response of the second most 
responsive digit, we developed a measure to indicate how similar responses were across 
all four tested digits. We called this measure a cell’s MD index (see specific methods for 
a description of the calculation). Values could range from 0, for a cell that responded 
only on the hotspot digit, to 1, where a cell had equal responses (absolute value of 
response) across all four tested digits. Figure 4.5 is a density plot of MD index for cells in 
the naïve (red) and trained (blue) hemispheres. The mean of this index for excited cells in 
the trained hemisphere was 0.49 (N=141) and 0.43 in the naïve hemisphere (N=79). We 
performed a Mann-Whitney U-test, which revealed that MD index was significantly 
higher in excited cells in the trained hemisphere than for cells in the naïve hemisphere 

















Figure 4.4. Cells in the trained hemisphere exhibit more equal responses across 
the most responsive digits. (A) Scatterplot of ratio of second and third most 
responsive digit to hotspot response. Blue: cells from trained hemispheres with excited 
hotspots, Red: Cells from naïve hemisphere with excited hotspots. Filled circles, cells 
with significant responses on multiple digits. (B) Probability density function of 














Figure 4.5. Cells in the trained hemispheres exhibit more equal responses across 
all four digits (MD index). Probability density function of MD index in trained and 
naïve hemispheres. Calculated for cells with an excited hotspot. 
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 One concern is that increases in multi-digit cells are a byproduct of overall increased 
excitability of cells. For example, in whisker barrel cortex, it has been observed that 
spontaneous firing rate correlates with responsiveness to whisker deflection (Clancy et 
al., 2015). We therefore tested if baseline responses (as measured on the cell’s hotspot) 
were greater in cells from the trained hemisphere than the naïve hemisphere, and found 
this was not the case (Mann Whitney U-test, Z=-0.33, p=0.74, Figure 4.6a). However, we 
found a significant correlation between MD index and baseline response (R2=0.07, 
p<0.001), in that as baseline response increased, MD index also increased (Figure 4.6c). 
Therefore, to confirm that an increase in RF size was not just due to increased 
excitability, we ran an analysis of covariance (ANCOVA) with baseline as a covariate, 
and found that there was still a significant effect of training condition on MD index 
(adjusted means: 0.50 for cells in the trained hemispheres, 0.43 for cells in the naïve 
hemisphere, F (1, 218) =4.84, p=0.03, ηP2= 0.02). Relative response of the second most 
responsive digit to the hotspot response was still higher in the trained cells (adjusted 
mean, 0.22) than naïve cells  (adjusted mean, 0.09) when controlled for baseline response 
(F (1, 218)=3.74, p=0.05, ηP2= 0.02). Overall, these data supports the finding that multi-
digit training enhances responses across digits, and is not just an effect of overall 






Figure 4.6. Relationship between measures of RF size and spontaneous rate. (A) 
Probability density function of baseline responses for cells in trained and naïve 
hemispheres. (B) Scatterplot of cells’ baseline response and ratio of second responsive 
digit to hotspot (linear relationship not significant, R2=0.003, p=0.40). (C) Scatterplot 
of baseline response and MD index. Black lines indicate fitted linear curve. 
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4.2.3. Intensity and RF size 
 In one animal (43V), we measured responses to indented bars on single digits at 
various indentation depths (1mm, 500 µm, and 200 µm) on a subset of cells to examine if 
the effect of training would be more evident when tested at smaller indentations. We 
hypothesized that weak interdigit connections in 3b are more likely to be activated by 
suprathreshold stimuli in naïve animals and are strengthened by this training; therefore 
smaller indentations will expose a stronger effect of multi-digit training. Figure 4.7 is an 
example cell from the naïve hemisphere with significant responses on two digits to all 
tested indentations.  
 Figure 4.8 shows the proportion of cells with excited RFs and responsive at 1mm: (1) 
confined to a single digit, (2) responsive across several digits, or (3) not responsive at the 
smaller tested indentations. One will note that in both hemispheres, many cells had a 
significant response only at the largest indentation depth tested. 
 To further test if RF size varies with indentation depth and training, we quantified for 
each cell how many digits had a significant response at various tested indentations. We 
examined excited cells with a significant response on one tested digit at the 1mm 
indentation and tested on all indentation depths (N=47, trained hemisphere, N=79, naïve 
hemisphere). These data are illustrated in Figure 4.9.  We ran a 2 X 3 mixed- factor 
ANCOVA with a between group factor of training (trained and naïve) and a within-
subject factor of indentation depth (1mm, 500 m, 200 m) and controlled for baseline 
responses (as measured on the cell’s hotspot). The ANCOVA revealed a significant effect 
of indentation level on number of responsive digits (F (2, 246)= 47.65, p <0.001, 
Greenhouse-Geisser corrected, ηP2=0.28), as the number of responsive digits decreased 
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with smaller indentations. The ANCOVA also indicated a significant interaction between 
indentation level and training (F (2, 246)= 2.25, p =0.001, Greenhouse-Geisser corrected, 
ηP2=0.07), whereby RF size was greater in the trained hemisphere than the naïve when 
tested at the largest indentation. 
 
4.2.4. Digit specificity of plasticity  
 We next asked if the effects of training on cells’ responses were greater in the digits 
that experienced repeated stimulation (digits 3 and 4) as compared to those that did not 
experience the stimuli. We averaged a cell’s responses to the bar stimuli at the 1mm 
indentation on digits 3 and 4 and compared this to the average response on digits 2 and 5. 
Figure 4.10 is a scatter plot of these responses, with responses to the untrained digits (or 
comparable homologous digits, D2 and D5) on the x-axis, and responses to the trained 
digits (or homologous digits, D3 and D4) on the y-axis. We first compared cells with an 
excited hotspot from the trained hemispheres (N=141) to excited cells in the naïve 
(N=79) and ran a 2 x 2 mixed factor ANOVA with a between group factor of training 
condition (trained, naïve), and within-subject factor of response on trained (D3 and D4) 
versus untrained (D2 and D5) digits. The ANOVA did not find there to be a significant 
effect of digit tested, that is, among all cells, the average response on the middle two 
digits was not different than the average of the index and ring finger responses, nor was 
there a significant interaction between digits’ responses and training condition. We 
additionally tested if responses for the trained digits in the trained hemisphere were 
different than homologous digits of the untrained hemisphere. A 2 x 2 mixed factor 
ANOVA with between group factor of training condition (trained, N=141, control= 97) 
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and within-subject factor of digit specific response (average D3 and D4 response to 
average D2 and D5 response) also did not reveal significant effects. This suggests that 
training did not significantly increase responses on the trained digits for cells in the 
trained hemisphere. 
4.2.5. Training and orientation tuning properties 
 Another prediction is that features of a stimulus used throughout training will specify 
cortical plasticity effects; indeed, this was based on our data from Chapter 2 where we 
found orientation and location specific changes in tactile spatial acuity following multi-
digit training. We asked if training with consistent horizontal bar stimuli would alter the 
number of cells tuned to the horizontal orientation or orientation selectivity. We 
examined this across the entire population of excited cells as well as those with their 
hotspot on the trained digits to assess if changes in orientation tuning may be location 
specific. The tuning curves measured over the four tested distal digit pads in example 
cells are shown in Figure 4.11, demonstrating variability of tuning curves and relative 
weak orientation selectivity, particularly on non-responsive or non-hotspot digits. See 
Chapter 5.2.6 for further discussion of similarity of tuning across several digits. We 
examined the preferred orientation and orientation selectivity on the hotspot digit (e.g. 
green curve for Figure 4.11a) 
 Figure 4.12 plots the distribution of preferred orientations for all cells with excited 
hotspots (Figure 4.12a) and for cells with their hotspot on the trained digits (Figure 
4.12b). Preferred orientation was calculated in two ways: by determining the exact tested 
orientation (0 to 157.5 degrees, 22.5 degree steps) that elicited the highest response, or by 
taking a vector average of the responses. The former data is shown in the left histograms 
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of 4.12a and b. Probability density functions were calculated over the vector averaged 
preferred orientations (Figure 4.12, c and d). We performed two-sample Kolmogorov-
Smirnov tests to determine if distributions from the trained hemisphere’s population were 
different than distributions from the naïve hemisphere. These tests found no significant 
differences in distributions across populations (Kolmogorov-Smirnov tests, p>0.05). 
These data suggests that training does not alter the distribution of preferred orientations. 
We found that all distributions were uniformly distributed; that is, all orientations were 
equally represented (Rayleigh tests, p >0.05). 
 We hypothesized that training with multi-digit stimuli may impact cells’ overall 
orientation selectivity on a single digit, as expansion of excitatory RFs would disrupt the 
balance of excitatory and inhibitory RF components thought to confer spatial selectivity 
(DiCarlo and Johnson, 2000). We therefore predicted that training with multi-digit bar 
stimuli would decrease orientation selectivity on single digits as cells expand their RFs. 
We also asked if there was a relationship between RF size and orientation selectivity.  
 We found weak negative relationships between measures of RF size and orientation 
selectivity on cells’ hotspot; that is, as responses across digits became more similar, 
orientation selectivity slightly decreased (Figure 4.13a and 4.13b). However, we did not 
observe any changes in orientation selectivity with training (Mann Whitney U test, 
Z=0.47, p=0.64, Figure 4.13c).  
 
4.2.6. Training and temporal pattern of responses 
 Finally, we sought to examine if training would alter the temporal pattern of cells’ 
responses to single digit bar stimuli, hypothesizing that the overall nature of the distal 
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one-back task requires the animal to attend to the location of stimuli and identify two 
consecutive distal stimuli, waiting until the stimulus was off the finger pads to respond. 
Therefore, a shift in the population towards rapidly adapting temporal responses, which 
respond transiently at the onset and offset of tactile stimuli, may be advantageous.  
 We quantified this property in two ways. First, we asked if cells had significant 
responses at the offset of the bar stimuli or during the sustained portion (see specific 
methods and Pei et al., 2009). If they only had the former, they were classified as “RA-
like”, if only the latter, “SA-like”, and if both, “Mixed”. Cells with significant responses 
but neither a significant offset nor sustained response were classified as “Transient” 
responding cells (these cells were presumably not found in the dataset of Pei et al., 2009 , 
as all recorded cells in their analysis had either a significant sustained or off response). 
We did not find that the proportions of cells falling into these four categories were 
significantly different for cells in the trained versus the naïve hemisphere (Figure 4.14a, 
χ2 (3)=1.08, p=0.78). We also calculated for each cell an adaptation index on its hotspot 
digit, which quantifies relative offset and sustained responses. Cells with only sustained 
responses have adaptation indices of 0, while those with only offset responses have 
adaptation indices of 1. We chose to exclude cells with neither a significant onset nor 
sustained response (“transient” cells, 11 in the naïve hemisphere and 22 in the trained 
hemispheres), as AI is calculated based on the relative responses at these time points. We 
found there was no difference in adaptation index for cells in the trained versus the naïve 
animal (Mann-Whitney U test, Z=-0.18, p=0.85, Figure 4.14b). These data suggest that 
temporal responses of 3b cells, at least as referenced to similarity to afferent responses, is 














Figure 4.7. Example cell from the naïve hemisphere with responses at various 
indentation depths. Insets show instantaneous FR profile to bar stimuli at all 
orientations at a particular indentation level. Solid blue lines: 1mm, dashed blue: 500 
µm, cyan lines: 200 µm indentation. Color of digits on hand inset indicates average 
digit response compared to hotspot at 1mm indentation depth. Cell was significantly 
responsive on digits 2, 3, and 4 at the 1mm and 500 µm indentation depth, on digits 2 













Figure 4.8.  RF size at various indentations. Left: cells from the trained hemisphere 
of 43V, Right: the naïve hemisphere of the same animal. Only cells with excited 
hotspots and a significant response on at least one digit at the 1mm depth are included. 
Note that in the trained hemisphere, only a proportion of cells (47/71) were tested at 













Figure 4.9. Average number of responsive digits with training across various 
indentations. Cells with excited responses on at least one tested digit at the 1mm 
indentation were included. Number of significantly responsive digits could range from 










Figure 4.10. Training does not enhance responses of cells to stimuli on the trained 
digits. Black line is unity; cells in the trained hemisphere do not lie preferentially 
above unity. Filled circles: significant (Wilcoxon rank sum, p<0.05) difference 








Figure 4.11. Tuning curves on various digits for example cells in Figure 4.2.  
These example cells were not significantly tuned on any tested digit. The zero degree 
orientation is oriented horizontally across the digit, the 90-degree orientation parallel 









Figure 4.12. Training does not alter distribution of preferred orientations. (A) 
Histogram of population for preferred orientation only at tested orientations. (B) 
Probability density plot for average preferred orientation calculated as vector average 




Figure 4.13. Orientation selectivity of 3b cells is not altered with training. (A) 
Relationship between ratio of second most responsive digit to hotspot response and 
orientation selectivity (measured on hotspot) (p=0.02, R2=0.03). (B) Relationship 
between MD index and orientation selectivity. Black line, fitted curve (p<0.001, 
R2=0.08) (C) Probability density function of orientation selectivity for cells in trained 






Figure 4.14. Cells’ submodality specificity and adaptation indices are not altered 
with training. (A) Proportion of cells in the trained and naïve hemispheres exhibiting 
a significant sustained but no significant off response (blue-“SA-like”), a significant 
off but not sustained response (cyan-“RA-like”), both significant off and sustained 
response (yellow- “Mixed”) and neither a sustained nor offset response (red- 
“Transient”). (B) Probability density function of adaptation index for cells in the 
trained (blue) and naïve (red) hemispheres.  
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4.3. Discussion. 
 Consistent with the results of Wang et al (1995), we found that after training rhesus 
macaques on a multi-digit task, we observed a higher proportion of 3b cells significantly 
responsive across several digits compared to an animal that had not experienced any 
tactile training (Figure 4.3). This result held when one considered cells with typical 
excitatory responses to the bar stimuli. One will note that the cells with significant 
inhibited responses (compared to spontaneous rate) to the stimuli were excluded from 
most of the analysis in this chapter; these cells are discussed in the following chapter. We 
observed a higher proportion of multi-digit responses in naïve 3b than previously 
described by other authors (25% versus 7% by Iwamura and colleagues, 1983), though 
we still find that excitatory RFs in 3b are often confined to single digits, particularly 
when tested at small indentations.  
 While we planned to use the control hemisphere as an untrained hemisphere and 
combine these data with those of the naïve hemisphere, we found a higher proportion of 
cells with multi-digit RFs in this hemisphere following training on the ipsilateral hand. 
As the animal could not immediately perform the multi-digit task on his untrained/ 
control hand, this result suggests that expansion of RFs in 3b is not sufficient for 
performing the one-back distal task. However, it is possible that RF expansion could 
correlate with faster learning of the multi-digit task if the animal was trained on the 
opposite hand. To prevent transfer effects across hemispheres from affecting our 
conclusions, we chose to compare responses of cells from the trained hemispheres to the 
naïve hemisphere. Our quantification of responses to four tested distal digits further 
supported the conclusion that cells in the trained hemisphere had more “multi-digit”-like 
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responses compared to cells in the naïve hemisphere.  Both the relative responses of 
another digit compared to the hotspot digit, as well as the overall similarity of responses 
across digits (MD index) were significantly greater for cells recorded in the trained 
hemisphere compared to the naïve hemisphere (Figure 4.4 and Figure 4.5). While these 
measures positively correlate with spontaneous rate (Figure 4.6), RF expansion does not 
seem to be an epiphenomenon due to overall increased spontaneous rate of cells in the 
trained hemisphere, as cells in the trained hemisphere still had more similar responses 
across digits when we controlled for spontaneous rate. We acknowledge that we have no 
knowledge of the cortical layer from which these cells originated; previous authors have 
found that RF size is larger (though still described as confined to a single digit pad) in 
supragranular and infragranualar than granular layers (Sur et al., 1985).  However, 
because we randomly sampled cells from all electrodes that were oriented perpendicular 
to the pia surface and parallel to the central gyrus throughout recording, we believe our 
results are unlikely to be explained by consistent recording in certain layers in the trained 
animals and other layers in the naïve animal. 
 We found that RF size decreased with indentation depth, and that the greatest effect 
of training on RF size could be observed at the largest tested indentation depth (Figure 
4.8 and 4.9). We had originally hypothesized that multi-digit expansion occurs as weak 
inter-digit connections through 3b are strengthened, and therefore, the effect of training 
may be more apparent at the smaller tested indentations (that is, stimuli at large 
indentations could activate these weak inter-digit connections in the naïve animal). 
However, many of the cells tested only responded at the largest indentations, particularly 
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in the trained hemisphere. This is in contrast to Wang and colleagues (1995), who 
observed multi-digit responses of cells tested at 50 µm in the trained animal.  
 We wished to expand further upon the results of Wang and colleagues (1995) by 
exploring whether features of the stimuli used during months of training determined 
changes in RF properties. We first asked if the location of the stimuli would specify RF 
plasticity and if cells in the trained hemispheres would have greater responses across the 
trained digits, but did not find this to be the case (Figure 4.10). We did not find that 
training changed the proportion of cells representing the horizontal orientation or 
orientation selectivity (Figure 4.12 and 4.13). We therefore conclude that while this 
training may expand responses to multiple digits, it does not alter orientation-tuning 
properties, at least as measured on single digit pads. It is possible that this training alters 
responses to oriented bar stimuli presented over several digits when the stimuli are 
presented simultaneously (i.e. a curve that spans several digits); these data only examines 
responses to bars presented on a single pad at a time. Finally, we did not find that training 
altered the temporal profile of responses, as measured outside the multi-digit task (Figure 
4.14). Chapter 6 will explore the temporal pattern of responses during performance of the 
multi-digit task. As previous authors had observed (Pei et al., 2009), we found that many 
3b cells exhibited both transient responses to stimuli onset and offset, similar to rapidly 
adapting peripheral afferents, and sustained responses to stimuli, similar to slowly 
adapting afferents. We additionally find cells with significant but only initially transient 
responses to the bar stimuli. We acknowledge that the stimuli used were likely not ideal 
in these cases, as other authors have observed transient responses to non-preferred stimuli 
compared to sustained responses to preferred stimuli (Wang et al., 2005). 
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 Overall, these data support the finding that training animals over several months in a 
task that involves multi-digit stimuli expands the RF size of cells in 3b. However, this 
process appears to occur over both hemispheres in the trained animal. Additionally, we 
find that this multi-digit training task did not alter stimulus feature selectivity. It suggests 
that RF expansion, by itself, is not sufficient to predict task proficiency. The relevance of 
these conclusions with those of Chapter 2, human psychophysics, is discussed in Chapter 
7. 










CHAPTER 5. RESPONSES AND FEATURE 
SELECTIVITY ACROSS DIGITS IN PRIMARY 
SOMATOSENSORY CORTEX, AREA 3B. 
While the previous chapter explored how training modifies RF properties in area 
3b, our data revealed more general principles of 3b processing, particularly cells’ 
responses across several digits. This study, to our knowledge, is the first of its kind to 
record from single units in 3b and map RFs across digits with oriented bar stimuli. 
Previous studies that have quantitatively described RF size, shape, and stimulus 
selectivity in 3b have defined these properties on a single finger pad, typically chosen by 
the experimenter after hand-held probes established a cells’ hotspot digit (e.g. DiCarlo et 
al., 1998; DiCarlo and Johnson, 2000; Bensmaia et al., 2008; Pei et al., 2009, 2011). A 
few studies have presented stimuli which spans several digits and described inhibitory 
and nonlinear interactions among digits in 3b (Chen et al., 2003; Reed et al., 2010; 
Thakur et al., 2012). One study had observed, as described in the previous chapter, that 
3b classical RFs in a naïve animal can often extended across digits (Lipton et al., 2010), 
though this study used large probe-like stimuli encompassing the entire digit and did not 
record from single neurons. Therefore, our study was unique in its ability to characterize 
3b processing and feature (i.e. orientation) selectivity over several digits at the single 
neuron level.  
In our analysis we observed that a small proportion (~20%) of cells had overall 
inhibited responses to the bar stimuli relative to baseline or spontaneous rate. We 
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acknowledge that we have no knowledge of the molecular or pharmacological principles 
of our cells. The balance of excitation and inhibition appears necessary for cells’ feature 
selectivity (DiCarlo et al., 1998; DiCarlo and Johnson, 2000), and it has been proposed 
that inhibitory drive often lags excitatory thalamocortical input and serves to enhance 
acuity (Shapley et al., 2003; Zhang et al., 2003; Sripati et al., 2006).  We asked if these 
inhibited cells had different properties (e.g. size, orientation tuning, temporal response) 
than cells with typical excitatory RFs. 
Neural responses to bar stimuli on all digits and finger pads has been recorded in 
SII cortex, where it has been observed that cells exhibit similar orientation preference 
across multiple adjacent tuned pads (Fitzgerald et al., 2006a). We therefore asked how 
stimulus selectivity was represented across digits in an earlier stage of cortical 
processing; hypothesizing that feature selectivity across digits is an emergent property of 
somatosensory cortices and is not present in 3b. We also examined the temporal 
properties and characterized submodality specificity (i.e. similarity to afferent type) 
across digits, hypothesizing that submodality specificity would not be maintained across 
digits. This is based on data that submodality specificity is not maintained within a single 
digit. That is, cells in SI cortex do not fall into discrete rapidly adapting or slowly 
adapting type categories (Pei et al., 2009; Carter et al., 2014). Such data could add to our 






5.1. Specific methods.  
5.1.1. Latency. 
 For each cell, we calculated the latency of the response on a digit with respect to 
the onset of the tactile bar stimulus (averaged over all orientations). This was defined as 
the steepest change during the first 40 msec window where a cell’s response was 
significantly different than baseline (Wilcoxon rank sum p<0.01, two consecutive 20msec 
bins in the same direction relative to baseline, see Chapter 3.8). This measure was 
therefore only calculated on digits with a significant response.  We feel this calculation 
allowed for a precise determinant of latency that could be flexible given the varying 
temporal responses of somatosensory neurons but not be biased by transient temporal 
fluctuations in the neural response.  
All other receptive field properties were quantified in the same manner as 
described in Chapter 3 and Chapter 4.1, specific methods. By using bar stimuli on each 
digit, we were able to quantify orientation selectivity and the temporal profile of 
responses on each digit. See Chapter 3 for more detailed descriptions of the experimental 
design and data analysis.  
 
5.2. Results. 
5.2.1. RF size for cells with excitatory and inhibitory responses to bar stimuli. 
 We observed cells with typical significant excitatory responses to the indented bar 
stimuli, as well as those with significant inhibitory responses compared to baseline firing 
rate. Several example cells are depicted in Figure 5.1. These include a cell with a 
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significant response on only one tested digit (Figure 5.1a) and ones with significant 
responses on several tested digits (Figure 5.1b-c). We classified cells as inhibited or 
excited based on the response of their hotspot digit; that is, the digit with the absolute 
greatest response relative to baseline (see Chapter 3.9, response averaged across all 
orientations). We examined 370 cells with a significant response on at least one tested 
digit; 53 of these were classified as inhibited and 317 as excited cells. 35 of these 
inhibited cells were from the trained hemispheres, 12 from the naïve hemisphere, and 6 
from the control hemisphere. The proportion of inhibited cells was not statistically 
different in the trained compared to naïve hemisphere (χ2 (1,N=267)=1.85, p=0.17), 
though there were a higher proportion of inhibited cells in the trained compared to the 
control hemisphere (χ2 (1, N=279)=10.25, p=0.001). The two trained hemispheres did not 
exhibit statistically different proportions of inhibited cells (χ2 (1, N=176)=2.66, p=0.10).  
Multi digit cells with inhibited responses on the hotspot digit (e.g. Figure 5.1c) were 
equally likely to exhibit inhibited or excited responses on the other responsive digits, 
while cells with an excitatory hotspot were slightly more likely to have homogeneous (all 
excited) responses across digits (Figure 5.2).  
We noted that across the population, inhibited cells were more likely to have 
significant responses across multiple digits (Figure 5.3a, χ2(1, N=370) =10.02, p=0.002). 
Among cells with an inhibited response on the hotspot digit, 74% had significant 
responses across several digits, while 50% of excited cells were classified as multi-digit 
(significant responses on other digits could be excited or inhibited compare to baseline).  
We also found that responses across digits were more similar in inhibited than excited 
cells. Figure 5.3b is a scatterplot of the relative responses of adjacent digits relative the 
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hotspot digit response. One will notice that inhibited cells (blue) are located more at the 
extremes of this plot, where other digits responding as strongly as the hotspot digit. We 
compared the ratio of second most responsive digit to the hotspot response on inhibited 
and excited cells. We found (Figure 5.3c) that these distributions were significant 
different from one another (Kolmogorov-Smirnov test, KS test statistic=0.24, p=0.006), 
though the means were not (Mann-Whitney U test, Z=0.24, p=0.81). We took the 
absolute value of the second most responsive digits’ responsive relative to the hotspot for 
a more accurate measure of strength across these two digits without regard for the sign of 
the response (Figure 5.3d). We found this measure was significantly higher in inhibited 
cells (0.63 versus 0.41, inhibited and excited respectively, Mann Whitney U- test, Z= 
5.50, p<0.001, Cohen’s d=0.29). We also calculated a multi-digit (MD) index for each 
cell to compare similarity of responses across the four tested digits. See Chapter 4.1 for a 
full description of this calculation; values could range from 1, for a cell with exactly 
equal responses on all four digits, to 0, for a cell responding singularly on one digit.  This 
measure was significantly higher in inhibited cells than in excited cells (0.62 versus 0.47, 
inhibited and excited respectively, Mann Whitney U-test, Z=5.01, p<0.001, Cohen’s 
d=0.26, Figure 5.4b).  
 
5.2.2. Baseline/ spontaneous rate of inhibited and excited cells. 
 Perhaps unsurprisingly, we observed that inhibited cells had a significantly higher 
baseline response than excited cells (11.85 versus 3.77 spikes/sec, inhibited and excited, 
Mann Whitney U-test, Z=9.01, p<0.001, Cohen’s d=0.47, Figure 5.5a). We asked if 
measures of receptive field size positively correlated with baseline rate, and found this to 
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be the case, both when quantified over the two most responsive digits (Figure 5.5b, R2 = 
0.13, p<0.001) and over all digits (Figure 5.5c, MD index versus baseline, R2= 0.13, p 
<0.001). We therefore asked if inhibited cells had larger RFs when we controlled for 
spontaneous rate, performing ANCOVAs with baseline as a covariate and sign of 
response relative to baseline (inhibited or excited) as the between-subject factor. We 
found that cells with inhibited RFs still had more similar responses across the two most 
responsive digits when we controlled for spontaneous rate (adjusted means, ratio of 
second most responsive digit to hotspot response, absolute value: 0.54 vs. 0.49, inhibited 
versus excited, F (1,369)=6.55, p =0.01, ηP2=0.02) but enhanced responses across all 
digits was no longer significant when we controlled for spontaneous rate (F (1,369)=3.19, 
p =0.08). It therefore seems that inhibited cells’ increased likelihood of responding across 
digits is at least partially due to enhanced spontaneous rate of these cell types. 
 
5.2.3. Orientation selectivity of inhibited and excited cells. 
 We found that measures of RF size correlated negatively with orientation 
selectivity (OS, measured as the circular variance of the average response to eight equally 
spaced oriented bars). As the two most responsive digits became more similar, and as 
MD index increased, OS decreased on the cells’ hotspot (Figure 5.6 a-b). In addition, OS 
decreased with increasing baseline response (Figure 5.6c).  
 Orientation selectivity on the hotspot digit was lower for inhibited than excited 
cells (0.07 versus 0.12, Figure 5.6d, Mann-Whitney U test, Z=-3.83, p<0.001, Cohen’s 
d=0.23), and excited cells were more likely to be significantly tuned on their hotspot digit 
(43% of excited cells were tuned versus 15% of inhibited cells, χ2 (1, N=339) =13.56, 
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p<0.001). However, re-running our analysis, using baseline as a covariate, showed this 
difference was no longer significant when we controlled for the enhanced spontaneous 
rate of inhibited cells (ANCOVA between inhibited and excited cells, F (1,338)=0.08, 
p=0.78). These results are likely due to the fact that the calculation for orientation 
selectivity (Ringach et al., 2002b) uses the absolute response of the cell and does not 
subtract baseline response.  
 
5.2.4. Temporal response of inhibited versus excited cells. 
 We next asked if the temporal properties of responses were different in inhibited 
versus excited cells. First we examined if inhibited cells had stronger sustained or off 
responses to stimuli. We then compared the latency of responses for inhibited and excited 
cells, hypothesizing that these inhibited cells would have slower latencies, as lagging 
inhibitory drive is a defining characteristic of SI responses (DiCarlo et al., 1998; DiCarlo 
and Johnson, 2000; Sripati et al., 2006). 
We found that the distribution of cells falling into our four submodality-specific 
categories (SA-like, RA-like, Mixed, and Transient) was different for inhibited and 
excited cells (Figure 5.7a, χ2 (3,N=370) =52.81, p<0.001). Post-hoc chi squared tests 
determined that inhibited cells were more likely to be categorized as “transient” or “SA-
like” and less likely to be “RA-like” than excited cells (Transient: χ2 (1, N=370) =9.84, 
SA-like, χ2 (1,N=370) =29.95, RA-like, χ2 (1,N=370) =31.32, Bonferroni corrected for 
four comparisons, p<0.05). We further tested the adaptation indices (AI) of cells with 
significant sustained and/or offset responses (38 inhibited cells, 279 excited cells), and 
found that these inhibited cells’ AI was significantly lower than excitatory cells (Figure 
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5.7b, 0.16 vs. 0.63, Mann-Whitney U test, Z=-8.32, p<0.001, Cohen’s d=0.47). Inhibited 
cells were therefore more likely to have either transient ‘on’ responses to the stimuli or 
sustained responses to indented bars, and were less likely to respond at the offset of 
stimuli. It is unclear if this difference points to a functional difference between these two 
types of cells; cortical cells with sustained responses are thought to carry more 
information about the form of an object, and in excitatory cells, orientation selective 
neurons are more likely to be SA-like (Bensmaia et al., 2008). As the last section 
described, inhibited cells were less tuned for orientation (though perhaps they carry more 
orientation information when their signal is compared to spontaneous rate).  
We compared the latency of the response of cells on the hotspot digit (defined as 
the steepest rise in response when the cell responded significantly, see 5.1.1), and found 
that it was greater in inhibited than excited cells (Figure 5.8b, 110 versus 89 msec, Mann-
Whitney U test, Z= 4.35, p<0.001, Cohen’s d=0.22). That is, inhibited cells responded 
slower on the hotspot digit than excited cells. We did not find any relationship between 
RF size, measured as the similarity of response for the two most responsive digits, and 





Figure 5.1. Example cells. (A) Single digit cell, only significantly (Wilcoxon rank 
sum, p <0.01, two consecutive 20msec bins) excited on digit 2. Middle: Responses to 
specific tested orientated bars. Right: Average action potential waveforms from 
protocols on the four tested distal digits showing no change in AP shape while testing 
various digits. (B) Example multi-digit cell, significantly responsive on digits 2, 3, and 




Figure 5.2. Distribution of sign of responses (positive or negative compared to 
baseline) across digits for multi-digit cells (N=198). Cells with inhibited responses 




Figure 5.3. Inhibited cells have more equal responses across several digits. (A) 
Proportion of inhibited or excited cells with either a significant response on one or 
several tested digits. (B) Scatter plot of relative response to other digits compared to 
the hotspot response. Filled circles are cells with significant responses on several 
digits. (C) Density plot of second most responsive digit response relative to hotspot.  
(D) Density plot of the absolute value of second most responsive digit response 















Figure 5.4.  Inhibited cells have more equal responses across all four tested digits. 




Figure 5.5. Inhibited cells have higher baseline responses that correlate to larger 
RF size. (A) Density plot of baseline response for inhibited (blue) versus excited (red) 
cells. (B) Positive relationship between baseline response and relative response of 
second most responsive digit to hotspot. (C) Positive relationship between baseline 




Figure 5.6. Orientation selectivity (OS) correlates with measures of RF size and 
spontaneous rate and is lower in inhibited cells. (A) Scatterplot of cells’ relative 
response to the two most responsive digits versus OS on the hotspot digit. Blue cells 
had an inhibited response on the hotspot digit; filled circles were multi-digit cells. 
Black line; linear fitted curve: p<0.001, R2= 0.07 (B) Negative linear relationship 
between MD index and OS (black fitted line, p<0.001, R2= 0.08. (C) Negative 
relationship between baseline/spontaneous FR and OS (black line: p<0.001, R2= 0.12). 





Figure 5.7. Increased sustained and decreased off responses in inhibited cells. (A) 
Distribution of submodality preference on the hotspot digit for excited and inhibited 
cells. (B) Density plot of adaptation indices on the hotspot digit for cells with a 





Figure 5.8. Increased latency of response on the hotspot digit for inhibited cells. 
(A) There was no relationship observed between the relative responses across two 
digits and the latency on the hotspot digit. (B) Probability density plot of latency for 
inhibited and excited cells; inhibited cells have significantly longer latencies on the 
hotspot digit. 
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5.2.5. Temporal response properties across digits for cells in 3b. 
 Although it has been established that the precise temporal properties of peripheral 
afferents is not maintained for individual cells on a single digit in SI or SII cortices (Pei 
et al., 2009; Carter et al., 2014), we asked if any aspects of the temporal response of cells 
were conserved across multiple digits for cells in SI cortex. First, we asked if multi-digit 
cells had similar submodality preference across responsive digits. We found that, among 
multi-digit cells, most did not have the exact same submodality preference across the 
responsive digits (Figure 5.9). However, when we examined cells that had significant 
responses on at least two digits and significant sustained and/or off responses on both 
digits (N=118), we observed that the adaptation indices were similar across the two most 
responsive digits (Figure 5.10 black line; R2= 0.43, p <0.001). This effect was likely 
driven by cells with adaptation indices close to one (RA-like) across two digits (upper 
right quadrant, Figure 5.10). We conclude that for those cells with clear input from 
slowly adapting or rapidly adapting afferents, submodality (particularly for rapidly 
adapting peripheral input) may be crudely maintained across two digits, though it does 
not appear to be maintained across the entire hand.  
 We also asked if cells with multi-digit receptive fields responded at a similar 
latency across digits (see example cell in Figure 5.1b where the non-hotspot digits 
responded slower than the hotspot digit). We hypothesized that if responses on the 
hotspot digit are due to thalamocortical ascending input and responses on non-hotspot 
digit are the result of corticocortical interactions versus divergent thalamocortical 
ascending input, the hotspot would have a faster response than adjacent digits. We 
observed diversity in the latency of responses across digits, though most lay around the 
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unity line (Figure 11). A Wilcoxon sign-rank test found that average difference between 
latencies across the hotspot and second most responsive digits was different from 0 (Z=-
2.92, p=0.005). The median of the difference in latency between the hotspot and the 
second digit was 3 msec (mean, 30 msec, likely due to outliers).  
 
5.2.6. Orientation tuning across digits for cells in 3b. 
 As it has been observed that cells in SII exhibit similar orientation preference 
across digits (Fitzgerald et al., 2006), we asked if this property is found to any degree in 
SI cortex, area 3b. This would add to information about how shape perception across 
digits is represented along the somatosensory hierarchy. We examined cells’ with 
significant responses on at least two digits, and assessed their preferred orientation 
(calculated by the average vector response) on the two most responsive digits. Figure 
5.12 is a scatterplot of the difference between preferred orientations across two digits; 
one will notice that cells do not lie preferentially around zero (indicating similar 
orientation preference on two digits). A Rayleigh test confirmed that this distribution was 
not statistically different from uniform (Z=0.34, p=0.71). We also did not find a 
relationship between similarity of tuning and orientation selectivity (that is, cells with 






Figure 5.9. Distribution of similarity of submodality preference across 
significantly responsive digits for multi-digit cells (N=198). Cells were “SA-like” if 
all significantly responsive digits had only a significant sustain response, “RA-like” if 
all digits had a significant off response, “Mixed” if digits had both significant sustain 
and off responses, and “Transient” if they had neither a significant sustain off or 








Figure 5.10. Adaptation indices on the two most responsive digits for multi-digit 
cells. Calculated only for multi-digit cells with significant sustain and/or off responses 





Figure 5.11. Latency of responses across digits in multi-digit cells. (A) Multi-digit 
cell latency on hotspot versus second most responsive digit, black dotted line indicates 
unity (exact same latency across two digits). Points above the unity indicate the 
hotspot had a faster response; points below, indicate the hotspot had slower latency. 
(B) Probability density of difference between latencies: positive= second digit 












Figure 5.12. Multi-digit cells do not exhibit similar orientation preference across 
digits. Plotted are cells’ orientation selectivity measured on the hotspot digit and the 
absolute difference between the preferred orientations on the two most responsive 
digits. 
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5.3. Discussion.  
5.3.1. Mechanisms of inhibition and excitation across digits in 3b. 
 We found that 3b cells with overall inhibited responses to bar stimuli on the 
hotspot digit (that is, decreased firing rate compared to spontaneous, N=53) were more 
likely to have significant responses across multiple digits (Figure 5.3a). Such cells had 
stronger responses across multiple digits than cells with excited responses on the hotspot 
digit (Figure 5.3-5.4). Inhibited cells had higher spontaneous rates (Figure 5.5), which 
may at least partially explain why they were more likely to respond across multiple 
digits. Finally, we noted that inhibited cells had lower orientation selectivity on their 
hotspot digit (Figure 5.6), though this was likely due to increased spontaneous rate. 
Inhibited cells responded transiently or had sustained inhibition to the bar stimulus, often 
at longer latencies (Figure 5.7-5.8). 
 Purely inhibited somatosensory responses in 3b to single punctate hand probe 
stimuli have not been described to our knowledge(see Sur, 1980), though it has long been 
observed that 3b cells have inhibitory subfields revealed by stimulation using more 
complex or multi-point stimuli; for example, stimulation of two points on the same digit 
will reveal surround suppression (Mountcastle and Powell, 1959; Costanzo and Gardner, 
1980; Gardner and Costanzo, 1980). DiCarlo and colleagues found that a majority of 
spatiotemporal RFs in 3b revealed by random dot stimuli scanned across a digit had 
inhibitory regions (DiCarlo et al., 1998; DiCarlo and Johnson, 2000). A large proportion 
of cells in these study had excitatory regions flanked by a larger distal and temporally 
lagging inhibitory region; lagging inhibition was also observed in non-classical RFs 
observed across digits in 3b (Thakur et al., 2012). We therefore acknowledge that our 
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“inhibited” cells could have been revealed due to misplacement of the bar stimuli in 
reference to the excitatory region of the RF (e.g. the excitatory region was located 
proximal to the bar stimulus and therefore the cell was not sufficiently stimulated on this 
region); it is also possible that such cells had excitatory dorsal RFs stimulated by the 
finger or hand holder. Regardless, our results still indicate that inhibitory drive to 3b cells 
is more likely to extend across several digits.  
 Although we have no knowledge of the pharmacological or molecular properties 
of the cells we have recorded from, we hypothesize that those cells with inhibited 
responses receive increased input from inhibitory cells than those cells with excitatory 
responses to tactile stimuli. There are many subclasses of inhibitory cells in sensory 
cortices with varying physiological and response properties (review, Markram et al., 
2004). For example, one class, somatostatin-expressing GABAergic neurons, exhibit high 
spontaneous rates and decreased firing in response to whisker deflection in barrel cortex 
(Gentet et al., 2012) much like our inhibited cells; these cell types also respond slower 
than other inhibitory cell types in barrel cortex (Pala and Petersen, 2015).  
Many models and data indicate that inhibitory drive is necessary to sharpen 
activity such that only a localized population will have an excited response to a particular 
feature (McLaughlin et al., 2000; Ringach et al., 2002a; Shapley et al., 2003; Zhang et al., 
2003). In addition, non selective suppression can enhance feature selectivity of 
downstream cells (Xing et al., 2011). Inhibitory drive in 3b may ensure that most 
excitatory classical RFs are confined to a single digit, despite ascending divergent input 
across digits (Garraghty and Sur, 1990; Rausell et al., 1998). In SI cortex, it has been 
demonstrated that GABA antagonists enhance RF size and increase response latency 
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(Alloway et al., 1989); further suggesting that inhibitory drive often trails excitatory input 
and has less spatial acuity. If we hypothesize that our inhibited cells receive enhanced 
inhibitory drive, albeit from unknown sources, our findings support previous data 
describing inhibition within sensory cortices. 
 
5.3.2. Feature specificity and temporal profile across digits in 3b. 
 We observe that feature selectivity and submodality specificity is not maintained 
across digits in area 3b. This is in contrast to SII cortex, particularly its central field, 
where cells have similar orientation tuning across several adjacent digits (Fitzgerald et 
al., 2006a). We do not observe similar orientation preference across digits in our data 
from 3b. This suggests similarity of tuning across digits, thought to allow for position-
invariance and haptic shape perception (Hsiao et al., 2002; Thakur et al., 2006), is an 
emergent property in the somatosensory cortical hierarchy. 
 Submodality preference, defined by cortical cells’ similarity to afferent responses 
(specifically slowly adapting and rapidly adapting peripheral afferents), is also not 
conserved across digits in 3b. Cells with significant responses across digits did not often 
exhibit the exact same submodality preference across digits. However, submodality 
similarity may be conserved on a smaller scale across two digits, particularly for cells 
with off responses. These results, however, are unsurprising as more recent data has 
suggested that cortical somatosensory responses should be defined by their functional 
role (e.g. texture, shape perception) which may not align perfectly with mechanoreceptor 
and afferent classes (review, Saal and Bensmaia, 2014). 
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 Finally, we observed that the latency of responses was slightly offset on the non-
hotspot digits, though the median time difference between the responses of an adjacent 
digit compared to the hotspot was only 3msec. Both divergent thalamocortical input 
(Garraghty and Sur, 1990; Rausell et al., 1998) and corticocortical interactions among 
digits (Négyessy et al., 2013; Wang et al., 2013) have been described anatomically and 
are thought to be a method of multi-digit interactions within 3b. We propose that the very 
small median difference in responses (3msec) across digits suggests that most non-
hotspot digit responses come about due to ascending thalamocortical divergent 
connections as opposed to thalamocortical input into one digit’s representation impacting 














CHAPTER 6.  THE EFFECT OF ATTENTION 
ON RESPONSES IN PRIMARY 
SOMATOSENSORY CORTEX, AREA 3B. 
 The previous chapters have explored the receptive field (RF) properties across 
digits in 3b for animals trained on a multi-digit distal one-back task. We next sought to 
describe responses of 3b cells when the animal performed this tactile task, hoping to 
provide insight into the functionality of experience- dependent plasticity. In the original 
study that observed an increase in multi-digit RFs following multi-digit one-back training 
(Wang et al., 1995), the authors did not record responses during performance of the one-
back task. We asked if 3b cells with larger RFs were enhanced when the animal 
performed the distal one-back task versus when its attention was directed to the visual 
modality and the same tactile stimuli were presented passively. Such data could 
illuminate, though not definitively say, whether RF expansion is simply an 
epiphenomenon due to continuous, synchronous input to several digits or if it is utilized 
in some manner for the task. We recorded responses of cells when the animal performed 
the distal one-back task or a visual discrimination task with the same tactile stimulation. 
RF characteristics of these cells were quantified in the protocols described in the previous 
two chapters.  
It has been proposed that tactile attention has a smaller or even negligible effect 
on the responses in SI compared to SII cortex (Hsiao et al., 1993; Meftah et al., 2002) and 
targets cells with relevant feature selectivity only higher along the somatosensory 
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hierarchy (Hyvärinen et al., 1980; Chapman and Meftah, 2005).  How tactile spatial 
attention acts on the single neuron level has been greatly unexplored, unlike in the visual 
system (e.g. Motter and Health, 1994; Connor et al., 1997; Luck et al., 1997; Mitchell et 
al., 2009). To our knowledge, the only study which explored tactile spatial attention at the 
single neuron level diverted attention across hands and observed responses of cells in SI 
cortex were greater when the animal was cued to attend to the contralateral hand (Burton 
and Sinclair, 2000a). While our study is not a controlled study of tactile spatial attention, 
its results suggests that tactile attention can alter 3b responses in a manner that 
corresponds to 3b RF properties.  
 Additionally, we asked if tactile attention had any effect on the temporal firing 
patterns of cell pairs recorded simultaneously; it has been previously reported that cell 
pairs respond more similarly as animal learns to detect timing of stimuli to two digits 
(Blake et al., 2005). As discussed in Chapter 1.3, tactile attention can enhance 
synchronous firing of cell pairs in SII cortex (Steinmetz et al., 2000; Gomez-Ramirez et 
al., 2014); furthermore, it can enhance synchronous firing of cell pairs whose feature 
selectivity matches an attended tactile feature (Gomez-Ramirez et al., 2014). These 
increases in synchrony are beyond that expected from the increases in synchrony that will 
happen by chance due to increases in firing rate. We therefore asked the temporal 
correlation patterns of neural populations (i.e. pairs of cells) are altered by attention in SI 
cortex. We hypothesized cells pairs with similar RF properties will exhibit enhanced 
synchrony with tactile attention. Such results could offer a method by which tactile 
attention results in the expansion of cell’s RFs via recruitment of Hebbian mechanisms. 
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6.1. Specific Methods. 
6.1.1. Experimental design. 
 After isolating 3b cells on up to four separate electrodes (Chapter 3.5), we asked 
the animal to perform the distal one-back task (see Chapter 3.3 for full description), or a 
visual contrast discrimination task (see Chapter 3.2 for full description) while the exact 
same multi-digit stimuli was presented passively. We quantified cells’ RF properties in 
the single digit rotating bar paradigm (Figure 3.2, see Chapter 3.6 for full description of 
this protocol) before or after quantifying neural responses in these attention protocols. 
See Figure 6.1 for an overview of the experimental design. The tactile stimuli for both 
attention conditions consisted of 400 µm, 100 msec indentations of two horizontal bar 
stimuli that spanned the proximal and distal pads of D3 and D4, with an intertrial interval 
of 2300 msec and interstimulus interval of 500 msec (further details see Chapter 3.3). 
There were four tactile trial types used in both conditions, randomly interleaved (Figure 
6.1c). The visual discrimination task proceeded asynchronously with multi-digit 
stimulation, though a “trial” was always defined by the tactile stimuli in the same manner 
as in the tactile one-back task. That is, “trial” onset was the first tactile stimulus after the 
2300 intertrial interval window and concluded with two consecutive distal stimuli (Figure 
6.1c). The animal performed the visual and tactile tasks in alternating blocks, with 40 
tactile trials on each task. When the animal was attending to the visual modality, it 
performed enough visual discrimination trials to encompass 40 tactile sequences. We 
alternated at least twice between the two attention protocols. 
The following results include responses only during trials where the animal 
responded correctly. In the tactile task, this required maintenance of eye position on the 
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central cue while the tactile sequence was presented and a saccade to the response cue 
within 500 msec of the second consecutive distal stimulus. In the visual task, we 
discarded tactile trials where the animal had performed incorrectly- that is, incorrectly 
performed contrast discrimination on the visual stimuli- within 1.5 sec of the trial to 
ensure that attention was properly maintained to the correct modality throughout. We 
acknowledge that the animal may have attended to the tactile stimuli between initiations 
of the visual trials, though as the visual task proceeded asynchronously and had a 
different time course than tactile trials, this would not lead to a consistent attention effect 
during one part of the tactile trial. Only cells where we had recorded at least 20 correct 
trials in each attention condition were considered. Both animals performed consistently 
over 70% correct on both tasks. Though it would be of great interest to correlate changes 
in neural responses with animal behavior, incorrect tactile trials included aborted trials, 
where the tactile stimulus was stopped following eye movement, and a there were only a 
very small number of trials where the animal maintained fixation throughout the entire 
trial and did not respond to the target stimulus. We are therefore unfortunately unable to 




Figure 6.1. Experimental design for examining the effect of attentional state on 
somatosensory responses. RF properties were quantified in the protocol described in 
Figure 3.2. (A) Distal one-back task, where the animal was required to maintain 
fixation on a central cue until two consecutive distal tactile stimuli were presented. (B) 
Visual discrimination task, where the animal was required to ignore the tactile stimuli, 
presented asynchronously, and saccade to the brighter of two illuminated visual 
response cues. (C) Tactile sequences/trials presented to the animal in both conditions.    
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6.1.2. Ensuring single unit isolation. 
 As described in Chapter 3.7, we utilized several methods to ensure the same cell 
was held throughout attention protocols. Besides PCA analysis and elimination of 
aberrant action potential waveforms, we sorted baseline firing (measured 1.5 sec prior to 
trial onset) collapsed across an attention condition (using correct trials only), and fit this 
with a power function. Trials at the tail ends were removed until a non-significant 
(p>0.05) fit was produced.  
6.1.3. Attention modulation index.  
For every cell we calculated an attention modulation index using a cells’ firing 
rate in the two attention conditions: 
 
We calculated this index at similar time intervals within the trial. This ensured that there 
was no interaction between the number of correct trials per trial type and attention 
modulation. For example, there are more distal stimuli present in trial types 3 and 4 than 
in trial types 1 and 2; therefore one may observe increased modulation simply because 
the animal responded correctly during greater proportion of longer trials in the tactile 
condition and a greater proportion of distal stimuli were included in one attention 
condition. We broke each trial into the baseline period (1.5 msec prior to the trial onset), 
the periods where the D3-D4 distal bar stimulus was on the finger (including a 40 msec 
offset window), periods where the D3-D4 proximal bar stimulus was on the finger (with a 
40 msec offset), and the periods of time following the distal or proximal stimuli (40msec 
after the stimulus to the beginning of the next stimulus, 460msec later). We excluded the 
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time period after the last distal stimulus, to ensure no confound with the response or 
reward period.  
6.1.4. Measuring spike synchrony among neural pairs. 
We quantified spike synchrony as described in (Gomez-Ramirez et al., 2014). We 
used a spike-synchrony counting method (SSCM) that computed the number of times a 





















Where M = the number of trials (intervals), N = the number of bins in each spike train 
(1msec bins), X and Y represent the spike trains (composed of binary values) for each 
neuron in the neural pair, and τ is the time lag, which was set to 2 msec. The variable ‘i’ 
indicates the trial number, while ‘j’ indicates the time bin for the second neuron 
composing the neural pair. Summing across ‘t’ results in the same value as integrating the 
area under the cross-correlogram (CCG) across τ, but the SSCM procedure has the 
advantage in that it maintains temporal structure of spike-synchrony, thus allowing us to 
assess attention effects across time, instead of using the mean coincident spikes across the 
entire spike-train. The SSCM is analogous to an instantaneous CCG at a 2msec window.  
Increases in firing rate will increase average spike synchrony simply due to 
chance as the number of spikes occurring in each cell increases (Brody, 1998). We 
therefore corrected the SSCM in each attention condition for effects due to spike-rate 
modulations using a jitter method devised by (Amarasingham et al., 2012) and employed 
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in (Gomez-Ramirez et al., 2014). We divided each neuron’s spike train into bins of 
50msec (as suggested by Smith and Kohn, 2008), starting with the stimulus onset. For 
each spike in a trial, a new spike time was chosen randomly from all possible times in the 
same jitter bin. This method was repeated 5000 times to derive a surrogate spike-
synchrony distribution for each attention condition. The average surrogate data was then 
subtracted from the raw spike-synchrony. This method maintains average firing rate 




6.2.1. Animal performance.  
 We assessed animals’ performance on the one-back distal tactile task over 21 
sessions (40 trials each) for 43V and 24 sessions for MR4358M. As discussed in Chapter 
4.2.1, we found that while both animals learned the one-back task and were able to 
perform it at a high level, MR4358M’s accuracy was better, while 43V responded faster 
(Figure 4.1). We further examined this result by examining animals’ performance on the 
various trial types.  
We performed mixed-factor ANOVAs on animals’ reaction time and 
performance, with the within-subject factor of trial type (4 types, see Figure 6.1c) and a 
between subject factor of animal. There was a main effect of trial type in both measures 
(percent correct, F (3,129)= 41.26, p<0.001, reaction time, F (3,129)= 6.97, p=0.001) 
whereby the animals performed significantly worse but responded faster on the longer 
trial types (Figure 6.2a-b). This was likely due to difficulty maintaining fixation and 
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anticipation of upcoming target stimuli during longer trial types. We observed a 
significant interaction between animal and performance on the various trial types (F 
(3,129)=4.38, p=0.006), whereby 43V performed worse than MR4358M on the longer 
trial types. No other significant effects were observed.  
We realize the animal could use several strategies to perform the one back distal 
task, including ignoring the proximal stimuli completely and simply attending to the time 
between distal stimuli (i.e. responding when there is a shorter time interval between the 
two distal stimuli). In one animal (MR4358M), we tested if the animal used the timing of 
stimuli by introducing “catch” trials where the time between the last two distal stimuli 
was doubled (Figure 6.2, bottom panel). These tests were performed at the completion of 
training and recording; 3b responses were not recorded at the time. We found that on the 
first day we introduced trials with altered timing (20% of trials), the animal often 
responded incorrectly to these trials (values closer to 1, Figure 6.2). However, in only a 
few days, the animal was performing almost equally well on the catch trials (values 
closer to 0) as during regular timed trials. This suggests that the animal was using, to 
some degree, the timing of distal stimuli to perform the task, though he could quickly 
develop a spatial strategy that ensured high performance even when the timing between 










Figure 6.2. Animal performance on various trial types. (A) Average percent correct 
of both animals (see Figure 6.1c for description of trial types). Performance measured 
as percent correct over ~20 blocks (40 trials each). (B) Reaction time on correct trials 
of both animals, measured after stimulus offset. (C-E) Individual animal performance 











Figure 6.3. Performance of one animal (MR4358M) on catch trials indicates 
temporal pattern of stimuli was used to perform the distal one-back task, but the 
animal had the ability to learn a new strategy. We assessed the animal’s 
performance when 20% of trials had increased time between the last two distal stimuli 
(1000 msec on catch trials vs. 500 msec for regular trials). The animal performed ~500 
trials/ day. Ratio of performance on regular trials compared to catch trials: one means 
the animal responsed incorrectly on all catch trials; zero indicates equal performance 
on catch and regular trials.   
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6.2.2. Effect of attention on 3b responses. 
 We recorded from 176 cells that had a significant response on at least one digit as 
quantified in the oriented bar protocol (Figure 3.2) and was tested fully in both attention 
conditions (Figure 6.1). We observed cells in both animals that had divergent responses 
to the exact same tactile stimuli depending on the task the animal was performing. We 
will refer to this as an effect of “attention”, though behavioral relevance of stimuli, 
reward contingency, eye position and visual stimuli are also changing between these two 
tasks. Some cells’ firing rate was clearly enhanced when the animal performed the distal 
one-back task, while others were inhibited when the animal performed the tactile task. A 
cell enhanced by “tactile attention” is shown in Figure 6.4. One will notice that this cell’s 
response was greater during the proximal (grey bars) stimuli and between stimuli (Figure 
6.4b) as the animal presumably attended to the tactile stimuli. We observed that this cell 
had significant responses to the single-digit oriented bar stimuli on digits 3 and 4 (Figure 
6.4a). We are fairly confident that this same cell was held throughout protocols, as the 
action potential waveform shape did not change across protocols (Figure 6.4a, right 
panel).  
 However, we also observed cells with opposite attention effects. An example of a 
cell with decreased responses during the tactile task compared to the visual task is shown 
in Figure 6.5. This cell had a RF confined to D2, as defined in the single digit bar RF 
characterization protocol (6.5a). The cell’s response decreased both between and during 
the trial (Figure 6.5b, blue traces) compare to the responses during the visual 
discrimination task while the multi-digit stimuli passively indented digits 3 and 4 (Figure 




Figure 6.4. Example cell with enhanced responses during the distal one-back 
task. (A) Left: Response of the cell during RF characterization (Figure 3.2) on distal 
finger pads. Colors indicate average response to oriented bar on a specific digit. 
Middle panel: Relative response of digits compared to hotspot response; the tactile 
stimuli used in the attention protocols are overlaid on the cell’s RF. Right panel: action 
potential waveform shape recorded in RF characterization (black), visual 
discrimination (red), and distal one-back task (blue). (B) Response of cell during 
attention protocols. Blue: Response of cell while animal performed distal one back 
task (Figure 6.1a), Red: response while animal performed visual discrimination task 
(Figure 6.1b). Note that the animal experienced all trial types randomly and the tactile 
and visual tasks were presented in alternating blocks of trials.  The animal’s hand and 








Figure 6.5. Example cell with decreased responses during the distal one-back 
task. (A) Left: Response of cell during RF characterization on distal finger pads. Cell 
was only significantly responsive to the single digit oriented bar stimuli on D2. (B) 
Response of cell during the distal one back task (blue) where the animal had to 
indicate when it felt two consecutive stimuli on the distal pads of D3 and D4 or during 




We asked if tactile attention acts as a spatial spotlight in 3b, enhancing responses 
of cells with RFs that overlap the attended digits and suppressing those cells with RFs not 
including the attended digits. We chose to examine cells with excitatory RFs including 
the stimulated/relevant digits, digits 3 and 4 (N=90), or with an RF that excluding the 
stimulated digits and had an excitatory response on unstimulated digits 2 or 5 (N=35). 
Cells with significant inhibitory responses were not included, as it is unclear how tactile 
attention would act upon such cells (N=51).  We acknowledge that our task does not 
completely elucidate how tactile spatial attention acts in 3b, as the stimuli was always 
presented to digits 3 and 4 and the animal’s attention was never switched to other digits 
nor did we present competing stimuli on the untrained digits (digits 2 and 5).  
We observed that across the population, cells with excitatory RFs including the 
stimulated digits were more likely to be enhanced during the tactile as opposed to visual 
task (Figure 6.6.a), while those with RFs not including digits 3 and 4 were generally 
suppressed or their firing rate unchanged (Figure 6.6.b). We divided each trial into parts 
depending on presence (during or between stimuli) and location (proximal or distal) of 
the D3 and D4 multi-digit stimuli; we also examined how responses were altered during 
the baseline period prior to trial onset (1.5 seconds).  
To determine how attentional state directly impacted cells’ firing rate at various 
time intervals, we ran a 2x 2 x 2 x 2 mixed factor ANOVA, with a between group factor 
of RF type (including trained digits, N=90, excluding trained digits, N=35), and within 
group factors of Attention (animal performing tactile or visual task), Tactile Stimulus 
Location (proximal or distal), and Stimulus Presence (during or following stimuli). For 
brevity, we report significant effects that include the factor of attention (i.e. it 
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unsurprising that there is a main effect of stimulus location, as the cells had RFs on the 
distal pads and often responded stronger to those stimuli). We found a significant 
interaction between RF type and attention (F (1,123)=6.73, p=0.01, ηP2=0.052). Cells 
with RFs that included the attended digits had an increased firing rate when tactile 
attention was deployed (6.26 sp/sec during the visual task, 7.66 during the tactile task) 
while cells with RFs that did not include the attended digits were slightly depressed (1.43 
sp/sec during the visual task, 1.15 during the tactile task).  
We tested if attention altered overall spontaneous rate or baseline responses 
(measured between trials) as the animal performed either the tactile or visual task, 
running a mixed factor ANOVA with RF type as a between group factor and Attention 
(visual or tactile) as a between subject factor. While we observed that cells with RFs that 
spanned the stimulated digits had slightly higher spontaneous rates in the tactile task 
(4.36 vs. 4.61 sp/sec, visual versus tactile) and those with RFs on the unstimulated digits 
had lower firing rates between trials when tactile attention was deployed (1.72 sp/sec 
versus 1.29, visual versus tactile). However, this interaction was not significant (F 
(1,123)=3.05, p=0.08), and no other significant effects were observed. 
We then calculated attention modulation indices (AMI) for each cell (Chapter 
6.1.3), which, unlike the previous analysis, normalizes the effect of attention with respect 
to average response across the two attention conditions (Luck et al., 1997). AMI can vary 
between -1, suppressed in the tactile task, to +1, enhanced in tactile task. We performed 
Mann Whitney U-tests, comparing the AMI distribution for cells falling into either RF 
type category (including or excluding trained digits) in various time intervals in the trial. 
These distributions were significantly different in the baseline period prior to each trial 
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(AMI means: 0.03 versus -0.08, RFs including and excluding D3 and/or D4 respectively, 
Z=-2.09, p=0.04, Cohen’s d=0.19), during the distal tactile stimuli (0.03 versus -0.18, 
Z=-2.66, p=0.008, Cohen’s d= 0.24), following the distal stimuli (0.10 versus -0.16, Z=-
2.79, p=0.005, Cohen’s d= 0.25), and following the proximal stimuli (0.09 versus -0.14, 
Z=-2.71, p=0.006, Cohen’s d=0.24). We followed these results by asking which 
distributions were significantly different from zero, performing post-hoc Wilcoxon sign-
rank tests. We found that the median AMI for cells with RFs including digits 3 and 4 was 
significantly greater than zero in the time period following distal stimuli (Z=-2.78, 
p<0.05, Bonferroni corrected for ten comparisons). This suggests that cells with varying 
RF types were differentially affected by attention throughout the trial, and cells with RFs 
including the stimulated digits were particularly enhanced in the period of time following 
distal stimuli. We cannot definitively conclude that cells with RFs covering the 
unattended digits (D2 and D5) are specifically suppressed by tactile attention, though this 





Figure 6.6. Responses and modulation indices for cells with varying RF 
properties throughout attention protocols. (A) Firing rate of cells with excitatory 
RFs containing D3 and D4 (e.g. Figure 6.4) during various time points in the tactile 
trial when the animal was performing the visual task (abscissa) or attending to the 
tactile stimuli (ordinate)  (B) Firing rates of cells with excitatory RFs covering D2 or 
D5 and no response on D3 or D4 (e.g. Figure 6.5) depending on attention and time 
interval in trial (C) Distributions of attention modulation indices (AMIs) throughout 
various time intervals for cells with these two RF types. 
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6.2.3. Attention and RF size. 
We followed this result by asking if cells with multi-digit RFs (such as the 
example cell in Figure 6.4) including both trained digits showed a greater effect of tactile 
attention than those with RFs including only one stimulated digit. Such data would 
elucidate if cells with RFs spanning the entire bar on the distal pads were preferentially 
enhanced (though note that the task can be performed by only attending to one digit), and 
would suggest a function for the development of multi-digit RFs in 3b following training 
on this task. We chose to examine the time period with the largest attentional 
enhancement as described in Chapter 6.2.2: that is, the period following distal stimuli. 
We found that the distribution of AMIs for cells with excitatory RFs covering both D3 
and D4 (N=35, mean=0.20) was significantly greater than for cells with RFs that only 
included one digit (N=55, mean=0.04) (Figure 6.7a, Mann Whitney U- test, Z= 2.00, 
p=0.04, Cohen’s d= 0.21). Post hoc Wilcoxon rank sum tests determined that the 
distribution of AMI for cells with RFs on both digits was significantly greater than zero 
(Z=-3.11, p<0.05, Bonferroni corrected for two comparisons).  
We also asked if the degree of similarity between responses across digits 
correlated with attentional effects, hypothesizing that cells that responded very similarly 
across D3 and D4 as determined in RF characterization protocol would show stronger 
enhancements of tactile attention. However, we did not find this to be the case (Figure 
6.7b, R2=0.0002, p=0.89). We therefore conclude that while tactile attention may 
preferentially target cells receiving input from both attended digits, particularly following 
distal stimuli, this is not a graded enhancement depending on the strength of input from 





Figure 6.7. Attention modulation and RF size. (A) Distribution of attention 
modulation indices calculated in the time intervals following distal stimuli for cells 
with RFs covering both D3 and D4 (N=29, blue) and with their RF covering only one 
digit (N=50, red). (B) Relationship between similarity of responses across D3 and D4 
(as determined in the RF characterization protocol) and AMI following distal stimuli. 
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6.2.4. Attention and temporal correlation among neural pairs. 
 A key follow-up question is if tactile attention not only increases the firing rate of 
cells whose RFs match the attended digits, but if it also selectively increases synchronous 
firing of cell pairs representing the attended digits. Such a mechanism could link attention 
and experience-dependent plasticity mechanisms; increases in synchronous firing 
between cell pairs by attention would presumably strengthen connections among cells 
with ascending input from individual digits via Hebbian mechanisms and expand cells’ 
RFs. We therefore asked if we observe increases in synchrony in a trained animal 
performing the one-back distal task, examining cell pairs that had shown the largest 
enhancement in firing rate. An example pair’s raster is shown in Figure 6.8; both of these 
cells had significant excitatory RFs covering the stimulated digits as measured in the RF 
characterization protocol. We then examined cell pairs and time intervals with the largest 
enhancements in firing rate as described in Chapter 6.2.2, that is, cell pairs with RFs 
including one or both of the trained digits (N=34 pairs; there were not enough pairs of 
cells including both trained digits or just one digit), and examined the time interval 
between distal tactile stimuli. We compared synchronous firing, corrected for firing rate 
changes, in these time intervals while the animal performed the distal one-back task or 
the visual task, and did not find any differences in spike synchrony (Figure 6.9, Mann-
Whitney U test, Z=0.006, p=0.99). In fact, in many cases, spike synchrony was less than 
that expected by changes due to firing rate fluctuations. This result suggests that spike 





Figure 6.8. A cell pair recorded simultaneously during varying attentional states. 
(A) Cell RFs as measured by the single-digit oriented bar protocol. (B) Raster plots 
when the animal performed the distal one-back task (top) or visual task (bottom). 
Black bars: multi-digit (D3 and D4) distal stimuli, Grey bars: proximal multi-digit 
stimuli. Blue dots indicate spikes by cell 1, red dots spikes by cell 2, and green dots 
indicate synchronously occurring spikes (±2 msec). (C) Spike synchrony corrected for 








Figure 6.9. Lack of consistent increase in spike synchrony with tactile attention. 
Spike synchrony for cell pairs with significant excitatory RFs on D3 and/or D4 
(N=34), averaged over the time periods in the attention protocols immediately 
following distal tactile stimuli. Negative values indicate less spike synchrony was 
observed than expected due to modulations in firing rate (50msec bins). 
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6.2.5. The effect of stimulus history on 3b responses. 
Finally, we asked if effects of tactile attention are altered depending on stimulus 
history and trial type. Because of the rules of the task, as a trial progresses the animal 
could anticipate upcoming target stimuli, particularly in the longer trial types (Figure 
6.1c). We hypothesized this would be manifested in the neural responses and one would 
observe increased modulation later in longer trials, as more information has become 
available that would indicate an upcoming target. We quantified average response during 
the time between the consecutive distal stimuli (target stimuli in the tactile task, black 
boxes in Figure 6.10a). At this time interval, immediate stimulus history is the same 
across trial types (a distal stimulus), but stimulus history across a longer time period is 
different (e.g. in trial type one, a proximal stimulus had been presented, in trial type 3, a 
distal and proximal stimulus had been presented). We examined cells with RFs covering 
both D3 and D4 (N=35). The average modulation index was greater between the target 
stimuli in longer trials (Figure 6.10b, 0.15, 0.19, 0.24, 0.23 for trials 1-4, respectively), 
and there was a significant effect of trial type as reported by repeated measures ANOVA 
on these data (F (3,102)=4.55, p=0.012, Greenhouse-Geisser corrected, ηP2= 0.12). This 
was captured by a linear decreasing function as assessed by polynomial contrasts (F 
(1,34)=6.36, p=0.017, ηP2= 0.16), indicating that AMI increased in the period between the 
last two stimuli with longer trials types. However, it is unclear if this increased 







Figure 6.10. Enhancement of responses in longer trial types with tactile attention 
(A) Attention modulation index over time on the various trial types for cells with RFs 
covering both D3 and D4 (N=35). (B) Average AMI between distal target stimuli 
(black squares in (A)) 
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6.3. Discussion. 
 There have been varying reports on the effect of attentional state on responses in 
SI cortex. While functional imaging and ERP studies of humans have suggested that SI 
activity is modified by tactile spatial and cross modal attention (review see Burton and 
Sinclair, 2000), effects at the single neuron level have been relatively unexplored. This 
may be because it has been suggested that effects of tactile attention are only manifested 
higher along the cortical hierarchy (e.g. in SII) (Chapman and Meftah, 2005). While we 
did not record in other cortical regions, we did observe many cells in area 3b, thought to 
be one of the first cortical processing regions for non-painful cutaneous input, with very 
different responses depending on the attentional state of the animal (Figure 6.4-6.5). We 
observed cells with enhanced responses to tactile stimuli, as well as increased firing 
between tactile stimuli when the animal was required to discriminate on the pattern of 
stimulation across two digits and detect two consecutive distal stimuli, versus when 
presented with the same tactile stimuli and attention was directed to the visual modality. 
As the animals’ hands and digits were kept immobile throughout all protocols and the 
tactile stimulator unchanged, we are confident that these results are not due to changes in 
afferent tactile input. It could be that these results are due to motor preparation (for 
example, eye movement or motor tone of the hand or digit). However, we observe 
specifically that cells with RFs covering the stimulated digits are most enhanced by 
tactile attention and between distal stimuli; therefore it is unlikely that an overall change 
in cognitive state (e.g. arousal or eye movement) may explain our results. Indeed, we 
observe that cells with RFs including both stimulated digits are enhanced during the task 
versus those whose excitatory classical RF does not include the stimulated digits. The 
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relevance of this finding for animal performance is unknown as the animal could 
hypothetically perform the task by attending to only one digit. A future study could 
intersperse irrelevant single digit stimuli (the “catch” trials used in our human subjects in 
Chapter 2) to ensure attention to both digits. We hypothesize one would observe larger 
enhancement of multi-digit cells and a greater degree of RF expansion following training 
with the addition of such single-digit stimuli if tactile attention mechanisms are related to 
cortical plasticity mechanisms. We acknowledge that increased motor tone of the 
stimulated digits during the tactile task could explain our results. We also acknowledge 
that knowledge of the extra classical RF of our cells could elucidate more precise 
mechanisms of tactile attention. We see small decreases in responses of cells with RFs 
covering the unattended and unstimulated digits; future experiments would present 
nonrelevant stimuli on these digits to examine if active suppression on unattended digits 
alters the firing rate of these cells. 
These changes are not accompanied by significant increases in synchronous firing 
of cell pairs with RFs covering one or both of the stimulated digits, though perhaps more 
specific RF types are enhanced by attention (for example, we did not record from 
sufficient cell pairs with RFs covering both digits or covering just one digit). In fact, may 
of our cell pairs showed synchronous firing below that expect by firing rate modulations. 
Others have noted no change or even decreases in precise spike synchrony for cell pairs 
in visual cortex with attention (Cohen and Maunsell, 2009; Martin and von der Heydt, 
2015). In addition, several studies have noted attention decreases slow firing rate 
correlations among neural pairs (Cohen and Maunsell, 2009; Cohen and Kohn, 2011; 
Gomez-Ramirez et al., 2014). However, it may be that enhancements in synchrony would 
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only be observed as the animal learned the tactile task and not following many months of 
training when proficiency has been reached and presumably, RF expansion has plateaued. 
Enhancement is greatest in cells with RFs covering both stimulated digits, 
suggesting, albeit it tentatively, that multi-digit expansion may be utilized in some 
manner for task performance. Indeed, more substantial evidence would observe a direct 
correlation between enhancement of these cells during the task and animal behavior, in a 
similar manner as (Hsiao et al., 1993; Cohen and Maunsell, 2009, 2011; Gomez-Ramirez 
et al., 2014 though one should consider that such a correlation may not indicate 
functionality, see Zénon and Krauzlis, 2012) . Unfortunately our task structure was not 
precise enough to perform such correlations, as aborted trials stopped the tactile stimulus; 
therefore animal performance and tactile stimuli were both changing. Additionally the 
animal performed with very high accuracy. We propose future experiments in Chapter 
7.4 that could elucidate such questions. We observed that enhancement is greatest in the 
time period following distal stimuli, suggesting an effect of tactile working memory (see 
the Chapter 7.3 for further discussion of this result). Such sustained firing between 
stimuli could also signify timing of consecutive distal stimuli, which we hypothesize at 
least one of the animals likely used to perform the task (Figure 6.3). This enhancement 
also appears to be dependent on trial type and stimulus history beyond a few hundred 
milliseconds, though it is again unclear if this enhancement predicts animal behavior on a 





CHAPTER 7. GENERAL DISCUSSION. 
 We now know through many decades of studies that the adult brain can change as 
a result of experience, and even primary sensory cortices can be altered depending on an 
organism’s sensory experience. This has been well documented in the somatosensory 
system, where cortical representations of body regions receiving behaviorally relevant 
input may be expanded as a result of many weeks or months of training. Additionally, 
features of tactile inputs can alter properties of receptive fields (RFs) in somatosensory 
cortex. Crucially for this thesis, coincident input to several digits and discrimination of 
the temporal sequence of such multi-digit input can lead to the expression of cells in SI 
cortex, area 3b, with receptive fields covering the stimulated digits (Clark et al., 1988; 
Allard et al., 1991; Wang et al., 1995). However, it has not been determined (1) what are 
the RFs of 3b cells defined by well controlled stimuli presented to multiple digits, and in 
subjects trained to discriminate the temporal sequence of multi-digit tactile input (2) what 
are the tactile perceptual consequence of such training (3) what stimuli features confer 
RF changes and (4) if expanded RFs are targeted by tactile attention.  We will summarize 
our experiments and findings with regards to these questions.  
 
7.1. Perceptual consequences of multi-digit training on tactile perception and its cortical 
origin.  
 In Chapter 2, we observed relatively modest changes in tactile acuity as human 
subjects became proficient at the one-back multi-digit task. We had hypothesized that 
subjects, as they trained with the multi-digit stimuli, would show decrements in spatial 
acuity on a single digit and temporal acuity between the trained digits. We observed that 
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subjects had small location and orientation-specific decrements in intradigit spatial 
acuity, though their acuity was not impaired beyond its original tested capacity. Instead it 
appeared that training interfered with typical enhancements in spatial acuity that occur 
with exposure on the grating orientation task used to quantify spatial acuity. This was 
confirmed by observing that spatial acuity on the untrained hand was enhanced similarly 
in control subjects who only performed the acuity tests and were not trained on the multi-
digit task. Contrary to our original hypothesis, subjects’ temporal acuity improved across 
the trained digits, and this was specific to the trained hand.   
We had hypothesized that such perceptual changes would correlate to changes in 
RF properties in area 3b, potentially in RF size, orientation tuning, or temporal response 
properties. However, in Chapter 4 we did not observe obvious changes in RF 
characteristics after multi-digit training to account for perceptual changes observed in 
Chapter 2. First, we observed that the percentage of 3b cells with multi-digit RFs 
increases equally in both the trained and untrained hemisphere of a trained animal; 
therefore we conclude 3b RF expansion is not sufficient to explain hand-specific 
perceptual changes following multi-digit training. Next, we find that the number of cells 
representing the horizontal orientation was unchanged in trained compared to naive 
hemispheres, there were not significant changes in orientation selectivity, and there were 
no changes in the temporal responses of cells to single-digit oriented bar stimuli 
following multi-digit tactile training. 
At the same time, we acknowledge that we do not have knowledge of the precise 
somatosensory cortical properties that relate to tactile spatial acuity or temporal 
discrimination across digits, nor did we quantify cells’ responses to the exact same tactile 
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stimuli as used in our measures of tactile acuity (e.g. grating domes used to measure 
spatial acuity or asynchronous multi-digit stimuli used to measure temporal acuity). This 
was because the primary goal of our neurophysiology study was to quantify RF size and 
orientation tuning properties on multiple digits in trained and untrained animals. While 
the innervation density of slowly adapting type I afferents accounts for the limits of 
tactile spatial acuity (Johnson and Phillips, 1981; Phillips and Johnson, 1981), only one 
study has found a correlation between SI responses and perception of tactile orientation; 
this study found that the most orientation selective neurons in area 3b could account for 
subjects’ psychophysical tactile angular thresholds (Bensmaia et al., 2008). We also do 
not know the neural mechanisms serving tactile temporal judgments, though it has been 
suggested that parietal cortex is involved in such abilities (Aghdaee et al., 2014). To our 
knowledge, only one study has examined neural responses during a visual temporal order 
judgment task. In this study, the authors found LIP neurons with RFs encompassing two 
stimuli that responded stronger to the stimulus the animal reported as being presented 
first (Aghdaee et al., 2014). Though we had originally hypothesized that presumed 
expansion of RFs as a result of multi-digit training would make discrimination between 
digits more difficult, a previous study observed RF expansion in 3b for animals trained to 
detect the temporal window of stimuli presented asynchronously to two digits (Blake et 
al., 2005). Indeed, decoding mechanisms could use temporal information from larger 
receptive fields to determine the timing of stimuli on two digits (Foffani et al., 2008). 
We also acknowledge that the expectation that the percentage of neurons sensitive 
to a particular feature or somatotopic location will correspond to perceptual thresholds of 
that feature or at that location is likely simplistic. One does not observe that individuals 
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with larger representations of uninjured body regions near an amputation exhibit 
enhanced tactile spatial acuity on that body part (Vega-Bermudez and Johnson, 2002). 
Instead, it is possible that complex response properties (Recanzone et al., 1992b), perhaps 
in only the most sensitive population of cortical cells (Bensmaia et al., 2008) and 
maintained in only a few cells (Yang et al., 2009), account for perceptual changes 
following plasticity. It is also likely that changes in neural mechanisms further along the 
somatosensory hierarchy relate to changes in tactile perception following experience-
dependent plasticity. For example, training animals on a visual orientation discrimination 
task leads to experience-dependent plasticity in V4 as opposed to V1 or V2 (Ghose et al., 
2002; Yang and Maunsell, 2004). As we observed only modest and orientation-specific 
decrements in tactile spatial acuity following multi-digit training, we may conclude that 
short term training with multi-digit stimuli does not lead to the perceptual decrements 
(e.g. decreased overall spatial acuity and temporal discrimination) observed following 
long term consistent and repetitive multi-digit input in patients with focal dystonia (Bara-
Jimenez et al., 2000a, 2000b).  Additionally, we did not observe clear relationships 
between subject-by-subject variability in performance on the tactile one-back task and 
changes in tactile acuity. This relationship would be presumably be observed if one 
predicts anatomical/neural reorganizations that enhance performance on a tactile task (i.e. 
the tactile one-back task) alter perceptual functions (i.e. tactile spatial acuity) that rely on 
the same cell populations undergoing plastic changes. It is clear more work is to be done 
to understand if and how perceptual learning on one sensory task alters related sensory 
abilities, and if so, the exact cortical changes which underlie this relationship. 
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7.2. Receptive fields across digits of 3b cells in trained and naïve animals 
 The results of Chapters 4 and 5 offer general principles about the malleability and 
general processing of tactile stimuli over many digits in area 3b of the SI cortex. Our data 
support others’ findings that the RF size of cells in this region can change based on 
experience (Clark et al., 1988; Jenkins et al., 1990; Allard et al., 1991; Recanzone et al., 
1992a; Wang et al., 1995). Unlike others, we have quantified this effect with well-
controlled single-digit bar stimuli in the trained animal, in an untrained hemisphere 
following training, and in a completely naïve animal. This RF expansion appears non-
specific, occurring across hemispheres in a trained animal and does not appear to target 
the trained digits. We note that we did not observe the large increase in multi-digit RFs 
(from less than 10% in a naïve animal to over 50% of cells in one trained animal) 
described by Wang and colleagues (1995); however, this may have been due to 
differences in task difficulty (our task only required identification of distal stimuli and 
only four types of sequences were used), training length (over a period of several months 
versus over a year), stimulator (the animal was not required to stereotypically grip the 
stimulator in each trial) and arousal during RF characterization (measured in an awake 
behaving animal versus under anesthesia).  It may be that our use of a suprathreshold 
(1mm) indentation depth to characterize RFs precluded the identification of more multi-
digit connections as a result of training; however, we did not observe a greater number of 
multi-digit cells in the trained hemispheres when tested at smaller indentation depths. We 
also did not observe significant modifications in orientation tuning or temporal response 
properties of 3b cells following training. This non-specificity suggests 3b experience-
dependent plasticity does not conform to all features of the stimuli used during training.  
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This is perhaps unsurprising, as not all features (e.g. the orientation) needed to be 
discriminated upon for the animal to perform the task. However, why the orientation of 
the stimuli specifies changes in tactile spatial acuity, described in Chapter 2, is unknown.  
Thought to be one of the first cortical regions processing innocuous light touch, 
3b utilizes mechanisms balancing inhibition and excitation to exhibit orientation tuning to 
tactile stimuli on a single digit (DiCarlo et al., 1998; DiCarlo and Johnson, 2000). We 
argue that the viewpoint that 3b responses are always limited to a single digit (Sur, 1980; 
Sur et al., 1980; Iwamura et al., 1983) is outdated; we observe many cells, even in a 
completely naïve animal, with classical RFs extending over many digits. Previous authors 
have suggested this (Lipton et al., 2010; Reed et al., 2010; Thakur et al., 2012), though 
our study is the first to characterize single-unit responses to bar stimuli on individual 
digits. We find that suprathreshold stimuli (using 1mm indentations, still smaller than 
most everyday tactile experience) are more likely to expose multi-digit responses in 3b. 
Nonetheless our data maintain the view that 3b processing is primarily concerned with 
processing on single digit: we do not observe that feature selectivity extends across digits, 
and a majority (75%) of 3b neurons in the naïve animal have excitatory RFs confined to 
one digit. The average response of a cell to an adjacent digit in the naïve animal was 9% 
that of the hotspot digit. We also find that cells with inhibitory responses to tactile stimuli 
are more likely to have RFs extending across digits. Interestingly, this result is not 
maintained throughout the somatosensory hierarchy: in SII cortex, cells with excitatory 
responses extend across more digit pads (an average of six) than those with inhibitory 
responses to bar stimuli (an average of four) (Fitzgerald et al., 2006b). It is therefore still 
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unclear the function of larger inhibited RFs in 3b, or what are the pharmacological 
properties of these cells.  
7.3. The effect of attention on the pattern of neural responses 
 We observe responses of 3b cells are altered depending on which task the animal 
is performing, and most interestingly, we observe a shift in the temporal response of cells 
with the addition of tactile attention. We see cells that exhibit enhanced responses 
following distal stimuli; these stimuli match cell’s RF location (D3 and D4) and have the 
most behavioral relevance, as two distal stimuli indicate a target to the animal. Such 
responses may be a mechanism to determine the timing between stimuli, perhaps a 
“working memory” trace that is useful given the rules of the task. However, we 
acknowledge that the limitations of our task preclude us from this conclusion. To 
characterize if these sustained responses between stimuli reflect a “working memory” 
trace, one would also wish to record from cells with RFs covering the proximal pads. 
Would these show enhanced responses specifically following proximal stimuli? We did 
not do so as the anatomical location (area 1 or 3b) of such recordings would be 
ambiguous. It is also unclear if such responses predict animal behavior on the one-back 
task.  
Mountcastle and colleagues first observed that in a tactile vibratory discrimination 
task, where an animal must compare one vibration to another presented after a delay, 
there is little evidence of sustained firing in the time period between stimuli in SI cortex 
(Mountcastle et al., 1990). This was followed by years of work by Romo and colleagues 
examining responses in other cortical regions during this same task. These studies 
describe sustained firing that corresponded to the frequency of vibration of the first 
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stimulus in cells in SII cortex (Romo et al., 2002), and in in prefrontal cortex (Romo et 
al., 1999). The overall firing rate of cells to vibrations in these higher-level areas was 
found to be a better predictor of animal discriminability and trial-to-trial performance 
than the temporal entrainment observed by cells in SI cortex (Salinas et al., 2000). 
Another study examining the effect of attention in a roughness discrimination task found 
attention effects during the instructional period, when a visual stimulus indicated what 
task to perform, only in SII, and not SI cortex (Meftah et al., 2002, 2009). However, 
others have observed sustained firing of SI cells in the delay period during a haptic 
matching or visual-haptic matching task (Zhou and Fuster, 1996, 1997). Additionally, 
experience can lead to the alteration of temporal firing patterns in visual cortices; V1 
cells exhibit sustained firing following a visual stimulus which indicates a time interval 
after which reward will be delivered (Shuler and Bear, 2006), and attention modulation in 
V4 can vary depending on the timing rules of a visual task (Ghose and Maunsell, 2002). 
 Why may our task have elicited such strong effects on neural firing patterns not 
described by others (Mountcastle et al., 1990; Hsiao et al., 1993; Chapman and Meftah, 
2005)? We acknowledge in Chapter 6 that changes in motor tone on the stimulated digits 
may partially explain our result. However, we also propose that our task could be 
performed simply using the timing and/or location of a tactile pattern; complex tactile 
features did not need to be extracted by higher-level areas, and therefore, we hypothesize 
that attention effects could be manifested and serve a functional purpose in a primary 
sensory area. In contrast, those studies that observed little attention effects in SI used 
tasks like roughness, vibratory, and letter discrimination, which likely require feature 
integration or extraction employed higher along the somatosensory hierarchy. Future 
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studies would be required to test this hypothesis, recording in several areas in animals 
trained on various tactile discrimination tasks requiring feature integration or detection. 
7.4. Limitations and future directions. 
 Due to technical limitations, we only recorded from 3b after the animal was 
completely proficient at the one-back distal tactile task. It would be of great interest to 
follow single unit responses, particularly in several relevant cortical regions, throughout 
tactile training. Though we described in Chapter 1 that tactile attention alters the temporal 
correlation patterns among cells in somatosensory cortex, it has not been established as a 
mechanism for experience-dependent plasticity. One study observed increased 
correlations among cell pairs along with RF expansion concurrent with learning a multi-
digit task (Blake et al., 2005), though the authors did not quantify synchrony precisely 
and did not explore if neural pairs’ temporal patterns correlated with the degree of RF 
expansion observed outside the tactile task. We tested if spike synchrony is altered in SI 
with tactile attention at the end of training among cell pairs with similar RF properties. 
While we did not observe enhancement in synchrony at the end of training, perhaps this 
is a mechanism that is utilized during the learning process as RFs are expanded. Note that 
to test this would require the ability to stability record from many single units from an 
animal over a long time period. Future studies could quantify RF size precisely as tactile 
training progresses, correlating RF size with spike synchrony quantified with and without 
tactile attention. Random dot stimuli could provide precise calculations of the structure of 
inhibitory and excitatory subregions, and stimuli presented simultaneously over multiple 
digits could also reveal how multi-digit training alters non-classical RF properties and 
interdigit modulations of 3b cells. Additionally, it would be of great interest to examine 
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responses in prefrontal regions thought to control attentional signals to sensory cortices; 
how do responses in these regions change during the learning process? We propose future 
experiments should examine responses in the ventrolateral prefrontal region throughout 
tactile learning, as this region is anatomically connected with somatosensory cortices 
(Barbas and Mesulam, 1985; Preuss and Goldman-Rakic, 1989; Cipolloni and Pandya, 
1999) and implicated in tactile working memory and feature selection tasks (Romo et al., 
1999; Kostopoulos et al., 2007; Gomez-Ramirez et al., 2010).  
 As we sought to expand upon the work of others (Wang et al., 1995), and also 
because of the novelty of the distal one-back task, we kept the task as simple as possible. 
We only asked the animal to respond to two consecutive distal stimuli, amidst four 
sequence types, and therefore, it is possible that the animal ignored the proximal stimuli 
and performed the task based on the temporal pattern of the distal stimuli. A fixed 
interstimulus interval also meant that it was likely that the animal used the timing and not 
the location of stimuli to perform the task.  Indeed, when we altered the timing between 
distal stimuli, the animal’s performance dropped, though it was able to quickly adapt. It 
would be of great interest to examine somatosensory responses when these rules are 
changed.  
 Because of the rules of the one-back distal task, the tactile pattern was stopped 
during incorrect trials and stimuli were always presented to the distal and proximal pads 
of D3 and D4. A future experiment would present competing stimuli to other pads or to 
vary the animal’s spatial attention, cueing it to respond to the properties of tactile stimuli 
on one (or more) digit(s) while ignoring tactile stimuli presented to other digits. Are 
responses in 3b modified by tactile spatial attention? If not, is spatial attention manifested 
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in other, perhaps higher, somatosensory regions? Utilizing a two-forced discrimination 
task, as opposed to a continuous temporal sequence where the animal can respond at any 
time, would allow future experimenters to examine the effect of tactile spatial attention 
on neural responses and describe this relationship to behavior. That is, tactile stimuli and 
animal responses would be consistent throughout, even when the animal responds 
incorrectly, and one could then ask if neural responses predict behavior on a trial-by-trial 
basis. It would be of great interest to examine how neural responses and the degree of 
experience-dependent plasticity change depending on the task rules and difficulty of a 
tactile task. This has been performed in primary auditory cortex; plasticity is observed in 
tasks of mid-range difficulty (Engineer et al., 2012). Does experience dependent 
plasticity in somatosensory cortices increase when the task is more difficult? We found 
greater attention modulation on longer trials (Figure 6.10), when the animal was more 
likely performed incorrectly (Figure 6.2), though it is unclear if those trials were truly 
more perceptually difficult or the animal was simply more likely to saccade early to the 
response cue in anticipation of upcoming target stimuli.  
 We consider the studies discussed in this thesis offer new and important insights 
into experience-dependent plasticity in the somatosensory system. These studies expand 
upon others’ work by describing which tactile stimulus properties specify neural 
plasticity and changes in the tactile perception and how somatosensory experience 
dependent plasticity may be utilized to perform a tactile task.  We hope future studies will 
further our work to determine the precise mechanisms by which attention, reward, and 
stimulus properties alter somatosensory cortical responses and improve or interfere with 
tactile perception.  
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2009- Present 
Thesis work on the role of attention and neural mechanisms underlying cortical 
plasticity in somatosensory cortex and tactile perceptual learning.  
 
Dr. Steven Hsiao, Zanvyl Krieger Mind/Brain Institute  
2009 
Performed neuronal extracellular single-unit recordings using rhesus macaques 
performing various visual and tactile discrimination tasks. Examined the effect of 
attention on the temporal correlation of feature-specific neuronal responses in 
secondary somatosensory cortex. 
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Dr. Amy Bastian, Johns Hopkins University School of Medicine, Kennedy Krieger 
Institute/ Departments of Neurology and Neurosurgery, Neuroscience, and Physical 
Medicine and Rehabilitation, Baltimore, MD 
2009 
Investigated the effect of variable walking pattern and optic flow on motor learning 
and generalization to over-ground walking following locomotor adaptation on a split-
belt treadmill.  
  
Dr. Barbara Landau, Johns Hopkins University, Department of Cognitive Science, 
Baltimore, MD 
2008 
Investigated the development of visually-guided reaching. Developed custom 
software for performing computer visual tasks.  
 
Undergraduate Research 
Dr. Carl Hopkins, Cornell University, Department of Neurobiology and Behavior, 
Ithaca, NY 
2005- 2008: Undergraduate thesis project: “Electric Signaling and Knollenorgan 
Receptor Organ Properties In the Genus Campylomormyrus (Mormyridae)” 
   
RESEARCH  SUPPORT.    
 
F31 NS073309  NIH/NINDS: 2011- 2014    
Ruth L. Kirschstein National Research Service Awards for Individual Predoctoral 
Fellows, Role: PI 
"Mechanisms and Perceptual Consequences of Somatosensory Cortical Plasticity"  
 
TEACHING  EXPERIENCE.      
 
Course Director/Instructor       
January 2015 
Neuroscience in Popular Culture (AS.080.202.12) 
Johns Hopkins University, Homewood Campus, Baltimore, MD   
Developed and taught an intersession course exploring neuroscience topics 
commonly discussed in mass media (e.g. film, TV, books). Created lectures covering 
topics including consciousness, artificial intelligence, and brain-machine interfaces, 
contrasting current neuroscience knowledge and cutting edge techniques to the 
media’s depictions. Developed and led small group activities throughout to enhance 
active learning and supervised small group presentations. 
 
Preparing Future Faculty Teaching Academy   
2013- 2015 
Member of the inaugural cohort of advanced doctoral students selected to learn 
pedagogy related to higher-level education, educational models and assessment skills 
while working with faculty mentors. Program run through the School of Nursing and 
Center for Educational Resources.   
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Teaching assistant- Undergraduate course     
August- December 2010 
Brain Injury, Recovery, and Function (AS.080.330.01.FA10), Course Director, Dr. 
Linda Gorman 
Johns Hopkins University, Homewood Campus, Baltimore, MD 
Met with students to answer material, writing, and presentation questions regarding 
neurological processes underlying traumatic brain injury. Graded weekly writing 
assignments, student presentations, and a final end-of-term essay. 
 
Teaching assistant- Graduate course      
January- May 2010 
Neuroscience and Cognition II (ME:440.812), Course Director, Dr. Amy Bastian 
Johns Hopkins School of Medicine, Baltimore, MD 
Attended lectures and prepared lecture notes, met with students and ran review 
sessions utilizing personally constructed review material in which lecture topics were 
covered in greater detail and graded written exams.  
 
Undergraduate tutor       
August - December 2007 
Learning Strategies Center  
Cornell, Ithaca, NY 
Held weekly tutoring sessions on lecture, homework, and exam topics in introductory 
biology and genetics. Sessions were specifically tailored to the student or group of 
students seeking assistance.  
 
 
PUBLICATIONS.   
 
Trzcinski N.K., Gomez-Ramirez M, Hsiao SS. (Submitted) Functional consequences 
of experience-dependent plasticity on tactile perception. European Journal of 
Neuroscience. 
 
Gomez-Ramirez M, Trzcinski N.K., Mihalas S, Niebur E, Hsiao SS (2014) Temporal 
Correlation Mechanisms and Their Role in Feature Selection: A Single-Unit Study in 
Primate Somatosensory Cortex. PLoS Biol 12(11): e1002004. 
doi:10.1371/journal.pbio.1002004 
 
Trzcinski, N.K., Hopkins, C.D. (2008) Electric Signaling and Electroreception 
Properties in Electric Fishes of the Genus Campylomormyrus (Mormyridae). Cornell 








PRESENTATIONS/ POSTERS.  
 
Trzcinski, N.K. , Gomez-Ramirez M, Hsiao, S.S. (2014) Dynamic changes in 
receptive field properties in primate primary somatosensory (area 3b). Poster, 
339.08/HH16, Society for Neuroscience ,Washington, DC, November. 
 
Trzcinski, N.K. , Hsiao S.S. (2013). Cortical plasticity and tactile attention in 
primate primary somatosensory cortex (SI). Presentation for HHMI Janelia Farms 
Conference: Mammalian Circuits Underlying Touch Sensation, Ashburn, Va. 
September. 
 
Trzcinski, N.K. , Hsiao S.S. (2013). Mechanisms and Perceptual Consequences of 
Experience-Dependent Somatosensory Plasticity. Poster for HHMI Janelia Farms 
Conference: Mammalian Circuits Underlying Touch Sensation, Ashburn, Va. 
September. 
 
Trzcinski, N.K. , Hsiao, S.S. (2013) Cortical plasticity and tactile attention in 
primate primary somatosensory cortex. Poster, 70.02/NN2, Society for Neuroscience, 
San Diego, Ca. November. 
 
Trzcinski N.K. , Hsiao S.S. (2011). The perceptual consequences of training-induced 
somatosensory plasticity. Poster, 74.15/LL17. Society for Neuroscience, Washington, 
DC. November. 
 
Gomez-Ramirez, M., Trzcinski, N.K., Hsiao, S. (2010) Cross-Cortical Neural 
Interactions between the vLPFC & Somatosensory Cortex during a Feature Attention 
Task. Poster, 304.24/ LLL40. Society for Neuroscience, San Diego, Ca., November. 
 
Torres-Oviedo, G., Trzcinski, N.K., Bastian, A.J. (2009). Does the source of motor 
variability affect learning and generalization of a new locomotor pattern? 
Presentation, 702.6. Society for Neuroscience, Chicago, Il., November. 
 
Gomez-Ramirez, M. Trzcinski, N.K., Yoshioka, T., Mihalas, S., Niebur, E., Hsiao, 
S. (2009) The neural mechanisms underlying the spotlight of attention: A selective 
attention study assessing orientation and frequency mechanisms in the somatosensory 
modality. Poster, 562.10/DD27. Society for Neuroscience, Chicago, Il., November. 
 
Gregory, E., Trzcinski, N.K., Hoffman, J., & Landau, B. (2009). The representation 
of action in memory: A developmental study. Poster, Vision Sciences Society, 




University of Maryland Postdoctoral Fellowship in Comparative and Evolutionary 
Biology of Hearing (2015), Miriam M. Salpeter Undergraduate Research Award in 
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Neuroscience (2008), High Honors in Biological Science Research (2008), Myron M. 
Fuerst Scholarship (2008), Cornell CALS Dean’s list (2004-2008), Undergraduate 
HHMI Scholar (2007), UCLU Student Employee of the Year (2007), Polish 
Women’s Alliance of America Academic Scholarship Winner (2006) 
 
 
PROFESSIONAL MEMBERSHIP. Society for Neuroscience, 2008-Present 
 
