Humans process natural scenes rapidly and accurately. Low-level image features and emotional valence affect such processing but have mostly been studied in isolation. At which processing stage these factors operate and how they interact has remained largely unaddressed. Here, we briefly presented natural images and asked observers to report the presence or absence of an animal (detection), species of the detected animal (identification), and their confidence. In a second experiment, the same observers rated images with respect to their emotional affect and estimated their anxiety when imagining a real-life encounter with the depicted animal. We found that detection and identification improved with increasing image luminance, background contrast, animal saturation, and luminance plus color contrast between target and background. Surprisingly, animals associated with lower anxiety were detected faster and identified with higher confidence, and emotional affect was a better predictor of performance than anxiety. Pupil size correlated with detection, identification, and emotional valence judgments at different time points after image presentation. Remarkably, images of threatening animals induced smaller pupil sizes, and observers with higher mean anxiety ratings had smaller pupils on average. In sum, rapid visual processing depends on contrasts between target and background features rather than overall visual context, is negatively affected by anxiety, and finds its processing stages differentially reflected in the pupillary response.
Introduction
Our visual system is optimized to detect, classify, and identify objects that we encounter in everyday life. Without this skill, we would not be able to recognize components of our visual field as, for instance, potentially useful or threatening. The well-developed character of this skill is expressed in the accuracy and speed at which we can process objects in natural scenes (Potter & Levy, 1969) . For example, the human and monkey brain can accurately distinguish between specific classes of objects within 45 ms (Mouchetant-Rostaing, Giard, Delpuech, Echallier, & Pernier, 2000) to 150 ms (Thorpe, Fize, & Marlot, 1996; VanRullen & Thorpe, 2001b) and instantiate a behavioral reaction to them within about 120 ms (Kirchner & Thorpe, 2006) . Independent of whether brain signals reflect differences across object categories through low-level features or high-level decision making (Rousselet, Husk, Bennett, & Sekuler, 2008; VanRullen & Thorpe, 2001b ), these studies demonstrate how fast information about objects can be extracted, represented, and used.
However, why can we recognize objects so accurately and fast and what are the mechanisms underlying the rapid processing of objects? Some studies have found evidence suggesting that visual processing of objects consists of two stages: an early perceptual stage (È75 ms) that distinguishes between observed features and a later pathway for decision making (È150 ms; Johnson & Olshausen, 2003 VanRullen & Thorpe, 2001b) . While the diagnostic act of recognizing and categorizing objects probably happens at a later stage (Smith, Gosselin, & Schyns, 2007; van Rijsbergen & Schyns, 2009 ), these studies stress that the analysis of features performed by our visual system is highly important for successful detection and identification. In a similar vein, several other studies suggested that the automatic feed-forward analysis of specific image features is mainly responsible for accurate and fast behavioral responses (Kirchner & Thorpe, 2006; Thorpe et al., 1996; VanRullen & Thorpe, 2001a , 2001b . Results that support this line of thought come from a variety of studies in which a specific set of image statistics, such as color, texture, and shape were varied to study their effect on detection (e.g., Vogels, 1999) . Image statistics that have been identified to help object or scene recognition are contrast (Brodie, Wallace, & Sharrat, 1991; Macé, Delorme, Richard, & Fabre-Thorpe, 2010) , color (Brodie et al., 1991; Delorme, Richard, & FabreThorpe, 2010; Elder & Velisavljeviae, 2009; Gegenfurtner & Rieger, 2000; Goffaux et al., 2005; Humphrey, Goodale, Jakobson, & Servos, 1994; Oliva & Schyns, 2000; Wichmann, Sharpe, & Gegenfurtner, 2002; Wurm, Legge, Isenberg, & Luebker, 1993; Yao & Einhäuser, 2008) , background coherence with the object (Biederman, 1972; Biederman, Glass, & Stacy, 1973) , shape or posture (Delorme et al., 2010; Elder & Velisavljeviae, 2009 ), object size (Delorme et al., 2010) , texture (Delorme et al., 2010; Elder & Velisavljeviae, 2009; Renninger & Malik, 2004) , Fourier spectra (Gaspar & Rousselet, 2009; Joubert, Rousselet, Fabre-Thorpe, & Fize, 2009; McCotter, Gosselin, Sowden, & Schyns, 2005) , and, though weakly, luminance (Delorme et al., 2010; Elder & Velisavljeviae, 2009; Macé et al., 2010; Nandakumar & Malik, 2009) . Many of these studies used data sets of images that contain objects belonging to an explicit (target) category. Rarely, however, were subcategories or image features controlled for. Depending on the specific choice, categories might be subject to a selection bias and may have distinct visual features that make them especially easy to detect and recognize (Ohman, 1993; Ohman, Flykt, & Esteves, 2001; Tipples, Young, Quinlan, Broks, & Ellis, 2002) . Frequently, animals are chosen as target category, and, indeed, they have very specific characteristics, such as eyes and elongated legs, that are considerably important for their successful identification (Delorme et al., 2010) . In addition, images of animals are likely to be pre-segmented by the photographer (Wichmann, Drewes, Rosas, & Gegenfurtner, 2010) and animals are, therefore, often subject to "unnatural" positions and figure-ground separations. Hence, a variety of features and their constellations are important for efficient and rapid processing of objects. It has remained elusive, however, to what extent all these features relatively contribute to recognition performance. Here, we integrate a large variety of features and their relations in a model to predict several measures of performance.
There are a few indications that particular features have a significant but weaker influence on recognition performance as compared to other features. For example, some studies argue that luminance or color have less influence on performance than texture, shape, and certain diagnostic parts (e.g., eyes and mouth) of the object (Delorme et al., 2010; Elder & Velisavljeviae, 2009 ). However, "texture" is, by definition, a repetitive pattern with a specific luminance, contrast, color, and orientation and thus not independent from these constituting features. Similarly, shape of an object is defined by differences between the object and background. Image statistics such as shape are, hence, a high-level and more abstract description for constellations of very basic features. If this terminological hierarchy is compared with the hierarchy of the visual system (Felleman & Van Essen, 1991) , we see that information about luminance, contrast, orientation, and color is indeed already available in early visual areas while shape is processed at later stages by areas such as the LOC (e.g., Baylis & Driver, 2001; GrillSpector, Kushnir, Hendler et al., 1998; Kourtzi & Kanwisher, 2000 . Thus, direct relations between performance and basic individual features such as luminance, contrast, or color could have been shadowed by seemingly stronger but indirect relations between performance and high-level features. More importantly, indirect and direct effects on performance cannot be disentangled unless the components of which an object constitutes are separately assessed. For example, an object has to be separated from its background in order to study the effects of shape on performance. So far, there has been little research on the features of the object itself because virtually all studies (except for Delorme et al., 2010; Elder & Velisavljeviae, 2009; Wichmann et al., 2010) have only looked into the overall statistics of the entire image. In addition, although the degree and causality of the contribution of such high-level features to performance is debatable, there is still a broad range of other-both low-and high-level-features for which it is unclear to what extent they affect detection and identification performance. Hence, a thorough test as to how low-and high-level features affect performance and to what extent these effects depend on whole image, background, or object statistics is needed.
Besides the aforementioned features, high-level concepts, such as emotions associated with an image or the object depicted therein, may also influence detection or identification. Animals, for example, may provoke a widespread set of emotions such as fear or emotional affect. Although it seems reasonable to assume that objects can induce specific emotions only when they are identified, in some cases emotional processing might not require detailed sensory information. Similar to the fast and automatic feed-forward brain mechanism that processes image features (Kirchner & Thorpe, 2006; Thorpe et al., 1996; VanRullen & Thorpe, 2001a , 2001b , it has been suggested that another distinct brain mechanism (i.e., a subcortical route to the amygdala) processes fearinducing stimuli (Adolphs et al., 2005; Isbell, 2006; LeDoux, 1996; Morris, Ohman, & Dolan, 1999) and incorporates an evolutionary innate bias toward threatening animals or objects (Deloache & Lobue, 2009; Lobue & DeLoache, 2008 Ohman et al., 2001; Seligman, 1970 ). An alternative theory proposes that observers have acquired an attentional bias toward threatening stimuli by learning (Blanchette, 2006; Brosch & Sharma, 2005; Lipp, Derakshan, Waters, & Logies, 2004; Mogg & Bradley, 1998; Tipples et al., 2002; Waters, Lipp, & Spence, 2004) . Nevertheless, the emotional valence tied to an object may accordingly help improve the speed and accuracy at which they are detected and identified. More importantly, we can again question to what degree emotions help to process and behaviorally react to objects. Relating this issue back to image statistics, it is important to control for confounds induced by image statistics when measuring effects of anxiety for objects presented in images. Studies on anxiety so far have only controlled for a small part of the differences in image statistics between non-threatening and threatening categories, and this factor may have caused seemingly conflicting results on anxiety.
Here, we try to assess the weighted effects of a variety of both low-and high-level image features on performance. As it is important to dissociate between detection and identification performance (Evans & Treisman, 2005) , we have designed a rapid "animal"/"no animal" detection task that includes the identification of presented species after detection of an animal. We used images of animals with different levels of threat (e.g., snakes are of high threat and caterpillars are of low threat) to investigate the role of emotional valence and its interaction with image statistics. Besides subjective ratings of anxiety and affect per image, we use pupil size dynamics as an objective measure of emotional valence (e.g., Beatty & LuceroWagoner, 2000; Hess, 1975) and as reflection of activity in the (para)sympathetic nervous system (e.g., Steinhauer & Hakerem, 1992) . In a separate analysis, animals were dissected from their background for comparison with their background features. With these measures, we will assess the following four questions: (i) Which features correlate with detection, identification, reaction times, and confidence, and which of these relations is strongest? (ii) How do features of the object itself affect performance as compared to the statistics of the whole image? (iii) How do low-and high-level features correlate and to what extent do these correlations explain differences in performance across object categories? More specifically, does anxiety affect performance after controlling for covariance of image statistics? (iv) Is anxiety or emotional affect reflected in visible physiological signals? Specifically, does the pupil, an outwardly accessible physiological measure of neural function, reflect emotional valences?
Methods

Observers
Eight observers (age range: 22-26, 2 females, 6 males) participated in the experiments. All had normal or corrected-to-normal vision, were naive to the purpose of the studies, and gave informed written consent before the experiments. The experiments conformed to Institutional Guidelines for experiments with human subjects and to the Declaration of Helsinki.
Apparatus
Stimuli were presented on a 21-inch EIZO Flexscan CRT screen at a viewing distance of 70 cm. The display refresh rate of the screen was 100 Hz and the resolution was 1152 Â 864 pixels. CIE color space coordinates (x, y) of the screen were (0.623, 0.344), (0.287, 0.609), and (0.151, 0.065) for the red, green, and blue guns, respectively. Stimuli were generated on an Optiplex 755 DELL computer, using Matlab (Mathworks, Natick, MA) and PsychToolbox (Brainard, 1997; Pelli, 1997) and EyeLink toolbox (Cornelissen, Peters, & Palmer, 2002) extensions. During the rapid animal detection experiment (see Stimuli and procedure section), pupil diameter (size) and direction of gaze were tracked with an infrared sensitive camera (EyeLink 2000, SR Research, Osgoode, ON, Canada) at a sampling rate of 1000 Hz. The eye tracker was (re-)calibrated before each experiment and after each break. Observers' head was supported by chin and forehead rests to ensure steady viewing.
Stimuli and procedure
Our study consisted of two separate experiments: a rapid animal detection and identification task ( Figure 1A ) and an emotional valence rating task ( Figure 1B) . Both experiments were taken on separate days. To prevent effects of learning due to feedback (the prolonged presentation for rating could give observers feedback about their performance, when done after the rapid presentation) and priming (rapid presentation could affect subsequent ratings and vice versa), substantial time elapsed between the two tasks (mean T SD: 248 T 110 days).
The first experiment was a rapid "animal"/"no animal" detection and identification task. Observers were presented with a variety of chromatic images of natural scenes that either did or did not contain an animal. Images were chosen from two databases (http://www. photolibrary.uk.com/ and http://visionlab.ece.uiuc.edu/ datasets.html) with a total of 708 animal pictures that were divided in five object categories ( Figure 2A ): Phobic animals (P), predators (PR), domesticated animals (DO), pets (PE), and non-phobic animals (NP). Each animal category was divided in three subcategories of species (phobic animals: Snakes, spiders, and scorpions; predators: Bears, wolves, lions; domesticated animals: Cows, sheep, horses; pets: Rabbits, cats, dogs; non-phobic animals: Caterpillars, beetles, butterflies). The non-phobic category was intended to match phobic animals with respect to their gross visual appearance: In particular, snakes share visual features with caterpillars and have been used as visually similar categories earlier (Lobue & DeLoache, 2008) . Based on previous literature, phobic animals and predators were subsumed as "threatening," all other categories as "non-threatening" hereafter (also see second experiment below for the justification of categorization). We further distinguished between the superordinate categories of mammals (predators, domesticated animals, and pets) and non-mammals (phobic and non-phobic animals). The images containing no animals (distracters, DI) consisted of 383 natural scenes that included natural objects such as flowers, meadows, trees, mushrooms, fruits, vegetables, or stones ( Figure 2B ). Per observer, a total of 437 (62%) images of animals and 263 (38%) images of distracters were randomly chosen for presentation. Each animal species counted 28-30 images that for each experiment were randomly chosen from a database that contained between 42 and 68 images of each species. All images were 10-of visual angle in width and 7-in height. Pixel values of images were normalized such that the entire range (0-255) of possible luminance value was covered. In the rapid presentation task, observers were shown an image of either an animal or distracter for 10 ms that was subsequently masked by a random noise image. Observers decided as fast as possible whether they had seen an animal or not by making an eye movement to the left or right part of the screen (text is here displayed as "yes"/"no" for reasons of legibility, but the actual display text was "no animal"/"animal"). Only for trials in which observers indicated to have seen an animal, they were asked to identify the species from a list (see gray arrow; arrangement of species is here illustrated by letters for reasons of legibility, but in the actual display full species names were shown) and could indicate their confidence on a ruler (0-100). (B) In the emotional valence rating task, observers were shown images of animals until response. Observers were asked to indicate their affect (j100-100) for the animal and their level of anxiety (0-100) if they would encounter the animal in real life.
A rapid detection trial ( Figure 1A ) started with the presentation of a fixation dot (0.8-diameter) for 1000 ms, followed by an image for 10 ms and a subsequent white noise mask. Observers were instructed to decide as fast as possible whether the presented image contained an animal or not by making an eye movement to either one side of the screen. Each side of the screen contained the text animal or no animal. The location of this text (i.e., left or right) was fixed per observer but counterbalanced across observers. If observers reported having seen an animalindependent of whether their observation was correctthey were asked to identify the species of the animal. Five hundred milliseconds after the animal/no animal decision, observers could choose the observed species from a 4 by 4 grid of 15 species names with a computer mouse. The arrangement of species in the grid was randomized across observers. The identification response was followed by an indication of the observers' level of confidence on a ruler that scaled from 0 (not confident) to 100 (very confident about identification). The experiment continued with the next trial after a button press and observers could take a break after each block of 100 trials.
The second experiment consisted of an emotional valence rating task in which observers were asked to rate their level of affect and anxiety for images of animals that were shown in the rapid presentation task ( Figure 1B) . Observers fixated for 1000 ms and were subsequently shown an image of an animal until response. The images were accompanied with a question and a ruler on which the observer could indicate their response with a computer mouse. The first question was designed to measure the observers' level of emotional affect for the animal. To the question "How do you feel when looking at this picture?" observers could indicate how they felt on a scale from j100 (very bad) to 100 (very good). The next question appeared after observers had rated their affect: "How anxious would you be if you would encounter this animal in real life?" Observers could indicate on a scale from 0 (not anxious) to 100 (very anxious) their level of anxiety for the animal. The next trial started after a button press.
Analysis
To separate the effects of the image as a whole, the target animal alone, and the background (non-target image area), author MH and a novel observer independently produced cutouts of the image areas containing only the animal ( Figure 3A ). Cutouts were consistent across both annotators and the overlap (intersect) of both cutouts was considered the animal for further analysis. The following statistics were computed separately for the entire image, for the animal alone and for the background alone (for extreme examples, see Figure 3B ): mean and median luminance, mean luminance contrast, mean color and luminance contrast between animal and background, mean radius of animal shape, variance in radius of animal shape (i.e., spikiness and elongation of shape), animal size, horizontal and vertical positions of the animal, and distance between center of gravity of animal and center of image. Luminance contrast was computed as the standard deviation in luminance. We calculated the contrast in color between the animal and its background (hereafter "color contrast animal-background") in the physiologically defined DKL color space (Derrington, Krauskopf, & Lennie, 1984) . DKL space is spanned by three orthogonal axes, luminance, the difference between long (L) and medium (M) wavelength cone excitations (L-M axis, "red-green" or "constant blue"), and the difference between the short (S) wavelength cone excitation and the sum of the other two cone excitations (S-(L + M), "blueyellow" or "tritanopic confusion" axis). Color contrast animal-background then was defined as the distance between the mean position of the animal's pixels and the mean position of the background's pixel in DKL space, projected on the isoluminant plane. The similar measure without the projection on the isoluminant plane encompasses both luminance and color information and will be referred to as "color + luminance contrast animalbackground."
Statistics and notation
Statistical tests were computed with Matlab (Mathworks, Natick, MA) and its Statistics Toolbox extension. When we report multiple post-hoc comparisons across animal categories (e.g., for detection probabilities), we provide only noteworthy t-tests and correlations in the main text. To avoid overloading the main text, we, in addition, only report the effect that has the highest p-value (i.e., is "least significant" colloquially speaking). That is, a statement like "(t(7) 9 1.90, p G 0.05)" is meant to imply that all p-values were below 0.05, all t-values were above 1.90, and the degree of freedom was at least 7. Full tables are given in Appendix A. Main effects or interactions of ANOVAs as well as correlation are referred to as "significant," if their p-value is below a corrected alpha level that has been adjusted to an expected false discovery rate (FDR) of 5% using Benjamini and Hochberg's (1995) method. Spearman's correlation coefficients between behavioral data sets (i.e., performance and emotional valence) were based on the average per image. A general linear model (GLM) was created with the various image statistics and emotional valence as independent variables and the measures of performance as dependent variables. Another GLM used behavioral statistics and emotional valence as independent variables and pupil size as dependent variable. Input of the GLMs was z-score normalized. For some analyses, pupil size was normalized by subtracting the pupil size at image onset from pupil traces per trial and subsequently dividing by the same value. This way the normalized pupil size represented the proportion pupil size change with respect to image onset. Some analyses were based on the "absolute" pupil size (i.e., not normalized). Note that absolute pupil size is somewhat arbitrary as it depends on the settings of the gaze-tracking camera. These settings were set individually for each observer. To enable comparison within observers, settings were kept fixed across trials. To allow comparison of absolute data between observers, the variation of settings across observers was kept to a minimum (mean and SEM threshold for detection in the unit of the device were 120.5 T 4.8 for pupil and 228.9 T 2.5 for the cornea reflex). Since we are interested in relative rather than absolute reaction times, we define reaction times as the time between image onset and the moment the center of gaze crossed the 25% or 75% border of the screen (see Figure 1A ). This is a more robust measure than saccadic onset because it reduces the probability to miscategorize decisions based on initial mistake saccades that preceded but was directed to the other direction than the final decision side. This measure further incorporates time delays of such initial erroneous saccades and therefore includes a measure of decisional uncertainty. Trials with reaction times shorter than 50 ms (5 trials of 5600) and reaction times longer than 1500 ms (123 trials) were removed from analysis (2% of all trials).
Results
Performance, emotional valence, and image statistics per animal category Threatening animals are generally believed to be detected and identified with high accuracy (Deloache & Lobue, 2009; Lobue & DeLoache, 2008 Ohman et al., 2001; Seligman, 1970) . Here, we tried to replicate these findings by computing performance and emotional valence ratings per animal category. Of all animal pictures, 70% T 15% were correctly detected (i.e., hits) and consequently 30% T 15% missed. Of all distracter pictures, 73% T 22% were correctly rejected and consequently 27% T 22% mistakenly induced a false alarm of an animal.
Although observers differed in their subjective criteria (i.e., some observers were more liberal to mistakenly indicate a distracter as animal, Figure 4A ), the performance per animal category was generally similar across observers (Figures 4B-4F ; for box plots, see Appendix A). There was a significant main effect of animal categories on detection probabilities (hit rates, Figure 4C ; F(4,7) = 12.62, p = 5.413 * 10 j6 ; FDR-adjusted alpha level for all ANOVAs: 0.022). Detection probabilities were higher for predators (PR), domesticated animals (DO), and pets (PE) and were smaller for phobic animals (P) and non-phobic insects (NP). Remarkably, the threatening animals did not differ significantly from the non-threatening animals (t(38) = 1.41, p = 0.166, conf. = j0.19-0.03). The mammalian animal categories of predators, domesticated animals, and pets did have higher detection probabilities than phobic animals (t(38) 9 2.76, p G 0.01, conf. = j0.24-0.04; see Appendix A for all post-hoc comparisons). Domesticated animals and pets also had better detection performances than non-phobic animals (t(7) 9 2.75, p G 0.05, see Appendix A for confidence intervals). A very similar pattern was found for reaction times ( Figure 4D ; F(4,7) = 15.06, p = 1.107 * 10 j6 ): Mammals were detected faster than phobic animals and non-phobic animals (t(7) 9 2.95, p G 0.05). Since reaction times were qualitatively similar to accuracies across categories, data are not affected by a speed-accuracy trade-off. Identification performance, calculated only for trials in which animals were correctly detected (i.e., the conditional probability identification given detection), showed no significant differences across animal categories ( Figure 4E ; F(4,7) = 1.47, p = 0.239). Unconditionally (i.e., without taking detection performance into account), identification showed differences across animal categories (F(4,7) = 3.71, p = 0.015), which also directly follows from the results on detection and identification conditioned on detection. Confidence ratings, (I) Identification confusion matrix given that an animal is detected correctly but incorrectly identified. Brighter patches indicate that species are more likely to be mixed up with each other during identification. Matrix is normalized per presented species (3 per category) with the main diagonal excluded (blue), such that each entry gives the probability of a presented species (column) being confused with another species (row), excluding correct identifications. White lines delineate animal categories, order of species per category as given in Figure 1A . See Figure 1 for list of abbreviations of categories. Note that the lines in (B) through (H) are meant for illustration only and do not indicate a functional dependence.
however, depicted a pattern analogous to detection probabilities ( Figure 4F ; F(4,7) = 3.31, p = 0.024; t(7) 9 2.64, p G 0.05). In general, data implied that detection was better (higher performance, faster reaction times) for mammals than for non-mammals. Once correctly detected, animal identification did not depend on category, while confidence followed a similar pattern as detection. This suggests a dissociation between detection and identification based on category. Interestingly, the dependence of detection and confidence on category does not seem to follow an intuitive anxiety or emotional axis. To test whether the a priori categorization indeed matches the subjective experience of our observers, we assessed levels of anxiety and affect per animal category during the second, emotional valence rating experiment. As expected, anxiety ratings were substantially higher for threatening animals (i.e., phobic animals and predators) than for other animal categories ( Figure 4G ; F(4,7) = 101.39, p = 3.331 * 10 j16 ; t(7) 9 8.72, p G 0.001, for all comparisons between threatening and non-threatening animals). Emotional affect also differed significantly across categories (F(4,7) = 10.00, p = 3.717 * 10 j5 ) and was negative for phobic animals ( Figure 4H ; t(7) = 4.87, p = 0.002, conf. = 20.14-39.65), neutral for predators (t(7) = 0.25, p = 0.811, conf. = 35.46-67.95) and domesticated animals (t(7) = 2.30, p = 0.055, conf. = 49.73-68.73), and positive for pets (t(7) = 4.73, p = 0.002, conf. = 59.45-78.36) and nonphobic animals (t(7) = 2.47, p = 0.043, conf. = 50.19-58.70). These data indicate that anxiety and affect are distinct concepts and measurements. The overall pattern of anxiety across animal categories did neither seem to overlap with detection nor with identification performance. Surprisingly, no effect of anxiety on performance was seen across categories. This suggests that low-level features rather than higher order emotional valences may underlie the differences in performance across animal categories. Interestingly, mammals were more easily mixed up with each other during identification, and the same held for phobic and non-phobic animals ( Figure 4I ; t(5) 9 2.21, p G 0.05, for all comparisons of phobic animals and nonphobic animals versus mammals). At least for the species considered here, features or high-level categories (e.g., mammal) other than those defined by emotional valence contribute more strongly to identification errors.
To summarize, detection performance and identification performance were not necessarily determined by the mean level of threat or affection for the depicted animals per category. For instance, although observers had negative affect and high anxiety for phobic animals, these animals were still difficult to detect. Predators were also not easier to detect than non-threatening animals. These findings might indicate that differences in image statistics relate to the differences in performance across animal categories. To test this hypothesis, we next assess the relative contributions of emotional valence and image statistics to performance.
Correlations between performance, emotional valence, and image statistics
To assess how strong emotional valences and image statistics affected performance, we calculated for a subset of dependent variables whether they correlated with image statistics ( Figure 5 ). Correlations with image statistics Figure 5 . Correlations matrix. Matrix of correlations between performance variables (vertical axis) and image statistics and emotional valences (horizontal axes), r-values given as numbers. Only significant correlations (p smaller than an FDR-adjusted alpha level of 0.014) are presented with numbers. Most noteworthy correlations were those between animal (rather than image) statistics and performance and absent or weakly negative correlations between anxiety and performance. Animal (i.e., the object of interest or target) statistics have much larger effects on performance than whole image statistics, and anxiety has a weak effect on performance, which is reversed relative to our prior expectation. See Figure 1 were only based on images with animals (n = 708) and data were based on the average across observers per image. Correlations that include identification or confidence (in identification) were only based on images that at least one observer had correctly detected (n = 681). To control for correlations across variables, we performed a partial correlation analysis for correlations between performance and emotional valences treating image statistics as controlling variables (for correlations between image statistics and emotional valences, see Figure 6 ). We only report the most noteworthy correlations (for scatter plots, see Appendix A). We found no significant relations between anxiety and detection probability (r(706) = j0.06, p = 0.133), while correlations with identification probability (r(680) = j0.11, p = 0.006), reaction time (r(706) = 0.12, p = j0.002), and confidence (r(680) = j0.14, p = 0.001) were significant. Emotional affect similarly correlated with identification probability (r(680) = 0.10, p = 0.017), reaction time (r(706) = j0.11, p = 0.004), and confidence (r(680) = 0.12, p = 0.002).
Image statistics that correlated with detection included animal luminance (r(706) = 0.29, p = 1.776 * 10 j15 ), animal contrast (r(706) = 0.21, p = 9.628 * 10 j9 ), background contrast (r(706) = j0.19, p = 1.880 * 10 j7 ), animal color saturation (r(706) = 0.20, p = 2.982 * 10 j8 ), animal size (r(706) = 0.19, p = 1.579 * 10 j7 ), and variance of shape radius (r(706) = 0.11, p = 0.002). In addition, color contrast animal-background and color + luminance contrast animal-background had significant effects on detection (r(706) = 0.20, p = 7.371 * 10 j8 ; r(706) = 0.27, p = 5.362 * 10 j14 ). All other performance variables (i.e., identification, reaction time, and confidence) had very similar correlations with the image statistics (p G 0.01).
The significant correlations of performance with image statistics were higher than the correlations with emotional valence for detection (t(10) = 3.10, p = 0.011, conf. = 0.04-0.22) but not for the other performance variables (t(7) G 2.31, p 9 0.05). The absolute correlations of image statistics that related to merely the animal cutouts were also higher than the correlations related to the whole image (t(22) = 5.59, p = 1.267 * 10 j5 , conf. = 0.07-0.16) or only the background (t(22) = 3.55, p = 0.002, conf. = 0.04-0.17). Correlations with detection were further higher than correlations with identification (t(14) = 5.39, p = 9.605 * 10 j5 , conf. = 0.03-0.07). Similar to the correlations between performance and emotional valences, we also performed a partial correlation per image statistic with each performance variable while we controlled for correlations across image statistics. After this control, only background contrast, color + luminance contrast animal-background, size of animal, and variance of shape radius of animal correlated significantly with performance. As color + luminance contrast animal-background incorporates information about luminance and saturation, it also correlates with these statistics (Figure 6 ). From this point of view, color + luminance contrast animalbackground is an intermediate-level statistic and can, therefore, explain all the variance in performance without the help of the more low-level statistics of luminance and saturation. Indeed, when removing the contrast animalbackground factors as covariates from the partial correlation, animal luminance and saturation significantly correlates with all performance variables except for reaction times (r(680) 9 0.10, p G 0.01). As a final control, we created a GLM with image statistics and emotional valences as independent variables and performances as dependent variables (Table 1 ). For reasons of statistical power, we kept the model simple by only selecting the variables that significantly correlated with performance ( Figure 5 ) and were indicated as independent factors by a factor analysis (see Appendix A). The standardized beta coefficients were comparable with the correlations reported above (r(46) = 0.55, p = 0.001), but some remarkable deviations were observed. Despite that the GLM was statistically stricter than the correlation analysis, several image statistics and emotional valences that correlated significantly with performance were not significant predictors of performance in the GLM. Absolute beta coefficients of detection were not higher than identification (t(11) = 0.72, p = 0.486), beta coefficients of animal features were smaller instead of larger than background and whole image statistics (t(22) = 2.20, p = 0.039), and beta coefficients of image statistics were not higher than emotional valences (t(10) = 0.53, p = 0.610). It was also remarkable to see that anxiety was not a significant factor in the model Table 1 . GLM-Effects of image statistics and emotional valences on performance (significant predictors are printed in bold).
Journal of Vision (2012) 12(1):25, 1-24 Naber, Hilger, & Einhäuserto predict any performance variable. When comparing beta coefficients across observers (i.e., we performed another GLM on data per observer), emotional valences was a stronger predictor than anxiety of detection (t(7) = 5.53, p = 0.001) and reaction times (t(7) = 10.12, p = 1.979 * 10 j5 ). No other remarkable patterns were found across predictors. In sum, the overall pattern that emotional affect and several image statistics can decrease or improve performance remains evident after controlling for covariance across predictors.
In conclusion, both image statistics and emotional valences contribute to the recognition of animals in natural images. Features generally related to the contrast between animal and background rather than the image as a whole contributed significantly to performance. In addition, background contrast decreased performance. Contrast in luminance and color between animal and background also affected performance, and this became particularly evident after controlling for correlations across image statistics. It has been suggested, however, that an animal is more likely to be presented in the center of the image because of pre-segmentation by the photographer that took the actual images (Wichmann et al., 2010) . This bias could potentially underlie our finding that a stronger contrast between statistics of the object and background rather than the whole image increased performance because parts of the image that are presented in the fovea could be enhanced as compared to parts in the periphery. However, the animal's position varied and did not have any effect on detection (r(706) = 0.04, p = 0.218) or identification performance (r(680) = 0.07, p = 0.058). Thus, the effect of low-level features on detection and identification performance was independent of object position. Levels of emotional valences-higher level features that are explicitly tied to the object-also significantly contributed to detection, identification, reaction time, and confidence. The negative effect of anxiety on performance was unexpected as literature generally reports a positive effect (see Introduction section). Furthermore, anxiety was not a significant predictor in the GLM, probably because emotional affect covaried with anxiety (see Figure 6 ) and explained more variance in performance than anxiety. Taken together, this indicates that anxiety only weakly affects the processing of objects and that emotional affect is a better predictor of performance. To get a better picture of whether anxiety is really involved in physiological processes related to object recognition, we next assess how the pupil responds to the presentation of animal pictures.
Pupil size as a window to different stages of object processing and anxiety
To investigate at which stages specific factors have an effect on the neural processing of animal images, a physiological signal that reflects such processing is needed.
We here quantify the relations between the time course of pupillary responses and performance and emotional valences (for effects of image statistics on pupillary responses, see, for example, Alpern & Campbell, 1962; Gamlin, Zhang, Harlow, & Barbur, 1998; Z. Li, Liang, & Sun, 2006; Tsujimura, Wolffsohn, & Gilmartin, 2001; Young & Alpern, 1980) . We computed correlations between pupil size and these dependent variables as a function of time around image onset ( Figure 7A ). All dependent variables correlated with pupil size (p G 0.05) at some time point. Correlations with anxiety and identification peaked during intermediate time points (1000-1500 ms), detection probability and confidence peaked during both the pupillary response (approximately 600 ms; see Figures 7C-7G for examples of the pupillary responses) and during later time periods (91500 ms), and correlations with reaction time and confidence peaked during periods the pupil dilation or constriction was fastest (i.e., around the pupillary response, when pupil changes were fast). Remarkably, anxiety, confidence, and reaction times correlated with normalized pupil size already before the onset of the trial (for possible interpretations, see the Discussion section). As a control for correlations among the behavioral variables, we performed a GLM with these variables as predictors and pupil size as dependent variable ( Figure 7B ). GLM beta coefficients were very similar to the correlation data (compare Figure 7A with Figure 7B ). To summarize, performance and emotional valence tied to the presented objects were reflected in the pupil.
We further checked for relations between average performance or emotional valence and pupil size throughout the experiment. We calculated the mean of each dependent variable per observer over all trials and computed correlation coefficients between these means. Remarkably, the overall mean pupil size correlated with the mean anxiety rating per observer (r(6) = j0.81, p = 0.022). This negative correlation between mean pupil size and anxiety ratings could imply that the pupil size is an objective indicator of an observer's general anxiety level. Anxiety might not only be reflected in the mean pupil size but also in the amplitude of the pupillary response. However, the correlation between image statistics and anxiety ratings (see Figure 6 ) could indicate that the reported differences in pupil size are a result of image statistics rather than anxiety. To disentangle the effects of image statistics and emotional states on pupil size, we hypothesize that fear for an animal is a subjective concept that is not necessarily determined by a particular set of image features. We therefore argue that if the pupil shows a clear response to threat of the presented animal while the animal could not be consciously identified, image statistics may underlie effects of anxiety on pupil size. On the contrary, if the pupil only shows a response to threatening animals when identification was successful but not when unsuccessful, image statistics do not underlie the effects of anxiety on pupillary responses. To test this hypothesis, we performed several additional analyses of the effects of anxiety on pupil size as a function of time around image onset ( Figures 7C-7G) . First, we computed pupil size for correctly identified animals that were either rated with high or low anxiety ( Figure 7C ). The pupil responded with a larger amplitude (i.e., more negativity in the signal) and with an overall lower pupil size after È600 ms to images of animals rated with high anxiety. We further computed pupillary responses for unidentified (i.e., correctly detected but incorrectly identified) animals per anxiety level of the presented animal ( Figure 7D ). If animals were not correctly identified, the pupil did not show a Beta coefficients of a GLM indicated how strong behavioral factors predicted pupil size. Pupil size plotted (C) per anxiety level for correctly identified animals, (D) for unidentified animals, (E) per presented animal category for identified animals, (F) per presented animal category for unidentified animals, and (G) per observed (i.e., perceived animal rather than presented) animal category for unidentified animals. In sum, anxiety is reflected in the pupil after correct identification of the animal. Significance levels for the plots where pupil size is presented per animal category (E-G) were based on comparisons between pooled trials of threatening animals, on the one hand, and pooled trials of non-threatening animals, on the other hand. High and low anxiety levels in (C) and (D) were based on splitting the respective data at the median, such that each level (high anxiety and low anxiety) contains the same number of trials.
significant difference between low and high threatening animals. The level of threat per animal category also determined the amplitude of pupillary responses and the subsequent overall pupil size for correctly identified animals ( Figure 7E ). Threatening animals (i.e., phobic animals and predators) induced larger pupillary amplitudes at È600 ms than non-threatening animals. Similar to the anxiety levels, this effect was only pertinent for animals that were correctly identified because unidentified animals induced no such difference in pupil size across animal categories ( Figure 7F ). In turn, there is a significant effect if pupil traces are sorted per subjectively observed (i.e., perceived animal as indicated by the observer) rather than truly presented animal category ( Figure 7G ). These results indicate that the effects of anxiety on pupil size only occur after proper identification of the presented animal. This is support for the notion that anxiety is a separate mechanism that operates on object processing independent of image statistics.
We found evidence that anxiety contributes to performance and is reflected in pupillary responses after conscious identification of the animal. The degree of an observer's overall anxiety for depicted animals is also reflected in the average size of the pupil. In other words, both short-term anxiety and long-term anxiety are reflected in the pupil (for details, see the Discussion section), and short-term anxiety only occurs after the activation of a higher object representation.
Discussion
Performance relies on contrasts between object and background Successful detection of animals in images mainly relied on increased levels of image luminance, animal saturation, animal size, animal shape, color, and luminance contrast between animal and background and on decreased levels of background contrast. Except for image luminance and background contrast, features predominantly tied to the target object seem to contribute to performance, a phenomenon that most studies have disregarded because they did not aim at distinguishing between effects of object features and overall image features. It is unlikely that this phenomenon is explained by the overall foveal rather than peripheral position of animals because of lacking effects of position on performance. Although this could be the result of lacking variance in animal position (animal center of gravity was 1.0 T 0.6 deg; image size was 10 by 6.7 deg), it has been shown that the categorization of animals that are presented in the near periphery rather than the fovea is still highly accurate (T90% at 10-; Thorpe, Gegenfurtner, Fabre-Thorpe, & Bülthoff, 2001 ). Hence, we suggest that performance is predominantly affected by object features and their contrast with their backgrounds rather than overall image features. Obviously, the background alone cannot provide definite proof on the presence or absence of an animal for any given image, though-especially when the distracter database is carefully selected and the potential habitat of all species under consideration is visually similar. Nonetheless, the background could, in principle, still be probabilistically informative on the presence or absence of an animal and may even aid identification (say, if the background is predominately green, the animal is probably more likely a cow than a whale), rendering the relative importance of target features as non-trivial. Scene gist and context can be important factors for rapid categorization (Joubert, Fize, Rousselet, & Fabre-Thorpe, 2008; Joubert, Rousselet, Fize, & Fabre-Thorpe, 2007) . In addition, we found that background luminance contrast negatively affected performance. It could well be that the presence of high luminance contrasts in the background "distracts" the visual processing of the object. Nonetheless, image features that were tied to the segmented object or ground depicted correlations with performance. While clearly beyond the scope of the present study, using targeted feature manipulations ('t Hart, Schmidt, KleinHarmeyer, & Einhäuser, 2011) to address the question as to whether these results are an effect of background per se (e.g., by inducing higher order contrasts), a general property of natural scenes or merely an effect of the chosen databases will be an interesting issue for further research.
Moderate contributions of all image features to performance
We found that a variety of features had significant effects on performance during the task to detect and identify animals as fast as possible after the rapid presentation of natural images. If our visual system is indeed tuned particularly for processing natural stimuli efficiently (Barlow, 1961) and effortlessly (F. F. Li, VanRullen, Koch, & Perona, 2002) , it seems natural that those features represented abundantly early in the visual hierarchy contribute especially to rapid processing. However, each of the features investigated here explained only a moderate percentage of variance in performance. Despite the considerable number of image features covered, there are, of course, many other features left untested that might explain the remaining variance. We expect that these will be high-level features that are characteristic or diagnostic for the objects (Delorme et al., 2010) and relate to responses higher up in the visual processing hierarchy. In addition, higher areas may also be involved in rapidly forming initial hypotheses about objects that are only later refined by processing in earlier areas (Hochstein & Ahissar, 2002) . In any case, a great deal of the unexplained variance might still be caused by the frequency of feature appearance (expertise), by individual preferences for specific features and to noise in the visual system. For example, it is proposed that observers are flexible when it comes to learning to use new features for categorization (Schyns, 1998; Schyns, Goldstone, & Thibaut, 1998) . Such flexibility is necessary because the level as to when a feature is informative depends on the task. When, for instance, only simple features are attended during a task, higher order information could go lost despite its usefulness. Attention is another factor that could strongly determine how we process an object. Although the detection of objects does not necessarily require attention (F. F. Li et al., 2002) , attention may still modulate performance, in particular for identification (Evans & Treisman, 2005) . Similarly, fluctuations in arousal and alertness are likely contributors to trial-to-trial variability, which will remain largely unexplainable based on image features alone. Although image features alone might not explain image processing in full, our study provides a first quantification of how they interact with each other, with object representations, and with high-level processes for rapid detection and identification of objects.
Relative importance of luminance and luminance contrast to performance
Whereas we find an important role of luminance and contrast features, previous studies reported relatively small effects of luminance and contrast on performance as compared to other features (Elder & Velisavljeviae, 2009; Macé et al., 2010; Nandakumar & Malik, 2009 ). These results may look paradoxical to ours, but there are three possible explanations for this. (I) Some of the previous studies implied that high-level features such as shape and texture affect performance more strongly than luminance. However, shape and texture are higher level features that depend on low-level features such as luminance and contrast. Hence, it is difficult to make assumptions about their separate contributions to performance as they were not independently assessed. (II) Other studies found a high object recognition performance even after decreasing image luminance or contrast. We would like to stress that the robustness of such performance after degradation of images does not necessarily have to relate to the impact of image features on performance. Very low levels of luminance or contrast might still be successfully extracted and employed by our visual system and enhance performance. For example, objects in isoluminant images are hard to recognize, but only a very small deviation from the equilibrium of isoluminance substantially recovers recognition performance (Liebmann, 1927; Schiller, Logothetis, & Charles, 1991; West, Spillmann, Cavanagh, Mollon, & Hamlin, 1996) . (III) In contrast to previous studies, we accounted for contrast of the object separated from its background. As we find that background contrast rather than image contrast correlated with performance, studies that manipulated contrast of the whole image could possibly have found larger effects on performance if only the object or background would have been manipulated separately. In sum, this suggests that luminance and luminance contrast are not unimportant per se, but their importance may depend on relations to higher order features, on other features available, and on the objects they constitute.
Dissociation between detection and identification
Though many image statistics relate to both detection and identification performance, several other statistics relate to only one of them. In contrast to detection, identification was not significantly affected by animal contrast, object size, and variance of object radius. Several other significant correlations with identification were weaker than with detection. This dissociation, however, is subtle and it is hard to draw conclusions regarding distinct visual processes or stages that could separately establish successful detection and identification of objects. However, it has been proposed that correct detection and classification of animals may rely on the analysis of lowlevel image features rather than on a high-level object and scene representations (e.g., Evans & Treisman, 2005) . Importantly, note that detection is not an equivalent but perhaps a prerequisite of identification. Observers might be able to classify an object into a category without being able to identify and thus report which exact object they have seen (also see our animal species mix-up results in Figure 4I ), while successful identification cannot occur unless the object as a whole is correctly detected. As such, it is tempting to suggest that after correct detection and the extraction of the object from its background, image features-especially that of object's shape-might lose their usefulness with respect to object processing. That object and background/scene information is processed by distinct visual areas (Epstein, Graham, & Downing, 2003; Epstein & Kanwisher, 1998) elegantly concurs with this idea. In the context of these dissociations, our data therefore stress the importance to distinguish between detection and identification in experimental designs.
Weak and reversed contribution of anxiety to performance
Anxiety induced by the animal depicted in the presented images slightly correlated with performance. A partial correlation-controlling for image statistics-revealed a negative effect of anxiety on reaction times and confidence (i.e., high fear reduced performance). A GLM showed that emotional affect rather than anxiety was a significant predictor of performance. These results appear to conflict with several earlier studies, which found that objects that induce fear or negative feelings facilitated processing. However, there are two possibilities that may explain this apparent discrepancy. First, stronger effects of image features on performance shadowed effects of anxiety when performance was assessed per animal category. This could explain the contrasting results of recent studies that report significant fear-induced increases in performance for threatening animals in some cases (e.g., Lobue & DeLoache, 2008; Ohman et al., 2001 ) and none or non-specific increase in other cases (e.g., Lipp et al., 2004; Tipples et al., 2002) . When categorizing a small number of images into the categories "fearful" or "non-fearful," it is conceivable that one or more low-level image features are overrepresented in one of these categories and eventually lead to differences in performance across categories. If this confound is not controlled for, a facilitation of processing by low-level features may shadow or even reverse the intended effect of threat. Second, it is possible that the advantage does not arise for threatening animals as such but rather for them being mammals. An advantage for mammals might be based on our increased expertise with this category, which in turn yields better performance. Mammals also have very large and salient eyes and this may too facilitate detection (Delorme et al., 2010) . As such, some of the earlier studies may have confounded threat with expertise. Including expertise as factor in addition to threat and low-level features may, thus, be an interesting line of future research.
The very short presentation times used in the current design may additionally have played an important role for the presence of fear-related effects. Many of the previous studies that report an effect of anxiety used a visual search paradigm in which there is sufficient time for the deployment of attention to the stimuli. It could be that attention cannot be deployed successfully if images are presented very briefly. There is some evidence that attention is crucial for the processing of fear-relevant stimulus as reported in a recent fMRI study. Alpers et al. (2009) found that attention is important for the activation of the amygdala, a brain structure important for the processing of fear-relevant stimuli, during the presentation of spiders. As such, very brief presentation times might not be sufficient to trigger attention-related processes and therefore might not activate the mechanism that enhances the processing of fear-relevant stimuli. Nevertheless, even for brief presentation times, our results depict effects of anxiety on performance and agree with the view that anxiety acts as a separate mechanism by modulating the processing of and responses to threatening objects.
Pupil size changes reflect anxiety
Changes in pupil size have been related to a variety of psychological mechanisms including responses to the onset of novel and/or alerting stimuli (e.g., Andreassi, 2000; Beatty & Lucero-Wagoner, 2000; Hakerem, 1967; Hess, 1975; Janisse, 1977; Kahneman, 1973) . Here, we have assessed how the pupil responds to onset of images that induced different levels of anxiety and that contained a broad range of image features. We find two types of how anxiety is reflected in the pupil: (I) Short-term anxiety (i.e., temporary state of anxiety) was reflected in the pupil as frightening animals induced larger pupillary responses (i.e., more negativity in the amplitude) to the image, and (II) long-term anxiety (i.e., the overall level of anxiety of an individual) was reflected in the average pupil size throughout the experiment as this correlated with the mean anxiety ratings of observers. These findings agree with a previous study that showed increased pupillary response amplitudes for panic disorder patients (Kojima et al., 2004) but also disagrees with another study that reported decreased amplitudes for normal observers with an increased state anxiety (Bitsios, Szabadi, & Bradshaw, 2002) . As Bitsios et al. (2002) used auditory stimuli that were sometimes paired with unconditioned shocks, it could be that the experimental design underlies these results. Indeed, such aversive unconditioned stimuli may have other effects on pupillary responses than nonaversive stimuli (e.g., Reinhard & Lachnit, 2002) . Furthermore, our results show that mean anxiety ratings were higher for observers with smaller pupil sizes. This is unexpected as it is generally reported that raised levels of anxiety increase the pupil size (Nagai, Wada, & Sunaga, 2002; Simpson & Molloy, 1971) . Thus, in contrast to previous reports, our data suggest that an observer's increased level of anxiety is reflected in an overall decrement of pupil size. Unlike these previous studies, which used standardized psychological questionnaires to assess state and trait anxiety or audience anxiety (Simpson & Molloy, 1971) , we here based the anxiety level on subjective image ratings, as our primary aim was to obtain the relative anxiety on an image-by-image basis. Whether higher general anxiety levels according to standardized test yields a different internal mapping of anxiety to our 0-100 scale or whether image-based anxiety ratings are fundamentally different from other types of anxiety remains an open issue. It is known, however, that both state and trait anxiety affect other physiological signals, such as heart rate (Kantor, Endler, Heslegrave, & Kocovski, 2001) . It is, therefore, not unlikely that the pupil is similarly affected by both mechanisms and that we have at least measured some form of anxiety. As several months elapsed between pupil size and anxiety measurements (see Stimuli and procedure section), it is likely that we have measured effects of trait rather than state anxiety because the former remains stable over time (e.g., Rule & Traver, 1983) . Nonetheless, state anxiety might have changed between these moments. Such changes could potentially increase variance and therefore decrease correlations between anxiety and performance or between anxiety and pupil measurement. Although this hypothesis is interesting of its own right and may merit further investigation, it still cannot account for the seemingly contrary effects of anxiety on pupil size or performance.
Based on the relative image-by-image ratings, we can speculate on some of the mechanisms underlying the relation between anxiety and pupillary control. Activation of the parasympathetic nervous system (PSNS) is responsible for contracting the pupil at short intervals (600 ms) while an activated sympathetic nervous system (SNS) tends to dilate the pupil over longer time intervals (1100 ms; e.g., Steinhauer & Hakerem, 1992) . The increased contraction and larger pupillary response amplitudes could, thus, be a result of an overall activation of the PSNS through anxietyrelated processes. Such a relation between anxiety and the PSNS is not implausible as there are known neuronal connections between the amygdala and locus coeruleus (Bitsios et al., 2002 )-both fear mediating nuclei (Charney, Scheier, & Redmond, 1995; Davis, 1992) . These have projections to the midbrain Edinger-Westphal nucleus that is a parasympathetic control site for pupillary contraction (e.g., Einhäuser, Stout, Koch, & Carter, 2008; Loewenfeld, 1993) . Our results do not rule out the possibility that these connections are part of the subcortical "quick and dirty" pathway that has been proposed to be responsible for the processing of conditioned threatening stimuli (LeDoux, 1996) .
The correlations between confidence or reaction time and pupil size before image onset and around the pupillary response were also remarkable. We suppose that this is most likely the result of general vigilance. As people have an increased level of attention and/or arousal, the pupil is subject to more variance and reacts more vigorously to visual changes. This would lead to faster pupillary responses and a faster settling back of the pupil size to its baseline. Indeed, we find that the correlations were most evident during the phases of dilation or contraction, thus during these periods the pupil size was either decreasing or increasing at high speed (0-500 ms and 1200-2000 ms). It would be interesting to study the neurological basis of such vigilance effects and related pupillary dynamics in more detail.
Conclusion
To summarize, features that pop out the object from its background mainly accounted for both detection and identification performance. Furthermore, high image luminance increased and high background contrast decreased performance. Anxiety only weakly and negatively affected performance although pupil responses to fearful images showed that anxiety is a valid concept that changes neural processing. We further reported a slight dissociation between how particular image features affect detection and identification performance separately. These results indicate that future studies on object processing should strongly control for relative effects of image features, intercorrelations, and their relation to a variety of performance measures.
Appendix A Supplementary analyses
Analyzing data separately by observer ( Figures A1A-A1D ) or pooling across observers ( Figures A1E-A1H) yields qualitatively similar results to the individual data presented in Figure 4 . Post-hoc tests including the respective test statistics and confidence intervals for all statistical analysis are provided in Table A1 . Inspecting the raw data underlying the correlations between performance measures and features (image statistics and emotional valences) individually ( Figure A2) Table A1 . Post-hoc comparisons across animal categories. Only the post-hoc tests for significant differences as indicated by an ANOVA are depicted. Significant differences (p G 0.05) are highlighted in bold text. correlations are not dominated by outliers (cf. Figure 5) . A factor analysis revealed groupings of features ( Figure A3 ). Variables that were largely redundant with other variables, namely, background luminance (grouped with background contrast and image luminance, red group in Figure A3 ), or did, by themselves, not correlate to any performance measure (image contrast and background saturation) were excluded from subsequent GLM analysis.
