Weak error analysis via functional It\^o calculus by Kovács, Mihály & Lindner, Felix
ar
X
iv
:1
60
3.
08
75
6v
2 
 [m
ath
.PR
]  
14
 Ju
n 2
01
6
Weak error analysis via functional Itô calculus
Mihály Kovács and Felix Lindner
Abstract
We consider autonomous stochastic ordinary differential equations (SDEs) and
weak approximations of their solutions for a general class of sufficiently smooth
path-dependent functionals f . Based on tools from functional Itô calculus, such
as the functional Itô formula and functional Kolmogorov equation, we derive a
general representation formula for the weak error E(f(XT ) − f(X˜T )), where XT
and X˜T are the paths of the solution process and its approximation up to time T .
The functional f : C([0, T ],Rd) → R is assumed to be twice continuously Fréchet
differentiable with derivatives of polynomial growth. The usefulness of the formula
is demonstrated in the one dimensional setting by showing that if the solution to
the SDE is approximated via the linearly time-interpolated explicit Euler method,
then the rate of weak convergence for sufficiently regular f is 1.
Keywords: Functional Itô calculus, stochastic differential equation, Euler scheme, weak
error, path-dependent functional
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1 Introduction
Let (W (t))t>0 be an m-dimensional Wiener process and (X(t))t>0 be the strong solution
to a stochastic differential equation (SDE, for short) of the form
dX(t) = b(X(t)) dt+ σ(X(t)) dW (t) (1.1)
with initial condition X(0) = ξ0 ∈ R
d. The functions b : Rd → Rd and σ : Rd → Rd×m
are assumed to be smooth (i.e., C∞-functions) such that all derivatives of order > 1
are bounded and σ satisfies a non-degeneracy condition, see Section 2 for details. Fix
T ∈ (0,∞) and let (Y (t))t∈[0,T ] be a process with continuous sample paths arising from
a numerical discretization of (1.1) which approximates X on [0, T ]. Let XT and YT
denote the C([0, T ],Rd)-valued random variables ω 7→ X(·, ω)|[0,T ] and ω 7→ Y (·, ω) =
Y (·, ω)|[0,T ], where X(·, ω) and Y (·, ω) are the trajectories t 7→ X(t, ω) and t 7→ Y (t, ω).
In this article, we are interested in analyzing the weak approximation error
E
(
f(YT )− f(XT )
)
, (1.2)
for sufficiently smooth path-dependent functionals f : C([0, T ],Rd) → R. To this end,
suppose that we are given a further process (X˜(t))t∈[0,T ] solving an SDE of the form
dX˜(t) = b˜(t, X˜t) dt+ σ˜(t, X˜t) dW (t) (1.3)
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with initial condition X˜(0) = X(0) = ξ0 ∈ R
d, where b˜(t, ·) : C([0, t],Rd) → Rd and
σ˜(t, ·) : C([0, t],Rd) → Rd×m, t ∈ [0, T ], are path-dependent coefficients and X˜t denotes
the C([0, t],Rd)-valued random variable ω 7→ X˜(·, ω)|[0,t]. If the coefficients b˜ and σ˜ are
chosen in such a way that the error E(f(YT ) − f(X˜T )) has a simple structure and can
be handled relatively easily, then the problem of analyzing (1.2) essentially reduces to
analyzing the weak error
E
(
f(X˜T )− f(XT )
)
. (1.4)
Our main result, Theorem 7.2, provides a representation formula for the error (1.4) which
is suitable to derive explicit convergence rates for numerical discretization schemes. It
is valid under the assumption that f : C([0, T ],Rd) → R is twice continuously Fréchet
differentiable and f and its derivatives have at most polynomial growth, C([0, T ],Rd)
being endowed with the uniform norm. The proof is based on tools from functional
Itô calculus, such as the functional Itô formula and functional backward Kolmogorov
equation, cf. [2, 5, 6, 7, 8, 10, 11].
As a concrete application, we consider for d = m = 1 the explicit Euler-Maruyama
scheme with maximal step-size δ > 0. In order to construct a process Y with computable
sample paths, we linearly interpolate the output of the scheme between the nodes. This
process, however, does not satisfy an SDE such as (1.3). Therefore, we also consider
a stochastic interpolation X˜ of the scheme via Brownian bridges which is not feasible
for numerical computations but satisfies (1.3) with suitably chosen coefficients b˜ and σ˜.
Using a Lévy-Ciesielsky type expansion of Brownian motion, we show in Proposition 8.3
that the error E(f(YT )− f(X˜T )) is O(δ) whenever f : C([0, T ],R)→ R is twice continu-
ously Fréchet differentiable and its derivatives have at most polynomial growth. For the
analysis of the error E(f(X˜T ) − f(XT )), we use the error representation formula from
Theorem 7.2 and show, in Proposition 8.4, that it is also O(δ) if f : C([0, T ],R)→ R is
four times continuously Fréchet differentiable with derivatives of polynomial growth. As
a direct consequence, our main result concerning the linearly interpolated explicit Euler-
Mayurama scheme, Theorem 8.1, is that if f : C([0, T ],R)→ R is four times continuously
Fréchet differentiable and its derivatives have at most polynomial growth, then the weak
error E(f(XT ) − f(YT )) is of order O(δ). The result can be used, for instance, to show
that the bias Cov(Y (t1), Y (t2))−Cov(X(t1), X(t2)) for the approximation of covariances
of the solution process is O(δ), see Example 8.2.
There exists an extensive literature on strong and weak convergence rates of numerical
approximations schemes for SDEs, see, e.g., [13, 17, 26] and the references therein. The
interplay of strong and weak approximation errors is particularly important for the anal-
ysis of multilevel Monte Carlo methods. It is well-known that for various discretization
schemes and sufficiently smooth test functions the order of weak convergence exceeds the
order of strong convergence and is, in many cases, twice the strong order. However, the
weak error analysis of SDEs is often restricted to functionals which only depend on the
value of the solutions process at a fixed time, say T . Such functionals are of the form
f(XT ) = ϕ(X(T )) for a function ϕ : R
d → R. There are not so many publications treat-
ing convergence rates of weak approximation errors for path-dependent functionals of
the solution process as in (1.2) and (1.4). In [12] Malliavin calculus methods are used to
derive estimates for the convergence of the density of the solution to the Euler-Maruyama
scheme, leading to O(δ) weak convergence for a specific class of integral type functionals.
Compositions of smooth functions and non-smooth integral type functionals are treated
in [18] for an exact simulation of the solution process at the time discretization points
in a one-dimensional setting. Weak convergence rates for Euler-Maruyama approxima-
2
tions of non-smooth path-dependent functionals of solutions to SDEs with irregular drift
and constant diffusion coefficient are derived in [27] via a suitable change of measure,
the obtained order of convergence being at most O(δ1/4). Weak convergence results for
approximations of path-dependent functionals of SDEs without explicit rates of conver-
gence can be found in several articles, e.g., in [3, 29]. In [8] the authors use methods
from functional Itô calculus to analyze Euler approximations of path-dependent func-
tionals of the form f(XT ) and to derive convergence rates for the corresponding strong
error E(|f(XT )− f(X˜T )|
2p), p > 1. This list of references is only indicative and we also
refer to the references in the mentioned articles. In this paper, we present a new and
general method for the weak error analysis of numerical approximations of a large class
of sufficiently smooth, path-dependent functionals of solutions to SDEs of the type (1.1).
Our approach is based on the functional Itô calculus as presented in [2, 7, 11] and is in a
sense a natural, albeit highly nontrivial, generalization of the ‘classical’ approach to the
analysis of weak approximation errors based on Itô’s formula and backward Kolmogorov
equations, cf., e.g., [31] or [17, Section 14.1].
Let us remark that weak error estimates are also available for SPDEs, see, e.g., [9,
19, 20, 21, 22, 24]. In particular, path-dependent functionals of solutions to semilinear
SPDEs with additive noise are considered in [1, 4]. The analysis in [1] is based on
Malliavin calculus and applies to certain compositions of smooth functions and integral
type functionals. A quite general class of path-dependent C2-functionals is treated in [4],
based on a second order Taylor expansion of the composition of the test function and an
underlying Itô map. A difference to our results (apart from the infinite dimensionality of
the state space) is that the analysis in [4] is restricted to spatial discretizations, additive
noise, and the test functions are assumed to be bounded.
To present the main idea behind our approach, let t > 0 and for a (deterministic)
càdlàg path x ∈ D([0, t],Rd) let the process X t,x = (X t,x(s))s>0 be defined by
X t,x(s) :=

x(s) if s ∈ [0, t)X t,x(t)(s) if s ∈ [t,∞) ,
where (X t,x(t)(s))s∈[t,∞) is the strong solution to Eq. (1.1) started at time t from x(t) ∈ R
d.
For ε > 0 define a family of functionals F ε = (F εt )t∈[0,T ] by
F εt (x) := Ef
ε(X t,xT ), x ∈ D([0, t],R
d), (1.5)
where X t,xT denotes the path of X
t,x up to time T and f ε is a suitably regularized version
of the path-dependent functional f such that
E
(
f(X˜T )− f(XT )
)
= lim
ε→0
E
(
f ε(X˜T )− f
ε(XT )
)
.
Then, as we assume that X(0) = X˜(0) = ξ0 ∈ R
d, it follows that
E
(
f ε(X˜T )− f
ε(XT )
)
= E
(
F εT (X˜T )− F
ε
0 (X˜0)
)
.
After proving that F ε is regular enough in a suitable sense we apply the functional Itô
formula from Theorem 3.6 to F εT (X˜T )−F
ε
0 (X˜0) and use a backward functional Kolmogorov
equation from Theorem 3.7 to eliminate a term which cannot be controlled as ε → 0.
Finally we arrive at our explicit representation formula for the weak error (1.4) in terms of
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E(f ε(X˜T )−f
ε(XT )), stated in Theorem 7.2, for f : C([0, T ],R
d)→ R twice continuously
Fréchet differentiable with at most polynomially growing derivatives:
E
(
f ε(X˜T )− f
ε(XT )
)
= E

∫ T
0
d∑
j=1
(
E
[
Df ε(X t,xT ) (1[t,T ]D
ejX
t,x(t)
T )
])∣∣∣
x=X˜t
(
b˜j(t, X˜t)− bj(X˜(t))
)
dt
+
1
2
∫ T
0
d∑
i,j,k=1
{(
E
[
D2f ε(X t,xT )
(
1[t,T ]D
eiX
t,x(t)
T , 1[t,T ]D
ejX
t,x(t)
T
)
+Df ε(X t,x)
(
1[t,T ]D
ei+ejX
t,x(t)
T
)])∣∣∣∣
x=X˜t
(
σ˜ik σ˜jk(t, X˜t)− σik σjk(X˜(t))
)}
dt

.
Here, (ei)i∈{1,...,d} is the canonical orthonormal basis of R
d and, for a multi-index α ∈ Nd0,
DαX t,x(t) = DαξX
t,ξ|ξ=x(t) denotes the corresponding partial derivative of the solution
process X t,ξ started at time t w.r.t. the initial condition ξ ∈ Rd, evaluated at ξ = x(t),
see Section 4 for details.
The paper is organized as follows. In Section 2 we introduce some general no-
tation used throughout the article, state the main assumptions on the coefficients in
(1.1) and (1.3) and also introduce the regularized versions f ε, ε > 0, of a functional
f : C([0, T ],Rd)→ R via a mollification operator. Section 3 contains a short introduction
to the notions and notations of the functional Itô calculus and at the end of the section
we also recall the functional Itô formula as well the functional backward Kolmogorov
equation. In Section 4 we prove results, crucial for what follows after, concerning the
regularity of the solution of (1.1) with respect to the initial data mainly in the uniform
topology. Section 5 is devoted to the study of the regularity of the functional F ε and
the explicit computation of its vertical and horizontal derivatives, so that the functional
Itô formula and the functional backward Kolmogorov equation can be applied; the main
findings are summarized in Theorem 5.7. In Section 6, using the regularity results from
Section 5 and the martingale property of (F εt (Xt))t∈[0,T ] from Proposition 6.1, we show
in Corollary 6.2 that F ε satisfies a functional backward Kolmogorov equation. Theo-
rem 7.2 in Section 7 contains our main result concerning the representation of the weak
error E(f ε(X˜T )− f
ε(XT )). As an important application of Theorem 7.2, in Section 8 we
analyse the order of the weak error for the linearly interpolated explicit Euler-Maruyama
scheme and the main result here is presented in Theorem 8.1. Finally, in the Appendix, we
present a general convergence lemma, Lemma A.1, which is used extensively throughout
the paper and also a result from the literature, Lemma A.2, concerning the topological
support of the distribution PXT of XT in C([0, T ],R
d).
2 Preliminaries
In this section we describe some general notation used throughout the article, formulate
the precise assumptions on the SDEs (1.1) and (1.3) for X and X˜, and introduce a
mollification operator Mε that allows us to define suitable smooth approximations f ε of
a given path-dependent functional f : C([0, T ],Rd)→ R.
General notation. The natural numbers excluding and including zero are denoted
by N = {1, 2, . . .} and N0 = {0, 1, . . .}, respectively. Norms in finite dimensional real
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vector spaces are denoted by | · |. We usually consider the Euklidean norm, e.g., |ξ| =√
ξ21 + . . .+ ξ
2
d for a vector ξ = (ξ1, . . . , ξd) ∈ R
d or |A| =
√∑
i,j a
2
ij for a matrix A = (aij),
but the specific choice of the norm will not be important. The only exception are multi-
indices α = (α1, . . . , αd) ∈ N
d
0, for which we set |α| := α1 + . . . + αd. The canonical
orthonormal basis in Rd is denoted by (ei)i∈{1,...,d}.
By C([a, b],Rd) and D([a, b],Rd) we denote the spaces of continuous functions and
càdlàg (right continuous with left limits) functions defined on an interval [a, b] with values
in Rd, respectively. Both spaces are endowed with the uniform norm, e.g., ‖x‖C([a,b];Rd) =
supt∈[a,b] |x(t)|.
For a càdlàg path x ∈ D([0, T ],R) and t ∈ [0, T ], we denote by
xt := x|[0,t] ∈ D([0, t],R
d)
the restriction of x to [0, t], whereas x(t) ∈ Rd denotes the value of x at t. Consistent
with this notation, we will occasionally also write xt instead of x for a given path x ∈
D([0, t],Rd) in order to indicate the domain of definition. More generally, if x is a càdlàg
path defined on an arbitrary interval I ⊂ [0,∞) and if t ∈ I, then xt := x|I∩[0,t] denotes
the restriction of x to I ∩ [0, t]. Accordingly, if Z = (Z(s))s∈[a,b] or Z = (Z(s))s>a is an
Rd-valued stochastic process with càdlàg paths and if t ∈ [a, b] or t > a, we write Zt for
the D([a, t];Rd)-valued random variable ω 7→ Z(·, ω)|[a,t], where Z(·, ω) is a trajectory of
Z. For instance, if X t,ξ is the strong solution to (1.1) started at time t ∈ [0, T ] from
ξ ∈ Rd, then X t,ξT denotes the D([t, T ];R
d)-valued random variable ω 7→ X t,ξ(·, ω)|[t,T ].
Let (U, ‖ · ‖U) and (V, ‖ · ‖V ) be two normed real vector spaces. We denote by
L (U, V ) the space of bounded linear operators T : U → V , endowed with the oper-
ator norm ‖T‖L (U,V ) := sup‖u‖U61 ‖Tu‖V . For n ∈ N, we write L
(n)(U, V ) for the
space of bounded n-fold multilinear operators T : Un → V , endowed with the norm
‖T‖L (n)(U,V ) := sup‖u1‖U61,...,‖un‖U61 ‖T (u1, . . . , un)‖V . If g : U → V is n-times Fréchet
differentiable, we write Dng(u) for the n-th Fréchet derivative of g at u ∈ U and consider
it as an element of L (n)(U, V ); by (Dng(u))(u1, . . . , un) ∈ V we denote the evaluation of
Dng(u) at (u1, . . . , un) ∈ U
n. Specifically, if g : Rd → V is n-times Fréchet differentiable
and α ∈ Nd0 is a multi-index with |α| 6 n, we writeD
αg(ξ) := Dαξ g(ξ) :=
∂|α|
∂ξ
α1
1 ,...,∂ξ
αd
d
g(ξ) ∈
V for the corresponding partial derivative at a point ξ ∈ Rd. We write Cn(U, V ) for
the space space of n-times continuously Fréchet-differentiable functions from U to V ,
and Cnp (U, V ) is the subspace of n-times continuously Fréchet-differentiable functions
g : U → V such that g and its derivatives up to order n have at most polynomial growth
at infinity, i.e., Cnp (U, V ) = {g ∈ C
n(U, V ) : ∃C, q > 1 such that ‖Dng(u)‖L (n)(U,V ) 6
C(1 + ‖u‖qU) for all u ∈ U}.
Throughout the article, C ∈ (0,∞) denotes a finite constant which may change its
value with every new appearance.
Main assumptions. Throughout the article, we suppose that the following assump-
tions hold. All random variables and stochatic processes are assumed to be defined on a
common filtered probability space (Ω,F , (Ft)t>0,P) satisfying the usual conditions. The
process (W (t))t>0 is a R
m-valued Wiener process w.r.t. the filtration (Ft)t>0. Concern-
ing the coefficients appearing in the SDEs (1.1) and (1.3) for X and X˜ we assume the
following.
Assumption 2.1. The functions b : Rd → Rd and σ : Rd → Rd×m in Eq. (1.1) are C∞-
functions such that all derivatives of order > 1 are bounded. There exists a constant
c > 0 such that |σ(x)y| > c|y| for all x ∈ Rd and y ∈ Rm.
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Assumption 2.1 implies that for every initial condition ξ ∈ Rd and s > 0 there
exists a unique stong solution (Xs,ξ(t))t∈[s,∞) to Eq. (1.1) starting at time s from ξ. By
(X(t))t>0 = (X
0,ξ0(t))t>0 we denote the solution to (1.1) starting at time zero in a fixed
given starting point ξ0 ∈ R
d.
Assumption 2.2. The functions b˜(t, ·) : C([0, t],Rd) → Rd and σ˜(t, ·) : C([0, t],Rd) →
R
d×m, t ∈ [0, T ], in Eq. (1.3) are such that
• the mapping (t, x) 7→ (b(t, xt), σ(t, xt)) defined on [0, T ] × C([0, T ],R
d) is Borel-
measurable (recall that xt = x|[0,t]);
• there exists a unique strong solution (X˜(t))t∈[0,T ] to Eq. (1.3) starting from ξ0;
• the linear growth condition |b˜(t, xt)| + |σ˜(t, xt)| 6 C(1 + sups6t |x(s)|), t ∈ [0, T ],
x ∈ C([0, T ],Rd), is fulfilled (with C ∈ (0,∞) independent of x and s).
We note that the boundedness of the derivatives Db and Dσ and the linear growth
assumption on b˜ and σ˜ imply that
E
(
sup
t∈[0,T ]
|X(t)|p
)
+ E
(
sup
t∈[0,T ]
|X˜(t)|p
)
<∞ (2.1)
for all p > 1. This is a consequence of the Burkholder inequality and Gronwall’s lemma.
A mollification operator. In order to be able to apply the functional Itô calcu-
lus presented in Section 3 to our problem in a convenient way, we associate to ev-
ery path-dependent functional f : C([0, T ],Rd) → R a family of ‘regularized’ versions
f ε : D([0, T ],Rd)→ R, ε > 0, by setting
f ε := f ◦Mε. (2.2)
Here,
Mε : D([0, T ],Rd)→ C∞([0, T ],Rd) (2.3)
is the mollification operator defined as follows: Let η˜ ∈ C∞c (R) be a standard mollifier
(nonnegative,
∫
η˜dt = 1, supp η˜ ⊂ [−1, 1]) and set η˜ε := (ε/2)
−1η˜((ε/2)−1 · ) as well as
ηε(·) = η˜ε(· − ε/2). Let x denote the extension of a path x ∈ D([0, T ],R
d) to R given by
x(t) := x(0)1(−∞,0)(t) + x(t)1[0,T ](t) + x(T )1(T,∞)(t).
Then we set
Mεx := (ηε ∗ x)|[0,T ], x ∈ D([0, T ],R
d), (2.4)
where ∗ denotes convolution, i.e., (ηε ∗ x)(t) =
∫
R
ηε(t− s)x(s) ds. Note that, in fact,
(Mεx)(t) =
∫ t
t−ε
ηε(t− s)x(s) ds =
∫ T
−ε
ηε(t− s)x(s) ds, t ∈ [0, T ],
and that we have the convergence Mεx
εց0
−−→ x in C([0, T ],Rd) for all x ∈ C([0, T ],Rd).
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3 Functional Itô calculus
In this section we present some of the main notions and results from functional Itô
calculus, see [7] and compare also [2, 5, 6, 8, 10, 11]. On D([0, t],Rd) we consider the
canonical σ-algebra Bt generated by the cylinder sets of the form A = {x ∈ D([0, t],R
d) :
x(s1) ∈ B1, . . . , x(sn) ∈ Bn}, where 0 6 s1 6 . . . 6 sn 6 t, Bi ∈ B(R
d), i = 1, . . . , n, and
n ∈ N. Note that Bt coincides with the Borel-σ-algebra induced by the uniform norm
‖ · ‖D([0,t];Rd).
Definition 3.1. A non-anticipative functional on D([0, T ],Rd) is a family F = (Ft)t∈[0,T ]
of mappings
Ft : D([0, t],R
d)→ R, x 7→ Ft(x)
such that every Ft is Bt/B(R)-measurable.
We also consider non-anticipative functionals with index set [0, T ) as well as Rn-
valued non-anticipative functionals. These are defined analogously with the obvious
modifications. Recall that for a path x ∈ D([0, T ],R) and t ∈ [0, T ], we denote by
xt = x|[0,t] ∈ D([0, t],R
d) the restriction of x to [0, t] and that, consistent with this no-
tation, we may also write xt instead of x for a given path x ∈ D([0, t],R
d) in order to
indicate the domain of definition.
For h > 0, the horizontal extension xt,h ∈ D([0, t+ h],R
d) of a path xt ∈ D([0, t],R
d)
to [0, t+ h] is defined by
xt,h(s) :=

xt(s) if s ∈ [0, t)xt(t) if s ∈ [t, t+ h].
For h ∈ Rd, the vertical perturbation xht ∈ D([0, t],R
d) of a path xt ∈ D([0, t],R
d) is
defined by
xht (s) :=

xt(s) if s ∈ [0, t)xt(t) + h if s = t.
Definition 3.2. Let F = (Ft)t∈[0,T ] be a non-anticipative functional on D([0, T ],R
d).
(i) For t ∈ [0, T ) and x ∈ D([0, t],Rd), the horizontal derivative of F at x is defined as
DtF (x) := lim
hց0
Ft+h(xt,h)− Ft(xt)
h
(3.1)
provided that the limit exists. If (3.1) is defined for all t ∈ [0, T ) and x ∈
D([0, t],Rd), then F is called horizontally differentiable. In this case, the mappings
DtF : D([0, t],R
d)→ R, x 7→ DtF (x), t ∈ [0, T ),
define a non-anticipative functional DF = (DtF )t∈[0,T ), the horizontal derivative
of F .
(ii) For t ∈ [0, T ] and x ∈ D([0, t],Rd), the vertical derivative of F at x is defined as
∇xFt(x) := lim
h→0
(
Ft(x
he1
t )− Ft(xt)
h
, . . . ,
Ft(x
hed
t )− Ft(xt)
h
)
(3.2)
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provided that the limit exists, where (ej)j=1,...,d is the canonical orthonormal basis
in Rd. If (3.2) is defined for all t ∈ [0, T ] and x ∈ D([0, t],Rd), then F is called
vertically differentiable. In this case, the mappings
∇xFt : D([0, t],R
d)→ Rd, x 7→ ∇xFt(x), t ∈ [0, T ],
define a non-anticipative functional ∇xF = (∇xFt)t∈[0,T ], the vertical derivative
of F .
In order to introduce a proper notion of (left-)continuity for non-anticipative function-
als, one considers the following distance between two paths which are possibly defined
on different time intervals. For t, t′ ∈ [0, T ], x ∈ D([0, t],Rd) and x′ ∈ D([0, t′],Rd) we
define
d∞(x, x
′) := |t− t′|+ sup
s∈[0,T ]
∣∣∣xt,T−t(s)− x′t′,T−t′(s)∣∣∣.
We remark that d∞ is a metric on the set
Λ :=
⋃
t∈[0,T ]
D([0, t],Rd).
Definition 3.3. Let F = (Ft)t∈[0,T ] be a non-anticipative functional on D([0, T ],R
d).
(i) F is continuous at fixed times if, for all t ∈ [0, T ], the mapping Ft : D([0, t],R
d)→ R
is continuous w.r.t. the uniform norm ‖ · ‖D([0,t],Rd).
(ii) F is continuous if the mapping Λ ∋ xt 7→ Ft(xt) ∈ R is continuous w.r.t. the metric
d∞ on Λ, i.e., if
∀ t ∈ [0, T ] ∀x ∈ D([0, t],Rd) ∀ ε > 0 ∃ δ > 0 ∀ t′ ∈ [0, T ] ∀x′ ∈ D([0, t′],Rd)(
d∞(x, x
′) < δ ⇒ |Ft(x)− Ft′(x
′)| < ε
)
.
The class of continuous non-anticipative functionals is denoted by C0,0([0, T ]).
(iii) F is left-continuous if
∀ t ∈ [0, T ] ∀x ∈ D([0, t],Rd) ∀ ε > 0 ∃ δ > 0 ∀ t′ ∈ [0, t] ∀x′ ∈ D([0, t′],Rd)(
d∞(x, x
′) < δ ⇒ |Ft(x)− Ft′(x
′)| < ε
)
.
The class of left-continuous non-anticipative functionals is denoted by C0,0l ([0, T ]).
(iv) F is boundedness-preserving if
∀R > 0 ∃C > 0 ∀ t ∈ [0, T ] ∀x ∈ D([0, t],Rd)(
sup
s∈[0,t]
|x(s)| 6 R ⇒ |Ft(x)| 6 C
)
.
The class of boundedness-preserving non-anticipative functionals is denoted by
B([0, T ]).
We will also use the above notions for Rn-valued non-anticipative functionals; the
corresponding definitions are analogous with the obvious modifications.
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Definition 3.4. For k ∈ N, we denote by C1,kb ([0, T ]) be the class of all left-continuous,
boundedness-preserving, non-anticipative functionals F = (Ft)t∈[0,T ] ∈ C
0,0
l ([0, T ]) ∩
B([0, T ]) such that
• F is horizontally differentiable, the horizontal derivative DF = (DtF )t∈[0,T ) is con-
tinuous at fixed times, and the extension (DtF )t∈[0,T ] of (DtF )t∈[0,T ) by zero belongs
to the class B([0, T ]),
• F is k times vertically differentiable with ∇jxF = (∇
j
xFt)t∈[0,T ] ∈ C
0,0
l ([0, T ]) ∩
B([0, T ]) for all j = 1, . . . , k.
Remark 3.5. We remark that in [7], our main reference for functional Itô calculus,
the slightly different class of boundedness-preserving functionals B([0, T )) with index set
[0, T ) is considered instead of the class B([0, T ]) introduced in Definition 3.3 above. In
contrast to the latter the boundedness assumption for functionals in the former class in
not uniform in time. Our definition corresponds to the one in [8]. Similarly, the class
C
1,k
b ([0, T )) of regular and boundedness-preserving functionals considered in [7] differs
from the class C1,kb ([0, T ]) introduced in Definition 3.4 above. As a consequence, the
choice t = T is admissible in the functional Itô formula below.
Next, we state a functional version of Itô’s formula, compare [7, Theorem 4.1] or
[2, 6, 5, 8, 10, 11].
Theorem 3.6. Let Y = (Y (t))t∈[0,T ] be an R
d-valued continuous semimartingale de-
fined on (Ω,F ,P) and F = (Ft)t∈[0,T ] a non-anticipative functional belonging to the class
C
1,2
b ([0, T ]). Then, for all t ∈ [0, T ],
Ft(Yt) = F0(Y0) +
∫ t
0
DsF (Ys) ds+
∫ t
0
∇xFs(Ys) dY (s) +
1
2
∫ t
0
Tr
(
∇2xFs(Ys) d[Y ](s)
)
.
The following result concerning functional Kolmogorov equations is taken from [11,
Theorem 3.7], compare also [2, Chapter 8].
Theorem 3.7. Let X = (Xt)t>0 be the solution to Eq. (1.1) and F ∈ C
1,2
b ([0, T ]). The
process (Ft(Xt))t∈[0,T ] is a martingale w.r.t. (Ft)t∈[0,T ] if, and only if, F satisfies the
functional partial differential equation
DtF (xt) = −b(x(t))∇xFt(xt)−
1
2
Tr
(
∇2xFt(xt) σ(x(t)) σ
⊤(x(t))
)
for all t ∈ (0, T ) and all x ∈ C([0, T ],Rd) belonging to the topological support of PXT in
(C([0, T ],Rd), ‖ · ‖∞).
4 Smoothness with respect to the initial condition
Here we collect and derive several auxiliary results concerning the regularity of the solu-
tion to Eq. (1.1) with respect to the initial condition. They are crucial for the regularity
properties of the functional F ε and the explicit representation of its derivatives as proved
in Section 5.
Recall that Xs,ξ = (Xs,ξ(t))t∈[s,∞) denotes the solution to (1.1) started at time s > 0
from ξ ∈ Rd. Given p > 1 and a random variable Y ∈ Lp(Ω,Fs,P;R
d), we use the
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analogue notation Xs,Y = (Xs,Y (t))t∈[s,∞) for the solution to (1.1) started at time time
s > 0 with initial condition Xs,Y (s) = Y . For s ∈ [0, T ] and Y, Z ∈ Lp(Ω,Fs,P;R
d), the
Burkholder inequality and Gronwall’s lemma then yield the standard estimates
E
(
sup
t∈[s,T ]
|Xs,Y (t)|p
)
6 C
(
1 + E(|Y |p)
)
, (4.1)
E
(
sup
t∈[s,T ]
|Xs,Y (t)−Xs,Z(t)|p
)
6 C E(|Y − Z|p), (4.2)
where C = Cp,T,σ,b ∈ (0,∞) does not depend on Y , Z or s. Moreover, under our assump-
tions on σ and b it is well known that, for fixed s > 0, the random field (Xs,ξ(t))t∈[s,∞), ξ∈Rd
has a modification such that, for P-almost all ω ∈ Ω, the mapping
[s,∞)×Rd ∋ (t, ξ) 7→ Xs,ξ(t, ω) ∈ Rd
is continuous and for all t ∈ [s,∞) the mapping
R
d ∋ ξ 7→ Xs,ξ(t, ω) ∈ Rd
is infinitely often differentiable, see, e.g. [15, Section V.2]. In particular, every contin-
uous modification of (Xs,ξ(t))∈[s,∞), ξ∈Rd satisfies this property of smoothness w.r.t. the
initial condition. The reasoning in the proof of Proposition V.2.2 in [15] and the time-
homogeneity of Eq. (1.1) also yield that for every multi-index α ∈ Nd0, p > 1 and all
bounded sets O ⊂ Rd the partial derivatives DαXs,ξ(t, ω) = DαξX
s,ξ(t, ω) satisfy the
estimate
sup
s∈[0,T ]
E
(
sup
ξ∈O, t∈[s,T ]
|DαXs,ξ(t)|p
)
<∞. (4.3)
For the proof of our error expansion we need to check that the partial derivatives
DαξX
s,ξ(t, ω), α ∈ Nd0, can be taken uniformly with respect to t ∈ [s, T ] and that
the Lp(Ω;C([s, T ],Rd))-norms of these derivatives are bounded in ξ ∈ Rd. As already
mentioned in Section 2, we use the notation Dα also for the partial derivatives of general
Banach space-valued functions. That is, if B is a Banach space, g : Rd → B a sufficiently
often (Fréchet-)differentiable function, ξ = (ξ1, . . . , ξd) ∈ R
d and α = (α1, . . . , αd) ∈ N
d
0,
then
Dαg(ξ) := Dαξ g(ξ) :=
∂|α|
∂ξα11 , . . . , ∂ξ
αd
d
g(ξ) ∈ B
denotes the corresponding partial derivative of order |α| = α1+ . . .+αd of f at ξ. In the
sequel, we use this notation both in the case B = Rd and g(ξ) = Xs,ξ(t, ω) with fixed
t > s and in the case B = C([s, T ],Rd) and g(ξ) = Xs,ξT (·, ω).
Theorem 4.1. For s ∈ [0, T ] fix a continuous modification of (Xs,ξ(t))t∈[s,T ], ξ∈Rd.
(i) For P-almost all ω ∈ Ω, the mapping
R
d ∋ ξ 7→ Xs,ξT (·, ω) ∈ C([s, T ],R
d)
is infinitely often (Fréchet-)differentiable. In particular, the partial derivatives
DαXs,ξT (·, ω) = D
α
ξX
s,ξ
T (·, ω), α ∈ N
d
0, ξ ∈ R
d,
exist as C([s, T ],Rd)-limits of the corresponding C([s, T ],Rd)-valued difference quo-
tients.
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(ii) For all α ∈ Nd0 \ {0} and p ∈ [1,∞) we have
sup
s∈[0,T ], ξ∈Rd
E
(
‖DαXs,ξT ‖
p
C([s,T ],Rd)
)
<∞. (4.4)
In the proof of Theorem 4.1 and in Corollary 4.6 we will encounter certain higher order
chain rules of Faà di Bruno type, for which the following notation will be convenient.
Notation 4.2. For a given multi-index α ∈ Nd0 \ {0} we denote by Π({1, . . . , |α|}) ⊂
P(P({1, . . . , |α|})) the set of all partitions of the set {1, . . . , |α|}. By |π| we denote the
size of a partition π ∈ Π({1, . . . , |α|}), i.e., the number of subsets of {1, . . . , |α|} contained
in π. The disjoint subsets of {1, . . . , |α|} contained in a partition π ∈ Π({1, . . . , |α|}) are
denoted by π1, . . . , π|π|, i.e., π = {π1, . . . , π|π|}. Finally, we associate to every subset
S ⊂ {1, . . . , |α|} a multi-index αS ∈ N
d
0 by setting αS := |{k ∈ S : 1 6 k 6 α1}| e1 +∑d
j=2 |{k ∈ S :
∑j−1
i=1 αi < k 6
∑j
i=1 αi}| ej.
Proof of Theorem 4.1. (i) The proof of Proposition V.2.2 in [15] implies that, for almost
all ω ∈ Ω, the mappings Rd ∋ ξ 7→ Xs,ξ(t, ω) ∈ Rd, t > s, are infinitely often differen-
tiable, the mappings [s,∞)× Rd ∋ (t, ξ) 7→ DαXs,ξ(t, ω) ∈ Rd, α ∈ Nd0, are continuous
and, due to (4.3),
sup
ξ∈O, t∈[s,T ]
|DαXs,ξ(t, ω)| <∞ (4.5)
for all bounded domains O ⊂ Rd and α ∈ Nd0. Fix such an ω ∈ Ω and let (ei)i=1,...,d be
the canonical orthonormal basis of Rd. By Taylor’s formula, for h > 0,
sup
t∈[s,T ]
∣∣∣∣∣∣
DαXs,ξ+hei(t, ω)−DαXs,ξ(t, ω)
h
−Dα+eiXs,ξ(t, ω)
∣∣∣∣∣∣
6
h
2
sup
t∈[s,T ]
ξ′∈[ξ,ξ+hei]
∣∣∣Dα+2eiXs,ξ′(t, ω)∣∣∣. (4.6)
Combining (4.5) with α = 2ei and (4.6) with α = 0 and using the continuity of the
mappings [s, T ] × Rd ∋ (t, ξ) → DeiXs,ξ(t, ω) ∈ Rd, i ∈ {1, . . . , d}, one obtains the
(Fréchet-)differentiability of Rd ∋ ξ 7→ Xs,ξT (·, ω) ∈ C([s, T ],R
d) and the identity
DαXs,ξ(t, ω) = (DαXs,ξT (·, ω))(t) (4.7)
for all ξ ∈ Rd, t ∈ [s, T ] and α ∈ Nd0 with |α| = 1. In (4.7), we have a derivative of the
function Rd ∋ ξ 7→ Xs,ξ(t, ω) ∈ Rd on the left hand side and a derivative of the function
Rd ∋ ξ 7→ Xs,ξT (·, ω) ∈ C([s, T ],R
d) on the right hand side. By repeating this argument
for the higher derivatives we finish the proof of (i) via induction over |α|.
(ii) For a better readability, we fix s = 0 for a moment and omit the explicit notation
of the initial condition by writing X(t) instead of X0,ξ(t). The proofs of Propositions
V.2.1 and V.2.2 in [15] imply that, for α ∈ Nd0 with |α| = 1, the R
d-valued process
(DαX(t))t>0 is the solution to the SDE
DαX(t) = α +
m∑
ν=1
∫ t
0
Dσν(X(s))D
αX(s) dWν(s) +
∫ t
0
Db(X(s))DαX(s) ds.
Here we denote for x ∈ Rd by σν(x) ∈ R
d be the ν-th column vector of σ(x) ∈ Rd×m,
Dσν : R
d → Rd×d and Db : Rd → Rd×d are the (total) derivatives of σν : R
d → Rd and
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b : Rd → Rd, and Wν is the ν-th component of W . Using the Burkholder inequality we
obtain for all p > 2 and t ∈ [0, T ]
E
(
sup
r∈[0,t]
|DαX(r)|p
)
6 Cp,T
(
1 + E
∫ t
0
( m∑
ν=1
|Dσν(X(s))D
αX(s)|2
)p
2 ds
+ E
∫ t
0
|Db(X(s))DαX(s)|pds
)
6 Cp,T,σ,b
(
1 +
∫ t
0
E
(
sup
r∈[0,s]
|DαX(r)|p
)
ds
)
,
(4.8)
where the constant Cp,T,σ,b ∈ (0,∞) does not depend on the initial condition ξ ∈ R
d.
Thus, Gronwall’s lemma implies
E
(
‖DαXT‖
p
C([0,T ],Rd)
)
= E
(
sup
r∈[0,T ]
|DαX(r)|p
)
6 Cp,T,σ,b exp(Cp,T,σ,b T ) (4.9)
with the constant Cp,T,σ,b from (4.8). Taking into account the time-homogeneity of
Eq. (1.1) this proves the assertion for |α| = 1.
For general α ∈ Nd0 \ {0}, the proofs of Propositions V.2.1 and V.2.2 in [15] imply
that the Rd-valued process (DαX(t))t>0 is the solution to the SDE
DαX(t) =
∑
π∈Π({1,...,|α|})


m∑
ν=1
∫ t
0
D|π|σν(X(s))
(
Dαpi1X(s), . . . , D
αpi|pi|X(s)
)
dWν(s)
+
∫ t
0
D|π|b(X(s))
(
Dαpi1X(s), . . . , D
αpi|pi|X(s)
)
ds

,
(4.10)
where we use Notation 4.2 and where, for n = 1, . . . , |α|, Dnσν and D
nb are the n-th
total derivatives of σν : R
d → Rd and b : Rd → Rd, considered as functions with values
the space of n-fold multilinear mappings from (Rd)n to Rd. Using (4.10), the proof is
finished via induction over |α| by arguing similarly as in (4.8) and (4.9) and applying the
respective estimates for E
(
‖DβXT‖
q
C([0,T ],Rd)
)
, q > 2, β ∈ Nd0 with |β| < |α|. Passing from
s = 0 to general s ∈ [0, T ] is no problem due to the time-homogeneity of Eq. (1.1).
In the sequel, we always consider continuous modifications of the random fields
(Xs,ξ(t))t∈[s,T ],ξ∈Rd, s ∈ [0, T ].
Remark 4.3. For n ∈ N and ω ∈ Ω as in Theorem 4.1 (i), we consider the n-th Fréchet
derivative of the mapping Rd ∋ ξ 7→ Xs,ξT (·, ω) ∈ C([s, T ],R
d) in ξ0 ∈ R
d as usual as an
n-fold multilinear mapping from (Rd)n to C([s, T ],Rd),
DnXs,ξ0T (·, ω) : (R
d)n → C([s, T ],Rd).
Just as in standard calculus one sees that it is given by
DnXs,ξ0T (·, ω)(η1, . . . , ηn) =
∑
α∈Nd0
|α|=n
η1,1 . . . ηα1,1 ηα1+1,2 . . . ηα1+α2,2 . . .
. . . ηα1+...+αd−1+1,d . . . ηn,dD
αXs,ξ0T (·, ω),
where ηj = (ηj,1, . . . , ηj,d) ∈ R
d, j = 1, . . . , n.
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Notation 4.4. Given a Rd-valued random variable Y we set
DαXs,YT (·, ω) := D
αX
s,Y (ω)
T (·, ω) = (D
α
ξX
s,ξ
T (·, ω))|ξ=Y (ω) ∈ C([s, T ],R
d) (4.11)
for s ∈ [0, T ], α ∈ Nd0 \ {0} and (almost all) ω ∈ Ω. We consider D
αXs,YT optionally
as a Rd-valued process DαXs,YT = (D
αXs,YT (t))t∈[s,T ] or as a C([s, T ],R
d)-valued random
variable,
DαXs,YT : Ω→ C([s, T ],R
d), ω 7→ DαXs,YT (ω) := D
αXs,YT (·, ω).
We use the analogue notation for the n-th Fréchet derivatives of ξ 7→ Xs,ξT (·, ω) evaluated
at ξ = Y (ω),
DnXs,YT (·, ω) := D
nX
s,Y (ω)
T (·, ω) = (D
n
ξX
s,ξ
T (·, ω))|ξ=Y (ω) ∈ L
(n)(Rd, C([s, T ],Rd)),
(4.12)
where L (n)(Rd, C([s, T ],Rd)) is the space of bounded, n-fold multilinear mappings from
(Rd)n to C([s, T ],Rd).
Note that the notation (4.11) is consistent with our notation Xs,Y = (Xs,Y (t))t>s
for the solution of (1.1) started at time s with Fs-measurable initial condition Y , since
Xs,YT (·, ω) = X
s,Y (ω)
T (·, ω) for almost all ω ∈ Ω.
Corollary 4.5. Let s ∈ [0, T ] and Y, Yn, n ∈ N, be Fs-measurable, R
d-valued random
variables such that Yn
n→∞
−−−→ Y P-almost surely. Then, for all α ∈ Nd0 \ {0} and p > 1,
DαXs,YnT
n→∞
−−−→ DαXs,YT in L
p(Ω;C([s, T ],Rd)).
Proof. Using standard properties of conditional expectations, we have
E
(∥∥∥DαXs,YT −DαXs,YnT ∥∥∥pC([s,T ],Rd)
)
= E
(
E
(∥∥∥DαXs,YT −DαXs,YnT ∥∥∥pC([s,T ],Rd)
∣∣∣∣Fs
))
= E
(
E
(∥∥∥DαXs,ξT −DαXs,ηT ∥∥∥pC([s,T ],Rd)
)∣∣∣∣
(ξ,η)=(Y,Yn)
)
.
Now the assertion follows from the continuity of the mapping Rd ∋ ξ 7→ DαXs,ξT ∈
C([s, T ],Rd) asserted by Theorem 4.1(i), the estimates (4.3) and (4.4), and two applica-
tions of the dominated convergence theorem.
Corollary 4.6. Let 0 6 s 6 t 6 T , ξ ∈ Rd, α ∈ Nd0 \ {0} and denote by D
αXs,ξ|[t,T ] the
C([t, T ];Rd)-valued random variable ω 7→ (DαXs,ξ(·, ω))|[t,T ].
(i) If |α| = 1, then
DαXs,ξ|[t,T ] = DX
t,Xs,ξ(t)
T D
αXs,ξ(t)
P-almost surely in C([t, T ],Rd). (Note that the random variable DX
t,Xs,ξ(t)
T takes
values in L (Rd, C([t, T ],Rd)) and DαXs,ξ(t) takes values in Rd.)
(ii) For general α ∈ Nd0 \ {0} we have
DαXs,ξ|[t,T ] =
∑
π∈Π({1,...,|α|})
D|π|X
t,Xs,ξ(t)
T
(
Dαpi1Xs,ξ(t), . . . , D
αpi|pi|Xs,ξ(t)
)
P-almost surely in C([t, T ],Rd), where we use Notation 4.2. (Note that the ran-
dom variable D|π|X
t,Xs,ξ(t)
T takes values in L
(|π|)(Rd, C([t, T ],Rd)) and the random
variables Dαpi1Xs,ξ(t), . . . , D
αpi|pi|Xs,ξ(t) take values in Rd.)
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Proof. (i) If |α| = 1 we have α = ei for some i ∈ {1, . . . , d}. By Theorem 4.1(i) we
know that for almost all ω ∈ Ω the derivative DeiXs,ξ(·, ω)T = D
ei
ξ X
s,ξ(·, ω)T exists
as a C([s, T ],Rd)-limit of the corresponding difference quotient. Let (hn)n∈N be a
sequence of positive numbers decreasing to zero. Then, P-almost surely,
DeiXs,ξ|[t,T ] = C([t, T ],R
d)- lim
n→∞
Xs,ξ+hnei |[t,T ] −X
s,ξ|[t,T ]
hn
.
As a consequence of the unique solvability of Eq. (1.1), we have the identities
Xs,ξ+hnei|[t,T ] = X
t,Xs,ξ+hnei (t)
T and X
s,ξ|[t,T ] = X
t,Xs,ξ(t)
T
holding P-almost surely in C([t, T ],Rd). Further, recall that X
t,Xs,ξ+hnei (t)
T (·, ω) =
X
t,Xs,ξ+hnei(t,ω)
T (·, ω) and X
t,Xs,ξ(t)
T (·, ω) = X
t,Xs,ξ(t,ω)
T (·, ω) for P-almost all ω ∈ Ω.
Thus, P-almost surely
DeiXs,ξ|[t,T ] = C([t, T ],R
d)- lim
n→∞
Xs,ξ+hnei|[t,T ] −X
s,ξ|[t,T ]
hn
= C([t, T ],Rd)- lim
n→∞
X
t,Xs,ξ+hnei (t)
T −X
t,Xs,ξ(t)
T
hn
= DX
t,Xs,ξ(t)
T D
eiXs,ξ(t),
by the chain rule and using Theorem 4.1(i).
(ii) The general assertion follows by induction over |α|, using similar arguments as in
the proof of part (i).
5 Regularity of the functional F ε
Recall the definition (1.5) of the mappings F εt from D([0, t],R
d) to R, t ∈ [0, T ], in
Section 1, i.e.,
F εt (x) := Ef
ε(X t,xT ), x ∈ D([0, t],R
d),
where ε > 0 and f ε = f ◦ Mε : D([0, T ],Rd) → R is the regularized version of
f : C([0, T ],Rd)→ R defined by (2.2), (2.3), (2.4).
Our minimal assumption on f is that it is B(C([0, T ],Rd))/B(R)-measurable and
has polynomial growth. Obviously, under this assumption, F εt = (F
ε
t )t∈[0,T ] is a non-
anticipative functional on D([0, T ],Rd) in the sense of Definition 3.1. The goal of this
section is to show that, if f ∈ C2p (C([0, T ],R
d),R), then F ε is a regular functional
belonging the class C1,2b ([0, T ]) introduced in Definition 3.4. We divide the proof into
a series of lemmata. In the proofs we often use the fact that if for some n ∈ N0 the
polynomial growth bound
‖Dnf(x)‖L (n)(C([0,T ],Rd),R) ≤ C
(
1 + ‖x‖qC([0,T ],Rd)
)
, x ∈ C([0, T ],Rd), (5.1)
holds, then
‖Dnf ε(x)‖L (n)(D([0,T ],Rd),R) ≤ C
(
1 + ‖x‖qD([0,T ],Rd)
)
, x ∈ D([0, T ],Rd),
with the same C as in (5.1) independently of ε. This is the consequence of the chain rule
and the equality ‖Mε‖L (D([0,T ],Rd),C([0,T ],Rd)) = 1.
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Lemma 5.1. For f ∈ Cp(C([0, T ],R
d),R) and ε > 0, the non-anticipative functional
F ε = (F εt )t∈[0,T ] defined by (1.5) is left-continuous and boundedness-preserving, i.e., F
ε ∈
C
0,0
l ([0, T ]) ∩B([0, T ]). Moreover,
|F εt (x)| 6 C
(
1 + ‖x‖qD([0,t],Rd)
)
for all t ∈ [0, T ] and x ∈ D([0, t],Rd), where C, q ∈ (0,∞) do not depend on t, x or ε.
Proof. In order to verify the left-continuity, it suffices to show the following: For every x =
xt ∈ D([0, t],R
d) ⊂ Λ and every sequence (xn)n∈N ⊂ Λ with x
n = xntn ∈ D([0, t
n],Rd),
tn ∈ [0, t], and d∞(x
n, x)
n→∞
−−−→ 0, we have F εtn(x
n)
n→∞
−−−→ F εt (x). Applying Lemma A.1
with B = D([0, T ],Rd), S = R, Y = X t,xT , Yn = X
tn,xn
T and ϕ = f
ε, it is enough to prove
that
X t
n,xn
T
n→∞
−−−→ X t,xT in L
p(Ω;D([0, T ],Rd)) (5.2)
for every p > 1. To this end, we start by estimating∥∥∥X t,xtT −X tn,xntnT ∥∥∥D([0,T ],Rd)
6
∥∥∥X t,xtT −X t,xntn,t−tnT ∥∥∥D([0,T ],Rd) +
∥∥∥X t,xntn,t−tnT −X tn,xntnT ∥∥∥D([0,T ],Rd)
=: A+B
(5.3)
and deal with each term separately. Concerning the first term, note that
E(Ap) 6 2p−1
(
d∞(x, x
n)p + E
(
sup
s∈[t,T ]
∣∣∣X t,x(t)(s)−X t,xn(tn)(s)∣∣∣p))
6 C d∞(x, x
n)p,
(5.4)
where the second estimate follows from (4.2) and the definition of the metric d∞. Since
X t
n,xn(tn)|[t,T ] = X
t,Xt
n,xn(tn)(t)
T P-almost surely
as an equality in C([t, T ],Rd), the p-th moment of the second term in (5.3) is bounded
by
E(Bp) 6 2p−1
(
E
(
sup
s∈[tn,t]
∣∣∣xn(tn)−X tn,xn(tn)(s)∣∣∣p)
+ E
(
sup
s∈[t,T ]
∣∣∣X t,xn(tn)(s)−X t,Xtn,xn(tn)(t)(s)∣∣∣p))
6 C E
(
sup
s∈[tn,t]
∣∣∣xn(tn)−X tn,xn(tn)(s)∣∣∣p),
where we used again the estimate (4.2) in the second step. Taking into account the
time-homogeneity of Eq. (1.1) and using the estimate (4.2) once more, we obtain
E(Bp) 6 C
(
|xn(tn)− x(t)|p + E
(
sup
s∈[tn,t]
∣∣∣x(t)−X tn,x(t)(s)∣∣∣p)
+ E
(
sup
s∈[tn,t]
∣∣∣X tn,x(t)(s)−X tn,xn(tn)(s)∣∣∣p))
6 C
(
|xn(tn)− x(t)|p + E
(
sup
s∈[0,t−tn]
∣∣∣x(t)−X0,x(t)(s)∣∣∣p)+ |x(t)− xn(tn)|p)
6 C
(
d∞(x, x
n)p + E
(
sup
s∈[0,t−tn]
∣∣∣x(t)−X0,x(t)(s)∣∣∣p)).
(5.5)
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By dominated convergence, the expectation in the last line goes to zero as n→∞. The
combination of (5.3), (5.4) and (5.5) yields (5.2) and thus the left-continuity of F ε.
To see that F ε is boundedness-preserving, we use the polynomial growth of
f ε : D([0, T ],Rd) → R and estimate (4.1) to conclude that, for all t ∈ [0, T ] and x ∈
D([0, t],Rd),
|F εt (x)| = |Ef
ε(X t,xT )| 6 EC
(
1 + ‖X t,xT ‖
q
D([0,T ],Rd)
)
6 C
(
1 + ‖x‖qD([0,t],Rd) + E
(
‖X
t,x(t)
T ‖
q
D([t,T ],Rd)
))
6 C
(
1 + ‖x‖qD([0,t],Rd)
)
where the exponent q ∈ (1,∞) and the constant C ∈ (0,∞) do not depend on t, x or
ε.
Lemma 5.2. If f ∈ C1p(C([0, T ],R
d),R) and ε > 0, the non-anticipative functional F ε =
(F εt )t∈[0,T ] defined by (1.5) is vertically differentiable. The vertical derivative ∇xF
ε =
(∇xF
ε
t )t∈[0,T ] is left-continuous and boundedness-preserving, i.e., ∇xF
ε ∈ C0,0l ([0, T ]) ∩
B([0, T ]), and is given by
∇xF
ε
t (x) =
(
E
[
Df ε(X t,xT ) (1[t,T ]D
e1X
t,x(t)
T )
]
, . . . ,E
[
Df ε(X t,xT ) (1[t,T ]D
edX
t,x(t)
T )
])
∈ Rd,
(5.6)
t ∈ [0, T ], x ∈ D([0, t],Rd). Moreover,
|∇xF
ε
t (x)| 6 C
(
1 + ‖x‖qD([0,t],Rd)
)
for all t ∈ [0, T ] and x ∈ D([0, t],Rd), where C, q ∈ (0,∞) do not depend on t, x or ε.
Proof. To show the vertical differentiability, we fix t ∈ [0, T ], x = xt ∈ D([0, t],R
d),
i ∈ {1, . . . , d} and apply the differentiation lemma for parameter-dependent integrals to
the mapping
(−δ, δ)× Ω ∋ (h, ω) 7→ f ε
(
X
t,x
hei
t
T (ω)
)
∈ R,
where δ > 0 and xheit ∈ D([0, t],R
d) is the vertical perturbation of xt by hei ∈ R
d.
The polynomial growth of Df : C([0, T ],Rd) → L (C([0, T ],Rd),R) implies polynomial
growth of Df ε : D([0, T ],Rd)→ L (D([0, T ],Rd),R). Together with Theorem 4.1(i) this
implies that there exist C, q ∈ (0,∞) such that, for all h ∈ (−δ, δ),
∣∣∣ d
dh
f ε
(
X
t,x
hei
t
T
)∣∣∣ = ∣∣∣Df ε(X t,xheitT ) (1[t,T ]DeiX t,x(t)+heiT )∣∣∣
6
∥∥∥Df ε(X t,xheitT )∥∥∥
L (D([0,T ],Rd),R)
∥∥∥1[t,T ]DeiX t,x(t)+heiT ∥∥∥D([0,T ],Rd)
6 C
(
1 + ‖X
t,x
hei
t
T ‖D([0,T ],Rd)
)q
‖DeiX
t,x(t)+hei
T ‖C([t,T ],Rd)
6 C
(
1 + ‖xt‖D([0,t],Rd) + sup
ξ∈Bδ(x(t))
‖X t,ξT ‖C([t,T ],Rd)
)q
sup
ξ∈Bδ(x(t))
‖DeiX t,ξT ‖C([t,T ],Rd),
where the last the upper bound belongs to Lp(Ω) for every p ∈ [1,∞) due to (4.3). Thus,
we can apply the differentiation lemma for parameter-dependent integrals and use the
chain rule together with Theorem 4.1(i) to obtain
d
dh
E
[
f ε
(
X
t,x
hei
t
T
)]∣∣∣
h=0
= E
[
d
dh
f ε
(
X
t,x
hei
t
T
)∣∣∣
h=0
]
= E
[
Df ε(X t,xtT ) (1[t,T ]D
eiX
t,x(t)
T )
]
.
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Next, we verify the left-continuity of ∇xF
ε. To this end, it suffices to prove the
following assertion: For every x = xt ∈ D([0, t],R
d) ⊂ Λ and every sequence (xn)n∈N ⊂
Λ with xn = xntn ∈ D([0, t
n],Rd), tn ∈ [0, t], and d∞(x
n, x)
n→∞
−−−→ 0, there exists a
subsequence (xnk)k∈N such that ∇xF
ε
tnk (x
nk)
k→∞
−−−→ ∇xF
ε
t (x). Fix x = xt and such a
sequence (xn)n∈N ⊂ Λ. For i ∈ {1, . . . , d},∣∣∣E[Df ε(X t,xT ) (1[t,T ]DeiX t,x(t)T )]− E[Df ε(X tn,xnT ) (1[tn,T ]DeiX tn,xn(tn)T )]∣∣∣
6
∣∣∣E[(Df ε(X t,xT )−Df ε(X tn,xnT )) (1[t,T ]DeiX t,x(t)T )]∣∣∣
+
∣∣∣E[Df ε(X tn,xnT ) (1[t,T ]DeiX t,x(t)T − 1[tn,T ]DeiX tn,xn(tn)T )]∣∣∣
=: A +B.
(5.7)
By the convergence (5.2), by Lemma A.1 withB = D([0, T ],Rd), S = L (D([0, T ],Rd),R),
Y = X t,xT , Yn = X
tn,xn
T and ϕ = Df
ε, and by the estimate (4.3), the first term in (5.7)
satisfies
A 6
(
E
∥∥∥Df ε(X t,xT )−Df ε(X tn,xnT )∥∥∥2
L (D([0,T ],Rd),R)
) 1
2
(
E‖DeiX
t,x(t)
T ‖
2
C([t,T ],Rd)
) 1
2 n→∞−−−→ 0.
(5.8)
The second term in (5.7) can be estimated by
B 6
(
E
∥∥∥Df(MεX tn,xnT )Mε∥∥∥2
L (L1([0,T ],Rd),R)
) 1
2
×
(
E
∥∥∥1[t,T ]DeiX t,x(t)T − 1[tn,T ]DeiX tn,xn(tn)T ∥∥∥2L1([0,T ],Rd)
) 1
2
6 ‖Mε‖L (C([0,T ],Rd),L1([0,T ],Rd)
(
E
∥∥∥Df(MεX tn,xnT )∥∥∥2
L (C([0,T ],Rd),R)
) 1
2
×
(
E
∥∥∥1[t,T ]DeiX t,x(t)T − 1[tn,T ]DeiX tn,xn(tn)T ∥∥∥2L1([0,T ],Rd)
) 1
2
=: BεB1B2,
(5.9)
where B1 bounded uniformly in n ∈ N due to the polynomial growth of
Df : C([0, T ],Rd)→ L (C([0, T ],Rd),R),
the estimate (4.3), and since |x(t) − xn(tn)| 6 d∞(x, x
n)
n→∞
−−−→ 0. Note also that Bε =
‖Mε‖L (C([0,T ],Rd),L1([0,T ],Rd) = sups∈R |ηε(s)| = (ε/2)
−1. We further have
B2 6
(
E
∥∥∥1[tn,t]DeiX tn,xn(tn)T ∥∥∥2L1([0,T ];Rd)
) 1
2
+ CT
(
E
∥∥∥DeiX t,x(t)T − (DeiX tn,xn(tn))|[t,T ]∥∥∥2C([t,T ],Rd)
) 1
2
=: B21 + CTB22.
(5.10)
Using the time-homogeneity of Eq. (1.1) and the estimate (4.3), one sees that the term
B21 in (5.10) tends to zero as n→∞ since∥∥∥1[tn,t]DeiX tn,xn(tn)T ∥∥∥L1([0,T ];Rd) ∼
∥∥∥DeiX0,xn(tn)t−tn ∥∥∥
L1([0,t−tn];Rd)
6 (t− tn) sup
ξ∈B1(x(t))
‖DeiX0,ξT ‖C([0,T ],Rd).
(5.11)
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for n large enough. Concerning the term B22 in (5.10) note that∥∥∥DeiX t,x(t)T − (DeiX tn,xn(tn))|[t,T ]∥∥∥C([t,T ],Rd) 6
∥∥∥DeiX t,x(t)T −DeiX t,xn(tn)T ∥∥∥C([t,T ],Rd)
+
∥∥∥DeiX t,xn(tn)T − (DeiX tn,xn(tn))|[t,T ]∥∥∥C([t,T ],Rd),
(5.12)
where the L2(P)-norm of the first term on the right hand side goes to zero as n→∞ due
to Corollary 4.5. For the second term on the right hand side of (5.12) we use Remark 4.3
and Corollary 4.6 to obtain∥∥∥DeiX t,xn(tn)T − (DeiX tn,xn(tn))|[t,T ]∥∥∥C([t,T ],Rd)
=
∥∥∥DX t,xn(tn)T ei −DX t,Xtn,xn(tn)(t)T DeiX tn,xn(tn)(t)∥∥∥C([t,T ],Rd)
6
∥∥∥(DX t,xn(tn)T −DX t,Xtn,xn(tn)(t)T ) ei∥∥∥C([t,T ],Rd)
+
∥∥∥DX t,Xtn,xn(tn)(t)T (ei −DeiX tn,xn(tn)(t))∥∥∥C([t,T ],Rd).
(5.13)
Applying Corollary 4.5, arguing as in (5.5), and using the fact that Lp(P)-convergence
implies almost-sure convergence for a subsequence, one sees that∥∥∥(DX t,xnk (tnk )T −DX t,Xtnk ,xnk (tnk )(t)T ) ei∥∥∥C([t,T ],Rd) k→∞−−−→ 0
in L2(P) for an increasing sequence (nk)k∈N ⊂ N. Finally, the second term on the
right hand side of (5.13) tends to zero as n → ∞ by Theorem 4.1(ii) and a dominated
convergence argument. Thus, in summary, the estimates (5.7)—(5.13) yield the left-
continuity of ∇xF
ε.
To see that ∇xF
ε is boundedness-preserving, we use the polynomial growth of
Df ε : D([0, T ],Rd) → L (D([0, T ],Rd),R), Theorem 4.1(ii) and the estimate (4.1) to
conclude that for all t ∈ [0, T ] and x ∈ D([0, t],Rd),∣∣∣E[Df ε(X t,xtT ) (1[t,T ]DeiX t,x(t)T )]∣∣∣
6
(
E
∥∥∥Df ε(X t,xtT )∥∥∥2
L (D([0,T ],Rd),R)
) 1
2
(
E
∥∥∥1[t,T ]DeiX t,x(t)T ∥∥∥2D([0,T ],Rd)
) 1
2
6 C
(
E(1 + ‖X t,xtT ‖
p
D([0,T ],Rd))
2
) 1
2 sup
ξ∈Rd
(
E‖DeiX t,ξT ‖
2
C([t,T ],Rd)
) 1
2
6 C
(
E(1 + ‖X t,xtT ‖
2p
D([0,T ],Rd))
) 1
2
6 C
(
1 + ‖xt‖
q
D([0,t],Rd)
)
(5.14)
where the exponents p, q ∈ [1,∞) and the constants C ∈ (0,∞) are suitably chosen and
do not depend on t, x or ε.
Lemma 5.3. If f ∈ C2p (C([0, T ],R
d),R) and ε > 0, the non-anticipative functional
F ε = (F εt )t∈[0,T ] defined by (1.5) is twice vertically differentiable. The second verti-
cal derivative ∇2xF
ε = (∇2xF
ε
t )t∈[0,T ] is left-continuous and boundedness-preserving, i.e.,
∇2xF
ε ∈ C0,0l ([0, T ]) ∩B([0, T ]), and is given by
(∇x(∇xF
ε
t )i)j = (∇
2
xF
ε
t (x))(ei, ej)
= E
[
D2f ε(X t,xT )
(
1[t,T ]D
eiX
t,x(t)
T , 1[t,T ]D
ejX
t,x(t)
T
)
+Df ε(X t,x)
(
1[t,T ]D
ei+ejX
t,x(t)
T
)]
(5.15)
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t ∈ [0, T ], x ∈ D([0, t],Rd), i, j ∈ {1, . . . , d}. Moreover,
|∇2xF
ε
t (x)| 6 C
(
1 + ‖x‖qD([0,t],Rd)
)
(5.16)
for all t ∈ [0, T ] and x ∈ D([0, t],Rd), where C, q ∈ (0,∞) does not depend on t, x or ε.
Proof. The proof of the statement follows a line analogous to the proof of Lemma 5.2
and therefore we only give a short sketch. We fix t ∈ [0, T ], x = xt ∈ D([0, t],R
d),
i, j ∈ {1, . . . , d} and apply the differentiation lemma for parameter-dependent integrals
to the mapping
(−δ, δ)× Ω ∋ (h, ω) 7→ Df ε
(
X
t,x
hej
t
T (ω)
)(
1[t,T ]D
eiX
t,x(t)+hej
T (ω)
)
∈ R,
where δ > 0 and x
hej
t ∈ D([0, t],R
d) is the vertical perturbation of xt by hej ∈ R
d.
For fixed ω, we apply the product rule to a mapping of the form (−δ, δ) ∋ h 7→
Ahfh, where h 7→ Ah ∈ L (D([0, T ],R
d),R) and h 7→ fh ∈ D([0, T ],R
d) are Fréchet
differentiable, which takes the usual form (with an analogous proof to the real case)
d
dh
(Ahfh) = (
d
dh
Ah)fh + Ah
d
dh
fh. Furthermore, Ah takes the form Ah = B(gh) where
h 7→ gh ∈ D([0, T ],R
d) and B : D([0, T ],Rd) → L (D([0, T ],Rd),R) are also Fréchet
differentiable and hence, by the chain rule, d
dh
(Ahfh) = DB(gh)[
d
dh
gh]fh+Ah
d
dh
fh. Thus,
d
dh
Df ε
(
X
t,x
hej
t
T (ω)
)(
1[t,T ]D
eiX
t,x(t)+hej
T (ω)
)
= D2f ε
(
X
t,x
hej
t
T (ω)
)(
1[t,T ]D
ejX
t,x(t)+hej
T (ω),1[t,T ]D
eiX
t,x(t)+hej
T (ω)
)
+Df ε
(
X
t,x
hej
t
T (ω)
)(
1[t,T ]D
eiDejX
t,x(t)+hej
T (ω)
)
.
(5.17)
Using the polynomial growth of Df ε and D2f ε together with Theorem 4.1(i) this implies,
as in the proof of Lemma 5.2, that there exist C, q ∈ (0,∞) such that, for all h ∈ (−δ, δ)
∣∣∣∣∣ ddhDf ε
(
X
t,x
hej
t
T
)(
1[t,T ]D
eiX
t,x(t)+hej
T
)∣∣∣∣∣
≤ C
(
1 + ‖xt‖D([0,t],Rd) + sup
ξ∈Bδ(x(t))
‖X t,ξT ‖C([t,T ],Rd)
)q
×
(
sup
ξ∈Bδ(x(t))
‖DeiX t,ξT ‖C([t,T ],Rd) sup
ξ∈Bδ(x(t))
‖DejX t,ξT ‖C([t,T ],Rd)
+ sup
ξ∈Bδ(x(t))
‖Dei+ejX t,ξT ‖C([t,T ],Rd)
)
,
where the last the upper bound belongs to Lp(Ω) for every p ∈ [1,∞) by (4.3). Therefore,
using also the symmetry of D2f ε,
(∇x(∇xF
ε
t )i)j =
d
dh
(
E
[
Df ε
(
X
t,x
hej
t
T
)(
1[t,T ]D
eiX
t,x(t)+hej
T
)])∣∣∣∣
h=0
= E
[
d
dh
(
Df ε
(
X
t,x
hej
t
T
)(
1[t,T ]D
eiX
t,x(t)+hej
T
))∣∣∣
h=0
]
= E
[
D2f ε(X t,xtT )
(
1[t,T ]D
eiX
t,x(t)
T , 1[t,T ]D
ejX
t,x(t)
T
)
+Df ε(X t,xtT )
(
1[t,T ]D
ei+ejX
t,x(t)
T
)]
.
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The proof of the left continuity of the second term is essentially identical to the proof of
the left continuity of ∇xF
ε . For the left continuity of the first term one uses a telescoping
sum and Hölder’s inequality to get∣∣∣E[D2f ε(X t,x) (1[t,T ]DeiX t,x(t)T , 1[t,T ]DejX t,x(t)T )]
−E
[
D2f ε(X t
n,xn)
(
1[tn,T ]D
eiX
tn,xn(t)
T , 1[tn,T ]D
ejX
tn,xn(t)
T
)]∣∣∣ := |E(A(u, v)−An(un, vn))|
≤ |E(An(un, v − vn))|+ |E((A− An)(un, v))|+ |E(A(u− un, v))|
≤ ‖An‖L4(Ω;L (2)(L1([0,T ],Rd),R))‖un‖L4(Ω;L1([0,T ],Rd))‖v − vn‖L2(Ω,L1([0,T ],Rd))
+ ‖A− An‖L2(Ω;L (2)(D([0,T ],Rd),R))‖un‖L4(Ω;D([0,T ],Rd))‖v‖L4(Ω,D([0,T ],Rd))
+ ‖A‖L4(Ω;L (2)(L1([0,T ],Rd),R))‖u− un‖L2(Ω;L1([0,T ],Rd))‖vn‖L4(Ω;L1([0,T ],Rd))
:= an + bn + cn.
Now bn can be treated as (5.8) using Lemma A.1 with
B = D([0, T ],Rd), S = L (2)(D([0, T ],Rd),R), Y = X t,xT , Yn = X
tn,xn
T , ϕ = D
2f ε.
The terms an and cn can be handled analogously to error term B in (5.9), where we first
select a subsequence such that ank → 0, then a further subsequence such that cnkl → 0.
This will finally show that for every x = xt ∈ D([0, t],R
d) ⊂ Λ and every sequence
(xn)n∈N ⊂ Λ with x
n = xntn ∈ D([0, t
n],Rd), tn ∈ [0, t], and d∞(x
n, x)
n→∞
−−−→ 0, there
exists a subsequence (xnkl )l∈N such that ∇
2
xF
ε
t
nkl
(xnkl )
l→∞
−−−→ ∇2xF
ε
t (x) verifying the left-
continuity of ∇2xF .
Finally, the estimate (5.16) (and hence that ∇2xF is boundedness preserving) follows
from (5.15) by analogous estimates as in (5.14), using the polynomial growth of
Df ε : D([0, T ],Rd)→ L (D([0, T ],Rd),R)
and D2f ε : D([0, T ],Rd) → L (2)(D([0, T ],Rd),R) combined with Theorem 4.1(ii) and
the estimate (4.1).
Remark 5.4. In a completely analogous fashion, with more notational effort, one can
prove that if f ∈ Cnp (C([0, T ],R
d),R) and ε > 0, then the non-anticipative functional
F ε = (F εt )t∈[0,T ] defined by (1.5) is n-times vertically differentiable, n ∈ N. The n-th
vertical derivative ∇nxF
ε = (∇nxF
ε
t )t∈[0,T ] is left-continuous and boundedness-preserving,
i.e., ∇nxF
ε ∈ C0,0l ([0, T ]) ∩ B([0, T ]), and
|∇nxF
ε
t (x)| 6 C
(
1 + ‖x‖qD([0,t],Rd)
)
for all t ∈ [0, T ] and x ∈ D([0, t],Rd), where C, q ∈ (0,∞) does not depend on t, x or ε.
Lemma 5.5. If f ∈ C1p(C([0, T ],R
d),R) and ε > 0, the non-anticipative functional F ε =
(F εt )t∈[0,T ] defined by (1.5) is horizontally differentiable. The horizontal derivative DF
ε =
(DtF
ε)t∈[0,T ) is continuous at fixed times, and the extension (DtF
ε)t∈[0,T ] of (DtF
ε)t∈[0,T )
by zero belongs to the class B([0, T ]). The horizontal derivative is given by
DtF
ε(x) = E
[
Df(MεX t,xT )
(
x(t)ηε(· − t)−
∫ T
t
η′ε(· − r)X
t,x(t)(r) dr
)]
, (5.18)
t ∈ [0, T ), x ∈ D([0, t],Rd). Moreover,
|DtF
ε(x)| 6 Cε
(
1 + ‖x‖qD([0,t],Rd)
)
(5.19)
for all t ∈ [0, T ) and x ∈ D([0, t],Rd), where Cε, q ∈ (0,∞) do not depend on t or x.
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Proof. Fix t ∈ [0, T ). In order to verify that F ε is horizontally differentiable at t, we have
to show that for every x = xt ∈ D([0, t],R
d) the right derivative
DtF
ε(x) =
d+
dh
Ef ε
(
X
t+h,xt,h
T
)∣∣∣∣
h=0
= lim
hց0
1
h
E
[
f ε
(
X
t+h,xt,h
T
)
− f ε
(
X t,xtT
)]
(5.20)
exists. For x ∈ D([0, t],Rd) and y ∈ D([t, T ],Rd), let x ⊕ y ∈ D([0, T ],Rd) denote the
càdlàg function defined by
x⊕ y (s) :=

x(s), s ∈ [0, t)y(s), s ∈ [t, T ].
Moreover, for h ∈ [0, T − t], let Th : D([t, T ],R
d) → D([t, T ],Rd) be the translation
operator defined by
(Thy)(s) :=

y(t), s ∈ [t, t+ h)y(s− h), s ∈ [t+ h, T ].
Note that, due to the time-homogeneity of Eq. (1.1), the D([0, T ],Rd)-valued random
variables X
t+h,xt,h
T and xt ⊕ ThX
t,x(t)
T have the same distribution. As a consequence, we
can rewrite (5.20) as
DtF
ε(x) =
d+
dh
Ef ε
(
xt ⊕ ThX
t,x(t)
T
)∣∣∣∣
h=0
=
d+
dh
Ef
(
Mε
[
xt ⊕ ThX
t,x(t)
T
])∣∣∣∣
h=0
(5.21)
Now, for y ∈ D([t, T ],Rd) and s ∈ [0, T ],
Mε
[
xt ⊕ Thy
]
(s)
=
∫ t
−ε
ηε(s− r)xt(r) dr +
∫ t+h
t
ηε(s− r)y(t) dr +
∫ T
t+h
ηε(s− r)y(r− h) dr
=
∫ t
−ε
ηε(s− r)xt(r) dr + y(t)
∫ t+h
t
ηε(s− r) dr +
∫ T−h
t
ηε(s− r − h)y(r) dr
(5.22)
and therefore, as supp ηε ⊂ [0, ε] and s ∈ [0, T ] (and hence the boundary term vanishes
when differentiating the third integral above),
d+
dh
Mε
[
xt ⊕ Thy
]
(s) = ηε(s− t− h)y(t)−
∫ T−h
t
η′ε(s− r − h)y(r) dr
= ηε(s− t− h)y(t)−
∫ T
t+h
η′ε(s− r)y(r − h) dr, s ∈ [0, T ].
The above calculation is also valid uniformly with respect to s ∈ [0, T ]; that is, in
C([0, T ],Rd), as η is C∞ with compact support. In order to differentiate under the
expectation sign in (5.21), for h ∈ [0, T − t], we have the bound∣∣∣∣∣d
+
dh
f
(
Mε
[
xt ⊕ ThX
t,x(t)
T
])∣∣∣∣∣
=
∣∣∣∣∣Df
(
Mε
[
xt ⊕ ThX
t,x(t)
T
]) (
x(t)ηε(· − t− h)−
∫ T
t+h
η′ε(· − r)X
t,x(t)(r − h) dr
)∣∣∣∣∣
≤ C
(
1 +
∥∥∥xt ⊕ ThX t,x(t)T ∥∥∥D([0,T ],Rd)
)q′
×∥∥∥∥∥x(t)ηε(· − t− h)−
∫ T
t+h
η′ε(· − r)X
t,x(t)(r − h) dr
∥∥∥∥∥
C([0,T ],Rd)
≤ Cε
(
1 + ‖xt‖D([0,t],Rd) +
∥∥∥X t,x(t)T ∥∥∥C([t,T ],Rd)
)q′ ∥∥∥X t,x(t)T ∥∥∥C([t,T ],Rd)
(5.23)
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where the last upper bounds belongs to Lp(Ω) for every p ∈ [1,∞) due to (4.1). Therefore,
by (5.21), it follows that
DtF
ε(x) =
d+
dh
Ef
(
Mε
[
xt ⊕ ThX
t,x(t)
T
])∣∣∣∣
h=0
= E
d+
dh
f
(
Mε
[
xt ⊕ ThX
t,x(t)
T
])∣∣∣∣
h=0
= E
[
Df(MεX t,xT )
(
x(t)ηε(· − t)−
∫ T
t
η′ε(· − r)X
t,x(r) dr
]
,
(5.24)
for t ∈ [0, T ) and x ∈ D([0, t],Rd). The continuity of DF ε at fixed times now follow
from the formula (5.18) and the continuity of ξ 7→ X t,ξT asserted by Theorem 4.1(i).
Finally, (5.19) follows from (5.23) and (4.1) and therefore the extension (DtF
ε)t∈[0,T ] of
(DtF
ε)t∈[0,T ) by zero belongs to the class B([0, T ]).
Remark 5.6. Using the formulae for ∇xF
ε and ∇2xF
ε from Lemmata 5.2 and 5.3, re-
spectively, and arguments completely analogous to the ones in Lemma 5.5 one also has
that ∇xF
ε and ∇2xF
ε are horizontally differentiable, if f ∈ C2p(C([0, T ],R
d),R) and
f ∈ C3p (C([0, T ],R
d),R), respectively (in fact, ∇nxF
ε is horizontally differentiable, if
f ∈ Cn+1p (C([0, T ],R
d),R) for all n ∈ N). For n = 1, 2 the horizontal derivative
D∇nxF
ε = (Dt∇
n
xF
ε)t∈[0,T ) is continuous at fixed times, and the extension (Dt∇
n
xF
ε)t∈[0,T ]
of (Dt∇
n
xF
ε)t∈[0,T ) by zero belongs to the class B([0, T ]). Moreover,
|Dt∇
n
xF
ε(x)| 6 Cε
(
1 + ‖x‖qD([0,t],Rd)
)
for all t ∈ [0, T ) and x ∈ D([0, t],Rd), where Cε, q ∈ (0,∞) do not depend on t or x. For
example, using that the D([0, T ],Rd)×D([0, T ],Rd)-valued random variables
(
X
t+h,xt,h
T ,1[t+h,T ]D
eiX t+h,xt,h
)
and
(
xt ⊕ ThX
t,x(t)
T , Th(1[t,T ]D
eiX
t,x(t)
T )
)
have the same distribution one can calculate, as in Lemma 5.5,
(Dt∇xF
ε)i(x) =
E
[
D2f(MεX t,xT )
(
x(t)ηε(· − t)−
∫ T
t
η′ε(· − r)X
t,x(t)
T (r) dr,M
ε[1[t,T ]D
eiX
t,x(t)
T ]
)]
+ E
[
Df(MεX t,xT )
(
eiηε(· − t)−
∫ T
t
η′ε(· − r)D
eiX
t,x(t)
T (r) dr
)]
.
Furthermore, using the formula for DF from Lemma 5.5 and arguments analogous to
those in the proof of Lemmata 5.2 and 5.3 one can explicitly check, for n = 1, 2, that DF
is n-times vertically differentiable if f ∈ Cn+1p (C([0, T ],R
d),R) and ∇nxDF = D∇
n
xF (in
fact this holds for general n ∈ N).
In summary, the combination of Lemmata 5.1, 5.2, 5.3 and 5.5 implies the desired
regularity of F ε.
Theorem 5.7. If f ∈ C2p (C([0, T ],R
d),R) and ε > 0, the non-anticipative functional
F ε = (F εt )t∈[0,T ] defined by (1.5) belongs to the class C
1,2
b ([0, T ]). The vertical and hori-
zontal derivatives are given by (5.6), (5.15) and (5.18).
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6 Functional Kolmogorov equation
In this section we show that F ε satisfies a backward functional Kolmogorov equation. We
have already seen in the previous section that F ε is regular enough when f is. Therefore,
in order to apply Theorem 3.7 one needs to check whether (F εt (Xt))t∈[0,T ] is a martingale
w.r.t. (Ft)t∈[0,T ]. This is easily done using the following result.
Proposition 6.1. Let ϕ : D([0, T ],Rd) → R be a measurable mapping with polynomial
growth and Φ = (Φt)t∈[0,T ] be the non-anticipative functional defined by
Φt(x) := Eϕ(X
t,x
T ), x ∈ D([0, t],R
d). (6.1)
Then (Φt(Xt))t∈[0,T ] is a martingale w.r.t. (Ft)t∈[0,T ].
Proof. The solution X to Eq. (1.1) is a Markov process w.r.t. the filtration (Ft)t∈[0,T ],
see, e.g., [28, Section 19.7]. For 0 6 s 6 t 6 T , x ∈ R and ψ : D([t, T ],Rd)→ R bounded
and measurable we have
E
(
ψ
(
Xs,x|[t,T ]
)∣∣∣Ft) = E(ψ(X t,y|[t,T ]))∣∣∣
y=Xs,x(t)
, (6.2)
compare [16, Proposition 5.15].
Fix 0 6 s 6 t 6 T and assume for a moment that ϕ is of the form
ϕ(x) = ϕ1(x|[0,s])ϕ2(x|[s,t])ϕ3(x|[t,T ]), x ∈ D([0, T ],R
d),
with ϕ1 : D([0, s],R
d)→ R, ϕ2 : D([s, t],R
d)→ R and ϕ3 : D([t, T ],R
d)→ Rmeasurable
and bounded. In this case,
E(Φt(Xt)|Fs) = E
(
E(ϕ(X t,y))|y=Xt
∣∣∣Fs)
= E
[
ϕ1
(
X|[0,s]
)
ϕ2
(
X|[s,t]
)
E
(
ϕ3
(
X t,y|[t,T ]
))∣∣∣
y=X(t)
∣∣∣∣Fs
]
= ϕ1
(
X|[0,s]
)
E
[
ϕ2
(
Xs,x|[s,t]
)
E
(
ϕ3
(
X t,y|[t,T ]
))∣∣∣
y=Xs,x(t)
]∣∣∣∣
x=X(s)
= ϕ1
(
X|[0,s]
)
E
[
ϕ2
(
Xs,x|[s,t]
)
E
(
ϕ3
(
Xs,x|[t,T ]
)∣∣∣Ft)
]∣∣∣∣
x=X(s)
= ϕ1
(
X|[0,s]
)
E
[
ϕ2
(
Xs,x|[s,t]
)
ϕ3
(
Xs,x|[t,T ]
)]∣∣∣∣
x=X(s)
= E
(
ϕ(Xs,x)
)∣∣∣
x=Xs
= Φs(Xs),
(6.3)
where we have used the Markov property (6.2) in the third and the fourth step.
Let C denote the collection of all cylinder sets A ∈ BT of the form
A = {x ∈ D([0, T ],Rd) : x(t1) ∈ B1, . . . , x(tn) ∈ Bn}
where 0 6 t1 6 . . . 6 tn 6 T , Bi ∈ B(R
d), i = 1, . . . , n, and n ∈ N. Then C is closed
under finite intersections, σ(C) = BT , and all A ∈ C satisfy
E
(
E(1A(X
t,y))|y=Xt
∣∣∣Fs) = E(1A(Xs,x))∣∣∣
x=Xs
(6.4)
according to (6.3) with ϕ = 1A. Since the class of all A ∈ BT satisfying (6.4) is a Dynkin
system, we obtain that (6.4) is fulfilled for all sets A ∈ BT . By approximation, the
indicator function 1A in (6.4) can be replaced by every measurable ϕ : D([0, T ],R
d)→ R
with polynomial growth.
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Now the backward functional Kolmogorov equation for F ε follows almost immediately.
Corollary 6.2. If f ∈ C2p(C([0, T ],R
d),R) and ε > 0, then the non-anticipative func-
tional F ε = (F εt )t∈[0,T ] defined by (1.5) satisfies the functional partial differential equation
DtF
ε(xt) = −b(x(t))∇xF
ε
t (xt)−
1
2
Tr
(
∇2xF
ε
t (xt) σ(x(t)) σ
⊤(x(t))
)
F εT (x) = f(x)

 (6.5)
for all t ∈ (0, T ) and all x ∈ C([0, T ],Rd) with x(0) = ξ0.
Proof. It follows from Theorem 5.7 that F ε ∈ C1,2b ([0, T ]) and Proposition 6.1 shows that
(F εt (Xt))t∈[0,T ] is a martingale w.r.t. (Ft)t∈[0,T ]. As shown in Lemma A.2, the topological
support of X in C([0, T ],Rd) is the set {x ∈ C([0, T ],Rd) : x(0) = ξ0} and hence the
result follows from Theorem 3.7.
7 Error representation
Here we give an explicit formula for the weak error E(f ε(X˜T ) − f
ε(XT )), where X and
X˜ are the solutions to (1.1) and (1.3), respectively, and f ε is the regularized version of
a given path-dependent functional f as defined in (2.2)–(2.4). As the following remark
shows, we implicitly also obtain a representation of the weak error E(f(X˜T )−f(XT )) for
the ‘original’ functional f .
Remark 7.1. Under Assumptions 2.1 and 2.2 and for f ∈ C1p(C([0, T ],R
d),R), we have
E
(
f(X˜T )− f(XT )
)
= lim
ε→0
E
(
f ε(X˜T )− f
ε(XT )
)
. (7.1)
This follows from applying a first order Taylor expansion to f around XT , the dominated
convergence theorem, using that f ε(x)
ε→0
−−→ f(x) for all x ∈ C([0, T ],R) and the finiteness
of E(‖X˜T‖
p
C([0,T ],R) + ‖XT‖
p
C([0,T ],R)) for p ≥ 1.
The proof of our error representation formula is based on the functional Itô formula
from Theorem 3.6, the regularity properies of the non-anticipative functional F ε and the
explicit representation of its derivatives from Theorem 5.7, and the backward functional
Kolmogorov equation from Corollary 6.2. Recall that we assume X(0) = X˜(0) = ξ0 ∈ R
d
and hence by the definition (1.5) of F ε, we have
E
(
f ε(X˜T )− f
ε(XT )
)
= E
(
F εT (X˜T )− F
ε
0 (X˜0)
)
.
Theorem 7.2. Let Assumptions 2.1 and 2.2 hold, and let X = (X(t))t>0 and X˜ =
(X˜(t))t∈[0,T ] be the strong solutions to Equations (1.1) and (1.3), respectively, both starting
from ξ0 ∈ R
d. Let f ∈ C2p (C([0, T ],R
d),R) and, for ε > 0, let f ε and F ε = (F εt )t∈[0,T ]
be given by (2.2)–(2.4) and (1.5), respectively. Then, the following weak error formula
holds:
E
(
f ε(X˜T )− f
ε(XT )
)
= E

∫ T
0
∇xF
ε
t (X˜t)
(
b˜(t, X˜t)− b(X˜(t))
)
dt
+
1
2
∫ T
0
Tr
{
∇2xF
ε
t (X˜t)
(
σ˜(t, X˜t) σ˜
⊤(t, X˜t)− σ(X˜(t)) σ
⊤(X˜(t))
)}
dt

.
(7.2)
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Writing the vertical derivatives of F ε explicitly, this reads
E
(
f ε(X˜T )− f
ε(XT )
)
= E

∫ T
0
d∑
j=1
(
E
[
Df ε(X t,xT ) (1[t,T ]D
ejX
t,x(t)
T )
])∣∣∣
x=X˜t
(
b˜j(t, X˜t)− bj(X˜(t))
)
dt
+
1
2
∫ T
0
d∑
i,j,k=1
{(
E
[
D2f ε(X t,xT )
(
1[t,T ]D
eiX
t,x(t)
T , 1[t,T ]D
ejX
t,x(t)
T
)
+Df ε(X t,x)
(
1[t,T ]D
ei+ejX
t,x(t)
T
)])∣∣∣∣
x=X˜t
(
σ˜ik σ˜jk(t, X˜t)− σik σjk(X˜(t))
)}
dt

.
(7.3)
Proof. By Theorem 5.7 we can apply the functional Itô formula (Theorem 3.6) to the
non-anticipative functional F ε = (F εt )t∈[0,T ] and the continuous semi-martingale X˜ =
(X˜(t))t∈[0,T ]. Therefore,
F εT (X˜T )− F
ε
0 (X˜0)
=
∫ T
0
DtF
ε(X˜t) dt+
∫ T
0
∇xF
ε
t (X˜t) dX˜(t) +
1
2
∫ T
0
Tr
(
∇2xF
ε
t (X˜t) d[X˜](t)
)
=
∫ T
0
DtF
ε(X˜t) dt+
∫ T
0
∇xF
ε
t (X˜t)
(
b˜(t, X˜t) dt+ σ˜(t, X˜t) dW (t)
)
+
1
2
∫ T
0
Tr
(
∇2xF
ε
t (X˜t) σ˜(t, X˜t) σ˜
⊤(t, X˜t)
)
dt.
Using the functional backward Kolmogorov equation from Corollary 6.2 and taking ex-
pectations, we obtain (7.2). The explicit formulas for the vertical derivatives of F ε in
Lemmata 5.2 and 5.3 yield (7.3).
8 Application to the Euler scheme
In this section we consider the one-dimensional case d = m = 1 and the explicit Euler
discretization of (1.1). Let 0 = τ0 < τ1 < . . . < τN = T be discretization times with
maximal step size
δ := max{|τn+1 − τn| : n = 1, . . . , N},
and let (Y (τn))n∈{0,...,N} be given by Y (0) = ξ0 and
Y (τn+1) = Y (τn) + b(Y (τn))(τn+1 − τn) + σ(Y (tn))(W (τn+1)−W (τn)).
Let (Y (t))t∈[0,T ] be the continuous-time process obtained by piecewise linear interpolation
of (Y (τn))n∈{0,...,N}; i.e., for n ∈ {0, . . . , N − 1} and t ∈ [τn, τn+1], we define
Y (t) = Y (τn) +
t− τn
τn+1 − τn
(Y (τn+1)− Y (τn))
= Y (τn) +
∫ t
τn
b(Y (τn)) ds+
∫ t
τn
σ(Y (τn))(W (τn+1)−W (τn)) ds.
(8.1)
Our main result of this section is as follows. It is a direct consequence of Proposition 8.3
and Proposition 8.4, both of which are proved subsequently, and the triangle inequality.
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Theorem 8.1. Let Assumption 2.1 hold with d = m = 1. Let (X(t))t>0 be the strong
solution to (1.1) and (Y (t))t∈[0,T ], given by (8.1), be the piecewise linear interpolation of
the solution to the explicit Euler scheme applied to (1.1). If f ∈ C4p (C([0, T ],R),R), then
there exists a constant C ∈ (0,∞) which does not depend on the maximal step size δ such
that, for all δ ∈ (0, 1], ∣∣∣E(f(YT )− f(XT ))∣∣∣ 6 Cδ.
Note that while Y is numerically computable it does not satisfy an equation like (1.3)
and hence the weak error representation from Theorem 7.2 is not directly applicable.
Therefore, we will first define a stochastic interpolation (X˜(t))t∈[0,T ] of (Y (τn))n∈{0,...,N},
given below by (8.5), which is not feasible for numerical computations but satisfies an
SDE of the type (1.3). Then we have
E
(
f(YT )− f(XT )
)
= E
(
f(YT )− f(X˜T )
)
+ E
(
f(X˜T )− f(XT )
)
. (8.2)
The two terms on the right-hand side will be analysed in the following two subsections.
The first term is easier to handle and will be treated by means of a second order Taylor
expansion of f around YT and a Lévy-Ciesielsky-type expansion of Brownian motion (no
functional Itô calculus arguments are used here). The more difficult estimation of the
second term on the right hand side of (8.2) is based on our general error expansion result
in Theorem 7.2.
As an application of Theorem 8.1 we consider the approximation of covariances
Cov(X(t1), X(t2)) of the solution process.
Example 8.2. Let t1, t2 ∈ [0, T ]. In the situation of Theorem 8.1 we have that
|Cov(Y (t1), Y (t2))− Cov(X(t1), X(t2))| 6 Cδ (8.3)
for all δ ∈ (0, 1], with a constant C ∈ (0,∞) independent of δ. Indeed, note that
|Cov(Y (t1), Y (t2))− Cov(X(t1), X(t2))| 6 |E(Y (t1)Y (t2))− E(X(t1)X(t2))|
+ |E(Y (t1))− E(X(t1))| · |E(Y (t2))|
+ |E(X(t1))| · |E(Y (t2))− E(X(t2))|.
Since E(Y (t1)) is bounded independently of δ, the estimate (8.3) follows from three
applications of Theorem 8.1 to the functionals f0, f1, f2 : C([0, T ],R)→ R given by
f0(x) = x(t1)x(t2), f1(x) = x(t1), f2(x) = x(t2).
8.1 From piecewise linear to stochastic interpolation
For t ∈ [0, T ] we use the notation
τn(t) := max{τm : m ∈ {0, . . . , N}, τm 6 t},
and for xt ∈ D([0, t];R) we set
b˜(t, xt) := b(x(τn(t))), σ˜(t, xt) := σ(x(τn(t))). (8.4)
Let (X˜(t))t∈[0,T ] be the stochastic interpolation of (Y (τn))n∈{0,...,N} given by (1.3) with b˜
and σ˜ defined by (8.4). That is, for n ∈ {0, . . . , N − 1} and t ∈ [τn, τn+1],
X˜(t) = Y (τn) +
∫ t
τn
b(Y (τn)) ds+
∫ t
τn
σ(Y (τn)) dW (s). (8.5)
26
Proposition 8.3. Let Assumption 2.1 hold with d = m = 1. Let (Y (t))t∈[0,T ] be the
piecewise linear interpolation of the solution to the explicit Euler scheme given by (8.1)
and (X˜(t))t∈[0,T ] be the corresponding stochastic interpolation given by (8.5). If f ∈
C2p(C([0, T ],R),R), then there exists a constant C ∈ (0,∞) not depending on δ such
that, for all δ ∈ (0, 1], ∣∣∣E(f(YT )− f(X˜T ))∣∣∣ 6 Cδ.
Proof. A second order Taylor expansion of f around YT yields
E
(
f(X˜T )− f(YT )
)
= E
(
Df(YT )(X˜T − YT )
)
+ E
(
(1− θ)
∫ 1
0
D2f
(
YT + θ(X˜T − YT )
)(
X˜T − YT , X˜T − YT
)
dθ
)
=: e1 + e2.
(8.6)
We show that the first term e1 on the right hand side of (8.6) equals zero. This follows
from the fact that the C([0, T ],R)-valued random variables X˜T −YT and YT are indepen-
dent, that ‖YT‖C([0,T ],R) has finite moments of all orders uniformly in δ (this can be easily
seen from (8.1)), and that the C([0, T ],R)-valued random variable X˜T − YT is integrable
and has mean zero. To see the latter, observe that in view of (8.1) and (8.5) we have
X˜(t)−Y (t) =
N−1∑
n=0
1(τn,τn+1](t)
((
W (t)−W (τn)
)
−
t− τn
τn+1 − τn
(
W (τn+1)−W (τn)
))
. (8.7)
In order to verify the independence of X˜T − YT and YT , we use a suitable modifica-
tion of the Lévy-Ciesielski construction of Brownian motion. Let (Hk)k∈N0 be the Haar
orthonormal basis of L2([0, 1];R), i.e., H0(t) = 1 and for j ∈ N and ℓ ∈ {0, . . . , 2
j − 1}
H2j+ℓ(t) =


2j/2, on
[
ℓ
2j
, 2ℓ+1
2j+1
)
−2j/2, on
[
2ℓ+1
2j+1
, ℓ+1
2j
)
0, otherwise.
For every n ∈ {0, . . . , N − 1} we define a corresponding orthonormal basis (Hnk )k∈N0 of
L2([τn, τn+1];R) by setting
Hnk (x) := (τn+1 − τn)
−1/2Hk
(
t− τn
τn+1 − τn
)
, t ∈ [τn, τn+1].
The Schauder functions corresponding to the Hnk are denoted by S
n
k , i.e., S
n
k (t) :=∫ t
τn
Hnk (s) ds, t ∈ [τn, τn+1]. In the sequel, we identify the Haar and Schauder func-
tions Hnk and S
n
k with their extensions by zero to [0, T ]. Arguing as in the proof of the
Lévy-Ciesielski construction of Brownian motion (see, e.g., [28]) we have
W |[τn,τn+1] =
∞∑
k=0
( ∫ τn+1
τn
Hnk (s) dW (s)
)
Snk
as an identity in the space L2(Ω;C([τn, τn+1];R)), where the infinite sum converges in
L2(Ω;C([τn, τn+1];R)). This yields the representation
WT =
∞∑
k=0
{N−1∑
n=0
( ∫ τn+1
τn
Hnk (s) dW (s)
)
Snk 1(τn,τn+1]
}
,
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holding as an identity in the space L2(Ω;C([0, T ];R)). Note that the random variables∫ τn+1
τn H
n
k dW (s), n ∈ {0, . . . , N − 1}, k ∈ N0 are independent and standard normally
distributed. By (8.7) and the fact that each family (Snk )k∈N0 is a Schauder basis for
C([τn, τn+1],R), it is now obvious that
X˜T − YT =
∞∑
k=1
{N−1∑
n=0
( ∫ τn+1
τn
Hnk (s) dW (s)
)
Snk 1(τn,τn+1]
}
,
where the infinite sum starts at k = 1 instead of k = 0. Since YT can be represented as
a functional of the random variables
∫ τn+1
τn
Hn0 dW (s), n ∈ {0, . . . , N − 1}, it follows that
the C([0, T ],R)-valued random variables X˜T − YT and YT are independent.
It remains to estimate the absolute value of the second term on the right hand side of
(8.6). As the second derivative of f has polynomial growth, we use Hölder’s inequality
to estimate
|e2| ≤ C
(
E‖X˜T‖
2p
C([0,T ],R) + E‖YT‖
2p
C([0,T ],R)
) 1
2
(
E
(
‖X˜T − YT‖
4
C([0,T ],R)
)) 1
2
Using Gronwall’s lemma and the Burkolder inequality one can check that E‖X˜T‖
2p
C([0,T ],R)
and E‖YT‖
2p
C([0,T ],R) are bounded uniformly in δ. Finally, using (8.7), we have
E
(
‖X˜T − YT‖
4
C([0,T ],R)
)
= E
(
sup
t∈[0,T ]
(X˜(t)− Y (t))4
)
6 8E
(
sup
t∈[0,T ]
N−1∑
n=0
1(τn,τn+1](t)(W (t)−W (τn))
4
)
+ 8E
(
sup
n∈{0,...,N−1}
(W (τn+1)−W (τn))
4
)
6 8
(
4
3
)4
sup
t∈[0,T ]
E
(N−1∑
n=0
1(τn,τn+1](t)(W (t)−W (τn))
4
)
+ 8
(
4
3
)4
sup
n∈{0,...,N−1}
E
(
(W (τn+1)−W (τn))
4
)
= 48
(
4
3
)4
δ2,
where, in the penultimate step, we have used Doob’s maximal inequality for submartin-
gales.
8.2 Weak order for the stochastically interpolated Euler scheme
Here we use our main result, Theorem 7.2, to estimate the second term on the right hand
side of (8.2).
Proposition 8.4. Let Assumption 2.1 hold with d = m = 1. Let (X(t))t>0 be the strong
solution to (1.1) and (X˜(t))t∈[0,T ] be the solution to the stochastically interpolated Euler
scheme given by (8.5). If f ∈ C4p(C([0, T ],R),R), then there exists a constant C ∈ (0,∞)
not depending on δ such that, for all δ ∈ (0, 1],
∣∣∣E(f(X˜T )− f(XT ))∣∣∣ 6 Cδ.
We prepare the proof of Proposition 8.4 by proving three Lemmata. Note in partic-
ular that Lemma 8.7 states a functional backward Kolmogorov equation for the vertical
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derivatives of F ε. In the sequel, Assumption 2.1 is supposed to hold for d = m = 1, and
f ε and F ε are given by (2.2)–(2.4) and (1.5), respectively. Moreover, we use the following
notation, similar to the one used in the proof of Lemma 5.5: Given 0 6 τ 6 t 6 T and
x ∈ D([0, τ ],R), y ∈ D([τ, t],R), we write x ⊕ y ∈ D([0, t],R) for the càdlàg function
defined by
x⊕ y (s) :=

x(s), s ∈ [0, τ)y(s), s ∈ [τ, t].
Lemma 8.5. Let f ∈ C3p (C([0, T ],R),R) and fix ε > 0, n ∈ {0, . . . , N − 1} and xτn ∈
C([0, τn];R). Let G = (Gt)t∈[τn,τn+1] be the non-anticipative functional on D([τn, τn+1],R)
defined by
Gt(yt) := ∇xF
ε
t (xτn ⊕ yt)
(
b(y(τn))− b(y(t))
)
, yt ∈ D([τn, t];R). (8.8)
Then G belongs to the class C1,2b ([τn, τn+1]), and for t ∈ [τn, τn+1] and yt ∈ D([τn, t],R)
we have
DtG(yt) = (Dt∇xF
ε)(xτn ⊕ yt)
(
b(y(τn))− b(y(t))
)
,
∇xGt(yt) = ∇
2
xF
ε
t (xτn ⊕ yt)
(
b(y(τn))− b(y(t))
)
+∇xF
ε
t (xτn ⊕ yt) b
′(y(t)),
∇2xGt(yt) = ∇
3
xF
ε
t (xτn ⊕ yt)
(
b(y(τn))− b(y(t))
)
+ 2∇2xF
ε
t (xτn ⊕ yt) b
′(y(t))
+∇xF
ε
t (xτn ⊕ yt) b
′′(y(t)).
Proof. One easily checks that if H = (Ht)t∈[a,b] and K = (Kt)t∈[a,b] are non-anticipative
functionals on D([a, b],R), and both H and K are horizontally and vertically differ-
entiable, then so is their product HK = (HtKt)t∈[a,b] and we have the product rules
D(HK) = HDK + KDH and ∇x(HK) = H∇xK + K∇xH . Therefore, since left-
continuity implies continuity at fixed times, it follows that if H,K ∈ C1,kb ([a, b]), then
HK ∈ C1,kb ([a, b]). Define the functional K = (Kt)t∈[τn,τn+1] on D([τn, τn+1],R) by
Kt(yt) = b(y(τn)) − b(y(t)), yt ∈ D([τn, t],R). It is immediate from the definitions
that DK = 0 and that ∇nxKt(yt) = −b
(n)(y(t)) and hence K ∈ C1,kb ([0, T ]). If one de-
fines the functional H = (Ht)t∈[τn,τn+1] on D([τn, τn+1],R) by Ht(yt) = ∇xF
ε
t (xτn ⊕ yt),
yt ∈ D([τn, t],R), then
DtH(yt) = Dt∇xF
ε
t (xτn ⊕ yt) and ∇
n
xHt(yt) = ∇
n+1
x F
ε
t (xτn ⊕ yt).
As ∇xF
ε ∈ C1,2b ([0, T ]) we have H ∈ C
1,2
b ([0, T ]) by Remarks 5.4 and 5.6, and the state-
ment follows.
A completely analogous argument gives the following result and therefore we omit the
proof.
Lemma 8.6. Let f ∈ C4p (C([0, T ],R),R) and fix ε > 0, n ∈ {0, . . . , N − 1} and xτn ∈
C([0, τn],R). Let H = (Ht)t∈[τn,τn+1] be the non-anticipative functional on D([τn, τn+1],R)
defined by
Ht(yt) := ∇
2
xF
ε
t (xτn ⊕ yt)
(
σ2(y(τn))− σ
2(y(t))
)
, yt ∈ D([τn, t],R).
Then H belongs to the class C1,2b ([τn, τn+1]), and for t ∈ [τn, τn+1] and yt ∈ D([τn, t],R)
we have
DtH(yt) = (Dt∇
2
xF
ε)(xτn ⊕ yt)
(
σ2(y(τn))− σ
2(y(t))
)
,
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∇xHt(yt) = ∇
3
xF
ε
t (xτn ⊕ yt)
(
σ2(y(τn))− σ
2(y(t))
)
+ 2∇2xF
ε
t (xτn ⊕ yt) (σσ
′)(y(t)),
∇2xHt(yt) = ∇
4
xF
ε
t (xτn ⊕ yt)
(
σ2(y(τn))− σ
2(y(t))
)
+ 4∇3xF
ε
t (xτn ⊕ yt) (σσ
′)(y(t))
+ 2∇2xF
ε
t (xτn ⊕ yt) ((σ
′)2 + σσ′′)(y(t)).
Lemma 8.7. Let f ∈ C2+np (C([0, T ],R),R), n = 1, 2, and fix ε > 0, n ∈ {0, . . . , N − 1}
and xτn ∈ C([0, τn],R) with x(0) = ξ0. For all t ∈ (τn, τn+1) and y ∈ C([τn, τn+1],R) such
that y(τn) = x(τn) we have
Dt(∇
n
xF
ε)(xτn ⊕ yt) = −∇
n+1
x F
ε
t (xτn ⊕ yt) b(y(t))−
1
2
∇n+2x F
ε
t (xτn ⊕ yt) σ
2(y(t)).
Proof. As discussed in Remark 5.6 we have that D∇nxF = ∇
n
xDF . Hence, as xτn ⊕ yt ∈
C([0, t],R) with (xτn ⊕ yt)(0) = ξ0, the statement follows from Corollary 6.2 by applying
∇x, respectively ∇
2
x, to the functional Kolmogorov equation (6.5) and extending xτn ⊕ y
continuously to [0, T ].
We are now ready to verify the error estimate in Proposition 8.4.
Proof of Proposition 8.4. Let ε > 0 be fixed. In view of Remark 7.1 it is enough to bound
E
(
f ε(X˜T )− f
ε(XT )
)
independently of ε > 0. By Theorem 7.2, we have
E
(
f ε(X˜T )− f
ε(XT )
)
= E
∫ T
0
∇xF
ε
t (X˜t)
(
b˜(t, X˜t)− b(X˜(t))
)
dt
+
1
2
E
∫ T
0
∇2xF
ε
t (X˜t)
(
σ˜2(t, X˜t)− σ
2(X˜(t))
)
dt.
(8.9)
We estimate the two terms on the right hand side of (8.9) separately. Considering
the first term, we have
E
∫ T
0
∇xF
ε
t (X˜t)
(
b˜(t, X˜t)− b(X˜(t))
)
dt
= E
N−1∑
n=0
∫ τn+1
τn
∇xF
ε
t (X˜t)
(
b(X˜(τn))− b(X˜(t))
)
dt
= E
N−1∑
n=0
E
( ∫ τn+1
τn
∇xF
ε
t (X˜t)
(
b(X˜(τn))− b(X˜(t))
)
dt
∣∣∣∣Fτn
)
= E
N−1∑
n=0
∫ τn+1
τn
(
E
[
∇xF
ε
t (X˜
τn,xτn
t )
(
b(x(τn))− b(X˜
τn,xτn
t )
)])∣∣∣∣
xτn=X˜τn
dt.
(8.10)
Let us fix n ∈ {0, . . . , N − 1}, xτn ∈ C([0, τn];R) for a while, and let G = G
ε,xτn be
the non-anticipative functional defined in (8.8). Then, for all t ∈ [τn, τn+1],
E
[
∇xF
ε
t (X˜
τn,xτn
t )
(
b(x(τn))− b(X˜
τn,xτn
t )
)]
= EGt(X˜
τn,x(τn)
t ). (8.11)
Lemma 8.5 allows us to expand Gt(X˜
τn,x(τn)
t ) in (8.11) by applying the functional Itô
formula: For all t ∈ [τn, τn+1],
Gt(X˜
τn,x(τn)
t ) = 0 +
∫ t
τn
DsG(X˜
τn,x(τn)
s ) ds
+
∫ t
τn
∇xGs(X˜
τn,x(τn)
s )
[
b(x(τn)) ds+ σ(x(τn)) dW (s)
]
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+
1
2
∫ t
τn
∇2xGs(X˜
τn,x(τn)
s ) σ
2(x(τn)) ds.
Writing the appearing horizontal and vertical derivatives explicitly according to Lemma 8.5
and Lemma 8.7 with n = 1, we obtain
Gt(X˜
τn,x(τn)
t )
=
∫ t
τn
(
∇2xF
ε
s (X˜
τn,xτn
s ) b(X˜
τn,x(τn)(s)) +
1
2
∇3xF
ε
t (X˜
τn,xτn
s ) σ
2(X˜τn,x(τn)(s))
)
×
(
b(X˜τn,x(τn)(s))− b(x(τn))
)
ds
+
∫ t
τn
(
∇2xF
ε
s (X˜
τn,xτn
s )
(
b(x(τn))− b(X˜
τn,x(τn)(s))
)
+∇xF
ε
s (X˜
τn,xτn
s ) b
′(X˜τn,x(τn)(s))
)
×
[
b(x(τn)) ds+ σ(x(τn)) dW (s)
]
+
1
2
∫ t
τn
(
∇3xF
ε
s (X˜
τn,xτn
s )
(
b(x(τn))− b(X˜
τn,x(τn)(s))
)
+ 2∇2xF
ε
s (X˜
τn,xτn
s ) b
′(X˜τn,x(τn)(s))
+∇xF
ε
s (X˜
τn,xτn
s ) b
(2)(X˜τn,x(τn)(s))
)
σ2(x(τn)) ds.
(8.12)
Arguing similarly as in Section 5, one can use (8.12) to check that there exist constants
C > 0 and p > 1 that do not depend on n, t, or ε such that
∣∣∣EGt(X˜τn,x(τn)t )∣∣∣ 6 C
∫ t
τn
(1 + ‖xτn‖
p
C([0,τn];R)
) ds
6 C(1 + ‖xτn‖
p
C([0,τn];R)
) (τn+1 − τn)
(8.13)
for all xτn ∈ C([0, τn];R). Plugging (8.13) and (8.11) into (8.10) and using the fact
that ‖X˜T‖C([0,T ];R) has finite moments of all orders (as Burkholder’s inequality and an
application of Gronwall’s lemma show) we finally obtain the estimate∣∣∣∣E
∫ T
0
∇xF
ε
t (X˜t)
(
b˜(t, X˜t)− b(X˜(t))
)
dt
∣∣∣∣ 6 C δ (8.14)
with a constant C that does not depend on ε or δ.
The second term on the right hand side of (8.9) can be treated in complete analogy
to the first term, this time using Lemma 8.6 and Lemma 8.7 with n = 2, yielding the
estimate ∣∣∣∣12E
∫ T
0
∇2xF
ε
t (X˜t)
(
σ˜2(t, X˜t)− σ
2(X˜(t))
)
dt
∣∣∣∣ 6 C δ (8.15)
with a constant C that does not depend on ε or δ. As no new arguments are needed, we
omit the details of the proof of (8.15).
Finally, the combination of (7.1), (8.9), (8.14) and (8.15), as the constant C in (8.14)
and (8.15) is independent of ε, finishes the proof.
A Appendix
Lemma A.1. Let (B, ‖·‖B) be a real Banach space, (S, ‖·‖S) a normed real vector space,
and ϕ ∈ Cp(B, S). Let Y, Yn ∈ L
p(Ω;B), n ∈ N, such that Yn
n→∞
−−−→ Y in Lp(Ω;B) for
all p > 1. Then, for all p > 1,
E(‖ϕ(Yn)− ϕ(Y )‖
p
S)
n→∞
−−−→ 0.
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Proof. For R ∈ (0,∞) let ηR ∈ C(B,R) be a cut-off function such that ηR(x) = 1 for
‖x‖B 6 R, ηR(x) = 0 for ‖x‖B > R+1, and ηR(B) = [0, 1]. Define ϕR, ϕ
R ∈ C(B, S) by
ϕR := ηR ϕ, ϕ
R := (1− ηR)ϕ.
We have
E(‖ϕ(Yn)− ϕ(Y )‖
p
S) 6 2
p−1
(
E(‖ϕR(Yn)− ϕR(Y )‖
p
S) + E(‖ϕ
R(Yn)− ϕ
R(Y )‖pS)
)
.
To handle the term E(‖ϕR(Yn)− ϕR(Y )‖
p
S), we use ψ ∈ Cb(B ×B,R) defined by
ψ(x, y) := ‖ϕR(x)− ϕR(y)‖
p
S, x, y ∈ B.
On the product space B×B, we consider the product topology and the norm ‖(x, y)‖B×B :=
‖x‖B+‖y‖B. The convergence E(‖Yn−Y ‖B)
n→∞
−−−→ 0 implies that ‖(Yn, Y )−(Y, Y )‖B×B =
‖Yn−Y ‖B
n→∞
−−−→ 0 in probability. It follows that P(Yn,Y )
n→∞
−−−→ P(Y,Y ) weakly, and in par-
ticular
E(‖ϕR(Yn)− ϕR(Y )‖
p
S) = Eψ(Yn, Y )
n→∞
−−−→ Eψ(Y, Y ) = 0.
To finish the proof it suffices to show that supn∈NE(‖ϕ
R(Yn)−ϕ
R(Y )‖pS) tends to zero
as R → ∞. The polynomial growth of ϕ : B 7→ S implies that there exist C, q ∈ [1,∞)
such that
sup
n∈N
E(‖ϕR(Yn)− ϕ
R(Y )‖pS)
6 C sup
n∈N
( ∫
{‖Yn‖B>R}
(1 + ‖Yn‖
q
B) dP+
∫
{‖Y ‖B>R}
(1 + ‖Y ‖qB) dP
)
6 C sup
n∈N0
∫
{‖Yn‖B>R}
(1 + ‖Yn‖
q
B) dP,
where we have set Y0 := Y . The last term tends to zero as R→∞ since (1+‖Yn‖
q
B)n∈N0
is bounded in Lr(Ω;R) for every r ∈ [1,∞) and hence uniformly integrable.
Lemma A.2. Under Assumption 2.1, the topological support of PXT in C([0, T ],R
d) is
{x ∈ C([0, T ],Rd) : x(0) = ξ0}.
Proof. The statement is a straightforward consequence of a general version the Stroock-
Varadhan support theorem [14, Theorem 3.1] (for the original theorem see [30], see also
[25]). Let H be the space of the absolutely continuous functions ω : [0, T ] → Rm with
ω(0) = 0. For ω ∈ H , consider the ordinary differential equation
x˙ω(t) = b(xω(t))−
1
2
(∇σ)σ(xω(t)) + σ(xω(t))ω˙(t)
xω(0) = ξ0,
(A.1)
Here the i-th coordinate of the vector (∇σ)σ(x) ∈ Rd is given by
[(∇σ)σ(x)]i =
d∑
k=1
m∑
j=1
( ∂
∂xk
σi,j(x)
)
σk,j(x).
By [14, Theorem 3.1], under our assumptions on b and σ, the topological support of PX
in (C([0, T ],Rd), ‖ · ‖∞) is the closure of the set {x
ω ∈ C([0, T ],Rd) : ω ∈ H} (the factor
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1
2
is missing from (A.1) in [14] due to a typo). Let x be an absolutely continuous function
from [0, T ] to Rd with x(0) = ξ0 and set a(x(s)) := σ(x(s))
⊤[σ(x(s))σ(x(s))⊤]−1. Define
ω(t) =
∫ t
0
(
a(x(s))x˙(s)− a(x(s))b(x(s)) +
1
2
a(x(s))(∇σ)σ(x(s))
)
ds.
Then ω ∈ H , and
ω˙(t) = a(x(t))x˙(t)− a(x(t))b(x(t)) +
1
2
a(x(t))(∇σ)σ(x(t))
whence
x˙(t) = b(x(t))−
1
2
(∇σ)σ(x(t)) + σ(x(t))ω˙(t).
Therefore,
{x is abs. continuous from [0, T ] to Rd : x(0) = ξ0} ⊂ {x
ω ∈ C([0, T ],Rd) : ω ∈ H}
and the statement follows by taking closures in (C([0, T ],Rd), ‖ · ‖∞).
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