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Abstract—This letter describes a new automated scanning
algorithm to identify hotspots (regions with electric or magnetic
near-field values above a specific threshold) in the planar near-
field profile of electronic systems. The algorithm sequentially
determines a set of optimal scanning coordinates where exper-
imental measurements should be performed. The result of the
process is a heat map that clearly outlines the presence and
localization of hotspots. The efficacy of the proposed algorithm
is validated on a measured and a simulated example.
Index Terms—Hotspot detection, Kriging, near-field scanning,
sequential sampling, surrogate modeling, electronic devices.
I. INTRODUCTION
THE increasing miniaturisation and operating frequenciesof electronic devices in recent times has led to an
elevated risk of intersystem and intrasystem electromagnetic
interference (EMI) issues. Early identification of the possible
radiating source of such issues is critical for minimizing the
design effort and cost while maximizing performance. To this
end, electromagnetic near-field (NF) scanning is often used to
assess the EMC behaviour of electronic (sub)systems [1]. NF
scanning is attractive as it does not require measurements to
be taken in (semi)anechoic or reverberant chambers and as it
allows the development of equivalent radiation models. Such
models can be used to predict the far-field radiation from the
NF patterns or they can also be used as component models in
commercial electromagnetic software tools [2], [3], [4].
In [5], an automated algorithm was proposed that models
the electromagnetic behavior of a device. The aim in [5] was to
characterize the overall NF pattern by performing a minimum
number of measurements and interpolating the raw NF data
into a high-resolution carthography model. However, for EMC
pre-compliance testing, one is often interested in identifying
only those regions where the near-field values exceed a prede-
fined threshold (i.e. the so-called hotspot regions). By focusing
solely on those regions of interest, it is possible to significantly
reduce the number of measurements and, hence, the overall
measurement cost. Therefore, in this letter, a novel scanning
algorithm is introduced that is able to detect multiple disjoint
hotspot regions by performing batches of measurements in
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a sequential way [6]. In each step, a Kriging model is built
and two statistical criteria are used to determine the optimal
coordinates where additional measurements are needed. As in
[5], the algorithm does not need prior knowledge of the device
or the localization of radiation sources.
II. GOAL STATEMENT AND PRELIMINARIES
The goal is to build a heat map that localizes all hotspot
regions of the device under study while minimizing the number
of NF scan points needed. Each scan point, henceforth also
called data sample, is represented as a tuple (x; jF (x)j) where
x is a vector that contains the horizontal, vertical and height
coordinates of the probe and jF (x)j represents the amplitude
of the electric (E) or the magnetic (H) field component. Each
spatial coordinate in vector x is denoted by a superindex x(n).
III. KRIGING MODELS
Given a set of K scan points, Kriging interpolation [7] can
be used to calculate an analytical model Y (x) of the form
Y (x) =
PX
p=1
pfp(x) +
KX
k=1
k(;xk;x) (1)
where coefficients p and k are estimated from the data
by a generalised least squares procedure [5]. The first part
corresponds to a regression function through theK scan points
with respect to basis function fp, while the second part is
a localised deviation from the linear regression component.
This deviation is a summation of K shifted instances of the
Gaussian correlation function, each centered at one scan point
(;xk;x) =
NY
n=1
e njx
(n)
k
 x(n)j2 (2)
where n indexes the coordinates of the probe stored in vector
x, and the parameters n are identified by the maximum
likelihood estimation. More details can be found in [8].
IV. STATISTICAL CRITERIA
The sequential selection of suitable scanning points is
critical to identify and localize all hotspots in the given plane.
As discussed in [5], they should be chosen in a balanced way
to ensure a good mix between exploitation and exploration
of the design space. To this end, two statistical criteria are
combined, namely the generalized Probability of Improvement
(gPoI) and the minimum distance (MD) criterion. The gPoI
criterion takes care of the exploitation part and ensures that
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the hotspot regions are sampled more densely than other areas.
The MD criterion takes care of the exploration part and makes
sure that the whole design space is properly covered [6].
The algorithm proceeds as follows: first, a set of candidate
scan points are randomly generated in the plane according to
uniform distribution, and for each candidate point a score is
computed that equals the average score on both criteria (both
are normalized to interval [0,1]). Then, all the samples are
ranked according to this score and the highest ranked samples
are picked to form a batch of additional scan points that must
be measured. As the NF values of the measurements becomes
available, a Kriging model is built that becomes locally more
accurate in the regions where hotspots are located while at
the same time covering the overall space. This procedure is
repeated iteratively until all the hotspots are well described.
More technical details about the two statistical criteria are
given in [6] and will be discussed in the following subsections.
A. Generalized Probability of Improvement (gPoI)
When using Kriging models, the uncertainty at point x is
treated as the realization of a random variable Y (x) with
prediction mean y^(x) and prediction variance s^(x). The gener-
alized Probability of Improvement (gPoI) is used to calculated
the probability that the amplitude of the field component
jF (x)j at point x is lying inside a certain range [T1; T2]
gPoI(x) = P (T1  Y (x)  T2)
= P (Y (x)  T2)  P (Y (x)  T1)
=
Z T2
 1
Y (x)dY  
Z T1
 1
Y (x)dY
= 

T2   y^(x)
s^(x)

  

T1   y^(x)
s^(x)

(3)
where (t) is the standard normal cumulative distribution
function. For detection of the hotspot regions, it is proposed to
set T1 = jFmaxj jFmaxj and T2 =1 , where  is a desired
percentage of the (so far discovered) highest field amplitude
jFmaxj. Alternatively, one can choose T1 as a scalar value to
serve as a lower bound that separates hotspot regions from
other areas in the plane. By computing the gPoI for various
candidate points x, it is possible to determine a new batch of
scanning points where hotspots are most likely to be found.
B. Minimum Distance Criterion (MD)
The Minimum Distance (MD) avoids that newly chosen
scanning points are chosen very close to the existing ones,
as they would convey little additional information. Therefore,
it calculates the Euclidean distance of a candidate point x to
the closest sample point that has been measured before
MD(x) =   min
k=1;:::;K
vuut NX
n=1
(x(n)   x(n)k )2 (4)
where  is a scaling factor which ensures that the output of
the MD criterion is normalized to the same range as gPoI.
V. EXAMPLE : MEASURED MICROSTRIP LINES
As a first example, the algorithm is applied to detect the
hotspots of a bended microstrip line that was measured using
a NF scanning system. The PCB comprises a 50 
 microstrip
on a 12 cm  10 cm FR4 substrate with a thickness of 1.5
mm. To create sufficient radiation, some basic EMC rules were
violated on the test PCB (such as, e.g., routing the microstrip
over a slot in the ground plane). The amplitude of each field
component jFxj is measured with a NF scanner that was built
from a computer numerical control milling machine. To do
this, the miller and its suspension were removed and replaced
by a head to which a near-field probe can be attached. The
head can be moved automatically in three dimensions above
the device under test to perform measurements. The probe is a
magnetic NF probe from Langer EMV-Technik (RF-U 2.5-2)
that is specified for the frequency range [30 MHz - 3 GHz]. It
is connected to a Rohde & Schwarz EMI receiver and all the
measurements are performed at a fixed height of 2 mm above
the printed circuit board (PCB) under test at a frequency of
200 MHz [5]. A layout of the device is shown in Fig. 1.
The goal of the algorithm is to automatically detect all areas
in the plane where hotspots are located without assuming prior
knowledge of the device. A hotspot can be defined as a region
where the amplitude of the NF values are bounded within a
certain output range [T1,T2] where the upperbound T2 = 1
and lowerbound T1 is (for example) set to 35 dBV, 40 dBV
and 45 dBV respectively. As an illustration, the method is
here applied to consider the magnetic near field jHxj, although
the same procedure can be applied to any field component.
First, the algorithm performs an initial set of 100 experiments
according to an optimized Latin Hypercube distribution and a
Kriging model is built. Then, the optimal location of additional
scan points is chosen based on the two statistical criteria (Sect.
IV-A and IV-B) and the process of picking additional scan
points is repeated in an iterative way. The final results of the
measurement process are shown in Figs. 2-4. Scanning points
whose output values are within the hotspot range [T1,T2] are
shown as black dots, whereas the other scan points are shown
as grey dots. It is clear that the MD criterion ensures that
the plane is well covered in such a way that no important
regions are missed, whereas gPoI ensures that the scan points
are concentrated more densely in hotspots regions.
VI. EXAMPLE : PRINTED CIRCUIT BOARD
As a second example, a simulated PCB is considered that
comprises an 8 cm  5 cm FR4 substrate with relative
permittivity = 4.2 and a thickness of 1.5 mm. The bottom
layer is a ground plane. On the top layer, there are four traces
of various widths, shapes and lengths, which are terminated
by different impedances. The top-left corner of the PCB
comprises a rectangular dielectric block of 15 mm  17 mm
and a height of 1 mm, representing, e.g., a package. All details
about the traces and the ports are found in Section V of [5].
In order to facilitate a direct comparison with the results
in [5], the same experimental setup will be used. Hence, the
amplitude of magnetic field component jHxj is simulated with
Agilent’s EMpro at a fixed height of 2 mm above the PCB
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Fig. 1. Layout of the bended microstrip
over an area of 10 cm  7 cm, and this at a frequency of
900 MHz. Rather than modeling the field component over the
entire plane as in [5], the novel algorithm performs only as few
measurements as are needed to detect the hotspot areas. As an
example, a hotspot is here defined as a region where the NF
values are larger than  = 80% of the highest field amplitude.
The algorithm was applied to sequentially perform simulations
until all hotspots are discovered. The 300 selected scan points
are shown in Fig. 5 and a heat map of the corresponding
Kriging model is shown in Fig. 6. It is clear that the algorithm
concentrates scan points in regions where the NF values are
higher than the specified threshold (red dots), while exploring
also the other regions of the plane (blue dots).
In order to validate the results, the “true” NF pattern was
also calculated by performing a large amount of simulations on
a uniform grid of 7171 scan points. The NF pattern (which is
unknown to the algorithm) is shown in Fig. 7 and the hotspot
threshold is marked as a horizontal slice. By comparing Figs.
5-7, it is confirmed that the algorithm is indeed able to discover
all hotspot regions by performing only 300 NF scans.
If one builds a full carthography model as shown in [5],
then only 700 scan points (instead of 7171) would be needed
to have a globally accurate map from which the hotspots can
be derived. Using the new approach that focuses on hotspot
regions, the number of scan points can be reduced even further
to 300, which leads to significant savings in measurement cost.
VII. CONCLUSION
A novel NF scanning algorithm that detects and localizes
hotspot regions is proposed for EMC compliance testing of
electronic devices. The algorithm sequentially performs a lim-
ited set of NF scans in the plane and evaluates two statistical
criteria to determine the optimal coordinates where additional
measurements should be performed. The outcome of the
process is the heat map that clearly visualizes the presence and
the localization of hotspot regions. It is found that this method
may require significantly less scan points when compared to
a dense uniform sampling, or other approaches which aim at
a globally accurate carthography of the NF pattern [5]. The
Fig. 2. Bended microstrip : hotspot defined as [35 dBV - 1]
Fig. 3. Bended microstrip : hotspot defined as [40 dBV - 1]
Fig. 4. Bended microstrip : hotspot defined as [45 dBV - 1]
effectiveness of the algorithm is demonstrated by applying is
to a measured microstrip example and a simulated PCB.
VIII. SOFTWARE IMPLEMENTATION
All experiments were performed using the SUMO research
platform [9] which is freely available for non-commercial,
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Fig. 5. PCB example : Distribution of the 300 scan points
Fig. 6. PCB example : Heat map of Kriging model
personal and academic use at http://sumo.intec.ugent.be.
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