In this paper, we propose asynchronously tuned elementary cellular automata (AT_ECA) as models that implement a new type of selforganized criticality (SOC). SOC in AT_ECA is based on asynchronously updating and locally tuning the consistency between dual modes of transition. A previous work showed that AT_ECA generate class 4-like spacetime patterns over a wide area of the rule space, and the density decay follows a power law for some of the rules. In this study, we performed a spectral analysis of AT_ECA, of which a great number of rules were found to exhibit 1  f noise, suggesting that AT_ECA realize critical states without selecting specific rules or finetuning parameters.
Introduction

1.
Various biological systems are found to be in critical states, but the mechanism of realizing such critical states is still unknown [1] [2] [3] [4] . By a huge amount of analysis of one-dimensional cellular automata, Wolfram and Langton revealed that the critical states called class 4 exist only in the extremely narrow region of the rule space, which is the so-called edge of chaos [5, 6] . In recent years, Fatès and his colleagues have shown that asynchronous cellular automata have an asynchronous updating ratio as a parameter and the critical states are generated by tuning this parameter [7] . However, fine-tuning such parameters or rules in a real biological system is still a mystery.
Walker and his colleagues asserted that this is a serious problem, which modern science calls "the hard problem of life" [1] .
Self-organizing criticality (SOC), which was proposed by Bak and his colleagues, is a candidate for solving this problem, in the sense that it realizes criticality without requiring the tuning of parameters [8, 9] . However, their models of SOC explicitly or implicitly include a mechanism for linking global and local information, and so they do not reveal all the mechanisms of SOC. In contrast, we have proposed another type of SOC based on thorough local interactions and coordination within the system [10] [11] [12] [13] . In particular, asynchronously tuned elementary cellular automata (AT_ECA), as proposed by one of us, is a simple model that implements a new type of SOC and realizes criticality by asynchronous and nonuniform interactions. A previous study has found that AT_ECA generate class 4-like patterns over a wide area of the rule space, and the density decay follows the power law without fine-tuning the parameters [13, 14] .
In this study, we analyzed the spacetime patterns of AT_ECA by calculating the power spectrum and found that 1  f noise is generated over a wide range of the rule space. 1  f noise can be found in many biological systems, but its universal mechanism is not yet clear [15] . On the other hand, since 1  f noise is often observed in criticality, it is a representative index for estimating whether a system is in a critical state [8] . Ninagawa reported that 1  f noise can be seen in spacetime patterns generated by a small number of rules, such as rule 110, in elementary cellular automata (ECA) [16] . Since these rules have computational universality [17] , which is considered to be one of the features of biological systems, 1  f noise is considered to also be related to it [18] . In this study, the same analytical method that was used by Ninagawa for ECA was applied to AT_ECA. The results show that AT_ECA is a powerful model that offers a new picture of SOC in biological systems. The aim of this study is not to classify ECA or AT_ECA rules by 1  f noise. Our argument is that AT_ECA generates 1  f noise with many more rules compared to ECA. That argument is based on an analysis of the whole domain of rules. These three factors reveal local discrepancies and coordination between cells, which are involved in the one-step evolution. The local discrepancies and coordination are abandoned in the ECA, in which most of the features depend on synchronous updating [19, 20] . However, synchronous updating is not realistic in actual phenomena, such as biological systems. On the other hand, asynchronous updating may also be unrealistic, because it is attached to discrete modeling, but it is inevitable when using a mathematical model to describe phenomena. Such aspects of asynchronous updating are reflected in AT_ECA by the distinction among the passive mode, the active mode and the tuning rules. The discrepancy between the active and passive modes brought about by asynchronous updating is eliminated ex post facto by local coordination inside the system, which also inherits the next discrepancy [14] .
The definition of AT_ECA, including the x at time step t:
where N is the system size and T is the observation length of evolution. Asynchronous updating is introduced by an updating order, which is defined by
where Ord t (x) is the order in which the value of site x is updated at time step t. Ord t (x)  1 means that updating the value of site x is performed first, whereas Ord(x)  N means that updating is performed last. Ord t (x) is randomly determined, but without duplication for each time step. In other words, Ord t (x) is a one-to-one and onto map. There are two modes of local rules used for updating the value of each site: passive and active. The passive mode rule ϕ P is a function that is defined as follows: 
In equation (7), the three-bit number above the line is an input of ϕ P , whereas d s is the corresponding output; that is, ϕ P 0, 0, 0  d 0 , [21] . Likewise, AT_ECA are assigned a number from 0 to 255 according to the passive mode rule, which is invariant among all sites and through all time steps. On the other hand, the active mode rule differs at each site and varies with the time steps. The active mode rule ϕ x, t A of site x at time step t is defined by 
Similarly to equation (7), the upper and lower sides of the line of equation (10) represent the input of function ϕ x, t A and the corresponding output, respectively; that is,
been updated are included in the neighboring sites. In this case, c x t + 1 is calculated by referring to c x-1 t + 1 and/or c x+1 t + 1, which are the values at time step t + 1. Equation (12d) is applied in the case where an updated site is not included in the neighboring sites. In this case, c x t + 1 is calculated by referring to the values only at time step t. Note that equations (12a)-(12c) include the passive mode rule ϕ P and equation (12d) includes the active mode rule ϕ x, t A ; that is, the value of a site at the next time step is calculated using the passive mode rule if the neighbor includes the updated site; otherwise, the active mode rule is used. Now, we explain the tuning rule. At the beginning of the evolution, the active mode rule is the same as the passive mode rule. So,
The active mode rule is tuned by determining e s, x t+1 as follows:
Equations (14a)-(14c) represent the case when the passive mode rule is applied to calculate c x t + 1, in which case the active mode rule is changed. d 0 in equations (14a) and (14b) is included in equation (7). When only one of the neighboring sites is updated before the center sites, the corresponding output of the active mode rule is canceled, so as to coincide with the output corresponding to input 0, 0, 0 in the passive mode rule. Equation (14c) represents the case when both neighboring sites are updated before the center site, in which case the corresponding output of the active mode rule is changed to coincide with c x t + 1. Equation (14c) is the most essential for the updating of the active mode rule. By tuning the active rule in this way, the discrepancy between the passive and the active modes is adjusted to become small. Equation (14d) represents the case when the active mode rule is applied to calculate c x t + 1, in which case the active mode rule is not changed. Also, the outputs of the active mode rule corresponding to inputs other than m are not changed. So,
Universal Emergence of 1/f Noise 3.
Power spectra are calculated for the spacetime patterns generated by AT_ECA. The calculation method is the same as that Ninagawa applied to ECA [16, 18, 22] . A spacetime pattern is a set of the site values c x (t)x  1, 2, … , N, t  0, 1, … , T -1. The power spectrum of a spacetime pattern is calculated as follows:
Equation (16) 
where f r  100, so the fitting is performed in the range of f  1~100. As a result, the slope is α  1.001 and the residual sum of squares is σ 2  0.0033. The slope is close to 1 and can be said to fit well. To confirm the reproducibility of this result, Figure 2 plots the slope on the horizontal axis and the residual sum of squares on the vertical axis for 100 trials, starting from a random initial configuration. The 95% confidence interval of the population mean of the slope is α  1.0096 ± 0.0042. Next, we show by exhaustive analysis that 1  f noise is universally generated for the rule space in AT_ECA. Figure 3 plots the slopes of the power spectra and the residual sum of squares for all 256 rules. Each point is an average value of 10 trials. The left plot is related to AT_ECA and the right plot is related to ECA. In AT_ECA, there are more points located at the lower right of the graph than in ECA. In other words, AT_ECA include more rules with a larger slope and a smaller residual sum of squares, which is less than ECA rules 54, 62 and 110, which are known to exhibit power spectra close to 1  f noise. Thus, it can be concluded that 1  f noise is generated by these rules in AT_ECA. It should be noted that although many ECA rules exist outside the plot range, the power spectra clearly differ from 1  f noise (the residual sum of squares is very large or the slope is smaller than 0). Table 1 lists the rule numbers whose slope is greater than 0.5 and whose residual sum of squares is less than 0.5 in the results of the analysis of AT_ECA, as shown in Figure 3 . The rule numbers included in parentheses generate the same spacetime patterns by the symmetry of rules in ECA [23] . Due to the equations (14a) and (14b) in the tuning rule, the symmetry of 0 and 1 is broken in AT_ECA. However, left and right symmetry is kept in AT_ECA. Therefore, in AT_ECA, rules 166 and 180 are equivalent. Rule 188 and rule 230 Table 1 . Numbers represent rules of AT_ECA whose slopes are greater than 0.5 and whose residual sums of squares are less than 0.005. Rules included in parentheses are equivalent in ECA under the symmetries 0/1 and left/right. are also equivalent. On the other hand, rule 160 and rule 250 are not equivalent. Forty-nine rules of AT_ECA are included in this table, but ECA does not have any rules that satisfy this condition. For nine rules out of those described in Table 1 , the spacetime patterns and the power spectra are shown in Figures 4-6 . For comparison, the spacetime pattern and the power spectrum of ECA with the same rule number are also displayed. These nine rules consist of various rules whose spacetime patterns in ECA are periodic (6 and 14), chaotic (22 and 110), critical (54 and 110) and fixed (156, 218, and 250). It can be confirmed that all these rules generate 1  f noise in AT_ECA. The analysis clarified that 1  f noise is universally generated for various rules in AT_ECA. To investigate the factors that generate 1  f noise in AT_ECA, the same analysis is performed for asynchronous elementary cellular automata (A_ECA), which introduces only asynchronous updating into ECA. Figure 7 shows the spacetime pattern and the power spectrum for A_ECA rule 60. The simulation conditions are the same as those shown in Figure 1 . The spacetime pattern is more chaotic than that of AT_ECA. The power gradually decreases in the highfrequency region and shows a property close to 1  f noise, but in the low-frequency region, the power is almost constant and shows white noise. Figure 8 shows the slope of the power spectrum and the residual sum of squares for all rules in A_ECA. The conditions of analysis are the same as those shown in Figure 3 . Comparing Figure 8 with Figure 3 , we can see that the distribution of A_ECA is similar to that of ECA but different from that of AT_ECA. In A_ECA, there is no point located at the lower right of the graph; that is, there is no rule in which the slope is large and the residual sum of squares is small. Therefore, there is no rule indicating 1  f noise in A_ECA. We can conclude that 1  f noise does not occur only with asynchronous updating and that locally tuning the consistency between the passive and the active modes together with asynchronous updating generates 1  f noise in AT_ECA. We investigated the dependence of the power spectrum on the system size and observation length. In general, when the observation length is too long as compared with the system size, the slope of the power spectrum becomes small in the low-frequency region and it is not the 1  f noise. The reason for this is considered to be the observation length being large relative to the system size, the growth of the branch pattern being interrupted and the configuration becoming uniform. However, it is known that there are some rules in AT_ECA of which the densities (the ratio of sites with the value 1) decrease according to the power law with respect to the time steps [13] . Regarding these rules, it can be expected that the power spectrum maintains the 1  f noise type even if the observation length is very large. So, regarding rule 150, the dependence on the observation length is examined in detail. Figure 9 plots the slope of the power spectrum for observation lengths T  1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000 and 10 000. Each point is the average value of 30 trials. The upper plot in Figure 9 shows the slopes of the least-squares fitting of the spectra from f  1 to 100. In the case of system size N  100, the slope tends to rise slightly as the observation length is increased, but it is nearly constant from T  4000 to 9000. In the case of system size N  1000, the slope is almost constant from T  2000.
The lower part of Figure 9 shows the slope of the least-squares fitting of the power spectrum from f  1 to 10. It focuses on the lowfrequency region where the dependence on the observation length is expected to be larger. AT_ECA rule 150 and ECA rule 110 are displayed with system size N  100. ECA rule 110 is known to exhibit 1  f noise during the longest time steps in this frequency range [16] .
However, according to the graph, the slope of ECA rule 110 decreases as the time size increases, because periodical spacetime patterns are generated because of the small system size. On the other hand, the slope of AT_ECA rule 150 slightly tends to increase as the time size increases, but the slope is within the range of 0.8-1.1. These results indicate that AT_ECA generates 1  f noise in the long-period frequency region even though the system size is small. This result can clearly be seen from the power spectrum shown in Figure 10 . Each is the average power spectrum of 30 trials, which are part of the results of the analysis shown in Figure 9 . Regarding AT_ECA rule 150, even if the system size is smaller or the observation length is larger, the shape of the power spectrum hardly changes but shows 1  f noise ( Figure 10, left and center) . On the other hand, in the case of ECA rule 110, when the system size is small and the observation length is large (N  100, T  10 000), the power spectrum is clearly different from 1  f noise (Figure 10, lower right) . Summarizing the results, it can be said that AT_ECA rule 150 universally generates 1  f noise without depending on the space size and observation length. 
Conclusion
5.
In this study, we calculated the power spectra of the spacetime patterns generated by asynchronously tuned elementary cellular automata (AT_ECA) and revealed that AT_ECA exhibit 1  f noise in a very large number of rules. We also found that certain rules exhibit 1  f noise during very long time steps, regardless of the system size. We can conclude that AT_ECA realizes the criticality without a fine selection of rules and fine-tuning parameters, such as spacetime size, since 1  f noise is a representative index of criticality. Furthermore, AT_ECA does not have global information as other self-organizing criticality (SOC) models do. Therefore, AT_ECA present a new picture of SOC, which is realized by perpetual inconsistency and local coordination within the system.
