Learning an effective representation for highdimensional data is a challenging problem in reinforcement learning (RL). Deep reinforcement learning (DRL) such as Deep Q networks (DQN) achieves remarkable success in computer games by learning deeply encoded representation from convolution networks. In this paper, we propose a simple yet very effective method for representation learning with DRL algorithms. Our key insight is that features learned by DRL algorithms are highly correlated, which interferes with learning. By adding a regularized loss that penalizes correlation in latent features (with only slight computation), we decorrelate features represented by deep neural networks incrementally. On 49 Atari games, with the same regularization factor, our decorrelation algorithms perform 70% in terms of human-normalized scores, which is 40% better than DQN. In particular, ours performs better than DQN on 39 games with 4 close ties and lost only slightly on 6 games. Empirical results also show that the decorrelation method applies to Quantile Regression DQN (QR-DQN) and significantly boosts performance. Further experiments on the losing games show that our decorelation algorithms can win over DQN and QR-DQN with a fined tuned regularization factor.
Introduction
Since the early days of artificial intelligence, learning effective representation of states has been one focus of research, especially because state representation is important for algorithms in practice. For example, reinforcement learning(RL)-based algorithms for computer Go used to rely on millions of binary features constructed from local shapes that recognize certain important geometry for the board. Some features were even constructed by the Go community from interviewing top Go professionals (Silver, 2009) . In this paper, we study state representation for RL. There has been numerous works in learning a good representation in RL with linear function approximation. Tile coding is a classical binary scheme for encoding states and generalizes in local sub-spaces (Albus, 1975) . Parr et al. (2008) constructed representation from sampled Bellman error to reduce policy evaluation error. Petrik (2007) computed powers of certain transition matrix in the underlying Markov Decision Processes (MDPs) to represent states. Konidaris et al. (2011) used Fourier basis functions to construct state representation; and so on.
To the best of our knowledge, there are two approaches for state representation learning in DRL. The first is using auxiliary tasks. For example, UNREAL is an architecture that learns a universal representation by presenting the learning agent auxiliary tasks (each of which has a pseudo reward) that are relevant to the main task (which has an extrinsic reward) (Jaderberg et al., 2016) ; with a goal of solving all the tasks from a shared representation. The second is a twophase approach, which first learns a good representation and then performs learning and control using the representation. The motivation for this line of work is to leverage neural networks for RL algorithms without using experience replay. It is well-known that neural networks has a "catastrophic interference" issue: the networks can forget what it has been trained on in the past, which is exactly the motivation for experience replay in DRL (using a buffer to store experience and replaying experience later). Ghiassian et al. (2018) proposed to apply input transformation to reduce input interference caused by ReLU gates. Liu et al. (2018) proposed to learn sparse representation for features which can be used for online algorithms such as Sarsa.
While we also deal with representation learning with neural networks for RL, our motivation is to learn effective representation in a one-phase process, simultaneously acquiring a good representation and solving control. We also study the generic one-task setting, although our method may be applicable to multi-task control. Our insight in this paper is that feature correlation phenomenon happens frequently in DRL algorithms: features learned by deep neural networks are highly correlated measured by covariances. We empirically show that the correlation causes DRL algorithms to arXiv:1903.07765v1 [cs. LG] 18 Mar 2019 have a slow learning curve. We propose to use a regularized correlation loss function to automatically decorrelate state features for Deep Q networks (DQN). Across 49 Atari games, our decorrelation method significantly improves DQN with only slight computation. Our decorrelation algorithms perform 70% in terms of human-normalized scores and 40% better than DQN. In particular, ours performs better than DQN on 39 games with 4 close ties with only slight loss on 6 games.
To test the generalibility of our method, we also apply decorrelation to Quantile Regression DQN (QR-DQN), a recent distributional RL algorithm that achieves generally better performance than DQN. Results show that the same conclusion holds: our decorrelation method performs much better than QR-DQN in terms of median human-normalized scores. In particular, the decorrelation algorithm lost 5 games, with 10 games being close (less than 5% in cumulative rewards), and 34 winning games (more than 5% in cumulative rewards). We used the same regularization factor in benchmarking for all games. We conducted further experiments on losing games, and found that the loss is due to a parameter choice for regularization factor. For the losing games, decorrelation algorithms with other values of regularization factor can significantly win over DQN and QR-DQN.
Background
We consider a Markov Decision Process (MDP) of a state space S, an action space A, a reward "function" R : S × A → R, a transition kernel p : S × A × S → [0, 1], and a discount ratio γ ∈ [0, 1). In this paper we treat the reward "function" R as a random variable to emphasize its stochasticity. Bandit setting is a special case of the general RL setting, where we usually only have one state.
We use π : S × A → [0, 1] to denote a stochastic policy. We use Z π (s, a) to denote the random variable of the sum of the discounted rewards in the future, following the policy π and starting from the state s and the action a. We have
which is usually called the state-action value function. In general RL setting, we are usually interested in finding an optimal policy π * , such that Q π * (s, a) ≥ Q π (s, a) holds for any (π, s, a). All the possible optimal policies share the same optimal state-action value function Q * , which is the unique fixed point of the Bellman optimality operator (Bellman, 2013 ),
Based on the Bellman optimality operator, Watkins & Dayan (1992) proposed Q-learning to learn the optimal state-action value function Q * for control. At each time step, we update Q(s, a) as,
where α is a step size and (s, a, r, s ) is a transition. There have been many work extending Q-learning to linear function approximation (Sutton & Barto, 2018; Szepesvári, 2010) . Mnih et al. (2015) combined Q-learning with deep neural network function approximators, resulting the Deep-QNetwork (DQN). Assume the Q function is parameterized by a network with weights θ, at each time step, DQN performs a stochastic gradient descent to update θ minimizing the loss
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where θ − is target network (Mnih et al., 2015) , which is a copy of θ and is synchronized with θ periodically, and (s t , a t , r t+1 , s t+1 ) is a transition sampled from a experience replay buffer (Mnih et al., 2015) , which is a first-in-first-out queue storing previously experienced transitions.
Suppose the latent feature vector in the last hidden layer of DQN is denoted by a column vector φ ∈ R d (where d is the number of units in the last hidden layer), then the covariance matrix of features estimated from samples is,
whereφ = 1 n n t=1 φ(s t , a t ) and V ar(φ) ∈ R d×d . We know that if two features φ i and φ j (the ith and jth unit in the last layer) are decorrelated, then V ar(φ) i,j = 0. To apply decorrelation incrementally and efficiently, our key idea is to regularize the DQN loss function with a term that penalizes correlation in features.
where the regularization term is the mean-squared loss of the off-diagonal entries in the covariance matrix, which we call the regularized correlation loss. The other elements of our algorithm such as experience replay is completely the same as DQN. We call this new algorithm DQN-decor.
QR-DQN with Decorrelation
The core idea behind QR-DQN is the Quantile Regression introduced by the seminal paper (Koenker & Bassett Jr, 1978) . This approach gained significant attention in the field of theoretical and applied statistics. Let us first consider QR in the supervised learning. Given data {(x i , y i )} i , we want to compute the quantile of y corresponding the quantile level τ . Linear quantile regression loss is defined as:
where
is the weighted sum of residuals. Weights are proportional to the counts of the residual signs and order of the estimated quantile τ . For higher quantiles positive residuals get higher weight and vice versa. If τ = 1 2 , then the estimate of the median for
Instead of learning the expected return Q, distributional RL focuses on learning the full distribution of the random variable Z directly (Jaquette, 1973; Bellemare et al., 2017) . There are various approaches to represent a distribution in RL setting Dabney et al., 2018; Barth-Maron et al., 2018) . In this paper, we focus on the quantile representation used in QR-DQN, where the distribution of Z is represented by a uniform mix of N supporting quantiles:
where δ x denote a Dirac at x ∈ R, and each θ i is an estimation of the quantile corresponding to the quantile level (a.k.a.
Such approximation of a distribution is referred to as quantile approximation.
Similar to the Bellman optimality operator in mean-centered RL, we have the distributional Bellman optimality operator for control in distributional RL,
Based on the distributional Bellman optimality operator, Dabney et al. (2017) proposed to train quantile estimations (i.e., {q i }) via the Huber quantile regression loss (Huber et al., 1964) . To be more specific, at time step t the loss is
where I is the indicator function and L κ is the Huber loss,
To decorrelate QR-DQN, we use the following loss function,
where φ denotes the feature encoder by the last layer of QR-DQN, y t,i is computed in equation (4), and ρ is computed in equation (5).
The other elements of QR-DQN are also preserved. The only difference of our new algorithm from QR-DQN is the regularized correlation loss. We call this new algorithm QR-DQN-decor.
Experiment
In this section, we conduct experiments to study the effectiveness of the proposed decorrelation method for DQN and QR-DQN. We used the Atari game environments by Bellemare et al. (2013) . In particular, we compare DQN-decor vs. DQN, and QR-DQN-decor vs. QR-DQN. Algorithms were evaluated on training with 20 million frames (or equivalently, 5 million agent steps) 3 runs per game.
In performing the comparisons, we used the same parameters for all the algorithms, which are reported below. The discount factor is 0.99. The image size is (84, 84). We clipped the continuous reward into three discrete values, {0, 1, −1}, according to their sign. This clipping of reward signals leads to more stable performance according to (Mnih et al., 2015) . The reported performance scores is calculated, however, in terms of the original unclipped rewards. The target networks update frequency is 10, 000 frames. The learning rate is 10 −4 . The exploration strategy is epsilongreedy, with decaying linearly from 1.0 to 0.02 in the first 1 million frames, and remains constantly 0.02 after that. The experience replay buffer size is 1 million. The minibatch size for experience replay is 32. In the first 200, 000 frames, all the four agents were behaving randomly to fill the buffer with experience as a warm start. The input of the neural networks is (84, 84, 4) taking the most recent 4 frames. There are three convolution layers followed by a fully connected layer. The first layer convolves 32 filters of 8 × 8 with stride 4 with the input image and applies a rectifier non-linearity. The second layer convolves 64 filters of 4 × 4 with strides 2, followed by a rectifier non-linearity. The third convolution layer convolves 64 filters of 3 × 3 with stride 1 followed by a rectifier. The final hidden layer has 512 rectifier units. The outputs of these units given an image are just the features encoded in φ. Thus the number of features, d, is 512. This is followed by the output layer which is fully connected and linear, with a single output for each action (the number of actions in each game is different, ranging from 4 to 18).
The κ parameter for QR-DQN algorithms in the Huber loss function was set to κ = 1 following Dabney et al. (2017) .
The correlation loss in equation 1 is computed on the minibatch sampled in experience replay (the empirical mean is also computed over the minibatch).
Decorrelating DQN
Performance. First we compare DQN-decor with DQN in Figure 1 . The performance is measured by the median performance of DQN-decor and DQN across all games, where for each game the average score over runs is first taken. DQN-decor is shown to outperform DQN starting from about 4 million frames, with the winning edge increasing with time. By 20 million frames, DQN-decor achieves a human-normalized score of 70% (while DQN is 50%), outperforming DQN by 40%.
While the median performance is widely used, it is only a performance summary across all games. To see how algorithms perform in each game, we benchmark them for each game in Figure 3 . DQN-decor won over DQN on 39 games (each of which is more than 5%) with 4 close ties and lost slightly on 6 games. In particular, only on Bowling and BattleZone, it loses to DQN by about 10%. For the other 4 losing games, the loss was below 5%.
We dig into the training on Bowling, and found that DQN fails to learn for this task. The evaluation score for Bowling in the original DQN paper (Mnih et al., 2015) is 42.4 (see their Table 2 ) with a standard deviation of 88.0 (trained over 50 million frames). In fact, for a fair comparison, one can check that the training performance for DQN at https://google.github. io/dopamine/baselines/plots.html, because scores reported in the original DQN paper is the testing performance without exploration. Their results show that for Bowling, the scores of DQN in the training phases fluctuate around 30.0, which is close to our implemented DQN here. Figure 4a shows that two runs (out of three) of DQN is even worse than the random agent. Because the exploration factor is close to 1.0 in the beginning, the first data points of the curves correspond to the performance of the random agent. The representation learned by DQN turns out to be not useful for this task. In fact, the features learned by these two failure runs of DQN are nearly i.i.d, reflected in that the correlation loss is nearly zero as shown in Figure  4b . So decorrelating the unsuccessful representation does not help in this case.
The loss of DQN-decor to DQN on BattleZone is due to the regularization factor, λ, which is uniformly fixed for all games. In producing these two figures, λ was fixed to 0.01 for all 49 games. In fact, we did not run parameter search to optimize λ for all games. The value λ = 0.01 was picked at our best guess. We did notice that DQN-decor can achieve better performance than DQN for BattleZone with a different regularization factor as shown in Figure 4c . It appears that the features learned by DQN are already much decorrelated, and thus a small regularization factor (in this case, 10 −8 ) gives a better performance.
Excluding the unsuccessful representation learned by DQN for the case of Bowling and better parameter choice for regularization factor, we found that decorrelation is a uniformly effective technique for training DQN.
Effect of Feature Correlation. To study the correlation between performance and correlation loss, we plot the correlation loss over training time (also using the median measure) across 49 games in Figure 2 . The correlation loss is computed by averaging over the minibatch samples during experience replay at each time step.
As shown by the figure, DQN-decor effectively reduces the decorrelation in features. We can see that the feature correlation loss for DQN-decor is almost flat from no more than 2 million frames, indicating that decorrelating features can be achieved faster than learning (a good news for representation learning). While for DQN, the learned features keep correlating with each other more and more in the first 6 million frames. After that, however, it appears that DQN does achieve a flat correlation loss, although much bigger than DQN-decor. This phenomenon of DQN learning is interesting because it shows that although correlation is not considered in its loss function, DQN does have the ability of achieving feature decorrelation (to some extent) over time. Note that DQN's performance keeps improving after 6 million frames while at the same time its correlation loss measure is almost flat. This may indicate that it is natural to understand learning in two phases: decorrelating features (with some loss) and after that learning and performance continues to improve with decorrelated features.
Interestingly, faster learning of DQN-decor follows after the features are decorrelated. To see this, DQN-decor's advantage over DQN becomes significant after about 6 million frames (Figure 1 ), while DQN-decor's correlation loss has been flat since less than 2 million frames (Figure 2 ).
Decorrelating QR-DQN
We further conduct experiments to study whether our decorrelation method applies to QR-DQN. The value of λ was set to 25.0, picked simply from a parameter study on the game of Sequest. Figure 5 shows the median human-normalized performance scores across 49 games. Similar to the case of DQN, our method achieves much better performance by decorrelating QR-DQN, especially after about 7 million frames. Again, we see the performance edge of QR-DQNdecor over QR-DQN has a trend of increasing with time.
We observed a similar correlation between performance and correlation loss, which supports that decorrelation is the factor that improves the performance.
We also profile the performance of algorithms for each game in the normalized AUC, which is shown in Figure 7 . In this case, the decorrelation algorithm lost 5 games, with 10 games being close (less than 5%), and 34 winning games (bigger than 5%). The algorithm lost most to QR-DQN on the game of Frostbite, BattleZone and DemonAttack. This is due to parameter choice instead of an algorithmic issue. For all the three losing games, we performed additional experiments with λ = 0.01 (the same value as for the DQN experiments). The learning curves are shown in Figure 6 (Frostbite), Figure 8a (BattleZone), and Figure 8b (DemonAttack). Recall that QR-DQN-decor with λ = 25.0 lost to QR-DQN by about 25%. Figure 6 shows that with λ = 0.01, the performance of QR-DQN-decor is significantly improved, with an improvement over QR-DQN by 42.2% (in the normalized AUC measure). For the other two games, QR-DQN-decor performs at least no worse than QR-DQN (3.5% better on DemonAttack, −0.18% on BattleZone).
Note that the median human-normalized scores across games and the normalized AUC measure for each game may not give a full picture of algorithm performances. Algorithms perform well in these two measures can exhibit plummeting behaviour. Plummeting is characterized by abrupt degradation in performance. In this case the learning curve can drop to low score and stay there indefinitely. A more detailed discussion of this point is in (Machado et al., 2017) . To study if our decorrelation algorithms have plummeting behaviour, we benchmark all algorithms by averaging the rewards in the last one million training frames (which is essentially near-tail performance in training). In this measure, the results are summarized in Figure 7 . Normalized AUC: Cumulative reward improvement of QR-DQN-decor over QR-DQN. For MonteZumaRevenge, the improvement is 419.31%; for Hero, the improvement is 414.22%; and for PrivateEye, the improvement is 318.18%. In a summary, empirical results in this section show that decorrelation is effective for improving the performance of both QR-DQN and QR-DQN. Even on the most losing games (incurred using a fixed, same regularization factor for all games), both DQN and QR-DQN can still be significantly improved by our decorrelation method with a tuned regularization factor.
Analysis on the Learned Representation
To study the correlation between the learned features after training finished, we first compute the feature covariance matrix (see equation 1) using the (one million) samples . Features correlation heat map on Sequest. First, the diagonalization pattern is more obvious in the feature covariance matrix of DQN-decor. Second, the magnititude of feature correlation in DQN is much larger than DQN-decor. Third, there are more highly activated features in DQN and they correlate with each other, suggesting that many of them may be redundent.
in the experience replay buffer at the end of training, for both DQN and DQN-decor. Then we sort the (512) features according to their variances, which are just the diagonal parts of the feature covariance matrix.
A visualization of the top 50 features on the game of Sequest is shown in Figure 9a (DQN), and Figure 9b (DQN-decor) . Three observations can be made. First, the diagonalization pattern is more obvious in the feature covariance matrix of DQN-decor. Second, the magnititude of feature correlation in DQN is much larger than DQN-decor (note the heat intensity bar on the right for the two plots is different). Third, there are more highly activated features in DQN, reflected in that the diagonal parts of DQN's matrix have more intense values (black color). Interestingly, there are also almost same number of equally sized squares in the off-diagonal region of DQN's matrix, indicating that these highly activated features correlate with each other and many of them may be redundent. In contrast, the off-diagonal region of DQN-decor's matrix has very few intense values, suggesting that these important features are successfully decorrelated. Figure 10 shows randomly sampled frames and their feature activation values (same set of 50 features as in Figure 9a and Figure 9b ) for both algorithms. Interestingly, the features of DQN-decor (top row) appear to have much fewer values that are activated at the same time given an input image. In addition, DQN also has many highly activated features at the same time. In contrast, for DQN-decor, there are just a few (in these samples, there is only one) highly active features. Interpretting features for DRL algorithms may be made easier thanks to decorrelation. Although we have not any conclusion on this yet, it is an interesting future research direction.
Conclusion
In this paper, we found that feature correlation is a key factor in the performance of DQN algorithms. We have proposed a method for obtaining decorrelated features for DQN. The key idea is to regularize the loss function of DQN by a correlation loss computed from the mean squared correlation between the features. Our decorrelation method turns out to be very effective for training DQN algorithms. We show that it also applies to QR-DQN, improving QR-DQN significantly on most games, and losing only on a few games. Experiment study on the losing games shows that it is due to the parameter choice for the regularization factor. Our decorrelation method effectively improves DQN and QR-DQN with a better or no worse performance across most games, which makes it hopeful for improving representation with the other DRL algorithms.
A. All Learning Curves
The learning curves of DQN-decor vs. DQN on all games are shown in Figure 11 . (λ = 0.01).
The learning curves of QR-DQN-decor vs. QR-DQN are shown in Figure 12. (λ = 25.0). 
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