A semi-analytical computation of the three dimensional Green function for seakeeping flow problems is proposed. A potential flow model is assumed with an harmonic dependence on time and a linearized free surface boundary condition. The multiplicative Green function is expressed as the product of a time part and a spatial one. The spatial part is known as the Kelvin kernel, which is the sum of two Rankine sources and a wave-like kernel, being the last one written using the Haskind-Havelock representation. Numerical efficiency is improved by an analytical integration of the two Rankine kernels and the use of a singularity subtractive technique for the Haskind-Havelock integral, where a globally adaptive quadrature is performed for the regular part and an analytic integration is used for the singular one. The proposed computation is employed in a low order panel method with flat triangular elements. As a numerical example, an oscillating floating unit hemisphere in heave and surge modes is considered, where analytical and semi-analytical solutions are taken as a reference.
Introduction
In seakeeping flow problems for ship hydrodynamics, a rigid body placed on the free surface of an incompressible inviscid fluid can oscillate in any of the six degrees of freedom around its mean position due to a passing front wave [1] . The standard potential flow theory assumes that the motion is relatively small and harmonic in time [2, 3] .
The classical analysis with a linearized free surface boundary condition splits the problem into seven parts. First, six radiative modal potentials k (x, t) have to be determined, for k = 1, 2, . . . 6, where the rigid body performs imposed small harmonic oscillations in each degree of freedom, where x is the position vector and t is the time. Next, a diffraction potential 7 (x, t), due to a passing harmonic monochromatic wave of small amplitude, has to be found. These modal velocity potentials k (x, y, z, t), for k = 1, 2, . . . , 7, are found by solving seven boundary integral equations, where the left hand sides have the same integral operator and only the independent terms are specific for each mode, e.g. see [4] .
As it is well known, boundary element methods, or panel methods [5] , are a natural choice for obtaining numerical solutions of boundary integral equations [6] through collocation or Galerkin techniques [7] , as well as they are closely related to the Green function theory [8] .
The Green functionĜ(x, t) for seakeeping is expressed as the product of a time factor T (t) and a spatial G(x) one. Since the incident front wave is assumed to be monochromatic in time, with absolute circular frequency ω, then, the time factor takes the simple form T (t) = e iωt , and all computations can be performed in the frequency domain. The spatial part of the Green function G(x) is also known as the Kelvin kernel which, in turn, is decomposed into the sum of two Rankine kernels and a wave kernel. Both Kelvin and Rankine kernels are widely used in numerical ship hydrodynamics, although neither of them satisfy the slip boundary condition over the wetted hull surface and, consequently, such condition must be enforced for a numerical computation. On the one hand, the Rankine kernel has rather simple mathematical properties; however, it does not satisfy either the outgoing radiation or the free surface boundary conditions. Thus, a finite portion of the free surface must be also discretized in order to impose these missing conditions. Aside from these drawbacks, the Rankine kernel gives a great advantage in unsteady potential flow J. D'ELÍA, L. BATTAGLIA and M. STORTI 269 problems with non-linear boundary conditions [9, 10] .
On the other hand, the use of the Kelvin kernel avoids the discretization of the free surface, and the outgoing radiation boundary condition is automatically satisfied. However, it involves several rather elaborated mathematical expressions and tends to be ill-conditioned for field points nearby the axisymmetric axis of the local cylindrical frame at each panel, which is a serious numerical drawback, particularly in hull meshes with a relatively high number of panels.
Similar approaches have also been considered by Telste-Noblesse [11] and by Ponisy et al. [12] . For instance, in [11] In this work, a computation of the Kelvin kernel is proposed through a singularity substraction technique, where the boundary integral is split into the sum of a regular term and a singular one. For the regular term, a globally adaptive numerical quadrature is employed, while for the singular one an analytic integration is performed. The proposed computation is performed with a low order panel method where only the wetted surface of the body in hydrostatic state is discretized with flat triangles. As a numerical example, the oscillating floating hemisphere of unit radius in heave and surge modes is considered, for which there are analytical and semi-analytical solutions.
Seakeeping flow problem

Differential formulation
A Cartesian (x, y, z) coordinate system is chosen, where the z = 0 plane matches the still water plane and the z-axis is positive upwards. The complex e iωt dependency of the time t is implicitly assumed, where ω is the circular frequency of the periodic motion. An infinitesimal rigid body oscillating in the k mode and placed under the free surface of a fluid without a uniform mean current, is described with the 270 SEMI-ANALYTICAL COMPUTATION OF THE KELVIN KERNEL linearized governing equation [13] φ k = 0 for z < 0;
where = ∂ x x + ∂ yy + ∂ zz is the three-dimensional Laplacian operator, φ k is the k-modal radiation potential, and K = ω 2 /g is the wave-number for gravity waves in deep water.
Boundary integral equation
A boundary integral equation for solving Eq. (1) is given by [2]
for x ∈ S, where x and ξ are the field and source points, respectively, and S is the boundary of the flow domain . The independent term is
while φ k (x), for k = 1, . . . , 6, is the k-radiation velocity potential, and σ k are known fluxes. A standard panel method imposes the integral boundary equation (2) by means of a collocation technique at the panel centroids, obtaining a complex valued linear system Aφ k = Cσ k = b k , where φ k is the k-velocity potential vector, and σ k is the k-flux vector corresponding to the k-mode. The dipolar matrix, which is non-symmetric and regular, is given by
and the monopolar one, symmetric, is
Both the monopolar C and the dipolar A matrices are square and full populated. They include the spatial Green function G(x, ξ ) and the normal derivative G ,n (x, ξ ), respectively.
Kelvin and Rankine kernels in the spatial Green function
The spatial Green function G(x, ξ ) in Eq. (5) that satisfies Eq. (1), is known as the Kelvin kernel, which gives the interaction between the field point x = (x, y, z) and the source point ξ = (ξ, η, ζ ) [14] . The physical meaning of the Green function is given by the real part Re {Ge iωt }, which is the disturbed velocity potential measured at the field point x, at time t, caused by a pulsating source ξ of circular frequency ω and unit intensity [1] . It should be noted that the outgoing radiation and free surface boundary conditions are automatically satisfied by the Kelvin kernel. Due to the local axisymmetry around the source point ξ , it is convenient to introduce the non-dimensional cylindrical coordinates
where X is the radial coordinate and Y the vertical one. Then, the Kelvin kernel for seakeeping is written as
where
are the Euclidean distances between the field point x and the source point ξ , and between the field point x and the image point ξ = (ξ, η, −ζ ), respectively. In Eq. (7) the first two terms, r −1 and s −1 , are the Rankine kernels, while thẽ G term inherits the spatial wave properties of the Kelvin kernel and, then, it is termed the "wave-kernel".
Haskind-Havelock representation of the wave-kernel
The wave kernelG involves several transcendental functions and, consequently, the computational cost can be rather expensive. Moreover, the Haskind-Havelock representation tends to be ill-conditioned for field points located near the axisymmetric axis, as well as for points in far away regions. Thus, a semianalytical integration strategy is proposed as a compromise solution between numerical cost and complicated mathematical expressions, especially in numerical simulations with non-linear boundary conditions, e.g. when there is a mesh motion and the Jacobian of the system matrix is required.
SEMI-ANALYTICAL COMPUTATION OF THE KELVIN KERNEL
The Haskind-Havelock representation for the wave part of the Kelvin kernel is written as [14] 
where H 0 (X ) is the Struve function of zero order, J 0 (X ) and Y 0 (X ) are the zero order Bessel functions of first and second kind, respectively [15] , and P 0 (X, Y ) is the Haskind-Havelock integral [14] 
The asymptotic behavior of the Kelvin kernel given by Eq. (7), at very low and very high frequencies, will be dealt with in Secs. 4.2 and 4.3.
Evaluation of the Kelvin kernel
Rankine kernels
The Rankine kernels r −1 and s −1 can be evaluated in several ways. One possibility is a numerical integration, which has the advantage that high order distributions can be considered without further complications. However, the numerical integration is rather sensitive to the mesh quality and, moreover, the diagonal terms would deserve a special treatment. Another alternative is an analytic integration, where the surface integral over each panel is replaced by its closed contour integration and a side local reference frame is used for each side contribution [16, 17, 18] .
Normal derivative of the Haskind-Havelock kernel
The normal derivative of the Haskind-Havelock kernel is found fromG ,n = (∇ ξG , n ξ ), where n = (n ξ , n η , n ζ ) is the unit normal of d S ξ and ∇ ξG = (G ,ξ ,G ,η ,G ,ζ ) is the gradient of G, both evaluated on the source point ξ = (ξ, η, ζ ). By the chain rule in Eqs. (6) and (9) G ,ξ =G ,X X ,ξ ; where
Note that the gradients of the wave-kernel of the Green function, evaluated on the field point x = (x, y, z) and the source point ξ = (ξ, η, ζ ) are linked as
The complex kernel isG
where the real part, Re {..} ≡ (..) , and the imaginary one, Im {..} ≡ (..) , are given byG
The partial derivatives ofG arẽ
and the corresponding ones ofG ,
Ill-conditioning of the Haskind-Havelock kernel
The Haskind-Havelock finite integral is given by
and its partial derivatives are 
The Haskind-Havelock finite integral P 0 evaluated at t = 0 tends to be illconditioned when X 1, that is, for field points near the axisymmetric axis. This is a serious numerical drawback, in particular in hull meshes with a high number of panels. For overcoming this disadvantage, a singularity subtraction technique is proposed, where the integral is split into the sum of a regular term and a singular one. For the regular term, a globally adaptive numerical quadrature is employed, while for the singular one an analytic integration is performed. On the other hand, a direct computation of the Struve functions H 0 and J 0 can be performed through their definitions and asymptotic expansions.
Semi-analytical computation of the Haskind-Havelock kernel
Singularity subtraction technique
The Haskind-Havelock integral given by Eq. (18) is split into the sum of a regular term and a singular one. For the regular term, a globally adaptive numerical integration can be used, while for the singular one an analytic integration is performed. Thus, Eq. (18) is rewritten as
is a regular integral which can be evaluated accurately by a globally adaptive integration, for example, the qag routines of the Netlib Repository (http://www.netlib.org). The remaining integral
contains a logarithmic singularity when X = 0, and it is ill-conditioned when X → 0. Then, it is evaluated in a closed form by performing the following variable changes α = X sinh(θ ) ;
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The partial X -derivative of Eq. (21) is similarly decoupled as
is a regular integral, whereas
is the integral that contains the singularity and it is computed in closed form. The variable change α = X sinh θ is introduced again and
As cosh 2 θ − sinh 2 θ = 1, theñ
The A term is given by
with the variable change
Replacing
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Next, the B term is given by
introducing the variable changes
for which
it results
Finally, the trivial C term is
However, when the field point x = (x, y, z) is on the axisymmetric axis of the source point ξ = (ξ, η, ζ ), then X = 0 and these expressions are not applicable. In such case, the asymptotic representation [13] 
can be used when X 1, where
with
where Ei (Y ) is the exponential integral [15] . Theñ
that isG
which is valid for X 1. As W k (X, Y ) and its derivatives tend uniformly to zero in a small neighborhood of X = 0, then, Eq. (45) can be written at
In summary, seven expressions are employed for the complementary regions of the coordinates X and Y given by: (i) two regular integrals given by Eqs. (22) and (28) 
Kelvin kernel at very low frequencies or near the vertical axis
For very low frequencies K 1, or in the neighborhood of X = 0, it can be shown that the terms H 0 , Y 0 and P 0 in Eq. (9) tend to cancel each other out and, consequently, the square bracket results bounded [. . .] < D, with D as a constant independent of K . Then, when the field point x = (x, y, z) does not match the source one ξ = (ξ, η, ζ ), the Kelvin kernel has the asymptotic form G → r −1 + s −1 for K → 0 (low frequencies) or X → 0 (near the vertical axis).
Kelvin kernel at very high frequencies or points far away
For very high frequencies K 1 or points far away from the origin, it is verified that X 1 and, then, the following expansion can be used
which is valid for X 1. From this,
Moreover (see Abramowitz-Stegun [15] )
Thus, for very high frequencies K 1 or points far away from the origin, it is verified that, for X 1, the wave kernel has the asymptotic formG → −2s −1 .
Then, the Kelvin one has the asymptotic form G → r −1 − s −1 for K 1 (high frequencies) or X 1 (far away).
Direct computation of the special functions
The Struve differential equation is (see chap. 9, Abramowitz-Stegun [15] )
where z = x + i y is the complex variable and is the factorial function. Its general solution is
where J ν and Y ν are the Bessel functions, of first and second kind, respectively, H ν is the Struve one, all these of integer order ν, and a, b are constants. A direct computation involves ascending and descending series. The ascending series for the Bessel function of first class J n (X ) and order n = 0, 1 are The corresponding ones for the Bessel function of second kind Y n (X ) are
for X > 30. The derivatives of Eqs. (55) and (65) with respect to X are, respectively,
Finally, an asymptotic expansion for the exponential integral Ei(Y ) (see chap. 5 [15] ) is
Plots in Fig. 2 show: (i) the Bessel functions of the first kind J 0 and J 1 (top-left), (ii) the Bessel functions of the second kind Y 0 and Y 1 (bottom-left), (iii) the Struve functions H 0 and H 1 (top-right), and (iv) the exponential integral Ei (x) (bottom-right).
Numerical examples
Free surface test
The Kelvin kernel computation is validated through a numerical test, where the free surface boundary condition
is explicitly computed on a grid over the plane z = 0, inside a finite region |x, y|/L < 200. The source is a square panel of side length L = 0.1, submerged at depth H and harmonically pulsating at frequency ω. Thus, Eq. (71) is verified at machine precision. In Fig. 3 (top) , a three-dimensional view of the wave pattern on the plane z = 0 produced by the submerged source panel is shown. 
Body coordinates and motions
In seakeeping, the body coordinate system (X, Y, Z ) is fixed to the hull, i.e. it moves together with it. The Z -axis is upwards, the X -axis is to bow and, when there is not motion, the plane Z = 0 matches the still water plane, as represented in Fig. 4 (left) . The harmonic body motion is given by the instantaneous position of the body coordinate system (X, Y, Z ) with respect to the moving-frame (x, y, z) and it is decomposed into surge, sway and heave oscillating translations along the body-axes, and into roll, pitch and yaw oscillating rotations around the body-axes, see Fig. 4 (left) . 
Oscillating floating unit hemisphere
An oscillating hemisphere of radius R = 1 in surge (k = 1) and heave (k = 3) modes is considered. Due to the symmetry between the surge and sway (k = 2) modes, it is not necessary to determine the sway mode, nevertheless, for a code validation, it was also verified at machine precision, in a perfectly symmetric mesh. The added mass coefficients are computed as A kk = A kk /(ρV ), and the damping ones as D kk = D kk /(ρV ω), where V = (2/3)π R 3 is the hemisphere volume, ρ is fluid density and ω is the imposed circular frequency. Figure 3 (bottom) shows a convergence plot for the surge added mass at very low frequencies (ω → 0), obtained with a lineal regression analysis (exact value A 11 = 1/2). The mesh is shown in Figure 4 (right) and has 3 000 Kelvin panels over the wetted body surface. Plots of the added mass A kk and damping coefficients D kk , as a function of the wave number coefficient K R, are shown for the surge and sway modes in Figure 5 (left), and for the heave mode in Figure 5 (right). All of them are in good agreement with the literature results [19] . The asymptotic values of these coefficients, for very low and very high frequencies, can be obtained analytically, e.g. by variable separation or image methods. For the surge/sway mode at very low frequency, the boundary condition φ ,z = 0 is equivalent to a symmetry operation with respect to the plane z = 0 and, then, corresponds to the solution of a sphere oscillating in an infinite medium. The added mass for the last case is half of the displaced volume, then, the surge/sway added mass coefficient is A 11 = 1/2 with respect to the true displaced mass (2/3)π R 3 ρ, where the half factor is due to the analytic prolongation. On the other hand, the asymptotic values of the added mass in heave mode are not easy to obtain and could be computed with spherical harmonics (e.g. see Storti-D'Elia [20] ). Bounds for the surge A 11 and heave A 33 added mass coefficients of the oscillating unit hemisphere at very low and very high frequencies are summarized in Table 1 . The first column corresponds to those found in Storti-D'Elia [20] . The values for the surge/sway mode in the second column correspond to those found in Sierevogel [21] and Prins [22] , while the corresponding ones to the heave mode are taken from Korsmeyer [23] and Liapis [24] . It should be noted that only the intervals [0.25, 1.50] and [0.6, 1.5] were considered in Prins [22] , respectively, and, then, the extrapolations are rather doubtful. The third column corresponds to the results found in Hulme [25] . Korsmeyer [23] used a panel method with Fourier transform and complex impedance extended to very low frequencies, while Hulme [25] used spherical harmonics. The Sierevogel [21] , Prins [22] and Liapis [24] results were [20] A 
Conclusions
A semi-numerical scheme for computing the Kelvin kernel for seakeeping flow problems has been proposed. The Kelvin kernel is decomposed as the sum of two Rankine sources and a wave one. The Rankine sources are the standard Green functions for the Laplacian equation, one due to the generic panel on the body surface, placed below the plane z = 0, and the other one due to the mirror image with respect to the same plane. The wave kernel (i) tends to be ill-conditioned for field points near or over the local axisymmetric axis; and (ii) involves a rather heavy computation, due to the Haskind-Havelock integral which, in turn, involves the computation of Bessel and Strouve functions. The Haskind-Havelock integral was accurately computed with a singularity subtraction technique that involves a regular closed term and a numerical adaptive quadrature, while the Bessel and Strouve functions were calculated with asymptotic expansions. The proposed semi-numerical scheme was validated with analytical and semi-analytical solutions for the unit hemisphere in surge and heave motions, without showing numerical instabilities nor precision loss.
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