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Abstract
In this paper, we will define and study amenability of Hopf C∗-algebras as well as
that of Fourier duality.
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0. Introduction
Amenability is an interesting and well studied subject in the theory of locally compact
groups. There are a lot of nice properties associated with it. Since Hopf C∗-algebras are gen-
eralisations of locally compact groups, it is natural to ask whether we can define amenability
for Hopf C∗-algebras and generalise some results in this situation. There are already some
generalisations of amenability to locally compact semi-groups (see e.g. [17] or [14]), Banach
algebras (see e.g. [15]) as well as operator algebras (see e.g. [16]). Even though these are
interesting and well developed subjects by themselves, they do not seem to be appropriate
approaches for general Hopf C∗-algebras.
The aims of this paper are to find good definitions for amenability of Hopf C∗-algebras
and study their properties. Our approach is based on the properties of (generalised) Fourier
algebras and part of our consideration is on the same line as that of Kac algebras as in [5].
It is well known that a locally compact group G is amenable if and only if C∗r (G) = C
∗(G)
which is the case if and only if the Fourier algebra A(G) separates points of C∗(G) (see also [8,
4.1]). It is also well known that G is amenable if and only if A(G) has a bounded approximate
identity (see [8,4.1]). Moreover, it was proved in [9, Theorem 1] that the amenability of G
is equivalent to the fact that B(G) =M(A(G)) (where B(G) is the Fourier-Stieltjes algebra
and M(A(G)) is the space M(A(G), A(G)) defined in Definition 1.11).
Note that the above characterisations all centre around the Fourier algebra A(G). In
[12, §5], we defined the Fourier algebra AS of a general Hopf C
∗-algebra S. We showed that
it is a nice generalisation of A(G) and in most of the interesting cases, it is easy to obtain
(see [12, 5.9]). It also helps us to formulate and prove a uniqueness type theorem of Fourier
duality.
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Therefore, it is natural to define coamenability of S in one of the following ways:
(a) AS has a bounded approximate identity;
(b) AS separates points of S and S is counital;
(c) S∗ ∼= M(AS).
Note that if S = C0(G) (which should be regarded as an coamenable Hopf C
∗-algebra),
these three conditions are satisfied automatically. We particularly consider these conditions
since they can be easily and directly translated into the case of Hopf C∗-algebras without
considering the dual Hopf C∗-algebras.
It is natural to ask whether these conditions are the same or at least related to one
another. We will give an answer to this question in section 2. Moreover, we will also study
some properties and consequences of them.
Another natural question is what may happen if we consider amenability in the duality
framework. More precisely, if (T,X, S) is a Fourier duality and T is coamenable in any one
of the above senses, what property S should have. Because of the uniqueness of Kac-Fourier
duality, it is believed that there should be a way to characterise coamenability of T in terms
of property of S. It turns out to be the amenability of S (as defined in Definition 3.1(b)).
Note that in the case of a locally compact group G, we can characterise the amenability
of G by the existence of an invariant mean on L∞(G). We do not know whether in the Hopf
C∗-algebra case such a definition will be equivalent to the previous ones. Nevertheless, we
obtain some relations concerning invariant means in Propositions 3.6 and 3.12.
Now, we give an outline of the paper.
In section 1, we will give some basic definitions and simple results on Hopf C∗-algebras
and their dualities. We will also recall some basic notions and facts on Banach algebras
which are needed in the following sections.
In section 2, we will give three definitions of coamenability of Hopf C∗-algebras according
to the idea above. We will show that the first definition is the strongest amongst the three
and the second one is stronger than the third one in the 2-sided case. We will also give some
interesting implications of the above coamenability conditions.
In section 3, we will study amenability in duality framework (i.e. the Fourier duality).
We will define and study amenable covariant representations as well as amenable Hopf C∗-
algebras. In particular, we will give a list of equivalent conditions for the amenability of
covariant representations as in [5, 2.4]. We will also study nuclearity of crossed products as
in [11]. As a consequence, if S is amenable, then the dual object Sˆp is a nuclear C
∗-algebra.
We will apply these results to Kac-Fourier dualities and show that the three coamenabilities
in section 2 are essentially the same in this case and coincide with the amenability of the
(reduced) dual Hopf C∗-algebra.
1. Preliminary results
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We begin by recalling the definition of Hopf C∗-algebras. Note that all Hopf C∗-algebras
considered in this paper are “saturated” in the following sense.
Definition 1.1: Let A and S be C∗-algebras.
(a) S is said to be a Hopf C∗-algebra if there is a non-degenerate ∗-homomorphism δS from
S to M(S ⊗ S) such that:
i. (δS ⊗ id)δS = (id⊗ δS)δS;
ii. δS(1⊗ S), δS(S ⊗ 1) ⊆ S ⊗ S.
Moreover, S is said to be saturated if the linear spans of the sets {δS(s)(1⊗ t) : s, t ∈ S}
and {δS(s)(t⊗ 1) : s, t ∈ S} are dense in S ⊗ S.
(b) A non-degenerate ∗-homomorphism ǫ from A to M(A ⊗ S) is said to be a coaction if
(ǫ⊗ id)ǫ = (id⊗ δS)ǫ and N = {ǫ(a)(1 ⊗ s) : a ∈ A; s ∈ S} ⊆ A⊗ S. Moreover, ǫ is said to
be non-degenerate (as a coaction) if the linear span of N is dense in A⊗ S.
(c) v ∈M(A⊗ S) is said to be a unitary corepresentation of S if (id⊗ δS)(v) = v12v13.
Throughout this paper, S is a saturated Hopf C∗-algebra with coaction δS. Note that
any Hopf C∗-algebra defined by regular or manageable multiplicative unitary is saturated.
We first observe the following consequence of this extra condition. This fact will be used
several times in this paper.
Remark 1.2: Let N be a S-invariant subspace of S∗. Fix f ∈ N and t ∈ S such that
f(t) = 1. Then for any given s ∈ S, there exist ri, si ∈ S such that
∑
i δS(si)(1 ⊗ ri)
converges to s ⊗ t. Hence
∑
i(id ⊗ ri · f)δS(si) converges to s and the subspace N · S
generated by elements of the form (id ⊗ g)δS(r) (g ∈ N ; r ∈ S) is dense in S. Similarly,
S ·N is dense in S.
Lemma 1.3: Any left (or right) coidentity of S is a two-sided coidentity. Moreover, any
coidentity of S is positive.
Proof: The first statement follows from the fact that any h ∈ S∗ such that hS∗ = (0) is
zero (by Remark 1.2). For the second statement, let u ∈ S∗ be a coidentity of S. Take any
f ∈ S∗+ and any a ∈ S+, let b ∈ S be such that a = b
∗b. By a similar argument as in Remark
1.2, a can be approximated by elements of the form
∑
ij(id⊗ rj · f · r
∗
i )δS(c
∗
i cj). Therefore,
u(a) can be approximated by
∑
ij(u⊗ rj · f · r
∗
i )δS(c
∗
i cj) = f((
∑
i ciri)
∗(
∑
j cjrj)) ≥ 0.
Note that S∗ is a Banach algebra with multiplication defined by fg = (f⊗g)δS (f, g ∈ S
∗).
The argument of the above lemma shows that if N is any S-invariant subspace of S∗ and
u ∈ S∗ such that uf = f for all f ∈ N , then u ≥ 0 (note that N is the vector subspace
generated by SN+).
Lemma 1.4: Let A be a S-invariant subalgebra of S∗. Any bounded left (or right) σ(S∗, S)-
approximate identity of A is a bounded 2-sided σ(S∗, S)-approximate identity of A.
Proof: Suppose that {fi} is a bounded left σ(S
∗, S)-approximate identity of A. Since any
s ∈ S can be approximated by sums of elements of the form (id ⊗ g)δS(r) (g ∈ A and
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r ∈ S) (by Remark 1.2) and {hfi} is bounded for a fixed h ∈ A, it is easy to see that {hfi}
σ(S∗, S)-converges to h.
Now we will recall from [12] some basic materials about Fourier dualities of Hopf C∗-
algebras. We denote by (Sˆp, VS) the strong dual object of S (i.e. the universal object cor-
responds to the unitary corepresentations of S; see [12, 2.2] for a concrete definition). In
this case, (Sˆp, VS, S) is called an intrinsic dual pair. We also recall from [12, 2.7] the notion
of dualizable Hopf C∗-algebra which basically means that Sˆp is a Hopf C
∗-algebra (see [12,
2.6]). Furthermore, S is said to be symmetrically dualizable if the intrinsic dual pair is a
Fourier duality in the following sense. (Note that if S comes from a regular or manageable
multiplicative unitary or their tensor product, then S is symmetrically dualizable.)
Definition 1.5: Let S and T be two Hopf C∗-algebras and X ∈M(T ⊗ S).
(a) (T,X, S) is said to be a Fourier duality if
i. X and Xσ ∈ M(S ⊗ T ) (where σ is the flip of the two variables) are unitary corepre-
sentations of S and T respectively;
ii. {(id ⊗ f)(X) : f ∈ S∗} ∩ T and {(g ⊗ id)(X) : g ∈ T ∗} ∩ S are dense in T and S
respectively.
Moreover, any X ∈ M(T ⊗ S) satisfying the first condition is called a unitary T -S-
birepresentation.
(b) Let µ and ν be representations of S and T respectively on H . Then (µ, ν) is said to be a
X-covariant representation if (id⊗ µ)(X)12X13(ν ⊗ id)(X)23 = (ν ⊗ id)(X)23(id⊗ µ)(X)12.
(c) A Fourier duality (T,X, S) is said to be a Kac-Fourier duality if there exists a X-covariant
representation (µ, ν) as well as a Xσ-covariant representation (ρ, λ) such that both µ and ν
are injective.
In fact, the Xσ-covariant representation (ρ, λ) in part (c) is also injective (by Theorem
1.8 below).
Note that we can define VS-covariant representation in a similar way as above even in
the case when S is not symmetrically dualizable.
Now, if (µ, ν) is a X-covariant representation, then by [12, 4.3], V = (ν ⊗ µ)(X) is
a multiplicative unitary, i.e. V12V13V23 = V23V12 ∈ L(H ⊗ H ⊗ H) (which need not be
semi-regular nor manageable) and µ(S) and ν(T ) are Hopf C∗-algebras (which need not be
defined by V in the usual sense as in [2]). Conversely, any good (in particular, regular or
manageable) multiplicative unitary defines a Fourier duality (which has a canonical covariant
representation) in the obvious way.
Moreover, a Kac-Fourier duality is exactly a duality (T,X, S) defined (in the usual sense)
by two multiplicative unitaries V andW such that SV ∼= S ∼= SˆW . Hence Kac-Fourier duality
is much more general than Kac system. For the other properties of Fourier duality, we refer
the readers to [12].
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From now on, (T,X, S) is a Fourier duality. Let S# be the set {f ∈ S∗ : (id⊗f)(X) ∈ T}
and T# = {g ∈ T ∗ : (g ⊗ id)(X) ∈ S}. Moreover, we denote by jS and jT the canonical
maps from T# and S# to S and T respectively.
Lemma 1.6: For a Fourier duality (T,X, S), any coidentity u of S is a Hopf ∗-homomorphism
and (id⊗ u)(X) = 1.
Proof: Since u is a coidentity, (u ⊗ id)δS = id. Hence X = (id ⊗ id ⊗ u)(id ⊗ δS)(X) =
X((id ⊗ u)(X)⊗ 1) and so (id ⊗ u)(X) = 1. Moreover, for any f, g ∈ T ∗, u(jS(f)jS(g)) =
(fg ⊗ u)(X) = fg(1) = f(1)g(1) = u(jS(f))u(jS(g)).
Hence if S is symmetrically dualizable, then any coidentity of S is a Hopf ∗-homomorphism.
Next, we would like to recall the notion of Fourier algebras. A non-zero S-invariant 2-sided
(respectively, left or right) ideal of S∗ is called a 2-sided (respectively, left or right) Hopf ideal
of S∗.
Definition 1.7: The intersection, AS (respectively, A
l
S and A
r
S), of all 2-sided (respectively,
left and right) Hopf ideals of S∗ is called the Fourier algebra (respectively, left and right
Fourier algebra) of S.
We recall from [12, 5.5 & 1.9] that if (µ, ν) is aX-covariant representation, then ν∗(L(H)∗)
and µ∗(L(H)∗) are left Hopf ideal of T
∗ and right Hopf ideal of S∗ respectively. Moreover,
we recall the following result from [12, 5.9].
Theorem 1.8: Let (T,X, S) be a Kac-Fourier duality and let (µ, ν) and (ρ, λ) be a X-
covariant and a Xσ-covariant representations respectively. Then
eµ = eλ and A
l
S = A
r
S = AS = eµS
∗ = µ∗(L(H)∗)
(where eµ and eλ are the support projections of µ and λ respectively). The same is true for
T .
Note that we can deduce the unique of Kac-Fourier duality as well as many other inter-
esting properties from this theorem (see [12, §5]).
We end this section with some notations and results about Banach algebras which will
be used in the following sections. From now on, until the end of this section, A is a Banach
algebra.
Definition 1.9: Let Ml(A) = {l ∈ L(A) : l(ab) = l(a)b; a, b ∈ A} (i.e. the set of all left
multipliers of A). Let Sl be the topology on Ml(A) corresponding to the family of semi-
norms {pa : a ∈ A} (where pa(l) = ‖l(a)‖ for any l ∈Ml(A)). Then Sl is called the left strict
topology on Ml(A).
Suppose that A is a left ideal of a Banach algebra B. Then there exists a canonical map
from B to Ml(A). Moreover, we have the following well know result.
Lemma 1.10: If A has a left approximate identity, then the canonical image of A is dense
in (Ml(A),Sl).
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We can also define Mr(A) as well asM(A) (i.e. M(A;A) as defined in Definition 1.11 be-
low) and have similar density results for them. More generally, for any Banach A-bimodules
X and Y , we denote byM rA(X, Y ) (respectively, M
l
A(X, Y )) the set of all elements in L(X, Y )
(i.e. bounded linear operators from X to Y ) that respect the left (respectively, right) A-
multiplication.
Definition 1.11: Let X be a Banach A-bimodule. Let l ∈ M lA(A,X) and r ∈ M
r
A(A,X).
Then (l, r) is said to be a multiplier if a · l(b) = r(a) · b for any a, b ∈ A. We denote by
M(A,X) the set of all multipliers of X .
It is clear that all of the spaces M rA, M
l
A and M are Banach spaces (under the canonical
norms on them). Moreover, M rA(X, Y
∗) ∼= M lA(Y,X
∗). We will now give some basic facts
about approximate identities and invariant means.
Proposition 1.12: (a) The following statements are equivalent:
(i) A has a bounded right approximate identity;
(ii) A has a bounded right weak approximate identity;
(iii) (A∗∗,×1) has a right identity (where ×1 is the first Arens multiplication on A
∗∗);
(iv) for any Banach A-bimodule X , M rA(A,X
∗) ∼= X∗ canonically;
(v) A∗∗ ∼= M rA(A,A
∗∗) canonically;
(b) If A has both a bounded right approximate identity and a bounded left approximate
identity, then A has a bounded two-sided approximate identity.
Proof: Since part (b) is well known, we need only to show part (a). In fact, the equivalences
of (i)-(iii) in part (a) are also well known (see e.g. [13, 5.1.8]). To prove that (i) implies
(iv), we let {ai} be a bounded right approximate identity of A and r ∈ M
r
A(A,X
∗). Then
{r(ai)} is a bounded net in X
∗ and hence has a subnet converging weakly to an element ϕ0
of X∗. It is easy to check that r(a) = a · ϕ0 and (iv) holds. Condition (iv) obviously implies
condition (v). Finally, we show that (v) implies (iii). If u is an element in A∗∗ corresponding
to idA ∈M
r
A(A,A
∗∗), then u is clearly a right identity for the first Arens product.
A cone E+ of a normed space E is said to be a L-cone if ‖x + y‖ = ‖x‖ + ‖y‖ for any
x, y ∈ E+.
Definition 1.13: (a) A Banach algebra A with a closed cone A+ is said to be a LB-algebra
if A+ is a generating L-cone and there exists e ∈ A
∗
+ with e(v) = ‖v‖ for all v ∈ A+.
(b) Let A be a LB-algebra and S = {x ∈ A+ : ‖x‖ = 1}.
(i) A net {ai} in S is said to be a left (respectively, left weak) approximate invariant mean if
for any a ∈ S, aai − ai converges to 0 in norm (respectively, in the weak topology). We can
also define a right ( respectively, right weak) approximate invariant mean in a similar way.
(ii) m ∈ A∗∗+ is said to be a left (respectively, right) invariant mean if ‖m‖ = 1 and a ·m =
e(a)m (respectively, m · a = e(a)m) for any a ∈ A.
Note that the predual of a Hopf von Neumann algebra is a LB-algebra. If G is a locally
compact group and A = L1(G), then m ∈ A∗∗ = L∞(G)∗ is a left invariant mean in the
above sense if and only if it is a left invariant mean in the usual sense.
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Proposition 1.14: Let A be a LB-algebra.
(a) The following statements are equivalent.
(i) A∗∗ has a left (respectively, right) invariant mean.
(ii) A has a left (respectively, right) weak approximate invariant mean.
(iii) A has a left (respectively, right) approximate invariant mean.
(b) Suppose that A satisfies the extra assumption that ‖ab‖ = ‖a‖ ‖b‖ for any a, b ∈ A+.
Then A has a 2-sided (respectively, weak) approximate invariant mean if and only if A has
both a left and a right (respectively, weak) approximate invariant means.
Proof: (a) If m is a left invariant mean of A∗∗, then there exist bi ∈ A+ such that ‖bi‖ ≤ 1
and {bi} σ(A
∗∗, A∗)-converges to m. Hence ‖bi‖ = e(bi) converges to m(e) = 1 and we can
assume all bi’s to be non-zero. It is easily seen that ai = bi/‖bi‖ is a left weak approximate
invariant mean. The proof for (ii) imply (iii) follows from a similar argument as in [5, 2.8.4].
Finally, (iii) implies (i) can be shown easily using the weak compactness of the unit ball of
A∗∗.
(b) Let {ai} and {bj} be respectively a left and a right approximate invariant means. Then
clearly {aibj} is a 2-sided approximate invariant mean.
2. Coamenability of Hopf C∗-algebras
In this section, we will study coamenability of Hopf C∗-algebras. We will give three defi-
nitions for it, namely, H1-coamenable, H2-coamenable and H3-amenable. We will then study
the relations between them. In particular, we will show that H1-coamenability is stronger
than both H2-coamenability and H3-coamenability. Moreover, 2-sided H2-coamenability will
imply 2-sided H3-coamenability. We will also study some properties and implications of these
coamenabilities.
Definition 2.1: A (saturated) Hopf C∗-algebra S is said to be:
(a) 2-sided coamenable as Hopf C∗-algebra of the first type, or simply 2-sided H1-coamenable,
if AS is non-zero and has a bounded 2-sided approximate identity.
(b) 2-sided coamenable as Hopf C∗-algebra of the second type, or simply 2-sidedH2-coamenable,
if S∗ is unital and any 2-sided Hopf ideal separates points of S.
(c) 2-sided coamenable as Hopf C∗-algebra of the third type, or simply 2-sided H3-coamenable,
if the canonical map from S∗ to M(AS) is surjective.
Remark 2.2 We can also define 1-sided version of Definition 2.1: S is said to be:
(i) left H1-coamenable if A
l
S has a bounded left approximate identity.
(ii) left H2-coamenable if S
∗ is unital and any left Hopf ideal separates points of S.
(iii) left H3-coamenable if the canonical map from S
∗ to Ml(A
l
S) is injective.
Similarly, we can define right Hi-coamenability (i = 1, 2, 3).
Note that since AS · S, A
l
S · S and S · A
r
S are dense in S (by Remark 1.2), any f ∈ S
∗
such that fAS = 0 or fA
l
S = 0 or A
r
Sf = 0 is zero. Hence the canonical map in Definition
2.1(c) as well as its one-sided companions are automatically injective.
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Example 2.3: (a) Let G be a locally compact group. If S = C0(G), then S
∗ = M(G) and
AS = A
l
S = A
r
S = L
1(G) (by Theorem 1.8). It is clear that S is automatically 2-sided (and
also left and right) Hi-coamenable for i = 1, 2, 3. On the other hand, let S = C
∗(G) (or
S = C∗r (G)). Then S
∗ = B(G) by definition (respectively, S∗ = Br(G)) and AS = A
l
S =
ArS = A(G) (by Theorem 1.8 or [4]). It is well known that for any fixed i = 1, 2, 3, S is
2-sided Hi-coamenable if and only if G is amenable (see e.g. [9] and [8, 4.1]).
(b) Let SV and SˆV be the Hopf C
∗-algebras defined by a biregular irreducible multiplicative
unitary V . Then SˆV is Hi-coamenable (i = 1, 2, 3) if and only if V is amenable in the sense
of [2, A13(c)] (by Theorem 1.8, Proposition 3.5 and Corollary 3.13 below; see also Examples
3.2(c) as well as the discussion after Definition 1.5). In particular, any discrete quantum
group (i.e. the dual Hopf C∗-algebra of a unital Hopf C∗-algebra; see [19]) is Hi-coamenable
(i = 1, 2, 3).
These three coamenabilities look very distinct. However, we will see in the following
(Theorem 2.8) some relations between them. We will also show later that in the case of Kac-
Fourier duality, they are essentially the same (see Corollary 3.13 and Remark 3.15 below).
Proposition 2.4: Let A be a left Hopf ideal of S∗. Then S∗ is unital and A
σ(S∗,S)
= S∗ if
and only if A has a bounded left σ(S∗, S) |A-approximate identity.
Proof: Suppose that {fi} ⊆ A is a bounded left σ(S
∗, S)-approximate identity. Then there
exists a subnet {gj} of {fi} such that {gj} is σ(S
∗, S)-convergent to an element g0 ∈ S
∗. For
any f ∈ A, s ∈ S and h ∈ S∗,
(g0h)(f · s) = lim
j
gj(h · (f · s)) = lim
j
(gj(hf))(s)
= (hf)(s) = h(f · s).
Hence, by Remark 1.2, g0 is a left identity of S
∗ and so is a 2-sided identity by Lemma 1.3.
Moreover, by a similar argument as above, it is not hard to see that for any h ∈ S∗, hfi ∈ A
will σ(S∗, S)-converge to h. Conversely, suppose that S∗ is unital and A is σ(S∗, S)-dense in
S∗. As A separates points of S, the canonical ∗-homomorphism iS from S to A
∗ is injective
(and so a metric injection). Hence the map i∗S from A
∗∗ to S∗ is a metric surjection and is
σ(A∗∗, A∗)-σ(S∗, S) continuous. Let U and UA be respectively the closed unit balls of S
∗ and
A. Then UA = i
∗
S(κA(UA)) is σ(S
∗, S)-dense in U (where κA is the canonical map from A to
A∗∗). Therefore, if f0 is the identity of S
∗, there exists a net {fi} in A such that ‖fi‖ ≤ ‖f0‖
and {fi} σ(S
∗, S)-converges to f0. It is clear that fi is a bounded left σ(S
∗, S)-approximate
identity for A (in fact, for S∗).
We have a similar result for right (as well as 2-sided) Hopf ideals of S∗. Note that
the topology considered in Proposition 2.4 (i.e. σ(S∗, S) |A) is strictly weaker than σ(A,A
∗)
(consider S as a subset of A∗). Therefore, (1-sided and 2-sided) H1-coamenability is stronger
than H2-coamenability. However, there is no reason to believe that the existence a bounded
σ(S∗, S) |A-approximate identity will imply the existence of a bounded approximate identity.
Therefore, H1-coamenability and H2-coamenability are probably distinct in general.
On the other hand, Proposition 2.4 and Lemma 1.4 also imply the following unexpected
result (note that a right approximate identity is considered instead of a left one).
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Corollary 2.5: Let A be a left Hopf ideal of S∗ with a bounded right σ(S∗, S)-approximate
identity (in particular, if A has a bounded right approximate identity). Then S∗ equals
A
σ(S∗,S)
and is unital.
Thus, in the case when A = S∗, we obtain the following interesting proposition.
Proposition 2.6: Let S be a (saturated) Hopf C∗-algebra. The following statements are
equivalent.
(i) S∗ is unital.
(ii) S∗ has a bounded left (or right) σ(S∗, S∗∗)-approximate identity.
(iii) S∗ has a bounded left (or right) approximate identity.
(iv) S∗ has a bounded left (or right) σ(S∗, S)-approximate identity.
In fact, it is clear that (i) ⇒ (iii) ⇒ (ii) ⇒ (iv) and Proposition 2.4 shows that (iv)
implies (i).
Next, we will study the relation between H2-coamenability and H3-coamenability.
Proposition 2.7: Let A be a 2-sided Hopf ideal of S∗. Suppose that S∗ is unital and A is
σ(S∗, S)-dense in S∗. Then M(A) ∼= S∗ canonically.
Proof: It is required to show that the canonical map from S∗ toM(A) is surjective. Let (l, r)
be an element in M(A). We recall from Remark 1.2 that any s ∈ S can be approximated
by sums of elements of the form (f ⊗ id)δS(t) (f ∈ A, t ∈ S). As the canonical map j from
S to A∗ (which is the composition of κS with the canonical map from S
∗∗ to A∗) respects
the comultiplications (i.e. δA∗ ◦ j = (j ⊗ j) ◦ δS), we see that j(s) can be approximated (in
norm) by sums of elements of the form (f ⊗ id)δA∗(j(t)). Moreover since for any f, g ∈ A
and t ∈ S, l∗(j(t) · f)(g) = (fl(g))(j(t)) = (r(f)g)(j(t)) = (g · j(t))(r(f)),
l∗((f ⊗ id)δA∗(j(t))) = (r(f)⊗ id)δA∗(j(t))
which is in j(S). Thus, l∗(j(S)) ⊆ j(S). Similarly, we have r∗(j(S)) ⊆ j(S). Therefore, as
j is injective (for A separates points of S), we can regard l∗, r∗ ∈ L(S). Note that under
this identification, we still have g · l∗(s) = l∗(g · s) (as j respects the comultiplication and A
separates points of S). Now, if u is the identity in S∗, then h = u ◦ l∗ ∈ S∗. For any g ∈ A
and s ∈ S,
g(l∗(s)) = (u⊗ g)δS(l
∗(s)) = u(g · l∗(s)) = h(g · s).
Therefore, l(g) = hg. On the other hand, let {gi} be a net in A that σ(S
∗, S)-converges to
u. For any f ∈ A, we have l∗(s · f)(gi) = r
∗(gi · s)(f). The left hand side of the equality
converges to h(s · f) while the right hand side equals (r(f) ⊗ gi)δS(s) which converges to
r(f)(s). Hence r(f) = fh. Now the image of h ∈ S∗ is (l, r) ∈ M(A) and the result is
proved.
It is not known whether Proposition 2.7 holds for left (or right) Hopf ideals in general.
Note that it is not clear whether the image of A
σ(S∗,S)
is a left ideal of Ml(A). Nevertheless,
we can still prove that one-sided H1-coamenability is stronger that H3-coamenability.
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Theorem 2.8 (a) Left (respectively, right or 2-sided) H1-coamenability will imply left (re-
spectively, right or 2-sided) H2-coamenability.
(b) 2-sided H2-coamenability implies 2-sided H3-coamenability.
(c) Left (or right) H1-coamenability will imply left (respectively, right) H3-coamenability.
Proof: Because of Proposition 2.7 and the paragraph after Proposition 2.4, we need only
to prove part (c). Let A be a left Hopf ideal of S∗ with a bounded left approximate identity
{fi}. Note that A can be regarded as a subspace ofMl(A) (as the canonical map is injective).
By Remark 1.2, A · S is dense in S. Hence {fi} is an approximate identity for the Banach
left A-module S. Suppose that {gj} is a net in A that Sl-converges to an element g ∈ A
(see Definition 1.9). For any s ∈ S, since s = h · t for some h ∈ A and t ∈ S, gj(s) =
gjh(t) converges to gh(t) = g(s). This shows that σ(S
∗, S) |A is weaker than Sl |A. Hence
Lemma 1.10 ensures that there is a continuous map Ψ from Ml(A) to the completion of
(A, σ(S∗, S) |A) which can be regarded as a subspace of the algebraic dual S
d of S. Now
for any l ∈ Ml(A), gi = l(fi) ∈ A will Sl-converge to l and so Ψ(l)(s) = limi gi(s) for any
s ∈ S. Therefore, ‖Ψ(l)(s)‖ ≤ ‖l‖ supi ‖fi‖‖s‖ which implies that Ψ(l) ∈ S
∗. Thus, Ψ is
a continuous map from (Ml(A),Sl) to (S
∗, σ(S∗, S)) which extends the identity map on A.
Now let j be the canonical injection from S∗ to Ml(A). For any l ∈Ml(A) and g ∈ A,
j(Ψ(l))(g) = Ψ(l)g = w − lim
i
l(fi)g = w − lim
i
l(fig).
However, since fig converges to g, l(fig) will converge to l(g) in norm. Therefore, j ◦Ψ = id
and j is surjective and hence bijective. Now, part (c) is proved by putting A = AlS.
We now consider some implications of these coamenabilities. The following lemma is
clear.
Lemma 2.9: Let A be a left Hopf ideal of S∗. Then each of the following conditions is
weaker than the previous ones.
(i) S∗ = Ml(A).
(ii) the norm given by ‖a‖l = sup{‖ab‖ : b ∈ A; ‖b‖ ≤ 1} is equivalent to the original norm
on A.
(iii) A is norm closed in (Ml(A), ‖ · ‖l).
Note that in the case when S = C∗(G) and A = A(G), the above conditions are all
equivalent to the amenability of G (see [9]). However, we do not know whether it is the case
in this general situation.
Lemma 2.10: Let (T,X, S) be a Fourier duality such that jS(A
r
T ) (see Section 1) is dense
in S. If T is right H1-coamenable, then the following conditions hold.
(i) ArT has a bounded approximate identity for the right A
r
T -module S (the module structure
is given by jS(g) • h = jS(gh) for any g ∈ T
# and h ∈ ArT ).
(ii) If N is any S-invariant subspace of S∗, then M rAr
T
(ArT , N)
∼= N .
Proof: (i) We first note that by the definition of Fourier duality (see Definition 1.5(a)),
jS(T
#) is dense in S. It is clear that ‖jS(g) • h‖ ≤ ‖jS(g)‖‖jS(h)‖ ≤ ‖jS(g)‖‖h‖. Since A
r
T
has a bounded right approximate identity and jS(T
#) • ArT = jS(T
#ArT ), A
r
TA
r
T = A
r
T and
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S •ArT is dense in S (as jS(A
r
T ) is dense in S by assumption). Therefore, the bounded right
approximate identity of ArT is a bounded approximate identity for S.
(ii) Note that as jS(A
r
T ) is dense in S, the corresponding dual left A
r
T -module structure on
S∗ is given by h • f = jS(h) · f ∈ S
∗ (h ∈ ArT ; f ∈ S
∗). Thus, N is a ArT -submodule of S
∗.
By Proposition 1.12(a)(iv), M rAr
T
(ArT , S
∗) ∼= S∗. Hence for any r ∈M rAr
T
(ArT , N), there exists
f0 ∈ S
∗ such that r(h) = h • f0 ∈ N for any h ∈ A
r
T . Since jS(A
r
T ) is dense in S, S · f0 ⊆ N
which implies that f0 ∈ N .
In the case when S = C0(G), A
r
T = A(G) and N = L
1(G), the above two conditions
are also equivalent to the amenability of G (see [10, Theorem 1]). Again, we do not know
whether it is true in general.
3. Amenable covariant representations
In this section, we will define and study amenable covariant representations. In particular,
we will give a partial analogue of [5, 2.4]. Moreover, we will study the crossed products as in
[11] and show that nuclearity is preserved under crossed products of coactions of amenable
Hopf C∗-algebras. We will then apply these results to Kac-Fourier dualities and show that
the three coamenabilities in Section 2 are essentially the same in this case (see Corollary
3.13 and Remark 3.15).
Throughout this section, unless specified, S is a (saturated) dualizable Hopf C∗-algebra
(which is the case if S comes from a regular or manageable multiplicative unitary) and
(Sˆp, VS, S) is the intrinsic duality of S (see Section 1).
Definition 3.1: (a) A VS-covariant representation (µ, ν) (see the paragraph after Definition
1.5) is said to be amenable if ν is injective.
(b) S is said to be amenable if there exists an amenable VS-covariant representation.
Example 3.2 (a) C∗r (G) and C
∗(G) are automatically amenable. In fact, the unitary corep-
resentations of C∗r (G) and C
∗(G) are the same. Let (C0(G), VG) and (C0(G), V
r
G) be the
strong dual object of C∗(G) and C∗r (G) respectively. Since V
r
G is a quotient of VG and there
exists an amenable V rG-covariant representation, C
∗(G) and C∗r (G) are amenable.
(b) Let (C∗(G),WG) be the strong dual of C0(G). Theorem 1.8 implies that for any WG-
covariant representation (µ, ν), ν(C∗(G)) = C∗r (G). Therefore, C0(G) is amenable if and
only if G is amenable (using Theorem 1.8 again).
(c) Let V be a regular or manageable multiplicative unitary and S = SV . If V is amenable
in the sense of [2, A13(c)], then SV is amenable. If, in addition, V is irreducible, then the
amenability of SV will imply the amenability of V (by Theorem 1.8).
Lemma 3.3: Suppose that (µ, ν) is a VS-covariant representation of S on a Hilbert space
H . Let T0 = ν(Sˆp) and B = ν
∗(L(H)∗). Then ν
∗(T ∗0 ) and B are both left Hopf ideals of Sˆ
∗
p
such that ν∗(T ∗0 ) = B
σ(Sˆ∗p ,Sˆp).
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Proof: By [12, 5.5 & 1.9], B is a left Hopf ideal of Sˆ∗p . It is not hard to see that ν
∗(T ∗0 ) =
B
σ(Sˆ∗p ,Sˆp) and hence ν∗(T ∗0 ) is also a left Hopf ideal of Sˆ
∗
p .
Corollary 3.4: If Sˆp is leftH2-coamenable, then any VS-covariant representations is amenable.
Similar to the case of Kac algebras (see [5, §2]), we have the following list of equiva-
lent conditions for amenable VS-covariant representations. Note that these equivalences are
known in the case of regular multiplicative unitary (see [3, 5.5]).
Proposition 3.5: Let (µ, ν) be a VS-covariant representation on H and V = (ν ⊗ µ)(VS).
Let T0 = ν(Sˆp) and B = ν
∗(L(H)∗). Then the following statements are equivalent.
i. (µ, ν) is amenable.
ii. T ∗0 is unital.
iii. The trivial representation πe of Sˆp is weakly contained in ν.
iv. There exists a net of unit vectors {ηi} in H such that ‖V (ηi ⊗ ξ)− ηi ⊗ ξ‖ converges
to zero for any ξ ∈ H .
v. B has a bounded left approximate identity.
Proof: It is clear that condition (i) implies both (ii) and (iii). To show that (ii) implies (i),
we first note that, by the proof of the equality in Lemma 1.6, the image of the identity of T ∗0
in Sˆ∗p is an identity. Now Lemma 3.3 shows that condition (i) holds. We can use a similar
argument as [5, 2.7.1] and [5, 2.7.2] to prove that condition (iii) is stronger than (iv) and
condition (iv) is stronger than (v). Finally, it follows from Lemma 3.3 and Proposition 2.4
that condition (v) implies condition (i).
Note that the condition of B having a bounded right approximate identity is stronger
than it having a bounded left approximate identity (see Proposition 3.6(b) below).
Suppose that A = µ∗(L(H)∗). Then A
∗ ∼= µ(S)′′ ⊆ L(H)∗ is a Hopf von Neumann
algebra and hence A is a LB-algebra (see Definition 1.3(a)). We have a sort of invariant
mean characterisation for amenability.
Proposition 3.6: Let the situation be the same as Proposition 3.5.
(a) Let A = µ∗(L(H)∗) and j be the canonical non-degenerate ∗-homomorphism from S to
A∗. Then conditions (i)-(v) imply condition (vi) below. If, in addition, {(id ⊗ ω ◦ µ)(VS) :
ω ∈ L(H)∗} is dense in Sˆp, then conditions (i)-(vi) are equivalent to one another.
vi. A∗∗ has a right invariant mean m such that m({(g ◦ ν ⊗ j)(VS) : g ∈ T
∗
0 }) 6= (0).
(b) If B = ν∗(L(H)∗) has a bounded right approximate identity, then (µ, ν) is amenable.
Proof: (a) We will first show that (iv) implies (vi). For any ζ ∈ H , let µζ = µ
∗(ωζ). Since
{µηi} ⊆ A is a bounded net, it has a subnet {µζj} σ(A
∗∗, A∗)-converging to m ∈ A∗∗. For
any ξ ∈ H and x ∈ A∗, we have
(m · µξ)(x) = lim
j
ωζj⊗ξ(V (µ˜(x)⊗ 1)V
∗) = lim
j
〈(µ˜(x)⊗ 1)V ∗(ζj ⊗ ξ), V
∗(ζj ⊗ ξ)〉
= lim
j
〈(µ˜(x)⊗ 1)(ζj ⊗ ξ), ζj ⊗ ξ〉 = µξ(1)m(x)
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(where µ˜ is the induced map from A∗ to L(H) and V = (ν ⊗ µ)(VS)). Hence, m · a = a(1)m
if a is a linear combination of µξ’s. Therefore, m is a right invariant mean for A
∗∗ (as m
is continuous and (m · a)(z) = m(a · z)). Moreover, as m(1) = 1 and T ∗0 is unital, we have
by the proof of the equality in Lemma 1.6, m({(g ⊗ j)(V ) : g ∈ T ∗0 }) 6= (0). Conversely,
suppose that condition (vi) is true. Let {ai} be a net in A bounded by K = ‖m‖ and
σ(A∗∗, A∗)-converging to m. Take any f ∈ T ∗0 such that m((f ◦ ν ⊗ j)(VS)) = 1. Then for
any a ∈ A ⊆ S∗,
|πe(jSˆp(a)) | = |a(1) | = |m · a((f ◦ ν ⊗ j)(VS)) |
= | lim
i
(f ◦ ν ⊗ ai ⊗ a)((VS)12(VS)13) |
= lim
i
|f ◦ ν(jSˆp(ai)jSˆp(a)) | ≤ K‖f‖ ‖ν(jSˆp(a))‖
(where jSˆp(a) = (id ⊗ a)(VS)). Since jSˆp(A) is dense in Sˆp, this shows that condition (iii)
holds.
(b) This follows directly from Corollary 2.5 and Lemma 3.3.
Remark 3.7: (a) Let V be a regular or manageable multiplicative unitary and S = SV . Let
(µ, ν) be the VS-covariant representation defined by V . Then {(id⊗ω ◦µ)(VS) : ω ∈ L(H)∗}
is dense in Sˆp. On the other hand, if S is an arbitrary Hopf C
∗-algebra such that both AS
and ASˆp are non-zero, the density condition will be true for any VS-covariant representation
(see the proof of [12, 5.3]).
(b) If the invariant mean m in condition (iv) satisfies the following stronger condition:
m({(ω ◦ ν ⊗ j)(VS) : ω ∈ L(H)∗}) 6= (0), then S will have a Haar state (which is the
restriction of m) and is a compact quantum group.
(c) If the algebra B in the above proposition has a bounded right approximate identity, then
B has a bounded 2-sided approximate identity (by Proposition 1.12(b)).
Definition and Proposition 3.8: Let (T,X, S) be a general Fourier duality. Then a X-
covariant representation (µ, ν) on H is said to be amenable if it satisfies one of the following
equivalent conditions:
1. T0 = ν(T ) is counital.
2. There exists a net of unit vectors {ηi} of H such that for any ξ ∈ H , ‖(ν⊗µ)(X)(ηi⊗
ξ)− ηi ⊗ ξ‖ converges to zero.
3. ν∗(L(H)∗) has a bounded left approximate identity.
Proof: The proofs of (2) implies (3) and (3) implies (1) are the same as those of Proposition
3.5 (note that ν∗(L(H)∗) is a left Hopf ideal of T
∗ and ν∗(T ∗0 ) = ν
∗(L(H)∗)
σ(T ∗,T )
). Suppose
that (1) holds. Y = (ν ⊗ id)(X) is clearly a T0-S-birepresentation such that {(id ⊗ f)(Y ) :
f ∈ S#} is dense in T0. Therefore, by the proof of Lemma 1.6, the counit of T0 is a Hopf
∗-homomorphism π of T0 such that (π⊗ id)(Y ) = 1. It is clear that π ◦ν is weakly contained
in ν and condition (2) follows from the same argument as in [5, 2.7.1].
13
Since S is dualizable, T is a quotient Hopf C∗-algebra of Sˆp (by [12, 3.5]) and any X-
covariant representation induces a VS-covariant representation. In this case, the induced
representation is amenable if and only if the original one is.
Moreover, we also have the corresponding results of Proposition 3.6 in the case of a
general Fourier duality. Note that {(id ⊗ ω ◦ µ)(X) : ω ∈ L(H)∗} is automatically dense
in T in the case of Kac-Fourier duality or duality arising from a regular or manageable
multiplicative unitary (see Remark 3.7(a)).
Next, we would like to study crossed products of coactions of amenable Hopf C∗-algebras.
We refer the readers to [12, §2 & §4] for the basic definitions and properties of (full and
reduced) crossed products. From now on, A and B are two C∗-algebras and ǫ is a coaction
of S on A. Let ǫ′ be the coaction on A ⊗ B defined by ǫ′(a ⊗ b) = (ǫ(a) ⊗ b)σ23 (where σ23
is the flip of the second and the third variables). Using the same sort of argument as in [11,
2.14 & 3.2], we have the following proposition.
Proposition 3.9: (a) If (µ, ν) is an amenable VS-covariant representation on H , then A×
µ,ν
ǫ
Sˆ = A×ǫ Sˆ.
(b) For any VS-covariant representation (µ, ν), (A×
µ,ν
ǫ Sˆ)⊗ B = (A⊗B)×
µ,ν
ǫ′ Sˆ.
(c) If A is nuclear, then (A×ǫ Sˆ)⊗max B = (A⊗ B)×ǫ′ Sˆ.
This clearly implies the following result.
Proposition 3.10: Let A be a nuclear Hopf C∗-algebra with a coaction ǫ by an amenable
Hopf C∗-algebra S. Then the crossed product A ×ǫ Sˆ is nuclear. Consequently, if S is a
amenable Hopf C∗-algebra, then Sˆp is a nuclear C
∗-algebra.
The final statement applies, in particular, to the case when there exists a VS-covariant
representation and Sˆp is H2-coamenable (see Corollary 3.4).
Remark 3.11: We can also show that the corresponding results of [11, 3.9-3.11] hold in
this situation (with virtually the same arguments). Hence we have the following: If A is
a C∗-exact C∗-algebra with coaction ǫ by an amenable Hopf C∗-algebra S, then A ×ǫ Sˆ is
C∗-exact.
Finally, we would like to see the relation between the Hi-coamenability (i = 1, 2, 3) and
amenability in the case of Kac-Fourier duality.
Proposition 3.12: Let (T,X, S) be a Kac-Fourier duality. Then the following statements
are equivalent.
(i) T is left (or right) H1-coamenable.
(ii) T is counital.
(iii) S is amenable.
In this case, T ∼= Sˆp. Consequently, if S is amenable, then AS has a right invariant mean.
Proof: Let (µ, ν) be a X-covariant representation such that both µ and ν are injective (see
Definition 1.5(b)). By Proposition 3.8 and Theorem 1.8, (i) is equivalent to (ii). It is clear
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from Proposition 3.5 that (ii) implies (iii). Moreover, for any VS-covariant representation
(µ˜, ν˜) (note that S is dualizable by assumption and (Sˆp, VS, S) is the intrinsic duality of S),
ν˜(Sˆp) = T (by [12, 5.13]) and we have (iii) implies (ii) (by Proposition 3.5 again). The last
two statements are clear (using Proposition 3.6).
Corollary 3.13: Let (T,X, S) be a Kac-Fourier duality.
(a) The one sided and two sided Hi-coamenability (for i = 1, 2, 3) of T are all the same.
(b) If T is Hi-coamenable for some i = 1, 2, 3, then T is a nuclear C
∗-algebra.
Proof: Note that by Theorem 1.8, AlT = AT = A
r
T . Moreover, Proposition 3.12 and
Proposition 1.12(b) show that the existence of bounded left (or right or 2-sided) approximate
identity on AS is equivalent to T being counital. Hence, part (a) is proved. Now part (b)
clearly follows from part (a), Propositions 3.12 and 3.10.
This initiates us to make the following definition.
Definition 3.14: A Kac-Fourier duality (T,X, S) is said to be amenable (respectively,
coamenable) if S (respectively, T ) is amenable.
Remark 3.15: (a) For a Kac-Fourier duality (T,X, S),H1-coamenability andH2-coamenability
of Sˆp are equivalent to each other. In fact, we have ASˆp = AT and if Sˆp is H2-coamenable,
then any VS-covariant representation is amenable (by Corollary 3.4) and so by Proposition
3.5, ASˆp have a bounded approximate identity.
(b) However, we do not know whether the H3-coamenability of Sˆp is equivalent to the other
two. Note that it is the case for locally compact groups (see [9, Theorem 1]).
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