Abstract. Given n subspaces of a finite-dimensional vector space over a fixed finite field F, we wish to find a linear layout V1, V2, . . . , Vn of the subspaces such that dim((V1 +V2 +· · ·+Vi)∩(Vi+1 +· · ·+Vn)) ≤ k for all i; such a linear layout is said to have width at most k. When restricted to 1-dimensional subspaces, this problem is equivalent to computing the path-width of an F-represented matroid in matroid theory and computing the trellis-width (or minimum trellis state-complexity) of a linear code in coding theory.
Introduction
Given n vectors in a finite-dimensional vector space over a fixed finite field F, we wish to determine whether there exists a linear layout v 1 , v 2 , . . . , v n of the vectors satisfying that dim v 1 , v 2 , . . . , v i ∩ v i+1 , v i+2 , . . . , v n ≤ k for all 1 ≤ i ≤ n − 1. The minimum such k is called the trellis-width of a linear code generated by v 1 , v 2 , . . . , v n . This name was introduced in 2008 by Kashyap [20] but it has been used for a long time as a measure of "trellis state-complexity" of a linear code. This decision problem and its equivalent variants have been studied under various names in the coding theory literature, such as Maximum Partition Rank Permutation [17] , Maximum Width [18] , and Trellis State-Complexity [38] . In matroid theory, such a linear layout is called a path-decomposition (of width at most k) of a matroid M represented by vectors v 1 , v 2 , . . ., v n and the minimum such k is called the path-width of the matroid M .
Kashyap [20] proved that it is NP-complete to decide whether such a linear layout exists when k is a part of an input. To prove its hardness, he first observed that the trellis-width is actually equal to the path-width of a matroid represented by the same set of vectors. Path-width has been widely studied in structural graph theory, notably by Robertson and Seymour [29] , and is also investigated in the context of matroid theory, for instance, in [13] . This link allowed him to deduce the NP-completeness of trellis-width from the NP-completeness of the path-width of graphs.
When k is a fixed constant, then the problem is solvable in polynomial time, thanks to a simple and general algorithm by Nagamochi [23] . His algorithm can decide in time O(n ck ) whether such a linear layout exists, even if the input matroid is given by an independence oracle.
Our aim is to present a fixed-parameter tractable algorithm to decide whether such a linear layout exists when k is a parameter. In other words, we want to find an algorithm that runs in time f (k)n c for some function f and a constant c when n is the length of the input. Our algorithm can not only decide whether such a linear layout exists, but also output such a linear layout if one exists.
More precisely we will prove the following theorem.
Theorem 7.2. Let F be a fixed finite field. There is an algorithm that, for an input n-element matroid given with its matrix representation over F having at most n rows and a parameter k, decides in time O(n 3 ) whether its path-width is at most k and if so, outputs a path-decomposition of width at most k.
The existence of such a decision algorithm for matroid path-width is not new, but no prior algorithm was able to construct a linear layout of width at most k even if it exists. For the existence of a decision algorithm we use branch-width. Branch-width of a graph or a matroid is a width parameter, introduced by Robertson and Seymour [30] , that measures how easy it is to decompose a graph or a matroid into a tree-like structure by cutting through a separation of small order. In particular path-width of a matroid is always greater than or equal to branch-width. Geelen, Gerards, and Whittle [11, 12] proved that for a fixed finite field F, F-representable matroids of bounded branch-width are well-quasi-ordered by the matroid minor relation. (Recently they announced a stronger theorem that does not require bounded branch-width.) As a corollary, we deduce that there are finitely many F-representable minor obstructions for the class of matroids of pathwidth at most k, because all those minor obstructions have branch-width at most k + 1. Hliněný [15] proved that for a fixed matroid N , it is possible to decide in time f (k)n 3 whether an input n-element matroid given by a matrix representation over F having bounded branch-width has a minor isomorphic to N . As path-width is always less than or equal to branch-width, by checking the existence of obstructions as a minor, we can decide whether path-width of an input matroid given by a matrix representation over F has path-width at most k. However, this approach has problems.
• There are a lot of minor obstructions. Koutsonas, Thilikos, and Yamazaki [21] proved that there are at least (k!) 2 minor obstructions for matroid path-width at most k in any field F. Furthermore there is no algorithm known to generate all minor obstructions.
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• Even if we know the complete list of minor obstructions, it is still impossible to construct a linear layout of width at most k when it exists. This is because non-existence of forbidden minors in the input matroid does not provide any hint of how to construct a linear layout. The current situation for matroid path-width is somewhat similar to the status of path-width of graphs 25 years ago. For a fixed constant k, the problem of deciding whether a graph has path-width at most k has been studied by various researchers. In 1983, Ellis, Sudborough, and Turner [7] presented an O(n 2k 2 +4k+8 )-time algorithm. Robertson and Seymour [31] proved the existence of a fixed-parameter tractable O(n 2 )-time algorithm based on the finiteness of minor obstructions, thus only solving the decision problem. Fellows and Langston [8] developed a self-reduction technique to convert such a decision algorithm into a construction algorithm and therefore a path-decomposition of a graph witnessing small path-width can be found in time f (k)n c . However f (k) depends on the number of minor obstructions, which is only known to be finite. For matroid path-width, we do not know any self-reduction algorithm that converts a decision algorithm into a construction algorithm. 2 Bodlaender and Kloks [3] proved the first 1 Kanté and Kwon have claimed that they proved an upper bound of the size of each minor obstruction as a function of k and |F| in a manuscript posted on arXiv on December 2014, but later we were told by the authors that the proof is incorrect and not yet fixed [private communication, 2015] . 2 For matroid branch-width, Hliněný and Oum [16] devised a self-reduction algorithm to convert a decision algorithm to a construction algorithm, but this was based on a lemma on titanic sets, originated by Robertson and Seymour [30] , which works well with branch-width, not path-width.
constructive algorithm for path-width and tree-width of graphs based on dynamic programming, developing important techniques to be used in other papers [2, 4, 22, 34, 35, 36] .
In fact, we present a much more general algorithm as described below. Given n subspaces of a vector space over a fixed finite field F, we wish to find a linear layout V 1 , V 2 , . . . , V n of the subspaces such that
for all 1 ≤ i ≤ n − 1, if it exists. A set of subspaces is called a subspace arrangement and let us call minimum such k the path-width of a subspace arrangement. One can call this problem the problem of computing pathwidth of an F-represented polymatroid or path-width of an F-represented partitioned matroid. Clearly if we restrict input subspaces to have dimension at most 1, then this problem is equivalent to the problem on vectors.
Theorem 6.3. Let F be a fixed finite field. Given an input n subspaces of F r for some r and a parameter k, in time O(rm 2 + n 3 ), we can either find a linear layout V 1 , V 2 , . . . , V n of the subspaces such that
for all i = 1, 2, . . . , n − 1, or confirm that no such linear layout exists, where each V i is given by its spanning set of d i vectors and m = n i=1 d i . This generalization to subspaces, when applied to subspaces of dimension at most 2, allows us to produce an algorithm for linear rank-width. The linear rank-width of a graph is a linearized variant of the rank-width introduced by Oum and Seymour [27] , measuring the complexity of arranging vertices in a linear order such that each cut induces a matrix of small rank. Deciding linear rank-width at most k is NP-complete when k is a part of an input, implied by the result of Kashyap [20] and Oum [24] . If k is a fixed parameter, then there exists an O(n 3 )-time algorithm to decide whether the linear rank-width is at most k obtained by combining two results: (1) Graphs of bounded rank-width are well-quasi-ordered by the vertexminor relations, shown by Oum [26] . This implies that for each k, there exists a finite list F k of graphs such that a graph has linear rank-width at most k if and only if it has no vertex-minor isomorphic to a graph in
If F is a fixed graph and the input n-vertex graph has bounded rankwidth, then one can decide whether it has a vertex-minor isomorphic to F in time O(n 3 ), shown by Courcelle and Oum [6] .
Jeong, Kwon, and Oum [19] showed that |F k | ≥ 2 Ω(3 k ) but there is no known upper bound on the size of graphs in F k . Furthermore, there is no known algorithm to generate F k and even if we know the list F k , it still does not produce a linear rank-decomposition. Our algorithm is the first fixedparameter tractable algorithm that provides a linear rank-decomposition of width at most k for graphs of linear rank-width at most k.
There is an algorithm that, for an input n-vertex graph and a parameter k, decides in time O(n 3 ) whether its linear rank-width is at most k and if so, outputs a linear rank-decomposition of width at most k.
Rank-width was initially developed as a tool to approximate clique-width, introduced by Courcelle and Olariu [5] . Linear rank-width can also be used as a tool to approximate linear clique-width, a linearized variant of cliquewidth. Fellows, Rosamond, Rotics, and Szeider [9] showed that it is NPcomplete to decide whether a graph has linear clique-width at most k when k is a part of an input. However, when k is a fixed parameter, then by Theorem 8.3, we obtain the following approximation algorithm for linear clique-width, which was not known previously.
Corollary 8.5. There is an O(n 3 )-time algorithm that, for an input nvertex graph G and a parameter k, finds a linear (2 k + 1)-expression of G confirming that G has linear clique-width at most 2 k + 1 or certifies that G has linear clique-width larger than k.
Our algorithm is based on the same framework introduced by Bodlaender and Kloks [3] . We assume that we are given a branch-decomposition of small width and then use dynamic programming to solve the problem based on the tree-like structure given by the branch-decomposition. We also use the idea of typical sequences introduced by Bodlaender and Kloks [3] to encode and compress the amount of information needed to track partial solutions.
3 One of our key contribution is to come up with an encoding of partial solutions with respect to a fixed subspace. Unlike usual encodings of partial solutions on graphs, our encoding needs to handle subspaces and keep track of how subspaces interact. We develop an encoding scheme, operations and relations on encodings to this aim. We also invent an alternative definition of path-width, that makes it easier to prove the correctness of our algorithm, and present a framework to perform dynamic programming on branch-decompositions.
The paper is organized as follows. Section 2 will review basic concepts and present an alternative definition of path-width and a framework to perform dynamic programming on branch-decompositions. Section 3 will introduce B-trajectories, which will be a key concept to be stored in the set of partial solutions, called the full set. Section 4 will present the definition of full sets and show key propositions how to combine two full sets coming from 3 A similar attempt to adapt the method of Bodlaender and Kloks to a wide class of width parameters was made by Berthomé et al. [1] (see also the Ph.D. thesis of Soares [33, Theorem 11] ). One may ask whether their algorithm implies our theorems. However, their theorem requires a "nice decomposition" of small width "compatible" with the partition function corresponding to branch-width of matroids or subspace arrangements to be given as an input in order to run dynamic programming. Since their definition of "compatible nice decompositions" is very strong, the existence of a compatible nice decomposition is not guaranteed, even if we have bounded path-width for matroids or subspace arrangements. Thus it is unlikely that their theorem contains ours.
child nodes of a node to obtain the full set. This will be our key section to prove the correctness of the algorithm. We will present our algorithm in Section 5 based on the operations discussed in Section 4. Since our algorithm is based on dynamic programming, up until now we assumed that some branch-decomposition is given. Section 6 will discuss how to provide this branch-decomposition in two different ways. Section 7 will discuss how the path-width of F-represented matroids can be decided by our algorithm when applied to subspaces of dimension at most one. Section 8 will discuss how our algorithm can be applied to the linear rank-width of graphs, when applied to subspaces of dimension at most two and we will see its connection to the linear clique-width.
Preliminary
In this section, we present some definitions and notions. We assume readers are familiar with linear algebra. For a set X of vectors, we write X to denote the span of X, which is the set of all vectors that are linear combinations of vectors in X. We say that X is a spanning set of a vector space S if X = S. For simplicity, we also write
A subspace arrangement V over a field F is a finite set of subspaces V 1 , V 2 , . . ., V n of a finite-dimensional vector space over F. Formally a subspace arrangement is a multiset V = {V i } i∈E of subspaces for a finite set E of indices. For two subspaces A, B, we write A + B = {a + b : a ∈ A, b ∈ B}. For a subspace arrangement V, let us write V to denote V ∈V V .
2.1.
Path-width and branch-width of a subspace arrangement. Let V be a subspace arrangement over a field F. A linear layout of V is a permutation σ = V 1 , V 2 , . . . , V n of V. The width of a linear layout σ =
The path-width of V is the minimum width of all possible linear layouts of V. (If |V| ≤ 1, then the path-width is 0.)
We now define the branch-width of V. We say a tree is subcubic if all its internal vertices have degree 3. A branch-decomposition of V is a pair (T, L) of a subcubic tree T and a bijection L from the set of leaves of T to V. Each edge e induces a partition (A e , B e ) of the leaves given by T − e and the width of e is defined to be
The width of a branch-decomposition (T, L) is the maximum width of all edges of T . The branch-width of V is the minimum width of all possible branch-decompositions. (If |V| ≤ 1, then there is no branch-decomposition and we define the branch-width of V to be 0.) Proposition 2.1. Let V be a subspace arrangement. For a subset X of V, let f (X) = dim X ∩ V − X . Then f satisfies the following.
Proof. (i) is trivial. Let us prove (ii). It is enough to prove the following.
This follows from the facts that dim(
Proposition 2.2. If V is a subspace arrangement of path-width at most k, then dim X ∩ V − {X} ≤ 2k for all X ∈ V and the branch-width of V is at most 2k.
Proof. Let V 1 , V 2 , . . . , V n be a linear layout of V of width at most k.
Let T be a tree obtained from the path graph P on n vertices by attaching one leaf to each internal node of the path. Note that T has n leaves. Let L be a function that maps all leaves of T to V 1 , V 2 , . . ., V n bijectively in the order of the path. Then (T, L) is a branch-decomposition. For every edge e in P , the width of e is clearly at most k by the assumption and so (T, L) has width at most 2k.
2.2.
New perspective on path-width. In this subsection, we present an alternative definition of path-width. A path-decomposition of a subspace arrangement V over F is a sequence π = (S 1 , S 2 , . . . , S m ) of subspaces of V such that there exists an injective function µ : V → {1, 2, . . . , m} with V ⊆ S µ(V ) for all V ∈ V. We call each S i a bag of π. The width of a path-decomposition π = (S 1 , S 2 , . . . , S m ) is Proof. If V 1 , V 2 , . . . , V n is a linear layout of width k, then clearly π = (V 1 , V 2 , . . . , V n ) is a path-decomposition of width k.
Conversely, let π = (S 1 , S 2 , . . . , S m ) be a path-decomposition of width k with an injective function µ : V → {1, 2, . . . , m} such that
and therefore the linear layout V 1 , V 2 , . . . , V n has width at most k.
By Proposition 2.3, we conclude that V has path-width at most k if and only if it has a path-decomposition of width at most k. This alternative definition will be useful for our proof on the correctness of the algorithm.
2.3. Sequence of integers. Bodlaender and Kloks [3] introduced typical sequences for their works on path-width and tree-width. For an integer n > 0, let α = (a 1 , a 2 , . . . , a n ) be a finite sequence of integers of length n.
For a sequence α, we define its typical sequence τ (α) to be the sequence obtained by iterating the following compression operations until no further operations can be applied:
• If two consecutive entries are equal, then remove one.
• If there exist i and j such that j − i > 1 and Bodlaender and Kloks [3] not only showed that τ (α) is uniquely defined but also proved that the length of typical sequences of bounded integers and the number of distinct typical sequences of bounded integers are bounded as follows. These lemmas are fundamental to our applications. 2.4. Manipulating subspaces. We present the data structure to store subspaces and review algorithms performing elementary operations on subspaces.
Let B be an ordered basis of a subspace S ⊆ F r of dimension d. Let M S ∈ F r×d be an r × d matrix whose column vectors are vectors in B.
In our application, d will be usually a lot smaller than r and so we will use the coordinate system with respect to B in order to represent a vector in S. In other words, for each vector w ∈ S ⊆ F r , we write [w] B to denote the coordinate vector with respect to B as a column vector. It is easy to obtain the coordinates w ∈ F r by multiplying M S with [w] B .
By using this coordinate system, a d ′ -dimensional subspace S ′ of S can be represented by a d × d ′ matrix M S,S ′ ∈ F d×d ′ whose range is exactly S ′ in this coordinate system. We say that M S,S ′ represents S ′ .
• Given a matrix M S,S ′ representing S ′ , we can test 
. This can be done by finding a basis for the column vectors.
. This can be done by finding a matrix 2.5. Dynamic programming on branch-decompositions. For many discrete objects, tree-like structures allow us to view the given input structure as a composition of simple objects in a tree-like structure, making it very efficient to run algorithms based on dynamic programming. Tree-width of graphs has been widely used as a decomposition tree for the dynamic programming algorithm.
For matroids, Hliněný [15] introduced "matroid parse trees" for the purpose of dynamic programming on matroids of bounded branch-width, represented over a fixed finite field. In this subsection, we are going to provide another framework for the same purpose, which is easier for us to handle.
Let (T, L) be a branch-decomposition of width at most θ. We may assume that T is a rooted binary tree by picking an arbitrary edge e and subdividing e to create a degree-2 vertex called the root. By orienting each edge of T towards the root, we may further assume that T is a rooted binary directed tree. For a node v of T , let V v be the set of all subspaces in V associated with v and its descendants by L. We define the boundary space B v as V v ∩ V − V v . From now on, when we call (T, L) a branch-decomposition, T is always a rooted binary directed tree.
The following easy lemma is essential for our dynamic programming. It is well known that dim(A) + dim(B) = dim(A + B) + dim(A ∩ B). Lemma 2.6. Let v be an internal node of T and w 1 , w 2 be two children of v. Let B, B 1 , B 2 be the boundary space of v, w 1 , w 2 , respectively. Then
Proof. Let M w = V w for each node w of T . Since M w 1 = V w 1 and
Trajectories
Given a branch-decomposition (T, L) of V of width at most θ, let us assume that the boundary space B v has been computed for every node v of T . Consider V v at a node v of T . To design an algorithm based on dynamic programming, we need to keep a bounded (in terms of θ, k, and |F|) amount of information which encodes all "good" path-decompositions of V v . Suppose that π = (S 1 , . . . , S m ) is a path-decomposition of V v . To be a "good" partial solution, we need dim(
What information do we need to keep in order to determine whether this can be extended to a path-decomposition of V of width at most k? We only need to keep (
This motivates the definition of a statistic, that is a triple of two subspaces of bounded dimension and one integer, and the definition of a B-trajectory, that is a sequence of statistics.
While the number of B-trajectories can be arbitrarily large, it can be shown that the number of compact ones is bounded in terms of θ, k, and |F|. Hence, at each node v of T , we carry over only compact B v -trajectories for dynamic programming.
3.1. B-trajectories. For a vector space B, a statistic is a triple a = (L, R, λ) of two subspaces L, R of B and a nonnegative integer λ. We write L(a) = L, R(a) = R, and λ(a) = λ. For two statistics a and b,
Lemma 3.1. If Y and Z are subspaces of F r and X is a subspace of Y , then
Proof. We may assume that dim Y = dim X + 1 as we can apply the induc-
and furthermore for all subspaces W 1 and W 2 of F r ,
Proof. By definition,
We add all three inequalities to obtain the desired inequality.
A B-trajectory of length n ≥ 1 is a sequence Γ = a 1 , a 2 , . . . , a n of statistics for B such that L(a i ) ⊆ L(a i+1 ) and R(a i ) ⊇ R(a i+1 ) for all i = 1, 2, . . . , n − 1. The width of Γ is max 1≤i≤n λ(a i ). We write |Γ| to denote the length n of Γ. We write Γ(i) to denote the i-th statistic (L(a i ), R(a i ), λ(a i )).
A B-trajectory Γ * is an extension of a B-trajectory Γ if Γ * is obtained from Γ by repeating some of its entries. The set of all extensions of Γ is denoted as E(Γ).
The compactification τ (Γ) of Γ = a 1 , a 2 , . . . , a n is a B-trajectory obtained from Γ by applying the following operations until no further operation can be applied.
• We remove an entry a i if a i−1 = a i .
• If there exist i and j such that
. . , a j−1 from the sequence. It is clear that the width of τ (Γ) and Γ are equal. We say that Γ is compact if τ (Γ) = Γ. Lemma 3.3. Let B be a vector space over F of dimension θ. For a compact B-trajectory Γ = a 1 , a 2 , . . . , a m , the number of distinct pairs (L(a i ), R(a i )) is at most 2θ + 1.
This implies that p ≤ 2θ + 1.
Lemma 3.4. Let B be a vector space over F of dimension θ. Every compact B-trajectory of width k has length at most (2θ + 1)(2k + 1).
Proof. Let Γ = a 1 , a 2 , . . . , a m be a compact B-trajectory. By Lemma 3.3, there are at most 2θ + 1 distinct pairs (L(a i ), R(a i )) in Γ. Each maximal consecutive subsequence λ(a i ), λ(a i+1 ), . . . , λ(a j ) with L(a i ) = L(a j ) and R(a i ) = R(a j ) forms a typical sequence of integers, whose length is bounded by 2k + 1 by Lemma 2.4. This proves the claim. Lemma 3.5. Let q = |F| and let B be a vector space over F of dimension θ. The number of distinct compact B-trajectories of width at most k is at most (
Proof. Since |B| = q θ , B has at most 2 q θ subspaces. If Γ = a 1 , a 2 , . . . , a m is a B-trajectory, then the set {(L(a i ), R(a i )) : i = 1, 2, . . . , m} has at most 2θ + 1 distinct members by Lemma 3.3. The number of ways to choose such a set is trivially at most 2 2(2θ+1)q θ .
Each maximal consecutive subsequence a i , a i+1 , . . . , a j of a B-trajectory Γ = a 1 , a 2 , . . . , a n with L(a i ) = L(a j ) and R(a i ) = R(a j ) induces a typical sequence λ(a i ), λ(a i+1 ), . . . , λ(a j ) and Lemma 2.5 claims that there are at most 8 3 2 2k distinct such typical sequences. Let Γ 1 and Γ 2 be two B-trajectories. We write Γ 1 ≤ Γ 2 if Γ 1 and Γ 2 have the same length, say n, and 
Proof. Suppose that there exist Γ * ∈ E(Γ) and ∆ * ∈ E(∆) such that Γ * ≤ ∆ * . We may assume that m = |Γ * |(= |∆ * |) is chosen to be minimum. Let
If x i+1 = x i and y i+1 = y i , then we can remove Γ * (i + 1) and ∆ * (i + 1) from Γ * and ∆ * , respectively, contradicting our assumption that m is chosen to be minimum. Thus we conclude that v i+1 − v i ∈ {(1, 0), (0, 1), (1, 1)} for all i. This proves the forward implication.
To prove the converse, let us define Γ * (i) = Γ(x i ) and ∆ * (i) = ∆(y i ) for all i = 1, 2, . . . , m. Then Γ * ∈ E(Γ), ∆ * ∈ E(∆) and Γ * ≤ ∆ * and therefore Γ ∆.
We say that
Lemma 3.8. The binary relation on B-trajectories is transitive.
Proof. Suppose Γ 1 Γ 2 and Γ 2 Γ 3 . Then there are extensions Γ * 1 ∈ E(Γ 1 ) and Γ * 2 ∈ E(Γ 2 ) such that Γ * 1 ≤ Γ * 2 . It is easy to see that Γ * 2 Γ 3 and therefore there exists extensions Γ * * 2 ∈ E(Γ * 2 ) and Γ * 3 ∈ E(Γ 3 ) such that Γ * * 2 ≤ Γ * 3 . We can easily find an extension Γ * *
and therefore Γ 1 Γ 3 .
Lemma 3.9. For a B-trajectory Γ, there are
Furthermore,
Proof. We proceed by induction on |Γ|. Let Γ = a 1 , a 2 , . . . , a m . If τ (Γ) = Γ, then this is trivial. If a i−1 = a i for some i, then we apply the induction hypothesis to Γ ′ = a 1 , a 2 , . . . , a i−1 , a i+1 , a i+2 , . . . , a m and deduce this lemma. Thus, we may assume that there exist i and j such that
and therefore by the induction hypothesis, there exist
(We intentionally skip some indices for the convenience of the proof.)
Similarly we can find appropriate
The following is an immediate consequence of Lemma 3.9.
The next lemma follows from Lemma 3.10 and the transitivity of .
Lemma 3.11. For two B-trajectories Γ 1 and
We say that a B-trajectory is strongly realizable in V if it is the canonical B-trajectory of some path-decomposition of V. A B-trajectory Γ is realizable in V if there exists an extension Γ * of Γ that is strongly realizable in V.
3.3. Projection. For subspaces B and B ′ , we will define how to obtain a B ′ -trajectory from a B-trajectory. For a statistic a = (L, R, λ), we write
For a B-trajectory Γ = a 1 , a 2 , . . . , a n , its projection Γ| B ′ is the B ′ -trajectory
Observe that the width of Γ is less than or equal to the width of Γ| B ′ .
Lemma 3.12. Let B be a subspace of F r . If a, b are statistics such that
Proof. Let a ′ = a| B and b ′ = b| B . It is easy to see that
Therefore a| B ≤ b| B .
Lemma 3.13. Let B, B ′ be subspaces of F r and let Γ, ∆ be B-trajectories.
Proof. It is enough to prove when Γ ≤ ∆. Lemma 3.12 easily implies that
Lemma 3.14. Let V be a subspace arrangement of subspaces of F r and let π be a path-decomposition of V. Let B be a subspace of F r and let B ′ be a subspace of B. If Γ is the canonical B-trajectory of π, then Γ| B ′ is the canonical B ′ -trajectory of π.
Lemma 3.15. Let V be a subspace arrangement of subspaces of F r . Let B be a subspace of F r and let B ′ be a subspace of B. If Γ is a realizable B-trajectory in V, then Γ| B ′ is realizable in V.
Proof. Let Γ * ∈ E(Γ) be strongly realizable in V. Then there is a pathdecomposition π = (S 1 , S 2 , . . . , S m ) whose canonical B-trajectory is Γ * . By Lemma 3.14, Γ * | B ′ is the canonical B ′ -trajectory of π. Observe now that Γ * | B ′ is a strongly realizable extension of Γ| B ′ in V and therefore Γ| B ′ is realizable in V.
Sum of two B-trajectories. For two statistics a and b, let
A lattice path from (1, 1) to (x, y) is a path P = v 1 , v 2 , . . . , v n on the plane such that
For two B-trajectories Γ 1 and Γ 2 and a lattice path P = v 1 , v 2 , . . . , v n from (1, 1) to (|Γ 1 |, |Γ 2 |), we define the sum Γ 1 + P Γ 2 as the B-trajectory Γ of length
and Γ 2 is the set of all sums Γ 1 + P Γ 2 for all possible lattice paths P from (1, 1) to (|Γ 1 |, |Γ 2 |).
Proof. By induction, it is enough to prove this when |Γ * 1 | = |Γ 1 | + 1 and
Let (x i , y j ) be the coordinate of v i . Let s be the maximum such that x s = p. Let t be the minimum such that x t = p + 2.
Let us consider the subpath P ′ = v s , v s+1 , . . . , v t of P . Then the points on P ′ are (p, y s ), (p + 1, y s+1 ), (p + 1, y s+2 ), . . . , (p + 1, y t−1 ), (p + 2, y t ) where y s = y s+1 < y s+2 < · · · < y t−2 < y t−1 = y t .
Let us construct Q = w 1 , w 2 , . . . , w m−1 as follows:
. Thus we conclude that Γ ′ is an extension of Γ.
3.5. Join. Lemma 3.17. Let V 1 , V 2 be subspace arrangements of subspaces of F r and let B be a subspace of
for each subspace X of V 1 and each subspace Y of V 2 .
Proof. It is enough to prove that if (X +
Proof. Recall that for two finite-dimensional subspaces A and B, dim(A) + dim(B) = dim(A + B) + dim(A ∩ B). Using this fact, we deduce as follows.
Proposition 3.19. Let V 1 , V 2 be subspace arrangements of subspaces of F r and B be a subspace of F r such that (
, then there exist B-trajectories Γ 1 , Γ 2 and a lattice path
Proof. We may assume that Γ is strongly realizable in V 1∪ V 2 by taking an extension. Let π = (S 1 , S 2 , . . . , S m ) be a path-decomposition of V 1∪ V 2 with the injection µ : V 1∪ V 2 → {1, 2, . . . , m} such that its canonical B-trajectory is Γ. We may also assume that µ is surjective, by taking a subsequence of π. We may also assume that S i = µ −1 (i) for all i = 1, 2, . . . , m, since this will decrease Γ with respect to . For i = 1, 2, let
We claim that Γ 1 + P Γ 2 = Γ. As Γ has length m + 1 and Γ i has length m i + 1 for i = 1, 2, both sides have the same length. Let a j be the j-th statistic of Γ 1 + P Γ 2 for B. It remains to prove that Γ(j) = a j for all 1 ≤ j ≤ m + 1.
It remains to prove that λ(Γ(j)) = λ(a j ). First observe that λ(
Since we assumed S i = µ −1 (i), L and R are subspaces of V 1 and L ′ and
. By Lemmas 3.17 and
We deduce that λ(
To prove this proposition, we use the following lemma.
This proves the lemma.
Lemma 3.22. Let Γ 1 and Γ 2 be two B-trajectories, and P be a lattice path
Proof. It is enough to prove the statement when |Γ ′ 1 | = |Γ 1 |+1 and Γ ′ 2 = Γ 2 , from which we can inductively deduce our main statement. The lattice path P is denoted as v 1 , v 2 , . . . , v m with v i = (x i , y i ). Let a be a statistic of Γ 1 such that Γ ′ 1 is obtained by repeating a once. We arbitrarily choose
. Therefore, Γ ′ can be obtained from Γ 1 + P Γ 2 by repeating the statistic Γ 1 (x p ) + Γ 2 (y p ).
Proof of Proposition 3.20. Since Γ 1 ⊕ Γ 2 = Γ 2 ⊕ Γ 1 and is transitive by Lemma 3.8, it is enough to prove it for the case that Γ ′ 2 = Γ 2 . Let Γ ′′ 1 ∈ E(Γ ′ 1 ) and Γ * 1 ∈ E(Γ 1 ) such that Γ ′′ 1 ≤ Γ * 1 . Let P be a lattice path from (1, 1) to (|Γ 1 |, |Γ 2 |) such that Γ = Γ 1 + P Γ 2 . From Lemma 3.22, there is a lattice path P ′ from (1, 1) to (|Γ * 1 |, |Γ 2 |) such that Γ * 1 + P ′ Γ 2 is an extension of Γ.
Let us delay proving Proposition 3.23 by presenting a helpful lemma for the proof first.
Lemma 3.24. Let V 1 , V 2 be subspace arrangements of subspaces of F r and let B be a subspace of F r such that ( V 1 + B) ∩ ( V 2 + B) = B. Let Γ 1 and Γ 2 be two B-trajectories and P be a lattice path from (1, 1) to (|Γ 1 |, |Γ 2 |). If Γ 1 and Γ 2 are strongly realizable in V 1 and V 2 , then the sum
Proof. Let P = v 1 , . . . , v |Γ 1 |+|Γ 2 |−1 be a lattice path from (1, 1) to (|Γ 1 |, |Γ 2 |) with v j = (x j , y j ). Since Γ 1 and Γ 2 are strongly realizable, there are two path-decompositions π 1 = (S 1 , S 2 , . . . , S |Γ 1 |−1 ) of V 1 and π 2 = (T 1 , T 2 , . . . , T |Γ 2 |−1 ) of V 2 whose canonical B-trajectories are Γ 1 and Γ 2 , respectively. We build a path-decomposition π from π 1 and π 2 as follows: for i = 1, 2, . . . ,
It is clear that π is a path-decomposition of V 1∪ V 2 . Let Γ be the canonical B-trajectory of π. We claim that Γ = Γ 1 + P Γ 2 . Let i ∈ {1, 2, . . . , |Γ|}. We shall show that Γ(i) = (
This allows us to use Lemma 3.17. We deduce from Lemma 3.17 that
where the last equality follows from the definition of the sum
From ( V 1 +B)∩( V 2 +B) = B, it holds that for any subspace X of V 1 and subspace
By Lemma 3.18 and the above, we deduce that
Hence we conclude that Γ = Γ 1 + P Γ 2 . Since Γ is a canonical B-trajectory of π, Γ 1 + P Γ 2 is strongly realizable in V 1∪ V 2 .
Now we are ready to finish the proof of Proposition 3.23.
Proof of Proposition 3.23. Since Γ 1 and Γ 2 are realizable in V 1 and V 2 respectively, there are Γ * 1 ∈ E(Γ 1 ) and Γ * 2 ∈ E(Γ 2 ) which are strongly realizable in V 1 and V 2 respectively. Let P be a lattice path from (1, 1) to (|Γ 1 |, |Γ 2 |) such that Γ = Γ 1 + P Γ 2 and let P ′ be a lattice path from (1, 1) to (|Γ * 1 |, |Γ * 2 |) such that Γ * 1 + P ′ Γ * 2 is an extension of Γ. Such P ′ exists due to Lemma 3.22. By Lemma 3.24, Γ * 1 + P ′ Γ * 2 is strongly realizable in V 1∪ V 2 and thus Γ is realizable.
The full set for dynamic programming
In this section, let V be a subspace arrangement of subspaces of F r and B be a subspace of F r .
The full set of V of width k with respect to B, denoted by FS k (V, B), is the set of all compact B-trajectories Γ of width at most k such that there exists a B-trajectory ∆ realizable in V with ∆ Γ. For a set R of B-trajectories and B ⊆ B ′ , we define up k (R, B ′ ) as the set of all compact B ′ -trajectories Γ of width at most k such that there exists ∆ ∈ R with ∆ Γ (considering ∆ as a B ′ -trajectory).
4.1.
A full set for a single subspace. In this subsection, we will describe in detail FS k (V, B) when V = {B}, which may help readers to review definitions. We may assume dim B = 0.
Let us first describe all strongly realizable B-trajectories of V. In this situation, a path-decomposition of V is a sequence π = (S 1 , S 2 , . . . , S m ) such that S i ⊆ V = B for all i and there is at least one j such that S j = B. Let s ∈ {1, 2, . . . , j} be the minimum such that S 1 + S 2 + · · · + S s = B and let t ∈ {j, j + 1, . . . , m} be the maximum such that S t + S t+1 + · · · + S m = B. Let Γ π = a 1 , a 2 , . . . , a m+1 be the canonical B-trajectory of π. Then
where 
Proof. Because V ∩ B ′ ⊆ B, for any subspace W of V , we have W ∩ B ′ ⊆ B. This implies that for any path-decomposition π of V, the canonical Btrajectory of π is also the canonical B ′ -trajectory of π and vice versa. Thus Γ is a realizable B-trajectory if and only if it is a realizable B ′ -trajectory. The conclusion follows easily, as is transitive by Lemma 3.8.
4.3.
A full set for a shrinking operation. In this subsection, we describe how to obtain FS k (V, B ′ ) from FS k (V, B) for a subspace B ′ of B. For subspaces B ′ ⊆ B and a set R of B-trajectories, let R| B ′ be the set of all B ′ -trajectories Γ| B ′ where Γ ∈ R. Proposition 4.3. Let V be a subspace arrangement of subspaces of F r and B, B ′ be subspaces of
and ∆ be a B ′ -trajectory realizable in V such that ∆ Γ. Let π be a pathdecomposition whose canonical B ′ -trajectory is an extension of ∆. Let ∆ ′ be the canonical B-trajectory of π. Since Γ is a compact B ′ -trajectory of width at most k, it is enough to show that (i) 
Γ. By the definition of the full set FS k (V, B), there exists a Btrajectory ∆ ′ which is realizable in V and ∆ ′ ∆. By Lemma 3.15,
Recall that Γ is compact and of width at most k, and thus Γ ∈ FS k (V, B ′ ).
4.4.
A full set for a join operation. For two sets R 1 , R 2 of B-trajectories,
Proposition 4.4. Let V 1 , V 2 be subspace arrangements of subspaces of F r and let B be a subspace of
Proof. We prove the "⊇"-direction first. Let (V 1∪ V 2 , B) . Now we prove the "⊆"-direction. Consider an arbitrary Γ from FS k (V 1∪ V 2 , B). By the definition of the full set, there exists a B-trajectory ∆ realizable in V 1∪ V 2 such that ∆ Γ. By Proposition 3.19, there exist two B-trajectories ∆ 1 , ∆ 2 and a lattice path P from (1, 1) to (|∆ 1 |, |∆ 2 |) such that (1) ∆ i is realizable in V i for i = 1, 2, (2) ∆ 1 + P ∆ 2 ∆. We apply Proposition 3.20 to B-trajectories ∆ 1 , ∆ 2 and τ (∆ 1 ), τ (∆ 2 ); since
, and thus ∆ ′ ∆ Γ. Note that both τ (∆ 1 ) and τ (∆ 2 ) have width at most k by Lemma 3.6, because the width of ∆ 1 and ∆ 2 are less than the width of ∆ 1 + P ∆ 2 , ∆ 1 + P ∆ 2 ∆ Γ and Γ has width at most k. Since ∆ i is realizable in V i and ∆ i τ (∆ i ), we have (V 2 , B) , B).
An algorithm
We are ready to describe our algorithm to solve this problem. We first describe how subspaces are given as an input. Decide whether there exists a permutation σ of {1, 2, . . . , n} such that
for all i = 1, 2, . . . , n − 1 and if it exists, then output such a permutation σ.
If such a permutation σ exists, then we say that (M, I, k) is a YES instance. Otherwise it is a NO instance.
Preprocessing.
Our aim is to obtain a uniform bound on the running time of our algorithm in terms of n for each fixed k. However, it is possible that m or r is very large or V i has huge dimension. Thus, our first step is to preprocess the input so that both r and m are bounded by functions of k and n.
Let us say that an r×m matrix M is of the standard form if the submatrix induced by the first r columns is the r × r identity matrix. Clearly in every matrix of the standard form, row vectors are linearly independent.
Lemma 5.1 (Row Reduction Lemma). Let F be a finite field and let k be an integer. Given an r×m matrix M over F with a partition I = {I 1 , I 2 , . . . , I n } of {1, 2, . . . , m}, we can find, in time O(rm 2 ), an r ′ × m matrix M ′ over F with a partition I ′ = {I ′ 1 , I ′ 2 , . . . , I ′ n } of {1, 2, . . . , m} such that (i) M ′ is of the standard form, (ii) r ′ ≤ r, (iii) (M, I, k) is a YES instance with a permutation σ of {1, 2, . . . , n} if and only if (M ′ , I ′ , k) is a YES instance with σ.
Proof. Let r ′ be the rank of M . This is easily achieved by applying elementary row operations and removing dependent rows to make the r ′ × r ′ identity submatrix and then permuting columns of M and adjusting I accordingly so that the first r ′ columns form the r ′ × r ′ identity matrix. Note that |I i | = |I ′ i | for all i. Lemma 5.2 (Column Reduction Lemma). Let F be a finite field and let k be an integer. For an r × m matrix M over F of the standard form with a partition I = {I 1 , I 2 , . . . , I n } of {1, 2, . . . , m}, we can find, in time O(krmn), an r×m ′ matrix over F and a partition 
. . , V ′ n }. We first claim that for a subset X ⊆ {1, 2, . . . , n} and X = {1, 2, . . . , n} − X,
This claim proves that for each permutation σ of {1, 2, . . . , n}, V σ(1) , V σ(2) , . . ., V σ(n) is a linear layout of width at most k if and only if
is a linear layout of width at most k. Now we describe how to output an r × m ′ matrix M ′ with a partition 
This can be seen from the following representation of M after permuting rows and columns:
. . . 
the total running time of the algorithm is at most O(krmn).
We apply the row reduction lemma first, the column reduction lemma second, and the row reduction lemma last to reduce the input instance (M, I, k) to an equivalent instance (M ′ , I ′ , k), in time O(krm 2 ). Thus from now on, we may assume the following for the input instance (M, I, k).
• |I i | ≤ 2k and the columns of M [I i ] are linearly independent for each i.
• The number r of rows of M is at most 2kn. As usual, we let V i ⊆ F r be the column space of M [I i ] and V = {V 1 , V 2 , . . . , V n } be the subspace arrangement given by M and I. Then by the above assumptions, we have the following.
• dim V i ≤ 2k for all i.
• r ≤ 2kn.
We may further assume that I i = ∅ and dim V i > 0 for all i by discarding such a subspace from V.
Preparing bases of boundary spaces.
In this section, we assume that a branch-decomposition (T, L) of V of width at most θ is given as a part of the input. We may assume that T is a rooted binary tree by picking an arbitrary edge e and subdividing e to create a degree-2 vertex called the root. Finding such a decomposition and the corresponding running time bounded by θ shall be discussed in detail in Section 6. Given (T, L) of width at most θ, we compute a basis for the boundary space at each node and the sum of two boundary spaces of children at each internal node of T in time O(θk 2 n 3 + θ 2 kn 2 ). Therefore, the following information will be computed in time O(θk 2 n 3 + θ 2 kn 2 ), which we assume as given throughout the current section.
• A branch-decomposition (T, L) of V of width at most θ.
• A basis B v of the boundary space B v at every node v of T .
• A basis B ′ v of B ′ v = B w 1 + B w 2 extending B v at every internal node v of T having two children w 1 and w 2 .
• For each i ∈ {1, 2}, a transition matrix T w i from B w i to B ′ v such that
for all x ∈ B w i at every internal node v of T having two children w 1 and w 2 .
Proposition 5.3. Let F be a fixed finite field and k be a nonnegative integer. let M be an r × m matrix of the standard form over F given with a partition I = {I 1 , I 2 , . . . , I n } of {1, 2, . . . , m} such that |I i | ≤ 2k. Let V i be the column space of M [I i ] and V = {V i : i = 1, 2, . . . , n} be a subspace arrangement. Given a branch-decomposition (T, L) of V having width θ, we can compute the following for all nodes v of T , in time O(θk 2 n 3 + θ 2 kn 2 ).
• A basis B v of the boundary space B v .
• If v has two children w 1 and w 2 , then
Proof. Let B = {1, 2, . . . , r}. It remains to compute the transition matrices T w 1 and T w 2 for each internal node v with two children w 1 and w 2 . Let i ∈ {1, 2}. Our goal is to find a matrix T w i such that
Thus the j-th column vector of T w i is equal to the coordinate of b j with respect to B ′ v . In other words, we have
where T w i is a |B ′ v | × |B w i | matrix. This matrix equation can be solved in time O(θ 2 r) = O(θ 2 kn). Thus we can compute T w 1 and T w 2 for all v in time O(θ 2 kn 2 ). 5.3. Data structure for the full sets. Before describing the algorithm, we present our data structure to store a B-trajectory in the full set FS k (V, B) when we have a precomputed basis B of B . For a B-trajectory Γ = a 1 , a 2 , . . . , a m with a i = (L i , R i , λ i ), we need to store subspaces L i and R i of B. Let d = dim B. We assume that d is bounded by a function of θ.
If we want to represent a d ′ -dimensional subspace S of B such as L i and R i , a naive method is to pick a basis and make a matrix. As our vector space is in F r , one might use an r × d ′ matrix to represent S. However, our r depends on the input and may grow very large even if dim B is bounded.
Instead, as we discussed in Section 2.4, we store such a subspace S = L i or R i by picking a basis represented by coordinates with respect to B to construct a d × dim S matrix to represent S. This will ensure that each compact B-trajectory of width at most k can be stored in bounded amount of space when dim B is bounded by a function of θ.
5.4.
Computing the full sets. The procedure full-set(V, k, (T, L)) aims to construct the full set FS k (V, {0}) at the root node of T . We compute a set F v at each node v, which will be shown to be FS k (V v , B v ) later. To this end, full-set(V, k, (T, L)) recursively chooses a node v of T , farthest from the root (ties broken arbitrarily), such that F v is not computed yet.
The core of full-set(V, k, (T, L)) is the join operation at an internal node v which combines the two full sets obtained at its children w 1 and w 2 . For this, the two full sets, which are represented with respect to the individual boundary spaces B w 1 and B w 2 of w 1 and w 2 , respectively, are adjusted via the expand operation. After that, two full sets which are represented with respect to the same subspace B w 1 + B w 2 become amenable for join. After the join operation, the full set is again adjusted via the shrink operation and now represented with respect to the boundary space B v at node v. In this way, all subspaces under consideration have dimension at most 2θ.
We denote by U k (B) the set of all compact B-trajectories of width at most k. Recall that |U k (B)| is at most ( choose an unmarked node v farthest from the root.
4:
if v is a leaf then ⊲ initialization
5:
set F v as in Proposition 4.1.
6:
else if v is internal with two children w 1 ,w 2 then
7:
Recall B ′ v = B w 1 + B w 2 .
8:
end if 12: mark v.
13:
until all nodes in T are marked. 14: end procedure g(θ, k, |F|) for some function g. Then there is an algorithm to compute the set up k (R, B ′ ) (represented with respect to B ′ ) in at most f (θ, k, |F|) steps, for some function f .
Proof. Recall that Γ ∈ up k (R, B) if and only if Γ ∈ U k (B) and there exists ∆ ∈ R such that ∆ Γ. Therefore, for each pair Γ ∈ U k (B) and ∆ ∈ R we verify whether ∆ Γ. With the bound on |U k (B)| given by Lemma 3.5, there are at most
comparisons to make. For each pair Γ and ∆, we can verify whether ∆ Γ by applying Lemma 3.7. In order to apply Lemma 3.7, we consider all lattice paths with diagonal steps from (1, 1) to (|∆|, |Γ|). The number of such paths is at most 3 |∆|+|Γ|−2 due to Lemma 5.4. Note that |Γ| ≤ (4θ + 1)(2k + 1) by Lemma 3.4 and |∆| ≤ g(θ, k, |F|) by the assumption on R. As all subspaces
R are represented with respect to B and we are given the transition matrix T , we can convert the given representation of R to the representation with respect to B ′ in time only depending on |F| and θ. Comparing two subspaces of B ′ represented with respect to B ′ can be done in time depending only on |F| and θ. This proves the lemma.
Below, we explain how to perform each operation in full-set(V, k, (T, L)) and argue that each operation takes at most f (θ, k, |F|) steps for some function f . 
, which implies that both |F w i | and the maximum length of an element in F w i are at most g(θ, k, |F|) for some g. Notice that B w i ⊆ B ′ v and therefore a B w i -trajectory is also a B ′ v -trajectory. We will use the transition matrices T w i for i = 1, 2 to convert matrices in the data structure representing subspaces of B w i using coordinates with respect to B w i to matrices using coordinates with respect to B ′ v , that is the precomputed basis of B ′ v . Now Lemma 5.5 applies to up k (F w i , B ′ v ) and the claim follows. Join: At line 9, computing
v , and (b) to take
Note that Notice that the tree T contains n leaf nodes and n − 1 internal nodes. Together with the analysis above, the following statement holds.
Proposition 5.6. The procedure full-set(V, k, (T, L)) can be executed in f (θ, k, |F|) · n steps for some function f where θ is the width of (T, L).
Proposition 5.7. The path-width of V is at most k if and only if F root = ∅ at the root node of T .
Proof. First, we claim that for each node v of T , we have V v , B v ) . This completes the proof of our claim.
From the above claim, it immediately follows that the forward implication holds. For the opposite direction, let Γ ∈ F root = FS k (V root , B root ) be a compact B root -trajectory of width at most k. Note that V root = V and B root = {0}. By definition, there exists a {0}-trajectory ∆ realizable in V such that ∆ Γ. This means that there exists a path-decomposition π = (S 1 , S 2 , . . . , S m ) of V whose canonical {0}-trajectory a 1 , a 2 , . . . , a m+1 is an extension of ∆. Since Γ is of width at most k and ∆ Γ, Lemma 3.6 implies that ∆ is indeed of width at most k. Recall that L(a i ) and R(a i ) are subspaces of {0}, and we have
for every i = 1, . . . , m + 1. Therefore, π is a path-decomposition of V of width at most k.
5.5.
Backtracking to construct a linear layout. In this subsection, we illustrate how to construct an actual linear layout of V of width at most k if FS k (V, {0}) is nonempty. First let T ′ be a tree obtained from T as follows:
• The vertex set of T ′ is given as the disjoint union of {v 1 , v 2 , v J , v U , v S , v} for each internal node v of T and {v L , v} for each leaf node v of T .
• For each internal node v of T and its two children w 1 and w 2 , T ′ has edges w 1 v 1 and w 2 v 2 . This tree T ′ is called the composition tree of T . The composition tree describes how our dynamic programming works. There are four kinds of nodes in T ′ .
• Vertices v U of T ′ for all internal nodes v of T and vertices v of T ′ for all nodes v of T are up nodes.
• Vertices v J of T ′ for all internal nodes v of T are join nodes.
• Vertices v L of T ′ for all leaf nodes v of T are leaf nodes.
• Vertices v S of T ′ for all internal nodes v of T are called shrink nodes. Let Γ ∈ FS k (V, {0}) be a {0}-trajectory. By backtracking how Γ is placed in FS k (V, {0}) in our algorithm, we can label each node x of T ′ by a B xtrajectory Γ x for some B x and other necessary information satisfying the following.
•
• If x is a shrink node with a child y, then Γ x = Γ y | Bx .
• If x is a up node with a child y, then Γ y Γ x and there is a lattice path P x with diagonal steps as given in Lemma 3.7. Then there is a sequence 1 = x 1 ≤ x 2 ≤ · · · ≤ x |Γx| = |Γ y | of integers such that P x goes through points (x j , j) for all j. This sequence x 1 , x 2 , . . . , x |Γx| is also stored at x.
• If x is a join node with two children y and z, then Γ x = Γ y + Px Γ z for some lattice path P x . This lattice path P x is stored at the node x.
• If x is a leaf node v L for a leaf node v of T , then
• If x is the root node of T ′ , then Γ x = Γ ∈ FS k (V, {0}).
We modify full-set(V, k, (T, L)) so that whenever an operation is carried out, for every Γ which is placed in
v , a certificate for Γ is stored so that later when we find Γ ∈ FS k (V, {0}), we can construct the labeled composition tree T ′ by backtracking. Print the space V in V such that (L −1 (V )) L = x.
4:
else if x is a join node with two children y and z then
5:
Assume that P x = v 1 , v 2 , . . . , v t . Let v i = (x i , y i ).
6:
Call printorder(y, x i ). Call printorder(z, y i ). else if x is a up node with a child y then
12:
Recall the sequence 1 = x 1 ≤ x 2 ≤ · · · ≤ x |Γx| = |Γ y | so that the lattice path P x with diagonal steps goes through points (x j , j).
13:
Call printorder(y, j) for all j = x i , x i + 1, . . . , x i+1 − 1.
14:
For a child y of x, call printorder(y, i). Print all V ∈ V if B x = {0} and L(x) = V .
20:
Call printorder(x,i) for the root x of T ′ and 1 ≤ i < |Γ x |. 21: end procedure Proposition 5.8. The algorithm order in Algorithm 2 correctly finds a linear layout of V of width at most k in time O(θkn) when a labeled composition tree T ′ obtained from a branch-decomposition (T, L) of width at most θ and a {0}-trajectory Γ ∈ FS k (V, {0}) are given.
Proof. We sketch the proof for the correctness. A path-decomposition π = (S 1 , S 2 , . . . , S m ) of V of width at most k is always equipped with an injection µ π : V → {1, 2, . . . , m}. This injection µ π allows us to decode the linear layout of width at most k by sorting V according to µ π . If Γ = a 1 , a 2 , . . . , a m+1 is the canonical B-trajectory of π, then for each gap between a i and a i+1 , we may or may not have a subspace V ∈ V that is mapped to S i by µ π . In other words, for every strongly realizable B-trajectory a 1 , a 2 , . . . , a m+1 , we have a sequence X 1 , X 2 , . . . , X m of 'blocks' such that X 1 , X 2 , . . . , X m is a partition of V and |X i | ≤ 1 induced by the injection µ π . In general, for every realizable B-trajectory a 1 , a 2 , . . . , a m+1 , we still have a sequence X 1 , X 2 , . . . , X m of blocks such that X 1 , X 2 , . . . , X m is a partition of V. Here we consider X i as the set of subspaces in V that is mapped by µ π to bags of a fixed path-decomposition that lies between a i and a i+1 . Thus we can regard each realizable B-trajectory to be equipped with such an ordered partition of V. For each Γ in the full set, there is a realizable ∆ with ∆ Γ and so we can also give such an ordered partition to Γ. The only place where we mix two ordered partitions is at the join node of T ′ and we have the complete description how to combine path-decompositions in the proof of Lemma 3.24. (For a leaf x with B x = {0} and L(x) = V , it does not matter where this subspace V ∈ V is placed in the linear layout and so we simply put it in the beginning of the linear layout.) Now let us discuss the running time. Each node x of T ′ is visited by |Γ x | − 1 times because 1 ≤ i < |Γ x | is always ensured in printorder. If a node x of T ′ is neither a join node nor a shrink node, then x is labeled by a compact B x -trajectory and dim B x ≤ 2θ and therefore |Γ x | ≤ (4θ+1)(2k+1) by Lemma 3.4.
If x is a join node with two children y and z, then Γ x might not be compact, but Γ x = Γ y + Px Γ z for a compact B y -trajectory Γ y and a compact B z -trajectory Γ z . Since dim B y ≤ θ and dim B z ≤ θ, both Γ y and Γ z have length at most (2θ + 1)(2k + 1). Then Γ x has length at most 2(2θ + 1)(2k + 1) − 1.
If x is a shrink node with a child y, then Γ x = Γ y | Bx and Γ y is a B ytrajectory with dim B y ≤ 2θ and so |Γ x | = |Γ y | ≤ (4θ + 1)(2k + 1).
In all cases, we deduce that |Γ x | = O(θk). Thus the algorithm visits each node of T ′ at most O(θk) times and T ′ has O(n) nodes and therefore the running time of this algorithm is bounded by O(θkn).
How to provide an approximate branch-decomposition
Up to the previous section, we assumed that we are given a branchdecomposition of width at most θ in which algorithm is based on. But how do we obtain such a branch-decomposition in the beginning? We present two methods to accomplish this goal.
6.1. Iterative compression. Our first method is to use our algorithm iteratively. This strategy is sometimes called iterative compression; for a subspace arrangement V = {V i } n i=1 and 2 ≤ ℓ < n, we will iteratively apply the algorithm in Section 5 to a subset {V i } ℓ i=1 and then modify the output to obtain a branch-decomposition of small width of
. This requires to run the algorithm in Section 5 O(n) times and has an advantage of making this paper self-contained.
For this approach, we need the following simple lemma, which we omit its trivial proof. A tree is a caterpillar tree if it has a path P such that every vertex is either a vertex in P or is adjacent to some vertex in P .
be a subspace arrangement over F with n ≥ 3 and dim V i ≤ 2k for all i = 1, 2, . . . , n. If V 1 , V 2 , . . . , V n−1 is a linear layout of width at most k, then V 1 , V 2 , . . . , V n is a linear layout of width at most 3k and (T, L) is a branch-decomposition of width at most 3k, if T is a subcubic caterpillar tree with n leaves that are mapped to V 1 , V 2 , . . ., V n−1 by L in the order following the longest path of T .
As we can preprocess the input to assume that dim V i ≤ 2k for all i = 1, 2, . . . , n, Lemma 6.1 allows us to start from a trivial branch-decomposition of {V i } 2 i=1 and run the algorithm of Section 5 iteratively for
with θ = 3k. Therefore for a subspace arrangement V = {V i } n i=1 , we can either find a linear layout of width at most k or confirm that no such linear layout exists in time O(n 4 + rm 2 ). 6.2. Using exact algorithms for partitioned matroids. One can relate a subspace arrangement V with a partitioned matroid in Hliněný and Oum [16] . A partitioned matroid is a pair (M, P) of a matroid M and a partition P of E(M ); the precise definition of matroids will be introduced in Subsection 7.2. Hliněný and Oum [16] defined the branch-width of a partitioned matroid in order to devise an algorithm to construct a branchdecomposition of an F-represented matroid of width at most k if it exists. Indeed, if (M, P) is the partitioned matroid and M is F-represented, then we can construct a subspace arrangement V by taking the span of the vectors in P for each part P ∈ P as an element of V. One can also convert V into a partitioned matroid easily by taking a basis for each V ∈ V. Thus the problem of computing branch-width of (M, P) is equivalent to that of branch-width of V. Thus, we can identify F-represented partitioned matroids with subspace arrangements over F.
Then an algorithm by Hliněný and Oum for partitioned matroids naturally translates for a subspace arrangement. Theorem 6.2 (Hliněný and Oum [16] ). Let θ be a fixed constant, F be a finite field. There is an O(m 3 )-time algorithm that, for an input subspace
• outputs a branch-decomposition of V of width at most θ • or confirms the branch-width of V is larger than θ. Proposition 2.2 states that if the path-width of V is at most k, then the branch-width of V is at most 2k. Thus by applying Theorem 6.2 for θ = 2k, we obtain a branch-decomposition of width at most 2k unless V has pathwidth larger than k. By running the algorithm in Section 5 once with this branch-decomposition, we deduce an O(n 3 )-time algorithm to find a linear layout of width at most k if it exists for an input subspace arrangement V = {V i } n i=1 over a fixed finite field F. (Note that after the preprocessing in Subsection 5.1, m ≤ 2kn and therefore O(m 3 ) = O(n 3 ).) This completes the proof of the following theorem. Theorem 6.3. Let F be a fixed finite field. Given an input n subspaces of F r for some r and a parameter k, in time O(rm 2 + n 3 ), we can either find a linear layout V 1 , V 2 , . . . , V n of the subspaces such that This approach gives a better asymptotic running time in terms of n, but the hidden constant as a function of k is bigger here. The algorithm in Theorem 6.2 is based on the fact that forbidden minors for matroid branch-width at most k has at most (6 k+1 − 1)/5 elements, proved by Geelen, Gerards, Robertson and Whittle [10] . 4 Though this bound allows the algorithm to search all forbidden F-representable minors in "constant" time, it would take extremely long, as a function of k, to search all of them because there are too many F-representable matroids to consider. Thus the approach in Subsection 6.1 would be a lot easier to implement and more practical, though it gives an algorithm that runs in time O(rm 2 + n 4 ).
Application to path-width of F-represented matroids
So far our paper focused on path-width of a subspace arrangement and presented the algorithm in a self-contained manner. In this section we will discuss how to avoid using Theorem 6.2 of Hliněný and Oum by adapting a simpler algorithm of Hliněný while keeping the running time to be still O(n 3 ) for the path-width of matroids.
We remark that in general we cannot hope to find an F-representation of a matroid efficiently, even if we assume such a representation exists [32, 37] , unless F = GF (2). So we will need that a representation of a matroid, or equivalently a multiset of vectors, is given as an input. Let us say that a matroid is F-represented if it is given with an F-representation.
7.3.
A better algorithm for matroid path-width. Recall that we give an algorithm that, for a parameter k and an input subspace arrangement V with its branch-decomposition of small width, decides in time O(n 3 ) whether its path-width at most k and if so, outputs a path-decomposition of width at most k. In Subsection 6.2 we use an algorithm by Hliněný and Oum in Theorem 6.2 to obtain a branch-decomposition of bounded width. However, that algorithm by Hliněný and Oum [16] uses the huge but finite list of forbidden F-representable minors for the class of matroids of branch-width at most k and so in practice it would be too slow to implement it. The alternative in Subsection 6.1 is more direct and implementable but slower, only giving the time O(n 4 ).
For the path-width of matroids, we can instead use more constructive O(n 3 )-time algorithm by Hliněný that does not depend on the existence of finitely many forbidden minors.
Theorem 7.1 (Hliněný [14] ). Let k be a fixed constant, F be a finite field. Let V be a subspace arrangement of n 1-dimensional subspaces of F r with r ≤ n. There is an O(n 3 )-time algorithm that, for a given V, either
• outputs a branch-decomposition of V of width at most 3k
• or confirms the branch-width of V is larger than k.
We associate a matroid M represented by vectors v 1 , v 2 , . . . , v n in a vector space over a finite field F with a subspace arrangement V = { v 1 , v 2 , . . . , v n }. Then a linear layout of V of width k is precisely a path-decomposition of M having width k. This relation allows us to deduce the following. In addition, we do not need to apply the preprocessing step discussed in Subsection 5.1, as long as we remove all loops and coloops from M . Theorem 7.2. Let F be a fixed finite field. There is an algorithm that, for an input n-element matroid given with its matrix representation over F having at most n rows and a parameter k, decides in time O(n 3 ) whether its path-width is at most k and if so, outputs a path-decomposition of width at most k.
Application to linear rank-width and linear clique-width of graphs
As it is discussed in Section 1, our full theorem on subspace arrangements provides a nice corollary to linear rank-width of graphs when applied to subspaces of dimension at most two. As linear rank-width is closely related to linear clique-width, this will also give a fixed-parameter tractable approximation algorithm for linear clique-width as well. We will review the definitions and discuss how to obtain the desired results from Theorem 6.3. 8.1. Linear rank-width and rank-width of graphs. Let G = (V, E) be a graph and A G be its adjacency matrix, which is the V (G) × V (G) matrix over the binary field whose (i, j)-entry is 1 if and only if i and j are adjacent in G. For an X × Y matrix M = (m ij ) i∈X,j∈Y and subsets A ⊆ X and B ⊆ Y , let M [A, B] be the A × B submatrix (m ij ) i∈A,j∈B of M . The cut-rank function of G, denoted by ρ G , is defined to be
for all subsets S of V (G). Oum and Seymour [28] showed that the cut-rank function is a connectivity function on V (G) (which is defined in Subsection 7.1). In Subsection 7.1, we discussed how to define path-width and branch-width of a connectivity function. We define linear rank-width and rank-width of a graph G to be path-width and branch-width, respectively, of the cut-rank function ρ G . For a graph G, a linear rank-decomposition of width k is a linear layout of V (G) whose width with respect to ρ G is k. For a graph G, a rank-decomposition of width k is a branch-decomposition of ρ G having width k.
8.2.
From linear rank-width of graphs to path-width of subspace arrangements. We now explain how to relate the linear rank-width of a graph with the path-width of a subspace arrangement.
Let G be a graph with V (G) = {1, 2, . . . , n}. Let e 1 , e 2 , . . . , e n be the standard basis of GF (2) n . Each vertex i is associated with a vector v i ∈ GF (2) n such that v i = j is adjacent to i in G e j .
Let V i = e i , v i for each i. Let V G = {V 1 , V 2 , . . . , V n } be the subspace arrangement associated with G. The following lemma is equivalent to [16, Lemma 7 .1] and easily implies that the path-width of V G is precisely twice the linear rank-width of G.
Proof. Observe that dim i∈X V i ∩ j∈V (G)−X V j = dim i∈X V i + dim i∈V (G)−X V i − n. Since dim i∈X V i = |X| + rank(A G [V (G) − X, X]) and dim i∈V (G)−X V i = n − |X| + rank(A G [X, V (G) − X]), the conclusion follows.
Therefore, a linear rank-decomposition of width k of a graph G precisely corresponds to a linear layout of V G of width 2k and a rank-decomposition of width k of a graph G is exactly a branch-decomposition of width 2k of V G .
8.3.
An algorithm for linear rank-width. In order to run the algorithm in Theorem 6.3, we need a branch-decomposition of small width to be given. Instead of using methods in Section 6, we may use the following algorithm by Oum [25] for rank-width. Theorem 8.2 (Oum [25] ). For fixed k, there is an O(n 3 )-algorithm that, for an n-vertex graph G, either obtains a rank-decomposition (of G) of width at most 3k − 1 or confirms that the rank-width of G is larger than k.
This gives a branch-decomposition of V G having width at most 6k − 2. We then apply the algorithm proven in Theorem 6.3 to deduce the following. There is no need to apply the preprocessing algorithm discussed in Subsection 5.1, as long as we remove isolated vertices of G.
Theorem 8.3.
8.4.
Application to linear clique-width. For an integer k, a k-expression is an algebraic expression that consists of the following operations on graphs whose vertices are labeled by integers in {1, 2, . . . , k}:
• · i (a graph with a single vertex labeled by i ∈ {1, 2, . . . , k}).
• G 1 ⊕G 2 (the disjoint union of two vertex-labeled graphs G 1 and G 2 ).
• η i,j (G) with i = j (adding an edge from each pair of a vertex of label i and a vertex of label j).
• ρ i→j (G) (relabeling all vertices of label i to label j).
A k-expression is linear if one operand of each disjoint union ⊕ has at most one vertex. The clique-width of a graph G is the minimum k such that there is a k-expression representing G after ignoring labels of the vertices [5] . Similarly the linear clique-width of a graph G is defined as the minimum k such that there exists a linear k-expression representing G after ignoring labels of the vertices.
By modifying the proof of Oum and Seymour [27, Proposition 6.3] , it is straightforward to prove the following. We omit its easy proof. This relation gives an algorithm that makes an approximate linear expression of an input graph, which was unknown.
