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Abstract: We propose statistical inferential procedures for panel data models with inter-
active fixed effects in a kernel ridge regression framework. Compared with traditional sieve
methods, our method is automatic in the sense that it does not require the choice of basis
functions and truncation parameters. Model complexity is controlled by a continuous reg-
ularization parameter which can be automatically selected by generalized cross validation.
Based on empirical processes theory and functional analysis tools, we derive joint asymptotic
distributions for the estimators in the heterogeneous setting. These joint asymptotic results
are then used to construct confidence intervals for the regression means and prediction in-
tervals for the future observations, both being the first provably valid intervals in literature.
Marginal asymptotic normality of the functional estimators in homogeneous setting is also
obtained. Simulation and real data analysis demonstrate the advantages of our method.
Keywords and Phrases: kernel ridge regression, panel data models with interactive fixed
effects, joint asymptotic distribution, empirical processes, Functional Bahadur representation
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1. Introduction
Panel data models with interactive fixed effects (IFE) have many applications in econometrics
and statistics, e.g., individuals’ education decision (Carneiro et al., 2003; Cunha et al., 2005),
house price analysis (Holly et al., 2010), prediction of investment returns (Eberhardt et al., 2013),
risk-return relation (Ludvigson and Ng, 2009, 2016), etc. The IFE can capture both cross section
dependence and heterogeneity in the data, which makes these models more flexible than the classic
fixed or random effect models. Cross section dependence is usually characterized by time-varying
common factors, and heterogeneity is captured by individual-specific factor loadings. There has
been an increasing literature in this area addressing various statistical inferential problems. Earlier
studies focused on parametric settings; see Pesaran (2006), Bai and Ng (2006), Bai (2009), Moon
and Weidner (2010), Moon and Weidner (2015), among others. A common crucial assumption in
these papers is that the response and predictor variables are linearly related and the parameters
of interest are finite-dimensional.
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Recently, efforts were devoted to nonparametric/semiparametric panel data models with IFE.
For instance, Freyberger (2012), Su and Jin (2012), Jin and Su (2013) and Su and Zhang (2013),
Su et al. (2015), among others, proposed sieve methods for estimating or testing the infinite-
dimensional regression functions; Huang (2013) and Cai et al. (2016) proposed local polynomial
methods, differing from sieves by their local feature. The success of the sieve methods hinges on a
good choice of basis functions; see Chen (2007) for a comprehensive introduction. The truncation
parameter, i.e., number of basis functions used for model fitting, changes in a discrete fashion,
which may yield an imprecise control on the model complexity, as pointed out in Ramsay and
Silverman (2005). For these reasons, it is worthwhile to explore a method that relies less on the
choice of basis or the choice of discrete truncation parameters, which will possess computational,
theoretical and conceptual advantages.
In this paper, we propose a new kernel-based nonparametric method, called as kernel ridge
regression (KRR), for handling panel data models. Our method relies on the assumption that
the regression function belongs to a reproducing kernel Hilbert space (RKHS) driven by a kernel
function called as reproducing kernel. The KRR estimator is “basis-free” in the sense that it can
be explicitly expressed by the kernels rather than the basis functions. Our method is applicable to
a broad class of RKHS, e.g., Euclidean space, Sobolev space, Gaussian kernel space, or spaces with
advanced structures such as semiparametric/additive structures; see Wahba (1990), Shang and
Cheng (2013), Zhao et al. (2016) about more descriptions of these spaces. Reproducing kernels
corresponding to the above mentioned RKHS have (approximately) explicit expressions which can
be directly used in our inferential procedures. For applications of RKHS in other fields such as
statistical machine learning, see Hofmann et al. (2008).
In contrast to the method of sieves, our KRR method does not involve the discrete truncation
parameter. Instead, it directly searches the estimator in the entire (possibly infinite-dimensional)
function spaces, though the process of searching requires the use of a continuous regularization
parameter which controls the smoothness of the estimators. In smoothing splines or KRR, reg-
ularization parameters are usually selected by generalized cross validation (GCV); see Craven
and Wahba (1978), Wahba (1990), Gu (2013), Wang (2011). The selection procedure proceeds
by searching a global minimizer of the GCV criteria function which provides a more accurate
management on model complexity. As a result, the estimator may yield better performance as
observed by Shang and Cheng (2015) in functional data analysis. In this paper, we adapt the
traditional GCV criteria to semiparametric panel data models in both heterogeneous and ho-
mogeneous settings. The selection algorithms are easy-to-use with satisfactory performance as
demonstrated in our simulation study and real data analysis (Section 5).
Besides numerical advantages, the proposed method is theoretically powerful. For instance,
based on our RKHS framework, it is theoretically more convenient to derive the joint asymptotic
distributions for the estimators of the linear and nonlinear components; see Theorems 3.3 and
3.4. Nonetheless, joint asymptotic distributions are more difficult to prove in the sieve or local
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polynomial framework. Our joint asymptotic results can be used to design novel statistical proce-
dures such as confidence intervals for the regression means and prediction intervals for the future
observations, though they can naturally imply the marginal asymptotic results obtained by Su
and Jin (2012) as a corollary. The theory developed in this paper relies on nonstandard technical
tools such as empirical processes theory and functional analysis. Specifically, functional Bahadur
representations (FBR) in heterogeneous and homogeneous settings, i.e., Theorems 3.2 and 4.2,
are proved based on the aforementioned technical tools, which can extract the leading terms from
the estimators. Our FBR theory is a nontrivial extension of Shang (2010) and Shang and Cheng
(2013) to panel data models, which plays a central role in our theoretical study.
The rest of this paper is structured as follows. Section 2 contains some technical preliminar-
ies including an introduction to panel data models with IFE and an RKHS framework. Sections
3 and 4 contain the main results. Specifically, in heterogeneous setting, Section 3 includes es-
timation procedures for each individual parameters, and derives joint asymptotic normality for
the estimators. Constructions of confidence interval and prediction interval are also mentioned.
In homogeneous setting, Section 4 includes an estimation procedure for the common regression
function and derives its marginal asymptotic normality. Section 5 examines the proposed methods
based on a simulation study and real data analysis. Proofs of the main theorems are deferred to
Section 6, and proofs of other results are separated as a supplement document.
2. Preliminary
2.1. Panel Data Models with Interactive Fixed Effects
Let Yit be a real-valued observation and Xit ∈ Xi ⊆ Rd be a real vector of observed covariates,
both collected on the ith unit at time t, for i ∈ [N ] := {1, 2, . . . , N}, t ∈ [T ] := {1, . . . , T}. Suppose
that the observations follow a semiparametric regression model
Yit = gi(Xit) + γ
′
1if1t + γ
′
2if2t + it, i ∈ [N ], t ∈ [T ], (2.1)
where gi is an unknown regression function, f1t ∈ Rq1 is a vector of observed common factors
including intercept, f2t ∈ Rq2 is a vector of unobserved common factors, γ1i and γ2i are unobserved
fixed vectors called as factor loadings, and it are unobserved random noise. The term γ
′
2if2t is
called as interactive fixed effect. In general, we allow gi to be varying across the units, i.e., the
panels demonstrate a heterogeneous structure. The special case gi = g for all i ∈ [N ] implies
that the panels are homogeneous. In this paper, we will consider both cases from theoretical and
methodological aspects. Since the factors in model (2.1) are not identifiable in the sense that
they cannot be consistently estimated, further constraints are needed. Similar to Pesaran (2006),
suppose that Xit are related to the factors through the following data generating equation:
Xit = Γ
′
1if1t + Γ
′
2if2t + vit, i ∈ [N ], t ∈ [T ], (2.2)
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where Γ1i ∈ Rq1×d and Γ2i ∈ Rq2×d are unobserved but fixed matrices, vit ∈ Rd is a vector of
random noise. Other constraints to guarantee identifiability were proposed by Bai (2009) based on
principle component analysis. Equation (2.2) provides a convenient way to remove the unobserved
factor f2t from model (2.1). Specifically, averaging (2.2) as done by Pesaran (2006), we get
X¯t = Γ¯
′
1f1t + Γ¯
′
2f2t + v¯t, t ∈ [T ], (2.3)
where X¯t =
1
N
∑N
i=1Xit, Γ¯1 =
1
N
∑N
i=1 Γ1i, Γ¯2 =
1
N
∑N
i=1 Γ2i, and v¯t =
1
N
∑N
i=1 vit. Throughout
we assume that Γ¯2Γ¯
′
2 is invertible which may hold true if q2 ≤ d. It follows from (2.3) that
f2t = (Γ¯2Γ¯
′
2)
−1Γ¯2
(
X¯t − Γ¯′1f1t − v¯t
)
. (2.4)
Replacing f2t in (2.1) by (2.4), we get the following
Yit = gi(Xit) + γ
′
1if1t + γ
′
2i(Γ¯2Γ¯
′
2)
−1Γ¯2
(
X¯t − Γ¯′1f1t − v¯t
)
+ it
= gi(Xit) + Z
′
tβi + eit, i ∈ [N ], t ∈ [T ], (2.5)
where Zt = (f
′
1t, X¯
′
t)
′, eit = it − γ′2i(Γ¯2Γ¯′2)−1Γ¯2v¯t, and
βi =
(
γ1i − Γ¯1Γ¯′2(Γ¯2Γ¯′2)−1γ2i
Γ¯′2(Γ¯2Γ¯′2)−1γ2i.
)
The equations (2.1), (2.2) and (2.5) play an important role in the proof of our main results.
2.2. Kernel Ridge Regression
Suppose gi ∈ Hi, where Hi is a Reproducing Kernel Hilbert Space (RKHS). Specifically, Hi is
a Hilbert space of real-valued functions on Xi, endowed with an inner product 〈·, ·〉Hi , satisfying
the property: for any x ∈ Xi, there exists a unique element K¯(i)x ∈ Hi such that for every g ∈ Hi,
〈K¯(i)x , g〉Hi = g(x). The reproducing kernel function is defined by K¯(i)(x1, x2) = K¯(i)x1 (x2), for
any x1, x2 ∈ Xi. The kernel K¯(i) is symmetric, i.e., K¯(i)(x1, x2) = K¯(i)(x2, x1), and the matrix
K¯(i) := [K¯(xi, xi)]ni,j=1 is semi-positive definite for any x1, . . . , xn ∈ Xi. Berlinet and Thomas-
Agnan (2004) provides a nice introduction to RKHS.
By Mercer’s theorem, K¯(i) admits a spectral expansion:
K¯(i)(x1, x2) =
∞∑
ν=1
ϕ(i)ν (x1)ϕ
(i)
ν (x2)/ρ
(i)
ν , x1, x2 ∈ Xi, (2.6)
where 0 < ρ
(i)
1 ≤ ρ(i)2 ≤ · · · are eigenvalues and ϕ(i)ν are eigenfunctions which form an L2(PXi)
orthonormal basis with Xi ≡ Xi1. This paper focuses on RKHS generated by the following kernels.
For simplicity, we use an  bn to represent an = O(bn) and bn = O(an).
Finite Rank Kernel (FRK): The kernel K¯(i) is said to have rank k > 0 if ρ
(i)
ν = ∞ for ν > k.
For instance, the (k− 1)-order polynomial kernel K¯(i)(x1, x2) = (1 + x′1x2)k−1 for x1, x2 ∈ Rd has
rank k. Clearly, an FRK of rank k corresponds to a parametric space of dimension k.
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Polynomially Diverging Kernel (PDK): The kernel K¯(i) is said to be polynomially diverging of
order k > 0 if it has eigenvalues satisfying ρ
(i)
ν  ν2k for ν ≥ 1. For instance, the k-order Sobolev
space is an RKHS with a kernel polynomially diverging of order k; see Wahba (1990).
Exponentially Diverging Kernel (EDK): The kernel K¯(i) is said to be exponentially diverging of
order k > 0 if its eigenvalues satisfy ρ
(i)
ν  exp(bνk) for ν ≥ 1, for a constant b > 0. For instance,
Gaussian kernel K¯(i)(x1, x2) = exp(−|x1 − x2|2) corresponds to k = 1; see Lu et al. (2016).
The results of this paper can be applied to more complicated RKHS such as Additive RKHS,
as described in Remark 4.2.
Let Θi := Rq1+d ×Hi. We estimate θ = (β, g) ∈ Θi via the following Kernel Ridge Regression:
θ̂i = (β̂i, ĝi) = arg min
θ∈Θi
`i,M,ηi(θ)
≡ arg min
θ∈Θi
{
1
2T
T∑
t=1
(Yit − g(Xit)− Z ′tβ)2 +
ηi
2
‖g‖2Hi
}
, (2.7)
where M = (N,T ) and ηi > 0 is called as a regularization parameter.
Our results will rely on an RKHS structure on Θi. Specifically, we will follow Cheng and Shang
(2015) to construct two operators Ri : Ui → Θi and Pi : Θi → Θi, where Ui ≡ {u = (x, z) : x ∈
Xi, z ∈ Rq1+d}, such that for any u = (x, z) ∈ Ui and θ = (β, g) ∈ Θi, the following holds:
〈Riu, θ˜〉i = g˜(x) + z′β˜, 〈Piθ, θ˜〉i = ηi〈g, g˜〉Hi , for any θ˜ = (β˜, g˜) ∈ Θi, (2.8)
where 〈·, ·〉i is an inner product on Θi to be defined later in (2.9).
For any x ∈ Xi, define Gi(x) = E{Z|Xi = x} and Ωi = E{(Z − Gi(Xi))(Z − Gi(Xi))′},
where Z = Z1. Clearly, Ωi is a square matrix of dimension q1 + d. In the below we require the
eigenvalues of Ωi to be bounded away from zero and infinity, a standard condition to guarantee
semiparametric efficiency; see, e.g., Mammen and van de Geer (1997); Cheng and Shang (2015).
Besides, Gi are assumed to be L
2 integrable.
Assumption A1. For i ∈ [N ], Gi ∈ L2(PXi). Furthermore, c1 ≤ λmin(Ωi) ≤ λmax(Ωi) ≤ c2 for
positive constants c1, c2, where λmin(·) and λmax(·) are minimal and maximal eigenvalues.
For any θk = (βk, gk) ∈ Θi, k = 1, 2, define
〈θ1, θ2〉i = E{(g1(Xi) + Z ′β1)(g2(Xi) + Z ′β2)}+ ηi〈g1, g2〉Hi . (2.9)
Define 〈g1, g2〉?,i = 〈(0, g1), (0, g2)〉i. Following Cheng and Shang (2015), Assumption A1 implies
that 〈·, ·〉i and 〈·, ·〉?,i are valid inner products on Θi and Hi, respectively. Meanwhile, (Hi, 〈·, ·〉?,i)
is an RKHS with kernel K(i)(x, y) ≡ ∑∞ν=1 ϕ(i)ν (x)ϕ(i)ν (y)/(1 + ηiρ(i)ν ), x, y ∈ Xi. We can further
find a positive definite self-adjoint operator Wi : Hi → Hi and an element Ai ∈ Hq1+di such
that 〈Wig1, g2〉?,i = ηi〈g1, g2〉Hi , 〈Ai, g〉?,i = Vi(Gi, g), for any g, g1, g2 ∈ Hi, where Vi(g1, g2) =
E{g1(Xi)g2(Xi)}. Define Σi = E{Gi(Xi)(Gi(Xi) − Ai(Xi))′}, a symmetric matrix of dimension
q1 + d. Following Cheng and Shang (2015), Proposition 2.1 below guarantees (2.8).
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Proposition 2.1. For any u = (x, z) ∈ Ui and for any θ = (β, g) ∈ Θi, (2.8) holds for Riu =
(H
(i)
u , T
(i)
u ) and Piθ = (H
(?i)
g , T
(?i)
g ), where
H(i)u = (Ωi + Σi)
−1(z − Vi(Gi,K(i)x )),
T (i)u = K
(i)
x −A′i(Ωi + Σi)−1(z − Vi(Gi,K(i)x )),
H(?i)g = −(Ωi + Σi)−1Vi(Gi,Wig),
T (?i)g = Wig +A
′
i(Ωi + Σi)
−1Vi(Gi,Wig).
A direct application of Proposition 2.1 is to exactly calculate the Fre´chet derivatives of `i,M,ηi .
Define Uit = (Xit, Zt) for i ∈ [N ], t ∈ [T ]. For θ = (β, g),∆θ = (∆β,∆g) ∈ Θi, we have
D`i,M,ηi(θ)∆θ = 〈−
1
T
T∑
t=1
(Yit − 〈RiUit, θ〉i)RiUit + Piθ,∆θ〉i ≡ 〈Si,M,ηi(θ),∆θ〉i,
DSi,M,ηi(θ)∆θ =
1
T
T∑
t=1
〈RiUit,∆θ〉iRiUit + Pi∆θ,
D2Si,M,ηi(θ) = 0.
3. Heterogeneous Model
In this section, we consider heterogeneous model (2.1) where the gi’s are assumed to be dif-
ferent across the units. We will estimate each gi through penalized estimations, and develop a
joint asymptotic theory for the estimators. Our joint asymptotic results lead to novel statistical
procedures as well as rediscover the existing marginal asymptotic results.
3.1. Estimation Procedure
By representer theorem (Wahba, 1990), the minimizer ĝi of (2.7) has the expression
g(x) =
T∑
t=1
atK¯
(i)(Xit, x) = a
′K¯(i)x , x ∈ Xi, (3.1)
where a = (a1, · · · , aT )′ and K¯(i)x = (K¯(i)(Xi1, x), · · · , K¯(i)(XiT , x))′. Based on (3.1) we have
‖g‖2Hi = 〈
T∑
t=1
atK¯
(i)(Xit, ·),
T∑
t=1
atK¯
(i)(Xit, ·)〉Hi = a′ K¯(i) a, (3.2)
where K¯(i) = (K¯(i)Xi1 , · · · , K¯
(i)
XiT
) ∈ RT×T is semi-positive definite. So, (2.7) can be equally trans-
formed to the following:
(âi, β̂i) = arg min
a∈RT ,β∈Rq1+d
1
2T
(
Yi − K¯(i)a− Zβ
)′ (
Yi − K¯(i)a− Zβ
)
+
ηi
2
a′K¯(i)a, (3.3)
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where Yi = (Yi1, · · · , YiT )′ and Z = (Z1, · · · , ZT )′. The solution to (3.3) has expression
âi =
((
IT − Z(Z ′Z)−1Z ′
) K¯(i) + TηiIT)−1 (IT − Z(Z ′Z)−1Z ′)Yi,
β̂i =
(
Z ′Z
)−1
Z ′
(
Yi − K¯(i)âi
)
. (3.4)
Then we estimate gi by ĝi(x) = â
′
iK¯
(i)
x for any x ∈ Xi.
Remark 3.1. In practice, we choose ηi by minimizing the following GCV function:
η̂i = arg min
ηi>0
GCVi(ηi) ≡ arg min
ηi>0
‖(IT −Bηi)Yi‖22
T [1− tr(Bηi)/(T )]2
,
where Bηi is the so-called smoothing matrix, i.e., a T × T matrix satisfying Ŷi = BηiYi, where
Ŷi = K¯(i)âi + Zβ̂i is the fitted response vector.
3.2. Rate of Convergence
We will derive the rate of convergence for θ̂i. Before that, let us assume some technical conditions.
For t ≥ j ≥ 1, define F tj = σ (f1l, f2l : j ≤ l ≤ t). Define φ-mixing coefficients
φ(t) = sup
t1≥1
sup
A∈Ft11 B∈F∞t1+t
P (B)>0
∣∣P (A|B)− P (A)∣∣, t ≥ 0.
Assumption A2. (a) {vit : i ∈ [N ], t ∈ [T ]} are i.i.d., and {it : i ∈ [N ], t ∈ [T ]} are i.i.d.,
both of zero means. Furthermore, vit’s and it’s are independent.
(b) Both {f1t : t ∈ [T ]} and {f2t : t ∈ [T ]} are strictly stationary process satisfying the following
φ-mixing condition:
∑∞
t=0 φ(t)
1−4/α <∞, where α > 4 is a constant. (f1t, f2t) is distributed
independently of vit’s and it’s.
(c) E{‖f1t‖α2 } < ∞, E{‖f1t‖α2 } < ∞, E{|vit|α} < ∞, E{|it|α} < ∞, where ‖ · ‖2 denotes the
Euclidean norm.
(d) supi≥1 ‖∆i‖2 <∞, where ∆i = γ′2i(Γ¯2Γ¯′2)−1Γ¯2.
Assumption A2(a) requires that the variables εit, vit are zero-mean independent. Assumption
A2(b) specify that the factors are strictly stationary and φ-mixing, and independent of vit’s and
it’s. Independence assumption can be relaxed to mixing conditions with more tedious technical
arguments. Assumption A2(c) requires that the variables have finite α-moments. Assumption
A2(d) requires that the vectors ∆i based on “true” factor loadings are uniformly bounded.
The following assumption says that ϕ
(i)
ν are uniformly bounded and ϕ
(i)
ν , ρ
(i)
ν simultaneously
diagonalize Vi and 〈·, ·〉Hi , a standard assumption in kernel ridge regression literature, e.g., Shang
and Cheng (2013). This condition holds for polynomially diverging kernels, exponentially diverging
kernels, or finite rank kernels on compactly supported Xi; see, e.g., Wahba (1990); Shang and
Cheng (2013); Zhao et al. (2016). Besides, we need 1 /∈ Hi for identifiability.
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Assumption A3. For any i ∈ [N ], supν≥1 supx∈Xi |ϕ
(i)
ν (x)| <∞ and
Vi(ϕ
(i)
ν , ϕ
(i)
µ ) = δνµ, 〈ϕ(i)ν , ϕ(i)µ 〉Hi = ρ(i)ν δνµ, ν, µ ≥ 1,
where δνµ is the Kronecker’s delta. Furthermore, 1 /∈ Hi, and any g ∈ Hi satisfies g =
∑∞
ν=1 gνϕ
(i)
ν ,
where gν = Vi(g, ϕ
(i)
µ ) is a real sequence satisfying
∑∞
ν=1 ρ
(i)
ν g2ν <∞.
For any θ = (β, g) ∈ Θi, define ‖θ‖i,sup = supx∈Xi |g(x)| + ‖β‖2. For p, δ > 0, define Gi(p) =
{θ = (β, g) ∈ Θi : ‖θ‖i,sup ≤ 1, ‖g‖Hi ≤ p} and the corresponding entropy integral
Ji(p, δ) =
∫ δ
0
ψ−12 (Di(ε,Gi(p), ‖ · ‖i,sup)) dε+ δψ−12
(
Di(δ,Gi(p), ‖ · ‖i,sup)2
)
,
where ψ2(s) = exp(s
2)− 1 and Di(ε,Gi(p), ‖ · ‖i,sup) is the ε-packing number of Gi(p) in terms of
‖ · ‖i,sup-metric. Let θi0 = (βi0, gi0) denote the “true” value of (β, g) in (2.5). Define
hi =
∞∑
ν=1
(1 + ηiρ
(i)
ν )
−1, ri,M = (Thi)−1/2 + η
1/2
i + (Nhi)
−1/2.
It can be shown that hi  η1/(2k)i for k-order PDK; hi  (log(1/ηi))−1/k for k-order EDK. We use
(N,T )→∞ to represent both N →∞ and T →∞.
Theorem 3.1. Suppose that Assumptions A1–A3 are satisfied. Furthermore, as (N,T )→∞, the
following conditions hold:
ηi = o(1), hi = o(1), T
2/α−1h−1i = o(1), ηi +
1
Nhi
= O(hi),
T−1/2+1/αh−1/2i max{h−1/2i , T 1/α}Ji((η−1i hi)1/2, 1)
×
√
logN + log log(TJi((η
−1
i hi)
1/2, 1)) = o(1). (3.5)
Then for any i ∈ [N ], ‖θ̂i − θi0‖i = OP (ri,M ), as (N,T )→∞.
Theorem 3.1 presents a rate of convergence for θ̂i in ‖ · ‖i-norm which relies on hi, N, T . The
‖ · ‖i-norm is stronger than the commonly used L2-norm in literature; see Su and Jin (2012), Su
and Zhang (2013). The optimal choice of hi, denoted h
?
i , relies on the type of kernels and the
relationship of N,T , i.e., N ≥ T or N < T . The optimal convergence rate, denoted r?i,M , can be
calculated accordingly; see Table 1. We observe that h?i , r
?
i,M only depend on the smaller value of
N,T in both PDK and EDK. Rate conditions (3.5) are satisfied under hi  h?i .
N ≥ T N < T
PDK EDK PDK EDK
h?i T
−1/(2k+1) (log T )−1/k N−1/(2k+1) (logN)−1/k
r?i,M T
−k/(2k+1) T−1/2(log T )1/(2k) N−k/(2k+1) N−1/2(logN)1/(2k)
Table 1
A summary of h?i and r
?
i in k-order PDK and k-order EDK.
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3.3. Joint Asymptotic Distribution
The aim of this section is to derive joint asymptotic normality for θ̂i = (β̂i, ĝi) which is new in
literature. Our result naturally leads to marginal asymptotic normality obtained by Su and Jin
(2012). More importantly, our joint asymptotic result can be used to construct confidence interval
for regression mean and prediction interval for future response variable. As far as we know, these
are the first asymptotic valid intervals for prediction purposes. Before proceeding further, we give
a technical result, called as Functional Bahadur Representation (FBR), to characterize the leading
term of the estimator.
Theorem 3.2 (FBR for Heterogeneous Model). Suppose that Assumptions A1–A3 are satisfied.
Then we have
‖θ̂i − θi0 + Si,M,ηi(θi0)‖i = OP (aM ), as (N,T )→∞, (3.6)
where aM = ri,Mh
−1/2
i T
1/α−1/2(h−1/2i + T
1/α)Ji(pi, 1)
√
logN + log log(TJi(pi, 1)) + h
−1/2
i T
2/α−1
and pi = (η
−1
i hi)
1/2.
Theorem 3.2 provides a higher order approximation for θ̂i − θi0 with leading term Si,M,ηi(θi0),
which generalizes Shang (2010) and Shang and Cheng (2013) to panel data settings. The rate of
the remainder term aM can be shown to be O(N
−1/2) or O(T−1/2) if we choose hi  h?i , where
the values of h?i are summarized in Table 1. Thus, the remainder term is asymptotically negligible
compared to Si,M,ηi(θi0). This lemma can be used to prove the following joint asymptotic normality
for θ̂i. The proof relies on a central limit theorem on Si,M,ηi(θi0). Let θ
?
i0 = (β
?
i0, g
?
i0) ≡ (id−Pi)θi0.
Theorem 3.3. Suppose that Assumptions A1–A3 are all satisfied. Furthermore, hi = o(1),
(Nhi)
−1 = o(1), aM = o(T−1/2h
1/2
i ), and for x0 ∈ Xi, hiVi(K(i)x0 ,K(i)x0 )→ σ2x0, h
1/2
i (WiAi)(x0)→
αx0, and h
1/2
i Ai(x0)→ −βx0, where σ2x0 > 0, αx0 , βx0 ∈ Rq1+d are nonrandom constants. Then,( √
T (β̂i − β?i0)−
√
TE{eitH(i)Uit}√
Thi(ĝi(x0)− g?i0(x0))−
√
ThiE{eitT (i)Uit(x0)}
)
d→ N (0,Ψ?) , as (N,T )→∞, (3.7)
where
Ψ? = σ2
(
Ω−1i Ω
−1
i (αx0 + βx0)
(αx0 + βx0)
′Ω−1i σ
2
x0 + 2β
′
x0Ω
−1
i αx0 + β
′
x0Ω
−1
i βx0
)
, and σ2 = V ar(it). (3.8)
Theorem 3.3 proves joint asymptotic normality for β̂i and ĝi(x0). The estimators are nonetheless
not (asymptotically) unbiased, i.e., they do not converge to the truth βi0 and gi0(x0). To correct the
bias, we need to assume T/N = o(1) as in the following Theorem 3.4. This condition means that
the number of observations within each individual unit is strictly smaller than the number of units,
which can provide more cross section information. We expect that the bias cannot be corrected if
T ≥ N . Indeed, our theoretical analysis indicates a possibly sharp upper bound √TE{eitH(i)Uit} =
OP (
√
T/N). When T ≥ N , this term will result in uncorrectable bias in estimating βi. Relevant
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assumptions exist in literature for bias correction, e.g., T/N2 = o(1) considered by Pesaran (2006)
in parametric setting; κT/N = o(1) considered by Su and Jin (2012) in sieve estimation, where
κ represents the discrete truncation parameter (or, number of basis functions). Compared to
the latter, our condition is weaker. Another condition for bias correction is that Gi is sufficiently
smooth, i.e., condition (3.9) in Theorem 3.4. Such condition holds if the conditional distribution of
the factor variable f1t given Xit is smooth. As a by-product, β̂i and ĝi(x0) become asymptotically
independent which facilitates the applications, e.g., one does not need to estimate the correlation
between the two estimators. Define Gi = (Gi,1, . . . , Gi,q1+d)
′.
Theorem 3.4. Suppose that the conditions in Theorem 3.3 hold, Tηi = o(1) and T/N = o(1).
Furthermore, there exists a positive non-decreasing sequence kν with
∑
ν≥1 1/kν <∞ such that∑
ν
|Vi(Gi,k, ϕ(i)ν )|2kν <∞, for k = 1, . . . , q1 + d. (3.9)
Then we have, for any x0 ∈ Xi,( √
T (β̂i − βi0)√
Thi(ĝi(x0)− gi0(x0))
)
d→ N (0,Ψ) , as (N,T )→∞, (3.10)
where
Ψ = σ2
(
Ω−1i 0
0 σ2x0
)
. (3.11)
An application of Theorem 3.4 is the construction of confidence interval for regression mean.
Suppose Xi t+1 = xi0 and f1 t+1 = f10 with known xi0 and f10, i.e., the predictor variables of
each individual are observed at future time t + 1. By (2.5), the conditional mean of Yi t+1 is
µi0 ≡ E{Yi t+1|Xi t+1 = xi0, f1 t+1 = f10} ≈ gi0(xi0) + z′0βi0, where z0 = (f ′10, N−1
∑N
i=1 x
′
i0)
′. We
propose the following 1− α confidence interval for µi0:
µ̂i ± z1−α/2
σx0σ√
Thi
, where µ̂i = ĝi(xi0) + z
′
0β̂i. (3.12)
Here, z1−α/2 is the (1− α/2)-percentile of standard normal distribution. The following Corollary
3.5 guarantees the asymptotic validity of (3.12).
Corollary 3.5. Under the conditions of Theorem 3.4, we have, as (N,T )→∞,√
Thi (µ̂i − µi0) d→ N
(
0, σ2x0σ
2

)
. (3.13)
Another application of Theorem 3.4 is to construct the prediction interval for Yi t+1. By (2.5),
Yi t+1 − µ̂i = (µi0 − µ̂i) + i t+1 − γ′2i(Γ¯2Γ¯′2)−1Γ¯2v¯t+1. (3.14)
The proof of Theorem 3.1 indicates that the last term of (3.14) is OP (N
−1/2), whereas the first
term is OP ((Thi)
−1/2) thanks to Corollary 3.5. If Thi = o(N), i.e., the last term of (3.14) is
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asymptotically negligible, then the asymptotic distribution of (3.14) is a convolution of F and
the distribution of N(0, σ2x0σ
2
 /(Thi)), where F is the c.d.f. of i t+1. Let qα/2 and q1−α/2 be the
α/2- and (1− α/2)-percentiles of the convolution, then a 1− α prediction interval for Yi t+1 is
[µ̂i + qα/2, µ̂i + q1−α/2]. (3.15)
In particular, if i t+1 ∼ N(0, σ2 ), then (3.15) becomes the following
µ̂i ± z1−α/2σ
√
σ2x0/(Thi) + 1.
The asymptotic variance σ2x0 has an explicit expression
σ2x0 = hiVi(K
(i)
x0 ,K
(i)
x0 ) =
∑
ν≥1
hi|ϕ(i)ν (x0)|2
(1 + ηiρ
(i)
ν )2
.
In practice, we can estimate σ2x0 by replacing ϕ
(i)
ν and ρ
(i)
ν with their empirical counterparts such
as kernel eigenvalues and kernel eigenfunctions; see, e.g., Braun (2006). Meanwhile, we estimate
σ2 by the following
σ̂2 =
T∑
t=1
{Yit − ĝi(Xit)− Z ′tβ̂i}2/T. (3.16)
The following result shows that (3.16) is a consistent estimator.
Proposition 3.6. Under conditions of Theorem 3.1, if ri,M = oP (h
1/2
i ) and ri,M = oP (T
−1/α),
then σ̂2 → σ2 in probability, as (N,T )→∞.
4. Homogeneous Model
In this section, we consider a homogeneous case, i.e., gi = g for all i ∈ [N ]. Assuming homogeneity,
model (2.1) becomes the following
Yit = g(Xit) + γ
′
1if1t + γ
′
2if2t + it, i ∈ [N ], t ∈ [T ]. (4.1)
By (2.2) and a similar statement as (2.5), we can rewrite (4.1) as the following
Yit = g(Xit) + Z
′
tβi + eit, i ∈ [N ], t ∈ [T ], (4.2)
where Zt, βi and eit are given in (2.5).
We will provide a procedure for estimating g and explore its asymptotic property. Our theo-
retical results hold when M → ∞. Here M → ∞ means either (N,T ) → ∞ or N → ∞, fixed
T . Whereas the estimation of βi is inconsistent when T is fixed due to insufficient data in each
individual unit. The βi will be treated as nuisance parameters throughout the whole section.
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4.1. Estimation Procedure
Suppose g belongs to an RKHS H ⊂ L2(X ) with inner product 〈·, ·〉H and kernel K¯(·, ·), where
X ⊆ Rd. Our estimation is based on profile least squares:
Step (a). For any g ∈ H, we estimate βi through the following
min
βi∈Rq1+d
T∑
t=1
(Yit − g(Xit)− Z ′tβi)2 = min
βi∈Rq1+d
(Yi − τig − Σ′βi)′(Yi − τig − Σ′βi), i ∈ [N ], (4.3)
where Yi = (Yi1, . . . , YiT )
′, τig = (g(Xi1), . . . , g(XiT ))′ and Σ = (Z1, . . . , ZT ). Recall that Σ is (q1+
d)×T . Suppose T ≥ q1+d so that (ΣΣ′)−1 exists. Then (4.3) has solution β̂i = (ΣΣ′)−1Σ(Yi−τig).
Step (b). Plug the above β̂i into (4.3). The minimum value of (4.3) is equal to (Yi− τig)′(IT −
Σ′(ΣΣ′)−1Σ)(Yi − τig). Then we estimate g by the following
ĝ = arg min
g∈H
`M,η(g) ≡ arg min
g∈H
{
1
2NT
N∑
i=1
(Yi − τig)′P (Yi − τig) + η
2
‖g‖2H
}
, (4.4)
where η > 0 is a penalty parameter and P = IT − Σ′(ΣΣ′)−1Σ with IT the T × T identity.
The above Step (b) yields an explicit solution. Specifically, by representer theorem, ĝ satisfies
g(x) =
N∑
i=1
T∑
t=1
aitK¯(Xit, x) = a
′K¯x, (4.5)
where a = (a11, · · · , a1T , · · · , aN1, · · · , aNT )′ are constant scalars, and
K¯x =
(
K¯(X11, x), · · · , K¯(X1T , x), · · · , K¯(XN1, x), · · · , K¯(XNT , x)
)′
.
Similar to (3.2), ‖g‖2H = a′K¯ a, where K¯ = (K¯X11 , · · · , K¯X1T , · · · , K¯XN1 , · · · , K¯XNT ) ∈ RNT×NT .
Therefore, we can rewrite `M,η(g) as `M,η(g) =
(
Y − K¯a)′ PN (Y − K¯a) /(2NT )+ηa′K¯a/2, where
Y = (Y11, · · · , Y1T , · · · , YN1, · · · , YNT )′ is an NT -vector and PN = IN ⊗ P is NT × NT . The
minimizer â has an expression â =
(
PN K¯ +NTηINT
)−1
PNY . Then ĝ(x) = â
′K¯x for any x ∈ X .
Remark 4.1. We propose the following GCV method for choosing η in the above estimation:
η̂ = arg min
η>0
GCV(η) ≡ arg min
η>0
‖(INT −Bη)Y ‖22
NT [1− tr(Bη)/(NT )]2 ,
where Bη is the NT ×NT smoothing matrix defined similar to Remark 3.1.
4.2. Rate of Convergence
To derive the rate of convergence for ĝ, let us adapt the framework of Section 3 to the homogeneous
setting. Define V (g, g˜) =
∑N
i=1E
{
(τig)
′P (τig˜)
∣∣FT1 } /(NT ) for any g, g˜ ∈ H. Suppose that V (·, ·)
and 〈·, ·〉H are simultaneously diagonalizable.
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Assumption A4. There exist eigenfunctions ϕν ∈ H and a nondecreasing positive sequence of
eigenvalues ρν such that V (ϕν , ϕµ) = δνµ, 〈ϕν , ϕµ〉H = ρνδνµ, for any ν, µ ≥ 1. Furthermore,
1 /∈ H and any function g ∈ H admits a generalized Fourier expansion g = ∑ν≥1 V (g, ϕν)ϕν .
Both ϕν and ρν are FT1 -measurable and cϕ ≡ supν≥1 ‖ϕν‖sup = OP (1), i.e., ϕν are stochastic
uniformly bounded.
A4 type conditions are commonly used in literature to derive the rate of convergence for smooth-
ing splines or kernel ridge regression; see Gu and Qiu (1993); Shang and Cheng (2013); Cheng
and Shang (2015); Zhao et al. (2016). Classic ways to verify such conditions rely on variational
methods; see Weinberger (1974). Nevertheless, Assumption A4 differs from literature in that the
functional V and the eigenpairs (ρν , ϕν) are random. Fortunately, we can still verify Assump-
tion A4 by adapting the classic variational method to this new setting. The exact verification is
deferred to Lemma S.2 in appendix.
Define Σ? = (Z
?
1 , . . . , Z
?
T ), a square matrix of dimension q1 + d, where Z
?
t = (f
′
1t, (X¯
?
t )
′)′ and
X¯?t = X¯t − v¯t for t ∈ [T ]. By (2.3) and Assumption A2, Σ? is independent of the variables vit.
Hence, Σ? can be viewed as a “noiseless” analogy of Σ. In the below we impose a moment condition
on the spectral norms of various matrices.
Assumption A5. There exist constants ζ > 4 and c > 0 such that
E
(
‖(Σ?Σ′?/T )−1‖ζop
)
≤ c, E
(
‖(ΣΣ′/T )−1‖ζop
)
≤ c and
E
(
‖Σ?Σ′?/T‖2ζ/(ζ−4)op
)
≤ c, E
(
‖
T∑
t=1
f2tf
′
2t/T‖2ζ/(ζ−4)op
)
≤ c,
where ‖ · ‖op represents the operator norm of square matrices.
For any g, g˜ ∈ H, define 〈g, g˜〉 = V (g, g˜)+η〈g, g˜〉H. Following Cheng and Shang (2015), (H, 〈·, ·〉)
is an RKHS with reproducing kernel denoted K. For convenience, define Xi = (Xi1, . . . , XiT )′ and
KXi = (KXi1 , . . . ,KXiT )
′ for i ∈ [N ]. Similar to Section 2.2, there exists a positive definite
self-adjoint operator Wη : H → H such that 〈Wηg, g˜〉 = η〈g, g˜〉H, g, g˜ ∈ H. Then the Fre´chet
derivatives of `M,η(g) have the following expressions
D`M,η(g)∆θ = 〈− 1
NT
N∑
i=1
(Yi − 〈KXi , g〉)′PKXi +Wηg,∆g〉 ≡ 〈SM,η(g),∆g〉,
DSM,η(g)∆g =
1
NT
N∑
i=1
〈KXi ,∆g〉′PKXi +Wη∆g,
D2SM,η(g) = 0.
For p, δ > 0, define G(p) = {g ∈ H : ‖g‖sup ≤ 1, ‖g‖H ≤ p} and an entropy integral
J(p, δ) =
∫ δ
0
ψ−12 (D(ε,G(p), ‖ · ‖sup)) dε+ δψ−12
(
D(δ,G(p), ‖ · ‖sup)2
)
,
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where recall that D(ε,G(p), ‖ · ‖sup) is the ε-packing number of G(p) in terms of ‖ · ‖sup-metric.
Define
h =
∑
ν≥1
1
1 + ηρν
−1 , bN,p = √log log (NJ(p, 1))J(p, 1), p = (cϕ√h−1η)−1.
Theorem 4.1. Suppose that Assumptions A2, A4 and A5 are satisfied. Furthermore, bN,p =
oP (N
1/2h). Then, as M →∞, ‖ĝ − g0‖ = OP (rM ), where rM = (NTh)−1/2 + (Nh1/2)−1 + η1/2.
Theorem 4.1 provides a rate of convergence for ĝ. Like in Theorem 3.1, to yield optimal rate of
convergence (denoted r?M ), the optimal choice of h (denoted h
?) relies on kernels and relationship
ofN,T . The following Table 2 summarizes the values of h? and r?M in PDK and EDK. Interestingly,
when N ≥ T , r?M depends on NT ; whereas N < T , r?M only depends on N . The latter implies
that, when N < T , increasing time points will not change convergence rate. Moreover, it can be
examined that the condition bN,p = oP (N
1/2h) in Theorem 4.1 holds true when h  h?.
N ≥ T N < T
PDK EDK PDK EDK
h? (NT )−1/(2k+1) (log (NT ))−1/k N−2/(2k+1) (logN)−1/k
r?M (NT )
−k/(2k+1) (NT )−1/2(log (NT ))1/(2k) N−2k/(2k+1) N−1(logN)1/(2k)
Table 2
A summary of h? and r?M in k-order PDK and k-order EDK.
4.3. Asymptotic Normality
In this section, we will derive the asymptotic normality for ĝ in the proposed RKHS framework
which can be used to construct the confidence interval for g(x) at any x ∈ X . Our results are
applicable in a general class of models including nonparametric models, semiparametric models
or additive models. This is in sharp contrast to Su and Jin (2012) whose results were obtained in
nonparametric sieve estimation. Our asymptotic normality result relies on the following theorem
which characterizes the leading term of ĝ− g0. Define Dm =
∑∞
ν=m+1 1/(1 + ηρν) for any m ≥ 0.
Theorem 4.2 (FBR for Homogeneous Model). Suppose that Assumptions A2, A4 and A5 hold,
and h−1 = oP (N1/2). Furthermore, there exists a sequence of positive integers m = mM such that
Dm = oP (1). Then for any x0 ∈ X , we have
√
NTANT |ĝ0(x0)− g0(x0) + SM,η(g0)(x0)−Wηg0(x0)| = OP
(
bN,p
h
(
1√
Nh
+
√
T
Nh
+
√
Tη
h
))
.
Furthermore, if bN,p = oP (N
1/2h2), bN,p = oP (Nh
2T−1/2) and bN,p = oP (h3/2(Tη)−1/2), then
√
NTANT |ĝ0(x0)− g0(x0) + SM,η(g0)(x0)−Wηg0(x0)| = oP (1). (4.6)
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It follows from Theorem 4.2 that ĝ(x0)−g0(x0) and SM,η(g0)(x0)−Wηg0(x0) are asymptotically
equivalent. The latter will be used to derive the limit distribution of ĝ(x0), i.e., Theorem 4.3 below.
Let γ2 = (γ
′
21, γ
′
22, ..., γ
′
2N )
′, a q2N -vector of unknown factor loadings.
Theorem 4.3. Suppose that Assumptions A2, A4 and A5 hold, and h−1 = oP (N1/2). Further-
more, there exists a sequence of positive integers m = mM with m = o(N
1/2) and mTλmax(γ2γ
′
2) =
o(N) such that Dm = oP (h
1/2) and D2mT = oP (Nh). Then, for all x0 ∈ X , it follows that
√
NTANT (ĝ(x0)− g0(x0) +Wηg0(x0)) d→ N(0, σ2 ), as M →∞,
where ANT = ANT (x0) ≡ ( 1NT
∑N
i=1K
′
Xi(x0)PKXi(x0))
−1/2.
Theorem 4.3 shows that ĝ(x0) is asymptotically normal at any x0 ∈ X . The rate conditions
h = oP (N
1/2), m = o(N1/2), Dm = oP (h
1/2) and D2mT = oP (Nh) are reasonable and can
be verified in concrete settings. For instance, when T ≤ N , for k-order PDK, the conditions
hold if h  (NT )−1/(2k+1), m = N1/2/ log(N), and correspondingly, Dm  h−2km−2k+1. For
k-order EDK, the conditions hold if h  (log(NT ))−1/k, m = N1/4, and correspondingly, Dm 
e−cNk/4TN (5−k)/4 . The condition mTλmax(γ2γ′2) = o(N) says that the signal of the unobserved
factors is not strong so that the asymptotic normal part from ĝ can be filtered out.
Nonetheless, ĝ(x0) does not converge to the truth due to the bias Wηg0(x0). Following Shang
and Cheng (2015), it can be verified that Wηg0(x0) = oP ((η/h)
1/2). Therefore, we need to assume
NTηA2NT = OP (h) for bias correction, a version of “undersmoothing condition.”
Corollary 4.4. Suppose that the conditions in Theorem 4.3 are satisfied and NTηA2NT = OP (h).
Then, as M →∞, √NTANT (ĝ(x0)− g0(x0)) d→ N(0, σ2 ).
Corollary 4.4 provides asymptotic normality for ĝ(x0) where the estimator converges to the
truth. We can show that the undersmoothing condition NTηA2NT = oP (h) holds true when we
properly choose h with h = o(h?) in both PDK and EDK. A direct consequence is the following
1− α confidence interval for g(x0):
ĝ(x0)± z1−α/2
σε√
NTANT
. (4.7)
In practice, we estimate σ2ε by σ̂
2
ε =
1
N(T−q1−d)
∑N
i=1(Yi − τiĝ)′P (Yi − τiĝ), which is consistent
as demonstrated in the following result. The rate conditions in Proposition 4.5 hold true when
h  h? in both PDK and EDK.
Proposition 4.5. Suppose that Assumptions A2,A4,A5 hold. Moreover, bN,p = oP (N
1/2h), h−1 =
oP ((NT )
1/2), h−1 = oP (N) and η = oP (h). Then σ̂2ε → σ2 in probability, as M →∞.
Remark 4.2. It is of interest to apply our results to RKHS of delicate structures, e.g., additivity.
Suppose that, for l = 1, . . . , r, Hl is an RKHS with inner products and reproducing kernels denoted
〈·, ·〉Hl and K¯l, respectively. Define H = {g1(x1) + · · · + gr(xr) : g1 ∈ H1, · · · , gr ∈ Hr}. Then H
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is an Additive RKHS with kernel K¯((x1, . . . , xr), (y1, . . . , yr)) ≡ K¯1(x1, y1) + · · ·+ K¯1(xr, yr) and
inner product 〈f, g〉H ≡ 〈f1, g1〉H1 + · · ·+ 〈fr, gr〉Hr . In particular, (H, K¯) becomes Partial Linear
if some of Hl’s are generated by linear kernels, i.e., 1-order polynomial.
Remark 4.3. When g is partial linear, i.e., g(x1, x2) = x1β+g2(x2), (4.7) can be used to construct
a confidence interval for β. To illustrate this, suppose x1, x2 are univariate for simplicity. Choose
x2 such that g2(x2) = 0, then β = g(1, x2). By (4.7), the 1− α confidence interval for β is
ĝ(1, x2)± z1−α/2
σ̂ε√
NTANT
. (4.8)
Extensions can be easily done when x1, x2 are multidimensional.
5. Numerical Study
We examine our methods using simulated datasets and a real dataset.
5.1. Simulation
A comparison will be first performed between our estimation procedure and Su and Jin’s sieve esti-
mation. We considered the same data generating process as Su and Jin (2012) for fair comparison.
That is, the data were generated as follows: for i ∈ [N ], t ∈ [T ],
yit = gi(xit,1, xit,2) + γ1i + γ2i,1f2t,1 + γ2i,2f2t,2 + it,
gi(xit,1, xit,2) = exp(xit,1)/(1 + exp(xit,1)) + δi(0.5xit,2 − 0.25x2it,2),
xit,s = Γ1i,s + Γ2i,s1f2t,1 + Γ2i,s2f2t,2 + vit,s, s = 1, 2,
where it = ρii,t−1 + σi(1 − ρ2i )ξit with ρi, σ2i iid∼ Unif [0, 0.95] and ξit iid∼ N(0, 1); vit,1, vit,2 were
generated similar to it; δi
iid∼ Unif [0, 1]; f2t,s = 0.5f2,t−1,s + (1 − 0.52)1/2ζt,s with ζt,s iid∼ N(0, 1)
for s = 1, 2; γ1i = 0.5T
−1∑T
t=1 xit,1 + 0.5T
−1∑T
t=1 xit,2 and
γ21, . . . , γ2N ,Γ11, . . . ,Γ1N
iid∼ N
((
0
0
)
,
(
1 0.5
0.5 1
))
;
the entries of Γ2i were generated from a multivariate normal distribution with mean (1, 0, 0, 1)
and identity covariance matrix.
We chose an additive RKHS with kernel K¯((x1, x2), (y1, y2)) = K¯1(x1, y1) + K¯2(x2, y2), where
K¯1 is Gaussian kernel and K¯2 is a 2-order polynomial kernel. See Section 2.2 for definitions of
these kernels. The smoothing parameter η was chosen by the proposed GCV; see Remark 3.1. We
considered N = 25, 50, 100 in both heterogeneous and homogeneous cases, whereas T = 25, 50, 100
in heterogeneous case and T = 8, 25, 100 in homogeneous case. Mean squared errors (MSE) were
computed based on 1000 replications.
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Table 3 compares our estimator ĝ with Su and Jin’s sieve estimator ĝsieve. We observe that, in
heterogeneous setting, our estimator yields slightly smaller MSE when N,T ≤ 50, and becomes
comparable with ĝsieve when N or T is 100. In homogeneous setting, it can be seen that our
estimator yields slightly smaller MSE when T = 8, and becomes comparable when T = 25, 100.
Table 3
MSE of two estimators in various settings.
Heterogeneous Setting Homogeneous Setting
Estimator N/T 25 50 100 N/T 8 25 100
ĝ 25 0.813 0.536 0.419 25 0.291 0.219 0.035
50 0.793 0.518 0.394 50 0.171 0.133 0.030
100 0.980 0.545 0.402 100 0.123 0.118 0.019
ĝsieve 25 1.061 0.736 0.538 25 0.528 0.245 0.143
50 0.932 0.646 0.457 50 0.344 0.164 0.095
100 0.996 0.674 0.47 100 0.245 0.115 0.065
Next, we examined the proposed confidence interval (4.7). We only considered the homogeneous
setting (4.2) with N = 25, 50, 100, T = 8, 25, and “true” function g(x) = 0.6β30,17(x)+0.4β3,11(x),
where βa,b(·) is the beta density function with shape and scale a and b; it, vit iid∼ N(0, 1); f1t,s =
0.5f1t−1,s + (1 − 0.52)1/2ζt,s for s = 1, 2, where ζt,1, ζt,2 iid∼ N(0, 1); f2t,s was generated the same
way as f1t,s; γ1i = T
−1∑T
t=1 xit and Γ1i
iid∼ N(0, 1); γ2i iid∼ N(0, 1) and Γ2i iid∼ N(1, 1).
Confidence intervals for g(x) at x ∈ [0, 1] were constructed based on Gaussian kernel and
a 10-order polynomial kernel. The smoothing parameter was selected by the proposed GCV;
see Remark 4.1. The coverage probabilities (CP) of the intervals were examined based on 1000
independent replications. Figures 1 and 2 display the CP of the 95% confidence intervals for g(x)
at 100 evenly spaced points in [0, 1] based on Gaussian kernel and polynomial kernel, respectively.
It can be seen that, when N = 100 or N = 50, T = 25, the CP approaches the 95% nominal
level at any x ∈ [0, 1], demonstrating the validity of the confidence intervals. When N = 25 or
N = 50, T = 8, the CP is significantly less than the nominal level at x ∈ [0, 0.2]. This is due to
the peaks/trouts of the true function which affect the small sample performance of the intervals.
Such effect quickly vanishes in large sample setting, e.g., N = 100 or N = 50, T = 25.
5.2. Export Productivity Premium
In this section, we apply our method to examine the firm-level productivity difference between
exporters and non-exporters based on a real dataset from computer and peripheral equipment
manufacturing industry of Chinese Industrial Enterprises Database. The data include observations
collected from N = 100 continuously operating firms in T = 9 years (1998 to 2007). For firm i in
year t, Yit is the log gross output, Xit = (Xit1, Xit2, Xit3, Xit4) with Xit1 the log capital defined
as the net fixed asset, Xit2 the log materials defined as the value of the intermediate inputs, Xit3
the log labor defined as the total wage bill plus benefits, and Xit4 the export intensity defined as
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Fig 1. CP of the 95% confidence intervals for g(x) at x ∈ [0, 1] based on Gaussian kernel. Dashed lines indicate
95% nominal level.
the ratio of the export value to the gross output value. The aim is to investigate a relationship
between Xit and Yit.
To enhance model flexibility, suppose that the log gross output and the export intensity are
nonlinearly related. This leads us to consider the following model
Yit = β1Xit1 + β2Xit2 + β3Xit3 + f(Xit4) + γ1i + γ2if2t + error, (5.1)
where β1, β2, β3 are unknown regression coefficients and f is unknown belonging to an RKHS H
which represents productivity difference between exporters and non-exporters. The variables f2t
represent the unobserved common shocks, such as unobserved policy changes, and γ1i, γ2i represent
the individual specific responses to factor f1t = 1 and f2t. The semiparametric structure of the
regression function g(Xit) ≡ Xit1β1 + β2Xit2 + β3Xit3 + f(Xit4) can be naturally incorporated in
an additive RKHS generated by a polynomial kernel and a general RKHS H; see Remark 4.2. In
practice, we chose H as generated by linear kernel or polynomial kernel.
Table 4 summarizes the estimates and 95% confidence intervals of β1, β2, β3. The intervals were
calculated based on (4.8). Overall, the results based on linear kernel and polynomial kernel are
quite similar. The confidence intervals all exclude zero indicating the significance of the linear
predictors, consistent with literature about Chinese manufacturing industries (e.g. Hashiguchi,
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Fig 2. CP of the 95% confidence intervals for g(x) at x ∈ [0, 1] based on polynomial kernel. Dashed lines indicate
95% nominal level.
Table 4
Estimation and 95% confidence intervals for β1, β2, β3 based on two kernels.
Linear Kernel Polynomial Kernel
Estimate 95% CI Estimate 95% CI
β1 0.1022 [0.0624, 0.1420] β1 0.1010 [0.0606, 0.1414]
β2 0.0994 [0.0672, 0.1316] β2 0.0989 [0.0663, 0.1315]
β3 0.7300 [0.6958, 0.7642] β3 0.7395 [0.7049, 0.7741]
2015). Figure 3 displays the 95% confidence intervals for export productivity premium versus
export intensity, based on linear kernel (left panel) and polynomial kernel (right panel). The
red dashed lines display the upper and lower bounds of the intervals, and the central dark lines
demonstrate the estimations of f . Overall, the estimations of f are both increasing, consistent
with the folklore that “exports stimulate productivity,” e.g., Melitz (2003). The red dashed lines
are above zero, indicating the significance of the export intensity effect on productivity.
6. APPENDIX
This appendix contains the proofs of the main results. In Section A.1, a proof of convergence rate in
heterogeneous model is provided (Theorem 3.1) and some auxiliary lemmas are stated. In Section
A.2, we prove FBR for heterogeneous model (Theorem 3.2) and joint asymptotic distributions
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Fig 3. 95% confidence intervals for firm productivity versus export intensity.
of our estimators (Theorems 3.3 and 3.4). Section A.3 includes the proof of convergence rate in
homogeneous model (Theorem 4.1) as well as some auxiliary lemmas. In Section A.4, proofs of
FBR in homogeneous model (Theorem 4.2) and corresponding asymptotic normality (Theorem
4.3) are given. We also show that the variance estimator is consistent.
A.1. Proofs in Section 3.2
In this section, we derive the rate of convergence for our estimator in the heterogeneous setting,
i.e., Theorem 3.1. Before proving the results, we provide some preliminary results.
Lemma A.1. For any θ ∈ Θi, DS?i,M,ηi(θ) = id, where S?i,M,ηi(θ) = E{Si,M,ηi(θ)}.
Lemma A.2. There exist universal constants C1, C2, . . . , CN such that,
‖RiUit‖2i ≤ C2i (h−1i + Z ′tZt), for any i ∈ [N ], t ∈ [N ], (A.1)
‖θ‖i,sup ≤ Ci(1 + h−1/2i )‖θ‖i, for any θ ∈ Θi. (A.2)
Proposition A.1. Under Assumption A2, as T →∞, max1≤t≤T ‖Zt‖2 = OP (T 1/α).
The following proposition holds for both (1) T,N → ∞; (2) N → ∞, T is fixed. That is, the
result holds for M →∞.
Proposition A.2. Let Assumptions A2–A3 hold. For i ∈ [N ] and t ∈ [T ], let pi = pi(M) ≥ 1
be a deterministic sequence indexed by M , and let ψi,M,t(Uit; θ) be a real-valued function defined
on Θi such that ψi,M,t(Uit; 0) ≡ 0, and for any θ1, θ2 ∈ Θi,
‖(ψi,M,t(Uit; θ1)− ψi,M,t(Uit; θ2))RiUit‖i ≤ ‖θ1 − θ2‖i,sup.
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Then there exists a universal constant C0 > 0 such that, as N →∞,
P
(
max
i∈[N ]
sup
θ∈Gi(pi)
√
T‖ZiM (θ)‖i√
TJi(pi, ‖θ‖i,sup) + 1
≥ C0
√
logN + log log(TJi(pi, 1))
)
→ 0,
where
ZiM (θ) =
1√
T
T∑
t=1
[ψi,M,t(Uit; θ)RiUit − E (ψi,M,t(Uit; θ)RiUit)], θ ∈ Θi.
Proofs of Lemmas A.1 and A.2, Propositions A.1 and A.2 can be found in supplement document.
Proof of Theorem 3.1. Since Yit = gi0(Xit) + Z
′
tβi0 + eit, it follows that
S?i,M,ηi(θi0) = E{Si,M,ηi(θi0)} = E{−
1
T
T∑
t=1
eitRiUit + Piθi0}.
Also eit = it − γ′2i(Γ¯2Γ¯′2)−1Γ¯2v¯t = it −∆iv¯t, so we have
‖S?i,M,ηi(θi0)‖i = ‖E{(it −∆iv¯t)RiUit − Piθi0}‖i
≤ ‖E{(it −∆iv¯t)RiUit‖i + ‖Piθi0‖i
= sup
‖θ‖i=1
|〈E{(it −∆iv¯t)RiUit}, θ〉i|+ ‖Piθi0‖i
= sup
‖θ‖i=1
|E{(it −∆iv¯t)(g(Xit) + Z ′tβi)}|+ ‖Piθi0‖i
= sup
‖θ‖i=1
|E{∆iv¯t(g(Xit) + Z ′tβi)}|+ ‖Piθi0‖i.
Since
|g(Xit) + Z ′tβi| ≤ (1 + ‖Zt‖2)‖θ‖i,sup ≤ Ci(1 + ‖Zt‖2)(1 + h−1/2i )‖θ‖i
and
E{∆iv¯th−1/2i } ≤ E{(∆iv¯t)2}1/2h−1/2i = O((Nhi)−1/2),
there exists a constant C ′, such that
sup
‖θ‖i=1
|E{∆iv¯t(g(Xit) + Z ′tβi)}| ≤
C ′
(Nhi)1/2
. (A.3)
In the meantime, we have
‖Piθi0‖i = sup
‖θ‖i=1
|〈Piθi0, θ〉i| = sup
‖θ‖i=1
|ηi〈gi0, g〉i| ≤ √ηi‖gi0‖Hi , i ∈ [N ]. (A.4)
Consider an operator
T1i(θ) = θ − S?i,M,ηi(θ + θi0), θ ∈ Θi.
By Lemma A.1 we have for any θ ∈ Θi,
T1i(θ) = θ −DS?i,M,ηi(θi0)θ − S?i,M,ηi(θi0) = −S?i,M,ηi(θi0).
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Since T1i takes constant value and by (A.3) and (A.4), T1i is a contraction mapping from
Bi(
√
ηi‖gi0‖Hi + C
′
(Nhi)1/2
) to itself, where Bi(r) represents the r-ball in (Θi, ‖ · ‖i). By Contraction
mapping theorem, there exists a unique fixed point θ′ ∈ Bi(√ηi‖gi0‖Hi + C
′
(Nhi)1/2
) such that
T1i(θ
′) = θ′. Let θηi = θ′+θi0, then S?i,M,ηi(θηi) = 0. Obviously, ‖θηi−θi0‖i ≤
√
ηi‖gi0‖Hi+ C
′
(Nhi)1/2
.
We fix an i ∈ [N ] and assume both T,N to approach infinity. Let EM = {max1≤t≤T ‖Zt‖2 ≤
C˜T 1/α}. Proposition A.1 says that when C˜ is large, EM has probability approaching one. Write
EM,t = {‖Zt‖2 ≤ C˜T 1/α}. Then EM = ∩Tt=1EM,t. By Lemma A.2, EM,t implies that ‖RiUit‖i ≤
Ci(h
−1/2
i + C˜T
1/α).
Consider another operator
T2i(θ) = θ − Si,M,ηi(θηi + θ), θ ∈ Θi.
For i ∈ [N ], t ∈ [T ], define
ψi,M,t(Uit; θ) =
〈RiUit, θ〉iIEM,t
C˜CiT 1/α(h
−1/2
i + C˜T
1/α)
, θ ∈ Θi.
It is easy to see that on EM , for any θ1 = (β1, g1), θ2 = (β2, g2) ∈ Θi, by Proposition 2.1,
‖(ψi,M,t(Uit; θ1)− ψiMt(Uit; θ2))RiUit‖i
=
|〈RiUit, θ1 − θ2〉i| × ‖RiUit‖i
CiC˜T 1/α(h
−1/2
i + C˜T
1/α)
IEM,t
=
|(g1 − g2)(Xit) + Z ′t(β1 − β2)| × ‖RiUit‖i
CiC˜T 1/α(h
−1/2
i + C˜T
1/α)
IEM,t
≤ ‖θ1 − θ2‖i,supC˜T
1/αCi(h
−1/2
i + C˜T
1/α)
CiC˜T 1/α(h
−1/2
i + C˜T
1/α)
IEM,t ≤ ‖θ1 − θ2‖i,sup. (A.5)
Notice the following decomposition:
T2i(θ) = θ − Si,M,ηi(θ + θηi) + Si,M,ηi(θηi)− Si,M,ηi(θηi)
= θ −DSi,M,ηi(θηi)θ − Si,M,ηi(θηi).
We first examine Si,M,ηi(θηi) as follows:
Si,M,ηi(θηi) = Si,M,ηi(θηi)− E(Si,M,ηi(θηi))
= − 1
T
T∑
t=1
[(Yit − 〈RiUit, θηi〉i)RiUit − E((Yit − 〈RiUit, θηi〉i)RiUit)]
= − 1
T
T∑
t=1
[eitRiUit − E(eitRiUit)]
+
1
T
T∑
t=1
[〈RiUit, θηi − θi0〉iRiUit − E(〈RiUit, θηi − θi0〉iRiUit)]
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Define ξit = eitRiUit. Following Dehling (1983, eqn. (3.2)) and Bradley (2005, eqn. (1.11)),
E‖
T∑
t=1
[eitRiUit − E(eitRiUit)]‖2i
= E‖
T∑
t=1
[ξit − E(ξit)]‖2i
=
T∑
t,t′=1
[E(〈ξit, ξit′〉i)− 〈E(ξit), E(ξit′)〉i]
≤
T∑
t,t′=1
15(φ(|t− t′|)/2)1−4/αE(‖ξit‖α/2i )4/α.
It follows from Assumption A2 (a), (c), (d), and Lemma A.2 that
E(‖ξit‖α/2i )2 = E(|eit|α/2‖RiUit‖α/2i )2
≤ E(|eit|α/2)E(‖RiUit‖αi ) ≤ c0h−α/2i ,
where c0 is an absolute constant. The existence of such c0 is due to the fact E(|eit|α) < ∞
and E(‖Zt‖α2 ) < ∞. Therefore, it follows from Assumption A2 (b) that there exists an absolute
constant c1 such that
E‖
T∑
t=1
[eitRiUit − E(eitRiUit)]‖2i ≤ c1Th−1i .
Similarly, it can be shown that
E‖
T∑
t=1
[〈RiUit, θηi − θi0〉iRiUit − E(〈RiUit, θηi − θi0〉iRiUit)]‖2i
≤
T∑
t,t′=1
15(φ(|t− t′|)/2)1−4/αE(‖RiUit‖αi )4/α‖θηi − θi0‖2i
≤ c′1Th−1i ,
where c′1 is an absolute constant. The last step follows from Proposition A.2, i.e.,
E(‖RiUit‖αi ) = O(h−α/2i ),
and the fact ‖θηi − θi0‖2i = O(ηi + 1Nhi ), and the condition ηi + 1Nhi = O(hi).
Therefore, we can choose c2 to be large such that, with probability approaching one,
‖Si,M,ηi(θηi)‖i ≤ c2(Thi)−1/2.
On EM,t, for any unequal θ1, θ2 ∈ Θi, define
θ =
θ1 − θ2
Ci(1 + h
−1/2
i )‖θ1 − θ2‖i
.
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Write θ = (β, g). Hence, by Lemma A.2 (A.2),
‖θ‖i,sup ≤ 1,
ηi‖g‖2Hi ≤ ‖θ‖2i =
‖θ1 − θ2‖2i
C2i (1 + h
−1/2
i )
2‖θ1 − θ2‖2i
≤ C−2i hi.
This means that θ ∈ Gi(pi) with pi = C−1i (η−1i hi)1/2. Since η−1i hi tends to infinity as (N,T ) does,
it is not of loss of generality to assume that pi ≥ 1. Define
ZiM (θ) =
1√
T
T∑
t=1
[ψi,M,t(Uit; θ)RiUit − E(ψi,M,t(Uit; θ)RiUit)].
It follows from (A.5) and Proposition A.2 that, with probability approaching one,
sup
θ∈Gi(pi)
√
T‖ZiM (θ)‖i√
TJi(pi, ‖θ‖i,sup) + 1
≤ C0
√
logN + log log(TJi(pi, 1)). (A.6)
Since hi = o(1), assume that h
−1
i ≥ 1. It follows from Lemma A.2 (A.1) that
‖E
(
〈RiUit, θ〉iIEcM,tRiUit
)
‖i
≤ E
(
|〈RiUit, θ〉i|IEcM,t‖RiUit‖i
)
≤ E
(
(1 + ‖Zt‖2)IEcM,tCi(h
−1/2
i + ‖Zt‖2)
)
≤ Cih−1/2i E
(
(1 + ‖Zt‖2)2IEcM,t
)
≤ Cih−1/2i E ((1 + ‖Zt‖2)α)2/α P (EcM,t)1−2/α
≤ Cih−1/2i E ((1 + ‖Zt‖2)α)2/α
(
1
C˜αT
E(‖Zt‖α2 )
)1−2/α
. (A.7)
Consequently, with probability approaching one, for any unequal θ1, θ2 ∈ Θi On EM,t, it follows
Zhao et al./Panel Data Models with KRR 25
from (A.6) and (A.7) that
‖T2i(θ1)− T2i(θ2)‖i
=
∥∥∥∥− 1T
T∑
t=1
[〈RiUit, θ1 − θ2〉iRiUit − E(〈RiUit, θ1 − θ2〉iRiUit)]
∥∥∥∥
i
=
∥∥∥∥− 1T
T∑
t=1
[〈RiUit, θ〉iRiUit − E(〈RiUit, θ〉iRiUit)]× ‖θ1 − θ2‖iCi(1 + h−1/2i )
∥∥∥∥
i
= ‖θ1 − θ2‖iCi(1 + h−1/2i )
∥∥∥∥
(
− 1
T
T∑
t=1
[〈RiUit, θ〉iIEM,tRiUit − E(〈RiUit, θ〉iIEM,tRiUit)]
+E(〈RiUit, θ〉iIEcM,tRiUit)
)∥∥∥∥
i
= ‖θ1 − θ2‖iCi(1 + h−1/2i )
∥∥∥∥(−T−1/2CiC˜T 1/α(h−1/2i + C˜T 1/α)ZiM (θ) + E(〈RiUit, θ〉iIEcM,tRiUit))∥∥∥∥
i
≤ ‖θ1 − θ2‖iCi(1 + h−1/2i )
(
T−1/2C0CiC˜T 1/α(h
−1/2
i + C˜T
1/α)(Ji(pi, 1) + T
−1/2)
×
√
logN + log log(TJi(pi, 1)) + Cih
−1/2
i E ((1 + ‖Zt‖2)α)2/α
(
1
C˜αT
E(‖Zt‖α2 )
)1−2/α)
≤ c3‖θ1 − θ2‖i,
(A.8)
where c3 is a constant in (0, 1/2). Note that (A.8) holds also for θ1 = θ2. The existence of such c3
follows by condition bN,p = oP (
√
Nh).
In particular, letting θ2 = 0, one gets that for any θ1 ∈ B(2c2(Thi)−1/2),
‖T2i(θ1)‖i ≤ ‖T2i(θ1)− T2i(0)‖i + ‖T2i(0)‖i
≤ c3‖θ1‖i + ‖Si,M,ηi(θηi)‖i
≤ 2c2c3(Thi)−1/2 + c2(Thi)−1/2 < 2c2(Thi)−1/2.
This implies that, with probability approaching one, T2i is a contraction mapping from B(2c2(Thi)−1/2)
to itself. By contraction mapping theorem, there exists uniquely a θ′′ ∈ B(2c2(Thi)−1/2) such that
T2i(θ
′′) = θ′′, implying that Si,M,ηi(θηi + θ′′) = 0. Thus, θ̂i = θηi + θ′′ is the penalized MLE
of `i,M,ηi . This further shows that ‖θ̂i − θηi‖i ≤ 2c2(Thi)−1/2. Combined with ‖θηi − θi0‖i =
O(η
1/2
i + (Nhi)
−1/2), we have ‖θ̂i − θi0‖i = OP ((Thi)−1/2 + η1/2i + (Nhi)−1/2).
A.2. Proofs in Section 3.3
In this section, we prove Theorems 3.2, 3.3 and 3.4, and Corollary 3.6.
Proof of Theorem 3.2. Define
Si,M (θ) ≡ − 1
T
T∑
t=1
(Yit − 〈RiUit, θ〉i)RiUit
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and
Si(θ) ≡ E{Si,M (θ)} = E{− 1
T
T∑
t=1
(Yit − 〈RiUit, θ〉i)RiUit}.
Recall Si,M,ηi = Si,M +Piθ and S
?
i,M,ηi
(θ) = Si(θ)+Piθ. Denote θi = θ̂i−θi0. Since Si,M,ηi(θ̂i) = 0,
we have Si,M,ηi(θi + θi0) = 0. Therefore,
‖Si,M (θi + θi0)− Si(θi + θi0)− (Si,M (θi0)− Si(θi0))‖i
= ‖Si,M,ηi(θi + θi0)− S?i,M,ηi(θi + θi0)− (Si,M,ηi(θi0)− S?i,M,ηi(θi0))‖i
= ‖S?i,M,ηi(θi + θi0) + Si,M,ηi(θi0)− S?i,M,ηi(θi0)‖i
= ‖DS?i,M,ηi(θi0)θi + Si,M,ηi(θi0)‖i
= ‖θi + Si,M,ηi(θi0)‖i. (A.9)
Consider an event Bi,M = {‖θ‖i ≤ ri,M ≡ CB((Thi)−1/2)+η1/2i +(Nhi)−1/2}. For some CB large
enough, Bi,M has probability approaching one. Let di,M = Ciri,M (1 + h
−1/2
i ), where Ci is defined
in lemma A.2. We have di,M = o(1). For any θ ∈ Θi, we further define θ¯ = (β¯, g¯) = d−1i,Mθ/2,
where β¯ = d−1i,Mβ/2 and g¯ = d
−1
i,Mg/2. Then, on event Bi,M , we have
‖θ¯‖i,sup ≤ Ci(1 + h−1/2i )‖θ¯‖i = Ci(1 + h−1/2i )d−1i,M‖θ‖i/2 ≤
1
2
.
Meanwhile,
‖g¯‖2Hi =
d−2i,M
4
η−1i (ηi‖g‖2Hi) ≤
d−2i,M
4
η−1i ‖θ‖2i ≤
d−2i,M
4
η−1i r
2
i,M ≤ C−2i hiη−1i .
Let pi = C
−1
i (hiη
−1
i )
1/2. Then ‖g¯‖Hi ≤ pi. Therefore θ¯ ∈ Gi(pi). Since (ηih−1i )→∞ as (N,T )→
∞, pi > 1 in general.
Recall EM,t = {‖Zt‖2 ≤ C˜T 1/α}, as defined in the proof of Theorem 3.1. Let
ψdi,M,t(Uit; θ¯) =
〈RiUit, θ〉iIEM,t
2dM C˜CiT 1/α(h
−1/2
i + C˜T
1/α)
, θ ∈ Θi.
Following the proof of Theorem 3.1, on EM , for any θ1 = (β1, g1), θ2 = (β2, g2) ∈ Θi, we have
‖(ψdi,M,t(Uit; θ¯1)− ψdiMt(Uit; θ¯2))RiUit‖i ≤ ‖θ¯1 − θ¯2‖i,sup. (A.10)
Define
ZdiM (θ¯) =
1√
T
T∑
t=1
[ψdi,M,t(Uit; θ¯)RiUit − E(ψdi,M,t(Uit; θ¯)RiUit)].
It follows from Proposition A.2 that, with probability approaching one,
sup
θ∈Gi(pi)
√
T‖ZdiM (θ¯)‖i√
TJi(pi, ‖θ¯‖i,sup) + 1
≤ C0
√
logN + log log(TJi(pi, 1)). (A.11)
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Therefore
‖θi + Si,M,ηi(θi0)‖i
= ‖Si,M (θi + θi0)− Si(θi + θi0)− (Si,M (θi0)− Si(θi0))‖i
=
∥∥∥∥ 1T
T∑
t=1
[〈RiUit, θi〉iRiUit − E{〈RiUit, θi〉iRiUit}]
∥∥∥∥
i
=
∥∥∥∥ 1T
T∑
t=1
[〈RiUit, θi〉iIEM,tRiUit − E(〈RiUit, θi〉iIEM,tRiUit)]− E(〈RiUit, θi〉iIEcM,tRiUit)
∥∥∥∥
i
=
∥∥∥∥2dM C˜CiT 1/α−1(h−1/2i + C˜T 1/α)(√TZdi,M (θ¯))− E(〈RiUit, θi〉iIEcM,tRiUit)∥∥∥∥
i
≤ 2dMC0C˜CiT 1/α−1(h−1/2i + C˜T 1/α)
(√
TJi(pi, ‖θ¯‖i,sup) + 1
)√
logN + log log(TJi(pi, 1))
+Cih
−1/2
i E ((1 + ‖Zt‖2)α)2/α
(
1
C˜αT
E(‖Zt‖α2 )
)1−2/α
. (A.12)
Proof of Theorem 3.3. Define θ̂hi = (β̂i, h
1/2
i ĝi), θ
∗h
i0 = (β
?
i0, h
1/2
i g
?
i0), and R
h
i u = (H
(i)
u , h
1/2
i T
(i)
u ),
where θ?i0 = (id− Pi)θi0. From Theorem 3.2, we have
‖θ̂i − θi0 + Si,M,ηi(θi0)‖i = OP (aM ). (A.13)
Since
Si,M,ηi(θi0) = −
1
T
T∑
t=1
(Yit − 〈RiUit, θi0〉i)RiUit + Piθi0 = − 1
T
T∑
t=1
eitRiUit + Piθi0,
Theorem 3.2 can be re-written as
‖θ̂i − θ?i0 −
1
T
T∑
t=1
eitRiUit‖i = OP (aM ). (A.14)
It implies ‖β̂i−β?i0− 1T
∑T
t=1 eitH
(i)
it ‖2 = OP (aM ). Further, we defineRem = θ̂i−θ?i0− 1T
∑T
t=1 eitRiUit
and Remh = θ̂hi − θ∗hi0 − 1T
∑T
t=1 eitR
h
i Uit. Then
‖Remh − h1/2i Rem‖i =
∥∥∥∥∥
(
(1− h1/2i )(β̂i − β?i0 −
1
T
T∑
t=1
eitH
(i)
Uit
), 0
)∥∥∥∥∥
i
≤ (1− h1/2i )O
(∥∥∥∥∥β̂i − β?i0 − 1T
T∑
t=1
eitH
(i)
Uit
)
∥∥∥∥∥
2
)
= OP (aM ).
Therefore, ‖Remh‖i ≤ ‖Remh − h1/2i Rem‖i + ‖h1/2i Rem‖i = OP (aM ).
The idea is to employ the Crame´r-Wold device. For any z, we will obtain the limiting distribu-
tion of T 1/2z′(β̂i − β?i0) + (Thi)1/2(ĝi(x0)− g?i0(x0)), which is T 1/2〈Riu, θ̂hi − θ∗hi0 〉i by Proposition
2.1, where u = (x0, z).
Zhao et al./Panel Data Models with KRR 28
Since T 1/2h−1/2aM = o(1), we have∣∣∣∣∣T 1/2〈Riu, θ̂hi − θ∗hi0 − 1T
T∑
t=1
eitR
h
i Uit〉i
∣∣∣∣∣
≤ T 1/2‖Riu‖i‖Remh‖i
= OP (T
1/2h−1/2aM ) = oP (1).
Then, to find the limiting distribution of T 1/2〈Riu, θ̂hi − θ∗hi0 〉i, we only need to find the limiting
distribution of T 1/2〈Riu, 1T
∑T
t=1 eitR
h
i Uit〉i = T−1/2
∑T
t=1 eit(z
′H
U
(i)
it
+h1/2T
(i)
Uit
(x0)). Next we will
use CLT to find its limiting distribution.
Define L(Uit) = z
′H(i)Uit + h
1/2T
(i)
Uit
(x0). Since it and vit are i.i.d. across t, we have
s2T = V ar
(
T∑
t=1
eit(z
′H(i)Uit + h
1/2T
(i)
Uit
(x0))
)
= T · V ar (eitL(Uit)) +
T∑
t1 6=t2
Cov (eit1L(Uit1), eit2L(Uit2))
= T · E {e2itL(Uit)2}− T · E {eitL(Uit)}2 + T∑
t1 6=t2
Cov (eit1L(Uit1), eit2L(Uit2)) . (A.15)
For the first term,
E
{
e2itL(Uit)
2
}
= E
{
(it −∆iv¯t)2 L(Uit)2
}
= σ2E
{
L(Uit)
2
}
+ E
{
(∆iv¯t)
2L(Uit)
2
}
.
From Cauchy-Schwarz and Ho¨lder’s inequality, we can show that
E
{
(∆iv¯t)
2L(Uit)
2
} ≤ ‖∆i‖22E {‖v¯t‖22L(Uit)2}
≤ ‖∆i‖22 (E {‖v¯t‖α2 })2/α
(
E
{
|L(Uit)|
2α
α−2
})α−2
α
.
We next will find the upper bound of |L(Uit)|.
L(Uit) =z
′H(i)Uit + h
1/2T
(i)
Uit
(x0)
=z′(Ωi + Σi)−1Zt − z′(Ωi + Σi)−1Ai(Xit) + h1/2i K(i)Xit(x0)
− h1/2i A′i(x0)(Ωi + Σi)−1Zt + h1/2i A′i(x0)(Ωi + Σi)−1Ai(Xit).
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By the proof of lemma A.2, we have∣∣z′(Ωi + Σi)−1Zt∣∣ ≤ ∣∣c−11 z′Zt∣∣ ≤ c1z‖Zt‖2,∣∣z′(Ωi + Σi)−1Ai(Xit)∣∣ = ∣∣∣z′(Ωi + Σi)−1/2(Ωi + Σi)−1/2Ai(Xit)∣∣∣
≤
√
z′(Ωi + Σi)−1z
√
A′i(Xit)(Ωi + Σi)−1Ai(Xit)
≤ c2zh−1/2i ,∣∣A′i(x0)(Ωi + Σi)−1Zt∣∣ ≤ c3zh−1/2i ‖Zt‖2,∣∣∣K(i)Xit(x0)∣∣∣ ≤ C2ϕ,ih−1i ,∣∣A′i(x0)(Ωi + Σi)−1Ai(Xit)∣∣ ≤ c−11 C2ϕ,iC2Gih−1i ,
where c1z = c
−1
1 ‖z‖2, c2z = c−11 Cϕ,iCGi‖z‖2, and c3z = c−11 Cϕ,iCGi . Combine all these inequality
together, we have
|L(Uit)| ≤ c4z‖Zt‖2 + c5zh−1/2i ,
where c4z = c1z + c3z and c5z = c2z + C
2
ϕ,i + c
−1
1 C
2
ϕ,iC
2
Gi
. Therefore, there exists a constant c6z,
such that
E
{
|L(Uit)|
2α
α−2
}
= E
{∣∣∣c4z‖Zt‖2 + c5zh−1/2i ∣∣∣ 2αα−2}
≤ c6z
(
E
{
‖Zt‖
2α
α−2
2
}
+ h
− α
α−2
i
)
≤ c6z
(
E {‖Zt‖α2 }
2
α−2 + h
− α
α−2
i
)
.
Since Zt = (f
′
1t, X¯
′
t)
′ and X¯t = Γ¯′1f1t + Γ¯′2f2t + v¯t, we have
E {‖Zt‖α2 } = E
{(‖f1t‖22 + ‖X¯t‖22)α/2}
≤ c7
(
E {‖f1t‖α2 }+ E
{‖X¯t‖α2})
≤ c8 (E {‖f1t‖α2 }+ E {‖f1t‖α2 }+ E {‖f2t‖α2 }+ E {‖v¯t‖α2 }) ,
where c7 and c8 are constants. By Assumption A2, E {‖f1t‖α2 }, E {‖f2t‖α2 }, and E {|vit|α} are
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finite. Using Marcinkiewicz and Zygmund inequality in Shao (2003), we can show that
E {‖v¯t‖α2 } =
1
Nα
E

 d∑
l=1
(
N∑
i=1
vilt
)2α/2

≤ c9 1
Nα
d∑
l=1
E

( N∑
i=1
vilt
)2α/2

= c9
1
Nα
d∑
l=1
E
{(
N∑
i=1
vilt
)α}
≤ c10 d
Nα
1
N1−α/2
N∑
i=1
E {vαilt}
= OP
(
1
Nα/2
)
,
where c9 and c10 are two constants. As N → ∞, E {‖Zt‖α2 } = OP (1) and E
{
|L(Uit)|
2α
α−2
}
=
OP (h
− α
α−2
i ). Thus, we have
E
{
(∆iv¯t)
2L(Uit)
2
} ≤ ‖∆i‖22 (E {‖v¯t‖α2 })2/α (E {|L(Uit)| 2αα−2})α−2α = OP ( 1Nhi ). (A.16)
By assumption (Nhi)
−1 = oP (1), we have E
{
(∆iv¯t)
2L(Uit)
2
}
= oP (1).
Next, we will find the order of E
{
L(Uit)
2
}
. As it is shown in Cheng and Shang (2015), as
ηi → 0 and T → ∞, E
(|L(Uit)|2) → α2x0 + 2(z + βx0)′Ω−1i αx0 + (z + βx0)′Ω−1i (z + βx0) for any
given z.
From above derivatives, we have found the leading term of the first term in equation (A.15).
Now, we turn to the second term. It is straightforward to obtain that
E {eitL(Uit)}2 = E {(it −∆iv¯t)L(Uit)}2 ≤ ‖∆i‖22E
{‖v¯t‖22}E {L(Uit)2} ,
where E
{‖v¯t‖22} ≤ E {‖v¯t‖α2 }2/α = OP (1/N) and E {L(Uit)2} = OP (1). So E {eitL(Uit)}2 =
OP (1/N). So the second term is of a smaller order than the first term.
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For the last term of equation (A.15), we can show that
T∑
t1 6=t2
Cov (eit1L(Uit1), eit2L(Uit2))
≤
T∑
t1 6=t2
|Cov (∆iv¯t1L(Uit1),∆iv¯t2L(Uit2)) |
≤8
T∑
t1 6=t2
α(|t1 − t2|)1−4/αE
{
|∆iv¯t1L(Uit1)|α/2
}4/α
≤8 · 21−4/α
T∑
t1=1
T∑
t2=1,t2 6=t1
φ(|t1 − t2|)1−4/αE
{
|∆iv¯t1L(Uit1)|α/2
}4/α
,
where α(|t1− t2|) and φ(|t1− t2|) are the α−mixing and φ−mixing coefficients for ∆iv¯tL(Uit).
We have 2 ·α(|t1−t2|) < φ(|t1−t2|). The second inequality is from Proposition 2.5 in Fan and Yao
(2003). Similar to equation (A.16), we can show that E {|∆iv¯t1L(Uit1)|α} = OP ((Nhi)−α/2). So
E
{|∆iv¯t1L(Uit1)|α/2}4/α = OP ( 1Nhi ). From Assumption A2, we have∑∞t2=1,t2 6=t1 φ(|t1−t2|)1−4/α <
∞. Thus,
T∑
t1 6=t2
Cov (eit1L(Uit1), eit2L(Uit2)) = OP (
T
Nhi
).
Again, the third term of equation (A.15) is of a smaller order than the first term.
To combine all above equations together, we have
1
T
s2T → σ2s or
1
T
s2T → (z′, 1)Ψ?(z′, 1)′,
where σ2s = σ
2

(
α2x0 + 2(z + βx0)
′Ω−1i αx0 + (z + βx0)
′Ω−1i (z + βx0)
)
.
In order to use the CLT with mixing conditions, we need to show E
{
|eitL(Uit)|α/2
}
is finite.
E
{
|eitL(Uit)|α/2
}
≤ E {|eit|α}1/2E {|L(Uit)|α}1/2
≤ c6zE {|eit|α}1/2E
{
‖Zt‖α2 + h−α/2i
}1/2
.
Since E {‖Zt‖α2 } = OP (1) and E {|eit|α} ≤ ∞, then E
{
|eitL(Uit)|α/2
}
≤ ∞. From the above
proof, we have E {eitL(Uit)}2 = OP (1/N), which implies
E {eitL(Uit)} = OP (1/
√
N). (A.17)
Then E
{
|eitL(Uit)− E {eitL(Uit)}|α/2
}
<∞. Since φ−mixing condition is stronger than α−mixing,
by the Theorem 2.21 of Fan and Yao (2003), we have
1√
T
(
T∑
t=1
(eitL(Uit)− E {eitL(Uit)})
)
d→ N(0, σ2s).
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Proof of Theorem 3.4. Notice
θi0 − θ?i0 = Piθi0 =
(
−(Ωi + Σi)−1Vi(Gi,Wigi0)
Wigi0 +A
′
i(Ωi + Σi)
−1Vi(Gi,Wigi0)
)
.
Hence the result of the theorem holds if we can show that, for any x ∈ Xi,
√
TE(eitU
(i)
it ) = oP (1),√
ThiE(eitH
(i)
it (x)),√
T (Ωi + Σi)
−1Vi(Gi,Wigi0) = oP (1),√
ThiA
′
i(x)(Ωi + Σi)
−1Vi(Gi,Wigi0) = oP (1),
αx = βx = 0,
lim
T→∞
√
ThiWigi0(x) = 0.
First by (A.17), we can see that the follow hold true:
√
TE(eitU
(i)
it ) = OP (
√
T/N) = oP (1),√
ThiE(eitH
(i)
it (x)) = OP (
√
T/N) = oP (1).
Similar to Shang and Cheng (2013), we have
Wiϕ
(i)
ν =
ηiρ
(i)
ν
1 + ηiρ
(i)
ν
ϕ(i)ν , ν ≥ 1. (A.18)
Now we see from A3 and (A.18)
Vi(Gi,k,Wigi0) =
∑
ν≥1
Vi(Gi,k, ϕ
(i)
ν )Vi(gi0, ϕ
(i)
ν )
ηiρ
(i)
ν
1 + ηiρ
(i)
ν
.
So by Cauchy’s inequality,
|Vi(Gi,k,Wigi0)|2 ≤
∑
ν≥1
|Vi(Gi,k, ϕ(i)ν )|2
ηiρ
(i)
ν
1 + ηiρ
(i)
ν
∑
ν≥1
|Vi(gi0, ϕ(i)ν )|2
ηiρ
(i)
ν
(1 + ηiρ
(i)
ν )
≤ ηi const
∑
ν≥1
|Vi(Gi,k, ϕ(i)ν )|2
ηiρ
(i)
ν
1 + ηiρ
(i)
ν
≤ ηi const
∑
ν≥1
|Vi(Gi,k, ϕ(i)ν )|2kν
ηiρ
(i)
ν
(1 + ηiρ
(i)
ν )kν
≤ ηi const ,
For ‖Ai,k‖sup, by definition,
Ai,k(x) = 〈Ai,k,K(i)x 〉?,i ≤ Vi(Gi,k,K(i)x ) =
∑
ν≥1
Vi(Gi,k, ϕ
(i)
ν )
1 + ηiρ
(i)
ν
ϕ(i)ν (x).
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By boundedness condition of ϕ
(i)
ν (Assumption A3) and Cauchy’s inequality, we have
|Ai,k(x)|2 ≤
∑
ν≥1
|Vi(Gi,k, ϕ(i)ν )|2kν |ϕ(i)ν (x)|2
∑
ν≥1
1
kν(1 + ηiρ
(i)
ν )2
≤ const
∑
ν≥1
|Vi(Gi,k, ϕ(i)ν )|2kν
∑
ν≥1
1
kν
= O(1).
The above holds uniformly for all x ∈ Xi. So
√
T (Ωi + Σi)
−1Vi(Gi,Wigi0) = O(
√
Tηi) = o(1),
and √
ThiA
′
i(x)(Ωi + Σi)
−1Vi(Gi,Wigi0) = O(
√
Thiηi) = o(1).
By the above uniform boundedness of Ai,k, we have βx = 0. Similarly, by (A.18), we have
WiAi,k(x) =
∑
ν≥1
Vi(Gi,k, ϕ
(i)
ν )
1 + ηiρ
(i)
ν
ηiρ
(i)
ν ϕ
(i)
ν (x).
Hence
|WiAi,k(x)|2 ≤
∑
ν≥1
|Vi(Gi,k, ϕ(i)ν )|2kν |ϕ(i)ν (x)|2
∑
ν≥1
(ηiρ
(i)
ν )2
kν(1 + ηiρ
(i)
ν )2
≤ const
∑
ν≥1
|Vi(Gi,k, ϕ(i)ν )|2kν
∑
ν≥1
1
kν
= O(1),
and this rate is uniform for all x ∈ Xi. So αx = 0. By definition of RKHS and Wi,
|Wigi0(x)| = |〈Wigi0,K(i)x 〉?,i|
= |ηi〈gi0,K(i)x 〉Hi |
≤ ‖gi0‖Hi‖K(i)x ‖Hi
≤ √ηi‖gi0‖Hi
√
〈K(i)x ,K(i)x 〉?,i
≤ √ηi‖gi0‖HiO(h−1/2i )
= O(
√
ηi/hi).
Thus
√
ThiWigi0(x) = o(1).
Proof of Corollary 3.6. By (2.5),
Yit − ĝi(Xit)− Z ′tβ̂i = it −∆iv¯t + (gi0(Xit)− ĝi(Xit)) + Z ′t(βi0 − β̂i).
Hence
∑T
t=1{Yit− ĝi(Xit)−Z ′tβ̂i− it}2/T ≤ 4
∑T
t=1(A1t+A2t+A3t)/T , where A1t = ‖∆i‖22‖v¯t‖22,
A2t = (gi0(Xit) − ĝi(Xit))2, A3t = ‖Zt‖22‖β̂i − βi0‖22. By uniform boundedness of ∆i and i.i.d. of
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vit in Assumption A2, we have E(At1) ≤ ‖∆i‖22tr(Σv)/N , where Σv is the covariance matrix of
vit. So
∑T
t=1A1t = OP (1/N) = oP (1). Also, by Lemma A.2 and Theorem 3.1,
‖gi0 − ĝi‖sup = OP (h−1/2i ‖θi0 − θ̂i‖i) = OP (h−1/2i ri,M ).
So it follows that
∑T
t=1A2t/T = OP (h
−1
i r
2
i,M ) = oP (1). By Proposition A.1, Lemma A.2 and
Theorem 3.1 , we have A3t = OP (T
2/αr2i,M ) uniformly for all t = 1, 2, . . . , T . So
∑T
t=1A3t/T =
OP (T
2/αr2i,M ) = oP (1). Hence
∑T
t=1{Yit − ĝi(Xit) − Z ′tβ̂i}2/T −
∑T
t=1 
2
it/T = oP (1). The result
follows by applying Law of Large Number:
∑T
t=1 
2
it/T → σ2 , in probability.
A.3. Proofs in Section 4.2
We prove Theorem 4.1. Let us first introduce some notation. Define
F ′1 = (f11, f12, ..., f1T ), F
′
2 = (f21, f22, ..., f2T ),
i = (i1, i2, ..., iT )
′, ei = (ei1, ei2, ..., eiT ),
X¯ = (X¯1, X¯2, ..., X¯T ), v¯ = (v¯1, v¯2, ..., v¯T ), X¯
? = X¯ − v¯,
P? = IT − Σ′?(Σ?Σ′?)−1Σ?, Σ˜ = Σ− Σ?.
We can rewrite (2.1) as (Yi−〈KXi , g0〉)′ = γ′1iF ′1 +γ′2,iF ′2 + ′i, (2.2) as X¯∗ = X¯− v¯ = Γ¯′1F ′1 + Γ¯′2F ′2
and (2.5) as Yi − 〈KXi , g0〉 = Σ′βi + ei. Notice that we have Σ = (F1, X¯ ′)′, Σ? = (F1, X¯∗′)′. By
definition, we have ΣP = 0,Σ?P? = 0. Hence F
′
1P = 0, X¯P = 0, F
′
1P? = 0, X¯
?P? = 0, F
′
2P? = 0.
Define S?M,η(g) = E{SM,η(g)|FT1 }. By the proof of Lemma A.1, it can be easily shown that
DS?M,η(g) = id, for any g ∈ H. We also have
‖Kx‖2 ≤ C2ϕh−1, sup
x∈X
‖g(x)‖ ≤ Cϕh−1/2‖g‖. (A.19)
The proof of Theorem 4.1 also relies on the following Lemmas A.3, A.4 and A.5. Proofs of these
lemmas are provided in supplement document.
Lemma A.3. Suppose that Assumptions A2, A4 and A5 hold. Then the following holds:
E (‖P − P?‖op) = O(N−1/2), (A.20)
max
1≤i≤N
‖E{γ′2iF ′2(P − P?)KXi |FT1 }‖ = OP
(√
T
Nh
+
T
N
√
h
)
, (A.21)
E(‖Σ˜Σ˜′‖op) = O(T/N). (A.22)
where F2 = (f21, . . . , f2T )
′.
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Lemma A.4. Suppose that Assumptions A2, A4 and A5 hold. Let p = p(M) ≥ 1 be an FT1 -
measurable sequence indexed by M and let ψ(X, g) : RT × H → RT be a measurable function
satisfying ψ(X, 0) ≡ 0 and the following Lipschitz condition:
‖ψ(X, g1)− ψ(X, g2)‖2 ≤ L
√
h/T‖g1 − g2‖sup, for any g1, g2 ∈ H,
where L > 0 is a constant. Then with M →∞,
sup
g∈G(p)
‖ZM (g)‖ = OP
(
1 +
√
log log (NJ(p, 1))(J(p, 1) +N−1/2)
)
,
where
ZM (g) =
1√
N
N∑
i=1
[ψ(Xi, g)′PKXi − E{ψ(Xi, g)′PKXi |FT1 }].
Lemma A.5. Under conditions in Theorem 4.1,
‖SM,η(gη)‖ = OP ( 1√
NTh
+
1
N
√
h
) + oP (
√
η).
Proof of Theorem 4.1. The proof consists of two parts.
Part one: Define T1(g) = g − S?M,η(g + g0). So
T1(g) = g −DS?M,η(g0)g − S?M,η(g0) = −S?M,η(g0).
So we have
‖S?M,η(g0)‖ = ‖E{−
1
NT
N∑
i=1
(Yi − 〈KXig0〉)′PKXi +Wηg0|FT1 }‖
= ‖E{− 1
NT
N∑
i=1
e′iPKXi −Wηg0|FT1 }‖
= ‖E{− 1
NT
N∑
i=1
(γ′1iF
′
1 + γ
′
2,iF
′
2 + 
′
i)PKXi −Wηg0|FT1 }‖
= ‖E{− 1
NT
N∑
i=1
γ′2,iF
′
2PKXi −Wηg0|FT1 }‖,
= ‖E{− 1
NT
N∑
i=1
γ′2,iF
′
2(P − P?)KXi −Wηg0|FT1 }‖,
where the second last equation is using independence of i and Xi, F1, F2. By directly calculations,
‖Wηg0‖ = sup
‖g‖=1
|〈Wηg0, g〉| = sup
‖g‖=1
|η〈g0, g〉H| ≤ sup
‖g‖=1
√
η‖g0‖H√η‖g‖H ≤ √η‖g0‖H.
For the first term, by Lemma A.3,
‖E{− 1
NT
N∑
i=1
γ′2,iF
′
2(P − P?)KXi |FT1 }‖ = OP (
1√
NTh
+
1
N
√
h
).
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As a consequence, ‖S?M,η(g0)‖ = OP (1/
√
NTh + 1/(N
√
h) +
√
η). Hence with probability ap-
proaching one, we have
‖T1(g)‖ ≤ C( 1√
NTh
+
1
N
√
h
+
√
η) ≡ r,
for some constant C > 0. Notice that T1 is also a contraction mapping from B¯(0, r) to B¯(0, r), so
there exists a g˜1 ∈ B¯(0, r) ⊂ H such that, T1(g˜1) = g˜1. By Taylor expansion,
g˜1 = T1(g˜1) = g˜1 − S?M,η(g˜1 + g0),
and hence it follows that S?M,η(g˜1+g0) = 0. Let gη = g˜1+g0, we have with probability approaching
one,
‖gη − g0‖ ≤ C( 1√
NTh
+
1
N
√
h
+
√
η), S?M,η(gη) = 0. (A.23)
Part two: Define T2(g) = g − SM,η(gη + g), for any g,∆g ∈ H. Since
∆g = DS?M,η(g)∆g
= E(DSM,η(g)∆g|FT1 ) =
1
NT
N∑
i=1
E{τi∆g′PKXi +Wη∆g|FT1 },
we have that
‖T2(g1)− T2(g2)‖ = ‖(g1 − g2)− (SM,η(gη + g1)− SM,η(gη + g2)) ‖
= ‖DS?M,η(g)(g1 − g2)− (SM,η(gη + g1)− SM,η(gη + g2)) ‖
= ‖ 1
NT
N∑
i=1
{τi(g1 − g2)′PKXi +Wη(g1 − g2)
−E (τi(g1 − g2)′PKXi +Wη(g1 − g2)|FT1 )}‖
= ‖ 1
NT
N∑
i=1
{τi(g1 − g2)′PKXi − E
(
τi(g1 − g2)′PKXi |FT1
)}‖
≡ ‖κ(g1 − g2)‖,
where κ(g) =
∑N
i=1(τig
′PKXi − E{τig′PKXi |FT1 })/(NT ). Let Ψ(Xi, g) =
√
hτig/T . It follows
that, for any g1, g2 ∈ H,
‖Ψ(Xi, g1)−Ψ(Xi, g1)‖2 ≤
√
h
T
‖τi(g1 − g2)‖2
≤
√
h
T
√√√√ T∑
t=1
|g1(Xit)− g2(Xit)|2 ≤
√
h
T
‖g1 − g2‖sup.
Let g˜ ≡ (g1 − g2)/(cϕh−1/2‖g1 − g2‖), then
‖g˜‖sup = ‖g1 − g2‖sup
cϕh−1/2‖g1 − g2‖
≤ 1,
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and
‖g˜η‖H = ‖g1 − g2‖H
cϕh−1/2‖g1 − g2‖
≤ 1
cϕ
√
h−1η
.
So g˜ ∈ G(p), with p = 1/(cϕ
√
h−1η). By Lemma A.4,
‖ZM (g1 − g2)‖
cϕh−1/2‖g1 − g2‖
= ‖ZM (g˜)‖ = OP
(
1 +
√
log log (NJ(p, 1))(J(p, 1) +N−1/2)
)
= OP (bN,p).
So by assumption bN,p = oP (
√
Nh), we have
‖κ(g1 − g2)‖ = ‖ 1√
Nh
ZM (g1 − g2)‖
= cϕ
1√
Nh
‖g1 − g2‖OP (bN,p) = OP ( bN,p√
Nh
)‖g1 − g2‖ = oP (1)‖g1 − g2‖, (A.24)
where the terms OP , oP do not depend on g1, g2. Hence with probability approaching one, uni-
formly for any g1, g2, ‖T2(g1) − T2(g2)‖ ≤ 12‖g1 − g2‖. Also with probability approaching one,
uniformly for g,
‖T2(g)‖ ≤ ‖T2(g)− T2(0)‖+ ‖T2(0)‖ ≤ 1
2
‖g‖+ ‖SM,η(gη)‖.
By Lemma A.5, with probability approaching one,
‖SM,η(gη)‖ ≤ C
(
1√
NTh
+
1
N
√
h
+
√
η
)
≡ R/2,
for some C > 0. Hence with probability approaching one, it follows that sup‖g‖≤R ‖T2(g)‖ ≤
R/2 + R/2 = R. The above implies that T2 is a contraction mapping from B¯(0, R) to itself. By
contraction mapping theorem, there exists g˜2 ∈ B¯(0, R) such that g˜2 = T2(g˜2) = g˜2−SM,η(gη+g˜2).
Hence SM,η(gη + g˜2) = 0. So ĝ = gη + g˜2. Therefore,
‖ĝ − g0‖ ≤ ‖gη − g0‖+ ‖g˜2‖ = OP
(
1√
NTh
+
1
N
√
h
+
√
η
)
.
A.4. Proofs in Section 4.3
We will prove Theorems 4.2 and 4.3, and Proposition 4.5. Let us introduce some additional
notation and preliminaries. Let m be the increasing sequence of integers provided in Theorems
4.2 and 4.3. For any fixed x0 ∈ X , define VNT = 1NT
∑N
i=1KXi(x0)
′PKXi(x0), ANT = V
−1/2
NT . Let
VNTm =
∑N
i=1 φ
′
mΦ
′
iPΦiφm/(NT ), ANTm = V
−1/2
NTm and HNTm =
∑N
i=1 Φ
′
iPΦi/(NT ), where
Φi =

ϕ1(Xi1) ϕ2(Xi1) · · · ϕm(Xi1)
ϕ1(Xi2) ϕ2(Xi2) · · · ϕm(Xi2)
· · ·
ϕ1(XiT ) ϕ2(XiT ) · · · ϕm(XiT )
 , φm =
(
ϕ1(x0)
1 + ηρ1
,
ϕ2(x0)
1 + ηρ2
, · · · , ϕm(x0)
1 + ηρm
)′
.
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The proof of Theorems 4.2 and 4.3 rely on the following Lemmas A.6, A.7 and A.8. Proofs of
these lemmas can be found in supplement document.
Lemma A.6. Under Assumptions A2, A4 and A5, suppose m = o(
√
N), then ‖HNTm−Im‖F =
oP (1), λ
−1
min(HNTm) = OP (1) and λmax(HNTm) = OP (1).
Lemma A.7. Under Assumptions A2, A4 and A5, suppose h−1 = oP (
√
N), Dm = oP (1) ,
then for any x0 ∈ X , ANT = OP (1).
Lemma A.8. Under Assumptions A2, A4 and A5, suppose Dm = oP (
√
N),m = oP (
√
N), for
ant x0 ∈ X , we have
√
NTANTm(
1
NT
N∑
i=1
φ′mΦ
′
iPi)
d→ N(0, σ2 ).
Proof of Theorem 4.2. Let g = ĝ−g0. By the fact DS?M,η(g0) = id (see Section A.3) and SM,η(g+
g0) = 0, we have
‖g + SM,η(g0)‖ = ‖DS?M,η(g0)g + SM,η(g0)‖
= ‖S?M,η(g + g0)− S?M,η(g0)− SM,η(g + g0) + SM,η(g0)‖
= ‖ 1
NT
N∑
i=1
(τig
′PKXi − E(τig′PKXi)) +Wηg − E(Wηg|FT1 )‖
≤ ‖κ(g)‖,
where κ(g) is defined in Part two of the proof of Theorem 4.1. By (A.24) with g1 − g2 therein
replaced by g we have ‖κ(g)‖ = OP ( bN,p√Nh)‖g‖. Hence
‖g + SM,η(g0)‖ = OP
(
bN,p√
Nh
)
‖g‖ = OP
(
bN,p√
Nh
(
1√
NTh
+
1
N
√
h
+
√
η
))
.
For fixed x0 ∈ X ,
ANT |g(x0) + SM,η(g0)(x0)| ≤ ANT ‖g + SM,η(g0)‖sup
≤ cϕh−1/2‖g + SM,η(g0)‖
= OP
(
bN,p√
Nh
(
1√
NTh
+
1
Nh
+
√
η
h
))
.
Since g0 ∈ H is fixed,
‖Wηg0‖ = sup
‖g˜‖=1
〈Wηg0, g˜〉 = sup
‖g˜‖=1
η〈g0, g˜〉H ≤ sup
‖g˜‖=1
η‖g0‖H‖g˜‖H ≤ √η‖g0‖H. (A.25)
It follows from (A.25) that ‖Wηg0‖ ≤ √η‖g0‖H = OP (√η), and hence
|Wηg0(x0)| ≤ cϕh−1/2‖Wηg0‖ = OP (
√
η/h).
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Hence, we have
ANT |g(x0) + SM,η(g0)(x0)−Wηg0(x0)| = OP
(
bN,p√
Nh
(
1√
NTh
+
1
Nh
+
√
η
h
))
.
Proof of Theorem 4.3. By Theorem 4.2, the asymptotic distribution of
√
NTANT (ĝ(x0)−g0(x0)+
Wηg0) is the same as
√
NTANT [−SM,η(g0)(x0)+Wηg0(x0)] =
√
NTANT [
1
NT
∑N
i=1(Yi−τig0)′PKXi(x0)].
By Yi = τig0 + Σ
′βi + ei (4.2), ΣP = 0 (see Section A.3) and ei = i − v¯′∆′i, it yields that
ANT [
1
NT
N∑
i=1
(Yi − τig0)′PKXi(x0)]
= ANT (
1
NT
N∑
i=1
K ′Xi(x0)Pi)−ANT (
1
NT
N∑
i=1
K ′Xi(x0)P v¯
′∆′i)
≡ ANT ζ −ANT ξ.
Let ζm =
∑N
i=1 φ
′
mΦ
′
iPi/(NT ) and ξm =
∑N
i=1 φ
′
mΦ
′
iP v¯
′∆′i/(NT ). To prove the result of the
theorem, it is sufficient to prove the following:
ANT −ANTm = oP (1), (A.26)
ANT = OP (1), (A.27)√
NTANTmξm = oP (1), (A.28)√
NT (ξ − ξm) = oP (1), (A.29)√
NT (ζ − ζm) = oP (1), (A.30)√
NTANTmζm
d→ N(0, 1). (A.31)
(A.26) and (A.27) are guaranteed by Lemma A.7; (A.31) follows from Lemma A.8. For (A.28),
by the expression of ANTm and Lemma A.6, we get,
|ANTmξm| = |ANTmφ′m
1
NT
N∑
i=1
Φ′iP v¯
′∆′i|
≤ ‖ANTmφm‖2 × ‖ 1
NT
N∑
i=1
Φ′iP v¯
′∆′i‖2
≤
√
‖φm‖22
φ′mHNTmφm
‖ 1
NT
N∑
i=1
Φ′iP v¯
′∆′i‖2
≤ λ−1/2min (HNTm)‖
1
NT
N∑
i=1
Φ′iP v¯
′∆′i‖2.
Recall ∆i = γ
′
2i(Γ¯2Γ¯
′
2)
−1Γ¯2 ≡ γ′2iM˜ (see Assumption A2(d)), which leads to
‖
N∑
i=1
Φ′iP v¯
′∆′i‖22 = Tr{(
N∑
i=1
Φ′iP v¯
′∆′i)(
N∑
i=1
∆iv¯PΦi)}.
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In matrix form, the above becomes
Tr{(Φ′1,Φ′2, ...,Φ′N )PN v¯′NM˜ ′Nγ2γ2′M˜N v¯NPN (Φ′1,Φ′2, ...,Φ′N )′}
≤ λmax(γ2γ2′)λmax(M˜ ′NM˜N )λmax(v¯′N v¯N )Tr{
N∑
i=1
Φ′iPΦi},
where PN is defined in Section 4.1, M˜N = IN ⊗ M˜, v¯N = IN ⊗ v¯.
By Lemma A.3, Assumption A2 and Lemma A.6 ,we have
λmax(v¯
′
N v¯N ) = ‖Σ˜Σ˜′‖op = OP (T/N), λmax(M˜ ′NM˜N ) = λmax((Γ¯2Γ¯′2)−1) = OP (1),
and
Tr{
N∑
i=1
Φ′iPΦi} = NTTr(HNTm) = OP (NTm).
So it can be seen that,
|ANTmξm| = OP
(√
λmax(γ2γ2′)m
N
)
,
thus
√
NTANTmξm = OP
(√
λmax(γ2γ2′)mT
N
)
= oP (1),
and hence (A.28) is true.
Similar to (S.20) in the proof of Lemma A.5 (see supplement document), it can be shown that
|ξ − ξm| = OP
(
Dm√
NTh
+
Dm
N
√
h
)
. (A.32)
More explicitly, the proof of (A.32) follows by replacing KXi in the expression of T2 with Φiφm,
and by a line-by-line check. Therefore, we have
√
NT |ξ − ξm| = OP
(
Dm√
h
+
Dm
√
T√
Nh
)
= oP (1),
i.e., (A.29) holds.
Let DT1 = σ(f1t, f2t, Xit : t ∈ [T ], i ∈ [N ]). By independence of i and DT1 , we have E(|ζ −
ζm|2|DT1 ) =
∑N
i=1R
′
iPRi/(NT ), whereRi = (KXi(x0)−Ψiφm)′Pi. LetRx0(·) =
∑
ν≥m+1
ϕν(x0)ϕν(·)
1+ηρν
,
since FT1 ⊂ DT1 , it follows that,
E(|ζ − ζm|2|FT1 ) = E(
1
N2T 2
N∑
i=1
R′iPRi|FT1 )
=
1
NT
V (Rx0 , Rx0)
=
1
NT
∞∑
ν=m+1
ϕ2ν(x0)
(1 + ηρν)2
≤ 1
NT
c2ϕDm
= OP (
Dm
NT
),
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so ζ − ζm = OP (
√
Dm/(NT )) which implies that (A.30) is valid. Proof completed.
Proof of Proposition 4.5. By Yi = τig0 + Σ
′βi + ei,ΣP = 0, ei = i − v¯′∆′i, we have
1
NT
N∑
i=1
(Yi − τiĝ)′P (Yi − τiĝ)
=
1
NT
N∑
i=1
(τi(g0 − ĝ))′P (τi(g0 − ĝ)) + 2
NT
N∑
i=1
(τi(g0 − ĝ))′Pei + 1
NT
N∑
i=1
e′iPei
≡ T1 + T2 + T3.
By Theorem 4.1,
‖ĝ − g0‖sup ≤ cϕh−1/2‖ĝ − g0‖ = OP
(
1√
NTh
+
1
Nh
+
√
η
h
)
= oP (1).
So |T1| ≤
∑N
i=1
∑T
t=1 |g0(Xit − ĝ(Xit))|2/(NT ) ≤ ‖ĝ − g0‖2sup = oP (1).
By the definitions of v¯ and Σ˜ and by Lemma A.3, we have E(‖v¯v¯′‖op) = E(‖Σ˜Σ˜′‖op) =
O(T/N)). Hence it holds that
E(‖ei‖22) = E(′ii) + E(∆′iv¯v¯′∆i)− 2E(′iv¯′∆i)
≤ Tσ2 + E(‖v¯v¯′‖op) sup
1≤i≤N
‖∆i‖22 = O(T ).
It then follows from Cauchy inequality that
|T2| ≤ 2
NT
N∑
i=1
‖τi(g0 − ĝ)‖2‖ei‖2
≤ 2
NT
N∑
i=1
‖ei‖2
√
T‖ĝ − g0‖sup
= OP (1)
√
‖ĝ − g0‖sup = oP (1).
Meanwhile, the following decomposition holds
T3 =
1
NT
N∑
i=1
′iPi +
1
NT
N∑
i=1
∆′iv¯P v¯
′∆i − 2
NT
N∑
i=1
∆′iv¯P i
=
1
NT
N∑
i=1
′iP?i +
1
NT
N∑
i=1
′i(P − P?)i +
1
NT
N∑
i=1
∆′iv¯P v¯
′∆i − 2
NT
N∑
i=1
∆′iv¯P i
≡ T31 + T32 + T33 − T34.
We handle the above terms T31, T32, T33, T34 respectively. By Lemma A.3, it follows that
|T32| ≤ 1
NT
‖P − P?‖op
N∑
i=1
′ii = OP (N
−1/2) = oP (1).
Zhao et al./Panel Data Models with KRR 42
In the meantime,
|T33| ≤ 1
NT
sup
1≤i≤N
‖∆i‖22
N∑
i=1
‖v¯v¯′‖op = OP ( 1
N
) = oP (1),
and
|T34| ≤ 2
NT
‖i‖2‖v¯′∆i‖ ≤ 2
√∑N
i=1 
′
i
NT
√∑N
i=1 ∆
′
iv¯v¯
′∆i
NT
= OP (
1√
N
) = oP (1).
Next we look at T31. By direct examinations,
E(T31|FT1 ) =
1
T
Tr{P?E(i′i|FT1 )} = σ2
1
T
Tr(P?) = σ
2

T − (q1 + d)
T
,
and by Chebyshev’s inequality, for any  > 0,
P (|T31 − E(T31|FT1 )| > |FT1 ) ≤
1
N
E{|′1P?1/T − E(T31|FT1 )|2}|FT1
2
≤ 1
N2
E(|′1P?1/T |2|FT1 )
≤ 1
NT 22
E(|′11|2|FT1 )
≤ 1
NT 22
(TE(411) + T
2σ4 )
= o(1).
So T31 → σ2 (T − q1 − d)/T in probability. Since T32, T33, T34 are all oP (1) as shown in the above,
we have T3 → σ2 (T − q1 − d)/T in probability. Proof completed.
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Supplement to
Statistical Inference on Panel Data Models: A Kernel
Ridge Regression Method
This supplement document contains proofs and other relevant results that were not included in
the main text and appendix. In Section S.1, we prove Lemmas A.1 and A.2, Propositions A.1 and
A.2. In Section S.2, we prove Lemmas A.3, A.4, A.5 A.6, A.7 and A.8. We also provide additional
Lemmas S.1, S.2 and S.3 as well as their proofs. Lemmas S.1 and S.2 give mild conditions to
guarantee the validity of Assumption A4; Lemma S.3 is useful for proving Lemma A.4.
S.1. Additional Proofs or Other Relevant Results for Heterogeneous Model
Proof of Lemma A.1. For any θ, θk = (βk, gk) ∈ Θi for k = 1, 2, it holds from (2.1) that
〈DS?i,M,ηi(θ)θ1, θ2〉i
= 〈E{DSi,M,ηi(θ)θ1}, θ2〉i
=
1
T
T∑
t=1
E (〈RiUit, θ1〉i〈RiUit, θ2〉i) + 〈Piθ1, θ2〉i
=
1
T
T∑
t=1
E
(
(g1(Xit) + Z
′
tβ1)(g2(Xit) + Z
′
tβ2)
)
+ ηi〈g1, g2〉Hi
= E
(
(g1(Xi) + Z
′β1)(g2(Xi) + Z ′β2)
)
+ ηi〈g1, g2〉Hi
= 〈θ1, θ2〉i,
which implies that DS?i,M,ηi(θ) = id, the identity operator on Θi.
Proof of Lemma A.2. It follows by Proposition 2.1 that
‖RiUit‖2i = K(i)(Xit, Xit) + (Zt −Ai(Xit))′ (Ωi + Σi)−1(Zt −Ai(Xit)).
By (2.6) and 〈Ai, g〉?,i = Vi(Gi, g) (see Section 3.2),
Ai(x) = 〈Ai,K(i)x 〉?,i = Vi(Gi,K(i)x )
=
∞∑
ν=1
ϕ
(i)
ν (x)
1 + ηiρ
(i)
ν
Vi(Gi, ϕ
(i)
ν ).
1
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It follows by Assumption A3 that Cϕ,i ≡ supν≥1 supx∈Xi |ϕ
(i)
ν (x)| <∞. Then we have
K(i)(Xit, Xit) =
∑
ν≥1
|ϕ(i)ν (Xit)|2
1 + ηiρ
(i)
ν
≤ C2ϕ,ih−1i ,
Ai(Xit)
′(Ωi + Σi)−1Ai(Xit) ≤ c−11 Ai(Xit)′Ai(Xit)
≤ c−11
∑
ν≥1
|ϕ(i)ν (Xi)|2
(1 + ηiρ
(i)
ν )2
∑
ν≥1
Vi(G
′
i, ϕ
(i)
ν )Vi(Gi, ϕ
(i)
ν )
≤ c−11 C2ϕ,iC2Gih−1i ,
Z ′t(Ωi + Σi)
−1Zt ≤ c−11 Z ′tZt,
where C2Gi =
∑
ν≥1 Vi(G
′
i, ϕ
(i)
ν )Vi(Gi, ϕ
(i)
ν ). By Assumption A1, C2Gi is a finite positive constant.
Then (A.1) holds for C2i = max{C2ϕ,i, 2c−11 C2ϕ,iC2Gi , 2c−11 }.
To show (A.2), first notice that, for any θ = (β, g) ∈ Θi,
‖θ‖i,sup = sup
x∈Xi,‖z‖2=1
|g(x) + z′β|.
The “≥” is obvious. To show “≤”, note that for any x ∈ Xi, choose zx = sign(g(x))β/‖β‖2. Then
|g(x) + z′xβ| = |g(x)|+ ‖β‖2.
Therefore,
sup
x∈Xi,‖z‖2=1
|g(x) + z′β| ≥ sup
x∈Xi
|g(x) + z′xβ| = sup
x∈Xi
|g(x)|+ ‖β‖2 = ‖θ‖i,sup.
Following Proposition 2.1 and the proof of (A.1), for u = (x, z) with x ∈ Xi and ‖z‖2 = 1,
|g(x) + z′β| = |〈Riu, θ〉i| ≤ ‖Riu‖i‖θ‖i ≤ Ci(1 + h−1/2i )‖θ‖i.
This proves (A.2).
Proof of Proposition A.1. Since f1t, f2t, vit and it all have finite αth moments, it follows by (2.2)
that Xit and Zt both have finite αth moments, i.e., E(‖Xi‖α2 ) <∞ and E(‖Z‖α2 ) <∞. Define
CT (ξ) = inf{x|TP (‖Z‖2 > x) ≤ ξ}, ξ > 0.
By Markov inequality,
P
(
‖Z‖2 > [TE(‖Z‖α2 )/ξ]1/α
)
≤ ξ
T
,
therefore,
CT (ξ) ≤
(
TE(‖Z‖α2 )
ξ
)1/α
.
Thanks to the φ-mixing condition (see Assumption A2), it follows by O’Brien (1974, Theorem 1)
that for any ξ > 0,
lim inf
T→∞
P
(
max
1≤t≤T
‖Zt‖2 ≤ CT (ξ)
)
= exp(−bξ),
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where b > 0 is a constant. For arbitrary ε > 0, choose ξ > 0 such that 1− exp(−bξ) < ε/2. Then,
as T approaches infinity,
P
(
max
1≤t≤T
‖Zt‖2 ≤ CT (ξ)
)
≥ exp(−bξ)− ε/2,
leading to that
P
(
max
1≤t≤T
‖Zt‖2 > CT (ξ)
)
≤ 1− exp(−bξ) + ε/2 ≤ ε.
This proves that
max
1≤t≤T
‖Zt‖2 = OP (CT (ξ)) = OP (T 1/α).
Proof of Proposition A.2. For notation simplicity, denote
Fj = F j1 , j ∈ [T ],
F0 = trivial σ-algebra consisting only of the empty set and full sample space.
For any θ1, θ2 ∈ Θi, define lit = (ψi,M,t(Uit; θ1)−ψi,M,t(Uit; θ2))RiUit. First of all, we will prove
the following concentration inequality: for any r > 0,
P
(∥∥∥∥ T∑
t=1
[lit − E(lit)]
∥∥∥∥
i
≥ r
)
≤ 2 exp
(
− r
2
32TC2φ‖θ1 − θ2‖2i,sup
)
, (S.1)
where Cφ ≡
∑∞
t=0 φ(t). It follows by Assumption A2 that Cφ is finite. Clearly, (S.1) holds for
θ1 = θ2 since both sides equal to zero. In what follows, we assume θ1 6= θ2.
Define MiT =
∑T
t=1 lit, and fiT j = E(MiT |Fj)− E(MiT |Fj−1), j ∈ [T ]. It is easy to see that
MiT − E(MiT ) =
T∑
j=1
fiT j ,
fiT j =
T∑
t=j
(E(lit|Fj)− E(lit|Fj−1)) . (S.2)
Clearly, fiT j is Fj-measurable. For k ∈ [T ], define NiTk =
∑k
j=1 fiT j and NiT0 ≡ 0. Then NiTk =
NiTk−1 + fiTk. For λ > 0, let uk−1(x) = λ‖NiTk−1 + xfiTk‖i, x ∈ [0, 1]. Define
ϕk−1(x) = E (cosh (uk−1(x)) |Fk−1) , x ∈ [0, 1].
It is easy to see that
ϕk−1(1) = E (cosh (λ‖NiTk‖i) |Fk−1)
ϕk−1(0) = E (cosh (λ‖NiTk−1‖i) |Fk−1) .
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By the proof of Pinelis (1994, Theorem 3.2) and direct calculations, it can be shown that
ϕ′k−1(x) = E
(
sinh(uk−1(x))u′k−1(x)|Fk−1
)
,
ϕ′′k−1(x) = E
(
cosh(uk−1)(u′k−1(x))
2 + sinh(uk−1(x))u′′k−1(x)|Fk−1
)
≤ E (cosh(uk−1)(u′k−1(x))2 + cosh(uk−1(x))uk−1(x)u′′k−1(x)|Fk−1)
=
1
2
E
(
cosh(uk−1(x))(uk−1(x)2)′′|Fk−1
)
= λ2E
(
cosh(uk−1(x))‖fiTk‖2i |Fk−1
)
. (S.3)
Next we will show that ‖fiTk‖2i is almost surely bounded. We will first examine the terms
E(lit|Fk) − E(lit) for t ≥ k. Arbitrarily choose A ∈ Fk and θ ∈ Θi with ‖θ‖i = 1. Define
X = 〈lit, θ〉i. Write X = X+ −X−, where X+ and X− represent the positive and negative parts
of X, respectively. Clearly, |X| ≤ ‖lit‖i‖θ‖i = ‖lit‖i implying that both X+ and X− belong to
[0, ‖lit‖i]. Note that the X+ is F∞t -measurable. Therefore,
|E(X+|A)− E(X+)| =
∣∣∣∣ ∫ ‖lit‖i
0
[P (X+ > v|A)− P (X+ > v)]dv
∣∣∣∣
≤
∫ ‖lit‖i
0
|P (X+ > v|A)− P (X+ > v)|dv ≤ ‖lit‖iφ(t− k).
Similarly, one can show that |E(X−|A)− E(X−)| ≤ ‖lit‖iφ(t− k). Therefore,
|E(X|A)− E(X)| ≤ 2‖lit‖iφ(t− k).
By arbitrariness of A ∈ Fk and by taking supremum over θ ∈ Θi with ‖θ‖i = 1, one gets that
‖E(lit|Fk)− E(lit)‖i ≤ 2‖lit‖iφ(t− k), t ≥ k. (S.4)
Similar arguments lead to
‖E(lit|Fk−1)− E(lit)‖i ≤ 2‖lit‖iφ(t− k + 1), t ≥ k.
Therefore, for t ≥ k,
‖E(lit|Fk)− E(lit|Fk−1)‖i ≤ 2‖lit‖i(φ(t− k) + φ(t− k + 1)).
Using (S.2) and the assumption ‖lit‖i ≤ ‖θ1 − θ2‖i,sup, it can be shown that
‖fiTk‖i ≤
T∑
t=k
‖E(lit|Fk)− E(lit|Fk−1)‖i
≤
T∑
t=k
2‖lit‖i(φ(t− k) + φ(t− k + 1))
≤ 2‖θ1 − θ2‖i,sup
T∑
t=k
(φ(t− k) + φ(t− k + 1))
≤ 4Cφ‖θ1 − θ2‖i,sup.
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Therefore, it follows by (S.3) that
ϕ′′k−1(x) ≤ 16λ2C2φ‖θ1 − θ2‖2i,supϕk−1(x).
Meanwhile, note that NiTk−1 is Fk−1-measurable, so we have
ϕ′k−1(0) = λ
sinh(λ‖NiTk−1‖i)
‖NiTk−1‖i E (〈NiTk−1, fiTk〉i|Fk−1) = 0, k ≥ 2,
where the last equality follows from E(fiTk|Fk−1) = 0. Directly using (S.3) one also has that
ϕ′0(0) = 0. So ϕ′k−1(0) = 0 for all k ∈ [T ]. By Dudley et al. (1992, pp. 133, Lemma 3) we have for
k ∈ [T ],
ϕk−1(x) ≤ ϕk−1(0) exp
(
8λ2C2φ‖θ1 − θ2‖2i,supx2
)
, x ∈ [0, 1].
In particular,
ϕk−1(1) ≤ ϕk−1(0) exp
(
8λ2C2φ‖θ1 − θ2‖2i,sup
)
.
Taking expectations on both sides leading to that
E (cosh (λ‖NiTk‖i)) ≤ exp
(
8λ2C2φ‖θ1 − θ2‖2i,sup
)
E (cosh (λ‖NiTk−1‖i)) . (S.5)
By repeatedly using (S.5) and the convention NiT0 = 0, and by (S.2), we have
E
(
cosh
(
λ
∥∥∥∥ T∑
t=1
[lit − E(lit)]
∥∥∥∥
i
))
= E (cosh (λ‖NiTT ‖i))
≤ exp (8Tλ2C2φ‖θ1 − θ2‖2i,sup) .
Therefore,
P
(∥∥∥∥ T∑
t=1
[lit − E(lit)]
∥∥∥∥
i
≥ r
)
= P
(
cosh
(
λ
∥∥∥∥ T∑
t=1
[lit − E(lit)]
∥∥∥∥
i
)
≥ cosh(λr)
)
≤ 1
cosh(λr)
E
(
cosh
(
λ
∥∥∥∥ T∑
t=1
[lit − E(lit)]
∥∥∥∥
i
))
≤ e exp (−λr + 8Tλ2C2φ‖θ1 − θ2‖2i,sup) .
Then (S.1) follows by choosing
λ =
r
16TC2φ‖θ1 − θ2‖2i,sup
.
The rest of the proof follows by chaining argument. Let ψ2(x) = exp(x
2)−1. It follows by (S.1)
and Kosorok (2008, Theorem 8.1) that for any θ1, θ2 ∈ Θi,∥∥∥∥‖ZiM (θ1)− ZiM (θ2)‖i∥∥∥∥
ψ2
≤
√
96Cφ‖θ1 − θ2‖i,sup.
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It follows by Kosorok (2008, Theorem 8.4) that there exists a universal constant C > 0, which
only depends on Cψ, such that for any δ > 0,∥∥∥∥ sup
θ1,θ2∈Gi(pi)
‖θ1−θ2‖i,sup≤δ
‖ZiM (θ1)− ZiM (θ2)‖i
∥∥∥∥
ψ2
≤ C
(∫ δ
0
ψ−12 (Di(ε,Gi(pi), ‖ · ‖i,sup)) dε+ δψ−12
(
Di(δ,Gi(pi), ‖ · ‖i,sup)2
))
= CJi(pi, δ).
Therefore, ∥∥∥∥ sup
θ∈Gi(pi)
‖θ‖i,sup≤δ
‖ZiM (θ)‖i
∥∥∥∥
ψ2
≤ CJi(pi, δ).
It follows again from Kosorok (2008, Lemma 8.1) that for all δ > 0, s > 0,
P
(
sup
θ∈Gi(pi),‖θ‖i,sup≤δ
‖ZiM (θ)‖i > s
)
≤ 2 exp
(
− s
2
C2Ji(pi, δ)2
)
. (S.6)
It is easy to see that for any θ ∈ Gi(pi), ‖θ‖i,sup ≤ 1. Let
√
TJi(pi, 1) = ε
−1, and Qε = − log ε− 1.
Let τ = 3C
√
logN + log log(TJi(pi, 1)). Then it can be checked that
N(Qε + 2) exp
(
− τ
2
C2 exp(2)
)
→ 0, N →∞.
Since Ji(pi, δ) is strictly increasing in δ, the function Ji(δ) ≡ Ji(pi, δ) has inverse denoted by J−1i .
Then we have
P
(
max
i∈[N ]
sup
θ∈Gi(pi)
√
T‖ZiM (θ)‖i√
TJi(‖θ‖i,sup) + 1
≥ τ
)
≤
N∑
i=1
(
P
(
sup
‖θ‖i,sup≤J−1i (T−1/2)
√
T‖ZiM (θ)‖i√
TJi(‖θ‖i,sup) + 1
≥ τ
)
+
Qε∑
l=0
P
(
sup
J−1i (T−1/2 exp(l))≤‖θ‖i,sup≤J−1i (T−1/2 exp(l+1))
√
T‖ZiM (θ)‖i√
TJi(‖θ‖i,sup) + 1
≥ τ
))
≤
N∑
i=1
(
P
(
sup
‖θ‖i,sup≤J−1i (T−1/2)
‖ZiM (θ)‖i ≥ T−1/2τ
)
+
Qε∑
l=0
P
(
sup
‖θ‖i,sup≤J−1i (T−1/2 exp(l+1))
‖ZiM (θ)‖i ≥ T−1/2τ exp(l)
))
≤
N∑
i=1
(
2 exp
(−τ2/C2)+ Qε∑
l=0
2 exp
(−τ2/(C2 exp(2))))
= 2N(Qε + 2) exp
(
− τ
2
C2 exp(2)
)
→ 0, as N →∞. (S.7)
This proves the desirable conclusion with C0 = 3C.
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S.2. Additional Proofs or Other Relevant Results for Homogeneous Model
The following lemma gives mild conditions that guarantee Assumption A4. Before stating the
lemma, we borrow the concept of complete continuity from Weinberger (1974, page 50). A bilinear
functional A(·, ·) on H ×H is said to be completely continuous w.r.t another bilinear functional
B(·, ·) if for any  > 0, there exists finite number of functionals l1, l2, ..., lk on H such that
li(g) = 0, i = 1, 2, .., k, implies A(g, g) ≤ B(g, g).
Let U be an open subset of X and UNT ≡ U × U × · · · × U︸ ︷︷ ︸
NT items
. Let C(X ) be the set of all continu-
ous functions on X and H ⊆ C(X ). Let x denote the NT -vector (x11, . . . , x1T , . . . , xN1, . . . , xNT ).
Lemma S.1. Suppose 1 /∈ H, and p(x|FT1 ) > 0 for x ∈ UNT , where p(x|FT1 ) is the joint
conditional density of X11, X12, ..., XNT given FT1 . If V (f, g) = 0 for all f ∈ H, then g = 0.
Proof of Lemma S.1. For simplicity, we assume that f1t, Xit are both univariate. By assumption,
0 = V (g, g) =
∑N
i=1E
{
(τig)
′P (τig)
∣∣FT1 } /(NT ). Hence it follows that
0 =
∫
(g(xi1), g(xi2), ..., g(xiT ))P (g(xi1), g(xi2), ..., g(xiT ))
′p(x|FT1 )dx, for all i ∈ [N ]. (S.1)
Since the integrand in (S.1) is continuous and nonnegative, it holds that, for all i ∈ [N ] and x
with p(x|FT1 ) > 0,
(g(xi1), g(xi2), ..., g(xiT ))P (g(xi1), g(xi2), ..., g(xiT ))
′ = 0. (S.2)
By definition, P is a projection matrix whose image is the orthogonal space of the linear space
spanned by F1 and X¯. Therefore, it yields that
(g(xi1), g(xi2), ..., g(xiT )) = αi(f11, f12, ..., f1T ) + βi(x¯1, x¯2, ..., x¯T ), (S.3)
for some αi, βi ∈ R. Consider x = (x11, x12, ..., xN,T−1, xNT ) and x˜ = (x11, x12, ..., xN,T−1, x˜NT ) ∈
UNT with xNT 6= x˜NT and p(x|FT1 ) > 0, p(x˜|FT1 ) > 0, i.e., the two points differ only on the last
element. Applying (S.2) to point x˜, we have
(g(xi1), g(xi2), ..., g(x˜iT )) = α˜i(f11, f12, ..., f1T ) + β˜i(x¯1, x¯2, ..., ˜¯xT ), (S.4)
for some α˜i, β˜i ∈ R. Comparing (S.3) and (S.4), and by the fact T > q1 + d = 2, it holds
that αi = α˜i, βi = β˜i = 0. Hence (g(xi1), g(xi2), ..., g(xiT )) ∈ span((f11, f12, ..., f1T )) for all
p(x|FT1 ) > 0, i ∈ [N ], and it happens if and only if g = 0.
Lemma S.2. Suppose X is compact. Furthermore if V (f, g) = 0 for all f ∈ H implies g = 0,
then Assumption A4 is valid.
Remark S.2.1. The compactness of X can be relaxed by Mercer’s theorem; see Sun (2005).
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Proof of Lemma S.2. Define bilinear functionals W (g, g˜) =
∑N
i=1E
{
(τig)
′(τig˜)
∣∣FT1 } /(NT ), and
J(g, g˜) = 〈g, g˜〉H. Clearly, V (g, g) ≤W (g, g). Let µ be a measure such that∫
gdµ =
1
NT
N∑
i=1
T∑
t=1
E(g(Xit)|FT1 ).
Hence,
∫
g2dµ = W (g, g). By Mercer’s theorem, the kernel K¯ of H follows the expansion:
K¯(x, y) =
∞∑
i=1
λiei(x)ei(y).
where λi is a non-increasing positive sequence converging to zero and {ei}∞i=1 forms an orthonormal
basis of L2(µ), so that W (ei, ej) = δij . Moreover, {
√
λiei}∞i=1 is also an orthonormal basis of H,
which is proved in Cucker and Smale (2001). As a consequence, any g ∈ H simultaneously admits
the following expansions:
g =
∞∑
i=1
W (g, ei)ei, g =
∞∑
i=1
J(g,
√
λiei)
√
λiei
with
∑∞
i=1W
2(g, ei) < ∞ and
∑∞
i=1 J
2(g,
√
λiei) < ∞. This implies W (g, ei) = λiJ(g, ei). For
any  > 0, choose integer k large enough so that λi <  for i > k. Define functionals li(g) =
W (g, ei), i = 1, 2, ..., k. By direct direct examinations, if li(g) = 0 for i = 1, 2, ..., k, then
W (g, g) =
∞∑
i=k+1
W 2(g, ei) =
∞∑
i=k+1
λ2i J
2(g, ei) ≤ 
∞∑
i=k+1
λiJ
2(g, ei) = J(g, g).
Since V (g, g) ≤ W (g, g) ≤ J(g, g), V is completely continuous w.r.t J . By Weinberger (1974,
Theorem 3.1, page 52), there are positive eigenvalues {αi}∞i=1 converging to zero and eigenfunctions
{ϕ˜i}∞i=1 ∈ H such that V (ϕ˜i, ϕ˜j) = αiδij , J(ϕ˜i, ϕ˜j) = δij and
g =
∞∑
i=1
J(g, ϕ˜i)ϕ˜i, for all g ∈ H.
The above implies V (g, ϕ˜i) = αiJ(g, ϕ˜i). Take ϕi = ϕ˜i/
√
αi and ρi = 1/αi, then {ϕi}∞i=1 and
{ρi}∞i=1 will satisfy Assumption A4.
Proof of Lemma A.3. Throughout we let ‖A‖F =
√
Tr(AA′) be the Frobenius norm. Clearly,
Σ˜ =
(
0 0 · · · 0
v¯1 v¯2 · · · v¯T
)
, Σ?Σ˜
′ =
(
0(q1+d)×q1 ,
T∑
t=1
Z?t v¯
′
t
)
.
By direct examinations we have
ΣΣ′ − Σ?Σ′? = Σ?Σ˜′ + Σ˜′Σ? + Σ˜Σ˜′ ≡ R. (S.5)
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By independence of vit and Z
?
t , it can be shown that
E
(
‖
T∑
t=1
Z?t v¯
′
t‖2F
)
=
T∑
t,l=1
Tr
(
E
(
v¯′tv¯l
)
E
(
(Z?t )
′Z?l
))
= O(T/N),
E
(
‖Σ˜Σ˜′‖2F
)
≤ E
(
Tr
(
Σ˜Σ˜′Σ˜Σ˜′
))
= O(T 2/N2). (S.6)
Hence,
E
(
‖Σ?Σ˜′‖2F
)
= E
(
‖
T∑
t=1
Z?t v¯
′
t‖2F
)
= O(T/N),
E(‖R‖2F ) ≤ 8E(‖Σ?Σ˜′‖2F ) + 2E(‖Σ˜Σ˜′‖2F ) = O(T/N + (T/N)2). (S.7)
Since
‖(ΣΣ′)−1 − (Σ?Σ′?)−1‖op = ‖(Σ?Σ′?)−1R(ΣΣ′)−1‖op
≤ ‖(Σ?Σ′?)−1‖op‖R‖op‖(ΣΣ′)−1‖op,
it follows by Assumption A5 and (S.5) and Ho¨lder inequality that
E
(‖(ΣΣ′)−1 − (Σ?Σ′?)−1‖1+ωop ) = O((T 3N)−(1+ω)/2 + (TN)−(1+ω)), (S.8)
where ω = (ζ − 4)/(ζ + 4). Note that E(Σ˜′Σ˜) = σ2vIT and ETr(Σ˜′Σ˜) = O(T/N), where σ2v =
E(v′itvit) is a constant. By direct examinations
P? − P
= Σ′
(
(ΣΣ′)−1 − (Σ?Σ′?)−1
)
Σ + Σ′?(Σ?Σ
′
?)
−1Σ˜ + Σ˜′(Σ?Σ′?)
−1Σ? + Σ˜′(Σ?Σ′?)
−1Σ˜.
It follows by (S.6), (S.7) and (S.8) and Ho¨lder inequality that
E (‖P − P?‖op)
≤ E (‖ΣΣ′‖op‖(ΣΣ′)−1 − (Σ?Σ′?)−1‖op)+ 2E (‖Σ˜′(Σ?Σ′?)−1Σ?‖op)+ E (‖Σ˜′(Σ?Σ′?)−1Σ˜‖op)
≤ E (‖(ΣΣ′)−1 − (Σ?Σ′?)−1‖1+ωop )1/(1+ω)E (‖ΣΣ′‖(1+ω)/ωop )ω/(1+ω)
+2E
(‖(Σ?Σ′?)−1‖op)1/2E (Tr(Σ˜Σ˜′))1/2 + E (‖(Σ?Σ′?)−1‖op)E (Tr(Σ˜Σ˜′))
= O((T 3N)−1/2 + (TN)−1)T +O(T−1/2
√
T/N) +O(T−1(T/N)) = O(N−1/2).
(S.9)
This proves (A.20). Next we show (A.21). For any i ∈ [N ],
E{γ′2iF ′2(P − P?)KXi |FT1 }
= E{γ′2iF ′2Σ′[(ΣΣ′)−1 − (Σ?Σ′?)−1]ΣKXi |FT1 }+ E{γ′2iF ′2Σ′?(Σ?Σ′?)−1Σ˜KXi |FT1 }
+E{γ′2iF ′2Σ˜′(Σ?Σ′?)−1Σ?KXi |FT1 }+ E{γ′2iF ′2Σ˜′(Σ?Σ′?)−1Σ˜KXi |FT1 }.
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By direct calculations it can be examined that
E
(‖Σ′[(ΣΣ′)−1 − (Σ?Σ′?)−1]ΣF2‖op)
≤ E (‖(ΣΣ′)−1 − (Σ?Σ′?)−1‖op × ‖ΣΣ′‖op × ‖F2‖op)
≤ E (‖(ΣΣ′)−1 − (Σ?Σ′?)−1‖1+ωop )1/(1+ω)
×E
(
‖ΣΣ′‖2(1+ω)/ωop
)ω/(2(1+ω))
E
(
‖F2‖2(1+ω)/ωop
)ω/(2(1+ω))
= O((T 3N)−1/2 + (TN)−1)T 3/2 = O(N−1/2 + T 1/2/N),
and
E
(
‖Σ′?(Σ?Σ′?)−1Σ˜F2‖op
)
≤ E
(
‖(Σ?Σ′?)−1‖1/2op Tr(F ′2Σ˜′Σ˜F2)1/2
)
≤ E (‖(Σ?Σ′?)−1‖op)1/2E (Tr(F ′2Σ˜′Σ˜F2))1/2
= E
(‖(Σ?Σ′?)−1‖op)1/2E (Tr(F ′2F2))1/2O(N−1/2)
= E
(‖(Σ?Σ′?)−1‖op)1/2E (‖F ′2F2‖op)1/2O(N−1/2) = O(N−1/2).
For any g ∈ H with ‖g‖ = 1 (implying |g(x)| ≤ cϕh−1/2 for any x), we have
‖E{F ′2Σ′?(Σ?Σ′?)−1Σ˜τig|FT1 }‖2 ≤ ‖F ′2Σ′?(Σ?Σ′?)−1‖op‖E{Σ˜τig|FT1 }‖2 = OP (‖E{Σ˜τig|FT1 }‖2).
On the other hand, by direct examinations we have
‖Σ˜τig‖22 =
T∑
t,l=1
v¯′tv¯lg(xit)g(xil).
Meanwhile, for any t 6= l, v¯′tg(xit) and v¯lg(xil) are independent conditional on FT1 , and
E{v¯lg(xil)|FT1 } =
1
N
E{vilg(xil)|FT1 }+
1
N
∑
k 6=i
E{vklg(xil)|FT1 } =
1
N
E{vilg(xil)|FT1 }.
The last equality holds because vkl and g(xil) are conditional independent (on FT1 ) for k 6= i and
the former has mean zero. This leads us to that
E{‖Σ˜τig‖22|FT1 } =
T∑
t=1
E{v¯′tv¯tg(xit)2|FT1 }+
∑
t6=l
E{v¯′tv¯lg(xit)g(xil)|FT1 }
=
T∑
t=1
E{v¯′tv¯tg(xit)2|FT1 }+
∑
t6=l
E{v¯′tg(xit)|FT1 }E{v¯lg(xil)|FT1 }
=
T∑
t=1
E{v¯′tv¯tg(xit)2|FT1 }+
1
N2
∑
t6=l
E{v′itg(xit)|FT1 }E{vilg(xil)|FT1 }
= OP
(
T
Nh
+
T 2
N2h
)
.
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Therefore,
‖E{F ′2Σ′?(Σ?Σ′?)−1Σ˜τig|FT1 }‖2 = OP
(√
T
Nh
+
T
N
√
h
)
,
where the OP term is free of g.
Similarly, we can show that
E
(
‖Σ˜′(Σ?Σ′?)−1Σ˜F2‖op
)
≤ E
(
‖Σ˜Σ˜′‖2op
)1/4
E
(‖(Σ?Σ′?)−1‖4op)1/4E (F ′2Σ˜′Σ˜F2)1/2
= O(
√
T/N)O(1/T )O(
√
T/N) = O(1/N). (S.10)
Combining the above, we get that
‖E{γ′2iF ′2(P − P?)KXi |FT1 }‖ = OP
(√
T
Nh
+
T
N
√
h
)
,
where the OP is free of i ∈ [N ]. Proof completed.
Lemma S.3. Suppose that Assumptions A2, A4 and A5 hold. Let ψ satisfy the conditions in
Lemma A.4. Then
sup
‖g‖sup≤1
1√
N
‖
N∑
i=1
ψ(Xi, g)′(P − P?)KXi‖ = OP (1) ,
and
sup
‖g‖sup≤1
1√
N
‖
N∑
i=1
E
(
ψ(Xi, g)′(P − P?)KXi
∣∣FT1 ) ‖ = OP (1) .
Proof of Lemma S.3. For any g, g˜ satisfying ‖g‖sup ≤ 1 and ‖g˜‖ ≤ 1, the former implies that
‖ψ(Xi, g)‖2 ≤ L
√
h/T for each i ∈ [N ], and the latter implies that ‖g˜‖sup ≤ cϕh−1/2, by (A.20)
we have
1√
N
∣∣∣∣ N∑
i=1
ψ(Xi, g)′(P − P?)τig˜
∣∣∣∣ ≤ 1√N
N∑
i=1
‖ψ(Xi, g)‖2‖τig˜‖2‖P − P?‖op = OP (1) ,
and
1√
N
∣∣∣∣ N∑
i=1
E
(
ψ(Xi, g)′(P − P?)τig˜
∣∣FT1 ) ∣∣∣∣ ≤ Lcϕ√NE (‖P − P?‖op∣∣FT1 ) = OP (1).
Proof is completed.
Proof of Lemma A.4. It follows by Lemma S.3 that we only need to consider the process Z?M (g) =
1√
N
∑N
i=1[ψ(Xi, g)′P?KXi − E{ψ(Xi, g)′P?KXi |FT1 }] for g ∈ H where the items in summation are
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independent conditional on FT1 . Let Ki = [K(Xit, Xil)]1≤t,l≤T , a T × T matrix. By Assumption
A4 it follows that Ki ≤ c2ϕh−1TIT . For any g1, g2 ∈ H,
‖(ψ(Xi, g1)− ψ(Xi, g2))′P?KXi‖2
= (ψ(Xi, g1)− ψ(Xi, g2))′P?KiP?(ψ(Xi, g1)− ψ(Xi, g2))
≤ (Lcϕ‖P?‖op‖g1 − g2‖sup)2 = (Lcϕ‖g1 − g2‖sup)2.
The last equation follows by ‖P?‖op = 1 since P? is idempotent. Notice that {Xit : i ∈ [N ], t ∈ [T ]}
are conditional independent given FT1 . It follows by Pinelis (1994, Theorem 3.5) that for any r ≥ 0,
P
(
‖Z?M (g1)− Z?M (g2)‖ ≥ r
∣∣∣∣FT1 ) ≤ 2 exp(− r28L2c2ϕ‖g1 − g2‖2sup
)
.
It follows by Kosorok (2008, Lemma 8.1) that∥∥∥∥‖Z?M (g1)− Z?M (g2)‖∥∥∥∥
FT1 ,ψ2
≤ 5Lcϕ‖g1 − g2‖sup,
where ‖ · ‖FT1 ,ψ2 denotes the Orlicz-norm conditional on F
T
1 with respect to ψ2(s) = exp(s
2)− 1.
This in turn leads to, by Kosorok (2008, Theorem 8.4), that for any δ > 0,∥∥∥∥ sup
g1,g2∈G(p)
‖g1−g2‖sup≤δ
‖Z?M (g1)− Z?M (g2)‖
∥∥∥∥
FT1 ,ψ2
≤ C
[∫ δ
0
ψ−12 (D(ε,G(p), ‖ · ‖sup)) dε+ δψ−12
(
D(δ,G(p), ‖ · ‖sup)2
)]
= CJ(p, δ),
where C > 0 is a constant depending on L, cϕ only. Then we have∥∥∥∥ sup
g∈G(p)
‖g‖sup≤δ
‖Z?M (g)‖
∥∥∥∥
FT1 ,ψ2
≤ CJ(p, δ).
It follows again from Kosorok (2008, Lemma 8.1) that for all δ > 0, r > 0,
P
 sup
g∈G(p)
‖g‖sup≤δ
‖Z?M (g)‖ ≥ r
∣∣∣∣FT1
 ≤ 2 exp(− r2
C2J(p, δ)2
)
. (S.11)
Let QN = log(N
1/2J(p, 1))− 1. It follows from the proof of (S.7) that
P
(
sup
g∈G(p)
√
N‖Z?M (g)‖√
NJ(p, ‖g‖sup) + 1
≥ C
√
18 log(QN )
∣∣∣∣FT1
)
≤ 2(QN + 2) exp
(
−18C
2 log(QN )
C2 exp(2)
)
≤ 2(QN + 2)
Q2N
. (S.12)
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Taking expectation on both sides of (S.12), we get that
P
(
sup
g∈G(p)
√
N‖Z?M (g)‖√
NJ(p, ‖g‖sup) + 1
≥ C
√
18 log(QN )
)
= o(1), as N →∞.
This shows that, with probability approaching one,
sup
g∈G(p)
√
N‖Z?M (g)‖√
NJ(p, ‖g‖sup) + 1
≤ C
√
18 log(QN ).
Since ‖g‖sup ≤ 1 for any g ∈ G and J(p, δ) is increasing in δ, the above inequality implies that,
with probability approaching one,
sup
g∈G(p)
‖Z?M (g)‖ ≤ C
√
18 log(QN )(J(p, 1) +N
−1/2).
Combining with Lemma S.3, we get that
sup
g∈G(p)
‖ZM (g)‖ ≤ sup
g∈G(p)
‖ZM (g)− Z?M (g)‖+ sup
g∈G(p)
‖Z?M (g)‖
= OP
(
1 +
√
log log (NJ(p, 1))(J(p, 1) +N−1/2)
)
.
Proof completed.
Proof of Lemma A.5. By (2.5), we have e′i = 
′
i −∆i, v¯ = ′i −∆i(X¯ − Γ¯′1F ′1 − Γ¯′2F ′2) and
(Yi − τigη)′PKXi = [τi(g0 − gη) + Σ′βi + ei]′PKXi
= [τi(g0 − gη) + ei]′PKXi
= [τi(g0 − gη) + i + F2Γ¯2∆′i]′PKXi . (S.13)
By the definition of gη in the proof Theorem 4.1 and (S.13), we get that
SM,η(gη) = SM,η(gη)− S?M,η(gη) = T1 + T2 − T3 +Wηgη − E(Wηgη|FT1 ) = T1 + T2 − T3, (S.14)
where
T1 =
1
NT
N∑
i=1
[′iPKXi − E(′iPKXi |FT1 )],
T2 =
1
NT
N∑
i=1
[∆iF
′
2PKXi − E(∆iF ′2PKXi |FT1 )],
T3 = κ(gη − g0).
Recall that κ is defined in the proof of Theorem 4.1. It is worthwhile to mention that the terms
Wηgη and E(Wηgη|FT1 ) cancel each other in (S.14) thanks to Wηgη ∈ FT1 . Next, we will bound
T1, T2, T3 respectively.
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First of all, by (A.23) and (A.24), it yields that
‖T3‖ = oP (1)‖gη − g0‖ = oP ( 1√
NTh
+
1
N
√
h
+
√
η). (S.15)
Secondly, the independence of i and Xi, F1, F2 tells us that
T1 =
1
NT
N∑
i=1
′iPKXi .
Again by the independence assumption and direct calculations, we have
E(‖T1‖2|FT1 ) =
1
N2T 2
N∑
i=1
E(′iP < KXi ,KXi > P
′i|FT1 )
=
1
N2T 2
N∑
i=1
E(′iPKiP
′i|FT1 )
=
1
N2T 2
N∑
i=1
Tr(E(PKiP
′i′i)|FT1 )
=
σ2
NT 2
E{Tr(PKiP ′)|FT1 }
≤ σ
2

NT 2
E{Tr(Ki)|FT1 }
= OP (
1
NTh
),
where we are using the facts that Ki = [K(Xit, Xil)]1≤t,l≤T and Tr(Ki) ≤ Tc2ϕh−1 derived from
(A.19). So it follows
‖T1‖ = OP ( 1√
NTh
) (S.16)
Lastly, we will handle T2 as follows. Since F
′
2P? = 0 (see Section A.3), it follows that
T2 =
1
NT
N∑
i=1
[∆iF
′
2(P − P?)KXi − E(∆iF ′2PKXi |FT1 )].
By the proof and notation in Lemma A.3, it can be shown that
P? − P
= Σ′
(
(ΣΣ′)−1 − (Σ?Σ′?)−1
)
Σ + Σ′?(Σ?Σ
′
?)
−1Σ˜ + Σ˜′(Σ?Σ′?)
−1Σ? + Σ˜′(Σ?Σ′?)
−1Σ˜.
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Consequently, T2 has following decomposition:
T2
=
1
NT
N∑
i=1
[∆iF
′
2(Σ
′ ((ΣΣ′)−1 − (Σ?Σ′?)−1)Σ)KXi − E(∆iF ′2(Σ′ ((ΣΣ′)−1 − (Σ?Σ′?)−1)Σ)KXi |FT1 )]
+
1
NT
N∑
i=1
[∆iF
′
2Σ
′
?(Σ?Σ
′
?)
−1Σ˜KXi − E(∆iF ′2Σ′?(Σ?Σ′?)−1Σ˜KXi |FT1 )]
+
1
NT
N∑
i=1
[∆iF
′
2Σ˜
′(Σ?Σ′?)
−1Σ?KXi − E(∆iF ′2Σ˜′(Σ?Σ′?)−1Σ?KXi |FT1 )]
+
1
NT
N∑
i=1
[∆iF
′
2Σ˜
′(Σ?Σ′?)
−1Σ˜KXi − E(∆iF ′2Σ˜′(Σ?Σ′?)−1Σ˜KXi |FT1 )]
≡ T21 + T22 + T23 + T24.
The rest of the proof proceeds to bound the terms T2i, i = 1, 2, 3, 4. By (S.9) in the proof of
Lemma A.3, we obtain the following:
E(‖F ′2Σ′
(
(ΣΣ′)−1 − (Σ?Σ′?)−1
)
Σ‖op) = O(N−1/2 + T 1/2/N),
E(‖F ′2Σ˜′(Σ?Σ′?)−1Σ?‖op) = O(N−1/2),
E(‖F ′2Σ˜′(Σ?Σ′?)−1Σ˜‖op) = O(1/N).
Therefore, it follows that
‖E( 1
NT
N∑
i=1
∆iF
′
2Σ
′ ((ΣΣ′)−1 − (Σ?Σ′?)−1))ΣKXi |FT1 )‖
≤ 1
NT
N∑
i=1
E(‖∆iF ′2Σ′
(
(ΣΣ′)−1 − (Σ?Σ′?)−1)
)
ΣKXi‖|FT1 )
≤ 1
NT
N∑
i=1
‖∆i‖2E
‖F ′2Σ′ ((ΣΣ′)−1 − (Σ?Σ′?)−1))Σ‖op
√√√√ T∑
t=1
‖KXit‖2|FT1

≤ 1
NT
N∑
i=1
‖∆i‖2E
(
‖F ′2Σ′
(
(ΣΣ′)−1 − (Σ?Σ′?)−1)
)
Σ‖op
√
Tc2ϕh
−1|FT1
)
≤ 1√
T
sup
1≤i≤N
‖∆i‖2
√
c2ϕh
−1E(‖F ′Σ′ ((ΣΣ′)−1 − (Σ?Σ′?)−1)Σ‖op|FT1 )
= OP (
1√
NTh
+
1
N
√
h
).
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As a consequence, ‖T21‖ = OP ((NTh)−1/2 +N−1h−1/2). Similarly,
E{‖E( 1
NT
N∑
i=1
∆iF
′
2Σ˜
′(Σ?Σ′?)
−1Σ?KXi |FT1 )‖} = OP (
1√
NTh
),
E{‖E( 1
NT
N∑
i=1
∆iF
′
2Σ˜
′(Σ?Σ′?)
−1Σ˜KXi |FT1 )‖} = OP (
1
N
√
Th
).
So it follows that ‖T23‖ = OP ((NTh)−1/2) and ‖T24‖ = OP (N−1(Th)−1/2). Finally, we will handle
T22. Let W = F
′
2Σ
′
?(Σ?Σ
′
?)
−1. It can be easily seen from (S.10) that W ∈ FT1 and ‖W‖op = OP (1).
To bound T22, notice
Σ˜KXi =
(
0q1×T∑T
t=1 v¯tKXit
)
=

0q1×T∑T
t=1 v¯t1KXit∑T
t=1 v¯t2KXit
· · ·∑T
t=1 v¯tdKXit
 ,
where v¯ti is the ith element of vector v¯t. By direct calculations, it follows that
‖T22‖ = ‖ 1
NT
N∑
i=1
{∆iW Σ˜KXi − E(∆iW Σ˜KXi |FT1 )}‖
≤ 1
NT
N∑
i=1
‖∆iW Σ˜KXi − E(∆iW Σ˜KXi |FT1 )‖
≤ 1
NT
N∑
i=1
‖∆i‖2‖W‖op
√√√√ d∑
l=1
‖
T∑
t=1
(
v¯tlKXit − E(v¯tlKXit |FT1 )
) ‖2. (S.17)
By (S.17), it suffices to find the rate of
1
NT
N∑
i=1
√√√√ d∑
l=1
‖
T∑
t=1
(
v¯tlKXit − E(v¯tlKXit |FT1 )
) ‖2. (S.18)
Because d is finite and fixed, to simplify our technical arguments, assume d = 1 without loss of
generality. Direct examinations give the following decomposition:
‖
T∑
t=1
(
v¯tlKXit − E(v¯tlKXit |FT1 )
) ‖2
=
1
N2
‖
T∑
t=1
N∑
j=1
(
vjtlKXit − E(vjtlKXit |FT1 )
) ‖2
=
2
N2
‖
T∑
t=1
N∑
j 6=i
(
vjtlKXit − E(vjtlKXit |FT1 )
) ‖2 + 2
N2
‖
T∑
t=1
(
vitlKXit − E(vitlKXit |FT1 )
) ‖2
≡ T221 + T222.
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When i 6= j, vjtl is independent of Xit,FT1 , so it follows that
E{‖
T∑
t=1
∑
j 6=i
(
vjtlKXit − E(vjtlKXit |FT1 )
) ‖2|FT1 }
= E{‖
T∑
t=1
∑
j 6=i
vjtlKXit‖2|FT1 }
= E{
T∑
t,t′=1
∑
j,j′ 6=i
vjtlvj′t′lK(Xit, Xit′)|FT1 }
=
T∑
t=1
∑
j 6=i
E(v2jtl)E(K(Xit, Xit)}|FT1 )
≤ NTE(v211l)c2ϕh−1,
As a consequence, T221 = OP (T (Nh)
−1). To deal with T222, by Cauchy inequality, it yields that
E{‖
T∑
t=1
(vitlKXit)‖2|FT1 } ≤ E{
T∑
t=1
v2itl
T∑
t=1
‖KXit‖2|FT1 }
≤ E(
T∑
t=1
v2itl)Tc
2
ϕh
−1
= E(v211l)T
2cϕh
−1,
which further implies T222 = OP (T
2(N2h)−1). By Jensen’s inequality and d = 1, it follows that
(S.18) = E
 1
NT
N∑
i=1
√√√√‖ T∑
t=1
(
v¯tlKXit − E(v¯tlKXit |FT1 )
) ‖2|FT1

≤ 1
NT
N∑
i=1
√√√√E(‖ T∑
t=1
(
v¯tlKXit − E(v¯tlKXit |FT1 )
) ‖2|FT1
)
≤
√
2c2ϕE(v
2
11l)(
1
NTh
+
1
N2h
)
= OP (
1√
NTh
+
1
N
√
h
). (S.19)
Combining (S.17) and (S.19), it follows that ‖T22‖ = OP ((NTh)−1/2 + (Nh1/2)−1). As a conse-
quence, we have
‖T2‖ = OP ( 1√
NTh
+
1
N
√
h
). (S.20)
Combining (S.15), (S.16) and (S.20), it yields that
‖SM,η(gη)‖ = OP ( 1√
NTh
+
1
N
√
h
) + oP (
√
η).
Proof completed.
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Next we will prove Lemmas A.6, A.7 and A.8. For this purpose, let us introduce a set of
notation. Define VNT?, ANT?, VNTm?, ANTm?, HNTm? as follows,
VNT? =
1
NT
N∑
i=1
KXi(x0)
′P?KXi(x0), ANT? = V
−1/2
NT? ,
VNTm? =
1
NT
N∑
i=1
φ′mΦ
′
iP?Φiφm, ANTm? = V
−1/2
NTm?, HNTm? =
1
NT
N∑
i=1
Φ′iP?Φi.
Proof of Lemma A.6. Define
Qi? = E(
Φ′iP?Φi
T
|FT1 ), Q¯? =
1
N
N∑
i=1
Qi?, Qi = E(
Φ′iPΦi
T
|FT1 ), Q¯ =
1
N
N∑
i=1
Qi = Im.
Notice that, conditioning on FT1 , Φi are independent. Hence, by Chebyshev’s inequality, it
follows that
P (‖HNTm? − Q¯?‖F > |FT1 ) = P (‖
1
N
N∑
i=1
(
Φ′iP?Φi
T
−Qi?)‖F > |FT1 )
≤ 1
2N2
E{Tr
(
[
N∑
i=1
(
Φ′iP?Φi
T
−Qi?)]2
)
|FT1 }
=
1
2N2
N∑
i=1
Tr{E
(
[
Φ′iP?Φi
T
−Qi?]2
)
|FT1 }
=
1
2N2
N∑
i=1
E
(
‖Φ
′
iP?Φi
T
−Qi?‖2F |FT1
)
≤ 1
2N2
N∑
i=1
E
(
‖Φ
′
iP?Φi
T
‖2F |FT1
)
≤ 1
2N2T 2
N∑
i=1
E
(‖Φi‖4F |FT1 )
≤ m
2(cϕ + 1)
4
2N
.
As a consequence, it follows that,
P (‖HNTm? − Q¯?‖F > m(cϕ + 1)
2
√
N
|FT1 ) ≤
1
2
.
By taking expectation on both sides, we have
P (‖HNTm? − Q¯?‖F > m(cϕ + 1)
2
√
N
) ≤ 1
2
.
Since cϕ = OP (1), we obtain
‖HNTm? − Q¯?‖F = OP (mN−1/2). (S.21)
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By Lemma A.3, we have
E(‖HNTm −HNTm?‖F |FT1 ) ≤
1
NT
N∑
i=1
E(‖Φ′i(P − P?)Φi‖F |FT1 )
≤ 1
NT
N∑
i=1
E(‖(P − P?)‖op‖Φi‖2F |FT1 )
≤ 1
NT
N∑
i=1
mTc2ϕE(‖(P − P?)‖op|FT1 )
= OP (
m√
N
). (S.22)
Again by Lemma A.3 and similar calculations, it follows that
‖Q¯− Q¯?‖F = ‖E( 1
NT
N∑
i=1
Φ′i(P − P?)Φi|FT1 )‖F
≤ 1
NT
N∑
i=1
E(‖Φ′i(P − P?)Φi‖F |FT1 )
= OP (
m√
N
). (S.23)
Combining (S.21), (S.22) and (S.23), it yields that
‖HNTm − Im‖F = ‖HNTm − Q¯‖F = OP ( m√
N
) = oP (1).
To the end of the proof, we quantify the minimal and maximal eigenvalues of HNTm as follows.
λmin(HNTm) = min‖u‖2=1
u′HNTmu
≥ min
‖u‖2=1
u′Imu− min‖u‖2=1 |u
′(HNTm − Im)u|
= 1− ‖HNTm − Im‖op
= 1 + oP (1),
and
λmax(HNTm) = max‖u‖2=1
u′HNTmu
≤ max
‖u‖2=1
u′Imu+ max‖u‖2=1
|u′(HNTm − Im)u|
= 1 + ‖HNTm − Im‖op
= 1 + oP (1),
where have used the trivial inequality ‖HNTm−Im‖op ≤ ‖HNTm−Im‖F = oP (1). Proof completed.
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Proof of Lemma A.7. By Lemma A.6, we find a lower bound for VNTm and an upper bound for
ANTm as follows:
VNTm = φ
′
mHNTmφm ≥ λmin(HNTm)‖φm‖22 ≥ λmin(HNTm)C,
ANTm = V
−1/2
NTm ≤ λ−1/2min (HNTm)‖φ′m‖−12 = OP (1)(
m∑
ν=1
ϕ2ν(x0)
(1 + ηρν)2
)−1/2 = OP (1). (S.24)
Define Li(x0) = KXi(x0)− Φiφm. Then it follows that
E(‖Li‖22|FT1 ) ≤ Tc4ϕ(
∞∑
ν=m+1
1
1 + ηρν
)2 ≡ Tc4ϕD2m.
Directly calculation shows that
|VNT − VNTm| ≤ | 2
NT
N∑
i=1
L′iPKXi |+ |
1
NT
N∑
i=1
L′iPLi| ≡ 2|T1|+ |T2|. (S.25)
Let Rx0(·) =
∑∞
ν=m+1
ϕν(x0)ϕν(·)
1+ηρν
. Notice Li = τiRx0 and E(T1|FT1 ) = V (Kx0 , Rx0). Similar to
the proof of Lemma A.6, we can show that
E(|T1 − V (Kx0 , Rx0)||FT1 ) = OP (
Dm√
Nh
).
Meanwhile we have the following
V (Kx0 , Rx0) =
∞∑
ν=m+1
ϕ2ν(x0)
(1 + ηρν)2
≤ c2ϕDm.
As a consequence, it follows that |T1| = OP (Dm).
A bound for T2 is given by the following inequality,
E(|T2||FT1 ) ≤
1
NT
N∑
i=1
E(‖Li‖22|FT1 ) = OP (D2m).
So (S.25) becomes VNT − VNTm = OP (Dm) = oP (1). Hence ANT = ANTm + oP (1) = OP (1),
where last equality is from (S.24). Proof completed.
Proof of Lemma A.8. The proof of this lemma is based on Lyapunov C.L.T. Let ci = ANTmPΦiφm/(NT ).
We have
√
NTANTm(
1
NT
N∑
i=1
φ′mΦ
′
iPi) =
N∑
i=1
√
NTc′ii.
Since ci ∈ DT1 and i is independent of DT1 , it follows that
E[(
N∑
i=1
√
NTc′ii)
2||DT1 ] = NTσ2
N∑
i=1
c′ici
= NTσ2A
2
NTm
1
N2T 2
N∑
i=1
φ′mΦ
′
iPΦiφm
= σ2 .
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Let cit be the tth element of ci. By direct examinations, it follows that
N∑
i=1
E[(
√
NTc′ii)
4||DT1 ] = N2T 2
N∑
i=1
T∑
t=1
c4itE(
4
it)
+3N2T 2
N∑
i=1
T∑
t=1
∑
t′ 6=t
c2itc
2
it′E(
2
it
2
it′). (S.26)
Next we are going to find a bound for cit. By direct calculation, we have
|cit| = |ANTm 1
NT
pt·Φiφm|
≤ ‖ANTmφm‖2‖ 1
NT
T∑
s=1
ptsΦi,s·‖2
≤ λ−1/2min (HNTm)
1
NT
‖
T∑
s=1
ptsΦi,s·‖2,
where pt· is the tth row of P , pts is the (t, s)th element of P and Φi,s· is the sth row of Φi.
Meanwhile, pts = δts − Z ′s(ΣΣ′)−1Zt, hence
‖
T∑
s=1
ptsΦi,s·‖2 = ‖Φi,t· − 1
T
Z ′t(
ΣΣ′
T
)−1
T∑
s=1
ZsΦi,s·‖2
≤ ‖Φi,t·‖2 + ‖Zt‖2‖(ΣΣ
′
T
)−1‖op
√√√√ 1
T
T∑
s=1
‖Zs‖22
√√√√ 1
T
T∑
s=1
‖Φi,s·‖22
≤
√
mc2ϕ + ‖Zt‖2‖(
ΣΣ′
T
)−1‖op
√√√√ 1
T
T∑
s=1
‖Zs‖22
√
mc2ϕ
≤
√
mc2ϕ(1 + b‖Zt‖2),
where b = ‖(ΣΣ′T )−1‖op
√
1
T
∑T
s=1 ‖Zs‖22 = OP (1) by Assumption A5. So |cit| ≤ a(1 + b‖Zt‖2),
where a = λ
−1/2
min (HNTm)
1
NT
√
mc2ϕ. By Lemma A.6, we have
N∑
i=1
T∑
t=1
c4it ≤
N∑
i=1
T∑
t=1
8a4(1 + b4‖Zt‖42) = OP (
m2
N3T 3
), (S.27)
and
N∑
i=1
T∑
t=1
∑
t′ 6=t
c2itc
2
it′ ≤
N∑
i=1
√√√√ T∑
t=1
∑
t′ 6=t
c4it
√√√√ T∑
t=1
∑
t′ 6=t
c4it′
≤ T
N∑
i=1
T∑
t=1
c4it
= OP (
m2
N3T 2
). (S.28)
Zhao et al./Panel Data Models with KRR 22
Combining (S.26), (S.27) and (S.28), we have
∑N
i=1E[(
√
NTc′ii)
4||DT1 ] = OP (m2/N). And by
Lyapunov C.L.T, the result follows. Proof completed.
