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Abstract
Identifying codes were deﬁned to model fault diagnosis in multiprocessor systems. They are also used for the design of indoor
detection systems based on wireless sensor networks. When designing such systems, one is usually interested in ﬁnding a network
structure which minimizes the cardinality of such a code. Given a graph G on n vertices, it is easy to see that the minimum
cardinality of an identifying code of G is at least log2(n + 1). In this paper, we provide a construction of all the optimal graphs
for the identiﬁcation of vertices, that is to say graphs on n vertices having an identifying code of cardinality log2(n+ 1). We also
compute various parameters of these graphs.
© 2006 Elsevier B.V. All rights reserved.
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1. Identifying codes
1.1. Deﬁnition
Identifying codeswere deﬁned in [5] tomodel fault diagnosis inmultiprocessor systems. LetG=(V ,E) be a simple,
non-oriented graph. For a vertex v ∈ V , let us denote N [v] to be the closed neighbourhood of v: N [v] = N(v) ∪ {v}.
Let C ⊆ V be a subset of vertices of G, and for all vertex v ∈ V , let us denote
I (v, C) := N [v] ∩ C.
If all the I (v, C)’s are nonempty then C is a dominating set (or a covering code) of G; if moreover the I (v, C)’s are
all distinct then we say that C is an identifying code of G. The set I (v, C) is called the identifying set of the vertex v.
A simple example is provided in Fig. 1.
There are other very interesting models for fault diagnosis in multiprocessor systems, including the identiﬁcation of
more than 1 vertex (see [4,7] for instance). See [10] for an online up-to-date complete bibliography on the subject.
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Fig. 1. Let C = {b, c, f, g, h}. Then we have I (a, C) = {b, f }, I (b, C) = {b, c, f, g}, I (c, C) = {b, c, g, h}, I (d, C) = {c, h}, I (e, C) = {f },
I (f, C) = {b, f, g}, I (g, C) = {b, c, f, g, h}, and I (h, C) = {c, g, h}. All these sets being distinct and nonempty, then C is an identifying code of
the graph.
1.2. Basic facts about identifying codes
Given a graph G = (V ,E), C = V is trivially always a dominating set of G. However, not every graph admits an
identifying code. It is easy to see that a graph admits an identifying code if and only if for every pair of vertices u = v
we have N [u] = N [v]. Indeed, if this condition is satisﬁed then C =V clearly does the job, and if there exist 2 vertices
u = v such that N [u] = N [v] then N [u] ∩ C = N [v] ∩ C for all C, which prevents G from admitting an identifying
code. In the case where G admits an identifying code, then C = V is always an identifying code of G, hence we are
usually interested in ﬁnding an identifying code of G of minimum cardinality.
Given a graph G admitting an identifying code, let M(G) (resp. (G)) denote the minimum cardinality of an
identifying code of G (resp. the minimum cardinality of a dominating set of G).
We recall that a subset of verticesC ⊆ V is said to be a minimal identifying code of G (resp. a minimal dominating set
of G) if there does not exist any C′ ⊂ C, C′ = C, such that C′ is an identifying code of G (resp. C′ is a dominating set
of G). We denote M˜(G) (resp. ˜(G)) the maximum cardinality of a minimal identifying code of G (resp. the maximum
cardinality of a minimal dominating set of G).
Given a graph G admitting an identifying code, the optimization problem of the computation of M(G) is NP-hard
[2]. In [8], they consider the following greedy algorithm to construct identifying codes:
Algorithm ID-CODE.
(1) set C = V (G);
(2) while there exists v ∈ C such that C\{v} is an identifying code of G do C ← C\{v}.
Various aspects of this algorithm were studied, including computer experiments [8] and a real-time simulation in a
testbed [9]. In these papers, this algorithm was used to get a location detection scheme in a wireless sensor environment.
Let C be an identifying code of a graph on n vertices. Since the I (v, C)’s are distinct nonempty subsets of C, then
we have n2|C| − 1, which is equivalent to
|C|log2 (n + 1). (1)
In [1] it was shown that this bound—established in [5]—was tight, in the sense that for all n1 there exists a graph
Gn on n vertices having an identifying code of cardinality log2(n+ 1) (examples of such graphs were already given
in [5]).
1.3. Outline of the paper
In this paper, we determine all the network structures which minimize the cardinality of an identifying code. In other
words, we determine all the graphs satisfying (1) with equality, which we call optimal graphs. In the next section we
describe the construction of all optimal graphs. In Section 3, we address the problem of minimizing the number of
edges of an optimal graph, which turns out to be related to the one of maximizing the number of edges of a graph
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admitting an identifying code. We also investigate the computation of (G), ˜(G) and M˜(G) for an optimal graph G.
This is done in Section 4. The last section is dedicated to some questions arising from and related to this work.
2. Obtaining all the optimal graphs
Let n1 and let p = log2 (n+ 1). Let H be a graph on p vertices x1, . . . , xp admitting an identifying code. From
H we construct a graph G(H), on n vertices, admitting C := {x1, . . . , xp} as an identifying code, that is to say G(H)
is an optimal graph. We obtain G(H) by the following construction:
(1) To each vertex xj of H we associate the characteristic vector of I (xj , C): it is a 0–1 vector v(xj ) such that v(xj )i=1
if and only if xi ∈ N [xj ]. LetV := {v(xj ) | j = 1, . . . , p}. Since H admits an identifying code, thenV contains
exactly p vectors, and does not contain the vector (0, 0, . . . , 0).
(2) LetW be any (n − p)-element subset of {0, 1}p\(V ∪ {(0, 0, . . . , 0)}). For all w ∈W, let us add a vertex yw to
G(H) such that
N(yw) = {xi |wi = 1}.
The vertex yw is such that w is the characteristic vector of I (yw, C) (see Fig. 2).
(3) We can add edges between vertices of the form yw, w ∈ W, which does not change the fact that I (yw, C) =
{xi |wi = 1} for all w ∈W. Indeed, recall that I (y, C) is the intersection of C with the closed neighbourhood of
y: adding vertices which are not in C to the neighbourhood of y does not change I (y, C).
We now prove that this construction is universal, in the sense that every optimal graph can be realized as a G(H)
with the above construction.
Theorem 1. Let n1 and let H be a graph on p := log2 (n+1) vertices admitting an identifying code. LetG(H) be
a graph obtained with the construction described above. Then G(H) is an optimal graph, i.e. it admits an identifying
code of cardinality log2 (n + 1).
Moreover, let G be an optimal graph. Then G can be realized as a G(H) with the construction described above, by
taking H = G[C] the subgraph of G induced by C.
Proof. By construction, all the vertices of G(H) have distinct and non-empty identifying sets, hence G(H) is an
optimal graph. Now, let G be a graph on n vertices admitting an identifying code C of cardinality p := log2 (n+ 1).
Since C is an identifying code of G, then H := G[C] admits an identifying code. To see this, it sufﬁces to notice that
the closed neighbourhood (in H) of any vertex x of H is equal to I (x, C). LetW′ be the set of characteristic vectors of
vertices in V (G)\C. By taking H =G[C] andW=W′ in the second step of the construction described above, we get
a graph G(H) which differs from G only by edges between vertices of V (G)\C. We can obtain G(H) = G by adding
these edges in the third step of the construction, which terminates the realization of G as a G(H). 
In the next section we study some properties of optimal graphs.
Fig. 2. Construction of an optimal graph G(H) on 7 vertices from H equals to the path on 3 vertices. The vertices of G(H) are labelled by the
characteristic vectors of their identifying sets.
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3. Properties of optimal graphs
3.1. Minimizing the number of edges
We address here the problem of minimizing the number of edges of an optimal graph. This problem has a practical
interest if we assume that the connections between processors of a multiprocessor system have a cost that we also
desire to minimize.
In this section let p1 and n = 2p − 1. We know from Theorem 1 that all the optimal graphs on n vertices can
be obtained as G(H)’s by the construction described in the previous section. Obviously, if our aim is to minimize the
number of edges of G(H), then we will not add superﬂuous edges at the third step of the construction.
From now, let us assume that G(H) is an optimal graph obtained without adding edges at the third step of the con-
struction. Then, the number of edges ofG(H) depends only on the graph H chosen at the beginning of the construction:
Lemma 1. LetH be a graph on p vertices andm edges admitting an identifying code, and letG(H) be the optimal graph
on 2p −1 vertices obtained without adding edges at the third step of the construction. ThenG(H) has p ·2p−1 −p−m
edges.
Proof. For every vertex xi of H let i denote the cardinality of the identifying set of xi . For all i = 1, . . . , p we
have i = deg(xi) + 1, where deg(xi) denotes the degree of xi . Since G(H) has 2p − 1 vertices and we do not add
edges at the third step of the construction, then the number of edges of G(H) is
∑p
j=1 j ·
(
p
j
)
−∑pi=1 i + m. Since∑p
i=1 i =
∑p
i=1 (deg(xi) + 1) = 2m + p, then G(H) has
p∑
j=1
j ·
(
p
j
)
− p − m = p · 2p−1 − p − m
edges. 
Hence, to minimize the number of edges of an optimal graph G(H), we have to maximize the number of edges of
H. It is easy to see the following:
Proposition 1. Let mmax(n) be the greatest m such that there exists a graph on n vertices and m edges admitting an
identifying code. Then we have
mmax(n) =
(n
2
)
−
⌊n
2
⌋
.
Proof. We ﬁrst show that mmax(n)
(
n
2
)− ⌊n2⌋. Let G be a graph on n vertices and m> (n2 )− ⌊n2⌋ edges. Since there
is at most 1 vertex v ∈ V (G) such that N [v] = V (G), then there is at most 1 vertex of degree n − 1 and at least n − 1
vertices of degree at most n − 2 in G. This leads to
m = 1
2
∑
v∈V (G)
d(v) n(n − 1)
2
− n − 1
2
.
As m is integral, we actually have
m n(n − 1)
2
−
⌈
n − 1
2
⌉
,
which contradicts the choice of m. Hence mmax(n)
(
n
2
)− ⌊n2⌋.
Now it remains to show that G∗n = Kn − M∗n admits an identifying code, with M∗n a maximum matching of the
complete graph Kn. This is easy since for all u = v we have N [u] = N [v] in G∗n. Indeed, this is clear if u and v are
such that uv ∈ M∗n , else without loss of generality we can assume that there exists u′ such that uu′ ∈ M∗n . In this case
we have u′ ∈ N [v] but u′ /∈N [u], hence N [u] = N [v]. 
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Putting Lemma 1 and Proposition 1 together, we get
Theorem 2. Let p1. Then the minimum number of edges of an optimal graph G on 2p − 1 vertices is equal to
p · 2p−1 − p −
(p
2
)
+
⌊p
2
⌋
.
3.2. Domination number of optimal graphs
Proposition 2. Let H be a graph on p vertices admitting an identifying code and let G(H) be the optimal graph on
2p − 1 vertices obtained without adding edges at the third step of the construction. If H has at least 2 isolated vertices
then we have
(G(H)) = p − 1,
else we have
(G(H)) = p.
Proof. Let x1, . . . , xp be the vertices of H and let G(H) be the optimal graph on 2p − 1 vertices obtained without
adding edges at the third step of the construction. Recall that C is a minimum identifying code of G(H), hence it is in
particular a dominating set of G(H), thus
(G(H))p. (2)
If H has at least 2 isolated vertices xi and xj , then let yi,j be the vertex of V (G(H))\C such thatN(yi,j )={xi, xj }—we
know that yi,j exists since G(H) has 2p − 1 vertices. It is clear that
{x1, . . . , xp} ∪ {yi,j }\{xi, xj }
is a dominating set of G(H), hence
If H has at least 2 isolated vertices, then (G(H))p − 1. (3)
Now, let D be a dominating set of G(H). Let k be the cardinality of the vertex set
A := {x1, . . . , xp}\D
and let
B := {x1, . . . , xp}\A.
We have B ⊆ D and A∩D = ∅. If k = 0, then |D|p, which implies (G(H))= p by (2). In this case, H has at most
1 isolated vertex by (3).
Assume now that k1. If there exists a vertex a0 ∈ A neighbour of a vertex b0 ∈ B, then
{a ∈ A | I (a, C) ⊆ A}
contains at most k − 1 vertices (since at least a0 is such that I (a, C)A). As G(H) has 2p − 1 vertices, then there
is at least 2k − 1 − (k − 1) vertices of V (G(H))\C having their identifying set included in A. These vertices belong
necessarily to D, hence
|D|2k − 1 − (k − 1) + (p − k) = 2k + p − 2k,
which is greater or equal to p for all k1. In this case we have (G(H)) = p, and H has at most 1 isolated vertex, by
(2) and (3).
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If there are no edges between A and B, then
{a ∈ A | I (a) ⊆ A}
contains at most k vertices, and there are at least 2k −1−k vertices of V (G(H))\C having their identifying set included
in A. These vertices belong necessarily to D, hence
|D|2k − 1 − k + (p − k) = 2k + p − 1 − 2k.
If k = 1, 2, then this quantity is greater or equal to p, and we then have (G(H)) = p and H has at most 1 isolated
vertex by (2) and (3).
If k = 1, then A = {a}, and we need at least 1 vertex of V (G(H))\C to cover a with D, hence |D|p − 1 + 1 = p,
which implies (G(H)) = p and H has at most 1 isolated vertex by (2) and (3).
Finally, if k = 2, then A = {a1, a2}, and a1a2 /∈E(H) (else H has no identifying code): H has at least 2 isolated
vertices. Then, we need at least 1 vertex of V (G(H))\C to cover a1 and a2 with D, hence |D|p − 2 + 1 = p − 1,
which implies (G(H)) = p − 1 by (3). 
Since an identifying code is a dominating set, we know thatM(G)(G) for every graphG. The previous proposition
shows that equality can hold in this inequality.
3.3. Minimal versus minimum identifying codes
The next proposition shows that the gap between M˜(G) and M(G) can be arbitrarily large.
Proposition 3. Let H be a graph on p3 vertices admitting an identifying code and let G(H) be the graph on 2p − 1
vertices obtained without adding edges at the third step of the construction. Then we have
lim
p→∞
M˜(G(H))
M(G(H))
= +∞.
Proof. Let C = V (H) = {x1, . . . , xp}. C is an identifying code of G(H) of cardinality p. It is easy to see that
C′ := V (G(H))\C is a minimal identifying code of G(H). Indeed, C′ covers all the vertices of {x1, . . . , xp} since the
number of vertices y of G(H) such that xi ∈ N [y] is equal to 2p−1 for any xi , and 2p−1 is greater than p for all p3.
For any pair of distinct vertices xi and xj , i = j , the number of vertices y of G(H) such that
xi ∈ N [y] and xj /∈N [y]
or
xi /∈N [y] and xj ∈ N [y]
is equal to 2p−2 + 2p−2 = 2p−1 (since G(H) is the optimal graph on 2p − 1 vertices). Since p3, then 2p−1 >p, and
there is at least one of these 2p−1 vertices which belongs to C′, hence xi and xj have distinct identifying sets.
Similarly, a vertex xi and a vertex y′ of C′ have distinct identifying sets. We can check this in the case p = 3 by an
exhaustive search. For p4, the number of vertices y = y′ of G(H) such that xi ∈ N [y] is 2p−1 − 1, which is greater
than p for p4, hence there exists y ∈ C′, y = y′, such that xi ∈ N [y]. Since G(H) is a graph obtained without
adding edges at the third step of the construction, then there is no edge between y and y′, hence xi and y′ have distinct
identifying sets. For the same reason y and y′ have necessarily distinct identifying sets for all y, y′ ∈ C′.
Since C′ = 2p − p − 1, then we have M˜(G(H))2p − p − 1, hence
M˜(G(H))
M(G(H))
→ +∞. 
A consequence of Proposition 3 is that the algorithm ID-CODE, deﬁned in [8] and recalled in the introduction of this
paper, has no constant performance guarantee.
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Fig. 3. Case where an optimal graph on n = 2p − 1 vertices is obtained as a G(H) with an H not having the greatest number of edges: G(H1) has 3
edges versus 2 for G(H2), while H1 has 2 edges and H2 has none.
Corollary 1. The algorithm ID-CODE has no constant performance guarantee.
Proof. Consider an optimal graph G(H) and an identifying code C∗ of G(H) such that
|C∗| = M˜(G(H))
Now consider an application of ID-CODE, which starts with C = V (G(H)) and proposes to remove only vertices of
V \C∗ from C. At each step the algorithm removes 1 vertex of V \C∗ from C, and, by deﬁnition of C∗, the algorithm
ends on C = C∗. We conclude by Proposition 3. 
Actually ID-CODE has no performance guarantee better than O(n/ log n), since in Proposition 3 we show that there are
graphs such that M˜(G) is exponential in M(G). In other words, the performance guarantee of ID-CODE is comparable
to the one of the trivial algorithm C ← V (G).
Remark. Actually V (G(H))\C is also a minimal dominating set of G(H). So, by Proposition 2 we can similarly
conclude that
lim
p→∞
˜(G(Gp))
(G(Gp))
= +∞.
4. Conclusion and related questions
Among other things, the algorithm ID-CODE was studied in [8]. In particular, they make computer experiments on
random graphs and conclude that, for a broad range of parameters, this algorithm provides an identifying code whose
cardinality is close to the theoretical lower bound. This algorithm is also used in [6,9].
It seems that the computer experiment on random graphs can be explained by Theorem 1 in [3]. As for the efﬁciency
of ID-CODE, this algorithm has no constant performance guarantee (Corollary 1). Though, this problem being NP-hard
[2], it is a legitimate question to ask if this problem can be approximated, that we leave here as an open problem.
It would be also interesting to know what would change in Theorem 2 in the general case where n = 2p − 1. As
shown in Fig. 3, it is not enough to construct G(H) with H having the most number of edges.
Finally, all these questions could also be investigated in the more general case of codes identifying more than 1
vertex.
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