We show how to compute in O(n 4/3 log 1/3 n + n 2/3 k 2/3 log n) time the distance between k given pairs of vertices of a planar graph G with n vertices. This improves previous results whenever (n/ log n) 5/6 ≤ k ≤ n 2 / log 6 n. As an application, we speed up previous algorithms for computing the dilation of geometric planar graphs.
In this work, we present new algorithms and data structures for solving the many distances problem in planar graphs. Through the paper we will always use k to denote the number of pairs of vertices for which we want to compute the distance. Henceforth, we confine the discussion to planar graphs, and use n to denote the number of vertices. An appealing version of the many distances problem is when k = n, since in this case each vertex may participate in some pair. For this version of the problem, we reduce the best previous running time from O(n 3/2 ) to O(n 4/3 log n). In general, we show how to solve the many distances problem in O(n 4/3 log 1/3 n + n 2/3 k 2/3 log n) time, which improves previous results for a large range of values of k. (See the discussion below.) Our results rely on topological properties and the existence of cycleseparators in planar graphs.
Like previous approaches, we construct a data structure that can answer queries concerning the distance between any pair of vertices, and then repeatedly query the data structure with the k pairs. For many queries, our data structure has a better tradeoff between construction and query time than previous ones. Using rebuilding techniques for the data structure, we can also solve in the same time bound the many distances problem when the pairs are not known in advance or the value k is unknown beforehand. On the other hand, when the k pairs are known in advance, we can avoid constructing the data structure explicitly and reduce the space that is used.
As an application of our results, we speed up previous results to compute the stretch factor of a geometric planar graph. In a previous version of this work [2] , we also discussed improvements on previous algorithms for finding a shortest noncontractible cycle in a graph embedded in a surface of bounded genus, orientable or not. For orientable surfaces, these results have been already improved [3, 17] using different techniques. The full version of [3] shall also treat non-orientable surfaces.
Our Results and Roadmap
Let G be a planar graph with n vertices and non-negative edge-lengths. Our main contributions are as follows.
• For any value S in the interval [n 4/3 log 1/3 n, n 2 ], we construct in O(S) time a data structure of size O(S) that answers distance queries in O((n/ √ S) log 3/2 n) time per query. See Theorem 12.
• The many distances problem in G can be solved in O(k 2/3 n 2/3 log n+n 4/3 log 1/3 n) time, even when we do not know the value k or the pairs beforehand. See Theorem 13.
• The many distances problem in G can be solved in O(k 2/3 n 2/3 log n+n 4/3 log 1/3 n) time and O(n + k) space when we know the pairs beforehand. See Theorem 14.
• We show the following application: Let G be a planar, Euclidean graph with n vertices in R d for some fixed d. Let 3 ≥ ε > 0 be a constant, and let t G be the stretch factor of G. We can compute in O(n 4/3 log n) time a value t such that t ≤ t G ≤ (1 + ε)t.
Model
We use an addition/comparison model of computation, that is, the edgelengths can be arbitrary real, non-negative values and we only compare values that come from sums of edge-lengths. In the RAM model of computation, some logarithmic improvements may be possible; see Zwick [25] for a discussion. For the last application, computing the stretch factor of geometric graphs, we have to compare sums of square roots. Therefore, we assume a Real RAM model of computation, as it is standard in the context of geometric spanners.
Roadmap
In the next subsection we review results concerning distances in graphs and compare them to our results when applicable. In Sect. 2 we introduce notation and give a toolbox that will be used through the paper. In Sect. 3 we show how to compute the distances from the boundary of a subgraph to all the vertices of the subgraph. In Sect. 4 we describe the data structure for answering distance queries in planar graphs and analyze it. In Sect. 5 we describe solutions to the many distances problem, and in Sect. 6 we discuss the application to computing the stretch factor. We finish with a discussion in Sect. 7.
Previous Results and Comparative
We review previous data structures for distances in planar graphs that are relevant for the many distances problem and compare it to ours. We also compare our solution with the following generic approach: if there is a data structure that answers distance queries in Q time per query after T preprocessing time then this data structure can be used to solve the many distances problem in T + kQ time. When T and Q depend on a parameter, we choose it so as to minimize T + kQ as a function of k.
• Djidjev [6] uses planar separators to give the following data structures: -For a parameter S ∈ [n 3/2 , n 2 ] there is a data structure of size O(S) that answers distance queries in O(n 2 /S) time per query after O(S) preprocessing time. The case S = n 3/2 was also described by Arikati et al. [1] . Our data structure is better when S = o(n 2 / log 3 n). Using this data structure, the many distances problem can be solved in O(n 3/2 + nk 1/2 ) time. Our approach is better when k = o(n 2 / log 6 n). -For a parameter S ∈ [n, n 3/2 ] there is a data structure of size O(S) that answers distance queries in O(n 2 /S) time per query after O(nS 1/2 ) preprocessing time. Our data structure is better when S ≥ n 4/3 log 1/3 n (and undefined otherwise). Using this data structure, the many distances problem can be solved in O(n 3/2 + n 4/3 k 1/3 ) time if k ≤ n 5/4 and in O(kn 1/2 ) time otherwise. Our result is better for any k.
-For a parameter S ∈ [n 4/3 , n 3/2 ] there is a data structure of size O(S) that answers distance queries in O(nS −1/2 log n) time per query after O(nS 1/2 ) preprocessing time. Our data structure requires an additional O(log 1/2 n)-factor in query time, but it is constructed in O(S) time, which is substantially faster; observe that the ranges of S for both data structures are slightly different. Using this data structure, the many distances problem can be solved in O(n 5/3 + nk 1/2 log 1/2 n) time if k < n 3/2 / log n or O(kn 1/4 log n) time otherwise. Our approach is better for any k.
• Fakcharoenphol and Rao [8] , with the logarithmic improvement by Klein [15] , give a data structure that answers distance queries in O( √ n log 2 n) time per query after O(n log 2 n) preprocessing time. Using this data structure, the many distances problem can be solved in O(n log 2 n + k √ n log 2 n) time. Our approach is better for k = ω((n/ log n) 5/6 ).
• Henzinger et al. [13] show that the single source shortest path problem can be solved in linear time. Applying this k times gives the best known solution for the many distances problem when k = O(log 2 n).
• Chen and Xu [5] give data structures that depend on a parameter measuring the minimum number of faces over the planar embeddings of the graph, a parameter first introduced by Frederickson [10] . In the worst case, this parameter is linear, and for any value S ∈ [n 4/3 , n 2 ], Chen and Xu give a data structure of size O(S) requiring O(n 3 /S) preprocessing time if S ≤ n 3/2 and O(n √ S) preprocessing time if S > n 3/2 . This data structure answers distance queries in
This data structure implies that the many distances can be solved in O(n 3/2 + nk 1/2 log 1/2 n) time. Our data structure has the same query time up to logarithmic factors but requires less preprocessing time and it is better for any value of k.
We conclude that our solution for the many distances in planar graphs improves previous results when k = ω((n/ log n) 5/6 ) and k = o(n 2 / log 6 n) simultaneously. Our data structure has a better trade-off between construction and query time when many distance queries have to be answered.
For distances in planar graphs with small integer edge-lengths see Kowalik and Kurowski [16] and references therein. The distance between all pairs of vertices in planar graphs was first solved optimally by Frederickson [10] . For approximate distances in planar graphs, see Thorup [24] and references therein. Finally, our result relies heavily on the recent result by Klein [15] (see also [3] ) for solving the many distances problem when all the pairs have at least one vertex incident to a common face.
Notation and Toolbox

Basics
Let G be a given planar graph with n vertices. We assume that V (G) = {1, . . . , n} so that arrays can be indexed by the elements of V (G). Each edge e ∈ E(G) has a non-negative edge length (e). For any set of edges A we use (A) = e∈A (e). For any subgraph B of G and any vertices u, v ∈ V (B), we use d B (u, v) to denote the length of a shortest path in B between u and v. When no such path exists we write
Using any linear-time embedding algorithm we can assume, henceforth, that G is a plane graph, that is, a planar graph together with an embedding in the plane. Using a standard transformation we may further assume that the maximum degree of G is at most three. For non-connected graphs, we will make a slight abuse of terminology and use facial walk to refer to the union of the facial walks that define a face that is not simply connected. We identify a vertex with the point that represents it in the embedding, and an edge with the curve that represents it in the embedding. The term cycle is used for a walk with no repeated vertices. A cycle C defines a Jordan curve in the plane, that is, an injective image of S 1 . From Jordan's theorem, it follows that R 2 \ C has two connected components, one unbounded, called the exterior of C, and one bounded, called the interior of C.
Let B be any embedded planar graph. A cycle C in B naturally defines two subgraphs; see Fig. 1 . We use Int(C, B) for the subgraph of B that is contained in the closure of the interior of C. We use Ext(C, B) for the subgraph of B that is contained in the closure of the exterior of C. Notice that the edges of C belong to both Int(C, B) and Ext(C, B), while the edges connecting vertices of C that are not part of C go either to Int(C, B) or Ext(C, B), but not to both.
Pieces
A piece B is a subgraph of G; we identify B with its embedding in the plane induced by the embedding of G. A boundary walk of B is a facial walk of B that is not a facial walk of G. A boundary vertex of B is a vertex of B incident to an edge in E(G) \ E(B). The boundary of B, denoted by ∂B, is the set of its boundary vertices. The size of the boundary is the number of vertices in ∂B. Note that a walk in G that intersects B is contained in B or passes through the boundary ∂B.
Let B be a piece and let W be one of its boundary walks. We define the hole of B with respect to W , denoted by H (B, W ), as the subgraph of G − E(B) contained in the closure of the face of B defined by W , excluding the edges of W . See Fig. 2 
Decompositions
The following definition is a variation on the definition by Frederickson [9] , where we require that each piece is connected and also consider the number of boundary walks.
Definition 1 Given a parameter r ∈ (0, n) and a graph G, an r-decomposition with a few holes consists of a family of pieces B 1 , . . . , B p such that:
• each edge of G appears in at least one piece;
• each piece is a connected subgraph;
• each piece has at most r vertices;
where each w i is the number of boundary walks of B i .
In the following we describe an algorithm to construct an r-decomposition with a few holes in O(n log(n/r)) time. Similar approaches have been described by Frederickson [9] , Goodrich [11] , and Henzinger et al. [13] , but they do not achieve all the properties listed in our definition of r-decomposition with a few holes. The algorithm of Henzinger et al. [13] produces pieces whose boundary may have too many vertices. The algorithm of Frederickson [9] and Goodrich [11] do not have control over the number of boundary walks because they rely on the separator theorem of Lipton and Tarjan [18] . Our algorithm to construct an r-decomposition with a few holes is a slight modification of the approach by Frederickson [9] . Namely, we achieve control over the total number of boundary walks using the cycle-separator result of Miller [20] , instead of the separator theorem of Lipton and Tarjan [18] . While our construction needs O(n log(n/r)) time, the original algorithm of Goodrich [11] achieves linear time using several data structures. It is unclear if the algorithm of Goodrich [11] can also be modified to use the cycle-separator, and thus obtain a linear-time construction of r-decompositions with a few holes. In any case, such improvement in the running time of this step does not affect the running time for the overall problem.
Lemma 2 Let B be a connected piece with n vertices, b boundary vertices, and w boundary walks. We can construct in linear time two pieces B 1 and B 2 such that: 
of the pieces is connected, and both pieces together have
, while each of the two pieces has at most 2n/3 + O( √ n) vertices. Only the vertices V (C ) ∩ V (B) go to both B 1 and B 2 , and therefore, the total number of vertices and the total number of boundary vertices increases by O( √ n). The total number of boundary walks in B 1 , B 2 is at most w + 2: the cycle C produces two new facial walks (one in B 1 and one in B 2 ), and a boundary walk of face f in B either disappears (if C passes through the vertex v f ) or goes to only one subpiece (if C does not pass through v f ). Finally, note that we extended B to B in such a way that C can "go across" a face f of B only once, and the part of f going to either piece is connected, making the pieces B 1 and B 2 connected.
The construction of B from B, the computation of Miller's cycle-separator C , and the remaining steps take linear time. Hence, we use linear time for the whole procedure.
Theorem 3
Given a planar graph G with n vertices and a value r ∈ (0, n), we can construct an r-decomposition of G with a few holes in O(n log(n/r)) time and O(n) space.
Proof Starting with a family of pieces consisting of G, we recursively apply the splitting procedure of Lemma 2, with property (a), to any piece with more than r vertices. Frederickson [9, Lemma 1] argues that this splitting is applied (n/r) times and, over all pieces, O(n/ √ r) boundary vertices are obtained. The time spent for this part is O(n log(n/r)) because the recursion is balanced and stops when pieces with (r) vertices are obtained. Next, we repeatedly apply Lemma 2, with property (b), to each piece of the family that has more than c √ r boundary vertices, where c > 0 is an appropriate constant. As shown by Frederickson [9, Lemma 2], this splitting takes place O(n/r) times. Eventually we finish with a family of pieces, each with at most r vertices and O( √ r) boundary vertices. In total, Lemma 2 is used O(n/r) times, and therefore the family we obtain consists of O(n/r) connected pieces and has O(n/r) boundary walks over all pieces. This family is therefore an r-decomposition of G with a few holes, as sought. Each of the O(n/r) applications of Lemma 2, with property (b), requires O(r) time, and therefore we need O(n) time for this part.
At any given time of the algorithm, the sum of the number of vertices in the pieces is bounded by n plus the number of boundary vertices, counted with multiplicity. Once a vertex becomes a boundary vertex in a piece, it will remain a boundary vertex in this piece as well as in all the subpieces that it appears in. Since at the end there are O(n/r) pieces with O( √ r) boundary vertices per piece, the sum of the sizes of the pieces at any given time is bounded by
We conclude that O(n) space is enough to construct the decomposition.
Toolbox
We will make use of the following result by Klein [15] ; see Cabello and Chambers [3] for an alternative presentation that generalizes to graphs embedded in surfaces.
Theorem 4 Let G be a plane graph with n vertices, and let F be a face of G. We can preprocess G in O(n log n) time and space such that any query for a distance d G (u, v) where u is any vertex of V (G) and v is any vertex of F can be answered in O(log n) time.
Under the same hypothesis, and given k pairs of vertices
An apex graph G is a graph such that G − v is planar for some vertex v ∈ V (G); such a vertex v is called an apex of G.
Lemma 5 Let G be an apex graph with known apex v. For any vertex u ∈ V (G), we can compute the values
Proof If G has n vertices, then it has a separator of size O( √ n): a separator of the planar graph G − v together with v is a separator for G. Moreover, if we know an apex for G, then such a separator for G can be found in linear time [18] .
Apex graphs are closed under taking subgraphs: a subgraph of an apex graph is an apex graph. Thus, the algorithm by Henzinger et al. [13] implies the result. See Tazari and Müller-Hannemann [23] for an alternative approach.
It is unclear if this result holds when the apex is unknown because we currently do not know how to find such an apex in linear time. We will need to compute the distance between all pairs of vertices in general graphs. The following result is from Chan [4] . G with n vertices, we can compute the values d G (u, u ) for all pairs of vertices (u, u ) ∈ V (G) × V (G) in O(n 3 / log n) time and space.
Theorem 6 Given a graph
Finally, we will also use the following result by Djidjev, which we already mentioned in the introduction.
Theorem 7 Given a planar graph G with n vertices, there is a data structure of size
In particular, the distance between k given pairs of vertices can be computed in O(n 3/2 + kn 1/2 ) time and O(n 3/2 + k) space.
Distances within a Piece
We first solve a particular problem concerning distances from a piece. Let B be a piece of G with r vertices, w boundary walks, and boundary of size O(r 1/2 ). (u, v) for any u, v ∈ ∂B, implying that we can compute the desired distances by solving the all pairs shortest path problem in K ∂B . Then we bound the running time of the procedure. • If |∂B ∩ G (u, v)| = 2, then the path G (u, v) is contained in B or in a hole H j , where W j is a boundary walk containing u, v. In this case
Lemma 8 We can compute in
which proves the base case of the induction.
Then by the inductive hypothesis we have (u, v) .
It remains to bound the running time of the procedure. To compute the lengths of edges uv ∈ E(K ∂B ) we proceed as follows.
• The distances d B (u, v) for all u, v ∈ ∂B can be computed by constructing a shortest path tree from each u ∈ ∂B. Since each such shortest path tree can be constructed in O(r) time because B is planar [13] 
Repeating this procedure for each boundary walk
Since G has maximum degree three, each boundary vertex can appear in at most three holes. Therefore
Thus, we spend
time in this step. Since in each computation involving a walk W j we can reuse the space, we only need O(n + r) = O(n) space in this step.
From the computed distances we obtain the lengths of the edges in K ∂B . The total running time to construct K ∂B is thus O(r 3/2 + n log n + r log n) = O(n log n + r 3/2 ), and we use O(n + r) = O(n) space. (u, v) for all vertices u, v ∈ ∂B in O(r 3/2 / log r) time and space using Theorem 6.
Lemma 9 We can compute in O(n log n + r 3/2 ) time and O(n + r 3/2 ) space the distances d G (u, v) in the graph G for all u ∈ ∂B and v ∈ B.
Proof We use the previous lemma to compute the distances d G (u, v) for all u, v ∈ ∂B. This takes O(n log n + r 3/2 ) time and requires O(n + r 3/2 ) space.
Fix a vertex u ∈ ∂B, and consider the graph B u obtained by adding to B the additional edges E u = {uv | v ∈ ∂B \ {u}}, each edge uv ∈ E u having length d G (u, v) . (u, v) . This finishes the proof of the claim and the proof of the lemma.
then u is the only boundary vertex of G (v, u), which means that G (u, v) is contained in B, and therefore
The technique we use in Lemma 8 has been used previously; see for example Lipton et al. [19] or Henzinger et al. [13] . In fact, a better time complexity in Lemma 8 can be obtained using the improved techniques developed by Fakcharoenphol and Rao [8] , or by Klein et al. [14] . However, those techniques are more complex and do not improve the time complexity of Lemma 9 or of our forthcoming results.
Data Structure for Distances in Planar Graphs
Consider a parameter r ∈ (0, n) whose value will be fixed later. We use Lemma 3 to construct an r-decomposition with a few holes that has pieces B = {B 1 , . . . B p }, where p = (n/r). We keep using w i to denote the number of boundary walks of piece B i ∈ B. It holds that i w i = O(n/r). We define a data structure DS(G, r) consisting of the following parts:
(a) We store each piece B ∈ B explicitly with each vertex marked as boundary vertex or non-boundary vertex. We also store with each piece B the number |∂B| of boundary vertices, the number w of boundary walks, and a list with pointers to the boundary vertices ∂B. 
(H )) × V (H ).
We would like to note the discrepancy between the mathematical notation and the representation in data structures. A vertex v of G may appear in several pieces and holes, and we do not distinguish them in the mathematical notation. However, we are assuming that each graph stores its own copy of v, and hence accessing v in the representation of G is not the same as accessing it in the representation of a piece B or a hole H . However, in our scenario the vertices V (H ) ∩ (∂B) for a hole H in a piece B will always be accessed through the list from part (c), and this gives pointers to both copies of the same vertex. 
Lemma 10 The data structure DS(G, r) can be constructed in O((n
2
. , |V (B)|] of size O(r 1/2 ) × O(r) = O(r 3/2 ). Using Lemma 9 we compute the distances d G (u, v) for all (u, v) ∈ (∂B) × V (B), and store d G (u, v) in the entry d[φ(u)][φ(v)]. With this information, we can clearly access the distance d G (u, v) in O(1) time for any query (u, v) ∈ (∂B) × V (B). This sets up part (e) of DS(G, r).
We have spent O(n log n + r 3/2 ) time and O(n + r 3/2 ) space per piece B ∈ B.
Part (f) of DS(G, r) can be set up by applying Theorem 7 to each piece B ∈ B. This takes O(r 3/2 ) time and space per piece B ∈ B.
To set up part (g) of DS(G, r), we apply Theorem 4 to each hole H = H (B, W ) of each piece B ∈ B with respect to the face of H that contains the vertices V (W ). To answer a distance query d H (u, v) for a pair (u, v) ∈ (∂B ∩ V (H )) × V (H ), we apply the data structure of Theorem 4. To bound the running time used to set up part (g) of DS(G, r), note that the holes of a piece B are pairwise edge-disjoint, and therefore applying Theorem 4 to all the holes of a piece takes O(n log n) time. This sets up part (g) of DS(G, r). We have spent O(n log n) time and space per piece B ∈ B.
We have finished the description of how to set up parts (a)-(g) of DS(G, r). In addition to the O(n log n) time to construct the r-decomposition, we have used O(n log n + r 3/2 ) time per piece B ∈ B. Summing over all O(n/r) pieces we see that the total time needed is
The same bound applies to the space used by the data structure.
Lemma 11 For any query pair
Proof Consider a query pair (u, v (d) of DS(G, r) ). We claim that
Assuming the correctness of the claim, we can then compute d G (u, v) in O(r 1/2 log n) time: we go through the list L(B, H ) (part (c) of DS(G, r) ) containing the vertices (∂B) ∩ V (H ), and for each vertex v of L(B, H ) , we obtain the value
To see the correctness of the claim, we apply an idea similar to the ones in previous lemmas. Clearly, we have
For the other inequality, consider a shortest path G (u, v) in G between u and v, and let v be the last vertex of G (u, v) in ∂B. The portion of G (u, v) between v and v has to be contained in H , and v has to be a vertex of (∂B) ∩ V (H ). Therefore
This finishes the proof of the claim and closes the case v / ∈ V (B). Case v ∈ V (B). We claim that
Assuming the correctness of the claim, we can then compute the value d G (u, v) To see the correctness of the claim, we apply the same idea as above. Clearly, we have
For the other inequality, consider a shortest path G (u, v) in G between u and v. If
This finishes the proof of the claim and closes the case v ∈ V (B).
We will now pick the best value of r for the data structure DS(G, r). Space and preprocessing time is O((n 2 /r) log n + nr 1/2 ). Observe that when r ≤ n 2/3 log 2/3 n, the first term of the sum dominates, while when r ≥ n 2/3 log 2/3 n, the second term dominates. In any case, we cannot expect to bound the time and space complexity to construct DS(G, r) below O(n 4/3 log 1/3 n). By choosing r, we get a family of data structures with a trade-off between the time for its construction and the time to answer distance queries. Proof Construct DS(G, r) for r = (n 2 /S) log n. According to Lemma 10, this requires
Theorem 12 Let
time and space, where in the last step we used S ≥ n 4/3 log 1/3 n. Lemma 11 shows that it takes O(
n) time to answer a query.
Many Distances in Planar Graphs
Using Theorem 12 and standard rebuilding techniques [22] we obtain the following result.
Theorem 13
Let G be a planar graph of size n. The distance between k pairs of vertices in G that are given online can be computed in O(k 2/3 n 2/3 log n + n 4/3 log 1/3 n) time, even when we do not know the value k beforehand.
Proof Set k 0 = n/ log n, and k i = k 0 2 i for any positive integer i. We use r i = n 4/3 k −2/3 i for any integer i. For the first k 0 pairs that we have to answer, we use the data structure DS(G, r 0 ).
It takes
O n 2 log n r 0 + nr
= O n 4/3 log 1/3 n time to construct DS(G, r 0 ), and each distance query can be answered in
time. Therefore, the distances between the first k 0 pairs can be computed in O(n 4/3 log 1/3 n) time. Next, we apply the following rule. Whenever the number of pairs received reaches a value k i , we construct the data structure DS(G, r i ) and answer the distance queries for the next pairs using it. That is, the pairs that we receive between the k i -th and the (2k i − 1)-th pair are answered using DS (G, r i ) .
In total, if k ≥ n/ log n, we will construct the data structures DS(G, r i ) for i = 0, 1, . . . , log 2 (k/k 0 ) . This takes
To bound the time to compute the distances, observe that the k i pairs between the k i -th and the (k i+1 − 1)-th are answered using DS(G, r i ). Each distance in DS(G, r i ) takes
time, and therefore computing the
The total time we spend computing all the distances is
i log n which we have just seen above that is O(n 2/3 k 2/3 log n).
One weak point in this approach is that we are not exploiting the fact that the k pairs are known beforehand, that is, that the many distances problem, as we have defined it, is an off-line problem. In the following, we make use of this fact to improve the space bound.
Theorem 14
Let G be a planar graph of size n. The distance between k given pairs of vertices in G can be computed in O(k 2/3 n 2/3 log n + n 4/3 log 1/3 n) time and O(n + k) space.
Proof Let P = { (s 1 , t 1 ), . . . , (s k , t k ) } be the k given pairs of vertices. We assume that k ≥ n/ log n, as otherwise we can just add extra pairs of vertices and the time and space bounds to be proved remain the same. Consider a parameter r = n 4/3 k −2/3 , and note that r 3/2 = n 2 /k ≤ n log n. We use a streaming technique [22] , which interleaves the construction of DS(G, r) and the queries to be answered, as follows.
We use Theorem 3 to construct an r-decomposition with a few holes, thus obtaining a set B = {B 1 , . . . , B p } of pieces, where p = (n/r). As before, w i denotes the number of boundary walks of piece B i ∈ B and we have i w i = O(n/r). We construct parts (a) and (b) of DS(G, r), which require O(n log n) time and O(n) space; see the first paragraph in the proof of Lemma 10.
We split the pairs in P into groups P i , i = 1 . . . p, such that the following holds: if a pair (s, t) is in P i , then s is a vertex in the piece B i . This split can be done in O(k) time by assigning the pair (s, t) ∈ P to the group
We further split each group P i into subgroups
of n/r 1/2 pairs each, except possibly the last subgroup.
Consider any fixed subgroup P a i . To simplify notation, let us take Q = P a i , B = B i , and w = w i . We also use H 1 , . . . , H w for the holes of B. We next discuss how to compute d G (s, t) for all pairs (s, t) in the subgroup Q in O(n log n) time and O(n) space. Let T denote the set of vertices {t | (s, t) ∈ Q}.
We construct parts (c) and (d) of DS(G, r) for the piece B. This can be done in O(n log n + r 3/2 ) = O(n log n) time and O(n) space as discussed in the proof of Lemma 10. We also attach to each vertex v of ∂B a distinct label φ ∂ (v) ∈ {1, . . . , |∂B|} and to each vertex t of T a distinct label φ T (t) ∈ {1, . . . , |T |}. That is, φ ∂ is a bijection between ∂B and {1, . . . , |∂B|} and φ T is a bijection between T and {1, . . . , |T |}. This can be done in O(n) time by traversing B and G.
We construct a The distances d G (v, t) for all pairs (v, t) ∈ ∂B × T 0 can be obtained as follows. We apply Lemma 8 to compute the distances between all the boundary vertices of B in O(n log n + r 3/2 ) = O(n log n) time and O(n + r 3/2 / log r) = O(n) space. Then, for each vertex v ∈ ∂B, we compute the distances d G (v, t) for all t ∈ T 0 in O(r) time and space using an apex graph, as it is done in Lemma 9, and store them in
Over all boundary vertices v ∈ ∂B we spend O(n log n + |∂B| · r) = O(n log n + r 3/2 ) = O(n log n) time. Note that the space can be reused for each boundary vertex v ∈ ∂B, and thus we use a total of
The 
space. Since we can reuse space for each hole H j , we conclude that the table δ can be filled in using O(n) space and
The second term of the running time can be bounded by
= O(n log n + r 1/2 (n/r 1/2 ) log n)
= O(n log n). time. Since for each group P a i we can reuse the working space of size O(n), we only need O(n + k) space in total. The result follows.
Stretch Factor of Planar Geometric Graphs
A Euclidean graph is a graph whose vertices are embedded in some Euclidean space R d and such that the length of each edge is the Euclidean distance between its vertices. Given a Euclidean graph G, one of its relevant parameters is its stretch factor, defined as t G = max u,v∈V (G) d G (u, v) |uv| ,
where | · | denotes the Euclidean distance. This parameter measures how well the distances in the graph resemble the Euclidean distances, and is the key parameter for the construction of geometric spanners [7] . Narasimhan and Smid have shown the following result. When the graph G is planar (and possibly with a non-plane embedding) we can use Theorem 14 to conclude the following result.
Theorem 16
Let G be a Euclidean graph with n vertices in R d , let 3 ≥ ε > 0 be a parameter, and assume that G is planar. We can compute in O(ε −2d/3 n 4/3 log n) time a value t such that t ≤ t G ≤ (1 + ε)t.
Observe that if we fix the parameter ε to a constant value, we obtain a running time of O(n 4/3 log n). This represents a considerable improvement over the previous running time of O(n 3/2 ) [21] . On the other hand, if we restrict ourselves to families of graphs whose dilations t G are bounded by a constant, and we also consider ε to be constant, Gudmundsson et al. [12] have shown how to compute in O(n log n) time a value t such that t ≤ t G ≤ (1 + ε)t. This latter result is applicable to arbitrary graphs.
Discussion
We have presented data structures and algorithms for computing distances in planar graphs with non-negative edge-lengths. The algorithms and data structures can easily be extended to directed planar graphs. They also extend to directed planar graphs with negative and positive weights, assuming that there are no cycles of negative length. For this, we just convert the problem to a problem involving positive weights by computing all the distances from an arbitrary source in O(n log 2 n) time and then defining a feasible price function; see [14] or [8] .
The main open problem concerns the complexity of the many distances problem. In particular, can it be solved in roughly O(n + k) time? Near-linear time answers are known only when k = O( √ n) or k = (n 2 ). A first approach towards this problem may be to consider the problem of computing the pairwise distances between a set of k vertices in a planar graph. Currently, the best result when k = ( √ n) is achieved by reducing it to the problem of computing (k 2 ) = (n) distances.
