In this paper, we have investigated the finite-precision effects on a decoder for turbo codes based on the Log-BCJR algorithm. As for the numerical accuracy, we have empirically found that three bits are adequate for representing the decimal fractions of the variables in this algorithm. Furthermore, these variables have different numerical ranges for different signal-to-noise ratios, thus requiring different numbers of bits for representing them. By observing their minimum and maximum values through computer simulations, we have decided the proper number of bits for representing these variables. Simulation results have indicated that the scheme we have developed for determining the finite-precision parameter set of a turbo decoder based on the Log-BCJR algorithm is effective in approximating the performance of the same decoder with infinite-precision implementation.
INTRODUCTION
Turbo codes [ 11 are a class of parallel-concatenated coding schemes, which can approach near-capacity performance with feasible iterative decoding schemes. The first iterative algorithm for decoding turbo codes is the so-called BCJR algorithm [2] , which involves non-linear function and requires calculating a few probability terms recursively. However, the numerical representation of probabilities, the use of nonlinear functions, and a large number of additions and multiplications have made the BCJR algorithm rather compkx for a practical application.
In order to reduce the decoding complexity, researchers have also developed other versions of the BCJR algorithm with lower complexities, such as Max-Log-BCJR, Log-BCJR [3] . The Max-Log-BCJR algorithm is an approximation to the BCJR algorithm; however, the performance degradation is significant since the logarithm of sum of several exponential terms is roughly approximated by the term with the maximum value. The Log-BCJR algorithm can achieve the performance of the true BCJR algorithm by using a correction function to perfectly compensate for the loss due to the maximum This work was supported by the National Science Council of the Republic of China under Grant NSC 87-22 18-E007-029. operation in the Max-Log-BCJR algorithm. From the point view of a practical system implementation, number representation is an important issue to be considered. Up to our best knowledge, the finite-precision effects on the bit error rate (BER) performance of the Log-BCJR-based turbo decoder have not been addressed much in the literature. The guidelines for the selection of the number of I , bits for the variables in the Log-BCJR algorithm are necessary and attractive to the designers of turbo decoders. This motivates us to conduct a study on the numerical statistics of the variables in the Log-BCJR algorithm.
In this paper, we first concentrate on the numerical accuracy and use various numbers of decimal bits for simulations. Secondly, the variables' ranges are investigated by observing their minimum and maximum values for various signal-to-noise ratios (SNR). In addition, the standard deviation of each variable is also estimated for various SNR values. From the simulation results, we have gained several experiences for guiding the selection of ithe number of bits for finite-precision representation of ithe variables in the Log-BCJR algorithm. The iterative decoding algorithm for turbo codes is first introduced in [l] . One stage of the iterative decoding is shown in Fig. 2 , which comprises two sofi-input/softoutput BCJR decoders and a pair of interleaver and deinterleaver. In each iteration, the first BCJR decoder receives three blocks: x , y1 and L$). The first BCJR decoder attempts to calculate the extrinsic information block L s ) , which would be interleaved and be applied to the second BCJR decoder as the apriori information block L Z . The second BCJR decoder uses the three blocks: 2 , y2, and L$ to compute another extrinsic information block-LL?. For the next iteration, the extrinsic information block @ is de-interleaved and passed to the first BCJR decoder as the apriori information block $2.
TURBO DECODING ALGORITHM

2.1
Basics of Turbo Codes
2.2
Log-BCJR Algorithm
The Log-BCJR algorithm is obtained by applying the natural logarithm on the probabilities in the original BCJR algorithm [2] . The equations for generating the extrinsic information in the Log-BCJR algorithm [3] could be summarized as the following steps: where Sk represents the encoder state at time instant k.
It should be noted that the numbers amin in (1) and pmjn in (2) are theoretically negative infinite numbers. However, with finite precision implementation, they can be replaced with small enough negative numbers, e.g., amin = -256
and Pmin = -256. In addition, the normalization factors a N F and PNF could be arbitrarily chosen since these factors would be cancelled out in computing the extrinsic information in (5 could be explained with the following equations:
{Initial}: SI = SI .
{Recursions} : for i = 2 to n, S; = mar(~;-l,~;>+~n(l +e+;-l-6r') .
{End): Sn = h(esl +e'2 +...+e')$ ) .
The Log-BCJR algorithm with the correction function is equivalent to the true BCJR algorithm in terms of BER performance. In practical applications, the correction function can be implemented with a finite-size look-up algorithm by avoiding computing sum of several exponential functions. The finite-precision effect of the look-up table on the performance of the Log-BCJR algorithm is investigated in the following section through computer simulations.
3. SIMULATIONS In the simulations, we used a rate 113 turbo code with iwo 8-state RSC codes and one helical interleaver [5] of size 216=27x8. The Log-BCJR algorithm [2] was used for decoding turbo codes with five iterations.
3.1
The number of bits required for representing the decimal fraction of the variables z k ( m ) , / 7 , ( m ) , yi(k,rn',rn) , and Lel,k are investigated through simulations. From the simulation results shown in Fig. 3 , three bits are adequate for representing the decimal fractions of the variables.
Number of Bits for Decimal Fraction
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3.2
Size of the Look-up Table for the Correction  Function  In order to evaluate the number of values in the look-up  table required for realizing the correction fbnction f ( x ) = h ( 1 +e-') , real numbers are temporarily used for representing all the variables. While looking up a 2'' -value table, the corresponding input variable is quantized into n bits. With the above scheme, we used tables with 4, 8, 16, 32, 64, or 128 values for simulating the Log-BCJR algorithm. The simulation results are shown in Fig. 4 , which indicates that a table with 16 values is good enough for approximating the performance of a turbo decoder with direct computing fhnctions of real numbers.
3.3
Standard and A&) tend to increase with the growth of SNR values, as is shown in Fig. 5 . A large value of standard deviation implies that the corresponding variabjk has a relatively huge variation in magnitude. Among these variables, the log-likelihood rate (LLR) has the largest standard deviations for all SNR values, thereby requiring more number of bits for representing it. Table 1 , where all the variables use 3 bits for representing the decimal fractions.
3.4
BER Performance BER performance comparison of two turbo decoders with finite precision and infinite precision is given in 
