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Abstract
The simple graph partitioning problem is to partition an edge-weighted graph into mutually node-disjoint subgraphs, each
containing at most b nodes, such that the sum of the weights of all edges in the subgraphs is maximal. In this paper we provide
several classes of facet-defining inequalities for the associated simple graph partitioning polytope.
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1. Introduction
Given an edge-weighted graph on n nodes and a positive integer capacity b the simple graph partitioning problem
(SGPP) is to partition the graph into node-disjoint subgraphs, each with no more than b nodes, such that the sum of
the weights of all edges in the subgraphs is maximal. In this paper we consider a polyhedral approach to the SGPP
and study the facial structure of the associated polytope on complete graphs. We review a few previously established
results for related polytopes, and we introduce two new classes of facet-defining inequalities for the simple graph
partitioning polytope.
The SGPP serves as an abstraction of many capacitated clustering problems. In an instance of the problem the
nodes represent objects which are to be grouped together in clusters of limited size, and each edge weight represents a
measure of similarity between a pair of objects. There are two well known special cases of the problem. When there is
no restriction on the cluster size, b = n, it is a clique partitioning problem, and when b = 2 it is a matching problem.
When b ≥ 3 the SGPP is known to be NP-hard in general [16, Appendix A.2.2]; it is polynomially solvable when the
graph is a tree [21].
We use the adjective “simple” in order to distinguish this problem from other graph partitioning problems, which
frequently involve additional restrictions. A polyhedral approach to the SGPP was first proposed by Faigle et al. [13].
Sørensen [25] provides a large class of facets for the same problem. Gro¨tschel and Wakabayashi [17–19] extensively
report on a similar approach to the clique partitioning problem, and further results for the associated clique partitioning
polytope are obtained by Oosten et al. [22]. Several related studies are reported in the literature. Chopra and Rao [4,
5] consider the problem of partitioning a graph into at least, respectively no more than, k subgraphs with no size
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restriction. In Deza et al. [8] a class of facet-defining inequalities for multicut versions of the same problem is studied;
see also Sørensen [24]. The equipartition polytope, which is associated with the problem of partitioning a graph
into two subgraphs with bn/2c and dn/2e nodes, has been investigated by Conforti et al. [6,7] and de Souza and
Laurent [27]; see also Brunetta et al. [3]. The cut polytope which is associated with partitioning into two subgraphs
with no size restriction is studied by Barahona and Mahjoub [2] and Deza and Laurent [9,10]. Ferreira et al. [14,15]
study a node- and edge-weighted version of the graph partitioning problem where there is a node weight capacity of
the subgraphs. Finally, the book [11] by Deza and Laurent contains a large collection of polyhedral results for the cut
polytope and related polyhedra.
This paper is organized as follows. Below we briefly describe some notation and concepts. In Section 2 we consider
a few known results for the simple graph partitioning polytope and provide a lifting theorem. Sections 3 and 4
introduce two new classes of facet-defining inequalities for the simple graph partitioning polytope, clique inequalities
and multistar inequalities. Finally, we present some concluding remarks.
Let E be a set (e.g. a set of edges) and let x be a vector with an entry xe for each element e ∈ E . Then for every
subset F ⊆ E we write x(F) to denote∑e∈F xe. Similarly, if σ is a scalar σ x(F) denotes∑e∈F σ xe in the obvious
way. Sets and vectors are associated in one further way. An incidence vector x of a subset F is defined such that
xe = 1 if e ∈ F and xe = 0 otherwise.
Let G = (V, E) be a graph. For every subset of nodes S ⊆ V we denote by E(S) the set of all edges in E for
which both endnodes are in S. For two disjoint subsets of nodes S, T ⊂ V we define δ(S, T ) to be the set of edges in
E with one endnode in S and the other endnode in T . In the case S = {v} and T = V \ {v} we use δ(v) to denote the
star of v instead of δ({v}, V \ {v}).
In this paper we restrict our attention to the complete graph Kn = (Vn, En) on n nodes. There is no loss of
generality in doing that, since we can add the missing edges with zero weights. Let W1, . . . ,Wp be a partition of Vn .
This corresponds to a partition of Kn into subgraphs (Wi , En(Wi )), i = 1, . . . , p. In order to refer to the edges of
a partition of Kn we write En(W1, . . . ,Wp) instead of
⋃p
i=1 En(Wi ). We use the term cluster to refer to a subset of
nodes of a partition of Vn . Now we note that every partition of Vn induces a partition of Kn with a unique edge set
A = En(W1, . . . ,Wp). Similarly, every edge set A ⊂ En of a partition of Kn induces a unique partition of Vn . For
this reason we frequently refer to partitions of Kn only by the corresponding clusters or the associated edge set.
As will become apparent below our main focus is on edge-induced partitions and their incidence vectors. We can
concentrate on subsets of edges A ⊆ En because two nodes u, v ∈ Vn are in the same cluster of a partition if and only
if uv ∈ A. Whenever A ⊂ En is a partition we denote by χ A ∈ {0, 1}En the corresponding incidence vector. In many
of our proofs that a given valid inequality aT x ≤ a0 is facet-defining we use partitions A ⊂ En whose incidence
vectors satisfy the inequality at equality, i.e. aTχ A = a0. Any such partition is called a root of the inequality in
question.
2. The simple graph partitioning polytope
We consider the convex hull of the incidence vectors of all feasible, edge-induced partitions of Kn . This is the
simple graph partitioning polytope which we denote by Pn(b). Here feasibility means that any cluster of the partition
has size at most b. Our main purpose in this paper is to describe several classes of linear inequalities aT x ≤ a0 that
define facets of Pn(b). The facets of Pn(b) are faces Fa =
{
x ∈ Pn(b) | aT x = a0
}
that are maximal, in the sense
that they are not contained in any other face of Pn(b), and whose dimensions equal dim Pn(b) − 1. It is well known
that Pn(b) is a full dimensional polytope, i.e. dim Pn(b) = |En| = n(n − 1)/2, see [13,18]. This means that all facets
of the simple graph partitioning polytope are defined by valid inequalities that are unique up to multiplication by a
positive scalar.
Because the SGPP is NP-hard, it is highly unlikely that we will ever be able to determine a complete facial
description of Pn(b) in terms of linear inequalities (for any b ≥ 3) [20]. So we shall be content with a partial
characterization of the facets of Pn(b). We start our analysis by considering a 0–1 ILP formulation of the problem.
Given n, b, and edge weights ce ∈ R for all e ∈ En , the SGPP can be formulated as follows (Faigle et al. [13]).
max cT x
s.t. xuv + xuw − xvw ≤ 1 for all (u, v, w) ⊂ Vn,
x(δ(v)) ≤ b − 1 for all v ∈ Vn,
0 ≤ xe ≤ 1, integer for all e ∈ En .
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The first set of constraints, called triangle inequalities, guarantees that every 0–1 solution x is an incidence vector
of a partition of Kn . The second set of constraints, called star inequalities, imposes the size restriction that no more
than b nodes are in the same cluster of a partition. This is a tight formulation of the SGPP in the sense that almost all
inequalities are facet-defining for the simple graph partitioning polytope under mild conditions, see [13,23].
Although this is a tight formulation of the problem, we want to determine further classes of facet-defining
inequalities for Pn(b). We are interested in obtaining a better facial description of the polytope and finding some
classes of inequalities that can be useful in a branch-and-cut algorithm for the SGPP. The use of such inequalities
should provide LP solutions that are closer approximations of the incidence vector of an optimal partition.
Gro¨tschel and Wakabayashi [18,19] have found several large classes of facet-defining inequalities for the clique
partitioning polytope Pn(n). Since Pn(b) ⊆ Pn(n), all these inequalities are also valid for the simple graph partitioning
polytope. In Sørensen [23] we have investigated under which conditions these inequalities are also facet-defining for
Pn(b), and it has turned out that all of them are facet-defining for Pn(b), except when b is small. Furthermore, in
almost all cases the inequalities that are not facet-defining when b is small can be modified in some rather obvious
way to give facet-defining inequalities. As an example we describe just one of these inequality classes, the so-called
S, T -inequalities (or 2-partition inequalities).
Proposition 1. Let S, T be two disjoint nonempty subsets of Vn such that |S| ≤ |T |. Then the S, T -inequality
x(δ(S, T ))− x(En(S))− x(En(T )) ≤ |S|
is valid for Pn(b). It defines a facet of Pn(b) if and only if |S| < |T | and
b ≥
{
3, when |S| = 1
4, when |S| ≥ 2.
The modified S, T -inequality
x(δ(S, T ))− x(En(T )) ≤ |S|
is valid for Pn(3). It defines a facet of Pn(3) if and only if |S| < |T | when |S| ≤ 2. 
Below we shall consider an inequality class which has been derived for a capacitated multicut polytope. This polytope
is the complement of Pn(b):
Mn(b) = {1− x | x ∈ Pn(b)} .
Because Mn(b) is the complement of Pn(b), it is easy to transform a result for one of the polytopes to the other.
Suppose that we are given a valid inequality
∑
e∈En aeye ≥ a0 for Mn(b). By substituting 1− xe for ye we obtain the
complementary inequality
∑
e∈En aexe ≤ a(En) − a0 which is valid for Pn(b). Furthermore, facets of one polytope
give facets of the other. This follows from the fact that |En| affinely independent points x1, . . . , x |En | in a facet of
Pn(b) correspond to |En| affinely independent points 1 − x1, . . . , 1 − x |En | that are contained in the face of Mn(b)
that is defined by the complementary inequality; and vice versa.
The following class of cycle with ear inequalities has been used in the computational study by Ferreira et al. [15].
In order to describe these inequalities we first need to define a nondegenerate ear decomposition of a graph.
An ear decomposition of a graph consists of a cycle and a collection of paths C ∪ P1 ∪ · · · ∪ Pr , where C is the
cycle and Pi+1 is a path of length ≥2 whose endnodes belong to C ∪ P1 ∪ · · · ∪ Pi but whose inner nodes do not. The
path Pi is called an ear, and the ear decomposition is said to be nondegenerate if the two endnodes of Pi are distinct
for all ears i = 1, . . . , r . An example where r = 2 is shown in Fig. 1.
We have the following result.
Proposition 2. Let G = (V, E) be a subgraph of Kn that has a nondegenerate ear decomposition E = C∪ P1∪· · ·∪
Pr such that |V | = b + 1. For i = 1, . . . , r let ui , vi be the endnodes of Pi , let A = {e ∈ En | e = uivi for some i}
be an associated set of chords, and let ge be the number of occurrences of e in the list u1v1, . . . , urvr . Then the cycle
with ear inequality
x(E)−
∑
e∈A
gexe ≤ b − 1
defines a facet of Pn(b) when b ≥ 3.
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Fig. 1. A graph with a nondegenerate ear decomposition.
Proof. Denote the inequality by aT x ≤ b − 1. It has been established in [14, propositions 5.3 and 4.5] that
the inequality aT (1 − x) ≥ 2 defines a facet of the multicut polytope Mn(b). So here it suffices to show that
the two inequalities are complementary. We note first that a(δ(v)) = 2 for all v ∈ V by construction. So
a(E ∪ A) = |V | = b + 1. Then we have
aT (1− x) ≥ 2 ⇔ a(E ∪ A)− aT x ≥ 2
⇔ aT x ≤ a(E ∪ A)− 2 = b − 1,
which proves the result. 
The class of cycle with ear inequalities generalizes the cycle inequalities for Pn(b) that were originally considered by
Faigle et al. [13]. The latter inequality class is obtained from cycles with no ears (r = 0).
Almost all known inequalities that define facets of Pn(b) are associated with subgraphs on a proper subset of nodes
of Kn . Suppose that the inequality
∑
e∈Ek aexe ≤ a0 is known to define a facet of the simple graph partitioning
polytope Pk(b) associated with the complete subgraph Kk = (Vk, Ek) of Kn . The next theorem presents a sufficient
condition under which this inequality also defines a facet of Pn(b) for all n > k.
Theorem 1 (Zero Lifting). Let Kk = (Vk, Ek) be a complete subgraph of Kn , and let∑
e∈Ek
aexe ≤ a0 (1)
be a facet-defining inequality for Pk(b). Let V 1k be a subset of nodes u ∈ Vk for which
there exists a feasible partition W1, . . . ,Wp of Vk , which is a root of the inequality, with a cluster Wi = {u},
and let V 2k be a subset of nodes u ∈ Vk for which
there exists a feasible partition W ′1, . . . ,W ′q of Vk , which is a root of the inequality, with a cluster W ′i = {u} ∪ U
such that |W ′i | ≤ b − 1 and U ⊆ V 1k .
Then the inequality (1) also defines a facet of Pn(b) if V 1k ∪ V 2k = Vk .
Proof. We first note that the inequality aT x ≤ a0 obtained by zero lifting is obviously valid for Pn(b). Let
Fa =
{
x ∈ Pn(b) | aT x = a0
}
be the face of Pn(b) represented by the zero-lifted inequality. Since (1) defines a
facet of Pk(b), there exist a scalar σ ∈ R+ and an inequality piT x ≤ pi0, which defines a facet of Pn(b), such that
Fa ⊆ Fpi =
{
x ∈ Pn(b) | piT x = pi0
}
and pie = σae for all e ∈ Ek . Thus, in order to prove that aT x ≤ a0 defines a
facet of Pn(b), it suffices to show that pie = 0 for all e ∈ En \ Ek , since this implies Fa = Fpi .
We have En \ Ek = E1 ∪ E2 ∪ E3, where
E1 = {uv ∈ En | u, v ∈ Vn \ Vk}
E2 =
{
uv ∈ En | u ∈ V 1k , v ∈ Vn \ Vk
}
E3 =
{
uv ∈ En | u ∈ V 2k , v ∈ Vn \ Vk
}
.
Assume that Vk = {v1, . . . , vk} and Vn = {v1, . . . , vn}.
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For every u ∈ V 1k let A(u) = Ek
(
W1, . . . ,Wp
)
be a particular partition of Kk with singleton cluster
Wi = {u}. Then the incidence vector χ A(u) is contained in Fa because we also have A(u) = Ek(W1, . . . ,Wp) ∪
En({vk+1}, . . . , {vn}). For every u ∈ V 2k let B(u) = Ek
(
W ′1, . . . ,W ′q
)
be a particular partition of Kk with the cluster
W ′i = {u} ∪U such that |W ′i | ≤ b − 1 and U ⊆ V 1k . Then χ B(u) ∈ Fa by an argument similar to the one above.
Claim 1. pie = 0 for all e ∈ E1.
Let e ∈ E1 and u ∈ V 1k . Also let Ae(u) = A(u)∪{e}. Then χ A(u), χ Ae(u) ∈ Fa ⊆ Fpi . As piTχ Ae(u)−piTχ A(u) = 0
it follows that pie = 0.
Claim 2. pie = 0 for all e ∈ E2.
Let uv ∈ E2 be such that u ∈ V 1k . Let Auv(u) = A(u) ∪ {uv}. As above we have χ A(u), χ Auv(u) ∈ Fa ⊆ Fpi , and
the result immediately follows.
Claim 3. pie = 0 for all e ∈ E3.
Let uv ∈ E3 be such that u ∈ V 2k . Let W ′i = {u} ∪ U be the special cluster of the partition B(u), and let
Bv(u) = B(u) ∪ δ({v},W ′i ) be the partition obtained by merging clusters W ′i and {v}. Then χ B(u), χ Bv(u) ∈ Fa , and
we get
piuv +
∑
s∈U
pisv = 0.
By Claim 2 this reduces to piuv = 0, which is the desired result. This completes the proof. 
This result will be used in the proof in Section 4 concerning multistar inequalities, and it has been extensively used
in Sørensen [23,25]. In particular, we have applied this theorem to all the facets of the clique partitioning polytope
in [18,19] in order to show that they are also facets of Pn(b) under suitable conditions. There are a few classes of
inequalities where the theorem is not used. Among these are the star inequalities, which are defined on all nodes of
the graph, and the clique inequalities of the next section for which the theorem is not readily applicable because there
may not be any roots of the inequality with singleton clusters, so that V 1k = ∅.
We would also like to remark that a much milder zero lifting condition is given in [18] for the clique partitioning
polytope Pn(n). This condition is V 1k 6= ∅. In fact, it is established by Deza et al. [8, Theorem 2.9, Remark 2.10]
and Bandelt et al. [1, Theorem 2.1] that zero lifting preserves the facet-defining properties of inequalities for Pn(n);
however, this does not hold in general for Pn(b) with b < n.
3. Clique inequalities
In this section and the next one we introduce two new classes of facet-defining inequalities. Here we consider
a class of inequalities induced by cliques, i.e. complete subgraphs of Kn . These inequalities may be considered as
a generalization to Pn(b), for b ≥ 3, of the clique inequalities (also called odd-set inequalities) for the matching
polytope Pn(2).
Every node set S ⊆ Vn induces a valid clique inequality in the form
x(En(S)) ≤
⌊ |S|
b
⌋(
b
2
)
+
( |S| mod b
2
)
, (2)
where
(
k
2
)
= k(k − 1)/2. The next theorem states the conditions under which the clique inequalities define facets of
Pn(b).
Theorem 2. For every S ⊆ Vn the clique inequality (2) is valid for Pn(b). It defines a facet of Pn(b) for b ≥ 3 if and
only if |S| ≥ b + 2 and |S| mod b ≥ 1.
Proof. Validity of the inequality follows from a simple counting argument. The right-hand side of the inequality is
equal to the number of edges in a partition (of the complete subgraph induced by S) consisting of
⌊ |S|
b
⌋
clusters of
size b and a cluster of size |S| mod b. Such a partition clearly contains the largest possible number of edges. Hence,
the inequality (2) is valid for Pn(b).
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Let us prove now the statement concerning the facet-defining property of inequality (2). We first prove the only if
part of the statement. Suppose that |S| mod b = 0. Then |S| = kb for some positive integer k. Adding the kb star
inequalities x(δ(v)) ≤ b − 1 for all v ∈ S and the nonnegativity constraints −xe ≤ 0 for all e ∈ δ(S, Vn \ S) gives
2x(En(S)) ≤ kb(b − 1) ⇔ x(En(S)) ≤ k
(
b
2
)
=
⌊ |S|
b
⌋(
b
2
)
+ 0.
So the clique inequality is implied by other valid inequalities when |S| mod b = 0.
Now suppose that |S| ≤ b + 1. If |S| ≤ b the clique inequality is implied by the trivial inequalities xe ≤ 1 for
all e ∈ En(S). So suppose that |S| = b + 1. We restrict attention to the complete subgraph Kb+1 induced by S and
show that the inequality does not define a facet of Pb+1(b). Then it immediately follows that it is not facet-defining
for n > b + 1. Now consider the b + 1 partitions of Kb+1 for each v ∈ S : {v}, S \ {v}. These are clearly the only
roots of the inequality. So the face defined by the inequality has dimension strictly less than |Eb+1| − 1, since b ≥ 3.
This proves the only if part of the theorem.
Assume in the following that |S| ≥ b + 2 and |S| mod b ≥ 1. Let aT x ≤ a0 be the inequality obtained by zero
lifting from the clique inequality and denote by Fa =
{
x ∈ Pn(b) | aT x = a0
}
the corresponding face of Pn(b). Let
piT x ≤ pi0 be an inequality such that Fpi =
{
x ∈ Pn(b) | piT x = pi0
}
is a facet of Pn(b) and Fa ⊆ Fpi . In order to
prove that Fa is a facet of Pn(b) it suffices to show that pie = σae for all e ∈ En and some σ ∈ R+.
Also assume in the following that v1, v2, v3, v4 ∈ S are any four distinct nodes and that W1, . . . ,Wp is a partition
of S (p =
⌊ |S|
b
⌋
+ 1) such that v1, v2 ∈ W1, v3, v4 ∈ W2, and
|W1| =
{|S| mod b, when |S| mod b ≥ 2
b, when |S| mod b = 1,
|Wi | = b for i = 2, . . . , p − 1,
|Wp| =
{
b, when |S| mod b ≥ 2
1, when |S| mod b = 1.
Define the node sets
W ′1 = W1 \ {v1, v2} and W ′2 = W2 \ {v3, v4},
and the edge set
E = En(W3) ∪ · · · ∪ En(Wp).
Although the above partition and sets are defined for given nodes they are not fixed throughout the proof. The
nodes v1, . . . , v4 will be chosen arbitrarily and the sets should be determined accordingly.
We need to establish the following intermediate result.
Claim 1. Let {e1, e2, e3, e4} ⊂ En(S) be any cycle of length 4. Then pie1 − pie2 + pie3 − pie4 = 0.
Since the four nodes v1, . . . , v4 above are arbitrary, we choose them here such that e1 = v1v2, e2 = v2v3,
e3 = v3v4, and e4 = v1v4. Consider the following four partitions
A = En
(
W ′1 ∪ {v1, v2}
) ∪ En (W ′2 ∪ {v3, v4}) ∪ E,
B = En
(
W ′1 ∪ {v1, v4}
) ∪ En (W ′2 ∪ {v2, v3}) ∪ E,
C = En
(
W ′1 ∪ {v3, v4}
) ∪ En (W ′2 ∪ {v1, v2}) ∪ E,
D = En
(
W ′1 ∪ {v2, v3}
) ∪ En (W ′2 ∪ {v1, v4}) ∪ E .
They are all roots of the clique inequality. So χ A, χ B, χC , χD ∈ Fa ⊆ Fpi . As piTχ A − piTχ B = 0 we obtain
piv1v2 − piv1v4 +
∑
s∈W ′1
(
pisv2 − pisv4
)+ piv3v4 − piv2v3 + ∑
s∈W ′2
(
pisv4 − pisv2
) = 0. (3)
As piTχC − piTχD = 0 we get
piv3v4 − piv2v3 +
∑
s∈W ′1
(
pisv4 − pisv2
)+ piv1v2 − piv1v4 + ∑
s∈W ′2
(
pisv2 − pisv4
) = 0.
Adding this equation to (3) and dividing by 2 we get piv1v2 − piv2v3 + piv3v4 − piv4v1 = 0, which proves Claim 1.
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Claim 2. pie = σ for all e ∈ En(S).
Let v1, . . . , v4 ∈ S be any distinct nodes. We shall show that piv1v2 = piv1v4 . This is sufficient to prove the claim,
since by symmetry it then follows that piuv = pitu = pist := σ for all uv ∈ En(S). We consider two cases.
Case 1: |S| mod b ≥ 2. By defining partitions A and B as in Claim 1 Eq. (3) also holds in this case. Then, adding the
cycle equations
−piv1v2 + piv2v3 − piv3v4 + piv4v1 = 0,
piv1v2 − piv2s + pisv4 − piv4v1 = 0 for all s ∈ W ′1,
−piv1v2 + piv2s − pisv4 + piv4v1 = 0 for all s ∈ W ′2
to (3) gives
(|W ′1| − |W ′2|)piv1v2 − (|W ′1| − |W ′2|)piv1v4 = 0. Since |W ′1| < |W ′2| by construction, it follows that
piv1v2 = piv1v4 .
Case 2: |S| mod b = 1. Denote by w the single node in Wp (and note that p ≥ 3 by assumption). The partitions
A = En
(
W ′1 ∪ {v1, v2}
) ∪ En (W ′2 ∪ {v3, w}) ∪ E,
B = En
(
W ′1 ∪ {v1, v4}
) ∪ En (W ′2 ∪ {v3, w}) ∪ E
are roots of (2) such that χ A, χ B ∈ Fa . Then piTχ A − piTχ B = 0 gives
piv1v2 − piv1v4 +
∑
s∈W ′1
(
pisv2 − pisv4
) = 0.
Adding to this equation the cycle equations piv1v2 − piv2s + pisv4 − piv4v1 = 0 for all s ∈ W ′1 we obtain
(b − 1)piv1v2 − (b − 1)piv1v4 = 0, which is the desired result. This proves Claim 2.
Claim 3. pie = 0 for all e ∈ En \ En(S).
First suppose that |S| mod b ≥ 2. It is trivial to establish that piuv = 0 when u, v ∈ Vn \ S. Therefore, only edges
with one endnode in Vn \ S and the other in S are considered. Let u ∈ Vn \ S, let v1, . . . , v4 ∈ S be any distinct nodes,
and consider the four partitions
A = En
(
W ′1 ∪ {u, v1, v2}
) ∪ En (W ′2 ∪ {v3, v4}) ∪ E,
B = En
(
W ′1 ∪ {v1, v2}
) ∪ En (W ′2 ∪ {v3, v4}) ∪ E,
C = En
(
W ′1 ∪ {u, v1, v3}
) ∪ En (W ′2 ∪ {v2, v4}) ∪ E, and
D = En
(
W ′1 ∪ {v1, v3}
) ∪ En (W ′2 ∪ {v2, v4}) ∪ E .
These are all roots of (2). From piTχ A − piTχ B − (piTχC − piTχD) = 0 we get
piuv1 + piuv2 +
∑
s∈W ′1
pisu − piuv1 − piuv3 −
∑
s∈W ′1
pisu = 0.
This reduces to piuv2 = piuv3 which implies that piuv = piuw for all v,w ∈ S, u ∈ Vn \ S. Then, from the relation
piTχ A − piTχ B = 0 which gives piuv1 + piuv2 +
∑
s∈W ′1 pisu = 0, it follows that piuv = 0 for all v ∈ S, u ∈ Vn \ S.
Now suppose that |S| mod b = 1. In this case the result follows by applying the same reasoning as in the proof of
Claim 2 of Theorem 1. This proves Claim 3 and completes the proof. 
4. Multistar inequalities
Let S and T be two disjoint subsets of Vn such that |S| ≥ 2 and |T | ≥ 2. The subgraph of Kn with node set S ∪ T
and edge set δ(S, T ) ∪ En(S) is called a multistar with nucleus S and satellites T . Fig. 2 shows two multistars where
|S| = 2, |T | = 5, and |S| = 3, |T | = 8, respectively. The multistar inequalities that are considered in this section
are described as follows. Let d be a nonnegative integer such that d ≤ (b − 1)|S| and let |T | = (b − 1)|S| − d with
|S| ≥ 2. The multistar inequality is
x(δ(S, T ))− (d − 2)x(En(S)) ≤ |T |. (4)
We first establish that the multistar inequality is valid for Pn(b).
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Fig. 2. Two multistars. The nodes of S are placed in the centers.
Proposition 3. The multistar inequality (4) with |T | = (b − 1)|S| − d is valid for Pn(b).
Proof. Denote the inequality by aT x ≤ a0, and let W1, . . . ,Wp be any feasible partition of Vn with edge set
A = En(W1, . . . ,Wp). We shall show that aTχ A ≤ a0 = |T |. From (4) it follows that
aTχ A =
p∑
i=1
(|Wi ∩ S| · |Wi ∩ T | − (d − 2)|En(Wi ∩ S)|) .
First suppose that the nodes of S are dispersed among |S| different clusters, i.e., |Wi ∩ S| ≤ 1 for i = 1, . . . , p. Then
aTχ A ≤
p∑
i=1
|Wi ∩ T | = |T |.
Next suppose that at least one of the clusters contains two or more nodes of S. Note that |Wi ∩ T | ≤ b− |Wi ∩ S| for
all i because the partition is feasible. Then we obtain
aTχ A ≤
p∑
i=1
|Wi ∩ S|(b − |Wi ∩ S|)− 12 (d − 2)
p∑
i=1
(
|Wi ∩ S|2 − |Wi ∩ S|
)
=
(
b − 1+ 1
2
d
) p∑
i=1
|Wi ∩ S| − 12d
p∑
i=1
|Wi ∩ S|2
=
(
b − 1+ 1
2
d
)
|S| − 1
2
d
p∑
i=1
|Wi ∩ S|2.
This expression attains a maximum value when the |Wi ∩ S|’s are as small as possible. So we may assume that
|W1 ∩ S| = 2, |Wi ∩ S| = 1 for i = 2, . . . , |S| − 1, and Wi ∩ S = ∅ for i = |S|, . . . , p. Then
aTχ A ≤
(
b − 1+ 1
2
d
)
|S| − 1
2
d · 4− 1
2
d(|S| − 2)
= (b − 1)|S| − d.
This proves that the inequality is valid. 
The following theorem states that the multistar inequalities define facets of Pn(b) when d ∈ {1, . . . , b − 1}. This
means that the coefficients of the variables that belong to the nucleus En(S) are integers that range from −(b − 3) to
1 as |T | ranges from (b − 1)(|S| − 1) to (b − 1)|S| − 1.
Theorem 3. Let d ∈ {1, 2, . . . , b − 1} be an integer, and let S, T be disjoint subsets of Vn such that |S| ≥ 2 and
|T | = (b − 1)|S| − d. Then the multistar inequality (4) defines a facet of Pn(b) for b ≥ 3.
Proof. We prove first that the multistar inequality defines a facet of the simple graph partitioning polytope Pk(b)
associated with the complete subgraph Kk (k = |S ∪ T |) induced by S and T . Subsequently, we use Theorem 1 to
prove the result for Pn(b).
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Let Fa =
{
x ∈ Pk(b) | aT x = a0
}
be the face of Pk(b) that is defined by the multistar inequality, and let piT x ≤ pi0
be a facet-defining inequality such that Fa ⊆ Fpi =
{
x ∈ Pk(b) | piT x = pi0
}
. We shall establish that there exists a
positive scalar σ such that pie = σae for all e ∈ Ek .
In this proof we shall frequently use sets that are defined as follows. Let T1, . . . , T|S| be any partition of T such
that |T1| = b− 2, |T2| = b− d , and |Ti | = b− 1 for i = 3, . . . , |S|. Note that 1 ≤ |T2| ≤ b− 1 as d ∈ {1, . . . , b− 1}.
Let S′ = {s1, s2} be any subset with two nodes of S, and set
E =
|S|⋃
i=3
Ek({si } ∪ Ti ),
where {s3, . . . , s|S|} = S \ S′. Note that we are not assuming that S′ is a fixed subset of nodes; rather we shall assume
that s1 and s2 are chosen arbitrarily and that E is defined accordingly.
Claim 1. pie = 0 for all e ∈ Ek(T ).
We consider two cases.
Case 1: d ≤ b − 2. Let u, v ∈ T2 and let
A = Ek(S′ ∪ T1) ∪ E and B = A ∪ { uv }.
It is easy to check that the partitions A and B are roots of (4). For example, aTχ A = 2(b−2)−(d−2)+(|S|−2)(b−
1) = (b − 1)|S| − d . All other partitions in this proof can be checked in a similar manner. Since χ A, χ B ∈ Fa ⊆ Fpi ,
we get 0 = piTχ B − piTχ A = piuv .
Case 2: d = b − 1. Let u ∈ T1 and {v} = T2 (note that |T2| = 1 in this case). Consider the four partitions
A = Ek({s1} ∪ T1) ∪ Ek({s2} ∪ T2) ∪ E, (5)
B = Ek({s1, v} ∪ T1) ∪ Ek({s2} ∪ T2 \ {v}) ∪ E, (6)
C = Ek({s1} ∪ T1 \ {u}) ∪ Ek({s2, u} ∪ T2) ∪ E, and
D = Ek({s1, v} ∪ T1 \ {u}) ∪ Ek({s2, u} ∪ T2 \ {v}) ∪ E,
which are all roots of the inequality. From piTχ B − piTχ A − (piTχD − piTχC) = 0 we get
pis1v + piuv +
∑
t∈T1\{u}
pitv − pis2v + pis2v + piuv − pis1v −
∑
t∈T1\{u}
pitv = 0,
which reduces to 2piuv = 0. Since u, v ∈ T are arbitrary, this proves Claim 1.
Claim 2. pie = σ for all e ∈ δ(S, T ).
Let v ∈ T2. Then the partitions A and B obtained as in (5) and (6), for any distinct s1, s2 ∈ S, are such that
χ A, χ B ∈ Fa (also when d ≤ b − 2). From piTχ B − piTχ A = 0 we get
pis1v +
∑
t∈T1
pitv − pis2v −
∑
t∈T2\{v}
pitv = 0.
Since (by Claim 1) pitv = 0 for all t ∈ T1 ∪ T2 \ {v}, this reduces to pis1v = pis2v . This implies that for every v ∈ T
there exists a σv such that pisv = σv for all s ∈ S.
Now let u ∈ T1 and let v be as above. Then the partitions
C = Ek({s1, s2} ∪ T1) ∪ E, (7)
D = Ek({s1, s2, v} ∪ T1 \ {u}) ∪ E
are roots of the multistar inequality, and piTχD − piTχC = 0 yields
pis1v + pis2v − pis1u − pis2u +
∑
t∈T1\{u}
(pitv − pitu) = 0.
This reduces to 2σv − 2σu = 0 such that σv = σu . Hence, σv = σ for all v ∈ T . This proves Claim 2.
Claim 3. pie = −σ(d − 2) for all e ∈ Ek(S).
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Let A and C be partitions obtained as in (5) and (7), respectively. Then from piTχC − piTχ A = 0 we get
pis1s2 +
∑
t∈T1
pis2t −
∑
t∈T2
pis2t −
∑
e∈Ek (T2)
pie = 0,
and, by Claims 1–2 and the construction of T1 and T2, we obtain pis1s2+σ (|T1| − |T2|) = pis1s2+σ(b−2−(b−d)) = 0.
Hence, pis1s2 = −σ(d − 2), and since s1, s2 ∈ S are arbitrary this proves Claim 3.
Claims 1–3 establish that the multistar inequality defines a facet of Pk(b). In order to prove that the inequality
defines a facet of Pn(b) for n > k it suffices to show that every node in Vk = S ∪ T belongs to one of the subsets V 1k ,
V 2k of Theorem 1.
First consider the partition C in (7). In this partition all nodes in T2 are singleton clusters. Because T2 ⊂ T
is arbitrarily chosen, this implies that T ⊆ V 1k . Now consider the partition A in (5). This partition has the cluster
{s1} ∪ T1 of size b − 1 where s1 ∈ S and T1 ⊂ T ⊆ V 1k . This implies that S ⊆ V 2k . Hence, S ∪ T = V 2k ∪ V 1k = Vk .
This completes the proof. 
We would like to mention here that the multistar inequalities that can be obtained from values of the parameter d
beyond 1, . . . , b− 1 are not, in general, facet-defining for Pn(b). We shall give two examples in order to demonstrate
this.
Suppose that d = 0. Then (4) is dominated by the inequality x(δ(S, Vn \ S)) + 2x(En(S)) ≤ (b − 1)|S|, which
is obtained as the sum of |S| star inequalities: x(δ(s)) ≤ b − 1 for all s ∈ S. On the other hand, suppose that d = b.
When |S| = 2, |T | = b − 2 and the inequality is x(δ(S, T ))− (b − 2)x(En(S)) ≤ b − 2. This inequality is obtained
as the sum of b − 2 triangle inequalities: xs1t + xs2t − xs1s2 ≤ 1 for all t ∈ T , where {s1, s2} = S.
5. Concluding remarks
In this paper we have obtained two new classes of valid inequalities for the simple graph partitioning polytope and
provided proofs that they are facet-defining. So far we have not considered the application aspect of the inequalities
in an algorithm for the solution of SGPPs. In order to use the inequalities in a (LP-based) branch-and-cut algorithm
separation procedures must be designed for the various classes of inequalities. The purpose of a separation procedure
is to generate one or more inequalities that are not satisfied by a given LP solution. An exact separation procedure
for a class of inequalities accomplishes the following task, which is called the separation problem. Given x¯ ∈ REn
determine an inequality from the class that is violated by x¯ or prove that no such inequality exists.
Here we shall briefly discuss the complexities of separating clique and multistar inequalities. With regard to the
clique inequalities this issue is easily resolved. The problem of determining a maximum weight clique on p nodes
(p ≤ n) in a weighted complete graph is NP-hard (e.g. see [12]). This implies that separating a clique inequality (2)
with fixed right-hand side is NP-hard, and therefore the separation problem for the clique inequalities is NP-hard.
Now let us consider the multistar inequalities. We expect that the separation problem for these inequalities is NP-
hard, but we have not found a proof. For any given nucleus S the set of satellites T that maximizes the left-hand side
value of the inequality (4) can be determined easily by a greedy algorithm. However, the problem of simultaneously
determining the best node sets for a multistar inequality appears to be much harder. The related problem of finding
a maximum weight bipartite subgraph is NP-hard [16]. The fact that there are restrictions on the cardinalities of the
node sets involved may or may not make the problem easier.
In [26] we have conducted several computational experiments with a branch-and-cut algorithm for the SGPP that
uses the inequalities considered in this paper and in [25]. Due to the above remarks the separation procedures are
heuristics which may fail to determine violated inequalities. Our experiments show that the S, T -inequalities and cycle
with ear inequalities are often very useful for the solution of SGPP instances. The clique inequalities and multistar
inequalities are also useful in many instances.
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