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Abstract
The convergence of waveform relaxation methods applied to a periodic di'erential–functional system is
studied. The continuous dependence is also discussed.
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1. Introduction
Consider the problem
x′(t) = f(t; x(t); x(·)); t ∈ J = [0; T ];
x(0) = x(T ); (1)
where f∈C(J ×Rp × C0;Rp) with C0 = C(J;Rp). Note that f depends on a functional argument
and as we see later it means that Volterra and Fredholm type equations are special cases of problem
(1).
Monotone iterative methods for periodic problems of type (1), mostly when f does not depend
on the last functional argument, have been considered by many authors, see for example [2,3,5,7–
12,19] and references therein; (see also [13–15]). The WRMs can also be applied to problems of type
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(1). WRMs are special variants of the modiDcations of the Picard iterative method which in a very
abstract form were examined in [17,18]. The application of the WRM to initial functional-di'erential
problems is well known, for details, see for example [1,4,6,20] and references therein. In [16], the
WRM was investigated for a linear di'erential problem with a periodic condition.
This paper extends the application of WRMs to di'erential-functional problems of type (1). We
suppose two types of conditions to show that the WRM converges to a solution of problem (1).
One of them is used earlier in paper [1] for initial value problems (compare Assumptions A and
B of [1] with Assumption H4). Those conditions are imposed on a corresponding splitting function
F connected with f. In Section 3, given are suGcient conditions when the WRM converges to a
solution of problem (1). Conditions which guarantee that problem (1) has a unique solution are also
formulated. An example is added to show that corresponding assumptions are satisDed and the rate
of the convergence of WRMs is discussed. The problem of continuous dependence is studied in the
last section of this paper.
2. Assumptions
Let the continuous function F : J × Rp × Rp × C0 → Rp denote a splitting function for f, i.e.
f(t; x(t); x(·)) = F(t; x(t); x(t); x(·)) (2)
for any function x∈C0 and t ∈ J . Then problem (1) can be rewritten as
x′(t) = F(t; x(t); x(t); x(·)); t ∈ J; x(0) = x(T ):
Now, using the WRM, we have the iterations of the form
x′n+1(t) = F(t; xn+1(t); xn(t); xn(·)); t ∈ J; xn+1(0) = xn+1(T )
for n= 0; 1; : : : ; where x0 is a given periodic initial function. Usually, as x0 we can take a constant
function on T . Note that to Dnd the element xn+1 we need to solve the problem
y′(t) = F(t; y(t); xn(t); xn(·)); t ∈ J; y(0) = y(T ):
It is true that we can deDne the splitting function F in di'erent ways (see Example 1). Our task is
to show that the WRM converges to a solution of problem (1).
We introduce the following assumptions for later use:
H1: f∈C(J × Rp × C0;Rp); F ∈C(J × Rp × Rp × C0;Rp) such that (2) holds,
H2: there exist functions K ∈C(J;R); L;M ∈C(J;R+); R+ = [0;∞) such that
lim sup
h→0+
1
h
{‖x − Kx + h[F(t; x; y; z)− F(t; Kx; Ky; Kz)]‖ − ‖x − Kx‖}
6K(t)‖x − Kx‖+ L(t)‖y − Ky‖+M (t)‖z − Kz‖∗
for all t ∈ J; x; Kx; y; Ky∈Rp; z; Kz ∈C0 with ‖z‖∗ =maxs∈J ‖z(s)‖,
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H3:
∫ T
0 K(s) ds¡ 0 and ¡ 1, where
=
1
1− e
∫ T
0 K(s) ds
max
t∈J
∫ T
0
G(t; s)e
∫ t
s K(r) dr[L(s) +M (s)] ds
with
G(t; s) =
{
1 if 06 s6 t;
e
∫ T
0 K(r) dr if t ¡ s6T;
H4: there exist functions K ∈C(J;R); L;M ∈C(J;R+) such that
(a) ‖F(t; x; y; z)−F(t; x; Ky; Kz)‖6L(t)‖y− Ky‖+M (t)‖z− Kz‖∗ for all t ∈ J; x; y; Ky∈Rp; z; Kz ∈C0,
(b) (F(t; x; y; z)− F(t; Kx; y; z); x − Kx)6K(t)‖x − Kx‖2 for all t ∈ J; x; Kx; y∈Rp; z ∈C0 (here (·; ·)
denotes a scalar product in Rp and ‖x‖2 = (x; x)),
H5: for Dxed z ∈C0, there is a solution of the problem:
x′(t) = F(t; x(t); z(t); z(·)); t ∈ J; x(0) = x(T );
H6: there exist constants K1; K2¿ 0 and  = 0 such that  ≡ (K1 + K2)=||¡ 1 and
‖f(t; x; y)− f(t; Kx; Ky) + (x − Kx)‖6K1‖x − Kx‖+ K2‖y − Ky‖∗
for all t ∈ J; x; Kx∈Rp; y; Ky∈C0.
Remark 1. Note that Assumption H2 is popular in the stability theory if we put y = Ky and z = Kz.
Moreover, if we put x = Kx, then Assumption H2 reduces to Assumption H4(a).
Remark 2. For Dxed  = 0, Assumption H6 says that the function f(t; x; y) + x satisDes the
Lipschitz condition with respect to x and y (with corresponding functions) because always we can
write f(t; x; y) =−x + f(t; x; y) + x.
3. Uniqueness and convergence
Theorem 1. Assume that f∈C(J × Rp × C0;Rp) and let Assumption H6 hold. Then problem (1)
has a unique solution.
Proof. It is easy to see that problem (1) is identical with the following:
x(t) =
e−t
1− e−T
∫ T
0
H (t; s)es[f(s; x(s); x(·)) + x(s)] ds ≡ Ax(t); t ∈ J
for H (t; s) = 1 if 06 s6 t, and H (t; s) = e−T if t ¡ s6T . Let x; y∈C(J;Rp). Assumption H6
yields
‖Ax(t)− Ay(t)‖6 e
−t
|1− e−T |
∫ T
0
H (t; s)es‖f(s; x(s); x(·))− f(s; y(s); y(·))
+ [x(s)− y(s)]‖ ds6 ‖x − y‖∗:
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Since ¡ 1, problem (1) has a unique solution, by the Banach Dxed point theorem. It ends the
proof.
Now we are able to formulate a result giving suGcient conditions for the uniqueness of the
solution of problem (1) but it does not guarantee the existence of this solution.
Theorem 2. Assume that Assumptions H1–H3 hold. Then problem (1) has at most one solution.
Proof. Assume that problem (1) has two di'erent solutions x; y. Put P(t)=‖x(t)−y(t)‖, so P(0)=
P(T ). Let h¿ 0 be small. Then,
P(t + h) = ‖x(t + h)− y(t + h)‖
6 ‖x(t + h)− x(t)− hF(t; x(t); x(t); x(·))‖
+ ‖y(t + h)− y(t)− hF(t; y(t); y(t); y(·))‖
+ ‖x(t)− y(t) + h[F(t; x(t); x(t); x(·))− F(t; y(t); y(t); y(·))]‖:
Hence, by the above and Assumption H2, we have
D+P(t) = lim sup
h→0+
1
h
[P(t + h)− P(t)]
6 lim sup
h→0+
∣∣∣∣
∣∣∣∣x(t + h)− x(t)h − F(t; x(t); x(t); x(·))
∣∣∣∣
∣∣∣∣
+ lim sup
h→0+
∣∣∣∣
∣∣∣∣y(t + h)− y(t)h − F(t; y(t); y(t); y(·))
∣∣∣∣
∣∣∣∣
+ lim sup
h→0+
1
h
{‖x(t)− y(t) + h[F(t; x(t); x(t); x(·))
−F(t; y(t); y(t); y(·))]‖ − ‖x(t)− y(t)‖}
6 [K(t) + L(t)]P(t) +M (t)max
s∈J P(s); t ∈ J:
Hence
P(t)6 e
∫ t
0 K(s) dsP(0) +
∫ t
0
e
∫ t
s K(r) dr[L(s)P(s) +M (s)P] ds; t ∈ J; (3)
where P =maxs∈J P(s). The boundary condition gives
P(0) = P(T )6 e
∫ T
0 K(s) dsP(0) +
∫ T
0
e
∫ T
s K(r) dr[L(s)P(s) +M (s)P] ds;
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so
P(0)6
1
1− e
∫ T
0 K(s) ds
∫ T
0
e
∫ T
s K(r) dr[L(s)P(s) +M (s)P] ds;
by Assumption H3. Combining this with (3) we get
P(t)6
1
1− e
∫ T
0 K(s) ds
∫ T
0
G(t; s)e
∫ t
s K(r) dr[L(s)P(s) +M (s)P] ds; t ∈ J:
Hence, P6 P. It proves P = 0 since ¡ 1 which means that x(t) = y(t) on J .
It ends the proof.
The next theorem gives suGcient conditions when the WRM converges to a solution of problem
(1).
Theorem 3. Let Assumptions H1–H3; H5 be satis<ed. Assume that problem (1) has a solution Kx.
Then limn→∞ xn(t) = Kx(t) on J , where
x′n+1(t) = F(t; xn+1(t); xn(t); xn(·)) t ∈ J;
xn+1(0) = xn+1(T ) (4)
for n= 0; 1; : : : with arbitrary x0 ∈C(J;Rp) such that x0(0) = x0(T ).
Proof. First of all we need to show that the sequence {xn} is well deDned. Put u = xn+1. Assume
that for xn ∈C0 there is another solution v of (4), so
v′(t) = F(t; v(t); xn(t); xn(·)); t ∈ J;
v(0) = v(T ): (5)
If we put Q(t) = ‖u(t)− v(t)‖, then Q(0) = Q(T ). For small h¿ 0 we see that
Q(t + h)6 ‖u(t + h)− u(t)− hF(t; u(t); xn(t); xn(·))‖
+ ‖v(t + h)− v(t)− hF(t; v(t); xn(t); xn(·))‖
+ ‖u(t)− v(t) + h[F(t; u(t); xn(t); xn(·))− F(t; v(t); xn(t); xn(·))]‖:
This and Assumption H2 yield
D+Q(t) = lim sup
h→0+
1
h
[Q(t + h)− Q(t)]
6 lim sup
h→0+
∣∣∣∣
∣∣∣∣u(t + h)− u(t)h − F(t; u(t); xn(t); xn(·))
∣∣∣∣
∣∣∣∣
+ lim sup
h→0+
∣∣∣∣
∣∣∣∣v(t + h)− v(t)h − F(t; v(t); xn(t); xn(·))
∣∣∣∣
∣∣∣∣
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+ lim sup
h→0+
1
h
{‖u(t)− v(t) + h[F(t; u(t); xn(t); xn(·))
−F(t; v(t); xn(t); xn(·))]‖ − ‖u(t)− v(t)‖}
6K(t)Q(t):
Hence
Q(t)6 e
∫ t
0 K(s) dsQ(0); t ∈ J;
so
Q(0)
[
1− e
∫ T
0 K(s) ds
]
6 0;
by the boundary condition. It proves Q(0) = 0, so Q(t) = 0 on J showing that the sequence {xn} is
well deDned by (4).
To show the convergence of {xn} to Kx we put Pn(t) = ‖xn(t)− Kx(t)‖. Then Pn(0) = Pn(T ), and
Pn+1(t + h)6 ‖xn+1(t + h)− xn+1(t)− hF(t; xn+1(t); xn(t); xn(·))‖
+ ‖xn+1(t)− Kx(t) + h[F(t; xn+1(t); xn(t); xn(·))− F(t; Kx(t); Kx(t); Kx(·))]‖
+ ‖ Kx(t + h)− Kx(t)− hF(t; Kx(t); Kx(t); Kx(·))‖; n= 0; 1; : : : :
Assumption H2 yields
D+Pn+1(t) = lim sup
h→0+
1
h
[Pn+1(t + h)− Pn+1(t)]
6 lim sup
h→0+
1
h
{‖xn+1(t)− Kx(t) + h[F(t; xn+1(t); xn(t); xn(·))
−F(t; Kx(t); Kx(t); Kx(·))]‖ − ‖xn+1(t)− Kx(t)‖}
6K(t)Pn+1(t) + L(t)Pn(t) +M (t)Pn; t ∈ J; n= 0; 1; : : : ;
where Pn =maxs∈J Pn(s). It gives
Pn+1(t)6 e
∫ t
0 K(s) dsPn+1(0) +
∫ t
0
e
∫ t
s K(r) dr[L(s)Pn(s) +M (s)Pn] ds; t ∈ J: (6)
Hence, by the boundary condition and Assumption H3,
Pn+1(0)6
1
1− e
∫ T
0 K(s) ds
∫ T
0
e
∫ T
s K(r) dr[L(s)Pn(s) +M (s)Pn] ds
and Dnally
Pn+1(t)6
1
1− e
∫ T
0 K(s) ds
∫ T
0
G(t; s)e
∫ t
s K(r) dr[L(s)Pn(s) +M (s)Pn] ds
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for t ∈ J; n= 0; 1; : : : : Indeed, Pn+1(t)6 Pn; n= 0; 1; : : : : By induction, it gives
Pn6 nP0; n= 0; 1; : : : :
Since ¡ 1, it proves Pn → 0. It ends the proof.
Remark 3. Assume that K(t)¡ 0 on J and put U = L+M . Then
 =
1
1− e
∫ T
0 K(s) ds
max
t∈J
[∫ t
0
e
∫ t
s K(r) drU (s) ds+ e
∫ T
0 K(r) dr
∫ T
t
e
∫ t
s K(r) drU (s) ds
]
6
1
1− e
∫ T
0 K(s) ds
max
t∈J
U (t)
−K(t) maxt∈J
{∫ t
0
[− K(s)]e
∫ t
s K(r) dr ds
+e
∫ T
0 K(r) dr
∫ T
t
[− K(s)]e
∫ t
s K(r) dr ds
}
=
1
1− e
∫ T
0 K(s) ds
max
t∈J
U (t)
−K(t) maxt∈J
{∫ t
0
d
ds
(
e
∫ t
s K(r) dr
)
ds
+e
∫ T
0 K(r) dr
∫ T
t
d
ds
(
e
∫ t
s K(r) dr
)
ds
}
= max
t∈J
U (t)
−K(t) :
In this case ¡ 1 provided that maxt∈J U (t)= − K(t)¡ 1, and if K(t) = −K; t ∈ J; K ¿ 0, then
maxt∈J U (t)¡K .
Remark 4. A splitting function F is always chosen in such a way that the periodic problem from
Assumption H5 has a solution (see Example 1). For example, if F(t; x; y; z) = b(t)x + KF(t; y; z);
b∈C(J;R); KF ∈C(J × R× C0;R) and
∫ T
0 b(s) ds = 0, then Assumption H5 is satisDed.
Example 1. Consider the following problem:
x′(t) =−x(t) + bx (a(t)) + 2; t ∈ J = [0; T ]; b∈R;
x(0) = x(T ); (7)
where a∈C(J; J ) and |b|¡ 1. For example, function a can be deDned by a(t)=t for Dxed ∈ [0; 1],
or a(t) =−t(t − 2) if T = 2, or a(t) = 12 t(t + 1) if T = 1. Note that
|f(t; x; y)− f(t; Kx; Ky) + (x − Kx)|6 |− 1‖x − Kx|+ |b‖y − Ky|∗;
where |x|∗ = maxt∈J |x(t)|. Let  be a Dxed number and ¿ 1. If |b|¡ 1, then problem (7)
has a unique solution, by Theorem 1. Note that x(t) = 2=(1 − b); t ∈ J is this unique solution of
problem (7).
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Choose F(t; x; y; z) =−(1 + c)x + cy + bz + 2 for Dxed c¿− 1. Let 0¡h¡ 1=(1 + c). Then
|x − Kx + h[F(t; x; y; z)− F(t; Kx; Ky; Kz)]|
= |[1− h(1 + c)](x − Kx) + hc(y − Ky) + hb(z − Kz)|
6 [1− h(1 + c)]|x − Kx|+ h|c‖y − Ky|+ h|b‖z − Kz|:
Hence
lim sup
h→0+
1
h
{|x − Kx + h[F(t; x; y; z)− F(t; Kx; Ky; Kz)]| − |x − Kx|}
6− (1 + c)|x − Kx|+ |c‖y − Ky|+ |b‖z − Kz|∗:
So Assumption H2 holds with K(t)=−(1+c); L(t)=|c|; M (t)=|b|; t ∈ J . Now, =(|c|+|b|)=(c+1),
so Assumption H3 holds if |b|¡ 1 for c¿ 0 or |b|¡ 1 + 2c for −0:5¡c¡ 0. Moreover, problem
x′(t) =−(1 + c) x (t) + cz(t) + bz (a (t)) + 2; c¿− 0:5; t ∈ J; z ∈C(J;R)
x(0) = x(T )
has a unique solution, so Assumption H5 is satisDed too.
The values of c6 − 0:5 are not appropriate. Indeed, c¿ − 0:5 because |b|¡ 1 + 2c. Note that
if c6 − 1, then K(t)¿ 0, so ∫ T0 K(s) ds¿ 0 showing that Assumption H3 is not true. Moreover,
when c =−1, then K(t) = 0 on J , so Assumption H5 is not true too.
It is also possible to choose the splitting function F as
F(t; x; y; z) =−(1− c)x − cy + bz + 2 for Dxed c¡ 1:
In this case K(t)=−(1−c); L(t)=|c|; M (t)=|b| for t ∈ J . Now, Assumption H3 holds if |b|¡ 1−2c
for 06 c¡ 0:5 or |b|¡ 1 if c¡ 0. Then problem
x′(t) =−(1− c)x(t)− cz(t) + bz(a(t)) + 2; c¡ 0:5; t ∈ J; z ∈C(J;R);
x(0) = x(T )
has also a unique solution, so Assumption H5 is also satisDed.
For arbitrary x0 ∈C(J;R); x0(0)=x0(T ), the sequences (with F=F(c) deDned as in this example)
x′n+1(t) = F(t; xn+1(t); xn(t); xn(·)); t ∈ J;
xn+1(0) = xn+1(T )
converge to the unique solution x(t) = 2=(1− b); t ∈ J of problem (7).
It is true that this convergence depends on the parameter c which appeared in the deDnition of
F . Therefore, we are going to obtain a numerical solution of (7) by using WR procedures, namely:
x′n+1(t) =−xn+1(t) + bxn(a(t)) + 2; t ∈ J;
xn+1(0) = xn+1(T );
y′n+1(t) =−(1 + c)yn+1(t) + cyn(t) + byn(a(t)) + 2; t ∈ J;
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yn+1(0) = yn+1(T );
z′n+1(t) =−(1− c)zn+1(t)− czn(t) + bzn(a(t)) + 2; t ∈ J;
zn+1(0) = zn+1(T )
for Dxed x0(t)=y0(t)= z0(t)=&; t ∈ J , and n=0; 1; : : : : Note that the sequence {xn} is as a special
case of sequences {yn; zn} when c = 0. The values of xn; yn; zn are numerical solutions of problem
(7). We are going to obtain these numerical solutions of (7) only for b = 0:5. Solving the above
equations with respect to the (n+ 1)st element, the procedures take the forms
xn+1(t) = 2 + 0:5xn(t); t ∈ J;
yn+1(t) =
1
1 + c
[2 + (c + 0:5)yn(t)]; c¿− 0:25; t ∈ J;
zn+1(t) =
1
1− c [2 + (0:5− c)zn(t)]; c¡ 0:25; t ∈ J:
Note that the above sequences {xn; yn; zn} converge to the unique solution x(t) = 4 of problem (7)
for b= 0:5. These sequences converge linearly with rates
0:5; 1− 0:5
1 + c
; 1− 0:5
1− c ;
respectively.
The convergence of sequences {yn; zn} depends on the Dxed constant c. For example, for c=0:24
these rates for yn and zn are about 0:6 and 0:3 which is conDrmed by smaller number of iterations
for zn. In a similar way, for c=−0:24 these rates for yn and zn are about 0:3 and 0:6 which is also
conDrmed by smaller number of iterations for yn. For c = 0:2 or 0.15 the rates for yn and zn are
about 0:6 and 0:4. Note that for c=−1 the rate of “convergence” for yn is ∞ and the sequence yn
is also not well deDned in this case; similarly zn is not well deDned for c = 1.
The results for yn (if c = −0:24) and for zn (if c = 0:24) are the same and they are best in
comparing with the rest results for yn (if c¿− 0:24) and for zn (if c¡ 0:24). Note that these best
results are obtained for such values of c which lie near the end of the domain of c.
We will see that the assertions of Theorems 2 and 3 also hold if we assume that F satisDes
one-sided Lipschitz condition with respect to the second variable of F . We have
Theorem 4. Assume that Assumptions H1; H3; H4 hold. Then problem (1) has at most one solution.
Proof. Assume that problem (1) has two di'erent solutions x; y. By Assumption H4 we have
(x′(t)− y′(t); x(t)− y(t)) = (F(t; x(t); x(t); x(·))− F(t; y(t); y(t); y(·)); x(t)− y(t))
= (F(t; x(t); x(t); x(·))− F(t; y(t); x(t); x(·)); x(t)− y(t))
+ (F(t; y(t); x(t); x(·))− F(t; y(t); y(t); y(·)); x(t)− y(t))
6K(t)‖x(t)− y(t)‖2 + L(t)‖x(t)− y(t)‖2
+M (t)‖x − y‖∗‖x(t)− y(t)‖:
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It is obvious that for the Euclidean norm the following hold:
d
dt
‖x (t)‖2 = 2 (x′(t); x (t)); d
dt
‖x (t)‖2 = 2‖x (t)‖ d
dt
‖x (t)‖
and hence
(x′(t); x(t)) = ‖x(t)‖ d
dt
‖x(t)‖
for any t ∈ J; x∈C1(J;Rp). Basing on the above we have
P(t)P′(t)6K(t)P2(t) + L(t)P2(t) +M (t)P(t)P; t ∈ J;
where P(t) = ‖x(t)− y(t)‖; P =maxt∈J P(t). It gives
P′(t)6K(t)P(t) + L(t)P(t) +M (t)P; t ∈ J:
Hence we have (3) and repeating the proof of Theorem 2 we obtain the assertion of this theorem.
It ends the proof.
Theorem 5. Let Assumptions H1; H3–H5 be satis<ed. Assume that problem (1) has a solution Kx.
Then limn→∞ xn(t) = Kx(t) on J, where {xn} is de<ned by (4).
Proof. First of all we need to show that the sequence {xn} is well deDned. Put u = xn+1. Assume
that for xn ∈C0 there is another solution v of (5). Put Q(t) = ‖u(t)− v(t)‖. Then
(u′(t)− v′(t); u(t)− v(t))
= (F(t; u(t); xn(t); xn(·))− F(t; v(t); xn(t); xn(·)); u(t)− v(t))
6K(t)‖u(t)− v(t)‖2;
by Assumption H4(b), so
Q(t)Q′(t)6K(t)Q2(t); t ∈ J;
It gives Q′(t)6K(t)Q(t); t ∈ J . In view of Assumption H3 we have Q(t) = 0 on J showing that
the sequence {xn} is well deDned by (4).
Now we need to prove the convergence of {xn} to Kx. Note that
(x′n+1(t)− Kx′(t); xn+1(t)− Kx(t))
= (F(t; xn+1(t); xn(t); xn(·))− F(t; Kx(t); xn(t); xn(·)); xn+1(t)− Kx(t))
+ (F(t; Kx(t); xn(t); xn(·))− F(t; Kx(t); Kx(t); Kx(·)); xn+1(t)− Kx(t))
6K(t)P2n+1(t) + [L(t)Pn(t) +M (t)Pn]Pn+1(t); t ∈ J;
where Pn(t) = ‖xn(t)− Kx(t)‖ and Pn =maxt∈J Pn(t). It yields
P′n+1(t)6K(t)Pn+1(t) + L(t)Pn(t) +M (t)Pn:
Hence we have (6) and repeating the proof of Theorem 3 we have the assertion.
It ends the proof.
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Remark 5. We see that the assertion of Theorem 5 also holds if Assumption H4 is replaced by
Assumption H2 (compare with Theorem 3). I want to mention that Assumption H4 was also used
in Theorems 2.1 and 2.2 of [1].
Remark 6. Remark 3 gives the suGcient condition when Assumption H3 holds. Assumption H3
guarantees the convergence of iterations based on the WRM. The corresponding condition from
paper [1] ((2.8), p. 482) for the Volterra functional–di'erential system with the initial condition
(more easier case in comparing with the boundary periodic problem) has the form
=max
t∈J
{
L(t) +M (t)
−K(t)
}[
1− e
∫ T
0 K(s) ds
]
when K(t)¡ 0:
It is important to indicate that when we have the above initial problem from [1], then Pn+1(0) = 0
in inequality (6). Since in [1] it is the Volterra problem, the function M in Assumption H4(a) is
multiplied by ‖z− Kz‖t =max06s6t ‖z(s)− Kz(s)‖ while in my paper it is multiplied by ‖z− Kz‖∗ (see
Assumptions H2; H4(a)) to cover not only the Volterra problems but Fredholm problems too.
4. Continuous dependence
Now, we are interesting to estimate the change in the solution of problem (1) when f is allowed
to be changed. Due to this fact we consider another perturbed system of the form
z′(t) = g(t; z(t); z(·)); t ∈ J;
z(0) = z(T ); (8)
where g∈C(J × Rp × C0;Rp). Then we can formulate the following result.
Theorem 6. Let Assumptions H1–H3 hold. Let x be a solution of (1) and let z be a solution of
problem (8) for g∈C(J × Rp × C0;Rp). Assume that zn(t)→ Kz(t) on J, where
z0(t) = ‖x(t)‖+ ‖z(t)‖; t ∈ J;
zn+1(t) =
1
1− e
∫ T
0 K(s) ds
∫ T
0
G(t; s)e
∫ t
s K(r) drLzn(s) ds; t ∈ J; n= 0; 1; : : :
with
Lzn(s) = L(s)zn(s) +M (s)max
r∈J zn(r) + ‖f(t; z(t); z(·))− z
′(t)‖:
Then
‖x(t)− z(t)‖6 u(t); t ∈ J; (9)
where
u(t) =
1
1− e
∫ T
0 K(r) dr
∫ T
0
G(t; s)e
∫ t
s K(r) drL Kz(s) ds; t ∈ J:
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Proof. Put P(t) = ‖x(t)− z(t)‖, so P(0) = P(T ). Indeed,
P(t + h)6 ‖x(t + h)− x(t)− hF(t; x(t); x(t); x(·))‖
+ ‖x(t)− z(t) + h[F(t; x(t); x(t); x(·))− F(t; z(t); z(t); z(·))]‖
+ ‖h[f(t; z(t); z(·))− g(t; z(t); z(·))]‖+ ‖z(t + h)− z(t)− hg(t; z(t); z(·))‖:
Assumption H2 yields
D+P(t) = lim sup
h→0+
1
h
[P(t + h)− P(t)]
6 lim sup
h→0+
1
h
{‖x(t)− z(t) + h[F(t; x(t); x(t); x(·))− F(t; z(t); z(t); z(·))]‖
−‖x(t)− z(t)‖}+ ‖f(t; z(t); z(·))− z′(t)‖
6K(t)P(t) +LP(t); t ∈ J:
Hence
P(t)6 e
∫ t
0 K(r) drP(0) +
∫ t
0
e
∫ t
s K(r) drLP(s) ds; t ∈ J: (10)
This and the boundary condition yield
P(t)6
1
1− e
∫ T
0 K(r) dr
∫ T
0
G(t; s)e
∫ t
s K(r) drLP(s) ds; t ∈ J:
Since P(t) = ‖x(t)− z(t)‖6 z0(t); t ∈ J , so
P(t)6 zn+1(t); t ∈ J; n= 0; 1; : : : ; (11)
by induction in n. Now, if n→∞, then (11) yields (9). It ends the proof.
Corollary 1. Let Assumptions of Theorem 6 hold with H4 instead of H2. Then the assertion of
Theorem 6 holds.
Proof. Note that
(x′(t)− z′(t); x(t)− z(t)) = (F(t; x(t); x(t); x(·))− F(t; z(t); x(t); x(·)); x(t)− z(t))
+ (F(t; z(t); x(t); x(·))− F(t; z(t); z(t); z(·)); x(t)− z(t))
+ (f(t; z(t); z(·))− z′(t); x(t)− z(t)):
Then, for P(t) = ‖x(t)− z(t)‖, we have
P′(t)6K(t)P(t) +LP(t); t ∈ J:
Hence we have (10), so Corollary 1 is true. It ends the proof.
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