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DUALITY FOR MULTIOBJECTIVE
FRACTIONAL PROGAMMING PROBLEMS
Yan Batara Putra, Sawaluddin Nasution
Abstract. Fractional program is an optimization of objective function in the
form of rational function. If only one ratio is optimized then the problem is
called single ratio programming, whereas if more than one optimized ratio is
called max-min fractional programming (FP). Multiobjective fractional program
is a fractional program that has multiple objectives. In this thesis Looking for
duality in multiobjective programming is done by using weir type duality, then it is
obtained that (u0, τ0, y0) and (x0,τ0, y0)is an efficient solution for FD1 (duality)
evidenced by the theory of weak duality and strong duality.
1. INTRODUCTION
Duality theory is one of the important and interesting linear program con-
cepts in terms of theory and practical. The basic idea behind this theory is
that every linear program problem has another interrelated linear program
called ”dual”, so that the solution to the original problem (called ”primal”)
also provides a solution to the dual.
Linear Fractional Programming (LFP) is an optimization objective
function in the form of a rational function. If only one ratio-optimized, then
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the problem is called the Single Programming fractional ratio, while if more
than one ratios are optimized called the generalized fractional programming
or max-min FP [2]. Linear Fractional Programming (LFP) is one part of
the FP, that is when the functions in the objective function is a function
problems LFP affine (linear and constant) and the area fisibelnya solution
is a convex polyhedron that is set.
In solving the problem of Fractional Programming must first be trans-
formed into a linear program by using Charnes-Cooper transformation [1].
The Dinkelbach algorithm [2] is also often used in solving nonlinear frac-
tional programming problems. Multiobjective fractional program is a frac-
tional program that has more than one purpose function. In the dual-
ity problem for Multiobjective Fractional Program will be completed using
Type Weir Duality.
2. LITERATURE REVIEW
2.1 The Duality Theory
Duality theory is one of the concepts of linear program that is important
and interesting in terms of theory and practical. The basic idea behind this
theory is that every linear program problem has another interrelated linear
program called ”dual”, so that the solution to the original problem (called
”primal”) also provides a solution to its dual.
2.2 Linear Fractional Programming
In some applications of nonlinear programming problems, the maximized
or minimized objective function is the ratio of two functions. In other
applications, the objective function can have more than one ratio. Op-
timization Problems ratio is often called Fractional Programming(FP). If
only one ratio-optimized, then the problem is called Single Ratio Fractional
Programming (single-ratio FP), whereas if more than one ratios are opti-
mized so-called max-min Fractional Programming FP [2]. Linear Fractional
Programming (LFP) is one type of FP that is, if the objective function is
a function problems LFP affine (linear and constant) and the area feasible
solution is a convex polyhedron that is set.
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The general form of LFP is as follows:
Minimize / Maximize objective function
Q(x) =
P(x)
D(x)
=
n∑
j=1
pjxj + p0
n∑
j=1
djxj + d0
(1)
Constraint
n∑
j=1
aijxj ≤ bi, i = 1, 2, ...,m1
n∑
j=1
aijxj ≥ bi, i = 1, 2, ...,m1 (2)
n∑
j=1
aijxj = bi, i = 1, 2, ...,m1
xj ≥ 0, j j = 1, 2, ..., n1 (3)
With m1 ≤ m, n1 ≤ n and D(x) 6= 0, ∀x = (x1, x2, ..., xn) on S, with S the
set of feasible solutions (feasible region) which are defined by constraints
(2) and (3). Because, then D(x) 6= 0 ∀x ∈ S without prejudice to the
announcement, it is assumed that.
D(x) 6= 0,∀x ∈ S (4)
The fixed case D(x) < 0 can be solved by the same method by mul-
tiplying P (x) and D (x) in the objective function each with (-1). It is
assumed that all the constraints in the system (2) are non-linear with each
other so that the rank of the matrix A = (aij)(m × n)is m. Because to
determine the value x that minimize Q (x) can be done by determining the
value x that maximize -Q (x).
[1] some definitions are used in the discussion of the following LFP
problems. Vector x = (x1, x2, , xn) satisfying the constraints (2) and (3)
is called a feasible solution LFP problem (1) until (3). If the vector x =
(x1, x2, , xn) is the solution feasible from the maximization problem (mini-
mization) LFP (1) until (3) and deliver maximum value (minimum) for the
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objective function Q(x) on the set of feasible S, then the vector x is the
optimal solution of the maximization problem (minimization) LFP (1) until
(3). A problem maximization (minimization) LFP can be completed (solv-
able) if the set is not empty feasible and the objective function Q(x) has an
upper limit (bottom) up in S. If the set of feasible S = ∅, then the problem
was said to be not feasible LFP. If the objective function Q(x) of the maxi-
mization problem (minimization) LFP does not have a limit on (down) are
up, then the problem is said to be infinite LFP (Unbounded).
In [1] also argued that in many cases the LFP is a Linear Programming
(LP) to see the values dj and pj For example if dj = 0, j = 1, 2, , n and d0 = 1
then LFP (1) until (3) is an LP. [3] suggested that if S a convex set, then
the function Q is a pseudoconvex function and pseudoconcave at S that con-
clusion, among others, a local maximum is also an area fisibelnya maximum.
Several methods of LFP settlement have been discussed, among other
graphic methods [1], Tantawy Method [5], Algorithms and Combinations Shi
[4], Methods of interior points and dual problems. In the settlement of LFP
we will first convert LFP into LP by using Charnes-Cooper transformation
[1]. In the next section will be discussed also Dinkelbach Algorithm [2] which
can also be used to complete the nonlinear fractional programming.
2.3 Duality for Multiobjective Fractional Program Problem
The concept of efficiency (Pareto optimum) is used to formulate the duality
for multiobjective fractional programming problem. This concept explains
which components of the objective function has numerator (non-negative)
and (convex) while the denominator (concave) and (positive). For this case
dual B. Mond and T. Weir [6] theories will be used. Consider a multiobjec-
tive fractional program problem:
(FP)
Min =
(
f1(x)
g1(x)
, f2(x)g2(x) , ...,
fp(x)
gp(x)
)
To
h(x) ≤ 0; (5)
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where fi : Rn → R, gi : Rn → R to i = 1, 2, , p and h : Rn → Rm are differ-
entiated and minimization function causes need to get efficient solutions.
Definition 1. A feasible solution x0 for (FP) is an efficient solution
for (FP) if there is no other feasible solution x for (FP) such that for some
i ∈ P = 1, 2, , p,f1(x)g1(x) <
f1(x0)
g1(x0)
and fj(x)gj(x) ≤
f1(x0)
g1(x0)
and for each j ∈ P.
In this case the author uses to formulate Weir Type Dual duality in
(FP).
Weir type dual
Maxu,τ,y =
(
f1(u)
g1(u)
, f2(u)g2(u) , ...,
fp(u)
gp(u)
)
To
p∑
i=1
τi∇xj f1(u)
g1(u)
+∇yth(u) = 0 (6)
yth(u) ≥ 0 (7)
y ≥ 0 (8)
τi ≥ 0, i = 1, 2, , p,
p∑
i=1
τi = 1 (9)
In this section results duality proved weak (weak duality) and strong
(strong duality) between (FP) and (FD1).
Theorem 1. (WEAK DUALITY). Assume that all x feasible in (FP)
and all (µ, τ, y) on (FD1), fi is a non-negative (non-negative) and convex,
gi are positive and concave for each i = 1, 2, , p; and yt h quasiconvex in µ
[6]. If any of the following hypotheses apply:
a. τi > 0, forall i ∈ P= 1,2,. . . ,p
b.
p∑
i=1
fi
gi
, strictly pseudoconvex at u ;
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Theorem 2. (STRONG DUALITY). Let it be x0 efficient solutions to (FP)
and assume that x0 qualified constraint for FPk(0) at least k = 1, 2, .., p.
Then there τ0, ∈, Rp and y0, ∈ Rm so that (x0,τ0,y0) is a feasible solution
to (FD1). If too weak duality (Theorem 1) applies to (FD1) and (FP) so
(x0,τ0,y0) it is an efficient solution to (FD1).
3.CONCLUTION
Weir Type Duality be the solution for Multiobjective Fractional Pro-
gramming Problem, proven by using weak duality and strong duality that
(u0,τ0,y0) and (x0,τ0,y0) is a efficient solution to FD1 (duality).
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