[1] Land surface models of water and energy fluxes can benefit from the characterization of soil moisture variability provided by robust downscaling algorithms over a wide range of climatic settings. In this study, we present the application of a multifractal-based statistical downscaling scheme using 800 m aircraft-derived soil moisture data collected during three field campaigns in contrasting climatic regimes. The disaggregation scheme was tested in a previous work using data of the Southern Great Plains experiment in 1997 (SGP97) in a temperate region in Oklahoma. Here, we explore its capability on different climates by using data from two other campaigns: Soil Moisture Experiment in 2002 (SMEX02), in an agricultural region with subhumid climate in Iowa, and Soil Moisture Experiment in 2004 (SMEX04), conducted in two semiarid areas in Arizona and Sonora (Mexico). We first demonstrate the presence of multifractality in soil moisture fields over the scale range from 0.8 km (aircraft footprint) to 25.6 km (satellite footprint) over most wetness conditions. Next, we identify an empirical regional calibration relation linking model parameters with the spatial mean soil moisture and coarse-scale predictors that account for topography, soil texture, and land cover in each site. The downscaling model shows good performance in a broad range of conditions, except for a few cases where specific physiographic features introduce relevant spatial nonhomogeneity in the soil moisture field. The calibrated downscaling model is then applied to study the relation between spatial variability and mean soil moisture across the different climate settings. In such a way, we explain the diverse shapes presented in previous studies and suggest possible physical explanations for intraregional and interregional differences.
Introduction
[2] Soil moisture () is a fundamental state variable influencing the exchanges of water, energy and carbon at the land surface [Eltahir, 1998; Alfieri et al., 2008; Dominguez et al., 2008; Vivoni et al., 2008a] . Soil moisture displays great heterogeneity in space and time, owing to the combined effects of soil texture [Cosh and Brutsaert, 1999] , vegetation [Mohanty et al., 2000] , topography [Western et al., 1999] , and rainfall variability [Kim, 2009] . The impact of geophysical properties on soil moisture is also affected by the spatial support and extent of observations [Ryu and Famiglietti, 2006; Famiglietti et al., 2008] , as well as by regional climate conditions [Grayson et al., 1997; Gomez-Plaza et al., 2001; Lawrence and Hornberger, 2007] . As a result, characterization of the spatiotemporal distribution of over a broad range of settings is fundamental for many applications, including flood, drought, agricultural and weather forecasting [Georgakakos and Carpenter, 2006; Vivoni et al., 2009; Bindlish et al., 2009; Bolten et al., 2010; Agustí-Panareda et al., 2010; Jung et al., 2010] .
[3] Satellite microwave remote sensors have the potential to provide spatially distributed estimates over regional and global scales. Currently, operational spaceborne missions providing absolute or relative soil moisture estimates include the Advanced Microwave Scanning Radiometer (AMSR-E) [Njoku et al., 2003] and WindSat [Li et al., 2010] , which are based on passive radiometers and produce daily global estimates of near-surface at a resolution of 25 km; the Advanced Scatterometer, which furnishes a relative index at 25 km resolution using a change detection approach on radar observations [Bartalis et al., 2007] ; and the Soil Moisture Ocean Salinity Mission (SMOS), which is the first mission dedicated to soil moisture and produces products at >40 km [Kerr et al., 2001] . In the near future, the Soil Moisture Active and Passive (SMAP) mission will provide estimates at ∼10 km by merging active and passive measurements [Das et al., 2011] . 1 [4] The potential of satellite estimates has been evaluated in hydrological applications, with promising results in the initialization of flood forecasts [Bindlish et al., 2009; Beck et al., 2009; Brocca et al., 2010] . Nevertheless, the utility of satellite estimates is limited by their relatively coarse resolution and can be improved if downscaling methodologies are used to characterize the subfootprint soil moisture variability. This is particularly important when predicting energy fluxes that are related nonlinearly with soil moisture. For example, Crow and Wood [2002] evaluated the impact of aggregating estimates obtained from a highresolution hydrologic model up to the satellite footprint scale. They concluded that a simple representation of the subfootprint heterogeneity improved regional predictions of energy fluxes. Thus, downscaling methods for deriving subfootprint variability within satellite pixels can enhance land surface and hydrologic modeling.
[5] Several studies have analyzed, in different regions and with diverse products, the relation between the spatial mean soil moisture (hi) and the variability in the soil moisture field [e.g., Charpentier and Groffman, 1992; Crow and Wood, 1999; Albertson and Montaldo, 2003; Brocca et al., 2007; Choi et al., 2007; Lawrence and Hornberger, 2007; Vereecken et al., 2007; Vivoni et al., 2008b; Famiglietti et al., 1999 Famiglietti et al., , 2008 . These have shown apparently contradictory patterns, including increasing or decreasing relations between variability and hi, which were ascribed to the effects of climate and landscape features. A means to systematically explore this emergent property of soil moisture (i.e., the presence of relations between variability and the mean) is through the use of downscaling schemes. Downscaling or disaggregation methods include (1) deterministic techniques, such as those merging remotely sensed data with terrain indices [Temimi et al., 2010] or weather data [Merlin et al., 2010] , and algorithms based on hydrologic models [Pellenq et al., 2003] , and (2) statistically based approaches ranging from methods based on the scale invariance and multifractal properties [Kumar, 1999; Hu et al., 1998; Kim and Barros, 2002] or the use of empirical orthogonal function analysis [Perry and Niemann, 2007] .
[6] An important property of a downscaling algorithm is robustness or the applicability in a wide range of settings. Nonetheless, to our knowledge, prior studies have been limited in this respect since they have been focused on single sites [e.g., Kim and Barros, 2002; Merlin et al., 2010] . Previous work has shown that soil moisture fields from individual areas exhibit scale invariance and multifractal properties over a range of scales [e.g., Rodriguez-Iturbe et al., 1995; Hu et al., 1997; Oldak et al., 2002; Das and Mohanty, 2008; . Hence, if appropriately calibrated, a downscaling algorithm able to reproduce the multifractal fields could be used to disaggregate soil moisture and analyze the relation between subfootprint variability and hi across many conditions.
[7] Recently, applied a statistical downscaling model to aircraft-based data (ACB-) from the Southern Great Plains experiment in 1997 (SGP97) (Figure 1a ). This campaign was conducted in a temperate region of Oklahoma, with rolling topography, pasture and winter wheat fields, and sandy loam and silty loam soils. The main advantages of this approach are that (1) it is parameter parsimonious, since it depends only on two parameters; (2) it is easy to calibrate as a function of available coarse-scale predictors (CSPs); and (3) it is computationally efficient. An important result of this study is the estimation of a regional calibration relation that can be operationally used to disaggregate satellite hi estimates in the entire SGP97 area, as a function of CSPs obtained in the satellite footprint.
[8] In this work, we assess the robustness of the algorithm proposed by using ACB-data collected in two additional campaigns (Figure 1a ): Soil Moisture Experiment in 2002 (SMEX02) in Iowa, and Soil Moisture Experiment in 2004 (SMEX04) in Arizona and Sonora, Mexico. The study pursues three main objectives. First, we calibrate the downscaling algorithm in conditions ranging from semiarid to subhumid regimes. Next, we use the calibrated model to reproduce the intermittency properties of soil moisture in domains with varying physiographic properties. Through this analysis, we identify the major physical factors that control small-scale variability at each site. Finally, we evaluate the relation between mean soil moisture and its spatial variability across different settings, illustrating how the multifractal model is able to reproduce all the possible patterns found in past studies.
Methods
[9] The downscaling approach is based on a model that reproduces multifractal fields by means of a log-Poisson stochastic generator [Deidda et al., 1999] . The model depends on two parameters, c and b, that are estimated through scale invariance and multifractal analysis on each soil moisture field. In the application to SGP97, calibrated the parameters as a function of CSPs including the spatial mean soil moisture hi in each coarse-scale domain (i.e., satellite footprint) and principal components of ancillary factors (soil texture, land cover, and topography). In the following, we briefly describe the steps of the downscaling algorithm, which, for clarity, are shown in Figure 2 . We underline that we utilize aircraft-based data collected during field campaigns at the regional sites. ACB-data have been derived by applying retrieval algorithms based on soil properties and vegetation information to observed brightness temperature fields [e.g., Jackson et al., 2002; Bindlish et al., 2006 Bindlish et al., , 2008 . These algorithms were validated using ground observations collected over a few aircraft footprints. Overall, aircraft and ground data serve to calibrate the algorithms applied to retrieve soil moisture from satellite brightness temperature observations.
[10] The first step is defining the coarse (L) and fine (l) scales over which scale invariance of soil moisture is investigated. Since the model is based on a binary cascade, L and l are linked according to the relation L = l · 2 N lev , where N lev is the number of downscaling levels. In our case, the value of l was constrained by aircraft measurement resolutions of 800 m, while L was fixed to 25.6 km (N lev = 5) in order to mimic the AMSR-E footprint. Once L is fixed, coarse-scale domains can be identified in the aircraft extents from the campaigns (see Figure 2a) . The procedure can be easily adapted to match SMOS and SMAP resolutions.
[11] Scale invariance and multifractal analyses are conducted according to the approach proposed by Deidda [2000] for radar rainfall fields. The presence of scale invariance is identified by verifying the linearity of the relation
where S q (l) = h(l) q i is the structure function computed for the soil moisture field (l) at a generic scale l ≤ l ≤ L (with l = l · 2 k , k = 0,…, N lev -1) and for moment q. Scale invariance is investigated for a value of q, by estimating the slope K(q) of equation (1) through linear regression. K(q) characterizes the statistical properties over the scale range. If the relation between K(q) and q is linear, the field is fractal; otherwise, the field is defined as multifractal and K(q) are called multifractal exponents. Figure 2b shows the scale invariance in during 7 days in one SGP97 domain, while Figure 2c reports the multifractal behavior in a dry and a wet day.
[12] In the downscaling model, a theoretical expectation for K(q) [Deidda et al., 1999] is
Thus, parameters c and b are estimated by fitting equation (2) to the observed multifractal exponents, as shown by the solid lines in Figure 2c . Then, parameters values estimated in all domains and days can be used to calibrate empirical relations as a function of CSPs. In SGP97, b was found to be fairly constant, while c decreased with hi according to a relation interpreted as with calibration parameters c ∞ , a, and g for each domain. These three parameters were found to reflect the effects of geophysical factors on dynamics for different hi. An example of the calibration relation is reported in Figure 2d . We point out that errors in the soil moisture retrieval algorithm can affect the estimation of model parameters using ACB-, especially in areas with large variability of vegetation and surface roughness [Mascaro and Vivoni, 2011] .
[13] The calibrated model can then be used to disaggregate soil moisture. Starting from a coarse-scale hi and the CSPs, c is calculated from the calibration relation and used to generate an ensemble of small-scale fields that are statistically coherent with hi ( Figure 2e ). Note that, since the ACB-are bounded between 2% and 51%, the values generated by the model are set to 2% (or 51%) if they are smaller than 2% (or greater than 51%). Synthetic fields are characterized by the same statistical properties of the observed subfootprint fields, as shown in Figure 2f , where the observed Empirical Cumulative Density Function (ECDF) is compared with 90% confidence intervals derived from the model ensemble. We underline that this kind of model is not able to reproduce the field in a deterministic fashion.
Study Regions and Data Sets
3.1. SMEX02
[14] SMEX02 was conducted in Iowa in a three week period in June and July 2002. The study region is characterized by a subhumid climate with an average rainfall of 835 mm per year. The area is almost entirely used for agriculture, with a prevalence of corn and soybean. Topography is flat with a low drainage capacity, while the variability of soil types is high. A Polarimetric Scanning Radiometer (PSR) mounted on an aircraft was used to map brightness temperature across an area of ∼50 km by ∼100 km, which was then converted to soil moisture by Bindlish et al. [2006] . A total of 10 images were produced at 800 m resolution. These were validated against ground-based measurements, with an average standard error of estimate of 5.5% [Bindlish et al., 2006] , while the soil moisture averaged in all pixels over the entire experiment was 21.4%. An example for 1 July is reported in Figure 1b . [15] The downscaling algorithm requires fixing the coarsescale domains L × L (L = 25.6 km). To sample different domains, a square window L × L was moved in a grid with spacing D = 6400 m, whose vertices are depicted with crosses in Figure 1b (Figure 1b) . The overlapping domains were adopted to increase the sample size for calibration, differing from that of where nonoverlapping domains were used.
[16] During SMEX02, the average soil moisture hi in the 60 domains was similar from 25 June to July 4 (mean hi of 17.3%). Then, three significant rainfall events were observed in periods 1-4, 9-10 and 10-11 July, leading to an increase of hi, especially in the northern domains (the average of hi is 25.3% in domains 1-40 and 29.5% in domains 41-60).
[17] For our analyses, we collected ancillary factors for the region, including (1) a Digital Elevation Model (DEM) at 30 m resolution from the Shuttle Radar Topography Mission (SRTM), (2) soil texture from the Iowa Cooperative Soil Survey [Miller, 2006] , (3) land cover from Doraiswamy and Stern [2004] , and (4) precipitation estimates from NEXRAD Stage IV product at 4 km, 1 h resolution. These spatial maps were aggregated at 800 m to be consistent with the ACB-images. Figures 3a-3c show the variability of the static factors in the 60 domains. In Figure 3a , the mean elevation m H of each domain is plotted with the standard deviation s H as vertical bars. Terrain variability is low across the study area and within each domain, with an average coefficient of variation CV H = s H /m H of 0.04. The percentages of soil texture classes in each domain are shown in Figure 3b . In domains 1-20, the dominant class is loam, with a small portion of clay and silty clay loam. Domains 21 to 60 have higher amounts of clay in western sites. Land cover in each domain ( Figure 3c ) is dominated by agriculture, shown as an aggregated class of alfalfa, corn and soybean. The rest is covered by urban areas and roads with a nonnegligible presence of grass and trees in the southern domains 1-20.
SMEX04
[18] SMEX04 was conducted in two semiarid areas within the North American Monsoon (NAM) region in August 2004. The first is located in southern Arizona (AZ) with a mean annual rainfall of 350 mm, the presence of two isolated mountain ranges and a prevalence of shrubs and grasses. The second site in Sonora, Mexico (SO) is characterized by a mean annual rainfall of 500 mm, very rugged topography and a varying desert, subtropical scrub and oak savanna vegetation that vigorously green during the NAM .
[19] A PSR sensor measured brightness temperature over areas of 60 × 77 km 2 in AZ and 60 × 96 km 2 in SO, and was used by Bindlish et al. [2008] to obtain volumetric soil moisture. A total of 9 and 11 images are available in the period 5-26 August 2004 for AZ and SO. Comparison with ground measurements revealed a mean standard error of estimate of 1.4% in AZ and 2.1% in SO [Bindlish et al., 2008] , with an average for all pixels and days of 5.0% and 7.0%, respectively. Examples of soil moisture images are shown in Figure 1c for AZ (12 August) and Figure 1d for SO (9 August). Following the domain selection criteria described for SMEX02, a total of 45 coarse-scale L × L domains were identified in each study region.
[20] In AZ, dry conditions were observed throughout the experiment (hi = 2.1 to 11.4% for all domains, with an average of 4.5%), despite localized rainfall activity, while, in SO, the variability of soil moisture was higher, with wetter southern domains than the northern ones during 5 to 14 August (average hi of 13.9% in 1-30 and 7.9% for domains 31-45). Later on, a dry down was observed across the domains, with values similar to AZ (hi = 4.7%).
[21] We used a 30 m DEM from SRTM in AZ and from the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) in SO, while the land cover map was provided by Yilmaz et al. [2008] . Soil texture was obtained from Cosh and White [2009] for AZ and from Vivoni et al. [2007] for SO. Rainfall data were provided in AZ by NEXRAD Stage IV (4 km, 1 h) and rain gages in SO [Gebremichael et al., 2007] . All data sets were aggregated at 800 m resolution. Figure 3d illustrates the terrain variability in AZ (mean CV H of 0.1) and shows that domains located in the middle of each row have more rugged topography (higher m H and s H ). In SO, topography is more variable and rugged as compared to AZ as revealed by Figure 3g , with a mean CV H of 0.21. Soil texture in AZ is dominated by sandy loam and sandy clay loam (Figure 3e ), while the SO site is almost entirely covered by loam and sandy clay loam ( Figure 3h ). An important difference in the two regions is the land cover distribution. In AZ, grasses and shrubs are the dominant classes, with agricultural areas in eastern domains and a dry lake in domains 43-45. The SO region is characterized by a much denser vegetation that occupies the region evenly, without singularities due to agriculture or dry lakes.
Results

Scale Invariance and Multifractal Analysis
[22] Scale invariance analysis was conducted for the moments q = 1, 2, …, 6 in the fields in each study region. The ACB-images with a percentage of missing data (ND) greater than 3% were discarded. This threshold preserved accuracy in the multifractal analysis . In some SMEX04 domains, the majority of pixels have = 2% (i.e., residual soil moisture content). Since the performance of the retrieval algorithm degrades under dry conditions [Bindlish et al., 2008] , we discarded domains in AZ and SO where more than 80% of pixels have = 2%. Table 1 indicates the number of domains and fields initially available and those preserved in the analysis. Following , the presence of scale invariance was identified if the correlation coefficient of the regression for q = 6 was higher than 0.9. Most soil moisture fields were scale invariant (Table 1) and exhibited multifractal behavior. Examples in a dry and a wet case for each site are shown in Figure 4 .
Domains With Spatially Nonhomogeneous Soil Moisture Fields
[23] The downscaling algorithm is not designed to simulate fields of variables displaying marked spatial nonhomogeneity. This occurred, for example, in some northern domains of SGP97 with harvested winter wheat . Thus, before estimating model parameters, we searched for areas where is significantly higher or lower throughout the experiment, owing to specific terrain, land cover, and soil characteristics. Domains containing these areas were not considered in the model calibration. The criterion adopted for domain exclusion was based on a two-stage analysis described in the following.
[24] In the first stage, we identified potential areas where the soil moisture distribution was spatially nonhomogeneous for physical reasons. This was achieved by calculating a map Figure 5 . Detection of nonhomogeneous spatial soil moisture areas in (a) SMEX02 and (b) SMEX04-AZ. The blue and red hatches indicate the pixels that for the entire duration of the experiment are consistently wetter or drier. The land cover classes providing a physical explanation for the spatial nonhomogeneous distribution of are also superimposed. To facilitate the identification of the coarse domains, the numbers of the most western ones have been placed close to the respective lower left corner. of frequency using the available images and comparing it with ancillary factors (see Appendix A). In SMEX02, this revealed spatially concentrated wetter areas in coincidence with water bodies, agricultural fields, and soils with low drainage capacity. Well-connected dryer zones were also found in areas with higher percentage of urban, grass and trees, and soils with higher drainage. In SMEX04, the analysis did not reveal connected, frequently dry areas. In contrast, persistent wet spots were found in AZ in agricultural fields and a dry lake that was temporarily flooded [Bindlish et al., 2008] . In SO, wetter areas were found in the south, but no direct linkage to specific ancillary factors could be found. To illustrate this, Figure 5 presents pixels that are systematically wetter (blue hatches) and drier (red hatches). Superimposed are land cover classes that explain the presence of nonhomogenous distribution.
[25] Once this qualitative analysis was performed, we used an objective criterion based on an index of nonhomogeneity (Appendix A) to detect domains to be discarded from model calibration among those selected in the first stage. As a result, a total of 13, 18 and 9 domains in SMEX02, SMEX04-AZ, and SMEX04-SO, were excluded. Table 1 reports the number of discarded domains and the number of fields used for model calibration.
Parameter Estimation
[26] Parameters c and b of the log-Poisson stochastic generator were estimated in each field. Figure 6 presents the parameter values as a function of hi. In all study regions, b was found to be fairly constant, with an average value of 0.89 in SMEX02 and 0.71 in SMEX04. Parameter c, on the other hand, is highly scattered. As a next step, we assumed a fixed value of b equal to the regional average and then estimated c. Results show an increasing relation between c and hi for SMEX02 and a decreasing relation in SMEX04 regions. For SGP97, found b to be 0.85 and c to decrease with hi according to a negative exponential relation. These results indicate that hi is a strong predictor of the parameter c over a broad range of climate settings, but the form of the relation may be site dependent.
Model Calibration
[27] Model calibration was conducted according to two approaches that require identifying an empirical relation between c and hi in each region. For SMEX02, we selected a line,
with parameters d o and d. For SMEX04, we chose the exponentially decreasing relation (3) with parameters c ∞ , a, and g, as done for SGP97.
[28] In the first calibration approach, labeled local (LOC), we fitted equations (3) or (4) to the c estimates and hi available in each domain. For SMEX02, the mean and standard deviation of d o and d are reported in Table 2a . In the SMEX04 regions, values of c ∞ obtained for AZ and SO were similar with an average of 0.4. This parameter controls the intermittency properties of for large hi, and its estimation is uncertain as few observations are available for high hi. Hence, we assumed a constant c ∞ equal to 0.4 for both SMEX04 sites and reestimated a and g, as reported in Table 2b . Examples of the LOC estimation are shown in Figure 7 for three domains representing different conditions in each study region (gray lines). Tables 2a and 2b also reports the Root Mean Squared Error (RMSE) between c estimates and LOC relations.
[29] We then tested a second approach, labeled as ancillary (ANC), to identify relations with regional validity. The strategy is to link the parameters of equation (3) or (4) to available CSPs computed from ancillary factors. Thus, we aim to reproduce local behavior using ancillary data in each coarse domain. This approach has an important advantage because it allows applying the downscaling model in coarsescale domains (i.e., satellite pixels) that were not included in model calibration, by simply extracting the CSPs from the ancillary factors.
[30] ANC calibration relations were estimated for SMEX02, and the two SMEX04 sites pooled together. To define the CSPs, we inspected the ancillary factors in each study area, including static (topography, soil texture, land cover) and dynamic (antecedent rainfall) features, with the goal of detecting the variables displaying the greatest spatial variability among the domains. Ancillary parameters in SMEX02 and SMEX04 are reported in Tables 3 and 4 . It is worth to underline that, in all regions, we did not find a direct link between rainfall variability and the multifractal properties of soil moisture. Thus, we assumed that the antecedent rainfall is reflected only on the average soil moisture hi.
[31] As a next step, we applied principal component analysis (PCA) to the ancillary factors to capture the largest variability among the domains with a minimal number of CSPs. Results of the PCA are summarized in Tables 3 and 4 , including the coefficients of the first three principal components (PCs) and the correlation coefficients (CCs) between the scores of the PCs, named PCS i (i = 1, 2, 3), and the static factors for each domain. The analysis of values and signs of CCs can aid the physical interpretation of the PCs. In SMEX02 (Table 3) , the first PC captures the variability of loam and silty clay loam classes. The second PC accounts for both soil texture and land cover, by identifying domains with significant presence of urban areas and roads. Finally, the third PC measures the contribution of water features. In SMEX04 (Table 4) , the first PC clearly divides domains of AZ (shrubland and grassland in sandy loam and silty loam soils) from those of SO (sparse woodland and subtropical scrub in loam and sandy clay loam soils). The second PC explains additional difference in soil texture.
[32] PCS i of the first three PCs, explaining more than 98% of the total variability, were used as CSPs. In SMEX02, we used a multilinear regression to link d o and d to the PCS i :
where m j and p j ( j = 0, 1, 2, 3) are parameters estimated by substituting equation (5) into equation (4) and computing the least square regression using c estimates and hi available in all domains. A similar strategy was used in SMEX04, where the following multilinear relation was applied:
with parameters t j and v j (j = 0, 1, 2, 3) that were estimated by substituting equation (6) into equation (3). Estimates of m j , p j , t j , and v j are reported in Table 5 , while examples of ANC relations are shown in Figure 7 (black lines).
[33] The robustness of the ANC approach was tested through a jackknife experiment based on 1000 repetitions. For each repetition, we randomly removed 5 domains; we recomputed the PCA and estimated the parameters m j , p j , t j , 
Model Validation
[34] Model performance is presented only for the ANC approach since it has the potential for operational use and provides estimates that are, in general, less accurate than LOC. Evaluation of model performance required the following steps for each image available in a given domain: (1) the parameter c was derived with the ANC approach starting from hi and the CSPs in the coarse-scale domain; (2) the downscaling model was used to generate an ensemble of N ens = 100 synthetic fields at 800 m resolution; (3) the multifractal analysis was applied to each synthetic field to The last row shows the percentage of variance explained by each PC. Columns show the coefficient (Coeff.) of the first three PCs computed from the 6 variable by 47 domain data set, the correlation coefficient (CC) between the static factors and the score of the first three PCs (i.e., PCS i , i = 1, 2, … 3), the minimum and maximum values of the ancillary factors observed in domains used for model calibration, and the values of ancillary factors in the synthetic (Synth.) domains I, II, and III. compute the simulated multifractal exponents K(q) sim ; and (4) the standard deviation of soil moisture s ,sim was calculated on each simulated field.
[35] Model performances were then tested in three ways. First, we compared the observed multifractal exponents, K(q) obs , and the average of the N ens simulated ones, K(q) sim . Results are shown for q = 4 in Figures 8a-8c (patterns are similar for other q). In SMEX02, the K(q) obs are simulated with relatively good accuracy, apart from a few cases. In SMEX04, most cases are adequately captured by the model. However, there is a tendency to underestimate high K(q) obs , especially in AZ. This occurs in very dry cases where a few pockets with high surrounded by pixels with = 2% increases K(q). In these cases, lower performance is likely due to the effect of imposing a lower bound in the retrieval algorithm in extremely dry situations. The second method adopted to test model performances is through the comparison of observed standard deviations, s ,obs , and the average of N ens simulated ones, ,sim (Figures 8d and 8f ) . The scatterplots show that model skill is high in all cases, with low RMSE in each region, including when the model poorly reproduced the multifractal exponents.
[36] Finally, we compared the observed ECDF of the small-scale fields and the 90% confidence intervals derived by the model. As examples, we selected one case where K(4) obs was not captured (depicted with arrows in Figure 8 ) and we show the ECDFs for this case and other three fields collected in the same domain but in different days, spanning the entire range of mean wetness condition. Figures 9a-9d report results for domain 42 of SMEX02. The ECDFs are adequately simulated in a broad range of wetness conditions, except for 12 July where the model is not able to capture the right tail of the distribution owing to a large area with = 51% (Figure 9a ). ECDFs for domain 27 of SMEX04-AZ are reported in Figures 9e-9h . In day 5 August, a large percentage of pixels with = 2% (∼70%) influence the multifractal exponents and, thus, the ECDF is poorly reproduced (Figure 9e ). In the other days, the ECDFs are reasonably well reproduced. Finally, Figures 9i-9l show the ECDFs for domain 37 of SMEX04-SO. In day 14 August, the K(q) obs are not well reproduced (Figure 9i ) and a behavior similar to Figure 9e is observed. In all other days, the model adequately captures the observed ECDFs.
[37] To summarize, the spatial variability (expressed by the standard deviation) is well reproduced, but some incongruence is found in K(q) when large areas are lower bounded to = 2% (semiarid climate) or upper bounded to = 51% (subhumid climate). The effects of the bounded nature of soil moisture are further investigated in section 5.
Discussion
[38] Soil moisture fields across different settings exhibit multifractal properties that can be used in a statistical downscaling algorithm to simulate the subfootprint variability with good accuracy. In this section, the calibrated model is applied to explore how the small-scale variability changes with the mean wetness: (1) within the same region, depending on the geophysical properties of the coarse domain, and (2) across the climatic and environmental settings represented by the field campaigns. We point out that the term intermittency is used to indicate irregularities of the field (e.g., concentrated areas with high or low soil moisture).
Subfootprint Soil Moisture Variability Within Each Region
[39] To study intraregional differences, we created three synthetic domains with contrasting geophysical properties for The last row shows the percentage of variance explained by each PC. Symbols in the column headers are the same as in Table 3 . The symbol l H refers to the topographic index as defined by Beven and Kirkby [1979] . Table 5 SMEX02, SMEX04, and SGP97 (based on work by ). Each domain was produced by varying the static features used to calculate the PCs. To avoid inconsistencies, the values of the factors were chosen within their ranges in each area, preserving existing correlations among the variables. For example, since the silt loam class is positively correlated with winter wheat in SGP97, the percentage of these two classes were changed together. Once created, we applied the ANC approach to derive c and generate 100 synthetic fields for a range of hi that are consistent with observed values in each region. Next, we computed the ensemble averages of standard deviation ,sim and coefficient of variation CV ,sim . These values are plotted in Figure 10 as a function of hi along with the relation between c and hi to characterize the subfootprint variability in different conditions. In each site, we plotted the synthetic domains (gray) and, for reference, included two real domains with contrasting features (dashed and solid black lines).
[40] The characteristics of the three synthetic domains created in SGP97 are reported in Table 6 . Examination of the CC between PCS 1 and the static factors reveals that changes in the subfootprint variability are primarily controlled by a combination of soil texture and land cover classes (silt loam and wheat versus loam and pasture). Therefore, two synthetic domains (labeled I and II) were created to reflect these differences, while one domain (II) was produced with intermediate characteristics. Note that topography was kept constant. Figures 10a-10c show that domain I has more intermittent distribution (higher c) and, consequently, higher absolute and relative variability (higher ,sim and CV ,sim ). This can be explained by the more heterogeneous land cover when the percentage of wheat is higher, which determines the presence of bare and cultivated areas where soil moisture dynamics are likely different . In contrast, in domains covered by pastures, the variability is lower (domain III). The behavior is intermediate in domain II.
[41] Table 3 reports the static factors of synthetic domains in SMEX02. In this case, the CC with PCS 1 shows that soil texture is the dominant physical control (mainly silty clay loam versus loam classes). Domains were then created by varying the percentages of loam, silty clay loam and clay within observed ranges. Domain II reflects the corn and soybean areas that dominate the region, while domains I and III mimic two extreme cases. Figures 10d-10f reveal that, for all wetness conditions, variability and intermittency are higher in domains with more conductive soils (as in domain I with higher loam and lower silty clay loam percentages). A possible explanation is as follows. Analysis of the static factors reveals that a positive (negative) correlation exists between the percentage of loam (silty clay loam) and that of pasture and trees ( Figure 3) . As a result, in domains with higher portion of loamy soils (I), the percentage of pasture and trees is nonnegligible, resulting in higher land cover heterogeneity as compared to agricultural fields. This, in turn, causes higher variability. Note that, by including only the soil texture classes in the PCA, we indirectly introduced information on the land cover. In SGP97, agricultural areas introduced heterogeneity since its percentage was limited and could be possibly harvested, while in SMEX02, agricultural areas have the opposite effect of dampening spatial variability, since it is the dominant land cover.
[42] Characteristics of the synthetic domains of SMEX04 are reported in Table 4 . Domains I and III were created to reflect the main characteristics of SO and AZ: the first (second) has denser (sparser) vegetation, more (less) topographic variability and less (more) conductive soils. Domain II has intermediate characteristics. Patterns of ,sim versus hi are similar in all cases, while slightly higher intermittency and relative variability occur in I, followed by II and III (Figures 10g-10i ). This indicates that heterogeneity in vegetation tends to increase spatial variability. This analysis shows that the intraregional variability is low in semiarid areas.
[43] The analyses presented in this section reveal that subfootprint variability is lower when a coarse domain contains a dominant land cover or soil texture class. Increasing heterogeneity of geophysical properties in a domain leads to higher variability. This occurs in all study regions and is thus independent of climatic setting. Our findings, obtained through a statistical approach calibrated on observed data, are consistent with the physically based experiments conducted by Albertson and Montaldo [2003] , who analyzed the contribution to the generation of variance in fields of heterogeneities in soil hydraulic properties, vegetation and topography. Note that the patterns of standard deviation and coefficient of variation (CV) of shown in Figure 10 are also consistent with those found with ground observations in SGP97 and SMEX02 by Famiglietti et al. [2008] and in SMEX04 by Vivoni et al. [2008b] .
Subfootprint Soil Moisture Variability Across Regions
[44] Prior studies analyzing soil moisture variability for different regions have reached different conclusions on the Figure 9 . ECDF of small-scale (percent) for all fields in (a-d) domain 42 of SMEX02, (e-h) domain 27 of SMEX04-AZ, and (i-l) domain 37 of SMEX04-SO, compared with the 90% confidence intervals of the synthetic fields generated with ANC calibration. Figures 9a, 9e , and 9i are the cases indicated with arrows in Figure 8 . relation between CV (or the standard deviation) of fields and mean soil moisture [e.g., Lawrence and Hornberger, 2007; Vivoni et al., 2008b; Famiglietti et al., 2008] . Here, we present an interregional comparison of the subfootprint variability, which encompasses all observed behaviors and explains how the different patterns are driven by climate, physiographic features, and the bounded nature of the soil moisture observations.
[45] The analysis has been conducted as follows. In a given region and for each domain d = 1, …, N dom (where N dom is the total number of domains), we used the ANC calibration to calculate c and generate N ens = 100 disaggregated fields for different hi in a physically meaningful range. We then created two sets of data: in the first, we applied the lowest (2%) and highest (51%) bounds to mimic the retrieval algorithm, as done in the previous analyses; in the second data set, we kept the unbounded fields. Then, for each set, we computed the ensemble mean of standard deviation ,sim and coefficient of variation CV ,sim . As a result, a total of N dom ensemble values of standard deviation and CV were produced for a given hi and used to calculate the averages mean( ,sim ) and mean(CV ,sim ), and standard deviations std( ,sim ) and std(CV ,sim ). In addition, we computed the average mean(c) and standard deviation std(c), from the ANC calibration. Figure 11a shows the relations mean(c) versus hi, while Figures 11b and 11c (Figures 11d and 11e) report the links between mean( ,sim ) and mean(CV ,sim ) versus hi for the bounded (unbounded) fields. Vertical bars Figure 10 . Study of intraregional differences in the subfootprint soil moisture variability. The relations linking c, ,sim , and CV ,sim with hi are shown in gray for three synthetic domains labeled as I, II, and III in (a-c) SGP97 (legend in Figures 10a and 10c) , (d-f) SMEX02 (legend in Figures 10e and 10f) , and (g-i) SMEX04 (legend in Figures 10g and 10h ). For reference, in each study area the lines obtained for two real domains with contrasting features are plotted with dashed and solid black lines (their number or letter is indicated in the legend).
indicate the standard deviations. Note that Figure 11a only serves to compare the shape of the relations, and not absolute values, since they were obtained with different regional values of b in each site.
[46] The different patterns discussed in the literature can be recognized in Figures 11b and 11c [e.g., Brocca et al., 2007; Lawrence and Hornberger, 2007] . In SGP97 (temperate region), the standard deviation varies according to a convexupward pattern (Figure 11b) , while CV has an exponentially decreasing shape (Figure 11c ). In SMEX04 (semiarid regions), the standard deviation increases in linear fashion up to hi = ∼25%, which is the maximum value in these areas [Martinez-Fernandez and Ceballos, 2003; , while the pattern for CV has an exponentially decreasing shape as SGP97. In SMEX02 (subhumid region), the spatial standard deviation of soil moisture increases up to hi = ∼35-40% and then slightly decreases, while the CV shows a smooth convex-upward behavior.
[47] The relations between CV and hi in the three regions are directly associated to the intermittency properties of the soil moisture fields, as quantified by c (Figure 11a ). In SMEX04 and SGP97, decreasing relations were found for c and mean(CV ,sim ) versus hi (Figure 11c ), implying increasing intermittency and higher CV for drier conditions. The last row shows the percentage of variance explained by each PC. Symbols in the column headers are the same as in Table 3 . The data set used to compute the PCA is made of 10 ancillary factors by 9 domains [from . The symbol m SL refers to the average of slope. Figure 11 . Study of the interregional differences in the subfootprint soil moisture variability. For the SGP97, SMEX02, and SMEX04 regions, the relations linking (a) mean(c), (b) mean( ,sim ), and (c) mean(CV ,sim ) with hi are shown. To study the effect due to the bounded nature of , the relations linking (d) mean( ,sim ) and (e) mean(CV ,sim ) with hi derived from the unbounded data set are also reported. Vertical bars indicate the standard deviations std(c), std( ,sim ), and std(CV ,sim ). Note that the three relations in Figure 11a This behavior can be explained considering that, in semiarid and temperate sites, the higher spatial intermittency is determined by the presence of fluctuations due to wet clusters where is relatively high over a background where many pixels have low [Rodriguez-Iturbe et al., 1995; . Varying rainfall and climate forcing can explain the higher variability observed in SMEX04 for the same hi as compared to SGP97, which is mainly due to spatial extent of the wet areas and to the difference of the soil moisture values observed in these clusters with respect to the drier background. In SMEX04, individual storms occur within a satellite footprint, leading to wet pockets of with limited spatial extent in a surrounding area that is extremely dry, owing to higher evapotranspiration rates typical of semiarid regions. As a result, the CV is high. In contrast, the SGP97 area is characterized by mesoscale convective systems leading to wet soil moisture areas with larger spatial extent. Here, the background values vary more gradually likely due to a slower drying process in temperate regions caused by a lower evapotranspiration rate and higher lateral redistribution. This leads to smaller relative variability (CV) of soil moisture in SGP97. Finally, comparison with Figures 11d and 11e reveals that the convex-upward patterns for hi larger than 45% in SGP97 and smaller than 5% in the SMEX04 are only due to the bounded nature of .
[48] In the more humid SMEX02, we observe an increasing relation between c and hi (Figure 11a ). This can be interpreted on the basis of the higher amount of rainfall, the flat terrain and soils with low drainage capacity. These characteristics lead to a high hi with the absence of dry soil moisture areas, and the presence of areas close to saturation. As a consequence, when a rainfall event occurs or a field is irrigated, we observe the formation of zones with very high . This causes an increase of hi and, at the same time, higher intermittency in the soil moisture distribution. As the field dries, evapotranspiration occurs in these extremely wet areas and spatial variability decreases. Figures 11b and 11c show that mean( ,sim ) and mean(CV ,sim ) only increase up to hi ∼35-40%, and then slightly diminish afterward. A comparison to the unbounded data set (Figures 11d and 11e) clearly shows that the decreasing part is an effect related to the bounded nature of . Similar patterns were found by Albertson and Montaldo [2003] in a physically based synthetic experiment aimed at analyzing the changes in variance resulting from the correlation between and infiltration rate fields.
[49] Figures 11a-11c reveal the presence of climatespecific patterns governing variability, which are described by the relations linking the metric averages and hi. Moreover, the dispersion of the lines, measured by the vertical bars, permits us to quantify in each climate the effects due to the geophysical properties. SMEX04 has the smallest standard deviations (vertical bars), indicating that climate (convective storms; high evapotranspiration) prevails and static factors have less influence. In contrast, SGP97 has a stronger effect of geophysical properties, as indicted by the larger vertical bars. In SMEX02, the behavior is intermediate. To better interpret this last result, it would be interesting to analyze subhumid areas with different geophysical factors to assess if the occurrence of other physical processes, such as lateral redistribution driven by topographic gradients, leads to diverse patterns and dispersion.
Conclusions
[50] A parameter-parsimonious multifractal downscaling model has been tested in a broad range of climate regions and shown to adequately reproduce small-scale (800 m) variability with minimal computational demand. The calibration effort led to the estimation of regional relations that can be used operationally to downscale coarse soil moisture products and reproduce observed statistical properties of the small-scale fields.
[51] The calibration relations were used to study the emergent relations between subfootprint variability and mean soil moisture (hi). The relations linking intermittency properties (quantified by c) and hi have similar decreasing shapes in temperate (SGP97) and semiarid (SMEX04) areas, with differences attributed to the variations among mesoscale and convective systems and the climate forcing governing the drying process. In the subhumid region (SMEX02), however, the relation of c versus hi increases owing to hydrologic conditions in flat terrain and soils with low conductivity. As a consequence, an increasing pattern was found between the standard deviation and hi in the semiarid sites and a convex-upward shape in temperate and subhumid regions. The relative variability (quantified by CV) varied according to an exponentially decreasing relation in temperate and semiarid areas, and followed a convex-upward pattern in the more humid site. The shape of these relations is affected by the bounded nature of for extremely dry and wet average conditions.
[52] In all study regions, we found that subfootprint variability is dampened in coarse domains with homogeneous physiographic properties by the dominance of a particular land cover or soil class. In semiarid sites, climate plays the major control on heterogeneity, with a minimal impact of geophysical properties. In temperate areas, the interaction of climate and static factors leads to high intraregional differences in subfootprint variability. Thus, the insights gained from the multifractal-based downscaling model indicate that an interaction of climate and landscape factors can explain the apparently conflicting emergent properties of soil moisture variability obtained in previous empirical and physically based studies.
[53] Future work will be focused on improving the utility of the downscaling approach and overcoming some of its limitations. A first effort will be devoted to study the transferability of the calibration relations to sites and periods where aircraft data are unavailable. For this, a well-calibrated distributed hydrologic model can be utilized to produce highresolution data needed for model calibration (e.g., that of Vivoni et al. [2010] in SMEX04). Second, we will modify the downscaling method to deal with spatial nonhomogeneous distributions, such as those caused by water bodies or concentrated irrigated areas, through the use of modulation functions based on ancillary information (as done by Badas et al. [2006] with rainfall data). Finally, we will test the utility of downscaled soil moisture data produced by the model to inform land surface and hydrologic modeling.
Appendix A
[54] Detection of coarse-scale domains with nonhomogeneous distribution was conducted according to an analysis organized in two stages. For a given data set, the total number of ACB-images is N im and each image contains N rows rows and N cols columns. ij,k is the soil moisture in the pixel with row i (i = 1, …, N rows ) and column j ( j = 1, …, N cols ) of the image k (k = 1, …, N im ).
[55] The first stage was aimed at identifying potential domains to be discarded, by evaluating the linkage between the frequency of occurrence and maps of ancillary factors that may explain nonhomogeneous distributions. For the kth map, in each pixel (i, j), the empirical cumulative frequency F ij,k was estimated as p/(N rows *N cols ), where p is the position of ij,k in the vector containing all soil moisture values in image k, sorted in increasing order. This was repeated for each image, obtaining N im frequencies F ij,k for each pixel (i, j). Then, we computed the time-averaged frequency
F ij,k /N im and soil moisture ij = P N im k¼1 ij,k /N im .
F ij was then compared with the maps of ancillary factors. Figure 5 shows areas with F ij > 0.9 (frequently wetter) in blue hatches and areas with F ij < 0.1 (frequently drier) in red hatches, superimposed on the land cover classes.
[56] The second step of the analysis is based on an index to measure spatial nonhomogeneity in each coarse-scale domain and is aimed at detecting domains to be discarded from model calibration from those selected in the first analysis. Such an index should (1) take into account the tendency of a pixel to be frequently wetter or drier as compared to the rest of the region and (2) give more weight to pixels of nonhomogeneous areas where is significantly higher or lower than the averaged soil moisture value. This second criterion for index definition is required to retain fields with "weakly" nonhomogenous areas, that is, in cases where the wetter or drier pixels have values relatively close to the mean.
[57] We define an index of nonhomogeneity I d NH for the domain d = 1, …, N dom (where N dom is the total number of domains) as
where I 1 , I 2 , J 1 , and J 2 are indices of rows and columns of domain d within the image and hi d is the spatial average of ij in d. I d NH includes the computation of the product between F ij , which accounts for the tendency of the pixel (i, j) to be systematically wetter or drier, and
, which weights the time-averaged soil moisture with respect to the domain average. In the case of a perfectly homogeneous field, this product tends to be equal to 0.5. Thus, I d NH is a positivedefinite metric obtained as the sum of the square differences between ij h i d F ij and 0.5. I d NH tends to zero when the distribution is perfectly homogeneous and grows if the domain contains areas that are frequently wetter or drier than the average. Its value depends on the size of the nonhomogeneous area in the domain and on the values in these areas.
[58] The index I d NH was computed for all domains, obtaining an average value of 80, 200 and 210 for SMEX02, SMEX04-AZ, and SMEX04-SO, respectively. We verified that the fields preidentified through the first analysis had the highest I d NH (more than 20% than the corresponding regional mean value). The cases with ancillary factors that justified the nonhomogeneous distribution were then excluded from model calibration (Table 1) .
