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ABSTRACT 
We start by proving a lower bound for the Zp operator norm of a submatrix with 
sufficiently large dimensions and some relations between the Zp norm and the Zp 
operator norm. We then study the Ip norm and the lp operator norm of certain 
matrices arising in estimating the eigenvalue, generalized eigenvalue, singular-value, 
and generalized singular-value variations of matrices, matrix pencils, and matrix pairs. 
Finally, as applications of our bounds upon the lp norm and lp operator norm of 
certain matrices, we give several new bounds for the variations of the spectra of 
matrices and matrix pencils. These new bounds are generalizations of the Weyl-Lid&i 
theorem for Hermitian matrices and the Bhatia-Davis theorem for unitary matrices 
and of some results obtained by the author recently for diagonalizable pencils with 
real spectra. 
1. INTRODUCTION 
Most estimates of perturbation bounds for eigenvalues, singular values of 
matrices, generalized eigenvalues of matrix pencils and generalized singular 
values of matrix pairs are fundamentally derived through estimating norms of 
certain matrices. Usually, sharp estimates for norms of certain matrices lead 
to sharp perturbation bounds for the corresponding eigenvalue or singular 
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value variations. Also, it is always a hot topic in matrix theory, as well as in 
many applications, to bound norms of matrices from above or from below. 
The main aim of this paper is to study certain matrices arising in spectral 
perturbation theories for matrices and matrix pencils (pairs) and their norms, 
together with applications. 
Throughout the paper, capital letters are for matrices, lowercase Latin 
letters for column vectors or scalars, and lowercase Greek letters for scalars; 
C nXn for the set of m X n complex matrices, %‘,, c @“xn for the set of 
n X n unitary matrices; C” = CmX1, C = Cl; Iw is the real number set. The 
symbol I(“) stands for the rz X n unit matrix (also we just write Z for 
convenience when no confusion arises). AT, AH, and A+ denote the trans- 
pose, conjugate transpose, and Moore-Penrose inverse of A, respectively. 
Norms used extensively here are the 1, norm and the E, operator norm. 
Let A = (a,) E CmXn. The 1, norm and the I, operator norm of A are 
defined respectively by 
II AdIp 
IIAII, A ,“EF~ Il~xll, = sup - 
llxlI,= 1 ecg Mlp 
(1.1) 
(1.2) 
Hereafter, s denotes a definition and (I x]Jp is the 1, norm of the vector 
x = (51,. . f ,‘$“I’ E C”, 
IMlp !L 2 l&l” ( i 
l/P 
= ITIp. (1.3) 
i=l 
Obviously ( Al2 = II All F is the Frobenius norm of A. 
We organize this paper as follows. In Section 2, we first prove a lower 
bound for the I, operator norm of a submatrix with sufficiently large 
dimensions of a matrix with full rank. Then we obtain a few results on 
consistency and equivalence for 1. Ip and )( * Ilp, supplementary to Goldberg 
[4-71 and Stone [22]. We generalize the two well-known inequalities 1 AB(2 < 
II All~lBl~ and JAB12 < I AI~IIBIIz t o a more general setting and answer a 
conjecture in [7]. 
Our studies for bounds of norms of certain matrices are given in details in 
Sections 3 and 4. One of the matrices we study relates to geometries of a 
projective matrix space [19] (refer also to (3.6) and Remark 3.3 Below). Its 1, 
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norm was studied by London et al. [16, 171. One of our bounds improves the 
lower bound given in [I7]. 
The bounds proved in Sections 3 and 4 are applicable to perturbation 
theories for matrices and matrix pencils. We give a few applications in 
Section 5, and thus obtain several new perturbation bounds. 
Finally, we point out that our results in Sections 3 and 4 are closely 
related to the Hadamard product (entrywise product) of matrices. 
2. THE I, NORM AND THE 1, OPERATOR NORM 
In this section, as well as in Sections 3, 4 and 5 below, p and q always 
denote two positive numbers satisfying 
1 <p,q < +m, (2.1) 
and p’ and q’ denote their dual numbers respectively, i.e. (similarly for q’) 
1 1 
-+_t=1,1<p<+m; 
P P 
p’=l ifp= +m; p’= +mifp=l. 
(2.2) 
LEMMA 2.1. For A E Cmxn, we have 
tIAHtl, = It ATlIp = tlAllp,. (2.3) 
Proof. Notice that for any vector x, ](xH]lp, = ]]xTjJpf = ((x(]~. There- 
fore the definitions (1.2) and (1.3) yield 
((AHlIp = max 11 AHxllp = max IlxHAll,~ 
IIxllp= 1 Ilxllp= 1 
< max ~~~~~~~~~~ Ail,, = II All,~. 
Ilxllp= 1 
Similarly, we have (I ATlIp < (I All,'. On the other hand 
IIAII,, =I/( AH)H(lp. d llA*l&, II Al],, = (I( A’.)Tl(p. =G 11 ATlIp. 
Those inequalities together establish (2.3). n 
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REMARK 2.1. llA11~ 4 (IAlll(lAIIm is well known. With the help of (2.3) 
one can easily prove llAl/i < /~A~I,I~AIl,~. Another inequality of this kind is 
II All, G llAII~‘PIIAIl~‘p due to Kato [lo, pp; 28-291). 
LEMMA 2.2. Let A E Cm”‘. Zf P, E CmXm and P, E 
permutation matrices, then 
llP,AP,llp = Ml, and IP,AP,I, = IA,, 
i.e., permutation muttices keep (1. (Ip and ( * Jp invariant. 
c nXn are two 
(2.4 
Proof. Simple verification by the definitions (l.l)-(1.3) leads to (2.4). n 
LEMMA 2.3. 1) * lip is continuous with respect to p, i.e., 
lim 11 All, = II All,, (2.5) 
4-p 
where A E Cmx”. 
Proof. By Lemma 2.1, it is sufficient to prove (2.5) for the case 
l,<p<2. 
We claim that 
lim inf II All, > II All,. 
4-p 
(2.6) 
To see this, choose a vector x with (IxIJP = 1 such that /JAx((, = IIAllP. Since 
lim 4~p IIArll, = IlAxlI, andlim,,, lIxl14 = Ilxll,,wehaveforany~> 0,if 
q is sufficiently close to p that I/~x((,/lJr((, > IJAJ(, - E, which produces 
II Aylt, 
IIAlly = s”,p m a 
II Ml, 
- >, IIAII, - E. 
lIdq 
Since E is arbitrarily small, (2.6) follows. 
To complete our proof of (2.5) we still need to prove 
limsupIIAlly < IJAIl,. 
4-p 
(2.7) 
Assume to the contrary that (2.7) does not hold, then there exists a sequence 
ofnumbersql,qz,...,qj-+pasj+ fmsuchthat 
j~mJIA/lqj = t > IlAb (2.8) 
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Now, choose vectors xj with Ilx,ll,, = 1 and IIAxjlly, = 11 All,,. This, together 
with (2.8), yields that for sufficiently small E > 0, if j is sufficiently large, 
then 
II AjII, = II AlI,, > t - E > II All,. (2.9) 
Obviously, {xj, j = 1,2, . . } is a bounded set of C”, and thus is compact, so 
it has a convergent subsequence. Without loss of generality, we may assume 
that the sequence x1, xs, . . . itself converges to a vector x E C”. Therefore 
from llxllP = limj_,, Il~~ll,~, = I and IIAxllP = lim.,, Il~x.ll,, lettingj go to 
+m in (2.9), we get llAllp > llAxllP 2 t - E > l/All,, which is impossible. 
Thus (2.7) is true. (2.5) is a consequence of (2.6) and (2.7). 1 
We say a matrix A E CtnXn has full column rank if rank A = n; A has 
fuZZ row rank if rank A = m; A has &ZZ rank if it has either full column rank 
or full row rank. It is easy to verify that a necessary condition for A E @ mx n 
to have full column rank is m > n, and likewise a necessary condition for A 
to have full row rank is m < n. 
LEMMA 2.4. Let X = (xij) E Crnx’ be offull column rank, m > I > 1, 
and let k be an integer such that 1 < k < m and k + 1 > m. Assume also 
1 < q < + 00. Then there exist vectors 0 # g = ( tl, . . , tkjT E Ck and 0 # 
h = (J1,. . . , &)T E C2 such that 
t = 1,2 ,..., k, 
t = k + 1, k + 2, . . . , m, (2.10a) 
which in matrix form is 
= Xh. (2.10b) 
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Here arg 6, &notes the argument of the complex number 5, (we assume that 
arg 5, = 0 zf & = 0). 
Proof. Because k + 1 > m, the homogeneous system 
with k + 1 unknowns z E Ck+’ and m e uations has at least one nonzero 
1 solution, say z = (f T, - hTjT, where f E @ and h E Cl. It follows from the 
independence of the column vectors of X and z # 0 that f, h # 0. Denote 
f = (pl,. . . , &IT; then 
Now define g = ( tl. . . . , &.jT E ck as fdOws: 
-5 = 0 if pt = 0 
I& 1 = 1 pt I1’(y - l), arg 5, = arg pt if PLt # 0 
uk 
0 
0 
=Xh. (2.11) 
for t=1,2 ,..., k. 
Therefore pt = 1 ptleiarg pt = I ,$19- ‘eiars 51. Equation (2.11) leads to (2.10). 
n 
Let 
y=Xh. (2.12) 
COROLLARY 2.1. With the conditions and notation as described in Lemma 
2.4, and with x, y E @” as defined by (2.121, we have 
xHy = IMI;, II yll$ = Ilxll;. (2.13) 
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Proof. The first equation in (2.13) is evident. Now we prove the sec- 
ond equation. From 1 < 9 < +m * 9’(9 - 1) = 9, we have 11~118: = 
Cj[ 14’(9P1) = Cl&,9 = 11x11;. Th t is establishes the second equation in (2.13). 
n 
Let A E CmXn We say A is left-invertible if there is a matrix A, E Cnx m 
such that A, A = I, and A, is termed a Z$t inverse of A; likewise we say A 
is right-invertible if there is a matrix A, E C” m such that AA, = I, and 
A, is termed a right inverse of A. We state without proof the following basic 
result. 
LEMMA 2.5. A matrix A E Cmx n is left-invertible if and only if it has 
full column rank; it is right-invertible if and only if it has full row rank. 
Let A = (aij) E Cnxn. We introduce the following notation for a k x 1 
submatrix of A. For 1 < i, < *** < i, < m and 1 <j, < *a* <j, < n, de- 
fine 
a. El.ll aid, *** ‘ij, ’ 
a. ... 
E @kX’. (2.14) 
a. \ ‘!Jl 
a. **- 
‘kl2 a. EkJl 
The following theorem is our main result in this section. 
THEOREM 2.1. Suppose that A E CmXn has full rank, and let 1 < i, < 
... < i, < m, 1 <j, < ... <j, < n. Zf k + 1 > max(m, n}, then 
where A, E Cnxm (m < n) is a right inverse of A, and A, E CnXm (m > n) 
is a left inverse of A. 
Proof. By a limiting procedure and Lemma 2.3, we know that if (2.15) 
holds for 1 < p < + 00, then it must be true for p = 1, +~a. In what follows, 
weassumel<p< +m. 
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Suppose m > n. First we consider the special case i, = t for 1 < t < k 
and j, = t for 1 < t < 1. Partition A as 
where A,, =A 
Now applying Lemma 2.4 with q = p ’ to 
which, of course, has full column rank, we get g E Ck and h E Cl for which 
(2.10) holds. By the definition (1.2) of the I, operator norm, we have 
Therefore it follows from q = p’ and Corollary 2.1 that 
(2.16) 
On the other hand 
llA,ll,Ilyll, = llAJpIIA(hg)llp #hg)ll,, = Ilhll, 
which, together with (2.161, leads to llA1lllp > II ALlIp’. For the more general 
case i, # t and j, # t, we can find two permutation matrices P, E CmXm 
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and Pz E Cnx n such that 
P, AP, = 
Note that A,A = Z =a PlA,PTP, AP, = I. Therefore, by the special case 
of (2.15) we have just proved and Lemma 2.2, we have 
So far, we have proved (2.15) for the case m > n. 
Suppose now m < n. Note that AA, = I * AzAH = I. Thus the above 
proof and Lemma 2.1 yield that 
This completes the proof of (2.15). n 
Generally, left and right inverses are not unique. However, if A is a 
nonsingular square matrix, it has one and only one left inverse, which is also 
the sole right inverse, and moreover A, = A, = A-‘. 
COROLLARY 2.2. Suppose that A E Cl*“’ is nonsingular, 1 < i, < s.0 
< i, < n, 1 <jr < ..a <j, < n, and k + I > n. Then 
For a matrix A with full rank, A+ is a left or right inverse corresponding 
to m > n or m < n, and moreover 11 A+llir = a,,( A), the smallest singular 
value of A. 
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COROLLARY 2.3. The conditions and notation are as described in Theo- 
rem 2.1. Then 
It is very interesting to apply Theorem 2.1 to unitary matrices or more 
generally to matrices having orthonormal column or row vectors. 
COROLLARY 2.4. If the column or row vectors of A E Cm’ n are or- 
thonormal, then for all 1 < i, < .*a < i, < m, 1 <j, < .** <j, G n with 
k + 1 > max{m, n}, we have 
(2.17) 
Proof. We present here a proof of (2.17) for the case that A has 
orthonormal column vectors, and the reader can prove the theorem for the 
other case either in a similar way or by applying Lemma 2.1. Since A has 
orthonormal column vectors, AHA = I; therefore A, = AH and (1 AL112 = 
(IAHl(2 = (IAl(a = 1. So by Theorem 2.1 (refer to Corollary 2.31, we have 
(2.18) 
However, it is evident that 
which, together with (2.18), leads to (2.17). n 
Corollary 2.4 for the case m = n is Lemma 4.2 of Li [14]. 
In what follows we will give a short discussion of the consistency and 
equivalence problem for norms I * Ip and 11. JJp. 
PROPOSITION 2.1. For A E CmXn and B E Cnxk, we have 
lABI, < llAlI,~B~, and IABI, d lAl,IlBII,~. (2.19) 
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Proof. Let B = (b,, . . , b,), bj E C”. It follows from the definitions 
(l.l)-(1.3) of ) * Ip and 1). jlp that 
lABI, =((Ab,,..., Ab,)(, 
This establishes the first inequality in (2.19). For the second one, by Lemma 
2.1, we have lABI, = IB~A~I~ G IIB~II~IA~I~ = IAI,lIBlI,~ which com- 
pletes our proof. n 
If p = 2 then p’ = 2; thus (2.19) b ecomes 1~~1~ G IlAllzlB12 and 
1~~1~ G 1A1211B112. Bythefactthat (.I2 = )I*llF,thesetwoarethewell-known 
inequalities illustrating the consistency of 11 * J(F and (1 . l12. 
Goldberg [4-71 g ave a detailed study of the equivalence among norms 
II * IIp, Il. llq, I * Ip, and 1. ly for different p and q. Most of their results are 
sharp. However, their solution [7] to the following problem is unsatisfactory: 
What is the best possible constant Al. 4 p(m, n, p, q) such that 
IAl p < dl All,? (2.20) 
Goldberg [7] conjectured that if m = n, p = q then I Al, < m’/‘(lA((4. In 
what follows we will see that this conjecture holds. Stone [22] established 
(2.20) for the cases m = n and a few special p and q. 
PROPOSITION 2.2. For A E CmX”, we have 
IAl p G ~l’PIIAllr,, I Al p < m*‘pllAllp~. (2.21) 
Moreover, the constant n’/P is best possible when m > n, and ml/P is best 
possible when m < n, both in the sense that they cannot be replaced by any 
smaller constants such that the corresponding inequalities hold for all possible 
matrices in Cm”. 
Proof. By Proposition 2.1, we have IAJ, = lAI’“‘J, < l)All,lI’“‘I, < 
n’/P(I A(/,, which establishes the first inequality of (2.21). Again by Proposi- 
tion 2.1 we see [A(, = (Z(“‘A(, < (Z(“‘I,IIA([,, < m’/pl(Al(p,, which proves 
the second one. Another way to prove the second inequality of (2.21) is to 
combine the first one with Lemma 2.1, giving I A(, = IAHlp < ml/PI\ AHlIp 
= rnl/P(l All,,. 
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When m > n, the first inequality of (2.21) becomes an equality for 
, 
while when m < n, the second one is an equality for A = (I(“‘), 0). n 
We do not know whether the first inequality in (2.21) is sharp for the case 
m < n or whether the second is sharp for the case m < n. We conjecture 
that they are not. Now, we give two inequalities like (2.20). 
PROPOSITION 2.3. For A E Cnlx”, we have 
JAI 
i 
n”qll AlI4 if p >q, 
p Q 
ml/f’-‘/Yn’/‘([A[ly if p =G q; 
IAl 
ml’y’Ii AlI, if paq’, 
p 6 ml/Pnl/p-l/q’llA(ly if p < 4’. 
(2.22) 
Proof. It follows from (2.21) in Proposition 2.2 that 
i 
IA, if p Zq, 
n”911 A/t, > I Al, a 
Cm4 l’y-l’plA(, if p Q q. 
Readers are referred to [7, Theorem l] for the second inequality. The first 
inequality in (2.22) f o 11 ows immediately from the above inequalities, and the 
second one is a consequence of Lemma 2.1 and the first one of (2 22). n 
Goldberg [7] proved that 
lAlp < (mn)l’PIIAlly (2.23) 
It is easy to see that (2.22) improves (2.23) if p Q mdq, q’}, but if 
p > ma(q, q’), sometimes (2.22) is sharper and sometimes it is weaker, 
depending on m, n, p, and q. 
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3. BOUNDS FOR NORMS OF CERTAIN MATRICES. I 
In this section, we give some bounds for the norms of certain matrices 
arising in estimating the generalized eigenvalue and singular value variations. 
We agree on using cq, Pi, y,, aj, i, j = 1,2,. . , n, for 4n real or complex 
numbers, and we define 
A, = diag( Lyi,. . . , a,), 
(3.la) 
flR, = aag( PI,. . . , P,) 
and 
A, = diag(yl,...,yn), 
(3.lb) 
fiR, = diag( a,, . . , 8,). 
The following theorem is due to Li [13, $3, Proposition 3.41. 
THEOREM 3.1. Let ai, pi, y., 8. E R 
&“n b 
with a: + /3: = y? + ~3~” = 1, 
i, j = 1, 2,. . , n, and let X E e nonsingular. Then t tz ere exists a 
permutation v of {1,2,. . , n} such that 
Here and later on, p(., * > denotes the chordal metric defined by 
THEOREM 3.2. With the conditions and notation described in Theorem 
3.1, there exists a permutation v of {l, 2, . . , n) such that 
Proof. A little modification, replacing I].))2 by 11. Jlp, in the proofs of 
Propositions 3.3 and 3.4 in Li [I3, $31, will work. We omit the details. n 
Theorem 3.2 generalizes Theorem 3.1. 
In the following theorem, an additional hypothesis for the 4n numbers is 
needed. 
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HYPOTHESIS A. There exist two permutations 5 and w of (1,2, . . , n} 
such that 
%l) 2 *** a ‘YC(n) a 0, O~&(l)~ .*- a,,,,, 
YoJ(1) 3 -** 3 ‘y,(,) a 0, 0 Q 6@(I) ,< *-- Q S@). (3.2) 
THEOREM 3.3. If Hypothesis A holds and $X, Y E Cnx” are nonsingu- 
lar, then there exists a permutation r of {1,2, . . . , n} such that 
G min{llX-‘lip, IIY-lll,} max(llA,X~, - filYAzllp, llAIYRz - fi,XA,llp). 
(3.3) 
Proof. By Lemma 2.2, we have for any permutation matrices P,, Pz E 
@,X, 
IIP,TnlPl(PTXPz)pzT~,Pz - P&P,( P:yP,)p,TAd’& 
= llA,Xfi, - fi,YA,ll,, 
~~~~~~~~~~~~~~~~~~~~~ - P:R,P,(P:XP,)P,TIZ,P,II, 
= IlA,Yfi, - Q,XA,ll,, 
II(P,TxP,)-q, = Ix-‘II,, II(P:.YPJIJI, = ID-‘II,. 
So without loss of generality, we may assume that Hypothesis A holds with 
C(j) = w(j) = j for j = 1, 2, . . . , n. Now, choose 1 Q t < n which satisfies 
If 77 = 0 then (3.3) evidently holds. Suppose that 7 > 0. 
Case (i>: cxt 8, > p, yt > 0. Partition A,, ok, X, and Y as A, = 
diag(Akl, Akz) and ok = diag(sZ,,, a,,) for k = 1,2, where A,,, a,, E 
Q= tXt, A,,, R,, E UZ(t-‘)x(t-l), and 
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therefore 
A1Xa2 - ‘lyA2 = 
AllXll~21 - %YllA21 AllXl2~22 - fhlYl2A22 
A,2X21~21 - R,2Y21A21 A,2 x22fi22 
A,yLR2 - nn,XA2 = 
A,,YI1fi2, - 4, X,,A2, A,,Y,,fi22 - hX12A22 
A,,y,,fl,, 
- 42 X21A21 A,,Y22fl22 - %2X22A22 
and hence 
lIA,XQ, - ‘nlYA,llP 2 IlA1,X,,R22 - f&,Y,,A,,lI,, (3.4a) 
IlA,Yn, - f&XA,II, > IIA,,Y,,fl,, - %X,,A,,II,, (3.4b) 
Because t + (n - t + 1) = R + 1 > n, Corollary 2.2 applies to X,, and Y,, 
and yields 
IIx,,llp 2 IlX-v,‘> IIY,,ll, > IIY-lllpl. (3.5) 
Now if IIX,,II, z IIY,,llp, then 
llA,1X12fi22 - hY12A22llP 
> IIA1,,X,2~,211, - ll’RllY12A22llP 
> ((A,1(l,‘IlX,21(pll~,-:Il,’ - 11fi,,l~,IlY1211,11A2211~ 
= “tllX,211p~t - PtllYlzllPrt (by Hypothesis A) 
2 IIX,,llP?7. 
Analogously, if IlX,2Ilp < IIY12IIpy then 
IIA,,Y,,fl,, - ~,,X,2~22dl, 2 IlY12l&~~ 
These, together with (3.4) and (3.9, yield (3.3) for the case. 
214 REN-CANG LI 
Case (ii): 0 < fftSt < p,y,. By Lemma 2.1 and case (9, we have 
min{llX-lllp, IIY-lllp} max{llA,XS12 - fi~YA~ll,, IlA,Yfi2 - fin,Xh2llp} 
= min{llXeH Ilp,, IIY-HIl,~) 
X max{llln,XHA, - A2YHfi,llp~, lIfi,YHA, - AzXHfi,llp’) 
which establishes (3.3) for the present case. W 
Not all positive numbers q, pi for i = 1,2, . . . , n satisfy (3.2) for some 
permutation 5; for an instance, take n = 2, CY~ = 2, /3r = 3, (us = 1, & = 2. 
This is also the case for yj, aj for j = 1,2, . . . , n. The following is a sufficient 
condition under which (3.2) is satisfied. 
PROPOSITION 3.1. Let 0 < q < + w, and suppose 2n numbers CY~, Pi > 
0. Zf ym = 1 for i = 1,2, . . . , n, then there exists a permutation 5 of 
11,2,. . . , n) such that (3.2) holds. 
Proof. If q < + ~0 then choose a permutation 4’ such that cq(i) > *** 
> oICnj > 0. Then a: + By = 1 implies 0 =G &i) =G *** < &(“,. 
If q = +a, then the condition becomes max{q, PJ = 1, 2, . . . , n. 
Choose a permutation b so that the 2n numbers are divided into two groups: 
and 
then 5 meets our needs. n 
REMARK 3.1. Suppose that 1 G q, r =G +~a and vm = 1 and 
rY 
y, + Sj = 1 for all cq, pi, y,, 4 > 0. Then (3.3) holds by Proposition 3.1. 
Denote 
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The left-hand side of (3.3) can be rewritten as 
We give some comments on p4, .(*, . ). If 9 = r = 2, then pzJ., .I = p(., . > 
is the chordal metric, which is used extensively in many fields; if r = 9 ’ = the 
dual number of 9 [refer to (2.2)] then ~~,~,(a, * > = p,(-, * ) was originally 
introduced by Li [ll, 121 f or developing more general Bauer-Fike type 
theorems. Generally, p,,,(., * ) is not a metric, but it is equivalent to the 
chordal metric in the sense that for 1 < 9, r < 00 there are constants l(9, r) 
and U(9, r) such that 
To see this, we note 
2Jrn> if 9<2. 
Thus, we can choose Z(9, r.) and U(9, r) as in Table 1. 
TABLE 1 
Kq, f-1 
2-o-h 
2-” 
2-b 
1 
V(q, r> 
21h 
2” 
2a+h 
a~ = 1; - l/q1 and b = 1; - l/ri. 
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The following is a consequence of Corollary 2.4 and (the proof 00 
Theorem 3.3 and Proposition 3.1. 
COROLLARY 3.1(Li [Id]). In addition to the hypotheses of Theorem 3.3, 
amurne that (am = dm- = 1 for i, j = 1,2,. , , n and X, Y E 
?J”. Then there exists a permutation r of {1,2, . . . , n} such that 
The inequality (3.6) IS not just a simple corollary of Theorem 3.3, because the 
right-hand side of (3.6) is not quite the same as that of (3.3) with p = 2 and 
X, Y E gn. The reason we can get rid of the max is that we always have 
I/X,,112 = I]Y,,]12 = 1 for p = 2 and X, Y E %n (refer to the proof of Theo- 
rem 3.3). As a matter of fact, from (3.6) it follows that 
< min{llA,X& - fl,YA,llz, lIA,Yf$. - fl,-J&llz}. 
REMARK 3.2. By the proof of Theorem 3.3, we conclude that under 
Hypothesis A the permutation r in Corollary 3.1 can be given by T = W-‘. 
In fact, Li [14, Proposition 2.21 proved that 
where mm, is taken over all permutations of {I, 2, . . . , n) 
REMARK 3.3. In our notation, the main result of London et al. [17] can 
be restated as follows: Under the conditions of Corollary 3.1 (a little bit 
weakly, [17] only assume the column and row vectors of X and Y have 
Euclidean length one), if also arcsin (Y + arcsin y Q rr/Z, where (Y = 
mm1.i.. oi, P = miniGiG. Pi> Y = mxi.jGn rj, and 8 = minl,j<,, ‘j> 
then 
P((%PL(Y3)) =I . ( sm arcsin (Y - arcsin 7) 1 < IlAJfl, - fi,Y&llz. 
(3.7) 
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Obviously, (3.6) improves (3.7). In fact, we have p(( (Y, P>, ( y, S )> = 
p((o& ( P& (xJy,(i,~ ~&l(l) )I, and moreover Li [I4, Remark 4.11 proved that 
where r is defined as in Remark 3.2. 
THEOREM 3.4. Let ai, pi, yj, 6) E @, i, j = 1,2, . . , n, and let X E 9”. 
Zf 1 < p < 2, then there exists a permutation u of {l, 2, . . , nl such that 
proof. 
we have 
Denote X = (x,). Since X E V” j IXijI G I =j l”ijIP 2 lrij12> 
lh,XS1, - SZ,Yh,l; = k biSj - piyjl%ij(p 
i,j=l 
’ 2 Iaisj - Bi3;lplXij12. 
i,j=l 
The rest of our proof is to combine the above inequality with the method 
used in Hoffman and Wielandt [8]. We omit the details here. n 
REMARK 3.4. Li [13, Lemma 3.21 showed the following: Let oi, pi, y,, ?jj 
E [w with cr: + ~3: = yj2 + Sj” = 1 for i, j = 1,2, . . . , n, and let X E CnX ” 
be nonsingular. Then there exists a permutation z, of {1,2,. . , n) such that 
< llX-11121A,X~, - f&X&b,. 
THEOREM 3.5. Let CY~, Pi, yj> 4 > 0, and let 
(ff n+l, p,,,) = ( -(Yi, Pi), (3/,+jP s”+j) = (-Yj, 'j)> i>_i = 1,2,...,n, 
(3.8) 
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X, Y E %“. If 1 < p < 2, then there exists a permutation p of (1,2, . . ,2n) 
such that 
Proof. It is easy to verify (refer to Li [14, Lemma 4.41) that 
=i 
A,YR, - 0, XA, 
A, Xfi, - R,YA, 
I’, (3.10) 
where i, f, 2 E ez,, are defined by 
The special structures of i and i and Goldberg [7, Theorem I] yield 
(3.12a) 
I( ill,, < 2l1/2- l/p’1 = 2/‘/2-‘/rd, (3.12b) 
So by (3.111, (3.121, Proposition 2.1, and Theorem 3.4, we have that there 
exists a permutation Al. of (1,2, , ,2n) such that (3.9) holds. n 
REMARK 3.5. Li [14, Lemma 4.3, Remarks 4.2, 4.311 showed the follow- 
ing: Under the conditions of Theorem 3.5, p = 2, there exists a permutation 
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v of {1,2, . . . , n} such that 
219 
Q +J~, - fI,YA& + llA,Yf2, - lR,xfI,11;. 
Hence, if p = 2, the permutation p in Theorem 3.5 can be chosen so that 
Generally, does (3.13) holds for any 1 Q p < 2? The problem is open. 
Theorems 3.4 and 3.5 do not seem to be satisfactory, because X E %n 
and/or Y E Z” and 1 < p < 2 are required. Nevertheless, especially in view 
of Remarks 3.4 and 3.5, they may give us insight into conjectures. For 
instance, it is natural to ask if 
G ID-‘II,IA,Xf& - R,XA& (3.14) 
Our last theorem in this section is concerned with general unitarily 
invariant norms. To say that a norm is unitarily invariant on CmXn means it 
satisfies, besides the usual properties of any norm, also (see, e.g., [21]) 
(1) 111 UAV ]]I = 111 A 111 for any U E gm and V E Z”,; 
(2) ](I A 111 = I]Allx for any A E CmXn, rank A = 1. 
THEOREM 3.6. 
= 1, i,j= 1,2 ,..., 
Suppose q, Pi, y,, fSj E R satisfy II: + /3,” = yj2 + Sj2 
n, and U E FY~. Then there exists a permutation (T of 
{l, 2, . . , n) such that for any unita&y invariant norm 111 * 111 
where the constant rr/2 is best possible. 
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~raof. Let T = h,Ufin, - fl,~A,, and (here i = J-l> 
[2)= (i y)[:) for j=1,2. 
It is easy to see that Aj, 6, E FY,,. Hence, we have 
A( ti) = A, = ‘yk + iPk 
iak + Pk 
, 
A(G) = /_Lj = 
i 
yj + i Sj 
-,j= 1,2 )..., 71 
iyj + Sj 1 
and IA, - L‘jUil = 2P(( ak, Pk), (3j, ‘j)), so by a result of [2, $51 it follows 
that there exists a permutation u of {1,2, . , n) such that 
NORMS, SPECTRA, AND MATRIX PENCILS 221 
This is nothing but (3.15). T o see that the constant rr/2 is best possible, 
consider the following example from 121. For odd n (large), 
0 1 0 0 ..* 0 
0 0 1 0 *a* 0 
000 1 0 
M,= . . . . :.’ . . . . . . . E%~, 
\l 0 0 0 a** 0) 
I 0 1 0 0 a** o\ 
0 0 1 0 *.* 0 
0 00 1 0 
N, = . .*.. . E . . . . . 
ga, 
(j (j (j 0’ ..: ; 
\-1 0 0 0 *** o/ 
we have ACM,) = (1, f,C2 ,... , C”-‘}, 5 = exp(i2m/n), MN,) = -ACM,), 
and nq, + n, where q, A mini A - ~1, for which the minimum is taken over 
all A E A( M,) and or. E A( N,,). Since M,, N, are unitary, there are V,, V, E 
?Yn such that 
M, = V, diag(1, 5, <a,.. ., ~“-r)V~ 
N,, = V, diag( -1, -5, -t’,. . ., -lnpl)VZH. 
and Ilk - C-591 = 2P(( ok, &), (y., Sj)). Set Aj, fij by (3.1) and Aj, 6. 
accordingly; then we have diag 1, 5, 5 2, . , 3”-‘) = huh, <’ an d 
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diagf-1, -5, -IJ’, . . ., -[n-1> = fi,“;i,, and therefore 
Thus for the trace-class norm, i.e., the sum of all singular values, 
This completes the proof. n 
4. BOUNDS FOR NORMS OF CERTAIN MATRICES. II 
The results of what follows are bounds on norms of some other matrices 
arising in estimating the eigenvalue and singular value variations. We agree 
on using hi,pj, i,j = 1,2 ,..., n, for 2n real or complex, numbers, and we 
define 
R=diag(A,,...,h,) and fi = diag( Fi,. . , CL,). (4.1) 
THEOREM 4.1. Let hi, pj 2 0 for i,j = 1,2,. . . , n. IfX, Y E cnX” are 
nonsingular, then there exists a permutation r of {1,2, . . , nl such that 
,yIy,lAj - pu7J G min{llX-‘Ilp, IIY-‘lip) 
. . 
Xmax{llAX - Yflll,, IIAY - XRlI,}. (4.2) 
Proof. Let q = hi, /3, = 1, yj = pj, aj = 1. It is easy to see that 
Hypothesis A in Section 3 holds for those positive numbers, and therefore 
Theorem 3.3 applies. W 
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THEOREM 4.2. Let h,,j.~~ElR fori,j=1,2 ,..., n. IfXECnxn is 
nonsingular, then there exists a permutation T of {I, 2,. . . , n) such that 
(4.3) 
Proof. Choose A > 0 sufficiently large so that A + Ai > 0 and A + pj 
> Ofor i,j = 1,2 ,..., n. By Theorem 4.1 for the case X = Y, we infer that 
there exists a permutation r of {1,2, . , n) such that 
ma I Aj - P*(j)1 = lTjyn I( 'j + “> - ( P%(j) + ‘) 1 
l<j<n . . 
< IIX-‘ll,ll(A + AZ)X - X(fl + AZ)& 
= 11x-‘II,IlAX - xw,. 
This establishes (4.3). n 
REMARK 4.1. From the proofs in Section 3, we see, that if permutations 
5 and w of {1,2,. . . , n} satisfy A5(rj =G **a < A,(,, and p,,,o) < ... < Pa, 
then the permutation r in Theorems 4.1 and 4.2 can be chosen as r = w(- 1 
(refer to Remark 3.2). Also, it is not difficult to prove that max r $ jG ,,I Aj - 
Ih( = min, max 1G jfJAj - ~V(jjl, where min, is taken over all permuta- 
tions of {l, 2, . , n}. 
REMARK 4.2. The inequality (4.2) is related to the perturbation of 
singular values of a matrix. Consider Theorem 4.1 for the special case p = 2 
and X,Y E gn. We get 
max IAj - pTcjjl < IIAX - YLRlle = IIAY - Xfillz. (4.4) 
l$j<fl 
This is because llAX - YLRll2 = llXHA - flYHI = IIXH(AY - Xfl)YHIIz 
= IlAY - Xfllls. The inequality (4.4) is a corollary of a noted theorem for 
the perturbation of singular values (see, e.g., Mirsky [18, Theorem 51). 
REMARK 4.3. The inequality (4.3) is related to the perturbation of 
eigenvalues of a Hermitian matrix. Consider Theorem 4.2 for the special case 
p = 2 and X E ?Z”. We get max,,jGnlAj - /+.)I =G llXHAX - flllg, which 
is a corollary of a noted theorem-the Wey -Lid&ii 3 theorem-for the 
perturbation of eigenvalues (see, e.g., [Zl]). 
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Recalling the proof of Theorem 4.1, we obtain the following from 
Theorem 3.4. 
THEOREM 4.3. Let hi, pj E @ for i,j = 1,2,. . . ,n. ZfX E ?J!“, 1 Q p 
< 2, then there exists a permutation T of {1,2, . . . , nl such that 
Pi n 
REMARK 4.4. If Ai, pj E aB, it is easy to see that the determination of T 
in Remark 4.1 works here. If p = 2, Theorem 4.3 is a corollary of the 
Hoffman-Wielandt theorem [s]. To see this, we notice IhX - XIRla = l]AX 
- Xslllr = llXHAX - R/IF. 
THEOREM 4.4. Let Ai, pj 2 0 for i, j = 1,2, . . . , n. Zf X, Y E CS!“, 1 G p 
< 2, then there exists a permutation r of {l, 2, . . . , n} such that 
(4.5) 
Proof. Applying Theorem 3.5 to q = hi, pi = 1, yj = pj, aj = 1, we 
have a permutation Y of {1,2, . . . ,2n} such that 
v 2n 
d C I’j - Pv(jjI ’ < 2211/2-1/P1p IAX - YOl,p + IAY - XQ]; . (4.6) j=l 
where A,+i = -hi, P,,+~ = - pj, i, j = 1,2, . . , n. Recalling the determi- 
nation of the permutation in Remark 4.4, we see that the permutation v can 
be chosen so that 1 < v(j) < n and v(n + j) = n + v(j) for 1 <j < n. 
Now define a permutation r of {1,2,. . . , n) as r(j) = v(j), 1 <j < n; then 
(4.6) yields (4.5). n 
REMARK 4.5. If p = 2, Th eorem 4.4 is a corollary of a well-known 
theorem for the perturbation of singular values of a matrix. In fact, for 
1. I2 = II * llF, (4.5) may be written as 
{u,,,,’ < ]]AX - YCIIIF = IIAY - Xflll~. 
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5. APPLICATIONS: SPECTRAL VARIATIONS FOR MATRICES 
AND MATRIX PENCILS 
We have studied the 1, operator norm and 1, norms of some kinds of 
matrices in the previous two sections. These matrices originally come from 
the perturbation theories for eigenvalues, singular values of matrices, general- 
ized eigenvalues of matrix pencils; and generalized singular values of matrix 
pairs, but we can see that it is not always possible for us to infer good 
perturbation bounds by applying their norm bounds back to where they came 
from. One main reason, I think, is that the 1, operator norm of a unitary 
matrix for p + 2 may be very large, whereas if p = 2, then llUllP = 1 for all 
unitary matrices. Therefore it isn’t suitable for us to apply the results of 
Sections 3 and 4 to the perturbations of singular values and generalized 
singular values. The aim of this section is to apply Theorems 3.2, 3.3, and 4.2 
to the perturbations of matrices similar to Hermitian matrices or unitary 
matrices and the perturbations of diagonahzable matrix pencils with real 
spectra. Our results below generalize some known results. 
By $A) = llAllpllA-‘Up we denote the 1, condition number of A. 
THEOREM 5.1. Suppose that A, B E C” ’ * are similar to Hermitian 
matrices, i.e., there exist nonsingular matrices X, Y E CnXn such that 
(5.1) 
Y-‘BY = s1 e diag( pi, . . . , P,,) 
are real diagonal matrices. Then there exists a permutation T of {1,2, . . . , n} 
such that 
max lAj - ~~(~~1 < K~( X)K~(Y)\IA - Bll,. 
l<j<?l 
(5.2) 
REMARK 5.1. Theorem 5.1 for the case p = 2 is a result of Ghan [9] 
(see also Li [13, $71). If A and B are Hermitian matrices, then X, Y E %,, 
and thus K~(X) = K~(Y) = 1; so in this case (5.2) for p = 2 is the well-known 
Weyl-Lid&ii theorem (see, e.g., [2I]). 
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Proof of Theorem 5.1. Since Ai, pj E R, by Theorem 4.2 we have 
Kp(X)Kp(Y)IIA - B/l, = I~X~I,I(X-‘I~pl~X~X~l 
- Y.nY-lllpllY lIPllY-lllp 
> lIXIl,IIRX-‘Y - x-‘YnllpllY-‘II, 
~I)(X-‘Y)-lJJ,llnx-‘Y - X-‘YRII, 
This establishes (5.2). n 
THEOREM 5.2. Suppose that A, B E Cnx * are similar to unitary mutri- 
ces, i.e., formally A and B admit the decompositions (5.1) with X, Y E C”“’ 
nonsingularbutwitlahk,~j~E@,(~kJ=(~.J=lfori,j=l, 2,...,n.Then 
there exists a permutation T of {1,2, . . . , nf such that 
max I3 - /-LT(jjI G Kp( x)Kp(Y)IIA - Bll,. (5.3) 
l<j,cfl 
REMARK 5.2. If A and B are unitary matrices, then X, Y E %n and thus 
K~(X) = K~(Y > = 1; so in this case (5.3) for p = 2 is the main result of 
Bhatia and Davis [2] (see also [3]). 
To prove Theorem 5.2, we need 
LEMMA 5.1. If 6 is a complex number with modulus one. i.e., I 5 I = 1, 
then there are reai nkbers a ‘and /3 with CY~ + p 2 = 
=J-i> 
1 such that (here i 
Proof. Let e = eie. (This is possible.) To determine the real numbers (Y 
and fi, we write (Y + i/? = e”* with the real number $ undetermined. The 
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rest of our proof is to determine I&. Since 
ia + p = i( a _ ip) = ein/2e-iJr = ei(*/2-$) 
02 + ip 
j _ = e@*-r/2) 
ia + p 
if we determine I/I by solving 2 I,!I - 7r/2 = 8, then I,!I = e/2 + r/4 is what 
we are looking for. n 
Proof of Theorem 5.2. By Lemma 5.1 and J&l = 1~~1 = 1 we get 
ak, &, yj, aj E R! with CY[ + /?,” = yj2 + Sj2 = 1 for k, j = 1,2,. . . , n such 
that 
A, = 
ak + iPk rj + iSj 
iak + & ’ b = - iyj + Sj ’ 
Now define A,, R, as in (3.1) and A, CI as in (4.11, and set 
It is easy to verify that A, and fi2, are both diagonal matrices with all diagonal 
elements having modulus one and that A = flyA,, R = A,fiF. so 
(IX-‘llpllA - BlI,IIYII, = IIX-‘lI,IIX~X-’ - Y~Y-‘llpllYll, 
> IlAX-iY - X-‘YRJ& 
= IliqApY - x-lYA2ii;llp 
= IIAlx-‘Yfi2 - filx-‘YA211,. (5.4) 
The last equality in (5.4) holds because fi, and 6, are both diagonal 
matrices with all diagonal elements having modulus one. Note also the 
following by simple verifications: 
&x-‘yfi, - ti,X-‘YA, = 2(AlX-‘Yfiz - fllX-lYA,), 
lhk - pjl = 2P((ak, Pk)> (yjyi’ ‘j)) 
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So a combination of (5.4) with Theorem 3.2 yields that there exists a 
permutation r of (1,2, . , n} such that 
Kp(X)Kp(Y)IIA - Blip 2 ~IIXll~ll~-lll~lln~x-‘Y~, - LR,x-lY~,llp 
This proves (5.3). n 
In the sequel, we discuss the perturbation of a diagonal matrix pencil with 
real spectra [13]. Let A, B E cflx”. Then A - AB is called a regular pencil 
of order n if det( A - AB) $ 0, A E @; ((Y, p> # (0,O) is called a general- 
ized eigenvalue of the regular pencil A - AB if de6 PA - CYB) = 0. We say 
(a’, p > is real if there exists 0 z 5 E Cc such that &I, tj3 E R, and ((Y, p 1 is 
nonnegative if there exists 0 # 5 E C such that [a, t/3 > 0. The set of all 
generalized eigenvalues (counted according to their algebraic multiplicities) 
of A - AB-its spectrum-is denoted by A( A, B). In what follows, A - AB 
and C - AD are always reserved for two regular pencils of order n, and 
Z = (A, B) and W = (C, 0). Let Px be orthogonal projection onto the 
column space of X, the subspace spanned by its column vectors. It can be 
proved that Px = XX’ and Px” = X+X (see, e.g., [211). 
THEOREM 5.3. Suppose A - A B and C - AD are diagonakzable and 
have only real generalized eigenvalues, i.e., we can write A( A, B) = {( (Y{, /?, ), 
i = 1,2,..., n} and A(C, D) = ((r,, S,), j = 1,2, . . . , n) with q, pi. rj, Sj E 
rWfori,j = 1,2 ,..., n. Moreover assume we have decompositions 
(~~$~~) and {E 1 ::‘I;) T (5.5) 
where P, Q, S, R E cnXn are nonsingular matrices and Ak, ok are as shown 
in (3.1). Then there exists a permutation v of {1,2, . , nl such that 
< 2’1’2-1’P’~p(R)~p(Q)IIPZ~ - f+(lp. 
IIQII, 
P 
(5.6) 
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Proof. By Li [13, 43, (3.14) or $5, (5.5)], we have 
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A, RQ-‘Cl1 - 0, RQ-‘A, 
zzz -(‘,, %)( R I()( ‘z” - ‘wH> i"' Q-l )( Jq (5.7) 
Adjusting P and S in (5.5) properly, we may assume, without 10~s of 
generality, that c$ + PF = y? + Sjz = 1. Now Theorem 4.2 yields that 
there exists a permutation v o t! {l, 2, . , n> such that 
=G IIR-lllpltQllpt~~,RQ-l~~ - WV'A& 
(5.8) 
On the other hand (Li [12, Lemma 2.11) 
thus if 1 < p < 2, 
andif <p < +QJ, 
I/( A,, a,) 11, < 2’l”- 1’p’ 
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Therefore it follows from (5.7) that 
IlA2RQ-iR, - n,RQ-“A,ll, 
(5.6) is a consequence of (5.8) and (5.10). n 
Theorem 3.1 of Li [13] is Theorem 5.3 for the case p = 2. In Remark 3.1, 
we have mentioned a pseudometric p (*, - ) used by Li [ll, 121. In the 
following, we present an interesting resu t in which pp(*, * > instead of p(*, * > ‘i 
is used for the measurement between two generalized eigenvalues. 
THEOREM 5.4. To the hypotheses of Theorem 5.3 add these: both 
A - hB and C - hD have only nonnegative generalized eigenvalues, i.e., we 
can assume that q, pi, yj, Si > 0. Then there exists a permutation r of 
(1,2, . . , n) such that 
Q K,(R)K~(Q)I~P~ - PWdp. (5.11) 
Proof. Again, we rely on (5.7). Adjusting P and S in (5.5) suitably so 
that 
~~=‘~~=l for i,j=1,2 ,..., n 
and letting X = Y = RQ-l, by Proposition 3.1 we have the conditions of 
Theorem 3.3 satisfied. Equations (5.7) and (5.9) and Theorem 3.3 produce 
(5.11) n 
REMARK 5.3. Treating A - hB and C - hD the same way in (5.7), we 
obtain 
R,QR-‘a, - fllQR-%, 
relying on which we get some inequalities slightly different from (5.6) and 
(5.11) under appropriate conditions. 
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REMARK 5.4. We have no universal methods to detect easily whether a 
regular pencil is diagonalizable and has only real generalized eigenvalues. But 
we do know one important class of pencils-definite pencils-which are 
indeed diagonalizable and have only real generalized eigenvalues [13, 201. Let 
A - AB be a definite pencil. If also A and B are both positive semidefinite, 
then A - hB has only nonnegative generalized eigenvalues. 
6. HADAMARD PRODUCT OF MATRICES 
Let A = (ajj), B = (bij) E CmXn. The Hadamard product (entrywise 
product) of A and B is denoted and defined by A0 B g (aijbij) E cmxn. 
Our results in Sections 3 and 4 are solutions to a few special cases of the 
following problem on the Hadamard product. 
PROBLEM 6.1. What is a (the best possible) lower bound of 
min $(X-‘)lC,(X”B)? (6.1) 
XE$PC@“X” 
Here B E Cnxn, +(*) and @(*> are two matrix norms on CnXn, and 9’ c 
Cnx” is a subset of matrices, for example 
9 =9”, 2 {X E CfiXn : X is nonsingular}. 
To see this, let A,, a,, A, and R be as in sections 3 and 4. It is easy to 
see that 
AX - XR = XoG, and A,Xfl, - s1,XA, = XoG,, 
where 
G, 4% (Ai - pj) = heT - epT E cnXn, 
G, J% (cxiEj - piyj) = atYT - PyT E Cnxn, 
and 
e = (1,. , l)T 
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with appropriate dimension, 
and 
A = (A,, . . .) h,)T, CL = ( /Jq>. . . > PJT, 
T 
a=(q,...,a,) , P = ( PI,. . . > PJT, 
y= (rl>~~V3/n)T> s=(s,,...,GJT. 
Therefore some of the results in Sections 3 and 4 may be restated in terms of 
the Hadamard product, and thus we may solve Problem 6.1 for two special 
cases. For example, under the conditions of Theorem 3.2, we have 
since 9”, contains all 72 X n permutation matrices. 
The remaining results in Sections 3 and 4 can also be restated in a similar 
way. To do so, we rely on (3.101, since its left hand side may be written as 
(*’ +)t( a’ a2) - (” &( A’ _A2) =(fi)%> 
where q, &, yj, aj for i, j > n are defined as in (3.81, 
and 
G, p (qSj - p,yj) = &:s” - &’ E a=2nx2n, 
and 
T 
cs= (q,....(Y2J , b= m>.-J32JT 
?= (Y1>...>Y2JT> s’ = (6,, .) 62”)T. 
We take Theorem 3.3 as an example. By (3.10)-(3.121, it is easy to see that 
under the conditions of Theorem 3.3, we have 
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with equality if p = 2. Results of the above kinds obtained as restatements of 
some other perturbation bounds for matrices were described in Li [15]. 
I must point out that it is not my purpose here to show readers how to 
derive bounds on norms of Hadamard products of matrices from known 
perturbation bounds. The most important thing I would like to say is that 
through restating known results we may get some insights into Problem 6.1 
for more general cases. There is no doubt that any solution to Problem 6.1 for 
more general cases will be of great importance not only to the development 
of spectral variation theories for matrices and matrix pencils but also to pure 
matrix (operator) theory. The restatements above (see also Li [I5]) will surely 
provide us with some possible solutions to Problem 6.1. For example, we 
have 
CONJECTURE 6.1. (6.1) is independent of n, the dimension of the matrix 
space considered; in other words, there is a lower bound of (6.1) which 
depends only on +(*> and I)(.) and B. 
More strongly we even conjecture that 
CONJECTURE 6.2. The min in (6.1) is attained at some permutation 
matrices X E 9”, . 
The author would like to acknowledge the advice and suggestions he 
received from Professor Moshe Goldberg. 
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