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THE FRO¨LICHER SPECTRAL SEQUENCE OF CERTAIN
SOLVMANIFOLDS
HISASHI KASUYA
Abstract. We show that the Fro¨licher spectral sequence of a complex parallelizable solv-
manifold is degenerate at E2-term. For a semi-direct product G = Cn ⋉φ N of Lie-groups
with lattice Γ = Γ′ ⋉ Γ′′ such that N is a nilpotent Lie-group with a left-invariant complex
structure and φ is a semi-simple action, we also show that, if the Fro¨licher spectral sequence
of the nilmanifold N/Γ′′ is degenerate at Er-term for r ≥ 2, then the Fro¨licher spectral
sequence of the solvmanifold G/Γ is also degenerate at Er-term.
1. Introduction
LetM be a compact complex manifold. The Fro¨licher spectral sequence E∗,∗∗ (M) ofM is the
spectral sequence of the C-valued de Rham complex (A∗(M), d) which is given by the double
complex (A∗,∗(M), ∂, ∂¯). Consider the differential d∗ on E
∗,∗
∗ (M). We denote
r(M) = min{r ∈ N|∀s ≥ r, ds = 0}.
It is well-known that r(M) = 1 if M is Ka¨hler. In general r(M) = 1 does not hold. Hence we
can say that r(M) measures how far M is from being a Ka¨hler manifold. We are interested in
finding non-Ka¨hler complex manifolds which has large r(M).
Consider a nilmanifold G/Γ with a left-invariant complex structure where G is a simply
connected nilpotent Lie-group and Γ is a lattice in G. In [1], it is proved that if G/Γ is complex
parallelizable then r(G/Γ) ≤ 2. However in general for arbitrary k ∈ N Rollenske proved that
there exists a nilmanifold G/Γ with a left-invariant complex structure such that r(G/Γ) ≥ k.
Considering solvmanifolds, it is natural to expect that we can find a wider variety of complex
solvmanifolds with large r(M) than the case of nilmanifolds. In this paper we consider such
expectation.
Our first result extends results in [1].
Theorem 1.1. Let G be a simply connected complex solvable Lie-group with a lattice Γ. Then
we have r(G/Γ) ≤ 2.
We consider a solvable Lie-group G with the following assumption.
Assumption 1.2. G is the semi-direct product Cn ⋉φ N so that:
(1) N is a simply connected nilpotent Lie-group with a left-invariant complex structure J .
Let a and n be the Lie algebras of Cn and N respectively.
(2) For any t ∈ Cn, φ(t) is a holomorphic automorphism of (N, J).
(3) φ induces a semi-simple action on the Lie-algebra n of N .
(4) G has a lattice Γ. (Then Γ can be written by Γ = Γ′ ⋉φ Γ′′ such that Γ′ and Γ′′ are lattices
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of Cn and N respectively and for any t ∈ Γ′ the action φ(t) preserves Γ′′.)
(5) The inclusion
∧∗,∗
n
∗ ⊂ A∗,∗(N/Γ′′) induces an isomorphism
H∗,∗
∂¯
(n) ∼= H∗,∗
∂¯
(N/Γ′′).
Then in [5], we construct an explicit finite dimensional sub-differential bigraded algebra
B∗,∗ ⊂ (A∗,∗(G/Γ), ∂¯) which computes the Dolbeault cohomology H∗,∗
∂¯
(G/Γ) of G/Γ. By this,
we can observe that the Dolbeault cohomology H∗,∗
∂¯
(G/Γ) varies for a choice of a lattice Γ.
Hence the computation ofH∗,∗
∂¯
(G/Γ) is more complicated than the computation ofH∗,∗
∂¯
(N/Γ′′).
We prove:
Theorem 1.3. Let G be a Lie group as in Assumption 1.2. Then we have:
• If r(N/Γ′′) = 1, then we have r(G/Γ) ≤ 2.
• If r(N/Γ′′) > 1, then we have r(G/Γ) ≤ r(N/Γ′′).
Corollary 1.4. Let G be a Lie group as in Assumption 1.2. Suppose N is complex parallelizable.
Then we have r(G/Γ) ≤ 2.
2. Finite-dimensional differential graded algebras of Poincare´ duality type
In this section we study the homological algebra of finite-dimensional differential graded
algebras like the theory of harmonic forms on compact Hermitian manifolds.
Definition 2.1. (DGA) A differential graded algebra (DGA) is a graded commutative C-
algebra A∗ with a differential d of degree +1 so that d◦d = 0 and d(α ·β) = dα ·β+(−1)pα ·dβ
for α ∈ Ap.
(DBA) A differential bigraded algebra (DBA) is a DGA (A∗, ∂¯) such that A∗ is bigraded as
Ar =
⊕
r=p+q A
p,q and the differential ∂¯ has type (0, 1).
(BBA) A bidifferential bigraded algebra (BBA) is a DBA (A∗, ∂¯) with another differential ∂
of type (1, 0) such that ∂∂¯ + ∂¯∂ = 0.
Let A∗ be a finite-dimensional graded commutative C-algebra.
Definition 2.2. A∗ is of Poincare´ duality type (PD-type) if the following conditions hold:
• A∗<0 = 0 and A0 = C1 where 1 is the identity element of A∗.
• For some positive integer n, A∗>n = 0 and An = Cv for v 6= 0.
• For any 0 < i < n the bi-linear map Ai ×An−i ∋ (α, β) 7→ α · β ∈ An is non-degenerate.
Suppose A∗ is of PD-type. Let h be a Hermitian metric on A∗ which is compatible with the
grading. Take v ∈ An such that h(v, v) = 1. Define the C-anti-linear map ∗¯ : Ai → An−i as
α · ∗¯β = h(α, β)v.
Definition 2.3. A finite-dimensional DGA (A∗, d) is of PD-type if the following conditions
hold:
• A∗ is a finite-dimensional graded C-algebra of PD-type.
• dAn−1 = 0 and dA0 = 0.
Let (A∗, d) be a finite-dimensional DGA of PD-type. Denote d∗ = −∗¯d∗¯.
Lemma 2.4. We have h(dα, β) = h(α, d∗β) for α ∈ Ai−1 and β ∈ Ai.
Proof. By dAn−1 = 0, we have
dα · ∗¯β = d(α · ∗¯β)− (−1)i−1α · (d∗¯β) = (−1)pα · (d∗¯β) = α · (∗¯∗¯d∗¯β).
Hence we have
h(dα, β)v = h(α, d∗β)v.

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Define ∆ = dd∗ + d∗d. and H∗(A) = ker∆. By Lemma 2.4 and finiteness of the dimension
of A∗, we can easily show the following lemma like the proof of [11, Theorem 5.23].
Lemma 2.5. We have the decomposition
Ap = Hp(A)⊕∆(Ap) = Hp(A)⊕ d(Ap−1)⊕ d∗(Ap+1).
By this decomposition, the inclusion H∗(A) ⊂ A∗ induces a isomorphism
Hp(A) ∼= Hp(A)
of vector spaces.
Lemma 2.6. Let (A∗, d) be a finite-dimensional DGA of PD-type. Then the cohomology algebra
H∗(A) is a finite-dimensional graded commutative C-algebra of PD-type.
Proof. Since the restriction ∗¯ : Hi(A) → Hn−i(A) is also an isomorphism, the linear map
Hi(A)×Hn−i(A) ∋ (α, β)→ α · β ∈ Hn(A) = An is non-degenerate. Hence the lemma follows
from Lemma 2.5. 
Lemma 2.7. Let (A∗, d) be a finite-dimensional DGA of PD-type and B∗ ⊂ A∗ be a sub-DGA
of PD-type. Then the inclusion B∗ ⊂ A∗ induces an injection
H∗(B∗) →֒ H∗(A∗).
Proof. By the inclusion H∗(B) ⊂ H∗(A) the Lemma follows from Lemma 2.5.

Proposition 2.8. Let (A∗,∗, d = ∂+ ∂¯) be a finite-dimensional BBA such that (TotA∗,∗, ∂+ ∂¯)
is a finite-dimensional DGA of PD-type. Let B∗,∗ ⊂ A∗,∗ be a sub-BBA such that (TotB∗,∗, ∂+
∂¯) is a finite-dimensional DGA of PD-type. Consider the spectral sequences E∗,∗∗ (A∗,∗) and
E∗,∗∗ (B∗,∗) given by the BBA-structure. Then for each r, TotE∗,∗r (A) and TotE
∗,∗
r (B) are finite-
dimensional DGAs of PD-type and the inclusion B∗,∗ ⊂ A∗,∗ induces an injection E∗,∗r (A∗,∗) →֒
E∗,∗r (B
∗,∗).
Proof. We will prove the proposition inductively. By the assumption TotE∗,∗0 (A
∗,∗) ∼= (TotA∗,∗, ∂¯)
and TotE∗,∗0 (B
∗,∗) ∼= (TotB∗,∗, ∂¯) are finite-dimensional DGAs of PD-type. Suppose that for
some r TotE∗,∗r (A) and TotE
∗,∗
r (B) are finite-dimensional DGAs of PD-type and the inclusion
B∗,∗ ⊂ A∗,∗ induces an injection E∗,∗r (A∗,∗) ⊂ E∗,∗r (B∗,∗). Since we have H∗(TotE∗,∗r (A)) ∼=
TotE∗,∗r+1(A) and H
∗(TotE∗,∗r (B)) ∼= TotE∗,∗r+1(B), by Lemma 2.6 and 2.7, TotE∗,∗r+1(A) and
TotE∗,∗r+1(B) are finite-dimensional DGAs of PD-type and the induced map E
∗,∗
r+1(A
∗,∗) →
E∗,∗r+1(B
∗,∗) is injective.

3. Proof of Theorem 1.1
Let G be a simply connected solvable Lie-group. Denote by g+ (resp. g−) the Lie algebra
of the left-invariant holomorphic (anti-holomorphic) vector fields on G. As a real Lie algebra
we have an isomorphism g+ ∼= g− by complex conjugation. Let N be the nilradical of G. We
can take a simply connected complex nilpotent subgroup C ⊂ G such that G = C ·N (see [3]).
Since C is nilpotent, the map
C ∋ c 7→ (Adc)s ∈ Aut(g+)
is a homomorphism where (Adc)s is the semi-simple part of Adc. Denote by
∧
g
∗
+ (resp.∧
g
∗
−) the sub-DGA of (A
∗,0(G/Γ), ∂) (resp. (A0,∗(G/Γ), ∂¯) which consists of the left-invariant
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holomorphic (anti-holomorphic) forms. As a DGA, we have an isomorphism between (
∧
g
∗
+, ∂)
and (
∧
g
∗
−, ∂¯) given by complex conjugation.
We have a basis X1, . . . , Xn of g+ such that (Adc)s = diag(α1(c), . . . , αn(c)) for c ∈ C
where α1, . . . , αn are holomorphic characters. Let x1, . . . , xn be the basis of g
∗
+ which is dual to
X1, . . . , Xn. For a multi-index I = {i1, . . . , ip} we write xI = xi1∧· · ·∧xip , and αI = αi1 · · ·αip .
Theorem 3.1. ([7, Corollary 6.2 and its proof]) Let B∗Γ be the subcomplex of (A
0,∗(G/Γ), ∂¯)
defined as
B∗Γ =
〈
α¯I
αI
x¯I
∣∣∣ ( α¯I
αI
)
|Γ
= 1
〉
.
Then the inclusion B∗Γ ⊂ A0,∗(G/Γ) induces an isomorphism
H∗(B∗Γ) ∼= H0,∗(G/Γ).
By this theorem, since G/Γ is complex parallelizable, for the DBA (
∧
g
∗
+ ⊗ B∗Γ, ∂¯), the
inclusion
∧
g
∗ ⊗B∗Γ ⊂ A∗,∗ induce an isomorphism∧
g
∗
+ ⊗H∗(B∗Γ) ∼= H∗,∗(G/Γ).
For a holomorphic character ν, we define the subspaces
Vν =
〈
xI
∣∣∣αI = 1
ν
〉
and
Vν¯ =
〈
x¯I
∣∣∣αI = 1
ν
〉
of
∧
g
∗
+ and
∧
g
∗
− respectively. We consider the weight decomposition∧
g
∗
+ =
⊕
Vνk
and ∧
g
∗
− =
⊕
Vν¯k .
Then we have
B∗Γ =
⊕
(
νk
ν¯k
)
|Γ
=1
νk
ν¯k
Vν¯k
and hence ∧
g
∗
+ ⊗B∗Γ =
⊕
(
νk
ν¯k
)
|Γ
=1
(
νk
∧
g
∗
+
)
⊗
(
1
ν¯k
Vν¯k
)
.
Regard
∧
g
∗
+ ⊗ B∗Γ as a BBA (
∧
g
∗
+ ⊗ B∗Γ, ∂, ∂¯). Since each νk is holomorphic, we have
∂¯
(
νk
∧
g
∗
+
)
= 0 and ∂
(
1
ν¯k
Vν¯k
)
= 0. Hence for each νk the double complex
(
νk
∧
g
∗
+
)⊗( 1
ν¯k
Vν¯k
)
is the tensor product of
(
νk
∧
g
∗
+, ∂
)
and
(
1
ν¯k
Vν¯k , ∂¯
)
. We consider the spectral sequence
E∗,∗∗
(∧
g
∗
+ ⊗B∗Γ
)
of the double complex
∧
g
∗
+ ⊗B∗Γ. Then we have
E∗,∗2
(∧
g
∗
+ ⊗B∗Γ
)
=
⊕
(
νk
ν¯k
)
|Γ
=1
H∗∂
(
νk
∧
g
∗
+
)
⊗H ∗¯
∂
(
1
ν¯k
Vν¯k
)
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By the Ku¨nneth theorem (see [8]), we have
H∗d
(∧
g
∗
+ ⊗B∗Γ
)
=
⊕
(
νk
ν¯k
)
|Γ
=1
Tot
(
H∗∂
(
νk
∧
g
∗
+
)
⊗H ∗¯
∂
(
1
ν¯k
Vν¯k
))
.
Hence the spectral sequence E∗,∗∗
(∧
g
∗
+ ⊗B∗Γ
)
is degenerate at E2-term. By Theorem 3.1 and
[9, Theorem 3.5]), for the Fro¨licher spectral sequence E∗,∗∗ (G/Γ) we have E
∗,∗
2
(∧
g
∗
+ ⊗B∗Γ
) ∼=
E∗,∗2 (G/Γ). Hence Theorem 1.1 follows.
4. Proof of Theorem 1.3
Let G be a Lie-group as in Assumption 1.2. Consider the decomposition nC = n
1,0 ⊕ n0,1.
By the condition (2), this decomposition is a direct sum of Cn-modules. By the condition
(3) we have a basis Y1, . . . , Ym of n
1,0 such that the action of Cn on n1,0 is represented by
φ(t) = diag(α1(t), . . . , αm(t)) where α1(t), . . . , αm(t) are characters of C
n. Since Yj is a left-
invariant vector field on N , for (t, x) ∈ Cn ⋉φ N , we have
αj(t)(Yj)x = L(t,x) (αj(0)(Yj)e)
where L(t,x) is the left-action and hence the vector field αjYj on C
n
⋉φ N is left-invariant.
Hence we have a basis X1, . . . , Xn, α1Y1, . . . , αmYm of g
1,0. Let x1, . . . , xn, α
−1
1 y1, . . . , α
−1
m ym
be the basis of
∧1,0
g
∗ which is dual to X1, . . . , Xn, α1Y1, . . . , αmYm. Then we have
p,q∧
g
∗ =
p∧
〈x1, . . . , xn, α−11 y1, . . . , α−1m ym〉 ⊗
q∧
〈x¯1, . . . , x¯n, α¯−11 y¯1, . . . , α¯−1m y¯m〉.
Remark 1. We also consider the direct sum Cn ⊕ n. Then we have
p,q∧
(Cn ⊕ n)∗C =
p∧
〈x1, . . . , xn, y1, . . . , ym〉 ⊗
q∧
〈x¯1, . . . , x¯n, y¯1, . . . , y¯m〉.
The space A∗,∗(G/Γ) of differential forms on G/Γ is identified with the space of Γ-invariant
differential forms on the Lie-group Cn ⋉φ N .
All the spaces of forms which we consider in this section can be regarded as subspaces in the
space of differential forms on the complex manifold Cn × N . In particular we do not need to
specify the differentials in the double complexes.
By [5, Lemma 2.2], for each i we can take a unique pair of unitary characters βi and γi on
Cn such that αiβ
−1
i and α¯γ
−1
i are holomorphic.
Theorem 4.1. ([5, Corollary 4.2]) Let G,Γ be as above. We define the sub-DBA B∗,∗ of
A∗,∗(G/Γ) given by
Bp,q =
〈
xI ∧ α−1J βJyJ ∧ x¯K ∧ α¯−1L γLy¯L
∣∣∣ |I|+ |K| = p, |J |+ |L| = q
the restriction of βJγL on Γ is trivial
〉
,
the inclusion B∗,∗ ⊂ A∗,∗(G/Γ) induces a cohomology isomorphism
H∗,∗
∂¯
(B∗,∗) ∼= H∗,∗
∂¯
(G/Γ).
Remark 2. For Bp,q ∋ xI ∧α−1J βJyJ ∧ x¯K ∧ α¯−1L γLy¯L, since α−1J βJ and α¯−1L γL are holomorphic,
we have
∂¯
(
xI ∧ α−1J βJyJ ∧ x¯K ∧ α¯−1L γLy¯L
)
= (−1)|I|xI ∧α−1J βJ ∂¯(yJ)∧ x¯K ∧α¯−1L γLy¯L+(−1)|I|+|J|+|K|xI ∧α−1J βJ y¯J ∧ x¯K ∧α¯−1L γL∂¯(y¯L).
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Hence by the injection
Bp,q ∋ xI ∧ α−1J βJyJ ∧ x¯K ∧ α¯−1L γLy¯L 7→ xI ∧ yJ ∧ x¯K ∧ y¯L ∈
p,q∧
(Cn ⊕ n)∗C,
(B∗,∗, ∂¯) can be regarded as a sub-DBA of the DBA (
∧∗,∗(Cn ⊕ n)∗
C
, ∂¯). However, considering
the differential ∂, (B∗,∗, ∂, ∂¯) is not a sub-BBA of the BBA (
∧∗,∗
(Cn ⊕ n)∗
C
, ∂, ∂¯)
The action φ induces the action of Cn on the BBA
(∧∗,∗
n
∗
C
, ∂, ∂¯
)
. We consider the weight
decomposition
∗,∗∧
n
∗
C =
⊕
µi
Aµi
of this action. Then each Aµi is a sub-Double-complex of
∧∗,∗
n
∗
C
. Let B∗,∗ be the DBA as in
Theorem 4.1. Then we have
B∗,∗ =
⊕
µi,(λi)|Γ=1
∧
C
n ⊗ (λiµ−1i Aµi)
where λi are unique unitary characters such that λiµ
−1
i are holomorphic. If (µi)|Γ = 1, then µi
is unitary and so λi = µi. If (µi)|Γ 6= 1 and (λi)|Γ = 1, then λiµ−1i is a non-trivial holomorphic
character. Consider the double-complexes
C∗,∗ =
⊕
(µi)|Γ=1
∧
C
n ⊗Aµi
and
D∗,∗ =
⊕
(µi)|Γ 6=1, (λi)|Γ=1
(
λiµ
−1
i
∧
C
n
)
⊗Aµi .
Then we have
B∗,∗ = C∗,∗ ⊕D∗,∗.
Consider the spectral sequences E∗,∗∗ (B), E
∗,∗
∗ (C) and E
∗,∗
∗ (D) of the double complexes B∗,∗,
C∗,∗ and D∗,∗ respectively. Then we have:
Lemma 4.2.
E∗,∗2 (B) = E
∗,∗
2 (C).
Proof. We have
E∗,∗2 (D) =
⊕
(µi)|Γ 6=1, (λi)|Γ=1
H∗,∗∂
((
λiµ
−1
i
∧
C
n
)
⊗H∗,∗
∂¯
(Aµi )
)
.
By the Ku¨nneth theorem (see [8]), we have
H∗,∗∂
((
λiµ
−1
i
∧
C
n
)
⊗H∗,∗
∂¯
(Aµi)
)
= H∗,∗∂
(
λiµ
−1
i
∧
C
n
)
⊗H∗,∗∂
(
H∗,∗
∂¯
(Aµi )
)
.
If λiµ
−1
i is a non-trivial holomorphic character, then the cohomology H
∗,∗
∂
(
λiµ
−1
i
∧
Cn
)
is
identified with the Lie algebra cohomology of the Abelian Lie algebra Cn with values in a non-
trivial 1-dimensional representation and hence we have H∗,∗∂
(
λiµ
−1
i
∧
C
n
)
= 0. This implies
E∗,∗2 (D) =
⊕
(µi)|Γ 6=1, (λi)|Γ=1
H∗,∗∂
(
λiµ
−1
i
∧
C
n
)
⊗H∗,∗∂
(
H∗,∗
∂¯
(Aµi)
)
= 0.
Hence the lemma follows. 
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Since we have
Cp,q =
〈
xI ∧ yJ ∧ x¯K ∧ y¯L
∣∣∣ |I|+ |K| = p, |J |+ |L| = q
the restriction of α−1J α¯
−1
L on Γ is trivial
〉
,
we have C∗,∗ ⊂ ∧(Cn ⊕ n)∗
C
by Remark 1, C∗,∗ is closed under wedge product and we have
∗¯(C∗,∗) ⊂ C∗,∗ where ∗¯ is the Hodge star operator of the left-invariant Hermitian metric
x1x¯1 + · · ·+ xnx¯n + y1y¯1 + · · ·+ ymy¯m
on Cn×N . Hence TotC∗,∗ is a finite dimensional DGA of PD-type. By Proposition 2.8, we have
an inclusion E∗,∗r (C) →֒ E∗,∗r (
∧
(Cn⊕ n)∗
C
). Hence if the spectral sequence E∗,∗∗ (
∧
(Cn⊕ n)∗
C
) is
degenerate at Er-term, then the spectral sequence E
∗,∗
∗ (C) is also degenerate at Er-term. By
the condition (5) in Assumption 1.2, the spectral sequence E∗,∗∗ (
∧
(Cn ⊕ n)∗
C
) is degenerate at
Er-term if and only if the Fro¨licher spectral sequence E
∗,∗
∗ (N/Γ′′) of the nilmanifold N/Γ′′ is
degenerate at Er-term. By Theorem 4.1 and Lemma 4.2 and [9, Theorem 3.5], we have
E∗,∗r (G/Γ) ∼= E∗,∗r (B) = E∗,∗r (C)
for r ≥ 2. Hence Theorem 1.3 follows.
5. Examples and remarks
In this section we show that Theorem 1.3 is sharp, that is:
Remark 3. We can construct pairs (G,Γ) as in Assumption 1.2 such that:
• r(G/Γ) = 2 but r(N/Γ′′) = 1
• r(G/Γ) < r(N/Γ′′).
Example 1. Let G = C ⋉φ C
2 such that φ(x +
√−1y) =
(
ex 0
0 e−x
)
. Then for some a ∈ R
the matrix
(
ea 0
0 e−a
)
is conjugate to an element of SL(2,Z). Hence for any 0 6= b ∈ R we
have a lattice Γ = (aZ+ b
√−1Z)⋉ Γ′′ such that Γ′′ is a lattice of C2.
If b = 2π, then the Dolbeault cohomology H∗,∗(G/Γ) is isomorphic to the Dolbeault coho-
mology of the complex 3-torus (see [5]). In this case we have
dimH∗(G/Γ) = 2 < 6 = dimH1,0
∂¯
(G/Γ) + dimH1,0
∂¯
(G/Γ).
This implies r(G/Γ) > 1. Hence the first assertion of Remark 3 follows.
Remark 4. In [6], in case N is Abelian we give a condition for r(G/Γ) = 1.
Example 2. Let G = C ⋉φ N such that
N =




1 z¯ 12 z¯
2 w
0 1 z¯ v
0 0 1 z
0 0 0 1

 : z, v, w ∈ C


and φ is given by
φ(s+
√−1t)


1 z¯ 12 z¯
2 w
0 1 z¯ v
0 0 1 z
0 0 0 1

 =


1 e−pi
√−1tz¯ 12e
−2pi√−1tz¯2 e−pi
√−1tw
0 1 e−pi
√−1tz¯ v
0 0 1 epi
√−1tz
0 0 0 1

 .
We have a lattice
Γ = (Z+
√−1Z)⋉ Γ′′
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such that
Γ′′ = N ∩GL(4,Z[√−1]).
Then G is a Lie-group as Assumption 1.2 and we have x1 = ds+
√−1t, y1 = dz, y2 = dv− z¯dz
and y3 = dw + z¯dv − 12 z¯2dz where xi, yi are as Section 4. We have dy1 = 0, dy2 = y1 ∧ y¯1, and
dy3 = y¯1 ∧ y2. It is known that r(N/Γ′′) ≥ 3 (see [2, Example 1]). The second assertion of
Remark 3 follows from the following proposition.
Proposition 5.1. We have r(G/Γ) = 1.
Proof. Since G/Γ is real parallelizable, the Euler class and all Chern classes are trivial. Hence
we have
8∑
k=0
(−1)k dimH∗(G/Γ) = χ(G/Γ) = 0
and by the Hirzebruch–Riemann–Roch theorem (see [4]), for each i ∈ {1, 2, 3, 4}, we have
∑
(−1)q dimHi,q
∂¯
(G/Γ) = χ(G/Γ,
i∧
T ∗G/Γ) = 0
and so
(4,4)∑
(p,q)=(0,0)
(−1)p,q dimHp,q
∂¯
(G/Γ) = 0.
Hence by the Poincare´ Duality and Serre Duality, it is sufficient to show the equalities
dimH1,0
∂¯
(G/Γ) + dimH0,1
∂¯
(G/Γ) = dimH1(G/Γ),
dimH2,0
∂¯
(G/Γ) + dimH1,1
∂¯
(G/Γ) + dimH0,2
∂¯
(G/Γ) = dimH2(G/Γ),
dimH3,0
∂¯
(G/Γ) + dimH2,1
∂¯
(G/Γ) + dimH1,2
∂¯
(G/Γ) + dimH0,3
∂¯
(G/Γ) = dimH3(G/Γ).
We consider B∗,∗ as Theorem 4.1. We have an isomorphism H∗,∗
∂¯
(G/Γ) ∼= H∗,∗
∂¯
(B∗,∗). We
also have H∗(G/Γ) ∼= H∗(TotB∗,∗). Then we have
B1,0 = 〈x1, y2〉, B0,1 = 〈x¯1, y¯2〉,
B2,0 = 〈x1 ∧ y2, y1 ∧ y3〉, B0,2 = 〈x¯1 ∧ y¯2, y¯1 ∧ y¯3〉,
B1,1 = 〈x1 ∧ x¯1, x1 ∧ y¯2, y1 ∧ y¯1, y1 ∧ y¯3, y2 ∧ x¯1, y2 ∧ y¯2, y3 ∧ y¯1, y3 ∧ y¯3〉,
B3,0 = 〈x1 ∧ y1 ∧ y3, y1 ∧ y2 ∧ y3〉, B0,3 = 〈x¯1 ∧ y¯1 ∧ y¯3, y¯1 ∧ y¯2 ∧ y¯3〉,
B2,1 = 〈x1∧y1∧y¯1, x1∧y1∧y¯3, x1∧y2∧x¯1, x1∧y2∧y¯2, x1∧y3∧y¯1, x1∧y3∧y¯3, y1∧y2∧y¯1, y1∧y2∧y¯3
y1 ∧ y3 ∧ x¯1, y1 ∧ y3 ∧ y¯2, y2 ∧ y3 ∧ y¯1, y2 ∧ y3 ∧ y¯3〉,
B1,2 = 〈x1 ∧ x¯1 ∧ y¯2, x1 ∧ y¯1 ∧ y¯3, y1 ∧ x¯1 ∧ y¯1, y1 ∧ x¯1 ∧ y¯3, y1 ∧ y¯1 ∧ y¯2, y1 ∧ y¯2 ∧ y¯3
y2 ∧ x¯1 ∧ y¯2, y2 ∧ y¯1 ∧ y¯3, y3 ∧ x¯1y¯1, y3 ∧ x¯1 ∧ y¯3, y3 ∧ y¯1 ∧ y¯2, y3 ∧ y¯2 ∧ y¯3〉.
We compute
H1,0
∂¯
(G/Γ) = 〈[x1]〉, H0,1∂¯ (G/Γ) = 〈[x¯1], [y¯2]〉,
H2,0
∂¯
= 0, H1,1
∂¯
= 〈[x1 ∧ y¯2], [y1 ∧ y¯3], [y3 ∧ y¯1]〉, H0,2∂¯ = 〈[y¯1 ∧ y¯3]〉,
H3,0
∂¯
= 〈[y1 ∧ y2 ∧ y3]〉, H0,3∂¯ = 〈[x¯1 ∧ y¯1 ∧ y¯3], [y¯1 ∧ y¯2 ∧ y¯3]〉,
H2,1
∂¯
= 〈[x1 ∧ y1 ∧ y¯3], [x1 ∧ y3 ∧ y¯1], [y1 ∧ y2 ∧ y¯3], [y2 ∧ y3 ∧ y¯1]〉,
H1,2
∂¯
= 〈[x1 ∧ x¯1 ∧ y¯2], [x1 ∧ y¯1 ∧ y¯3], [y1 ∧ x¯1 ∧ y¯3], [y1 ∧ y¯2 ∧ y¯3], [y3 ∧ x¯1 ∧ y¯1], [y3 ∧ y¯1 ∧ y¯2〉.
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We also compute
H1(G/Γ) = 〈[x1], [x¯1], [y2 + y¯2]〉,
H2(G/Γ) = 〈[x1 ∧ x¯1], [y1 ∧ y¯3], [y2 ∧ y¯2 − y¯1 ∧ y¯3 + y1 ∧ y3], [y3 ∧ y¯1]〉,
H3(G/Γ) = 〈[y1 ∧ y2 ∧ y3], [x1 ∧ y1 ∧ y¯3], [x1 ∧ y3 ∧ y¯1], [y1 ∧ y2 ∧ y¯3], [y2 ∧ y3 ∧ y¯1],
[y3 ∧ x¯1 ∧ y¯1], [−x1 ∧ y2 ∧ x¯1 + x1 ∧ x¯1 ∧ y¯2], [y1 ∧ x¯1 ∧ y¯3],
[x1 ∧ y2 ∧ y¯2 − x1 ∧ y¯1 ∧ y¯3 + x1 ∧ y1 ∧ y3], [y1 ∧ y¯2 ∧ y¯3]
[−y2 ∧ x¯1 ∧ y¯2 − x¯1 ∧ y¯1 ∧ y¯1 + y1 ∧ y3 ∧ x¯1], [y3 ∧ y¯1 ∧ y¯2], [y¯1 ∧ y¯2 ∧ y¯3]〉.
By these computations, we have
dimH1,0
∂¯
(G/Γ) + dimH0,1
∂¯
(G/Γ) = 3 = dimH1(G/Γ),
dimH2,0
∂¯
(G/Γ) + dimH1,1
∂¯
(G/Γ) + dimH0,2
∂¯
(G/Γ) = 4 = dimH2(G/Γ),
dimH3,0
∂¯
(G/Γ) + dimH2,1
∂¯
(G/Γ) + dimH1,2
∂¯
(G/Γ) + dimH0,3
∂¯
(G/Γ) = 13 = dimH3(G/Γ).
Hence the proposition follows. 
Acknowledgements. The author would like to express many thanks to Daniele Angella for
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