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Abstract
MONTE CARLO SIMULATION OF TREE CANOPY SCATTERING AND
PROPAGATION
Michael A. Greiner
University of Dayton
Advisor: Dr. Bradley D. Duncan
The objective of this research is to investigate the physical and optical properties
of tree canopies in order to develop an improved foliage penetration model. This project
can be broken into two separate segments: experimental and simulation. The
experimental portion presents our investigations into the optical scattering properties of
both maple and cottonwood leaves in the near-infrared wavelength regime. The
bidirectional scattering distribution function (BSDF) describes the fractions of light
reflected by and transmitted through a leaf for a given set of illumination and observation
angles. Experiments were performed to measure the BSDF of each species at a discrete
set of illumination and observation angles. We then modeled the BSDF’s in such a way
that other researchers may interpolate their values for scattering in any direction under
illumination at any angle.
In the modeling segment of the research we created a Monte Carlo algorithm for
tracking the propagation of photons through a canopy consisting of many randomly
distributed leaves. We used several different methods for modeling the individual
scatterers based on the experimental results: ideal Lambertian, Lambertian-Rayleigh, and
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the interpolated data model. The output coordinates of the photons were saved and used
quantify the temporal, spatial, and angular dispersion experienced by an incident pencil
beam through a foliated forest canopy. The results of each leaf model were then
compared such that an optimum method was determined.
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Chapter 1
Introduction

l.lBackground
Forested areas are important from a remote sensing standpoint as they cover large
parts of the earth. Because more than 23% of the earth’s surface is still covered by forest,
the interaction of light and matter above, within, and below the forest canopy is of
interest.1 The ability to model the propagation of light through these forested areas is
important for a number of environmental uses, such as monitoring the earth’s resources,
topographic mapping of the land surface beneath jungle or forest terrain, and increasing
agricultural efficiency. ' In addition, foliage penetration models are used in the field of
remote sensing. Detecting objects beneath jungle and forest canopies is a difficulty for
current remote sensing procedures.4 These applications, along with a lack of suitable
foliage penetration techniques drive a pressing need for an accurate canopy propagation
model.

1.2Problem Statement
Current foliage penetration methods depend heavily on looking between gaps in
the leaves and branches to see what lies below.4 Unfortunately, as the foliage density or
zenith angle increases the gap fraction quickly drops to zero, leaving very few
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opportunities to find gaps in the canopy, as can be seen in Figure 1.1 below. The ability
to look directly through the leaves and not rely on the gaps between the leaves will
greatly aid the imaging of objects beneath the canopy.

Figure 1.1

Gap fraction of a canopy seen looking upward through a fisheye lens6

There exist many models of canopy propagation which attempt to replicate the
scattering of light through a canopy of leaves.7,8,9 However, most current foliage
penetration models assume leaves to be perfect Lambertian scatterers. Where this is
generally a reasonable assumption, it neglects to consider the specular reflection
component of leaves as the illumination angle gets large.10,11 Ignoring the high angle
specular reflection of leaves affects the angular distribution of light emerging from the
canopy and consequently the interpretation of the resulting data.

1.3Research Objective
The objective of this research is to investigate the physical and optical properties
of canopies in order to develop an improved foliage penetration model. This project can
be broken into two separate segments: experimental and simulation. The goal of the
experimental portion of the research is to quantify and characterize the optical properties
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of leaves for 1.06 pm laser light. The results from the experimental portion are then used
in the modeling portion to simulate the exchange of energy between an incident laser
beam and a canopy. The goal of the modeling portion of the research is to quantify the
temporal, spatial, and angular dispersion experienced by an incident pencil beam through
a foliated forest canopy.

1.4Methodology
The optical properties of leaves are characterized using a goniometrical apparatus
which allows the measurement of the optical scattering profile for species of leaves at
variable illumination angles. The function describing the reflectance, transmittance, and
absorptance properties of the leaves as a function of both incident and observation angles
is known as the bidirectional scattering distribution function (BSDF). The BSDFs are
measured for local maple and cottonwood leaves at a wavelength of 1.06 pm. The data is
then fitted to a model such that the BSDF for any set of illumination and observation
angles can be interpolated.
A Monte Carlo simulation of the propagation of photons through a random
canopy is created using several BSDF models along with other parameters describing the
physical characteristics of the canopy. The spatial, angular, and temporal statistics of
millions of normally incident photons are calculated and stored for the photons as they
exit the canopy. The paths of the exiting photons are traced through free space to the
plane of an imaging detector 50 meters above the canopy. Finally, spatio-temporal plots
of the arrival times and locations of the photons onto the imaging detector are compared
for each BSDF model.

3

Chapter 2
Background Theory
Because of the dependence of the modeling on some key statistical models, it is
important to define some of the tools used in this research. The following sections
provide a brief overview of the statistical concepts necessary for creating a model of the
system at hand.

2.1 Random Variables
In a random experiment the collection of observed results is governed by the
probability that each possible event will occur. The probability that a specific event E
will occur is defined to be the ratio of the number of observed instances of that event, nE,
to the total number of trials in the experiment, N , as expressed in Equation 2.1.
(2.1)
A random variable U is a process, rule or a function which assigns a numerical
value u(w) to every possible event w in a random experiment. Using a random variable
it is possible to map all possible outcomes of a random experiment to the real number
line. One can associate a probability with the relative frequency with which a random
variable takes on a particular value. Description of random variables using probability is
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done primarily in two ways. The two methods of describing random variables using
probability that are of particular interest are the cumulative distribution function (cdf) and
the probability density function (pdf).

2.1.1 Cumulative Distribution and Probability Density Functions
The cumulative distribution function of a random variable is defined to be the
probability that the random variable X takes on a value that is less than or equal to a
possible numerical outcome x . The cdf of a random variable can be mathematically
expressed as
Fx (x) = P{% <x}.

(2.2)

An example of a typical cdf can be seen in Figure 2.1.
1
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Figure 2.1

Typical curve of a Cumulative Distribution Function

From the shape of the curve in Figure 2.1, it is possible to infer some general properties
of cdf s:
i.

The limiting values of the cdf are given by
Fx (-o°) = 0 and Fx (~) = l

ii.

Fx (x) is always non-decreasing.
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iii.

The probability that the random variable is greater than the outcome x is
given by,
F{X >x} = l - F x (x).

The probability that the random variable is between x, and x2 is given by,
F{x, < X < x2}= Fx (x2) - Fx (x,)

(2.3)

Another important method of describing a random variable using probabilities is
the probability density function. The pdf of a random variable is defined to be the
derivative of the cdf, expressed as
(2.4)
Where the cdf has units of probability, the pdf represents the probability per interval of
the random variable X . Therefore, the probability that a random variable will lie within
the infinitesimally small region [x, x + dx\ is given by
P{x < X < x + d x } - p x (x)dx

(2.5)

So, the actual probability that a random variable will take on a value between x, and x2
is found by integrating the pdf over the interval [x,, x2]. An example of a typical pdf can
be seen in Figure 2.2. From the shape of the curve in Figure 2.2, one can infer some
general properties of pdfs:
i.

The limiting values of the pdf are given by
P x(-°°) = 0 and Px(°°) = 0

ii.

p x (x) is always non-negative.

iii.

The integral of the pdf over all possible values is unity.
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J p x (x)dx = l

iv.

The integral of the pdf from - °° to u is the cdf:
u
\ p x (x)dx = Fx (x)

Figure 2.2

Typical curve of a Probability Density Function

2.1.2 Multi-Dimensional pdfs
Often times it is the case that there exists a multi-dimensional system consisting
of multiple random variables X and Y , which each have their own individual statistics.
One can describe the joint probability that both X and Y will take on certain values
using the same functions as were used in the case of a single random variable. The joint
distribution function, expressed as
r (x, y) = P{X < x,K < y},

(2.6)

describes the probability that both X and Y will be less than or equal to x and y ,
respectively. Similarly, a joint probability density function can be created from the
second partial derivative of the join distribution function, given by
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Px,Y(x,y) = - — FXY(x,y).
dxdy

(2.7)

As is the case with single variable pdfs, the joint pdf represents the probability that both
X and Y will lie within infinitesimally small regions, expressed as
P x,y (x >y ) =

X < x + dx,y < Y < y + dy}.

(2.8)

The properties of the joint probability density function are much like those of the single
variable pdf:
i.

The joint pdf is always non-negative.

ii.

The integral of the joint pdf over all possible values is unity.
J

2.1.3

=1

(2.9)

Statistically Independent pdfs
It is sometimes the case that the probability of one variable does not in any way

depend on the probability of the other variable. In such instances, the two random
variables are said to be statistically independent. For statistically independent random
varaibles, the joint pdf of the two variables can be broken into the product of the
individual, independent, single-variable pdfs of the two random variables.
P x A x’y)= P x W P rG )
2.1.4

(2-10)

Forward Transformations of Random Variables
Random variables are often times created by a function of another random

variable. In general, consider the random variable Y which can be described as a
function of the random variable X :
r = /(x ).
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(2 .ii)

In the forward transformation of p x (x), the properties of X are known and the goal is to
determine pY(y) given f ( X ) andpx (x). This is an important process, as many
computer programs have uniformly distributed random number generators, and often
times it is desired to select a random number governed by a different set of statistics.
For the moment, restrict f

to be monotonic so that there is a 1:1 mapping

between x and y . Figure 2.3 displays a general function f mapping the random variable
x to y .

Figure 2.3

The mapping of one random variable, y, to another, x.

Notice, because there is a 1:1 mapping between the two variables, the probability of
X being in the interval [x,x + Ax] is the same as the probability of Y being in the
interval [y, y + Ay]. Even though the size of the two regions being compared is not the
same, the mathematical probability of picking a random number within either region is
equal. Mathematically this is expressed,
P{y < K < y + Ay}= P{x < X < x + Ax}.

(2.12)

Recall Equation 2.5, which states that the probability that a random variable will lie
within the infinitesimally small region [x, x + dx] has probability p x (x)dx. Therefore, the
above relation can be expressed
9

P y (yfiy

= px (*)<**•

(2.13)

Solve for p Y(y) to yield,

(2-14)
In the expression above, p y (y) is in terms of x . The goal is to get p Y(y) in terms of y .
The substitution x = / “' (y) is used to obtain a function of y , expressed
p Y(y)= p x ( r l(y)}

(2.15)

As long as /(%) is monotonic and there is a 1:1 correspondence between x andy
the inverse function of f exists. For functions that are not monotonic, as seen in Figure
2.4, break /(x)into regions that are monotonic, perform the transformation over each
region, and simply add the results. Using Equation 2.15, it is possible to generate the
statistics of any random variable given the functional relationship and pdf of a known
random variable.

Figure 2.4

A non-monotonic function must be broken into sections
where 1:1 correspondence is maintained.
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2.1.5 Reverse Transformations of Random Variables
In general, random number generators will generate random numbers that are
uniformly distributed over the interval [0,l], Some programs can generate random
numbers with other distributions. Where it is helpful to have various random number
generators, only one is required. As seen in section 2.1.4, given any random variable and
its probability density function, one can derive an expression for the pdf of another
random variable related to the first by some transformation function. Using these results,
it is also possible to perform a reverse transform a random variable X , where one can
find the transformation function / ( X ) given knowledge of the pdfs p x (x) and p r (y).
Let X

be uniformly distributed on the interval [0,l] and let f ( X )

be

monotonic. Then, by Equation 2.15,

Pr(y) = P x ( r l (y))
The probability density function of X has a value of 1 over the interval [0,1 and is 0
otherwise. So the expression becomes

0<x<l

P r(y) = '
0

(2.16)

otherwise

The absolute value of a function is given to be the value of the function if the function is
positive and minus the value of the function if the function is negative. The above
expression can then be written,

11

d f '( y )
dy

(>’) =

derivative > 0

'

(2.17)

d f- '( y )
dy

’

derivative < 0

Now, integrate and solve f o r / 1(y) = x.

JPr (y )d y ',

d f (y)

f ' ( y ) = x=
/ j ^ y1 ',
- p fr l - V

>0

dy

(2.18)

— ----- < 0n
dy

Recall that the integral of the probability density function from -°o to y is the definition
of the cumulative distribution function. Finally, the expression relating the two random
variables is found to be

M A
r '( y ) = x =

(2.19)

Recall that the cdf is always non-decreasing. Therefore, its derivative will always be
greater than or equal to zero. Thus,
K= / ( X ) = V ( y ) .

(2.20)

Given a uniformly distributed random variable X , it is possible to generate a
random variable Y such that the statistics of Y follow a desired probability distribution.
Consider, for example, the transformation of a uniform random variable X to another
random variable Y that has a pdf given by
pr (y) = cos(y) u ( y ) - «

12

(2.21)

Integration of this pdf yields the result
Fr (y) = sin(y) = / _1(y) = x.

(2.22)

The relationship between X and Y found in 2.22 gives X as a function of Y . Taking
the inverse gives Y in terms of X , as is desired:
T = asin(X)

Note that as X varies between [0, l], Y takes on values between

(2.23)

. These results

will prove to be important later as many angular pdfs inherent to canopies take on cosine
distributions.

2.2

Monte Carlo Simulation
The Monte Carlo method is a method for solving complex physical and

mathematical problems using non-deterministic techniques. Monte Carlo methods make
use of random number generation and statistical probability to solve very complex
systems. Use of these methods allows one to solve problems that otherwise would not be
solvable. For example, a system consisting of two particles and their interactions is fairly
simple to solve analytically. Equations can be derived relating one particle’s motion to
the other. However, a system of hundreds of particles interacting with each other is
impossible to solve analytically. There is no feasible way to derive the equations that
would relate the motion and position of all the particles with respect to each other. Such a
task is more easily solvable using Monte Carlo methods.
A Monte Carlo simulation entails generating a large number of random
realizations of the system and calculating the statistics of the outcomes of the realizations.
13

The key concept behind this method is the law of large numbers, which states that the
average of a large sample of a population will tend to the actual mean value of the
population as the sample size increases towards infinity. A sample of the application of
the Monte Carlo method is found in Appendix 1, where an approximation of pi is
performed by randomly “throwing darts” at a circular dart board.

2.3 Photon Scattering
When a photon interacts with a material, three types of interactions may occur:
reflection, transmittance and absorption. Absorbed photons are converted into energy by
the material, usually in the form of heat. Reflected and transmitted photons are scattered
from the material in a random direction based on surface and sub-surface interactions
with the material structure.
Snell’s law of reflection which states that the angle of incidence that light makes
with a surface is equal to the angle of reflection of light from that surface. This law is true
for smooth surfaces such as mirrors. However, many times scattering is not as simple as
the reflection of light from a mirror. When light strikes a microscopically rough or
granular surface, it bounces off in all directions due to the irregularities of the interface,
as illustrated in Figure 2.5. So the reflection of light from such a surface should be
thought of more as a re-distribution of light in all directions. The exact form of this
diffuse reflection depends on the structure of the surface.

14

Figure 2.5

Scattering from a rough surface distributes light in all directions

Similarly, Snell’s Law of refraction allows one to calculate the angle of
transmission of a light beam upon striking a material.
n, sin

= n2 sin 02

(2.24)

Snell’s Law, given in Equation 2.26, is analogous to the idealized case of mirror-like
reflection of light from a surface. Light is transmitted in only one direction based on the
ratio of the indices of refraction of the two interacting media. However, just as not all
reflected photons leave a rough surface in the same direction, not all the transmitted
photons leave a diffusing medium in the same direction. The microscopic irregularities
within a diffusely scatterign body also scatter the transmitted light in many directions.
The exact form of transmission also depends on the structure of the material.

2.3.1 Bidirectional Scattering Distribution Functions
The characterization of the scattering profile of light from a surface is known as
the bidirectional scattering distribution function. The BSDF characterizes how much light
is scattered (reflected and transmitted) from a surface in each direction. The BSDF is
typically split into the reflected and transmitted components, which are treated separately
as the bidirectional reflectance distribution function (BRDF) and the bidirectional
transmittance distribution function (BTDF).
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In general, the amount of light that is scattered depends on the direction of the
incident light with respect to the surface normal and the angle at which the viewer
observes the reflection. As a consequence, the function is dependent upon two directional
angles: the angle of illumination and the angle at which light is being scattered. Also note
that both the BRDF and the BTDF consist of two separate components, diffuse and
specular., as seen in Figure 2.6

Figure 2.6

Bidirectional Scattering Distribution Function can be split into the BRDF and the BTDF,
each of which is composed of a diffuse and specular component.42

A very common, naturally occurring BSDF is the Lambertian distribution.
Lambert’s cosine law says that the intensity observed from a Lambertian scatterer is
directly proportional to the cosine of the angle made between the observer and the surface
normal. That is, the observed intensity is a maximum at the surface normal and drops as a
function of cosine as the observation angle changes from normal. Regardless of the
illumination angle, the BSDF of a Lambertian scatterer varies as the cosine of the
observation angle. Some examples of naturally occurring Lambertian scatteres include
dirt and snow.
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2.3.2 Reflection, Transmission, and Absorption Coefficients
The scattering and absorption profiles of matter can be characterized by the
reflection, transmission, and absorption coefficients: R, T, and A. The reflection
coefficient R is defined to be the ratio of the power reflected from a surface to the total
power incident upon that surface. Similarly, the transmission coefficient T is defined to
be the ratio of the transmitted power to the total power and the absorption coefficient A is
defined as the ratio of the absorbed power to the total power. The sum of the three
coefficients is unity, as there are only three options for a ray of light incident upon an
interface.
R +T + A = i

(2.25)

The BRDF is the ratio of the radiance reflected into a viewing direction and the
incoming irradiance from one direction.34 That is, if the total irradiance illuminating a
material from a set of given incident angles (&,,</>,) is Io, and the amount of irradiance
measured at a set observation angles (0D,^D) is given by

then the value for

the BRDF for these given angles can be expressed as
BRDF, (0, ,</>,, 0D, </>D) =

.

(2.26)

Therefore, the sum of the BRDF over all observation angles is equal to the ratio of the
total reflected radiance to the total incident irradiance.
JjB R D F ,(0,,4,0o,0 jr f 0 D^ D =

= Ll = r
*0

(2.27)

*0

Note this ratio is also defined to be the reflection coefficient. Similarly, the sum of the
BTDF over all observation angles is equal to the transmission coefficient.
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= Jf = T

(2.28)

■*o
The absorption coefficient can then be calculated by using Equation 2.25 and
substituting in the found values for R and T.
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Chapter 3
BSDF Measurements
The scattering and transmission properties of trees and forests are topics of great
interest in the field of optical remote sensing. As leaves dominate the scattering of light
within a forest canopy, knowledge of their optical properties is essential in order to model
the interaction of photons with the canopy. Optical properties of leaves have been the
subject of many studies in recent years. These studies have found applications in several
fields, including photobiology, agriculture and remote sensing.12,3
This article focuses upon the bidirectional scattering distribution function (BSDF) of
maple and cottonwood leaves. The BSDF of a surface is the ratio of the scattered
radiance to incident irradiance at a given wavelength. The function is dependent upon
two directional angles, the angle of illumination and the angle at which light is scattered.
The BSDF is typically split into reflected and transmitted components, which are treated
separately as the bidirectional reflectance distribution function (BRDF) and the
bidirectional transmittance distribution function (BTDF), respectively.
Few studies have been performed on the scattering functions of individual leaves
because it has typically been assumed that these functions are simply Lambertian in
nature.4,5 However, measurements have not always supported this assumption. In fact,
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some studies, including our own, have found a strong specular reflection component
accompanying the diffuse Lambertian scattering for higher illumination angles.6,7,8

Figure 3.1

Reflectance and transmittance spectra of fresh poplar leaves.9

It has been demonstrated that the wavelength of the illuminating laser dramatically
changes the scattering properties of leaves. Figure 3.1, for example, depicts the
reflectance and transmittance spectra of fresh poplar leaves.9 Although poplar is not one
of the species investigated in this research, the general trend in its absorption spectrum is
typical of all deciduous leaves and is therefore relevant to our work. Figure 1 is broken
into three distinct regions: transmittance T , reflectance R , and absorptance A , where
the absorptance is determined from T and R through the relationship A - l - R - T .
Notice that the visible region is characterized by high absorptance. There are also strong
absorption peaks in the infrared. However, there is a region in the near-IR, between 800
and 1300 nm, where absorptance is minimized. Selecting a wavelength in this region
therefore provides the largest amount of light reflected by and transmitted through the
leaves. It will thus be the goal of this research to characterize the BSDF’s of two
deciduous leaf species in the local Dayton, OH area (i.e., common maple and
cottonwood) at a single, near-IR wavelength
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3.1 Experimental Setup
Measurement of BSDF data from individual leaves is performed through the use
of the goniometric apparatus shown in Figure 3.2 and depicted schematically in Figure
3.3. A linearly polarized 1064 nanometer pulsed laser (>6pJ pulse energy) is directed
along the axis of a stationary optical rail. A beam splitter is used to send half of the beam
to the leaf for scattering and the other half to an energy level detector. The beam directed
towards the energy detector is first incident upon a 50% reflective Spectralon® disc. The
measured radiant energy reflected from this disc is simply used to monitor pulse-to-pulse
energy fluctuations so that data can later be normalized with respect to variations in pulse
energy.

Figure 3.2

Photograph of the BSDF measurement apparatus

Two neutral density filters, mounted on the rail after the beam splitter, are used to
attenuate the power of the laser in order to avoid damaging the transmission and
reflection detectors. The ND filters are also tilted slightly in order to avoid direct
reflections into the beam path. Notice, though, that any deflection of the beam due to the
first filter is counteracted by the second so that the path of the beam remains along the
rail axis.
21

T ra n s m is s io n

Figure 3.3

Schematic diagram of the BSDF measurement apparatus

After attenuation, the laser beam is directed onto the leaf, which is mounted in a
goniometer for measurement. The goniometer has two separate, coaxial rotation stages
that are motor driven and independently controlled by a computer which also tracks the
leafs rotational position relative to the beam path. A second optical rail is mounted on
one of the rotation stages with reflection and transmission detectors equidistant from the
leaf at opposite ends of the rail. The active region of the detectors is small enough to give
point measurements and avoid angular averaging of the data. The leaf is mounted above
this rail on a second rotation stage which is driven by a separate motor. In this way the
illumination angle of the beam on the leaf can be adjusted independently of the
observation angles.
Each rotation stage is capable of 360 degrees of rotation, allowing the reflection and
transmission to be observed at any angle. The rail rotation angle 0D is considered to be at
zero degrees when the transmission detector is at its leftmost position and would see the
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beam passing through the leaf with no deflection. The leaf rotation angle d, is
considered to be at zero degrees when the leaf surface is normal to the incident beam.
The motors of both the detector rail and leaf mount are controlled by an automated
LabView® program which rotates the detectors and leaf to predetermined angles. At each
set of angles the program takes 256 samples from each detector. The samples are then
averaged, and a mean value is stored for each detector. The program then moves the leaf
and/or detectors to the next set of angles, and the process is repeated until all the desired
angle permutations are exhausted. Additionally, the entire procedure is repeated for four
different leaves. The four mean values for each detector are then averaged into a single
value for every angle permutation. The result is the average of 1024 samples taken from
four different leaves. The additional data samples are collected in order to reduce any
leaf-to-leaf variance in the final readings.

3.1.1 Speckle Reduction and Surface Averaging
The diameter of the Gaussian beam is optically set to approximately 1cm to provide a
large illumination footprint. This is done for two reasons. First, laser speckle is reduced
by increasing the size of the illumination beam. Reducing laser speckle in turn reduces
variance in readings made by the detectors. Second, because a leafs structure is not
homogeneous (i.e., leaves have veins and stems, as well as other fine cellular structures
running through them), it is important to illuminate a large enough area of the leaf to
ensure good spatial averaging.
Speckle reduction and spatial averaging are also enhanced by periodically
translating the leaf within the path of the beam. In addition to being mounted on a
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rotation stage, the leaf is mounted on a vertical translation stage, shown in Figure 2,
which is driven at a frequency of approximately 1 Hz. Translating the leaf up and down,
coupled with the use of a broad illumination beam, creates a large effective area over
which the leaf is sampled. As a result, localized leaf structure has minimal effect on the
measurements.

3.1.2 Optical Fibers to delay the transit time of photons
The path of the beam tends a different optical path length from the laser to each of
the different detectors. This difference in optical path length places the laser pulses at
different temporal locations on the oscilloscope. In order to make the optical path lengths
the same and line up the pulses, lengths of cable are added on to the detector to delay the
transit time of the signal from each detector to the oscilloscope. Appendix Two includes a
table of the measured optical path lengths of all the detector channels.

3.2 Leaf Data
BSDF data was collected from common maple and cottonwood leaves found in the
Dayton, Ohio area during the weeks of May 21, 2006 and May 28, 2006. For each leaf
species both the bidirectional reflectance (BRDF) and transmittance (BTDF) distribution
functions were measured for incident angles of 0, 10, 20, 30, 40, 50, 60, 70, and 78
degrees. Illumination angles higher than 78 degrees were not used because the projected
beam waist becomes larger than the physical width of the leaf as it rotates to higher
angles. Scans for a single illumination angle then involves taking measurements of the
scattered radiance at many detector angles about the leaf surface. We collected data at
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detector angles spanning a range from -85 degrees to +85 degrees about the leaf surface
normal, in increments of 5 degrees.
Because scattering properties change as leaves dry out, scan durations must be kept
short.9 Preliminary experiments showed a strong correlation between the freshness of a
leaf and its scattering characteristics. For example, Figure 4(a) shows the BSDF of a fresh
common maple leaf illuminated with normally incident light. The BSDF of the same
maple leaf left out to dry overnight is shown in Figure 4(b). In these figures, light
incident from the left (illustrated by the arrow) illuminates a leaf (bold line) at normal
incidence. The resulting transmission profile (right hand lobes) and reflection profile (left
hand lobes) are plotted in polar coordinates. There are appreciable effects due to leaf
drying, as can be seen in the difference in the size of the reflection and transmission lobes
between the two plots. In this case, as water in the leaf is replaced with air we observed
that the reflectance of leaves increases while the transmittance decreases. Notice that the
shape of the two lobes remains relatively constant, though the area encompassed by each
changes appreciably.

(a )

(b )

BSDF of (a) a fresh common maple leaf, and (b) an appreciably dried common maple
leaf. Light, depicted by the arrow, is incident from the left and illuminates the leaf, portrayed by the
solid line, at normal incidence.

Figure 3.4

Because of the effect of leaf drying on the scattering profile, it is necessary to ensure
that the leaves remain fresh during the measurement procedure. In order to combat the
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effects of leaf drying, a single leaf was used to scan only three illumination angles before
it was replaced with a new, fresh leaf. As the scan of a single illumination angle takes
approximately 25 minutes, limiting the use of a single leaf to less than 90 minutes proved
short enough that drying effects were not noticeable in any leaves, or our final data.

3.2.1 Data Analysis
Polar plots of the BSDF data collected from maple leaves in the manner described
above are provided in Figure 5. The laser beam (depicted by the arrows) was incident
upon the leaves at 6, angles of 0, 10, 20, 30, 40, 50, 60, 70, and 78 degrees. A separate
sub-figure was made for each illumination angle. Each sub-plot has been normalized such
that the sum of the areas of the transmission and reflection lobes is unity. Note that the
scaling of the radial axis spans a range from 0 to 0.01 for each subplot, with exception of
78 degrees illumination which goes from 0 to 0.025.
The shape of the BRDF and the BTDF at normal incidence and low illumination
angles appear to be largely Lambertian in nature. The radiated energy is located mostly
along the leaf surface normal, decreasing cosinusoidally with the rotation of the detector
angle. In addition, the shape of the BTDF remains relatively constant regardless of
incident angle. However, as the incident angle increases past 50 degrees, the specular
component of the reflection increases and the transmission decreases. The glint protrudes
only slightly from the diffuse component at 50 degrees and becomes more pronounced as
the incidence angle increases. At 78 degrees, the specular component dominates the
diffuse reflection. Similar trends are seen in the cottonwood BSDF data shown in Figure
6. Because the maple and cottonwood data are so similar, from this point forward only

26

the maple leaf data will generally be discussed in detail. However, final results for both
species of leaves will be presented throughout this article.

(y)
Figure 3.5

CO

Measured BSDF data of common maple leaves for illumination angles
(c) 20 (d) 30 (e) 40 (f) 50 (g) 60 (h) 70 and (i) 78 degrees.
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of (a) 0 (b) 10

Figure 3.6

Measured BSDF data of cottonwood leaves for illumination angles
20 (d) 30 (e) 40 (f) 50 (g) 60 (h) 70 and (i) 78 degrees.

8t

of (a) 0 (b) 10 (c)

3.2.2 Calculation of Absorption Coefficient
Before investigating BRDF and BTDF features in more detail, it is important to
determine the absorption coefficient AL[d,) as a function of illumination angle. The
method involves measuring the BRDF of a target with a known reflection coefficient Rs
and comparing its area to that of the BRDF and BTDF of a leaf. A 60% reflective
Spectralon® disc (i.e., Rs =0.60 for all 0,) was used as the standard of measure to
which the scattering distributions of the leaves were compared. The normal illumination
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BRDF of the Spectralon® disc is plotted, for example, along with the maple leaf BSDF
for normal illumination in Figure 3.7. The area of each function is then calculated by
integrating over the span of detector angles. That is, the area of the maple leaf BRDF is
given by
+270

\rL(d ,,e D\ l 8 D,

(3.1)

+90

where rL(8t ,8 D) is the BRDF data measured at illumination angle 8, and detector angle
8 d . Similarly, the area of the BTDF is given by
+90

A - f a ) = \ t L(8 ,,8 D)d8D,

(3.2)

-9 0

where tL(d, ,d D) is the BTDF.

Figure 3.7

Comparison of the BSDF of maple and BRDF of spectralon.

The values of the reflection RL(8 ,) and transmission TL(8 ,) coefficients are directly
related to the areas under the BRDF and BTDF curves. In particular, the ratio of the
reflection coefficients for maple leaves and the Spectralon® disc is equal to the ratio of
these areas according to the relationship:
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rM

_ aM

0.60

(3.3)

As

where As is the area of the spectralon BRDF at normal illumination. A similar
expression can be written for the transmission coefficient:

tM

^ aM

0.60

As

'

'

The absorption coefficient can then be found through the expression
=

(3.5)

Tables 3.1 and 3.2 present values for the reflection, transmission, and absorption
coefficients for maple and cottonwood leaves as a function of incident angle. Notice that
the transmission coefficients decrease and the reflection coefficients increase with
increasing illumination angle. This trend is also seen in the polar plots of the leaf BSDFs
in Figures 3.5 and 3.6 where the size of the transmission lobe is seen to grow smaller
with increasing illumination angle. Another trend evident in Tables 3.1 and 3.2 is the
growth of absorption with illumination angle.
The relationship between illumination angle and the absorption coefficient for maple
leaves is illustrated in Figure 3.8. A second order polynomial was fit to the data in order
to allow the absorption coefficient for any illumination angle to be calculated. The
following two equations, then, describe least square fit regression equations for the
absorption coefficients of maple and cottonwood, respectively,
AL(0, ) = -4.5156xlO’6x0,2 +1.0373x103 X0, + 25.415xl0'3 (maple)

(3.6)

A l (0, )= 1.1885 x IO’6 X0,2 -67.238 x 10"6 x 0 , +32.7x1 O '3

(3.7)
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(cottonwood).

If desired, the reflection and transmission coefficients can be determined for any
illumination angle by integrating the BRDF and BTDF models we will develop in the
following sections.

Figure 3.8

Absorptance as a function of illumination angle. The measured data (circles) is fit with a
second order polynomial.

Table 3.1. Absorption as a function of illumination angle for maple leaves

1

Rl

tl

Ab

0
10
20
30
40
50
60
70
78

0.4861
0.4879
0.4890
0.4884
0.4900
0.4984
0.5000
0.5009
0.5031

0.4841
0.4784
0.4727
0.4661
0.4406
0.4300
0.4327
0.4235
0.4188

0.0298
0.0337
0.0383
0.0456
0.0694
0.0716
0.0673
0.0756
0.0781

Table 3.2. Absorption as a function of illumination angle for cottonwood leaves
I
0
10
20
30
40
50
60
70
78

Rl

tl

al

0.5414
0.5451
0.5500
0.5519
0.5548
0.5596
0.5457
0.5836
0.5801

0.4263
0.4227
0.4178
0.4160
0.4131
0.4084
0.4221
0.3847
0.3834

0.0323
0.0322
0.0322
0.0321
0.0321
0.0320
0.0322
0.0317
0.0365
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3.2.3 Modeling Specular Reflection
In Figure 3.9(a), the maple leaf BRDF and BTDF for normally incident light are fitted
with a cosine curve normalized to the integrated area of the measured data. The measured
data is depicted by the circles, while the fitted curve is given by the solid line. The quality
of the fit suggests that both the BRDF and BTDF are accurately modeled by a
Lambertian distribution function for normal incidence. Similar results were seen for the
other illumination angles less than 50 degrees. However, as the illumination angle
increases beyond 50 degrees, other features become apparent. For example, plotted in
Figure 3.9(b) are the 70 degree illumination angle BRDF and BTDF data fitted with
normalized area cosine curves. While the transmission data remains nearly Lambertian,
the reflection data exhibits other features that will be addressed in this section.

Figure 3.9

Lambertian fit to the BRDF (left) and BTDF (right) for (a) normal illumination and (b)
illumination at 70 degrees.
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Because of the irregularities in the shape of the reflection curves, it is difficult to
model the BRDF data with a simple distribution. Also, the specular reflection peak at
high incident angles makes it difficult to accurately replicate the curves by simply using
high order polynomials. One approach to modeling the BRDF is to separate the specular
and diffuse components. Accurate models individually representing the diffuse and
specular profiles can then be found separately and later added together to produce the full
BRDF model.
Under the assumption that the specular component is negligible for detector angles
less than 40 degrees, the BRDF can be broken into two regions: one corresponding only
to diffuse reflection ( dD < 40), and the other containing both specular and diffuse
elements (9 O > 40). Separation of the two components in the latter region is then
performed by fitting a polynomial curve to the known diffuse data and interpolating
values within this region. Subtracting the interpolated diffuse data from the overlapping
region leaves only the specular reflection component.
This process is illustrated in Figure 3.10 for maple leaf BRDF data taken at 70
degrees illumination angle. The non-separated BRDF data is depicted by the stars and
circles, which in turn represent the diffuse and overlapping regions, respectively. A
fourth order polynomial is fit to the diffuse data and represented by the solid line. The
specular reflection component is then found by subtracting the diffuse reflection fit from
the measured data. This is shown for the 50, 60, 70, and 78 degree illumination angles in
Figure 3.11.
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Figure 3.10 Separation of the diffuse and specular reflection components for 70 degrees illumination.

The non-separated BRDF data is depicted by the stars and circles, which represent the diffuse and
overlapping regions, respectively. A fourth order polynomial is fitted to the diffuse data and
represented by the solid line.

As also shown in Figure 3.11, we found that the specular data is best fit with a
normalized, reversed Rayleigh distribution of the form,
(90- V
2(90 - e P)2

(3.8)

where Fs (6 ,) is the fractional specular reflection, 0D is the detector angle, and 6P is the
angle at which the function is a maximum. Interestingly, we found that a 9P value of 75
degrees produced the best fit for all incidence angles.
The area of the reversed Rayleigh distribution must be normalized to the fractional
area of the specular reflection peak before reconstructing the data with this model.
Dividing the area of the specular reflection peak, ARS(<?,), by the total area of the
reflection lobe, A fi (<?,), for a given incident angle 9, gives the fractional specular
reflection according to
(3.9)
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Figure 3.11 Normalized, reverse Rayleigh fits of the specular reflection data for illumination angles

of (a) 50, (b) 60, (c) 70, and (d) 78 degrees.

As is seen in Figure 3.11, the fraction of specular reflection is dependent on the
illumination angle. For illumination angles less than 50 degrees, specular reflection is
negligible and Fs (#, <50°) = 0. Moreover, at 90 degrees incidence it is assumed that all
reflection is specular, yielding Fs (90°) = 1. Using these bounds, the fractional specular
reflection was fit with a third order polynomial as shown in Figure 3.12 for maple leaves.
The ratio of specular to total reflection for any illumination angle 0, (in degrees) can
then be written empirically as a piecewise continuous function according to the following
equations provided for maple and cottonwood leaves, respectively,
,0, <50
12.7xlO’6 x0,3 -1 .7 x lO ’3x0,2 + 7 7 .2 x 10'3 x 0, -1.19

,0, >50

0

,0, <50

- 1.65xl0"6 x 0 3 +922xlO ‘6 x 0 /2 - 7 9 .2 x 10’3 x 0, +1.89

,0, >50
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(3.10)

(3.11)

Figure 3.12 Fractional specular reflection as a function of incident angle. The measured data, depicted

by the circles, is fit with a polynomial.

3.2.4 Modeling Transmission and Diffuse Reflection
Both the diffuse reflection and the transmission distribution functions are simply fit
with polynomials such that when added to the Rayleigh model for specular reflection, the
complete BSDF is reconstructed. Figure 3.13 shows the fitted data at an illumination
angle of 70 degrees for common maple leaves. The transmission data is fit with a second
order polynomial, while a fourth order polynomial is used for the diffuse reflection. A
higher order polynomial is needed for diffuse reflection because the structure of the
distribution becomes somewhat more complex at higher incident angles. When the
specular reflection component is then added to the corresponding polynomials modeling
diffuse reflection, the complete BRDF is reconstructed, as shown for maple leaves in
Figure 3.14.

Figure 3.13 Fitted maple leaf BSDF curves for illumination at 70 degrees, (a) The diffuse reflection
data is fit with a 4thorder polynomial while (b) the transmission data is fit with a 2nd order polynomial.
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Figure 3.14 BRDF reconstructed by summing the diffuse and specular components for (a) 50, (b) 60,

(c) 70, and (d) 78 degrees illumination.

3.2.5 Leaf Data Interpolation
The ability to accurately estimate the BSDF for any illumination angle will be a
valuable resource. Thus far, it has been shown that scattering data at the measured
illumination angles can be reconstructed using simple polynomial fits and, for high
illumination angle BRDF’s, a reversed Rayleigh distribution. However, filling in the gaps
for intermediate illumination angles requires creating an additional fit to the modeled
data. As discussed in the previous two sections, for a given incidence angle, the
polynomial equations used to describe the BTDF and diffuse BRDF as a function of both
detector QD and illumination 9t angles are given, respectively, by:
t(0D,0 ,) = p u0 2D + p 2,dD + p 3l
Plr^D + Plr^D + Plr^D + Pdr0D + Plr’

(3.12)
(3-13)

where the polynomial coefficients, p , are dependent on the illumination angle. With
knowledge of these coefficients, the BTDF and diffuse BRDF data can be interpolated at
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intermediate detector angles for a previously examined illumination angle. However, in
order to interpolate BTDF and diffuse BRDF data at intermediate illumination angles it is
necessary to examine the relationship between df and the value of each of the pcoefficients. Fitting p as a function of 0, will allow the interpolation of p at
intermediate illumination angles.

Figure 3.15 Fit of the 0th, l sl, and 2nd order p-coefficients describing the transmission data for maple

leaves.

In Figure 3.15, the p-coefficients of the maple leaf BTDF data are shown fit with a
fourth order polynomial. In general, the fourth order polynomial fits to the p-coefficients
for both BTDF and diffuse BRDF data is defined by a set of five q-coefficients according
to
P«(0f) = 9i6'/4 +^2^/3 +4?0,2 +44#/ + ^ 5 ’

(3-14)

where, for transmission, / = 1,2,3 and x - 1, and for reflection, i = 1,2,3,4,5 and x - r .
Knowledge of the q-coefficient values then allows one to calculate the p-coefficients for
any illumination angle through Equations 3.12 and 3.13. The q-coefficients calculated for
the transmission and diffuse reflection maple leaf data are shown in Tables 3.3 and 3.4,
respectively. Similarly, values for the cottonwood q-coefficients are provided in Tables
3.5 and 3.6.
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Using this method of data interpolation we have examined the BSDF estimates at
each of the angle permutations used during the data acquisition procedure. The RMS
errors found between the originally measured data and the estimates generated through
this interpolation method were found to be approximately 2.5% and 1.0% for the BRDF
and BTDF of maple leaves, respectively. The corresponding RMS errors calculated for
cottonwood leaves were approximately 3.7% and 1.2%.

Table 3.3. Table of q-coefficients defining the p-coefficient of transmission for maple leaves.
Pit
P2.
P3(

q».
3.0388e-012
34.837e-012
-10.371e-009

-463.75e-012
-7.1221e-009
1.6844e-006

qa.
23.428e-009
517.86e-009
-89.529e-006

fl4t
-300.83e-009
-17.93e-006
1.0167e-003

q=<
-3.470 le-006
135.77e-006
246.48e-003

Table 3.4. Table of q-coefficients defining the p-coefficient of diffuse reflection for maple leaves.
q2lr
Q4r
q«r
qsr
q3r
-180.66e-015
1.2954e-015
6.848
le
-0
12
-132.35e-012
I20.16e-012
Plr
25.825e-015
-5.0125e-012
285.57e-012
-3.6431e-009
32.217e-009
Plr
-10.817e-012
-58.687e-009
1.5674e-009
1.0776e-006
-34.53
le-006
P3r
-123.8e-012
23.992e-009
-1.2636e-006
8.0717e-006
-164.4e-006
P4r
-6.2703e-009
-12.501e-006
369.59e-009
-257.65e-006
245.19e-003
P 5r

Table 3.5. Table of q-coefficients defining the p-coefficient of transmission for cottonwood leaves.
q4t
Q2t
qs.
qi.
qa.
2.5913e-012
-391.07e-012
17.815e-009
-191.88e-009
-34.326e-006
Pi.
4.4203e-012
-4.1417e-009
325.17e-009
-4.7745e-006
-168.86e-006
P2t
-9.2296e-009
1.499e-006
-75.217e-006
738.9 le-006
245.53e-003
Pat
Table 3.6. Table of q-coefficients defining the p-coefficient of diffuse reflection for cottonwood leaves.
Q2tr
qar
q4r
qar
qtr
2.1389e-015
8.6857e-012
-272.67e-015
-1 1 1.72e-012
l.6618e-009
P lr
-208.54e-012
-59.223e-015
7.1463e-0l2
1,3098e-009
37.969e-009
P2r
-18.62e-012
2.5167e-009
-85.345e-009
1.098e-006
-47.705e-006
Par
?4r
479.27e-012
2.267 le-006
-62.848e-009
-23.813e-006
-355.59e-006
P 5r
5.4467e-009
-1.4462e-006
62.194e-006
-993.25e-006
261.58e-003
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3.2.6

Procedure for Constructing the BSDF

BSDF values at any set of angles (0,,0D) can be accurately estimated for both maple
and cottonwood leaves from the information provided herein. Using the following
procedure, surface fits for both the BRDF and BTDF can be interpolated for illumination
angles spanning a range from 0 to 78 degrees. These are plotted for maple leaves, for
example, in Figures 3.16 and 3.17, respectively. The RMS errors of the surface fits of the
BRDF and BTDF are 0.0254 and 0.0103, respectively.
1) Using Equations 3.6 or 3.7, calculate the absorption coefficient, AL(9,)
2) Using Equations 3.12 and 3.14, calculate the BTDF, ?(<%,$,).

The coefficients

required for these equations are found in Tables 3.3 and 3.5 for maple and cottonwood
leaves, respectively.
3) Using Equations 3.13 and 3.14, calculate the diffuse BRDF, rd(9D,9 ,). The
coefficients required for these equations are found in Tables 3.4 and 3.6 for maple and
cottonwood leaves, respectively.
4) Generate the specular BRDF, rs{9D,9 ,}, using Equation 3.8. Normalize the function
to the fractional specular reflection calculated from either Equation 3.10 or 3.11 for
maple and cottonwood leaves, respectively.
5) Construct the complete BRDF by adding together the specular and diffuse
components. That is,
r S e D,d ,)= r A 6 D,e i )^ r X e D,e i Y
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(3.15)

Figure 3.16 Surface fit of the BRDF.

Figure 3.17 Surface fit of the BTDF.

Note that the BRDF and BTDF have been normalized in such a way that the sum
of their areas plus the absorption coefficient calculated in step (1) is equal to unity. That
is,
90

270

+ \rL(0D,0,)d3D+AL(d,).

1=
-9 0

(3.16)

90

The above steps present a stand-alone method for generating the BSDF of maple and
cottonwood leaves for any illumination angle. This method is appropriate for use in
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The above steps present a stand-alone method for generating the BSDF of maple and
cottonwood leaves for any illumination angle. This method is appropriate for use in
remote sensing models where probability density functions describing the scattering by
individual leaves must be considered (e.g., in Monte Carlo simulations). Such models
typically require examination of the scattering pdfs in both the zenith and azimuth angles.
While our models have been developed based only upon in-plane measurements, they
may be extended to allow out of plane estimates by assuming azimuthal symmetry in
both the diffuse BRDF and the BTDF. We address the asymmetry of the specular
component by forcing the azimuth angle to be equal to the angle of incidence in the case
of specular reflection.
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Chapter 4
Canopy Modeling
Modeling the propagation of light through a tree canopy is a very complex
technique, in which an incident beam of photons is progressively scattered through a
random medium consisting of leaves. Canopies are generally modeled as a collection of
scatterers which are randomly oriented spatially and angularly throughout the canopy.
Analytically solving for such a system is essentially impossible. The problem of multiple
scattering through a random medium is best approached through Monte Carlo methods on
a photon by photon basis. The advantage of using Monte Carlo methods is that multiple
scatterings can be calculated without complex analysis, as only the single scattering
probability functions are required. Also, this method is robust in terms of handling
various forms of canopy parameters describing the random medium.
In Monte Carlo methods, the multiple scattering events in the canopy are treated
as a sequence of interactions between a single photon and a discrete scatterer. The
simplification lies in the fact that the end result of photon scattering through a canopy
does not come from looking at the canopy as a whole, but looking at each photon on an
individual basis and each interaction one at a time.
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The canopy model considered in this project assumes a cylindrical canopy of
radius 30 meters and height of 15 meters, in accordance with several accepted values.22'
31’ 41 A pencil beam is incident at the center of the roof of the canopy such that initial
photons have a zenith angle orientation of 0 degrees. Here, the zenith angle, 9t , is
defined to be 0 degrees looking straight down and 90 degrees looking horizontally
through the canopy. Upon propagating through the canopy, a light beam will experience
spatial, angular, and temporal spreading. As each photon propagates through the canopy
it gets bounced around spatially and angularly by the leaves. The beam of photons exiting
the canopy will be physically wider, decollimated, and temporally dispersed from the
incident beam as illustrated in Figure 4.1.

Figure 4.1

An incident light beam is dispersed spatially, angularly, and temporally

4.1 Random Walk
The algorithm we used for tracing the paths of photons through the canopy is
based on the cloud propagation model presented by E. Bucher8, and depicted in the flow
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chart found in Figure 4.2. A single incident photon enters the canopy and travels a
distance d, before it is scattered by the first leaf. The boundary conditions must then be
checked to see if the photon has left the canopy. If it has, spatial, angular and temporal
data is saved for the photon and a new photon is launched into the canopy. If the photon
has not left the canopy, random leaf orientation angles are selected. The illumination
angle is then calculated by finding the angle made between the leaf normal vector and the
current propagation direction of the photon. Using the corresponding BSDF, scattering
angles are randomly selected from the leaf. The new propagation direction is then
calculated from the geometrical relationship between the leaf orientation angles and the
scattering angles. The photon then travels a distance d 2 in the new direction to the next
randomly oriented leaf, and the process is repeated.

Figure 4.2

Random walk flow chart

The algorithm discussed above is referred to as a random walk, as each individual
photon is randomly stepped through the canopy. The photon can go any distance in any
direction determined by a number of random variables which must be examined at each
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step. Each of the random variables is governed by a probability density function which
will randomly distribute the variable in some form. Therefore, the canopy is described
completely by the probability density functions describing the following canopy
variables:
i.

The angular orientation of the scatterers ( 9t and (fa)

ii.

The random distance to the next scattering event ( d )

iii.

The probability that the photon is scattered or absorbed ( R, T, A )

iv.

The angular orientations of the photon exiting from the scattering event
(0, and

4.2 Leaf Angle Orientations
The main function of leaves is to gather sunlight for photosynthesis. Therefore,
the leaves of a canopy are angled such that most of their surface is facing towards the
sun. In the instance of a single tree, the leaves near the top of the tree are nominally
facing straight upwards, while the leaves on the outer edges typically point radially away
from the tree trunk. However, when a tree is placed within a canopy, there is no “edge”
of the canopy, and therefore the nominal leaf angle is always facing straight up. Of
course, there is some statistical variation among the leaves which can be described by the
pdfs below.
It is most typical to assume that the leaf azimuth orientation distribution is
independent of the leaf zenith angle distribution, and therefore may be selected
independently. Most often the azimuth distribution is assumed to be uniform on the range
[0,2 x ] 8' 22, that is
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(<*;) =

[M(0z) - «(^z - 2 # ) ] .

(4.1)

Generation of random leaf azimuth angles is a simple transformation, as both the random
number generator in Matlab and the leaf azimuth pdf are uniformly distributed. If x is a
uniformly random number on the interval [0,1], then the transformation to the uniformly
random leaf azimuth on the interval [0,2^] is given by,
$ =2m .

(4.2)

The zenith angle pdf is chosen to be cosinusoidal in accordance with McDonald,
Dobson, and Ulaby15. The leaves are mostly horizontal and almost never vertical. The
leaf angle is described by its area normal vector, aN, which in this case has a cosine
distribution:

The transformation of a uniformly random number on the interval [0,l] to a cosinusoidal
distribution on the interval 0 ,*
2

was performed in Section 2.1.5 and is given to be
0, = asin(x).

(4.4)

Because the leaf orientation angles are generated in the reference frame of the
canopy, and not in the direction of the photon propagation (see Figure 4.3), it is necessary
to calculate the angle of incidence between the leaf and the incoming photon. The
derivation of this angle is found in Appendix E.

47

Top of Canopy

Figure 4.3

Angular orientation of leaves in the canopy.

4.3 Random Propagation Distance
For a homogeneous medium of constant number density, the distance d } that the
photon travels between the ( j -1 )th and j th scattering events is randomly selected with
a negative exponential probability density function16:

Pd(4) = ^ e x p

The random variable d
probability —exp

d_
D

assumes values between d

(4.5)
and d + Ad

with a total

d_
Ad That is, the random distance to the next scatterer, d , is on
D

average D . The scaling parameter D for the negative exponential is the mean free path
of the photon, which in turn is dependent upon the mean projected area Ap (3,) and leaf
number density N v (z).
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4.3.1 Mean Projected Area, Ap(<?)
When an object is viewed from an angle different from that of the surface normal,
it is not the actual area of the object that is important, but the projection of the object’s
actual area in the direction of viewing. The projected area Ap (0 ,) of the object at the
look angle 6 is what the viewer sees the area of the object to be. Illustrated in Figure 4.4,
the projected area seen by the viewer is related to the actual area of the object A by the
cosine of the angle made between the viewer and the surface normal.
Ap(<?) = Acos#

Figure 4.4

The projected area is the area of the object as a see from some viewing angle

0

For the case where the angular orientation of the object is constant such a
calculation is very simple to make. However, in the case of the canopy propagation
model, the angular orientation of the leaf is randomly distributed. The leaf may take on a
number of possible orientations, thus the viewing angle 0t is unknown. A new quantity
must be created to account for all possible leaf orientations. The mean projected area
Ap (0 ,) is the average value of projected area a viewer observing the canopy at an angle
of 0t would expect to see. Mean projected area is derived in Appendix Three by
integrating the projected area over all possible angular orientations of the leaf. Assuming
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/

that the leaves are modeled as circular discs of diameter d

Area = A

the

expression for the mean free path is found to be:
(4.7)
Not surprisingly, the final result for the mean projected area is a function of look
angle. Depending on which direction a photon is propagating in the canopy, it will see a
different mean projected area. A photon traveling horizontally through the canopy will
see a much smaller projected area than will a photon traveling vertically. This disparity
arises because the most preferred orientation of a leaf is horizontal, which projects most
of its area upward. A photon traveling horizontally sees mostly leaf edges and very small
areas. Similarly, a photon traveling vertically will see mostly leaf areas and very rarely
leaf edges.

4.3.2 Leaf Number Density, N v (z)
For many random media, such as clouds or gases, the distribution of scatterers is
homogeneous throughout the medium. In such cases, the number density of scattering
events is a constant. However, it is not so simple in the case of a canopy, as the number
density of leaves varies as a function of height. There are many papers that attempt to
characterize the distribution of leaves within a canopy. It is common convention that a
canopy has azimuthal symmetry and leaf distribution is independent of horizontal
displacement.

It is also accepted that the distribution of leaves varies as a function of

vertical height within the canopy as shown in Figure 4.5.1,17,27 A great number of papers
have been published in which the vertical profiles of canopies have been examined. Ross
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and Ross, and Lalic and Mihailovic characterize the vertical profile of a canopy in terms
of leaf area density L(z), which is a measure of total leaf area [m2] contained within a
volume [m ] of canopy. ’

This is a convenient way to characterize the leaf distribution

in a canopy is to use the leaf area density, as leaf area density is converted to leaf number
density by multiplication of the LAD function by the average area of each leaf.

(a)
Figure 4.5

(b)

Leaf distribution as a function of relative canopy height for Willow Coppice during (a)
September, and (b) August of 1998 27

The vertical distribution of the leaf-area density (LAD) is difficult to be either measured
precisely or estimated.30 An analytic derivation of a function describing the vertical leaf
profile of a canopy is impossible to create. A more appealing method is to derive an
empirical expression for L(z). Lalic and Mihailovic introduce a simple empirical formula
for L(z) based on three forest parameters already archived.1 Derivation of an expression
modeling measured LAD data is based on canopy height h , maximum value of leaf-area
density Lm, and corresponding canopy height zm. It is found that the leaf-area density
distribution L(z) can be properly described by the function having the following form:

(4.8)
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where
0 < z < z m,
zm < z< h .
As was mentioned before,’ the values of h ’, L m7, and zm
m can be obtained from a forest
parameter database. Some values for these parameters are given in Table 4.1.
Table 4.1: Some values for the parameters defining the LAD function

Lm
1.45
1.06
2.18
1.6
1.9
1.4
0.16
0.37

Common Maple 1
Common Maple 2
Common Maple 3
Silver Birch 1
Oak 1
Pine 1
Pine 2
Pine 3

0.85
0.70
0.70
0.80
0.80
0.75
0.60
0.60

Dividing the leaf area density by the leaf area AL will give the leaf number
density as a function of relative canopy height:

xd

h -z

exp n 1 -

h -z

(4.9)

where,
6

n=

0 < z < z m,

— zm < z < /i.
2

4.3.3 Mean Free Path
The mean free path of a photon is the average distance traveled by the photon
before it encounters another scattering event. It varies as a function of both the number
density of leaves in the region surrounding the photon and by the projected area of the
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leaves in the direction of the photon. The mean free path can be expressed as the inverse
product of the mean projected area and the leaf number density:
D(z,#) = = -

(4.6)

Inserting the expressions for mean projected area and leaf number density into Equation
4.6 gives the mean free path of a photon as a function of canopy height and look angle.
After simplification the average distance traveled by a photon in the direction 0 through
a homogeneous medium with number density found at the height z is given by,
D (z,0) =

(4.11)
JC

sin#H-----cos#
4

■L

h~ zm
h -z

exp n 1-

h —z
h -z

4.3.4 Reverse Transformation of Random Propagation Distance
Recall the discussion on computer random number generators and the
transformation of a uniform random variable to another random variable in Section 2.1.4.
To select a random propagation distance into the canopy from the height z in the
direction of the zenith angle 0, the uniform random variable created in Matlab must be
converted to follow the probability density function expressed in Equation 4.5.
Let x be a uniform random number distributed on the interval [0,l] • The first step
to changing the variable is that the pdf must be converted into the corresponding
cumulative distribution function by integration.
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Frf(d) = l-e x p

(4.12)

The relationship between x and d is such that x = Fd(d), which means that,
=V 'W
Solving for the inverse of the cdf gives
J = - D ln ( l- x ) .

(4.13)

Equation 4.13 gives the expression for calculating a random value for the
propagation distance of a photon through a homogeneously distributed canopy. Note the
expression derived above assumes that the canopy is homogeneously distributed, or
equivalently that the mean free path is constant throughout the canopy, which is not the
case. Section 4.3.7 examines the steps that must be taken to propagate a photon through
an inhomogeneously distributed region.

4.3.5 Non-uniform LAD
The random propagation distance given in Equation 4.13 is only valid for
homogeneous media where there is a constant number density of scatterers throughout
the entire medium. The problem lies with using an instantaneously calculated leaf
number density to represent the number density of the entire canopy. Because the LAD
varies as a function of canopy height, the mean free path needs to be recalculated
periodically as the photon travels through the canopy. A method for propagating a photon
through an inhomogeneously distributed medium, i.e. canopy, is devised such that the
mean free path is recalculated periodically as the photon travels through the canopy. This
method involves breaking the canopy into regions where the number density remains

54

relatively constant throughout the region. The inhomogeneous canopy is then treated as a
collection of many smaller homogeneous canopies stacked one on top of the other.
The canopy is divided into 50 regions with variable spacing such that the change in
LAD from the beginning to the end of the same region is negligible. Areas where the
LAD changes rapidly will have smaller regions and areas where LAD does not change
much at all will have broadly spaced regions. The calculation of the region spacing is
based on the derivative of the LAD function, which is derived in Appendix Four and
found to be
A

l (z )

= zJ ^ I

„[z-1+ 2mZ-2] e x p f « f l - ^ y

Vz J

H

(4.14)

z

Calculating the spacing of the regions of the canopy is performed by integrating
the area under the dLAD curve and dividing the total area by the number of regions. The
canopy is then broken into regions such that each region has area equal to this quantity,
which ensures that the total change in LAD across each region is equal. Thus, regions
where the LAD does not change rapidly are large and regions where the LAD does
change rapidly are small.
Figure 4.6 shows a comparison of 50 discretized regions (blue) to the smooth leaf
area density curve (red). Notice that as the LAD curve levels out near the bottom of the
canopy (T - z ~ 7 ), the length of region spacing increases greatly. Only a few regions
are needed to characterize this part of the curve as the leaf area density remains relatively
constant over this span of the canopy. In contrast, examine the top of the canopy, where
the LAD function is changing very rapidly. The spacing of the regions in this part of the
canopy is very small. Because the LAD of the canopy is changing so rapidly here, very
small regions must be created to keep the LAD constant within each region.
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Figure 4.6

Inhomogeneously Discretized LAD and Continuous LAD

Comparison of the discrete LAD function created with non-uniformly spaced regions
(blue) and the continuous LAD function defined by Lalic and Mihailovic1.

4.3.6 Region to region propagation
There is now assumed to be a homogeneous distribution of leaves within each
region. Therefore the propagation of a photon within a single region can be performed
using the probability density function given in Equation 4.5. If the randomly selected
propagation distance calls for a leaf interaction before the photon exits the current region,
then that is the location of the next scattering event. However, if the projected
propagation distance is greater than the current region spacing, the photon propagates to
the edge of the next region. The mean free path must be recalculated for the new region
and a new propagation distance is calculated. Once again, the photon can interact with a
leaf within the current region, or propagate to the edge of the next region. The process is
repeated until the photon has an interaction.
For example, assume that a photon is in the / t h region heading in the +z
direction towards the ( / + 1) th region, as seen in Figure 4.7. Also assume the photon is
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initially located inside the region (not at the beginning or end but somewhere in the
middle) and is propagating in the direction of the angle 9. The distance between the
current location of the photon and the end of the / t h region is calculated in the z
direction and given by d f . Generate the projected propagation distance dp using the
mean free path of the f th region and Equation 4.5. The projected propagation distance is
then the distance that the photon would travel before interaction in an infinite
homogeneous medium of constant LAD found in region f . Because the extent of the
region is finite, and propagation beyond the current region requires the recalculation of
the leaf area density, the projected propagation distance is only a projection of the
possible propagation distance of the photon.

f
df,

X
X
X

X
X

f+1

X
X
X
X
X
X
X

it
Figure 4.7

density,

Projected propagation distance,

dp, of a photon in a region with constant leaf area

f .

There are two possibilities after calculating dp,: (1) dp, ■cos 6 < dff , in which
case the photon has not left the f th region, or (2) dp, •cos 9 > dff , in which case the
photon has left the f th region. For the first case, the photon interacts with a leaf before it
leaves the region. In this case, the projected propagation distance dp, becomes the actual
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propagation distance d . The new spatial location of the photon at this interaction can be
calculated. From there, the photon is scattered as normal from the leaf.
For the second case, the photon does not interact with a leaf before it leaves the
region. Because the projected propagation is only valid for the f th region, the actual
propagation distance is set to
dp, =

dfr

(4.15)

cos#

which puts the photon at the edge of the f th and ( / + l)th regions. The absolute value is
used in this equation to account for both upward and downward traveling photons. Using
the leaf area density of the ( / + 1) th region randomly select a new projected propagation
distance dp2, as is done in Figure 4.8.

Continued propagation of a photon through the changing regions of different leaf area
density. A new projected propagation distance,

Figure 4.8

Once again, there are two possibilities: (1) dp2 •cos 8 < dff+l, where the photon
has not left the ( / + l)th region, or (2) dp2 -cos# > df/+l, where the photon has left the
( / + l)th region. For the first case, the photon interacts with a leaf before it leaves the
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region. The projected propagation distance is then added to the current actual propagation
distance to give an updated actual propagation distance of d = dp, + dp2. For the second
case, as shown in Figure 4.6, the photon exits the region. Once again, because the
projected propagation is valid only for the current region, a new dPj value must be
calculated for the next region. Store the second projected propagation distance for later
analysis:
df/+l
cos0

(4.16)

The above steps must be repeated until the projected propagation distance gives an
interaction within the current region of the photon. The final actual propagation distance
is then calculated by summing all the dp terms together,
d = £ d Pj
j=i

(4.17)

4.4 Reflection, Transmission and Absorption
The probability of a single photon being reflected, transmitted or absorbed by a leaf is
determined by the reflection and transmission coefficients, which are calculated in
Section 3.2.2. The random selection of reflection, transmission or absorption from a leaf
is done by creating a random number uniformly distributed between 0 and 1. Assign
absorption to the values between 0 and A, transmission to the values between A and
A+T, specular reflection to the values between A+T and A+T+R*FS and diffuse
reflection to the values between A+T+R*FS and 1. The vale Fs is the fractional specular
reflection, which is calculated from Equations 3.10 and 3.11 for maple and cottonwood,
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respectively. Whatever region the random number falls within determines the scattering
property of the photon at that leaf. Selection of scattering in this way will uniformly
randomly select whether the photon is absorbed, transmitted or reflected at each leaf.

4.5 Scattering Angle
The scattering angles from the leaf are defined as shown in Figure 4.9. Note that
the scattering zenith angle is the same as the detector angle from Chapter 3. Similar to the
leaf orientation angle, the photon scattering angles 9S and </>s are generally assumed to be
independent and therefore separable. Because of the assumed isotropic nature of the
BSDF of leaves, the scattering azimuth angle is uniformly random on the interval [0,2^].
At each scatter a random scattering azimuth angle is selected using the same form as in
Equation 3.27.
</>, = 2xx

Figure 4.9

(4.17)

Depiction of leaf scattering angle.

There are three different models for the leaf zenith scattering functions which are
written into the code: (1) ideal Lambertian, (2) Lambertian-Rayleigh, and (3) the
interpolated data method. Each model depends on the incident angle of the incoming

60

photon, for which an expression is derived in Appendix Five. The ideal Lambertian
method assumes the zenith scattering angle pdf to be Lambertian regardless of incident
angle. The Lambertian-Rayleigh model assumes the diffuse reflection and transmission to
be Lambertian and the specular reflection to be modeled by a reversed Rayleigh
distribution. The interpolated data method employs the Rayleigh distribution for specular
reflection, but uses the method for interpolating the BSDF explained in section 3.2.5 to
model the diffuse reflection and transmission components. After scattering angles from
the leaf have been selected, a coordinate transformation must take place to convert from
the coordinate system of the individual leaf to that of the overall canopy. Calculations for
doing so are found in Appendix Six.

4.5.1 Ideal Lambertian
The ideal Lambertian method for modeling the leaf scattering function is the most
basic model. When selecting this model, both the leaf reflection and transmission
distribution functions are described by a Lambertian cosine curve. Regardless of the
angle of illumination of the leaf, both the BRDF and the BTDF are assumed to be
Lambertian. As was derived in section 2.1.5, the random selection of a zenith scattering
angle is performed using the equation:
<9,=asin(x)

(4.18)

4.5.2 Lambertian-Rayleigh
The Lambertian-Rayleigh method entails modeling the transmission and the
diffuse reflection as Lambertian, while accounting for the specular reflection peak with a
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reversed Rayleigh distribution. The expression for generating a reverse Rayleigh
distributed random variable ds is found by first converting the pdf into the corresponding
cumulative distribution function by integration.
f ”- f c ) = ( ^ F

? exp

(90-f f)2
2(90- a ) 2

F. (0s ) = l-e x p

dO

(9 0 - f t , ) 2

2(90 - a ) 2

(4.19)

The relationship between x and 6S is such that x - F^ (&s ), which means that,

Solving for the inverse of the cdf gives
es = 9 0 -s q rt[-2 (9 0 -a )2ln(l-x)J.

(4.20)

4.5.3 Interpolated Data Model
The third method for scattering from leaves is the interpolated data method. In this
model, the specular and diffuse reflection are once again distinguished from each other
and given separate distribution functions. The specular reflection is once again modeled
by the Rayleigh distribution. The diffuse reflection and transmission functions are
interpolated through the method discussed in section 3.2.5. That is, for a given incident
angle the transmission and diffuse reflection distribution functions are created. The
resulting functions are essentially probability density functions describing the probability
of a photon being scattered in each direction. Because there is no analytic expression for
the pdf, the relation between a uniformly distributed random variable and the random
variable for scattering angle cannot be derived. An alternate method must be used.
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The cdf is created by integrating the BTDF and is shown in Figure 4.10. A random
value for the variable 0s is found by taking the absolute value of the difference between
the cdf and a random number between 0 and 1 as is done in Figure 4.11. The value of the
random variable 9S is found to be the location where the curve is equal to 0. If x is a
uniformly distributed random number between 0 and 1 and FQ ( 0 j is the cdf, then the
randomly selected scattering angle is found by,
0s = m in (|x -F e ( 0 j|) .

(4.21)

This model is much slower than the other two, as it requires a new distribution
function to be generated for each leaf interaction, but is the most accurate given the
measured data.

Figure 4.10 Cumulative distribution function for the transmission data at 50 degrees.

Figure 4.11 Selection of the random variable
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9 .

4.6 Boundary Conditions
After the photon is scattered from a leaf and propagated to the next leaf, the
boundary conditions of the canopy must be examined to decide whether another instance
of the algorithm must be run. The final spatial location of the photon after each jump is
tested.
First, the radial location of the photon is examined. If the photon is located
outside the radius of the canopy, then the photon is considered to be side-scattered. The
ray is then traced backwards to the edge of the canopy and the spatial, angular and
temporal coordinates of the photon are stored. See Appendix Seven for the method of
back-tracing the photon to the canopy edge. The second check performed is to see if the
photon was backscattered from the canopy without first hitting the ground. If the zlocation of the photon is 0, then this is the case. Thirdly, if the photon has experienced
over 50 interactions, it is halted as the loss would be A50, which is very small. Lastly, if
the photon has exited the canopy by first hitting the ground and then exiting through the
top of the canopy, it is considered a good photon. The algorithm is stopped if any of the
above conditions are met, and the spatial, angular, and temporal coordinates of the photon
are stored. Otherwise, the algorithm is recalled and the canopy propagation continues.

4.7 Final Canopy Propagation Model
The code for the canopy propagation model is written with robustness so that many
different canopy parameters may be changed very easily without having to edit the core
of the code. Canopy parameters such as canopy height, radius, maximum leaf area
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density, corresponding height, etc. are all easily modified. The parameters that describe
the canopy modeled in the simulations are given in Table 4.2 below.
The code for the canopy propagation model consists of five files, each of which
performs a specific task. CanopyCALC.m is the master file which begins the simulation
of each photon and stores the final data to file. The function CanopySCAT.m scatters the
photon from leaf to leaf, all the while tracking the spatial and angular locations of the
photon. CanopyRegion.m performs the region to region propagation of the photon
between interactions. In the case that the interpolated data method is selected,
CanopyT.m and CanopyR.m are used to generate the BTDF/BRDF of the leaf for a given
incident angle, which are then used to randomly generate the scattering angle from the
leaf.
Table 4.2: Final Canopy Propagation Model Parameters

Incident Zenith Angle
Incident Azimuth Angle
Incident Photon Location
Canopy Height
Canopy Radius
LADmax
HeightLADMAX
Leaf Species
Leaf Diameter
# Bins
Bin Uniformity
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0 Degrees
0 Degrees
(0,0,0)
15 m
30 m
1.45 mA-l
0.85
Maple
12.62 cm
50
Non-uniform

Chapter 5
Simulation Results

The accuracy of the Monte Carlo method increases as the number of realizations
input into the system increases. In accordance with the weak law of large numbers, the
mean of the set of realizations approaches the actual statistical average as the number of
realizations becomes very large.12 Thus, in order to obtain an accurate statistical
description of the canopy’s interaction with the photons the code must be run for a large
number of incident photons. Data was collected for approximately 150 million photons
incident photons for each model. Such quantities required multiple computers running
rather consistently over a period of 3 months to acquire. This quantity gives smooth
curves when plotting the probability density functions for returning photons.
The photons returning to the detector are classified in two ways: signal and noise.
The signal photons are those that strike the ground while noise photons refer to those that
backscatter from the leaves to the detector without hitting the ground. The goal is to
maximize the signal and minimize the noise.
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5.1 Data Collection
Simulations are run for each of the three leaf scattering models in order to
compare the efficiency and accuracy of each. Seeing as the interpolated data model uses
the actual BSDFs we measured from real leaves, it will be taken to be the standard of
accuracy to which the other two models will be judged. Preliminary results showed that
the interpolated data model is the least efficient in terms of run time. The code for this
model takes approximately 5 times as long to run as the other two. Therefore, if either the
ideal Lambertian or the Lambertian-Rayleigh models exhibit similar results to the
interpolated data model, they may be a more desirable method of modeling the leaf
scattering distribution.
We will examine the spatial, angular and temporal probability density functions of
photons in two planes of interest of the canopy; the first being the ground plane. Spatial
locations of photons in the ground plane are of interest for the purpose of imaging a target
on the ground. If the photon does not hit within a specific region on the ground it can be
classified as noise and has an adverse effect on imaging. The other plane of interest is the
plane of a sensor located 50 meters above the canopy. Once the photons reach the top of
the canopy they no longer interact with any leaves, and propagate through free space in
the direction from which they left the canopy. Located 50 meters above the canopy is the
lens plane, in which a lens is used to focus the photons onto a detector. The simulations
use two different lenses. The first has a diameter of 10 cm and a focal length of 20 cm.
The second lens has a diameter of 25 cm and a focal length of 50 cm, giving both lenses
an f-number of 2.
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5.1.1

Ideal Lambertian Data
A telling statistic of each model is the fraction of incident photons that are

absorbed, side scattered, back scattered, and signal. For the ideal Lambertian model, the
fraction of absorbed photons is 16.457%; the fraction of side scattered photons is
12.9198%; the fraction of backscattered photons is 66.294%; and the fraction of signal
photons is 4.5656%. It might be alarming that only 6.5656 percent of the incident
photons actually make it to the top of the canopy after striking the ground. Furthermore,
this number is a very high-end estimate as it considers all photons which exit the canopy
regardless of location. Obviously photons that leave the canopy at the very edge of the
radius (30 meters from the detector) are of no interest, as they will not be detected. A
better tell of the result of the simulation are the probability density functions of the
spatial, temporal, and angular locations of the photons.
Figure 5.1 contains the probability density functions for the x and y locations of
where the photons arrive on the ground. Notice the Gaussian-like shape of the two
curves. This is expected, as the sum of a number of statistically independent random
variables is itself distributed in a Gaussian manner, per the central limit theorem.12 The
peak is located at 0 meters and the FWHM is approximately 20m for both the x and the y
pdfs, which means most of the photons arrive where they were targeted. The two
functions go to zero at the radial boundary of the canopy, rather than tending to zero at
+/- infinity (as is the case with an ideal Gaussian curve) because of the constraints on the
radius of the canopy. Whenever a photon leaves the radius of the canopy it is considered
side scattered and its propagation is terminated. So all the photons that would have struck
the ground at x and y locations greater than the radius of the canopy (30 meters) are not
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included in this plot. Therefore the tail ends of the curve go to zero at 30 meters rather
than +/- infinity.
Another thing worth noting is that the process of a photon scattering from leaf to
leaf through the canopy is a combination of many random processes. The average number
of times a photon interacts with a leaf in the canopy is 20.4328. This brings up an
important theorem in random variables: the central limit theorem. The central limit
theorem states that any sum of many independent, identically distributed random
variables will tend to be distributed according to normal distribution. That is, the sum of a
large number of random processes, regardless of the individual distributions, results in a
final Gaussian-like distribution.

Figure 5.1
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Probability density functions for the x- and y-location of the photons on the ground.

The radial location is then found by the expression r = ^ x 2 + y 2 and plotted in
Figure 5.2 (blue curve). Note that this radial pdf has unequal bin area. As the radius
increases, so too does the bin area as the square of the radius: A = ^ ( r 22 - / j 2) . It is
difficult to gather information from this plot. Looking only at the radial pdf, one would
think that there is a donut shaped illumination on the ground with a hole at the center. A
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better unit of measure is made by dividing each bin in the radial location pdf by the bin
area, thus giving a good representation of photons intensity on the ground as a function of
radius, rather than the photon number. Also shown in Figure 5.2 is a semi log plot of the
radial intensity (green curve) which is plotted linearly against the radius. The radial
intensity plot gives a much better representation of the ground illumination profile. Note
that most of the photons hit the ground near the zero radius, and the intensity tails off
towards zero as the radius increases.

Figure 5.2

Radial intensity and radial location pdf of the photons on the ground for the ideal
Lambertian model.

The plot of the intensity as a function of radius for the photons in the plane of a
lens located 50 meters above the canopy is given in Figure 5.3. Note that this plot looks
very similar in shape to the plot of the intensity of photons in the ground. However, the
two plots differ in magnitude. The intensity of photons in the lens plane is much more
spread out than in the ground plane. There is more photon intensity in the outer regions of
the radius in the lens plane than on the ground as would be expected. As the photons
propagate through free space they spatially spread, since they are nominally angularly
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diverging from the canopy center (which is seen in the zenith angle pdf shown in Figure
5.4(b)). Still, most of the photons are located at the zero radius location. Also, note that
the lens plane intensity includes all photons that reach the lens plane, regardless of
whether they are backscattered or if they hit the ground.
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Radial intensity and radial location pdf of the photons in the lens plane for the ideal
Lambertian model.

The angular pdfs also aid in describing what happens to the photons in the
canopy. Plotted in Figure 5.4(a) is the azimuth angle pdf. As expected, the propagation
model shows no preference to azimuth orientation. The curve is flat across 0 to 2 ^ . The
zenith angle pdf is plotted in Figure 5.4(b). Almost none of the incident photons return to
the top of the canopy (or the lens) with 0 degrees incidence. Most of the photons are
deflected from their initial path. The zenith angle pdf is not Gaussian shaped because it is
not a sum of independent random processes. The final angle of exit of the photons is
dependent only upon the scattering angle from the final leaf. Any interactions that happen
before this final leaf are of no consequence. Therefore, the zenith angle pdf would look
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the same regardless of the thickness of the canopy or the number of scattering events
within the canopy.
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The (a) azimuth and (b) zenith angle pdfs for the ideal Lambertian model.

The final dimension of interest is temporal. The transit time pdf of the photons
through the canopy is plotted in Figure 5.5. The blue curve represents that pdf of all the
photons which arrive in the lens plane, and the red curve represents only the signal
photons which arrive in the lens plane. Most of the noise photons make it back to the lens
plane before any of the signal photons begin to arrive. This makes intuitive sense,
because the signal photons have to travel all the way to the ground and back where the
noise photons need only to travel a fraction of that distance, as they are reflected
backwards to the top of the canopy before striking the ground. The distributions are
Rayleigh-shaped, which also flows naturally because there will be a few early photons
and many photons which can be trapped in the canopy for quite some time before making
it back out.
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Final Transit Time PDF
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Figure 5.5

Temporal pdf (ideal Lambertian model) of the signal photons and all the photons which
make it back to the lens plane.

However, knowing only the arrival time pdf on the detector says nothing about
where the photons arrive in the plane. Similarly, knowing only where the photons arrive
gives no information about when they arrive. The two dimensions are intertwined such
that photons that bounce around in the canopy have long transit times, and are generally
spatially dispersed in the lens plane. Similarly, photons that do not encounter very many
interactions do not spatially spread very much nor do they have high transit times. It is
important to look at the temporal and spatial domain at the same time. Plotted in Figure
5.6 is the spatio-temporal scatter plot of the arrival times/locations of the photons onto a
detector after focusing by a 10 cm diameter, 20 cm focal length lens. Plotted in Figure 5.7
is the same plot using a 25 cm diameter, 50 cm focal length lens.
Each dot in the figure represents a single photon. The blue dots correspond to the
noise photons and the red dots to the signal photons. Plotted along the horizontal-axis is
the radial location (in meters) of the arriving photons. Along the vertical axis is the
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arrival time of the photon. Knowledge of when and where the individual photons are
arriving on the detector is gathered from this plot. Notice that the noise photons arrive, on
average, about 0.1 micro-seconds before the signal photons arrive on the detector. It
appears that range gating may be performed on the detector to filter out the noise
photons.
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Figure 5.6

Spatio-temporal arrival of photons onto a detector using a 10 cm diameter, 20 cm focal
length lens. Ideal Lambertian model.

Figure 5.7

Spatio-temporal arrival of photons onto a detector using a 25 cm diameter, 50 cm focal
length lens. Ideal Lambertian model.
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5.1.2 Lambertian-Rayleigh Data
The data collected from the Lambertian-Rayleigh model is very comparable to
that of the ideal Lambertian model. The fraction of absorbed photons is 15.631%; the
fraction of side scattered photons is 13.683%; the fraction of backscattered photons is
66.358%; and the fraction of good signal photons is 4.0904. Intuitively one may think
that including the glint from the leaf would increase the amount of side scattering
dramatically, but this is not the case. The fraction of photons that are side scattered is a
little higher for the Lambertian-Rayleigh model, but not significantly. This might be due
to the fact that the leaves are randomly oriented in the canopy, so the glint angle does not
necessarily always point outwards towards the side.
The x- and y- ground location pdfs for the Lambertian Rayleigh model are
essentially identical to those of the ideal Lambertian model (Gaussian-like centered at 0,
FWHM - 20 meters), as seen in Figure 5.8. The radial intensity of photons on the ground
is plotted in Figure 5.9. Once again the intensity of photons is greatest at the center of the
canopy and drops off as the radius increases. The intensity of photons is slightly lower
near 0m radius for this version of the code than it was for the ideal Lambertian model, but
not significantly. The angular pdfs are very similar to those found from the ideal
Lambertian data, as seen in Figure 5.10. There is a small difference in the zenith angle
pdf, which can be attributed to the addition of the specular reflection peak. Similarly, the
temporal pdf is nearly identical to the ideal Lambertian case. See Figure 5.11. Similar
results are seen in the spatio-temporal plots (see Figures 5.12 and 5.13 for 10cm and
25cm diameter lenses, respectively) where the noise photons arrive first onto the detector
and then the signal photons arrive about 0.1 microseconds later.
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Figure 5.10 The (a) azimuth and (b) zenith angle pdfs for the Lambertian-Rayleigh model.

Figure 5.11 Temporal pdf (Lambertian rayleigh model) of the signal photons and all the photons

which make it back to the lens plane.
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Figure 5.12 Spatio-temporal arrival of photons onto a detector using a 10 cm diameter, 20 cm focal

length lens. Lambertian-Rayleigh model.
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Figure 5.13 Spatio-temporal arrival of photons onto a detector using a 25 cm diameter, 50 cm focal

length lens. Lambertian-Rayleigh model.

5.1.3 Interpolated Data
For the interpolated data model, the fraction of absorbed photons is 15.72%; the
fraction of side scattered photons is 14.11%; the fraction of backscattered photons is
65.88%; and the fraction of good signal photons is 4.287%. Once again, the fraction of
side scattered photons is a little higher than in the other two models, but not significantly.
In fact, the photon has about the same probability of being side scattered/back
scattered/absorbed in each of the three models. There are minor differences, but none to
any significant magnitude.
The probability density functions for the interpolated data method are very similar
in shape and magnitude to those of the other two models, as can be seen in Figures 5.14
through 5.19. The pdfs of radial intensity on the ground and radial intensity at the lens
plane are nearly identical to the previous pdfs we have seen. Once again, near-Gaussian
curves are centered about 0 with a FWHM of approximately 20m.
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Figure 5.14 Probability density functions for the x- and y-location of the photons on the ground.
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Figure 5.15 Radial intensity and radial location pdf of the photons on the ground for the interpolated
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Figure 5.16 The (a) azimuth and (b) zenith angle pdfs for the interpolated data model.
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Figure 5.17 Transit time pdf of the signal and noise photons which make it back to the lens plane.

The spatio-temporal scatter plot remains the same, as the low-end boundary of
arriving transit times is not affected. The first photons still arrive at the same time
independent of when the latest arriving photons reach the lens plane. All of the noise
photons arrive on the detector before any of the signal photons return.
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Figure 5.18 Spatio-temporal arrival of photons onto a detector using a 10 cm diameter, 20 cm focal

length lens. Interpolated data model.
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Figure 5.19 Spatio-temporal arrival of photons onto a detector using a 25 cm diameter, 50 cm focal

length lens. Interpolated data model.

5.1.4 Comparison of Models
Upon comparing the results of all three models, it becomes apparent that the
method for modeling the scattering of light from the individual leaves does not have
much of an effect on the final outcome of the propagation. Because each photon
experiences about 20 interactions on average, the pdfs of the statistically independent
individual scatterers have minimal effect. In light of the central limit theorem, the final
radial location of the photons is not surprisingly Gaussian for all three models. Similarly,
the arrival times of the photons on the detector do not vary much from model to model. It
can be conclusively said that the diffuse scattering model an individual leaf is of little
consequence on the outcome of the simulation. Therefore, it will be best to use the
Lambertian-Rayleigh case for any further simulations. Data acquired using this model
matches the data acquired using the measured BSDFs almost exactly.
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In addition, there may be some concern that only 150 million photons have been
simulated through the canopy and there are only tens of photons returning to the detector.
However, consider the fact that a single lOOmJ pulse from a 1064nm laser contains about
5.3629 xlO 17photons per pulse.
2 —1064nm
/zr*
E, = — = 1.1654eV = 1.8647 xlO -19J
2
E p =0.1J
E
Photons Per Pulse = — = 5.3629 x 1017
E,
The total number of incident photons that have been simulated is not even comparable to
the actual number of photons contained in a typical single pulse. One would multiply the
current number of returning photons by an order of magnitude of 108 to achieve a
realistic response.

5.1.5 Signal-to-Noise Ratio
It is important that a signal-to-noise ratio of at least 1 is obtained. If an SNR of 1
is not reached, the signal will not be discernable from the noise in the system. The optical
signal power that gives such a SNR is known as the receiver sensitivity. There are several
sources of noise which are inherent to the detection process: shot noise, thermal noise,
dark current, and background photons. The thermal noise and dark current are function of
the detector, and constant in terms of the number of detected photons. Shot noise and
background noise, however, rely heavily on the number of photons collected by the
detector.
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The signal-to-noise ratio goes as the inverse of the background noise term, which
means that our SNR goes down as the number of detected background photons goes up. It
is therefore very desirable to minimize these background photons. One method for doing
so is to range gate the detector so that it only detects photons for a specific period of time.
According to the temporal pdfs presented earlier in this chapter, the great majority of
noise photons exited the canopy a few microseconds before any of the signal photons.
Moreover, after propagating all the photons to a 25cm diameter detector located 50m
above the canopy, the arrival times of the noise and signal photons is even more
segregated as shown in Figure 5.20. Almost all of the noise photons return before any of
the signal photons. We can zoom in on the region where the signal photons first begin to
arrive for a better look at the possibility of range gating, as is done in Figure 5.21. Using
the detector to integrate over the range from 0.28390 ps to 1 p s , we can effectively
minimize the detected noise. Also note, this is intended to be a worst case scenario so we
have not plotted the ballistic photons.
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Figure 5.20 Temporal pdf of signal (red) and noise (blue) photons returning

to a 25cm diameter pupil located 50m above the canopy.
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Figure 5.21 Histogram of the number of photons arriving within certain time bins on the detector.

Using range gating and several parameters which describe typical pulsed lasers
and InGaAs PIN photodiodes we will calculate the expected SNR and the receiver
sensitivity for a single laser pulse propagating through our canopy. If we assume a
rectangular pulse train of pulse width Ins and pulse repetition rate 5kHz, the integration
time of the detector will be much less than the spacing between pulses, as can be seen in
Figure 5.22. The rectangular pulses are the inputs to the system. At some time later the
broadened signal (red) and noise (blue) pulses return to the detector. Because the spacing
between the successive pulses is so much greater than the integration time of the detector,
there will be no issues with the returning, broadened pulses overlapping.

Figure 5.22 The detector integration time is less than the spacing between the successive pulses.
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The SNR can be calculated then from these noise sources according to the
equation,

SNR =

/i2
\
\ signal /
(ishot ) + (iLmal } + (i2
dark currents

(5.1)
background

This equation can be rewritten in terms of the power of the detected photons and detector
responsivity, R , according to the following relation,

R2(pM}

SNR =

2qB (lD+R(Pl(t)})+R2{P„2{t)) + 4kf ' B

(5.2)

where Ps (/) is the instantaneous detected optical signal power, Pn(f) is the instantaneous
background optical noise power, and Pt (f) is the instantaneous total detected optical
power (noise + signal).
The instantaneous signal power can be calculated from the number of signal
photons, N s(t), arriving in each time bin of our histogram from the equation,

=

At

(5.3)

The mean-squared optical signal power can be found by integrating this expression over
the duration of the returning pulse,
=

(5.4)
ini

where to is the beginning of the pulse and Tjnt is the signal pulse duration. We can
approximate this value by converting the integral into a summation over the number of
bins in our histogram, M,
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Tint t r

(5.5)

at2

After simplification, the mean-squared optical signal power can be expressed as,
V

m

1 in t Z i T

i= l

(5.6)
Similarly, the mean-squared optical background power can be expressed by summing the
number of background noise photons arriving instantaneously in each time bin,
(5.7)
1 in t Z i ?

i= l

Where N„ is the number of backscattered noise photons returning to the detector. The
mean total detected power can also be approximated by summing the instantaneous total
power,

Lint

(5-8)

At

»=1

After simplification, the expression becomes,
(5-9)
1 int

i=l

Inserting Equations 5.6, 5.7, and 5.9 back into Equation 5.2 gives us an
expression for calculating the signal-to-noise ratio of a single pulse in terms of the
numbers of detected signal and background noise photons and several known
laser/detector parameters,
(w )2 V N 2.
TintA r t ;

SNR = •
2qB

T„int

+
<=1
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(w )2 f
Tin[A rtT

I *k*TB
Rl

(5.10)

Tjq

Also note that the responsivity, R, has been replaced with — for simplification.
hv
Recall, that the number of photons we have simulated through the canopy is not
even comparable to the total number of photons contained in a single pulse. However, in
order to get a useful result we need to use values that would be on the order of what we
would expect for a typical laser pulse. Therefore, we must scale the number of signal and
noise photons we have collected in each bin by a factor, a , such that a is the ratio of the
typical number of photons per pulse to the total number of photons we have sent into the
canopy thus far. As calculated in the previous section, the typical number of photons in a
real lOOmJ pulse is 5.3629e + 17. We have simulated the propagation of 2.9739e+010
photons through the canopy, which gives an a value of 1.8033e+007. Equation 5.10 can
then be rewritten to include this term,
M

T1 intaAtt

SNR =
2qB
Lint

r=l

A+(w)2or2L^ N, r2n,i+ '4kBTB
TintA r tT ""
R

(5.11)

l

*=1

Consider, now, an InGaAs PIN photodiode which has the following parameters at
a wavelength of

1064nm:

7o = ln A ,

7 = 0.90,

and

RL =1000Q.

Assuming

PRF
Tint = 0.28390ps and B = ----- = 2500Hz, the signal-to-noise ratio achieved from our
simulations for a 25cm diameter detector is 68.5, or 18.3563 dB. This represents a signal
level well above the noise.
It can also be found that the receiver sensitivity is reached with an alpha value of
0.0384, which corresponds to l.2 7 x l0 9 launched photons. This is also equivalent to a
0.23736nJ pulse.
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Chapter 6
Conclusions

It was the goals of this research (1) to quantify and characterize the optical
properties of leaves for 1.06 pm laser light and (2) to quantify the temporal, spatial, and
angular dispersion experienced by an incident pencil beam through a foliated forest
canopy. The results of our work have shown a strong correlation between the scattering
properties of maple and cottonwood leaves and the Lambertian distribution function,
except when the illumination angle increases past 50 degrees. Beyond this angle, a
specular reflection peak emerges and the Lambertian model breaks down, resulting in the
need for a new method to model the BRDF of these leaf species. The method
implemented in this work not only accurately describes the measured BSDFs, but also
allows the interpolation of BSDF values for intermediate illumination and detection
angles. Our results will prove to be a valuable tool to other researchers investigating
remote sensing applications where the interaction of laser beams and tree leaves must be
considered. This work will also aid further studies which may be performed using out-ofplane measurements where the detectors do not lie in the plane containing the surface
normal of the leaf and the incident laser beam.
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Modeling the bidirectional scattering distribution functions of individual leaves as
Lambertian may not be accurate, but in the application of propagating light through a
canopy of randomly oriented scatterers, all models converge to the same results. Virtually
no difference was seen in the results of the simulations when one model of BSDF was
interchanged with another. One can therefore not only conclude that the describing the
leaf BSDF as Lambertian is an accurate assumption in this utility, but also that it is the
optimal assumption. Selecting random scattering angles according to the Lambertian pdf
is not only the easiest to implement, but also the fastest by a factor of nearly 5x.
It is also seen from the results of the simulations that there may be an opportunity for
range gating to fdter out the unwanted noise photons. Backscattered noise photons appear
to arrive on the detector approximately 0.1 microseconds before any signal photons. As
the only inputs to the system thus far have been a pencil beam illuminating the canopy at
0 degrees zenith, there is plenty of room for continued research. Further experiments will
be to validate the model with experimental data collected from actually illuminating a
forest. The gap fraction of a defoliated forest may also be applied to this research to add
the element of branches into the model.
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Appendices

Appendix A: Example: Approximation of Pi
For example, consider a circular dart board of radius r that is circumscribed by a
square of length 2 r, as illustrated in Figure A.l. A Monte Carlo approximation to the
value of pi can be performed by randomly “throwing” a number of darts at the circular
dart board. Assume that (1) each dart lands in the square, and (2) the location of each dart
is uniformly distributed on x and y . Then the ratio of the number of darts that land in
the circle to the number of darts that land inside the square (all darts that land in the circle
also land in the square) is approximately equal to the ratio of the areas of the circle and
the square:
ftr2
# darts hitting in circle
— 5- = — = --------------- - -----------4r
4 # darts hitting in square

,t x
(A.l)

Equation A.l can be rearranged to give an approximation to the value of pi:
, # darts hitting in circle
n = 4 ----------------- -----------# darts hitting in square

,.
(A.2)

To begin, simulate the “throwing” of the first dart by selecting an x , y
coordinate for the location of where the dart lands on the board. Assume that the thrower
is blindfolded and therefore has an equal probability of throwing the dart anywhere on the
board. The x and y locations of the dart are then described by two uniformly distributed
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random variables which span the entire dart board and allow the dart to land anywhere on
the board with equal probability. Let x = y = 0 be the center of the circle. Then, if
x 2 + y 2 < r , the dart lands within the circle. Otherwise it lands outside the circle. Once
the location of the first dart is confirmed, a second dart is “thrown” with a new random
location on the board. As more and more darts are “thrown” one can begin to count the
ratio of darts that land in the circle to those that land in the square and can approximate a
value for pi.

Figure A .l

A circular dart board of radius r is circumscribed by a square of side length 2 r .

The number of darts hitting inside the circle is a random quantity determined by
the random locations of each of the darts. (Note that all the darts “thrown” land within the
square.) Therefore, the calculated value of pi will vary for each simulation. Using Matlab,
a Monte Carlo routine can be easily created to solve this simple problem. The Matlab
algorithm described above involves selecting random x and y values for each dart.
Whenever a dart lands within the circle, a counter index is increased. The value of the
counter is divided into the total number of darts “thrown” and a value of pi is
approximated.
The results of four separate simulations, each with a different number of
realizations of darts thrown, N, are shown in Table A.l below. Notice that here, as in all
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Monte Carlo simulations, the calculated result is a random variable that differs from trial
to trial. The only way to zero in on the actual value is to increase the number of
realizations of the simulation, as stated by the law of large numbers. As the number of
realizations increases, the accuracy of the simulation also increases.
Table A .l: Results o f a Monte Carlo approximation of Pi

N
10
100
1000
10000

Calculated Pi
3.56
2.8
3.088
3.1468

% Error
13.35
10.87
1.70
0.165

This simple example illustrates the underlying concepts of simulating and
approximating the solution of a system. The basic concept of creating a number of
realizations and calculating the statistics of the outcome is a fundamental property of all
Monte Carlo methods. The example above also illustrates that the Monte Carlo method
for solving systems becomes an increasingly valid approximation as the number of
realizations tends toward infinity.
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Appendix B: Optical Path Lengths of Detector Channels
In order for the pulses of all the detectors to reach the oscilloscope at the same
time, delay cables were attatched to the detectors to increase the optical path lengths of
the detector channels by various amounts. The following are the measured optical path
lengths from the front mirror of the laser to the respective detector heads for each
channel.

Channel 1: Transmission

Laser —» Beam Splitter
Through BS
BS —> Target

Physical Length [inches]
lo l
16
1

Target —> Detector 1

17—
16
9—
16

Total Optical Path Length = 39— [in.]
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medium
air
glass
air
air

Channel 2: Reflection
Physical Length [inches]
Laser —> Beam Splitter

medium
air

16
Through BS
BS —» Target

1
17 —
16

Target —> Detector 2

9—
16

glass
air
air

Total Optical Path Length = 39— [in.]

Channel 3: Retro-Reflection

Laser —> Beam Splitter
Through BS
BS —» Target
Target

Physical Length [inches]
102
16
1
i? A
16

BS

Through BS
BS —> Mirror
Mirror —> Detector 3

17—
16
1
3—
16
9“
16

Total Optical Path Length = 61 — [in.]
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medium
air
glass
air
air
glass
air
air

Channel 4: Energy Monitor

Spectralon

Beam Splitter

Figure B .l

Physical path of the beam en route to the energy level detector.

Laser —> Beam Splitter

Physical Length [inches]
lo i
16

Through BS
BS —> Mirror 1
M l -> M2
M2 -> M3

medium
air

1
2±
16
15 ±
16

glass
air

162.

air

air

16
M3 -> M2

16—
16

air

M2 -> Spectralon

1712

air

Spectralon —> Detector 4

16
2l i
16

air

Total Optical Path Length = 82 [in.]
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Appendix C: Derivation of Mean Projected Area

To begin the derivation of the mean projected area, suppose that the photon is
incident from the

direction as illustrated in Figure C.l. That is, say that the observer is

viewing from the k0 direction, which makes an angle of 8 with the z-axis of the canopy.
Also, assume that kG lies in the x-y plane. This assumption is valid and should yield a
general result since </> is uniform on the interval [0,2/r]. Note, that because ka does not
have a y-dependence, it can be expressed as:
k0 = ax sin0 + a 2cos#.

(C.l)

The leaf angle orientation is described by the leaf normal vector aN which is defined by
the leaf zenith 8, and azimuth

angles to be:

aN = a* sin 8t cos 0, + ay sin 8t sin </), + az cos $ .

Figure C .l

Angular orientation of illumination direction
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(C.2)

k0 and leaf surface normal aN

The projected area is found by projecting the generalized ray propagation vector
onto the generalized leaf area vector. This is achieved by applying the dot product to the
two vectors, which gives the projected area to be
Ap = A0aN -ko .

(C-3)

Rewriting these two vectors in terms of the angles that define them yields the expression,
A p = —— [ax sin#, cos^, + <5v sin#, sin<j), + az c o s ^ , s i n # + a z cos#]
which is solved to give:
7Rl2

Ap ——— [sin #, cos 0, sin # + cos 0, cos #]

(C.4)

The next step is to average this projected area over all possible orientations of the
leaf. Intergration over the two leaf orientation angles will arrive at the mean projected
leaf area. Recall that the leaf orientation angles are each governed by their own
probability density function, which must be taken into the integral with the projected
area. Applying these functions yields the expression for the mean projected area,
(C.5)

Caution must be taken when applying the boundaries of the integration. Area
vectors possess both magnitude and direction, and therefore negative areas are a
possibility. If the top side area of the leaf is defined to be positive then the underside area
of the leaf must be negative. This causes trouble when the leaf is examined over the
entire range of the azimuth angles. The negative area found when observing the leaf s
underside subtracts to cancel out the positive area when observing the leaf s top side.
Because the model is indiscriminant of which side of the leaf is hit, instead of integrating

101

0 over the range [0,2^], integrate over

71 n

and multiply the result by 2 to account

for both the top and bottom sides of the leaf.
Substitute in the expression for Ap found in Equation C.5 and perform the
integration.
A"

7id2 2 ’ ”
[sin 8, cos 0, sin 3 + cos 8, cos #]cos d^fadd,
4 2.T n

(C.6)

Distribute cos 3, through the integral.
— d2 * *
Ap = — p
sin 8, cos0, sin #cos 3, + cos2 3, cos 3d0,d8,

Integrating over

(C.7)

gives

A p - — p s in 8, sin #cos8, sin^, | \ + cos2 8, cos 80, |\ dd,

d2 r
2
A = — 2 2 sin3, cos3, sin8 + ttcos 8,cos3d3
P
A I)
'
'
'
;

i

d2 ”
- — p s i n 3, sin #cos3, (l- ( - 1))+cos2 3, cos3

dd,

(C.8)

Perform the following substitutions onto the first and second terms of the
integrand. On the first term, make the substitution, u - sin#, and du = cos3 ,d d ,. On the
second term, use the trig identity, cos2 3, - -^-(l + cos 23,). Applying these substitutions

and integrating yields,
1 (7l + cos20,<i0
sin2#.|2 sin0 + ;rc o s0 —
A" ~ 4 2 —
9
'Io
9
' /
Evaluating the result at the boundary conditions gives
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(C.9)

1 ( ft 1
£
sin0 + ?rcos0— — 1-—sin 20,12
2 l2 2
' lo
4

A= —
p

A=—
’

sin6 + 71cos#[ ^ + ^ ( 0 - 0 )

4

(C.10)

(C .ll)

Finally, a final expression for the mean projected area is found.
7Z

sin 6-\------ cos#
4
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(C.12)

Appendix D: Differentiation of Leaf Area Density Function

Since the derivative of the LAD describes the slope of the tangent to the LAD
curve, higher values of the derivative correspond to regions of great change in the LAD
curve. Similarly, smaller values of the derivative correspond to areas where the LAD
function remains relatively constant. Recall that the expression for the leaf area density as
a function of canopy height is given by Equation D .l, where z = 0 refers to the top of the
canopy (sky), and z = T refers to the bottom (ground). Begin taking the derivative of this
function by pulling out the constants:
>

’4

exp n l - —
(D.l)
Z -ex p n 1 - ^
’ dz

The derivative of this expression can be performed by using the product rule of
differentiation,
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Simplifying this expression yields the function for the change in leaf area density as a
function of canopy height:
A L(z) =Lm^

+ZmZ-2]eXp ^ i - ^ J )

(D.3)

What is important here is the magnitude of the derivative. Whether the dLAD function is
positive or negative is not an issue, just the magnitude of the change in LAD. So the
absolute value of the derivative of the leaf area density function is what is interesting.
The shape of the absolute value of the dLAD function (blue) compared to the shape of the
LAD curve (red) is shown in Figure D.l. Notice that the maximum value of the dLAD
curve occurs when the LAD function experiences the greatest amount of change.

Figure D .l

Shape of the leaf area density function (blue) and its derivative (red) as a function of
canopy height
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Appendix E: Illumination Angle Calculation
In the case where the BRDF of leaves is modeled as both a diffuse component and
a specular component, the angle of incidence of the photon onto the leaf is a critical
measurement. Whereas when perfect Lambertian distribution is assumed, the angle of
incidence of the photon is irrelevant because the scattering profile is cosinusoidal
regardless of illumination angle. It is therefore necessary to calculate the angle made
between the incident photon and the surface normal of the leaf.
Recall that the leaf angles are given in the canopy coordinate system as dL and
</)L. We can also describe the orientation of the incident photon by using the spatial
locations

of

the

photon

at

the

current

(x(y'),K(y), Z(y'))and

previous

(x (j'- l),y (y '-l), Z (y -l)) locations. A vector analysis of these known variables allows
us to calculate the angle made between the leaf and the incident photon. The ray vector
r , which gives the propagation direction of the photon, is given to be:

r=[x(y)-x(y-i),y(j)-r(j-i),zG)-z(y-i)]

(E.i)

Let e (l) = X (y )- X (y -l), Q(2) = Y ( j ) - Y ( j - l ) , and Q(3) = Z ( j ) - Z ( j - l ) .
Then,
r=[<2(l),e(2),e(3)]

(E.2)

The leaf normal vector I is given by
T = [sin 0L cos </>L, sin dL sin

, cos 0L].

(E.3)

The dot product of two vectors relates the magnitudes of the vectors and the angle
between the vectors to the projection of one vector onto the other. Let v and vv be any
two vectors, and let a be the angle separating the two, then
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(E.4)

v«w = |v||wjcosa.
So,
r * l - g(l)sin 0L cos (j>L + 2(2) sin 0L sin </>L + 2(3)cos dL

(E.5)

Also, if d (j) is the distance traveled by the photon during the propagation of the ray
vector, then
|r||r| = rf(y)'l

(E.6)

Therefore, the angle between the incident photon and the leaf normal is given by
2 (1) sin 0, cos </>L+ 2 (2) sin dLsin

0, - cos

+ Q (3)cos 0L1

--------47)--------J (E7)

This angle allows us to known which BRDF to use during the random scattering
angle selection phase of the code. Because of the specular reflection component, it is
important to know at exactly what angle the leaf is struck.
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Appendix F: Coordinate Transformation
Once the scattering angles have been selected from the leaf, it is necessary to
transform the angles from the coordinate system of the leaf to the coordinate system of
the canopy in order to track the spatial locations of the photons. Figure F.l displays the
angular orientation for the zenith and azimuth scattering angle. The axes in the figure are
the coordinate axes of the leaf with the leaf normal being the z’-axis. This coordinate
system must be transformed back to the coordinate system of the canopy, where the zaxis points directly downwards.
The first step in transforming the coordinate systems is to create a unit vector in
the direction of the scattered photon in the coordinate system of the leaf normal. The unit
vector representing the direction of the scattered photon is given by,
[xs, ys, zs] - [sin 0S cos j>s, sin 9S sin <j)s , cos 9S ]

Figure F .l

(F.l)

Angular orientations for scattering from a leaf

The unit scattering vector is then transformed by a simple transformation matrix.
The transformation consists of two individual rotations: (1) rotation of angle <j)L about the
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z-axis, and (2) rotation of angle 0L about the y-axis. The first transformation has a
transformation matrix given by

Mi

cos(S,

-sin<z)t

0

sin 0,

cos0£

0

0

0

1

(F.2)

The second rotation has a transformation matrix given by
cos 0L

0

0

M, =

1

- sin 8,

sin 0L
(F.3)

0

0 cos 0L

The transformations are combined by multiplying the individual transformation
matrices together. Note that when combining transformations, the order in which they are
performed (as if done separately) is M 2 then Af,, then

if M is the

combined transformation. So,
cos

- sin^,

M = sin <j),

0

cos <f)L 0

0
cos 8, cos

M = cos 0, sin 0,

cos 0L

0

sin 0L

0

1

0

(F.4)

- sin 0L 0 cos 0L

0

—sin0£ sin#£cos0L
cos </>L

sin 0Lsin (f)L

0

cos 0,

—sin 0,

(F.5)

Once the transformation matrix is calculated for the leaf orientation,
multiplication of the unit scattering vector by this transformation matrix allows the
calculation of the new propagation angles of the photon in the coordinate system of the
canopy. The vector describing the propagation distance of the unit vector (leaf coordinate
system) in the canopy coordinate system is shown in Figure F.2, and given by
W = [w(l), W (2), W(3)] = M [xs; yx\ zs].
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(F.6)

Figure F.2

Relative axis scattering distances

The actual scattering angles from the leaf in the canopy coordinate system are then given
by the inverse trig functions of the W-vector:

' 7 w (i)2+W(2)2 '
0(y) = tan‘

^(yj = tan -1

W(3)

M l) ,

(F.7)

(F.8)

Now we have the random scattering angles from the randomly oriented leaf in the
coordinate system of the canopy. This is the new propagation direction of the photon.
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Appendix G: Backwards Ray Tracing for Side Scattering
For the case where a photon is side scattered from the canopy, the final location of
the photon lies outside the canopy. We need to trace the path of the photon back to the
edge of the canopy. The previous location of the last leaf interaction and the angular
direction of travel of the photon are known.

Beginning from the previous location of the photon and using the known
propagation direction of the photon, we want to find the exact location where the photon
exits the canopy. We know that the radius of the photon upon exit is the radius of the
canopy, which is given by R . To begin, assume that the distance traveled from the
previous location to the edge of the canopy is D . Then, by geometry, the distance that
the photon traveled in the x-direction before exiting the canopy is given by D sin 8 cos <f>.
Similarly, the distance traveled in the y-direction is given by D sin 0 sin 0.
So, the x-location of the photon at the edge of the canopy is given by the
expression
X(j') = X(7'-l)+.Dsin<?cos0

(G.l)

and the y-location of the photon at the edge of the canopy is then given by
y(y) = y(y-l)+£>sin<9sin^ .

(G.2)

The problem now is to solve for D and find the distance traveled by the photon to the
edge of the canopy. We know that
/? = V x O )2 + f G f •
Substituting in the expressions A7.1 and A7.2 gives
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R = y /(X (j~ l) + D sin &cos ^)2 + (y (j - 1) + D sin 6 sin (f>)2

(G.3)

Squaring both sides of the equation and expanding the right side yields
R 2 = X 2 + 2X £>sin#cos^+D 2 sin2 0cos2 <f>

(G.4)

+ Y 2 +2K £)sin0sin0+£)2 sin2 0 sin 2 </>
Collecting the terms into powers of D gives
0 = ( x 2 + F 2 - R 2)+ D(2X sin0cos0> + 2 y sin 0 sin ^ )
+ £>2(sin2 0cos2 ^ + sin2 0 sin 2 </>)

(G.5)

Solve this expression for D using the quadratic formula.
D _ ~ b ± \ l b 2 -4 a c
2a

(G.6)

Where, a = ( x 2 + Y 2 - R 2), b = (2X sinQcos(j>+ 2 Y sinQsin^), and
c = (sin2 0cos2 ^ + sin2 0 sin 2 <z>).
Now that the distance traveled to the edge of the canopy is known, the spatial and
temporal locations of the photon at the canopy’s edge can be calculated:
X(y')= X (,/-l)+ Z )sin 0 co s0
Y (j) = Y (j-l)+ D s'm #sin <j>
Z(y) = Z (y -l)+ D c o s 0
d {j) = D
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