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ABSTRACT
We present a simple model for the development of shear layers between parallel
flows in confining channels. Such flows are important across a wide range of topics
from diffusers, nozzles and ducts to urban air flow and geophysical fluid dynamics.
The model approximates the flow in the shear layer as a linear profile separating
uniform-velocity streams. Both the channel geometry and wall drag affect the de-
velopment of the flow. The model shows good agreement with both particle image
velocimetry experiments and computational turbulence modelling. The simplicity
and low computational cost of the model allows it to be used for benchmark predic-
tions and design purposes, which we demonstrate by investigating optimal pressure
recovery in diffusers with non-uniform inflow.
KEYWORDS
Solvable or Simplified Models; Shear Layer; Channel Flow; Experimental
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1. Introduction
Shear layers, where two parallel flows undergo turbulent mixing, are found in a wide
variety of situations. For laterally unconfined flows, shear layers can be described using
a simple analytical model - derived from the turbulent boundary layer equations and
Prandtl mixing length theory [1,2]. However, this model is often not practicable in
many situations where the flows are confined in a channel. Examples of such flows
include blockages and cavities in pipes [3–5], air flow in urban environments [6,7],
environmental flows [8–10], engine and aerodynamic design [11–13], and mixing flows
in diffusers, nozzles and pumps [14–16]. In such cases, it is important to account for
the confining effect of the channel walls.
In addition to the large literature on unconfined shear layers, as detailed in the
review articles by Brown and Roshko [17] or Huerre [18], there are some numerical
and experimental studies of confined shear layers. For example, Gathmann et al. [19]
use numerical simulations to investigate the transition to turbulence in a confined
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shear layer. Furthermore, the criteria for absolute and convective instabilities in a
confined compressible shear layer are studied by Robinet et al. [20]. Further numerical
studies of confined shear layers are discussed in [6,21,22]. In the context of experimental
investigations of confined shear layers, Bradshaw et al. [23] studied the behaviour of a
shear layer near a backward-facing step. In addition, Castro et al. [24] calculated the
shear layer structure in a separation region near a wall. The use of confined shear layers
for vector thrusting is investigated by Alvi et al. [25]. Other examples of experimental
investigations of confined shear layers are given by [5,7,26,27]. However, while there
are a limited number of experimental and numerical studies, there is no simple model
for confined shear layers.
Here we show that a simple model, comprising two uniform streams separated by
a linear shear layer and incorporating parameterisation of wall drag, can be used to
model confined shear layers and very good agreement is attained with both experiments
and detailed k- turbulence modelling. The decomposition of the flow profile into
uniform streams and a linear shear layer is similar to that discussed by Jimenez [2],
except that we account for confinement effects, since the velocities of the plug regions
are non-constant. Furthermore, our model accounts for the interaction between the
shear layer and the channel walls. The evolution of the shear profile is governed by an
equation which we derive from an entrainment argument, and which is also analogous
to the classic analytical model for the growth of unconfined shear layers [1,2].
The simplicity of our model means it both gives good physical intuition into the
flow, and is much cheaper than Computational Fluid Dynamics (CFD) models. Fur-
thermore, it can be applied to shear layers in a channel of arbitrary shape. Thus it can
be used to quickly find optimal parameters in a wide range of engineering design prob-
lems [16]. It also avoids the need for high levels of expertise that are typically required
with CFD when choosing turbulence models and selecting boundary conditions [1,28].
As an example, we use our simple model to find the optimum design of a flow diffuser
with a confined shear layer, where the objective is to maximise the pressure recovery.
The results of the optimisation show that the optimum diffuser shape strikes a balance
between not widening to soon, which would accentuate the non-uniform flow, and not
being narrow for too long, which is detrimental for drag.
2. Mathematical model
The flow geometry we consider is shown in Figure 1, in which we illustrate our chosen
coordinate system (x, y). We consider two-dimensional turbulent flow in a long, thin
channel where the rate of change of the channel width is small. To model this, we
generalise the classical model for a shear layer between unconfined flows [1,2], where
a flow with velocity U1 in the x direction meets a second, parallel flow with velocity
U2 < U1. A shear layer forms at the point they meet and grows with a width δ(x). To
good approximation, the average velocity in the shear layer increases linearly from U2
to U1 across its width [2]. Furthermore from the turbulent boundary layer equations
and Prandtl’s mixing length theory, it can be shown [1,2] that
dδ
dx
= 2S
U1 − U2
U1 + U2
, (1)
where S is the spreading parameter, which is a non-dimensional number that has been
determined by numerous free shear layer experiments giving S = 0.06− 0.11 [28].
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Figure 1. Schematic diagram of the velocity profile in a channel. The flow can be divided into three regions:
Two plug flow regions of different speeds (in which Bernoulli’s equation holds) and a turbulent shear layer
between them. We do not resolve boundary layers at the walls, but instead we parameterise their effect using
a friction factor f .
It is not clear that free shear layer theory should apply to confined situations, nor
whether we expect the same value of the spreading parameter S. However, we incor-
porate a modified version of (1) in our model and find that it shows good comparison
with both experimental and CFD calculations. In particular, when the flow is con-
fined, the shear layer may reach the channel walls, so that its width can no longer
evolve according to (1). To accommodate this we reinterpret (1) as describing how the
shear in the layer behaves rather than how the width develops. To do this we introduce
the gradient of the velocity profile, or shear rate, y = (U1 − U2)/δ. Using this new
variable, (1) is rewritten as
U1 + U2
2
dy
dx
= −Sc2y, (2)
where we denote Sc as the spreading coefficient associated with confined shear layers.
We make the key assumption that the evolution of the shear rate continues according
to (2) even when the shear layer is adjacent to the wall. A useful interpretation of this
equation is that, moving along the channel at the average velocity in the shear layer
(U1+U2)/2, the shear rate decays at a rate proportional to the square of itself. Equation
(2) can also be derived from an entrainment argument, as described in Appendix A.
The parameter Sc, like S, must be determined from experiments.
For the case of a confined flow we combine this description of the shear layer with
conservation equations to describe the plug-like flows on either side, whose speeds
U1 and U2 now vary with x. Such equations are not necessary for a free shear layer
when U1 and U2 are constant. We consider flow in a channel 0 < y < h(x), as shown
schematically in Figure 1. Coflowing streams mix inside the channel. The velocity
profile is approximated as
u =

U2 : 0 < y < h2,
U2 + y (y − h2) : h2 < y < h− h1,
U1 : h− h1 < y < h,
(3)
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where h1(x) and h2(x) vary with distance along the channel. The width of the shear
layer is δ = h−h1−h2 and is related to the shear rate y by definition δ = (U1−U2)/y.
In this model we do not resolve the boundary layers at the wall, but instead we pa-
rameterise their effect using a friction factor (discussed later). A more complex model
could include boundary layer growth, but we find that this approach compares well
with experiments and CFD, and is attractive for its simplicity. Additionally, assuming
that the channel is much longer than it is wide, from boundary layer theory [1], the
pressure is approximately uniform across the channel width and p = p(x). By invok-
ing conservation of mass and momentum, we can now predict how U1, U2, h1, h2 and
p evolve. Averaged across the channel, the mass and momentum equations are∫ h
0
ρu dy = Q, (4)
d
dx
(∫ h
0
ρu2 dy
)
+ h
dp
dx
= τw0 + τwh , (5)
where ρ is the density and Q is the constant mass flux. τw0 and τwh are the wall
stresses associated with walls at y = 0 and y = h, respectively. We parameterise the
wall stress terms with a friction factor f such that τwh = −18fρU21 and τw0 = −18fρU22 .
To estimate f we use the empirical Blasius relationship [29,30] for flow in smooth pipes
f = 0.316/Re1/4. Although this expression was derived for fully-developed pipe flow,
we use it here for partially developed flows throughout the geometries we consider
because we find good comparison with CFD and experiments. Further discussion of
other approaches to estimate f is addressed later.
We assume that the main contributions to energy dissipation come from the wall
drag and turbulent fluctuations in the shear layer. We ignore the energy dissipation
in the unmixed plug flow regions since it is small by comparison [1]. Thus, in the
plug regions we assume Bernoulli’s equation [31] holds along streamlines, ignoring
transverse velocity components since they are small, such that
p+
1
2
ρU2i =
1
2
ρUi(0)
2 i = 1, 2, (6)
where we take p(0) = 0 as the reference pressure. Now, for a given channel shape
h(x), and inlet conditions U1(0), U2(0), h1(0) and h2(0), we can solve the system of
differential algebraic equations (2)-(6) to find u(x, y) and p(x).
3. Comparison with k- model and experiments
First, we compare our model to a steady k- turbulence model [32] using the open-
source software package OpenFoam [33]. We choose a straight two-dimensional geom-
etry of width h = 1 m and length 30 m. The two-dimensional geometry has a mesh
of 20000 elements, with 100 elements in the y direction and 200 in the x direction.
Many other grid resolutions have been tested, and we find that solution for this grid
resolution is well within the convergence regime. We choose an inlet flow profile with
h1(0) = h2(0), δ(0) = 0 and U2(0)/U1(0) = 0.5, where the speed of the faster plug
region is U1(0) = 1 m/s. Inlet conditions for the turbulence variables k and  are given
by the free-stream boundary conditions [1] k = I2× 3/2 (u2 + v2) and  = 0.09k3/2/`,
with turbulence intensity I = 10% (motivated by PIV calculations, which are dis-
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Figure 2. Comparison of the simplified model and the k- model for asymmetric shear flow in a straight
channel, where flow is from left to right. (a, b) Time-averaged velocity in the x direction, u, where in the case of
the simplified model, (a), we also overlay dashed lines indicating the width of the shear layer. (c, d) Comparison
of time-averaged velocity and pressure profiles calculated using the k- model, in red, and the simplified model,
in black (the simple model does not resolve the velocity profile in the wall boundary layers).
cussed later) and mixing length ` = 0.1h. If we use the channel width h as a typical
length scale, the faster plug region inlet speed U1(0) as a typical speed and choose
the viscosity of water ν = 10−6 m2/s, then the Reynolds number is Re = 106. For
comparison with the simple mathematical model, we use the Blasius relationship to
estimate the friction factor, giving a value of f = 0.01. For the spreading parameter
Sc, we find that Sc = 0.18 fits best with the CFD calculations, which is larger than S
for free shear layers (S = 0.06−0.11) [28]. However, we find that this is consistent with
later PIV experiments in two different three-dimensional geometries and at a different
Reynolds number.
In Figure 2 we display colour plots of the streamwise velocity u generated with
both the simple model and the k- model. We also compare velocity profiles at equally
spaced locations in the channel and the pressure profile, averaged across the width
of the channel. We see that the shear layer grows across the channel, causing a rise
in pressure due to the diffusion of momentum. In our model, the growth of the shear
layer is controlled by Sc and the pressure is controlled by both f and Sc. There is
a strong correlation for both velocity and pressure (with an average error of ∼ 5%).
Near the wall the velocity comparison is less accurate due to the fact that the model
does not explicitly resolve the development of boundary layers. However, it is apparent
that the friction factor accurately represents the effect of the boundary layers on the
pressure (wall drag) since there is a close comparison in Figure 2 (d). We have also
made comparisons with other CFD models on the same geometry, such as the k-
ω Shear Stress Transport model (SST) [34], and the results are similar. The close
agreement between these CFD models is probably due to the fact that there are no
strong adverse pressure gradients in the examples we study. Furthermore, we have
investigated longer channels and find that the simple model continues to show good
comparison, eventually recovering a fully developed profile, though we do not display
these results here.
Next we validate our model by comparison with Particle Image Velocimetry (PIV)
experiments. In the experiments, water flows through an acrylic closed channel of
rectangular cross-section at constant flow rate (see Figure 3). At the channel inlet,
three inflows merge to generate shear layers: two fast, outer flows, and a slow (partially-
blocked) inner flow along the channel centre. We use two different configurations. In the
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Figure 3. Experimental setup, showing the configuration for a widening rectangular channel. A recirculating
pump provides a constant flow rate.
first, the walls of the channel are straight so that there is no flow dilation. In the second,
the walls of the channel widen at an angle of 5◦. The channel dimensions are 25 cm×
7.5 cm× 2 cm. If we take a typical length scale as the hydraulic diameter 2×width×
depth/(width + depth) = 3.2 cm, and a typical velocity scale as the average speed of
the fast outer flow measured by PIV (50 cm/s), then the Reynolds number is Re ≈ 104.
At the inlet the flow is observed to be turbulent, indicated by significant turbulent
fluctuations (see Figure 5) and a turbulent intensity of I =
√
2/3k/ (u2 + v2) ≈ 10%
[1], as measured by PIV. Another possible method to measure I is by using hot-wire
anemometry, though this was not investigated for this particular study.
We perform PIV by adding a dilute suspension of neutrally-buoyant, pliolite, tracer
particles to the flow [35,36], and shining a pulsed Nd:YAG laser sheet through the
channel side wall at its halfway height. A synchronised high-speed camera takes images
at 1 ms intervals controlled with the TSI Insight 4G computer package [37]. Matlab’s
package PIVlab [38,39] then allows us to extract time-averaged properties of the flow
such as the streamwise and transverse velocities (u, v) (see video in Supplementary
Materials) and the turbulent kinetic energy k [1,28]. Simultaneously we measure time-
averaged pressures along the channel using regularly-spaced, open-tube-manometer
pressure tappings.
The experimental results are shown in Figure 4 (c, f) for nominally the same inflow
velocities in both straight and widening channels. We plot colour maps of the local,
time-averaged flow speed u. These clearly show the flow mixing and, in the second
case, the overall flow deceleration in the widening channel. In the straight channel case,
mixing occurs over the whole channel length, with the faster streams slowing down
and the slower stream speeding up. In the case of the widening channel, the expansion
causes the flows to slow down at different rates, accentuating the non-uniform flow
profile. At x = 25 cm the slower central stream almost stops entirely. The location
of the shear layer is more clearly shown by the plots of turbulent kinetic energy in
Figure 5 (c, f) where we see the expansion of the layer, as well as some evidence of
wall friction at the channel’s side walls.
As before, CFD modelling is performed with a steady k- turbulence model [32]
on the same three-dimensional geometry as the experiment. Inlet conditions were
modeled slightly further upstream at x = −10 cm, corresponding to the three inflows
in the experiment (see Figure 3), with plug flow profiles for each of the three inflows
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(a) k- model (d)
(b) Simple model (e)
(c) Experimental data
Straight Channel
(f)
Widening Channel
Figure 4. Comparison of k- model, simple model and experimental data for straight channel (a, b, c), and
widening channel (d, e, f). Flow is from left to right and is symmetric about the channel centreline so we only
show half of the channel. Colour plots show time-averaged velocity in the x direction, u. In the case of the
simplified model, we also overlay dashed lines representing the width of the shear layer.
such that the mass flux is consistent with PIV measurements. The three-dimensional
geometry has a mesh of 65000 elements, with 100 elements in the x direction, 65 in the
y direction and 10 in the z direction. As before, we have tested for convergence and
we find that this grid resolution is well within the convergence regime. Inlet conditions
for the turbulence variables k and  are given by the free-stream boundary conditions,
as before, with turbulence intensity I = 10% and mixing length ` = 1 cm (same order
of magnitude of the width of each of the inlet flows).
For comparison with the simple mathematical model, we used the PIV-measured
speeds of the streams at the inlet x = 0 as initial conditions for U1 and U2. Since
the channel is symmetric, we only consider half of the channel in our simplified model
0 ≤ y ≤ h. The governing equations of the model (2) - (5) apply in the half-channel,
except with modified stress terms in Equation (5). Due to symmetry, there is zero
stress at y = 0, such that τw0 = 0. Furthermore, in addition to drag from the side
walls, we account for wall drag on the lid and base of the channel by adding an extra
stress term to (5) of the form
τwd =
2
d
∫ h
0
−1
8
fρu2 dy, (7)
where d is the depth of the channel in the third dimension (see Figure 3). The drag
from the top and bottom walls also requires a modification of Bernoulli’s equations
(6) that apply in the two plug regions, which now become
d
dx
(
p+
1
2
ρU2i
)
= −2
d
(
1
8
fρU2i
)
, i = 1, 2. (8)
In Appendix B, we show how (5), (7) and (8) can be derived from the turbulent
boundary layer equations. We use the Blasius relationship to estimate the friction fac-
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(a) (d)
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Straight Channel
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Figure 5. Comparison of k-, simple model and experimental data, continued from Figure 4. In (a, d) stream-
wise pressure profiles are shown, with blue data points representing experimental data and red and black lines
representing calculations from the k- model and the simplified model, respectively. Error margins correspond
to an accuracy of 0.5 mm in human eye measurements. In (b, c, e, f) time-averaged turbulent kinetic energy k
is shown, calculated using the k- model and PIV measurements.
tor, giving a value of f = 0.03. We find that the value of the spreading parameter
Sc that fits best with our data is Sc = 0.18, which is identical to the two-dimensional
case, indicating that the model is consistent. The simple model, k- model and exper-
iments show good agreement. For example, the streamwise velocities u are compared
in Figure 4. Figure 5 also shows a comparison of the pressure change (relative to the
inlet pressure) along the channel centreline. Dominant features of the flow, such as
maximum and minimum velocities and pressure variation, are captured accurately by
the simple model and in some cases more accurately than the k- model. For example,
the k- model over-predicts the maximum velocity in both the straight and widening
channel cases.
After comparison with both CFD and experimental data in several geometries and
at two different Reynolds numbers, we have shown that the simple model presented
here is robust and has strong capabilities in predicting the dominant features of the
flow and pressure. It can therefore serve as a useful, low-computational-cost tool in
modelling and optimising processes that involve confined shear layers, such as diffusers
and nozzles. Furthermore, although we do not discuss it here, the model can easily
be extended to axisymmetric flows by following the derivation in Appendix B except
with the cylindrical polar form of the turbulent boundary layer equations.
4. Diffuser shape optimisation
As an application of the simplified model, we study the optimal design of a two-
dimensional diffuser with a non-uniform inlet flow profile. We restrict our attention to
a particular class of shapes that are characterised by three linear sections: a straight
section for 0 ≤ x ≤ x1, followed by a widening section of constant opening angle for
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(a)
Simple model
(b)
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(c)
Figure 6. Optimum design of a diffuser with a non-uniform inlet flow profile. The diffuser, composed of two
straight sections and widening section, is 20 half-widths long L/h(0) = 20, and has area ratio h(L)/h(0) = 1.5.
The two parameters x1 and x2 define the split between straight and widening sections. In (a, b) contour plots
of the pressure recovery coefficient (9) are computed using the simplified model and the k- model, respectively,
using the same colour scale. The optimum point for (a) is x1/h(0) = 9.2 and x2/h(0) = 16.2, giving Cp = 0.528,
compared to (b), which has x1/h(0) = 9 and x2/h(0) = 17, giving Cp = 0.537.
x1 < x ≤ x2, followed by another straight section for x2 < x ≤ L, where L is the
total length of the profile (see Figure 6). This class of diffuser shapes is both realistic
and has the advantage that it can be defined by a very small number of parameters.
We measure diffuser performance by its mass-averaged pressure recovery coefficient –
a measure of the pressure gained in the diffuser, relative to the kinetic energy flux at
the inlet [40],
Cp =
∫ h
0 up dy|x=L −
∫ h
0 up dy|x=0∫ h
0
1
2ρu
3 dy|x=0
. (9)
Note that Cp ∈ [−∞, 1], with Cp = 1 when all the dynamic pressure of the inlet flow
is converted into static pressure. For a fixed finite area ratio h(L)/h(0) and inlet flow
profile, there is a maximum possible pressure recovery which is less than 1 [41]. In
the case of uniform inviscid flow this ideal limit is Cpi = 1 − (h(0)/h(L))2 but for
non-uniform flow, it is not known what the corresponding limit is [41].
For the purpose of this optimisation, we consider a two-dimensional symmetric
diffuser which is 20 half-widths long L/h(0) = 20 and has area ratio h(L)/h(0) =
1.5. The inlet profile is taken to be symmetric, as in the experiments, except with
U2(0)/U1(0) = 0.4 and h2(0) = h1(0). This setup is motivated by a hydropower
application in which the central slower stream emerges from a turbine. In Figure 6 we
show a contour plot of Cp over all the possible diffuser shapes considered, calculated
using both the simplified model and the k- model. In our simple model, we use the
same value of the spreading parameter Sc = 0.18 and the friction factor f = 0.01, as in
Figure 2. We restrict the parameter space such that the opening angle of the widening
section is less than 7◦. This is because separation starts to occur for angles larger than
around this value [41] and the simple model is incapable of accounting for separation
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effects. According to the simplified model, there is an optimum at x1/h(0) = 9.2 and
x2/h(0) = 16.2, giving an optimal pressure recovery of Cp = 0.528. Note that this
is 95% of the ideal inviscid value for uniform flow Cpi = 0.556. According to the k-
model, the optimum is almost identical, with x1/h(0) = 9 and x2/h(0) = 17, and an
optimal pressure recovery of Cp = 0.537. The optimum is striking a balance between
not widening too soon, which would exacerbate the non-uniform flow, and not staying
narrow for too long, which would increase wall friction losses.
5. Summary and concluding remarks
We have developed a simple model for turbulent shear layers in confined geometries
that shows good agreement with PIV experiments and CFD for a variety of channel
shapes and at two different Reynolds numbers. The model depends on two parameters,
the friction factor f , which we find is well estimated by the Blasius relationship [29],
and the spreading parameter Sc which is fitted to the CFD and experimental data,
giving a consistent value of Sc = 0.18. It is possible that the value of Sc is not universal
for all geometries and Reynolds numbers. However, although we do not display the
results here, we have compared our simple model to calculations from a k- model
and a k-ω SST [34] model, in a variety of other geometries and at Reynolds numbers
between Re = 104 and Re = 106, and we find that Sc = 0.18 is consistent.
We have also tried allowing f to vary with x, as the average velocity (and hence
the Reynolds number Re) in the channel changes, but we find that this makes little
difference to the results. This can be explained by the fact that f depends weakly
on Re [29]. Furthermore, in the expanding geometry (Figure 4 (d, e, f)) the hydro-
dynamic diameter increases whilst the average velocity decreases, such that Re stays
approximately constant.
The model’s simplicity makes it ideal for simulation and design purposes for a range
of problems from diffuser design to urban and geophysical flows. In particular, given
its low computational cost, it can be used to perform shape optimisation to maximise
pressure recovery for a given inlet flow profile.
For future work, we aim to extend the model to account for boundary layer develop-
ment. In this case, the model for the boundary layers would replace the friction factor
in calculating the wall stress. However, we have seen that the friction factor and the
Blasius relationship perform well in a variety of flow situations.
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Appendix A.
In Section 2 we motivate Equation (2) by analogy with free shear layers. Here we give
an alternative derivation based upon an entrainment assumption.
Consider the two dimensional velocity profile given by Equation (3). We hypothesise
that the shear layer entrains fluid from each of the plug regions. Similarly to a Morton-
Taylor-Turner jet [42], we assume that the rate of entrainment is proportional to the
difference in speeds between the two plug regions E = 1/2Sc(U1−U2), where Sc is an
entrainment constant. Thus, the conservation of mass equations for each of the plug
regions and the shear layer, are
d
dx
(U1h1) = −1
2
Sc(U1 − U2), (A1)
d
dx
(U2h2) = −1
2
Sc(U1 − U2), (A2)
d
dx
(
1
2
(U1 + U2) δ
)
= Sc(U1 − U2). (A3)
In the case of a free shear layer, where U1 and U2 are constant, Equation (A3) is
equivalent to Equation (1). This is expected because Equation (1) comes directly from
the theory of free shear layers [1]. Using the definition of the shear rate within the
shear layer, y = (U1 − U2)/δ, and Equation (A3), we find that
U1 + U2
2
dy
dx
= −Sc2y +
1
δ
(
U1
dU1
dx
− U2dU2
dx
)
. (A4)
If we assume that Bernoulli’s equation (6) holds in each plug region then we have
d
dx
(
1
2
U21 −
1
2
U22
)
= 0, (A5)
so (A4) becomes
U1 + U2
2
dy
dx
= −Sc2y, (A6)
which is the shear layer Equation (2).
Appendix B.
Consider incompressible flow in a three dimensional channel defined by 0 ≤ x ≤ L, 0 ≤
y ≤ h(x), 0 ≤ z ≤ d, where h  L and d  L. Because the domain is long and thin,
the boundary layer approximation to the Navier-Stokes equations is appropriate for
modelling the flow in the whole domain [1]. The three-dimensional turbulent boundary
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layer equations for the time-averaged velocities (u, v, w) and pressure p are
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0, (B1)
u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+
∂
∂y
(
(ν + νt)
∂u
∂y
)
+
∂
∂z
(
(ν + νt)
∂u
∂z
)
, (B2)
0 = −∂p
∂y
, (B3)
0 = −∂p
∂z
, (B4)
where ρ is the density, ν is the viscosity and νt is the eddy viscosity. Firstly note that
because of (B3) and (B4) the pressure varies in the x direction alone p = p(x). We
impose the no-slip condition on the walls at z = 0, d and y = 0, h(x), such that
u = v = w = 0, on y = 0, h(x), (B5)
u = v = w = 0, on z = 0, d. (B6)
Now we integrate equations (B1) and (B2) across the channel in the y and z directions,
using boundary conditions (B5) - (B6), to give
d
dx
(∫ d
0
∫ h(x)
0
ρu dy dz
)
= 0, (B7)
d
dx
(∫ d
0
∫ h(x)
0
ρu2 dy dz
)
= −dh(x)dp
dx
+ d (τw0 + τwh) + h (τwt + τwb) , (B8)
where the wall stress terms are
τw0 =
1
d
∫ d
0
[
ρ (ν + νt)
∂u
∂y
]
y=0
dz, (B9)
τwh =
1
d
∫ d
0
[
ρ (ν + νt)
∂u
∂y
]
y=h
dz, (B10)
τwt =
1
h
∫ h
0
[
ρ (ν + νt)
∂u
∂z
]
z=d
dy, (B11)
τwb =
1
h
∫ h
0
[
ρ (ν + νt)
∂u
∂z
]
z=0
dy. (B12)
We now approximate the solutions to these equations by decomposing the flow into
an ‘outer flow’, comprising two plugs and a shear layer, as described in the main text,
and narrow boundary layers adjacent to the walls that allow the no-slip conditions to
be satisfied. The latter are not resolved explicitly but their effect is parameterised by
writing the wall stress terms (B9) - (B12) in terms of the outer velocity near the wall
and a friction factor. Thus, the bulk of the flow profile is taken to be that given by
12
(3). The wall stress terms on the right hand side of (B8) are replaced with
d (τw0 + τwh) + h (τwt + τwb) = −
1
8
dfρ
(
U21 + U
2
2
)
+ 2
∫ h
0
−1
8
fρu2 dy, (B13)
where f is an empirical friction factor. With these approximations, equations (B7) and
(B8) rearrange to give
d
dx
(∫ h(x)
0
ρu dy
)
= 0, (B14)
d
dx
(∫ h(x)
0
ρu2 dy
)
+ h(x)
dp
dx
= −1
8
fρ
(
U21 + U
2
2
)
+
2
d
∫ h
0
−1
8
fρu2 dy. (B15)
Equations (B13) - (B15) are identical to equations (4), (5) and (7). It should be noted
that if we remove the z dimension (let d→∞), the final term in (B15) vanishes and
we are left with the two-dimensional form of the equations, as expected.
To derive Equation (8) for the plug regions, we integrate (B2) over the depth of the
channel, still assuming that it is approximately independent of both y and z in these
regions, except in narrow boundary layers near the top and bottom. The result is
d
dx
(
p+
1
2
ρU2i
)
=
1
d
[
ρ (ν + νt)
∂u
∂z
]d
0
= −2
d
(
1
8
fρU2i
)
, for i = 1, 2, (B16)
where we have made use of the same friction factor parameterisation of the wall stress
as above.
References
[1] Schlichting H, Gersten K, Krause E, et al. Boundary-layer theory. Vol. 7. Springer; 1960.
[2] Jime´nez J. Turbulence and vortex dynamics. Notes for the Polytecnique course on turbu-
lence. 2004;.
[3] Griffith M, Thompson M, Leweke T, et al. Wake behaviour and instability of flow through
a partially blocked channel. J Fluid Mech. 2007;582:319–340.
[4] Bailey PR, Abba´ A, Tordella D. Pressure and kinetic energy transport across the cavity
mouth in resonating cavities. Phys Rev E. 2013;87(1):013013.
[5] Suresha S, Sujith RI, Emerson B, et al. Nonlinear dynamics and intermittency in a tur-
bulent reacting wake with density ratio as bifurcation parameter. Phys Rev E. 2016 Oct;
94:042206.
[6] Sau A, Hwang RR, Sheu TWH, et al. Interaction of trailing vortices in the wake of a
wall-mounted rectangular cylinder. Phys Rev E. 2003 Nov;68:056303.
[7] Alam MM, Meyer JP. Two interacting cylinders in cross flow. Phys Rev E. 2011 Nov;
84:056304.
[8] Michelsen B, Strobl S, Parteli EJ, et al. Two-dimensional airflow modeling underpredicts
the wind velocity over dunes. Nature Scientific Reports. 2015;5.
[9] Venditti JG, Rennie CD, Bomhof J, et al. Flow in bedrock canyons. Nature. 2014;
513(7519):534–537.
[10] Anderson W, Chamecki M. Numerical study of turbulent flow over complex aeolian dune
fields: The white sands national monument. Phys Rev E. 2014;89(1):013005.
13
[11] Simone S, Montomoli F, Martelli F, et al. Analysis on the effect of a nonuniform inlet
profile on heat transfer and fluid flow in turbine stages. Journal of Turbomachinery. 2012;
134(1):011012.
[12] Chamorro L, Hill C, Morton S, et al. On the interaction between a turbulent open channel
flow and an axial-flow turbine. J Fluid Mech. 2013;716:658–670.
[13] Kang S, Yang X, Sotiropoulos F. On the onset of wake meandering for an axial flow
turbine in a turbulent open channel flow. J Fluid Mech. 2014;744:376–403.
[14] Lo KP, Elkins CJ, Eaton JK. Separation control in a conical diffuser with an annular
inlet: center body wake separation. Experiments in Fluids. 2012;53(5):1317–1326.
[15] Zhang J, Jackson TL, Buckmaster J, et al. Erosion in solid-propellant rocket motor noz-
zles with unsteady nonuniform inlet conditions. Journal of Propulsion and Power. 2011;
27(3):642–649.
[16] Shah A, Chughtai IR, Inayat MH. Experimental study of the characteristics of steam jet
pump and effect of mixing section length on direct-contact condensation. Int J Heat Mass
Transfer. 2013;58(1):62–69.
[17] Brown G, Roshko A. Turbulent shear layers and wakes. Journal of Turbulence. 2012;
(13):N51.
[18] Huerre P, Batchelor G, Moffatt H, et al. Open shear flow instabilities. Perspectives in
Fluid Dynamics. 2000;:159–229.
[19] Gathmann R, Si-Ameur M, Mathey F. Numerical simulations of three-dimensional natural
transition in the compressible confined shear layer. Physics of Fluids A: Fluid Dynamics.
1993;5(11):2946–2968.
[20] Robinet J, Dussauge J, Casalis G. Wall effect on the convective–absolute boundary
for the compressible shear layer. Theoretical and Computational Fluid Dynamics. 2001;
15(3):143–163.
[21] Tam CK, Hu FQ. The instability and acoustic wave modes of supersonic mixing layers
inside a rectangular channel. J Fluid Mech. 1989;203:51–76.
[22] Lavalle G, Vila JP, Lucquiaud M, et al. Ultraefficient reduced model for countercurrent
two-layer flows. Phys Rev Fluids. 2017;2(1):014001.
[23] Bradshaw P, Wong F. The reattachment and relaxation of a turbulent shear layer. J Fluid
Mech. 1972;52(01):113–135.
[24] Castro I, Haque A. The structure of a turbulent shear layer bounding a separation region.
J Fluid Mech. 1987;179:439–468.
[25] Alvi F, Strykowski P, Krothapalli A, et al. Vectoring thrust in multiaxes using confined
shear layers. Journal of Fluids Engineering. 2000;122(1):3–13.
[26] Lander DC, Letchford CW, Amitay M, et al. Influence of the bluff body shear layers on
the wake of a square prism in a turbulent flow. Phys Rev Fluids. 2016 Aug;1:044406.
[27] Chu V, Babarutsi S. Confinement and bed-friction effects in shallow turbulent mixing
layers. Journal of Hydraulic Engineering. 1988;114(10):1257–1274.
[28] Pope SB. Turbulent flows. Cambridge University Press; 2000.
[29] Blasius H. Das a¨hnlichkeitsgesetz bei reibungsvorga¨ngen in flu¨ssigkeiten. In: Mitteilungen
u¨ber forschungsarbeiten auf dem gebiete des ingenieurwesens. Springer; 1913. p. 1–41.
[30] McKeon B, Zagarola M, Smits A. A new friction factor relationship for fully developed
pipe flow. J Fluid Mech. 2005;538:429.
[31] Batchelor GK. An introduction to fluid dynamics. Cambridge University Press; 2000.
[32] Launder BE, Spalding DB. The numerical computation of turbulent flows. Computer
Methods in Applied Mechanics and Engineering. 1974;3(2):269–289.
[33] Weller HG, Tabor G, Jasak H, et al. A tensorial approach to computational continuum
mechanics using object-oriented techniques. Computers in Physics. 1998;12(6):620–631.
[34] Menter F. Two-equation eddy-viscosity turbulence models for engineering applications.
AIAA journal. 1994;32(8):1598–1605.
[35] Sveen J, Dalziel S. A dynamic masking technique for combined measurements of piv and
synthetic schlieren applied to internal gravity waves. Measurement Science and Technol-
ogy. 2005;16(10):1954.
14
[36] Dalziel SB, Carr M, Sveen JK, et al. Simultaneous synthetic schlieren and piv measure-
ments for internal solitary waves. Measurement Science and Technology. 2007;18(3):533.
[37] TSI. Tsi precision measurement instrumentation. Inc, 500 Cardigan Road, Shoreview,
MN. 2017;.
[38] Matlab. Matlab user’s guide. Inc, Natick, MA. 1998;.
[39] Thielicke W, Stamhuis E. Pivlab–towards user-friendly, affordable and accurate digital
particle image velocimetry in matlab. Journal of Open Research Software. 2014;2(1).
[40] Filipenco V, Deniz S, Johnston J, et al. Effects of inlet flow field conditions on the perfor-
mance of centrifugal compressor diffusers: Part idiscrete-passage diffuser. ASME J Tur-
bomach. 1998;122:1–10.
[41] Blevins RD. Applied fluid dynamics handbook. New York, Van Nostrand Reinhold Co,
1984, 568 p. 1984;1.
[42] Morton BR, Taylor GI, Turner JS. Turbulent gravitational convection from maintained
and instantaneous sources. In: Proceedings of the Royal Society of London A: Mathemat-
ical, Physical and Engineering Sciences; Vol. 234; The Royal Society; 1956. p. 1–23.
15
