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Abstract
Background: Inversion polymorphisms constitute an evolutionary puzzle: they should increase embryo mortality
in heterokaryotypic individuals but still they are widespread in some taxa. Some insect species have evolved
mechanisms to reduce the cost of embryo mortality but humans have not. In birds, a detailed analysis is missing
although intraspecific inversion polymorphisms are regarded as common. In Australian zebra finches (Taeniopygia
guttata), two polymorphic inversions are known cytogenetically and we set out to detect these two and potentially
additional inversions using genomic tools and study their effects on embryo mortality and other fitness-related and
morphological traits.
Results: Using whole-genome SNP data, we screened 948 wild zebra finches for polymorphic inversions and
describe four large (12–63 Mb) intraspecific inversion polymorphisms with allele frequencies close to 50 %. Using
additional data from 5229 birds and 9764 eggs from wild and three captive zebra finch populations, we show that
only the largest inversions increase embryo mortality in heterokaryotypic males, with surprisingly small effect sizes.
We test for a heterozygote advantage on other fitness components but find no evidence for heterosis for any of
the inversions. Yet, we find strong additive effects on several morphological traits.
Conclusions: The mechanism that has carried the derived inversion haplotypes to such high allele frequencies
remains elusive. It appears that selection has effectively minimized the costs associated with inversions in zebra
finches. The highly skewed distribution of recombination events towards the chromosome ends in zebra finches
and other estrildid species may function to minimize crossovers in the inverted regions.
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Background
Between-individual genetic variation is the substrate for
selection. Genetic polymorphisms range in size from sin-
gle nucleotides (SNPs) to large scale insertions, deletions,
or rearrangements that span several millions of base pairs
[1, 2]. Among these structural variants, inversions play a
prominent role and have long been recognized as drivers
of local adaptation and speciation (reviewed in [3]). Inver-
sions are intrachromosomal structural mutations which
result in the reversal of gene order (and no change in the
genic content of a chromosome) [4].
In heterokaryotypic individuals (those that are heterozy-
gous for an inversion) recombination within the inverted
region is largely suppressed, either because homologous
pairing is partially inhibited or because crossovers give rise
to unbalanced gametes (carrying deletions or duplications)
which will lead to the death of the zygote [1]. These two
processes are not mutually exclusive and their prevalence
depends, amongst others, on the size and location of the
inverted region [5–8]. In particular, a distinction between
those inversions which cover both chromosome arms and
thus include the centromere (pericentric inversions) and
those which are restricted to a single chromosome arm
(paracentric inversions) has often been made [9]. A single
crossover within a pericentric inversion leads to the for-
mation of two chromatids with duplications and deficien-
cies and two normal chromatids, whereas in paracentric
inversions an acentric fragment and a dicentric chromatid
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along with two normal chromatids are formed [9]. In spe-
cies with an ordered (linear) tetrad in the female meiosis
[e.g., Drosophila spp. or maize (Zea mays)] paracentric
inversions often do not cause reduced fertility in females
because the dicentric chromatid is preferentially passed
into the second polar body [6, 9]. On the other hand,
pericentric inversions often lead to decreased fertility in
females [6, 7], which may also explain the preponderance
of polymorphic paracentric over pericentric inversions in
species like Drosophila spp. that lack male recombination
[10]. In contrast, humans and maize recombine in the
male meiosis and heterokaryotypic males for both peri-
centric and paracentric inversions may produce a high
percentage of unbalanced gametes and hence inviable em-
bryos [5, 11–14], with recombination frequency being
highest in the largest inversions (absolute or proportional
to the total chromosome size).
Despite their presumed heterozygous fitness costs,
which would ultimately lead to the loss of the minor allele
from the population, inversion polymorphisms are ubiqui-
tously found within species (reviewed in [3], [15–22]).
Inversion polymorphisms are, therefore, somewhat of
an evolutionary puzzle. In order to increase in allele
frequency, the inverted region should either confer a
fitness advantage to the organism or exhibit segregation
distortion (drift as the sole force is unlikely but may
contribute in small populations [23]). The most prom-
inent feature of an inversion is its ability to suppress
recombination within the inverted region. This may
preserve linkage disequilibrium between beneficial
combinations of alleles, which could lead to the spread
of the inversion (with epistatic fitness interactions [24]
or without epistasis [25, 26]).
Once a beneficial inversion starts to spread in a
population, several mechanisms may prevent it from
going to fixation, thereby maintaining the polymorphic
state at some equilibrium frequency. The frequencies of
most of the known inversion polymorphisms within a
species vary latitudinally [18, 27–30], locally [21], or
seasonally [31], apparently in response to a changing
environment. However, there are also examples of poly-
morphisms within single populations which could be
stabilized via frequency-dependent (disruptive) selec-
tion [17, 32–34], antagonistic pleiotropy [35], mate
choice [36, 37], recessive deleterious mutations cap-
tured by or accumulating on the inverted haplotype
(“associative overdominance” [23, 38]), overdominance
(i.e., the heterokaryotypic individuals have higher fitness
than both homozygotes [38, 39]), or under several scenar-
ios involving segregation distortion [40, 41]. Several of
these scenarios will effectively result in overdominance for
fitness or in fitness being negatively correlated with the
inversion’s frequency; both of which should be possible to
measure empirically.
In birds, intraspecific inversion polymorphisms are
regarded as common [42, 43], yet it is unknown whether
birds have evolved mechanisms to suppress recombin-
ation within inversions to reduce the cost of embryo
mortality. The two best-studied cases are found in ruffs
(Philomachus pugnax) and in white-throated sparrows
(Zonotrichia albicollis). In both species an inversion is
linked to distinct plumage and behavioral phenotypes,
covering around 100 and 1000 genes, respectively. By
(almost) completely suppressing recombination between
arrangements these inversions constitute so-called su-
pergenes [19, 20, 22, 44]. In white-throated sparrows,
the inversion likely became polymorphic through a past
hybridization event [22] and is kept polymorphic by
disassortative mating between birds with the two ar-
rangements (e.g., [22, 37, 44]).
The zebra finch (Taeniopygia guttata) belongs to the
family of grassfinches (Estrildidae), which are rich in
polymorphic inversions [45–47]. Two polymorphic
pericentric inversions have been described cytogeneti-
cally in zebra finches, one on chromosome Tgu5 (the
sixth largest chromosome in the karyotype [45, 48, 49])
and one on the sex chromosome TguZ [50]. The inver-
sion polymorphism on chromosome TguZ is found in
the Australian subspecies (T. guttata castanotis) and,
with a different allele frequency, in the subspecies from
Timor (T. guttata guttata) [50].
Here we report on a genome-wide scan for inversion
polymorphisms in a wild population of 948 zebra finches
from Australia. Due to their nomadic behavior, Australian
zebra finches appear to form one very large panmictic
population [51, 52], such that the sampled birds are con-
sidered representative for the entire Australian subspecies.
Using 4553 SNPs, we searched for unusual patterns of
long-range linkage disequilibrium and identified four large
linkage blocks (two of which are the known inversion
polymorphisms on chromosomes Tgu5 and TguZ). We
then inferred the inversion genotypes for every individual
by principle component analysis, selected unique tagging
SNPs, and genotyped an additional set of 5229 birds from
four different captive populations of Australian zebra
finches. We used these data to study the phenotypic and
fitness consequences of the four inversion polymorphisms.
Our aim was to address three main issues. (1) Heterokar-
yotypic individuals should exhibit increased embryo
mortality rates if they are unable to completely suppress
recombination within the inverted region or to remove
the unbalanced meiotic products. We test this prediction
by analyzing the occurrence of natural embryonic deaths
in 9764 developing eggs. (2) Heterosis and frequen
cy-dependent selection could balance inversion polymor-
phisms; we test both selective forces by correlating
inversion genotypes with several fitness parameters (viabil-
ity, fecundity, siring success, and number of independent
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offspring). (3) Effect sizes of associations between inversion
genotypes and polygenic traits are expected to be higher
than those using single SNPs in collinear parts of the
genome because multiple causal variants will be linked
together by the inversion. Thus, inversions offer an oppor-
tunity to study the relative importance of additive versus
dominance effects in a defined genomic region. We use
the inversion genotypes as predictors in association studies
with eight morphological traits and compare the contribu-
tion of additive and dominance effects on phenotypic
variation.
Results
Detection and description of inversion polymorphisms in
a wild population
Linkage disequilibrium patterns
In collinear parts of the zebra finch genome, linkage
disequilibrium (LD; measured as r2) >0.1 extends max-
imally for 185 kb in our sample of wild Australian birds
(Knief U, Schielzeth H, Backström N, Hemmrich-Stanisak
G, Wittig M, Franke A, Griffith SC, Ellegren H, Kempe-
naers B, Forstmeier W: Association mapping of morpho-
logical traits in wild and captive zebra finches: reliable
within but not between populations, unpublished) (for a
representative example, see Additional file 1: Figure S1a).
In contrast, four chromosomes (Tgu5, Tgu11, Tgu13, and
TguZ) showed extraordinarily large linkage blocks, span-
ning several megabases (12–63 Mb). They showed the
typical LD structure of an inversion [53–55], with LD be-
ing highest near the presumed inversion breakpoints and
lower in the central parts of the inverted region due to
gene flux by double crossover (Fig. 1a, c, e, g).
For chromosome Tgu5 the LD block reaches from
0.96–16.50 Mb, which is equivalent to 25 % of the as-
sembled chromosome and covers 325 genes. The inver-
sion most likely includes the centromere, which is
located maximally 5.12 Mb from the proximal chromo-
some end (Table 1) [56]. On chromosome Tgu11, the re-
gion of high LD extends from 0.086–12.29 Mb
(equivalent to 57 % of the assembled chromosome, span-
ning 250 genes), covering the most proximal SNP that
had been genotyped. The centromere on chromosome
Tgu11 is located at the distal end of the chromosome at
around 20 Mb [57] and is thus located outside the LD
block (Table 1). On chromosome Tgu13, almost the
complete assembled chromosome is part of one large
LD region (99 %, covering 312 genes), starting from the
second proximal SNP and covering the most distal SNP
being genotyped (0.15–16.91 Mb). The centromere on
chromosome Tgu13 is located at the distal end of the
chromosome [57]. Some parts of the genome assembly
are missing at this position [57, 58], yet crossovers be-
tween the centromere and a marker located within the
LD region occur in heterokaryotypic individuals [57] and
we thus conclude that the LD region does not cover the
centromere (Table 1). Finally, the physically largest LD
block was found on the sex chromosome TguZ, extend-
ing from 5.91–68.83 Mb, which is equivalent to 86 % of
the total chromosome length and covering 619 genes.
The centromere on chromosome TguZ is located at
27.62–28.12 Mb and is thus included in the LD region
(Table 1). Summing up, the inversions on chromosomes
Tgu5 and TguZ are pericentric and the ones on chromo-
somes Tgu11 and Tgu13 are paracentric.
Weaker signals of long-range LD were also found on
chromosomes Tgu26 and Tgu27 (Additional file 1: Figure
S1c, e), covering 2.05 Mb (42 % of the total chromosome
length, covering 57 genes) and 2.74 Mb (59 % of the total
chromosome length, covering 166 genes), respectively. Yet,
LD patterns were not typical for inversions and principal
component analyses (PCAs; see the “Principle component
analyses” section below) did not lead to clear clustering
(Additional file 1: Figure S1d, f). Hence, we presumed that
these are not inversions and did not analyze them further.
We tried to locate the inversion breakpoints with high
resolution using the distance and orientation of paired
reads from pooled sequencing data. However, we were un-
able to map any of the breakpoints, suggesting that they are
located in genomic regions that are missing in the current
genome assembly (for example, in repetitive sequences).
Principle component analyses
The four chromosomes found in the LD scan also showed
inversion-typical patterns in the PCA (Fig. 1b, d, f, h,
principle component loadings: Additional file 1: Figures
S2–S5). The three autosomal inversions had two main
homozygote haplotype clusters (with the heterozygous in-
dividuals in between) and the sex chromosome split into
three main homozygote haplotype clusters (with the het-
erozygous individuals in between). The clusters were well
defined on the autosomes but on chromosome TguZ the
least common haplotype (haplotype C in Fig. 1h) seemed
to allow some recombination with each of the two other
haplotypes, making the clusters more diffuse. However,
both the low average heterozygosity within each cluster of
homozygotes compared to heterozygotes (Table 2) and
median-joining networks (using Network v4.6.1.1 with
standard settings [59]) on phased SNP data at the inver-
sion breakpoint (using Beagle v3.3.2 [60]; Additional file 1:
Figure S6) further support the interpretation that the LD
regions represent inversion polymorphisms. It should also
be noted that chromosomes Tgu5 and TguZ had been pre-
viously found cytogenetically to carry pericentric inver-
sions and the breakpoints match precisely to the LD
region boundaries [45, 48–50].
From the current analyses we do not know with confi-
dence which arrangement is ancestral and we thus name
them according to their allele frequency (A =major





Fig. 1 (See legend on next page.)
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haplotype, B =minor haplotype, C = least common
haplotype on chromosome TguZ; Fig. 1b, d, f, h; Table 2).
The major alleles of all four inversion polymorphisms
showed remarkably similar frequencies ranging between
0.53 and 0.60 (Table 2). On chromosome TguZ, the least
common allele (haplotype C) was rare (frequency 0.074;
Table 2). All inversion polymorphisms were in Hardy–
Weinberg equilibrium (HWE; Table 2) and there was no
LD between them, which means that they segregate in-
dependently (Additional file 2: Table S1).
Pooled heterozygosity and minor allele counts at inversion
breakpoints
We calculated pooled heterozygosity (ZHp) in 50-kb
non-overlapping sliding windows along each chromo-
some (Fig. 2a). Low values of ZHp are indicative of re-
gions with a high degree of fixation, for example, due to
positive selection [61]; high values of ZHp are expected,
for example, in regions of local population structure (like
inversions) or under balancing selection [62]. We found
pronounced peaks in ZHp at the presumed breakpoints of
the inversions on chromosomes Tgu5, Tgu11, and Tgu13,
whereas ZHp dropped to almost genome-wide average
values in the interior of the inversions. Chromosome
Tgu11 had only one such peak, suggesting that the
proximal breakpoint is missing in the current genome
assembly. Diversity (SNPs per site in a 50-kb window;
Additional file 1: Figure S7) was slightly reduced at the
presumed breakpoints of every inversion compared to the
inversion’s interior (mean SNPs per site ± standard devi-
ation at breakpoints versus interior of 0.017 ± 0.005 versus
0.020 ± 0.005 for Tgu5, 0.0057 ± 0.0036 versus 0.018 ±
0.004 for Tgu11, and 0.016 ± 0.006 versus 0.022 ± 0.004 for
Tgu13; 0.021 ± 0.007 collinear autosomal genome-wide
average SNPs per site). On chromosome TguZ, the entire
inversion interior had high ZHp values, which only
dropped to the genome-wide average outside the inverted
region. Further, diversity on TguZ was markedly reduced
all along the inverted region, including the presumed
breakpoints, and increased to the genome-wide average
only outside the inversion (0.0021 ± 0.0015 versus 0.022 ±
0.009, respectively).
The minor allele count frequency (MAC) spectra at
the breakpoint regions for all autosomal inversion poly-
morphisms showed an admixture of the background
MAC spectrum (Fig. 2f ) with a second MAC distribu-
tion whose local maximum matches with remarkable
accuracy the allele frequency of the inversion types in
Table 1 Description of the four large linkage blocks (resulting from inversion polymorphisms) on chromosomes Tgu5, Tgu11, Tgu13,
and TguZ and the two smaller and less certain ones on chromosomes Tgu26 and Tgu27 found in wild Australian zebra finches
Chromosome Inversion type SNP ID Position (bp) Maximal r2 n SNPs
Tgu5 Pericentric WZF00178137 962,370 0.996 152
WZF00169812 16,503,169 0.184
Tgu11 Paracentric WZF00035574 86,193 0.187 38
WZF00031807 12,290,125 0.985
Tgu13 Paracentric WZF00041237 150,262 0.904 163
WZF00041448 16,906,706 0.130
TguZ Pericentric WZF00231767 5,913,912 0.285 383
WZF00239958 68,830,532 0.261
Tgu26 Unknown WZF00114713 657,240 0.101 16
WZF00114507 2,710,851 0.244
Tgu27 Unknown WZF00115125 358,632 0.133 23
WZF00114985 3,097,302 0.553
Inversions on chromosomes Tgu5 and TguZ had been previously found cytogenetically [45, 48, 50]. Centromere positions were taken from Knief and Forstmeier
[57] and Warren et al. [56]. For each chromosome, we list the first and the last SNP (SNP ID is our SNP name) that is in LD with the LD region (defined as
composite LD r2 > 0.1) and we indicate each SNP’s maximal value. n SNPs is the number of SNPs genotyped and contributing to the LD region
(See figure on previous page.)
Fig. 1 Linkage disequilibrium (LD; left panel) and principal component analysis (PCA; right panel) results along chromosomes Tgu5 (a, b), Tgu11 (c, d),
Tgu13 (e, f) and TguZ (g, h). In the right panels, the letters A, B, and C identify the combination of inversion types (alleles) that individuals (n = 948) carry,
with A referring to the most frequent and C to the least frequent allele. Above the LD plots marker positions in Mb are given. PCA included all SNPs
on the respective chromosome. Note that h includes a few (n = 18) females that were called as heterozygous for the inversion. These are carriers of
occasional double crossovers
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Fig. 2 a Pooled heterozygosity (ZHp) in 50-kb windows along each chromosome in the zebra finch genome. b–e For the highlighted areas in a,
which are the presumed inversion breakpoints on the autosomes and the entire inversion interior on the sex chromosome, the minor allele count
frequency (MAC) spectra are shown for chromosome Tgu5 with a local maximum at 0.34–0.36 and a frequency of the minor (B) haplotype in the
sample of 0.35 (b), Tgu11 with a local maximum at 0.48–0.50 and a frequency of minor (B) haplotype in the sample of 0.47 (c), Tgu13 with a local
maximum at 0.48–0.50 and a frequency of minor (B) haplotype in the sample of 0.50 (d), and TguZ with two local maxima at 0.28–0.30 and 0.42–0.44
and a frequency of the B haplotype in the sample of 0.30 and frequency of the major (A) haplotype in the sample of 0.63 (e). f For comparison, the
MAC of all remaining SNPs peaks at an allele frequency of around 0.1 because SNPs with a lower frequency were not unambiguously called
Table 2 Population genetic descriptive statistics of the four inversion polymorphisms in wild Australian zebra finches




Tgu5 AA 0.131 (0.0855, 0.178) 154 192 0.595 X21 = 1.99, P = 0.16
AB 0.689 (0.644, 0.737) 232 204 Heteroz. deficit
BB 0.0523 (0.0263, 0.0855) 82 84 0.405
Tgu11 AA 0.0790 (0.000, 0.158) 124 143 0.526 X21 = 0.40, P = 0.53
AB 0.493 (0.368, 0.605) 245 218 Heteroz. deficit
BB 0.214 (0.105, 0.342) 99 119 0.474
Tgu13 AA 0.180 (0.119, 0.240) 129 128 0.525 X21 = 0.28, P = 0.59
AB 0.469 (0.411, 0.527) 243 238 Heteroz. excess
BB 0.170 (0.117, 0.216) 96 114 0.475
TguZa AA/AW 0.162 (0.103, 0.230) 140 266 0.596 X23 = 4.42, P = 0.22
AB 0.592 (0.521, 0.639) 174 0 Heteroz. excess
BB/BW 0.0657 (0.0395, 0.0953) 36 155 0.33
AC 0.555 (0.496, 0.596) 38 0
BC 0.294 (0.265, 0.332) 19 0
CC/CW 0.108 (0.0868, 0.143) 4 29 0.074
Untyped 57 30
Heterozygosity is the average heterozygosity (across all 152 + 38 + 163 + 383 genotyped SNPs within the inversions) of all individuals within the respective principal
component analysis score cluster. Hardy–Weinberg equilibrium (HWE) was tested using a chi-square test with the indicated degrees of freedom
aHeterozygosity data taken from males only
CI confidence interval
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those 100 individuals that had been used for the pooled
population sequencing (Fig. 2b–e).
Association analyses and fitness consequences in captive
and wild populations
Associations with embryo mortality
For each of the inversion polymorphisms, we tested
whether heterokaryotypic individuals had higher embryo
mortality rates than homozygotes using data from three
captive populations of zebra finches. We fitted generalized
linear mixed-effects models using embryo mortality as a bi-
nomial response variable (0 = embryo survived until hatch,
1 = embryo died naturally; overall proportion of dead
embryos, x ¼ 27:4 %; n ¼ 9764 fertile eggs; for the
“Seewiesen” population x ¼ 31:5 %; n ¼ 6334 eggs; for
the “Bielefeld” population x ¼ 22:9 %; n ¼ 1170 eggs;
for the “Cracow” population x ¼ 18:4 %; n ¼ 2260 eggs;
Table 3) and the inversion genotypes of both parents as
two predictors, coded as 1 = heterozygous and 0 =
homozygous.
Neither the mother’s nor the father’s inversion genotype
had an effect on embryo mortality that survived strict
Bonferroni correction (Fig. 3; Additional file 1: Figure S8).
Notably, the two inversions which cover almost entire
chromosomes (Tgu13 and TguZ) had a weak effect in the
expected direction in heterokaryotypic males (meta-ana-
lytic odds ratio (OR) [95 % confidence interval] = 1.17
[1.01–1.36] for Tgu13, P= 0.040, and OR= 1.16 [0.99–1.36],
P = 0.065 for TguZ).
Associations with fitness parameters
We fitted generalized linear mixed-effects models using
measures of four fitness components as response vari-
ables and the inversion genotype simultaneously as an
additive (−1 = homozygous for the minor allele, 0 = het-
erozygous, 1 = homozygous for the major allele, using one
degree of freedom) and a dominance (0 = homozygous,
1 = heterozygous) predictor in the three captive popula-
tions (“Seewiesen”, “Bielefeld”, and “Cracow”). For females
we included fecundity (number of eggs laid) and repro-
ductive success (number of chicks that survived until an
age of 35 days). For males we used siring success (total
number of eggs sired in communal aviaries) and repro-
ductive success (total number of chicks sired that survived
until an age of 35 days). Sample sizes are given in Table 3.
Neither in females nor in males did any of the inver-
sion polymorphisms exhibit additive or non-additive
fitness effects (Fig. 4; Additional file 1: Figure S9).
Frequency-dependent selection
Within the aviary setting we tested whether negative
frequency-dependent selection was balancing the inver-
sion polymorphisms (see “Methods”). For this analysis we
used two captive populations (“Seewiesen” and “Bielefeld”)
and tested whether there was a negative relationship be-
tween inversion frequency and fitness. None of the inver-
sion polymorphisms was subject to significant negative
frequency-dependent selection. However, the three stron-
gest effects of inversion frequency on fitness parameters
were in the expected direction (chromosome Tgu5 fre-
quency on male reproductive success [nominal P = 0.077]
and chromosome Tgu11 frequency on female fecundity
[nominal P = 0.12] and female reproductive success [nom-
inal P = 0.21]; Additional file 1: Figure S10).
Segregation distortion
Within three captive populations (“Seewiesen”, “Bielefeld”,
and “Cracow”) we tested whether the four inversion poly-
morphisms were transmitted to the next generation in a fair
Mendelian way. None of them showed signs of segregation
distortion (Additional file 2: Table S2).
Associations with phenotypes
To test whether inversion genotypes had an effect on
morphological traits we fitted generalized linear mixed-
effects models using eight different Z-transformed phe-
notypes as response variables (body mass, tarsus length,
wing length, beak length, beak depth, beak width, digit
ratio, and visible fat deposition scores) and the inver-
sion genotype simultaneously as an additive and a
dominance predictor (see above section "Associations
with fitness parameters"). For these analyses we used
data from three captive zebra finch populations
(“Seewiesen”, n = 3233 individuals; “Bielefeld”, n = 1096
Fig. 3 Relationship between the size of an inversion (as percentage
of the total chromosome size) and its effect on embryo mortality
(meta-analytic summary of dominance effects across three captive
populations (“Seewiesen”, “Bielefeld”, and “Cracow”). Shown are the
odds ratios ± 1 standard error. An odds ratio >1 indicates an
increased rate of embryo mortality in offspring produced by females
or males that are heterozygous for one of the four inversions on
chromosomes Tgu5, Tgu11, Tgu13, and TguZ. The effects on
chromosome Tgu13 and TguZ for males both translate into a 4.5 %
increase in embryo mortality rate. Only males can be heterozygous
for chromosome TguZ. For visibility, values on the abscissa were
moved 1 % up and down for females and males, respectively
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individuals; “Cracow”, n = 634 individuals) and from
two wild populations (“Fowlers Gap”, n = 939 individ-
uals; “Sydney”, n = 265 individuals).
The inversions on chromosomes Tgu5, Tgu11, and
TguZ had strong additive effects on six out of the eight
phenotypes. In total, nine out of 40 associations survived a
strict Bonferroni correction (Fig. 5). The major allele
A of the inversion on chromosome TguZ had the
strongest effects overall and increased visible fat
deposition (nominal P = 1 × 10−16) and body mass (nominal
Table 3 Sample sizes for the association analyses with embryo mortality and fitness parameters in the three captive zebra finch populations
Population Parameter Cage Aviary
Laying Breeding Laying Breeding
Seewiesen Embryo mortality (number of pairs/number of eggs) 165/930 464/4121 147/765 113/518
Female fecundity (number of females/number of eggs) 512/10108 327/7539 382/3875 73/655
Male siring success (number of males/number of eggs) 380/3869 72/655
Female reproductive success (number of females/number of chicks) 327/1843 73/276
Male reproductive success (number of males/number of chicks) 305/1843 72/276
Bielefeld Embryo mortality (number of pairs/number of eggs) 149/1170
Female fecundity (number of females/number of eggs) 95/1295
Male siring success (number of males/number of eggs) 95/1295
Female reproductive success (number of females/number of chicks) 95/556
Male reproductive success (number of males/number of chicks) 95/556
Cracow Embryo mortality (number of pairs/number of eggs) 154/1674 52/586
Female fecundity (number of females/number of eggs) 22/133 51/776
Male siring success (number of males/number of eggs)
Female reproductive success (number of females/number of chicks) 51/343
Male reproductive success (number of males/number of chicks) 49/343
Fig. 4 Dominance effects (±95 % confidence intervals) on different fitness parameters (RS= reproductive success) in three captive populations (S= “Seewiesen”,
B= “Bielefeld”, C= “Cracow” and M=meta-analytic summary). Effect sizes are the factor level estimates of square-rooted and Z-transformed fitness components
over inversion heterozygosity (while simultaneously fitting additive effects).The point sizes reflect log-transformed sample sizes
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P = 2 × 10−14) and had a negative effect on tarsus length
(nominal P = 4 × 10−6).
None of the inversions exhibited significant domin-
ance effects on any of the phenotypes (Additional file 1:
Figure S11).
Summary across morphological and fitness phenotypes
The effects of inversion genotypes on morphology and
fitness could be so small that they were not detectable in
our association studies due to low power (thereby
committing a type II error; Fig. 6). This is especially true
Fig. 5 Additive effects of the minor inversion allele ± 95 % confidence intervals on morphological phenotypes across three captive (white filled
circles; S = “Seewiesen”, B= “Bielefeld”, C = “Cracow”) and two wild zebra finch populations (grey filled circles; Sy = “Sydney”, F = “Fowlers Gap”). M=meta-
analytic summary (diamond symbol; yellow if significant after strict Bonferroni correction). Effect size estimates are regression slopes of Z-transformed phe-
notypes over inversion genotypes (while simultaneously fitting dominance effects) and show the effect of replacing one copy of allele A with allele B (or
C in the rightmost panel). The point sizes reflect log-transformed sample sizes
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for the fitness components because sample sizes were
smaller and effect sizes are expected to be smaller, at least
for the additive genetic component (since natural selection
should reduce the amount of additive genetic variance in
fitness [63]). To obtain the expected distribution of effect
sizes under randomness (null distribution) and to estimate
the power for different effect sizes we used a permutation
approach (see “Methods” for details).
The 40 empirical additive effect size estimates on morph-
ology (5 comparisons between inversions × 8 phenotypes)
clearly exceeded the random expectation (observed mean ±
standard error (SE) = 0.0494 ± 0.0069, expected mean ±
SE = 0.0163 ± 0.0002), suggesting that several of the asso-
ciations which did not survive a strict Bonferroni correc-
tion were in fact real (Fig. 6). In line with this, power to
detect small additive effect sizes was relatively low. In
contrast, the 40 empirical dominance effects on morph-
ology did not deviate from the random expectation (Fig. 6).
In fact, the mean of the 40 dominance effects (0.0251 ±
0.0029) was slightly smaller than the mean of the random
expectation (0.0300 ± 0.0004) and power to detect large ef-
fects was high. Similarly, neither the 20 empirical additive
effect size estimates on fitness (5 comparisons between in-
versions × 4 fitness components) nor the 16 dominance ef-
fects (the same 20 associations excluding dominance
effects on female fitness components on chromosome
TguZ) deviated from the random expectation, despite high
power for detecting large effect sizes (Fig. 6). Because we
specifically expected to find positive dominance effects
(heterosis) for fitness, we calculated the overall mean of
the 16 dominance effects and found an effect size that was
very close to zero (weighted d = 0.0019, P = 0.91).
Discussion
Here we describe four large inversion polymorphisms
(12–63 Mb) in wild Australian zebra finches using mo-
lecular and population genetic tools. Two of them had
been identified previously in cytogenetic screens because
they shift the position of the centromere [45, 48–50]. In
total, the inverted regions span at least 8.7 % of the
zebra finch genome and 8.1 % of all annotated genes
(based on the Ensembl80 gene predictions). Although all
polymorphisms are in HWE, their remarkably similar al-
lele frequencies (range of the major allele 0.53–0.60)
may indicate some sort of balancing selection acting on
them. We find tentative evidence that the largest two in-
versions increase embryo mortality in heterokaryotypic
males (but not in females), which makes their high allele
frequencies even less likely to be due to drift alone.
However, although the inversions have an additive effect
on several morphological traits, we do not find any
dominant gene action and no balancing effects on sev-
eral aspects of fitness in three captive zebra finch
populations.
Ruling out other processes leading to high LD
In this study we used PCAs and LD patterns to detect
inversions and to genotype the wild-caught individuals
[64–68]. LD in the four inversions was increased 26–137
times compared to same-sized regions in the rest of the
genome, which is still an underestimate since in the col-
linear parts of the genome, LD estimates arise from sam-
pling noise alone (we use r2 to measure the strength of
LD which can never be negative and never reach 0) [69].
We further backed-up our interpretation by looking at
population genomic patterns, which are typical for
inversion polymorphisms with the highest LD values at
and between the inversion breakpoints (see also the
“Detection and description of inversion polymorphisms in
a wild population” section in the “Results”) [8, 53, 55].
Fig. 6 Summary of additive (left column) and dominance (right
column) effect sizes from association studies between inversion
genotypes and morphological traits (40 estimates = 8 phenotypes ×
5 inversions; top row) and of the additive and dominance effect sizes
from associations between inversion genotypes and fitness traits (20
[16] estimates = 4 fitness parameters × 5 inversions [minus 4 TguZ
dominance effects in females]; bottom row). Empirical effect sizes are
shown as the light grey bars overlaid with the null distribution as a
black line. Effects that survived strict Bonferroni correction are
highlighted in yellow. Power for a given effect size is overlaid in
purple with its corresponding y-axis on the right. We estimated the
null distribution (and the power values) by permuting the inversion
genotypes within sexes (and adding/subtracting the corresponding
effect sizes to/from the phenotypic values) and fitting the same
mixed models as for the empirical data set (see “Methods” for
details). For illustration, the null distribution was scaled to overlap
the first bar in the histogram of the empirical estimates completely.
Partial regression coefficients of additive and dominance effects are
not directly comparable the way we standardized and fitted them
and thus their null distributions differ (dominance effects reach
higher values than additive effects because their variance is smaller;
see also [114, 115])
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In addition, for two of the chromosomes (macrochro-
mosomes Tgu5 and TguZ with pericentric inversions)
there is independent cytogenetic evidence for poly-
morphic inversions [45, 48–50] (see below for details).
Regions of high LD in the genome can arise by pro-
cesses other than inversions that suppress recombination;
demographic events (inbreeding, admixture, bottlenecks),
genetic drift in regions with low recombination, or natural
selection are such mechanisms [70]. The wild Australian
zebra finch population has been increasing to a current ef-
fective population size of 1.3 to 7 million [52] with no
traces of inbreeding [71], admixture, bottlenecks, or popu-
lation structure [51, 52]. Hence, demographic events can-
not have caused the observed high LD on just four
chromosomes while maintaining very low LD values on
all other chromosomes. We can also reject genetic drift
as a mechanism creating the observed high LD span-
ning more than 12 Mb. In zebra finches, recombination
is highly biased towards the telomeres with large “re-
combination deserts” in the center of the macrochro-
mosomes [58, 72]. Chromosome Tgu2 is the largest
chromosome in the zebra finch genome with the largest
“recombination desert” (and the lowest recombination
rate [58]). However, there is no such long-range LD on
chromosome Tgu2 (Additional file 1: Figure S1a) and
neither on any other chromosome. There is a sign of
drift in a region with low recombination visible on
chromosome Tgu2, namely at the centromere between 81
and 82 Mb, thus spanning less than 1 Mb (Additional
file 1: Figure S1a). So, could selection in the absence of
inversions have caused the regions of high LD we ob-
served? Increased LD due to selection is usually transient
[73] and decays rapidly after a beneficial allele has been
fixed [74]. In the face of substantial recombination, strong
and ongoing (epistatic) selection would be required to
keep regions larger than 12 Mb in high LD [70]. How-
ever, we did not find any evidence for a selective advan-
tage. Another typical sign of selection is reduced
nucleotide diversity [73], but this was only visible on
chromosome TguZ (Additional file 1: Figure S7). More-
over, the abrupt increase in diversity at the presumed
breakpoints on chromosome TguZ is more likely the re-
sult of selection acting on an inversion polymorphism
[75]. Taken together, the most likely explanation for the
observed long-range LD on chromosomes Tgu5, Tgu11,
Tgu13, and TguZ is that they harbor polymorphic
inversions.
Comparison to cytogenetic results
Previous cytogenetic analyses detected pericentric inver-
sions on chromosomes Tgu5 and TguZ [45, 48–50]. In
these analyses, the inversion on chromosome Tgu5 cov-
ered around 31 % of the chromosome with the proximal
breakpoint located close to the telomere of the short
arm [49], which matches well with our LD region (LD
block reaches from 0.96–16.50 Mb, corresponding to
25 % of the chromosome length). On chromosome
TguZ, cytogenetic analyses located the proximal inver-
sion breakpoint at around 5.85 Mb (but in a highly re-
petitive region which is missing in the current genome
assembly) and the distal breakpoint beyond 65.38 Mb
[50]. Again, this matches well with our LD region (LD
block reaches from 5.91–68.83 Mb). LD and PCA patterns
for chromosomes Tgu11 and Tgu13 are very much the
same as for chromosomes Tgu5 and TguZ. The inversions
on these two microchromosomes most likely have not
been discovered in the cytogenetic studies because these
chromosomes cannot be identified unambiguously and
are usually disregarded in such studies. Furthermore, the
inversion on chromosome Tgu11 is paracentric and thus
does not shift the position of the centromere and on
chromosome Tgu13 the change of the centromere pos-
ition is most likely invisible.
Inversion polymorphisms on chromosomes Tgu5 and
Tgu11—smaller and less complex
On chromosome Tgu5, the inversion is pericentric and on
chromosome Tgu11 paracentric (see also [45, 48, 57]).
Compared to the inversions on chromosomes Tgu13 and
TguZ (described further in the next section), the inverted
segments on chromosomes Tgu5 and Tgu11 span smaller
proportions of the corresponding total chromosome
lengths (covering 25 % and 57 % of the total chromosome,
respectively). In the PCAs, individuals were only separated
along PC1. Individual scores on PC2 showed a normal
distribution, which indicates that there is no additional
population substructure [76, 77] due to a second re-
arrangement included in, overlapping with, or inde-
pendent of the first. In that sense, the inversions on
chromosomes Tgu5 and Tgu11 are less complex than
those on chromosomes Tgu13 and TguZ (see the next
section). Individual SNPs loaded only on PC1 with the
strongest loadings close to the breakpoints. Accord-
ingly, the median-joining networks formed only two
separated haplotype clusters and also the LD patterns
suggested that these are simple single inversions. LD
and pooled heterozygosity were highest at the pre-
sumed breakpoints and dropped to the central regions,
which are typical signs of gene flux due to double
crossovers between two simple arrangements [8]. Parsi-
moniously, if double crossovers do occur, we would also
expect that single detrimental crossovers should occur
occasionally between the arrangements, leading to un-
balanced gametes and embryo mortality, but we did not
observe any increased embryo mortality rate in hetero-
karyotypic individuals.
At least one single crossover per chromosome is
needed to ensure the proper segregation of homologous
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chromosomes in meiosis [78]. On chromosomes Tgu5
and Tgu11, however, the collinear parts of the chromo-
some are large and a crossover is likely to be initiated
there, with no adverse effect on the meiotic products [1].
Alternatively, the inversions may be too rigid to synapse
(a loop structure needs to be formed within the inverted
region), thereby suppressing recombination [5]. We
suspect that detrimental single crossovers within the
inverted region in heterokaryotypic individuals happen
so rarely that they fall below the detection limit in our
analysis of embryo mortality. In line with this interpret-
ation, a recent cytogenetic study on the inversion on
chromosome Tgu5 did report no loop formation and no
crossovers in 230 meioses from three heterokaryotypic
individuals (including females and males) [49]. The ab-
sence of an inversion loop suggests that the homologs
synapse heterologously [49].
On chromosome Tgu5, heterozygosity (Table 2) and di-
versity (the spread in the median-joining network) within
cluster B is low, suggesting that it increased in frequency
in the population and that type A is the ancestral state.
Using the same line of argument, on chromosome
Tgu11, type A spread in the population and type B is
the ancestral state.
Inversion polymorphisms on chromosomes Tgu13 and
TguZ—complex and costly
The inversion on chromosome Tgu13 is paracentric and
at least one inversion on chromosome TguZ is pericen-
tric (see also [50]). The inverted regions on both chro-
mosomes are very large relative to the corresponding
total chromosome lengths (covering 99 % and 86 % of
the total chromosome, respectively, but note that the
assembly of chromosome Tgu13 appears to be incom-
plete). Our PCA for chromosome TguZ showed at least
three large haplotype clusters (A, B, and C), but also the
higher principle component PC3 deviated from a normal
distribution, suggesting an even more complex situation
and an independent linkage block at the distal inversion
breakpoint (Additional file 1: Figure S5). In line with this
interpretation, individual SNPs loaded in complex pat-
terns on PC1 to PC3 and the outermost breakpoints
were not particularly defined. Itoh et al. [50] described a
single large pericentric inversion on chromosome TguZ
and we suppose that they identified the two most com-
mon types A versus B (B together with C) because our
breakpoint locations match with the data in Itoh et al.
[50] and there is apparently no LD between types B and
C in the region where their tagging length polymorph-
ism (deletion/insertion) is located (Additional file 1:
Figure S12). However, in that case the allele frequency
estimates by Itoh et al. [50] in wild Australian zebra
finches deviate from ours (sums across all sampling
locations, assuming that the common type is allele A:
A = 61, B + C = 9; for our sample A = 758, B + C = 514,
Fisher’s exact test P = 8 × 10−6). This could be ex-
plained if their tagging marker is not reliably linked to the
inversion in the wild (the marker is only accurate in 28
out of the examined 30 cases in two captive populations).
Note that we used a total of six tagging SNPs that showed
perfect clustering in 948 wild birds.
The median-joining network and the number of
shared SNPs suggest that haplotypes B and C on
chromosome TguZ are more closely related with each
other than with haplotype A. Judging from the fuzzy
clusters formed in the PCA, gene flux between arrange-
ments seems to happen, either between haplotypes A
and C or between haplotypes B and C or between both
of the pairs. Thus, inversion types B and C could be
more related because of their shared ancestry or because
of gene flux and in the end we cannot separate these
two possibilities.
The PCA on chromosome Tgu13 separated individuals
largely along PC1. However, PC2 distinguished between
at least two groups within inversion type A; yet these
groups were not completely separated, indicating some
more extensive gene flux between them. The higher
principle components (≥PC3) were normally distributed,
suggesting that there is no additional population sub-
structure [76, 77]. The LD patterns on chromosome
Tgu13 suggest that there is gene flux between the two
main arrangements (types A and B) due to double cross-
overs [8] (Fig. 1).
There is tentative evidence that mortality rates are in-
creased in embryos sired by heterokaryotypic males for
both chromosomes Tgu13 and TguZ (by a weighted average
of 4.5 % for each of the chromosomes across populations).
We suspect that these effects are not type I errors resulting
from multiple testing because also in human males notice-
able rates of unbalanced gametes are produced only when
an inversion (both para- and pericentric) spans more than
half of the chromosome [5, 11, 12]. In fact, our Fig. 3 shows
a remarkable similarity to Fig. 6b in Anton et al. [5]. How-
ever, assuming that the rate of unbalanced gametes trans-
lates directly into embryo mortality, the effect in humans is
an order of magnitude (12-fold) larger than in zebra finches
[5], indicating that zebra finches evolved a rather effective
way to decrease recombination within inversion heterokar-
yotypes. Interestingly, the median-joining networks and
PCA results suggest that there is a succession of inversions
on chromosomes Tgu13 (within haplotype A) and TguZ
(haplotypes B and C appear to be more closely related),
and accumulating inversions on a chromosome may be
a way to increasingly suppress recombination between
inversion haplotypes (as, for example, in the t-complex
in mice [40]).
Heterokaryotypic female zebra finches did not show
increased rates of embryo mortality for the inversion on
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chromosome Tgu13, which suggests that they are either
able to pass on abnormal meiotic products to the second
polar body (as found in Drosophila and maize in case of
paracentric inversions [6, 14]) or that they are able to
shut down recombination within the inverted region al-
most completely (as suggested for pericentric inversions
in grasshoppers [1]).
For both chromosome Tgu13 and TguZ it is difficult to
conclude which haplotypes represent the ancestral states
from patterns of diversity or the median-joining networks.
Within the inversion on chromosome TguZ, SNPs per site
were reduced tenfold compared to the collinear outer
parts of TguZ (Additional file 1: Figure S7; which was also
found by Balakrishnan and Edwards [52]). Hence, the pat-
terns of diversity indicate that all three haplotypes (A, B,
and C) are rather recently derived, having replaced the
high ancestral diversity that is still present on the distal
ends of chromosome TguZ (Additional file 1: Figure S7).
However, the minimal sojourn time of at least one of the
rearrangements is supposed to be at least 1.2–2.8 million
years, which is the estimated split time, with little subse-
quent gene flow, between Timor and Australian zebra
finches [52]. Supposedly, both subspecies are polymorphic
for one of the rearrangements [50].
Fitness effects: no heterosis for viability in the wild or for
fitness in captivity
The inversions on chromosomes Tgu13 and TguZ, and
probably also to a lesser extent the ones on chromosomes
Tgu5 and Tgu11, should be costly in terms of increased
embryo mortality whenever they are in the heterozygous
state in males. Given an effective population size of wild
Australian zebra finches of 1.3 × 106 to 7 × 106 [52], it is
unlikely that the polymorphisms would have escaped puri-
fying selection and be at frequencies (0.53–0.60) close to
their fitness minimum (at an allele frequency of 0.5 the
maximal number of individuals are heterozygous), if they
do not confer a fitness advantage to their carriers.
The simplest condition for a balanced polymorphism
with two alleles is given when both homozygotes have
lower fitness than heterokaryotypic individuals (heterosis
[1]). In our sample of wild zebra finches, all four inver-
sion polymorphisms were in HWE, indicating that there
was no heterosis for viability at the time of sampling the
individuals. However, it is possible that heterosis is only
expressed during stressful environmental conditions in
the wild, such as during a severe drought. Such selective
events could be so rare that they did not happen during
the few years in which the sampled individuals lived.
Furthermore, deviations from HWE are not necessarily
expected if heterotic superiority depends on fecundity or
siring success rather than viability [1]. Thus, we tested
whether the inversions showed heterotic superiority with
respect to several other aspects of fitness (female
fecundity, male siring success, and the number of off-
spring produced) in three captive populations of zebra
finches. The average of all effect sizes was close to zero
(weighted d = 0.0019, P = 0.91), suggesting that none of
the four inversions exhibits heterosis, at least in a captive
environment. The number of offspring produced is not in-
dependent of embryo mortality and the observation of no
underdominance for fitness either means that the reduc-
tion in fitness is compensated for or that we lack the
power to detect it, given that the effect on embryo mortal-
ity was barely significant using almost 10,000 eggs.
Heterotic superiority could be due to direct overdomi-
nance (resulting from either the inversion breakpoints
themselves or an allele fixed on both haplotypes and
conferring a heterozygote advantage) or due to recessive
deleterious mutations captured by or accumulating on
the inverted haplotype (“associative overdominance”)
[23]. If indeed heterotic superiority was stabilizing the
inversions, we should be able to detect it also in captiv-
ity, judging from the strong inbreeding effects that have
been observed in the captive Seewiesen population on
morphology and fitness components [79, 80]. Thus, al-
though we cannot rule out heterosis completely, other
forms of balancing selection are more likely to keep the
inversion polymorphic, which do not require heterokaryo-
typic superiority and do not lead to deviations from HWE,
such as (negative) frequency-dependent selection [1],
meaning that individuals carrying the rare inversion type
have higher fitness than those carrying the more common
type. In several Drosophila species, negative frequency-
dependent selection stabilized inversion polymorphisms
[33, 34, 81]: after the inversion frequencies were experi-
mentally perturbed in a population, individuals with the
rare inversion type had higher fitness and the inversion
frequencies quickly returned to their equilibrium values in
subsequent generations. Interestingly, negative frequency-
dependent selection can theoretically lead to stable equi-
libria even if inversion polymorphisms are underdominant
[82]. However, we did not find any significant evidence for
frequency-dependent selection in the captive environ-
ment. Yet, the strongest effects of inversion frequency on
fitness parameters were in the direction expected under
negative frequency-dependent selection and this might de-
serve further study.
Morphological effects: all additive, no dominant gene
action
We found remarkable additive genetic effects of the
inversion genotypes on several morphological traits,
which were highly consistent across populations (Fig. 5).
Only one test for heterogeneity between populations was
significant after Bonferroni correction, which was the
association between beak length and haplotype A versus
B on chromosome TguZ (Cochran’s Q test P = 0.026
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[83]). In contrast to the strong additive effects on
morphology, none of the four inversion polymorphisms
exhibited dominant gene action.
Additive genotype–phenotype association studies typic-
ally find small effects of individual SNPs on a phenotype
[84, 85] and associations are often difficult to replicate
between populations due to differences in LD structure
[86]. Recently, we tested several promising causal SNPs in
collinear parts of the zebra finch genome for an additive
association with the same morphological phenotypes and
in the same populations as the ones studied here. Individ-
ual SNP effects were small and not consistent across pop-
ulations (Knief et al., unpublished). The contrast between
the diminishingly little additive effects of individual SNPs
in collinear parts of the genome and the large and consist-
ent additive effects of inversions is most likely due to dif-
ferences in LD and highlights the polygenic nature of the
quantitative traits under study. Whereas in collinear parts
of the zebra finch genome LD decays rapidly [52], making
associations hard to detect, inversions capture hundreds
of alleles in extended defined haplotypes, which do not or
hardly ever recombine. Thereby, they combine the addi-
tive effects of many causal alleles.
Conclusions
Large inversion polymorphisms are abundant in the
estrildid finch family [45–47]. Here we describe inver-
sion polymorphisms in one species belonging to this
family, the zebra finch. We find polymorphic inversions
on at least four out of its 32 annotated chromosomes. In
each case, a novel haplotype has spread to about 50 %
allele frequency and has persisted for an extended period
of time. However, exactly when and in which species
these inversions arose remains to be worked out. It will
be interesting to see whether the polymorphisms are
shared between species (as suggested in juncos [42]) and
if so whether they introgressed into zebra finches (as it
is apparently the case in white-throated sparrows [22]).
Of course, we do not have any information on the ances-
tral fitness landscape of these inversion polymorphisms
and thus on the mechanisms that led to their establish-
ment, but we tested which selective forces maintain
them in a polymorphic state at present. However, these
forces remain elusive: we found no signs of heterosis for
viability in a wild population or for other fitness-related
traits in captivity despite our ability to measure fitness
effects of recessive deleterious mutations in captivity [80].
Nevertheless, some benefit to the individual (undetected
heterosis or frequency-dependent selection) or to the
genotype itself (segregation distortion [87]) is expected,
since a small cost remains: heterokaryotypic males pro-
duce a higher proportion of inviable embryos, presumably
due to single crossovers within the inverted region. It
appears that past selection has effectively minimized this
cost: (1) “Small” inversions (chromosomes Tgu5 and
Tgu11) do not observably increase the proportion of in-
viable embryos produced by heterokaryotypic individuals.
Perhaps these inversions do not synapse regularly in mei-
osis, thereby reducing the risk of detrimental crossovers.
(2) Heterokaryotypic females do not exhibit increased
rates of embryo mortality even for the largest inversion on
chromosome Tgu13. Thus, they may have found a way to
deposit the abnormal meiotic products (the dicentric
single-crossover chromatids in case of a paracentric inver-
sion) to the polar bodies. (3) The effects on embryo mor-
tality in heterokaryotypic males for the two largest
inversions on chromosomes Tgu13 and TguZ are an order
of magnitude smaller than those reported in humans.
We suspect that this could be due to selection favoring
repeated inversions on the same chromosome, thereby
effectively suppressing pairing of the inversion types
during meiosis and inhibiting detrimental crossovers.
Additionally, the highly skewed distribution of recombin-
ation events towards the chromosome ends in zebra
finches [58] and other Estrildidae species [72] may
minimize crossovers in the inverted regions. The interior
parts of zebra finch chromosomes show large recombin-
ation deserts (15-fold lower recombination rate compared
to the chicken [58]) and it is possible that the underlying
molecular mechanism was favored by selection because it
also suppresses recombination in inverted regions. Testing
this idea quantitatively would require an improved assem-
bly of chromosomes Tgu11 and Tgu13.
Methods
Inversion discovery in wild zebra finches
Study population and phenotypes
We took blood samples from 1059 wild adult zebra
finches (530 females, 529 males) at Fowlers Gap, NSW,
Australia, in two places (S 30°57’ E 141°46’ and S 31°04’ E
141°50’) from October to December 2010 and in April/
May 2011. A detailed description of the study sites and
catching procedure using a walk-in trap at feeders is pro-
vided in Griffith et al. [88] and Mariette and Griffith [89].
In this study we refer to this population as “Fowlers Gap”.
The following phenotypes were measured on all birds:
right tarsus length, right wing length, beak length, beak
depth, beak width, ratio of the length of the second to
fourth digit of the right foot (measured twice and aver-
aged), and body mass. Further details on the measure-
ment procedures and summary statistics are given in
Knief et al. (unpublished, available upon request). We in-
cluded a score-based measure of visible fat on the ventral
side at the furcular depression and at the abdomen [90].
Population-level SNP data and sequencing
We sequenced pooled non-barcoded DNA samples from
100 of the 1059 “Fowlers Gap” individuals on the
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Illumina HiSeq 2000 platform (paired-end) at the Institute
of Clinical Molecular Biology (IKMB) at Kiel University,
Germany. Software input parameters are provided in
Knief et al. [71]. Briefly, after mapping reads to the zebra
finch genome assembly (WUSTL 3.2.4 [56]) using bwa
(v0.5.9 [91]), we calculated an average genome coverage of
247.5× (using BEDTools v2.17.0 [92]) and called around
23 million SNPs using GATK (v2.1-11-g13c0244 [93]).
SNPs with a minor allele count frequency (MAC) below
0.1 were rarer than expected due to an ascertainment bias
in the SNP discovery pipeline [71].
Pooled population sequencing allows estimating diver-
sity and allele frequencies across the genome [94]. Al-
though individual-based data were missing, we calculated
a measure of heterozygosity (pooled heterozygosity, Hp) in
50-kb non-overlapping sliding windows along the auto-
somes [61] as Hp = 2 × ∑nMAJ × ∑nMIN/(∑nMAJ + ∑nMIN)
2,
where nMAJ and nMIN are counts of reads covering the
major and minor allele, respectively, and ∑nMAJ and
∑nMIN are the sum of all these counts in a 50-kb window.
We transformed the Hp values into Z-scores (ZHp) as
ZHp = (Hp − μHp)/σHp.
In order to locate the inversion breakpoints with high
resolution, we used the BreakDancer (v1.1) [95] and
“clipping reveals structure” (CREST v0.0.1) [96] algo-
rithms with default settings on our mapped paired-end
pooled-sequencing reads. BreakDancer makes use of
read pairs which are separated by unexpectedly large
distances or which are oriented in a parallel manner in
comparison to the reference genome to identify structural
variants. On the other hand, CREST uses the unaligned
portion of a sequencing read (soft-clipping information
stored along with the mapped reads) and maps it to the
reference genome to predict structural variants.
SNP chip design
From the 23 million SNPs we designed an Illumina
Infinium iSelect HD Custom BeadChip with 6000
attempted bead types [71]. In short, 884 SNPs resided
within candidate genes for an association study and were
not used for the present study and 4405 SNPs covered all
assembled chromosomes except chromosome Tgu16. We
attempted to position at least 40 physically evenly spaced
SNPs on each chromosome, yet this was not possible for
chromosomes Tgu1B (n = 33 SNPs) and Tgu25 (n = 24
SNPs) because too few SNPs passed our filtering procedure
[71]. In regions of the genome where the pooled heterozy-
gosity was exceptionally high we increased the SNP dens-
ity. Overall we intended to genotype 5289 SNPs (which
summed up to 6000 bead types because we did not exclude
C/G and A/T SNPs that require two bead types for geno-
typing) and the final chip delivered by Illumina contained
4553 of these SNPs, with drop-outs being randomly
distributed along chromosomes (Knief et al., unpublished).
Median marker spacing of SNPs on the chip was
243.17 kb (interquartile range [IQR] = 16.68–343.70 kb) on
macrochromosomes (chromosomes Tgu1–Tgu5, Tgu1A),
239.03 kb (IQR = 20.57–355.14 kb) on microchromosomes
(all other autosomes) and 174.63 kb (IQR = 161.11–
179.40 kb) on chromosome TguZ.
Individual genotyping and quality control
All 1059 “Fowlers Gap” individuals were genotyped for
the 4553 SNPs at the IKMB at Kiel University. Quality
control was done using the R package GWASTools
(v1.6.2) [97] and details are provided in Knief et al. [71]. In
summary, we removed 111 individuals with a missing call
rate larger than 0.05 (which was due to DNA extraction
problems, but these birds were genotyped in the follow-up
study; see the “Follow-up genotyping and phenotyping in
captive populations” section below), leaving 948 individ-
uals. Further, we removed 152 SNPs that did not form de-
fined genotype clusters, or had high missing call rates
(missing rate >0.1), or were monomorphic, or deviated
strongly from HWE (Fisher’s exact test P < 0.05/4553), or
because their position in the zebra finch genome assembly
was likely not correct, leaving 4401 SNPs.
LD calculations
Inversion polymorphisms lead to extensive LD across the
inverted region, with the highest LD near the inversion
breakpoints because recombination in these regions is al-
most completely suppressed in inversion heterozygotes
[53–55]. To screen for inversion polymorphisms we did
not resolve genotypic data into haplotypes and thus based
all LD calculation on composite LD [98]. We calculated
the squared Pearson’s correlation coefficient (r2) as a stan-
dardized measure of LD between every two SNPs on a
chromosome genotyped in the 948 individuals [99, 100].
In order to calculate and test for LD between inversions
we used the methods described in [101] to obtain r2
and P values for loci with multiple alleles.
Principle component analyses
Inversion polymorphisms appear as a localized population
substructure within a genome because the two inversion
haplotypes do not or only rarely recombine [66, 67]; this
substructure can be made visible by PCA [102]. In case of
an inversion polymorphism, we expected three clusters
that spread along principle component 1 (PC1): the two
inversion homozygotes at both sides and the heterozy-
gotes in between. Subsequently, the principal component
scores allowed us to classify every individual as being
either homozygous for one or the other inversion geno-
type or as being heterozygous [67].
We performed PCA on the quality-checked SNP set of
the 948 individuals using the R package SNPRelate
(v0.9.14) [103]. On the macrochromosomes, we first
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used a sliding window approach analyzing 50 SNPs at a
time, moving five SNPs to the next window. Because the
sliding window approach did not provide more details
than including all SNPs on a chromosome at once in the
PCA, we only present the results from the full SNP set
per chromosome. On the microchromosomes, the num-
ber of SNPs was restricted and thus we only performed
PCA including all SNPs residing on a chromosome.
In collinear parts of the genome composite LD >0.1
does not extend beyond 185 kb (Additional file 1:
Figure S1a; Knief et al., unpublished). Thus, we also fil-
tered the SNP set to include only SNPs in the PCA that
were spaced by more than 185 kb (filtering was done
using the “earliest finish time” greedy algorithm [104]).
Both the full and the filtered SNP sets gave qualitatively
the same results and hence we only present results based
on the full SNP set, also because tag SNPs (see the “Tag
SNP selection” below) were defined on these data. We
present PCA plots based on the filtered SNP set in Add-
itional file 1: Figure S13.
Tag SNP selection
For each of the identified inversion polymorphisms we
selected combinations of SNPs that uniquely identified
the inversion types (composite LD of individual SNPs
r2 > 0.9). For each inversion polymorphism we calculated
standardized composite LD between the eigenvector of
PC1 (and PC2 in case of three inversion types) and the
SNPs on the respective chromosome as the squared
Pearson’s correlation coefficient. Then, for each chromo-
some, we selected SNPs that tagged the inversion haplo-
types uniquely. We tried to pick tag SNPs in both
breakpoint regions of an inversion, spanning the largest
physical distance possible (Additional file 2: Table S3).
Using only information from the tag SNPs and a lenient
majority vote decision rule (i.e., the majority of the tag
SNPs determines the inversion type of an individual,
missing data are allowed), all individuals from Fowlers
Gap were assigned to the correct inversion genotypes for
chromosomes Tgu5, Tgu11, and Tgu13 (Additional file 1:
Figure S14a–c). Since clusters are not as well defined for
chromosome TguZ as for the other three autosomes, there
is some ambiguity in cluster borders. Using a more strict
unanimity decision rule (i.e., all tag SNPs must specify the
same type, missing data are not allowed), the inferred in-
version genotypes from the tag SNPs correspond perfectly
to the PCA results but leave some individuals uncalled
(Additional file 1: Figure S14d).
Follow-up genotyping and phenotyping in captive
populations
Study populations
To study phenotypic and fitness effects of the inversion
polymorphisms we genotyped all 15 tag SNPs (Additional
file 2: Table S3) in an additional 5229 birds stemming
from four different populations: (1) a captive population
held at the Max Planck Institute for Ornithology in
Seewiesen, Germany (n = 3233 individuals; study popula-
tion 18 in Forstmeier et al. [51]) with a complete pedigree
covering eight generations, of which the last seven were
genotyped for the tag SNPs completely. In the following,
we refer to this population as “Seewiesen”. (2) A recently
wild-derived population held at the Max Planck Institute
for Ornithology in Seewiesen (n = 1096 individuals; origin-
ating from study population 4 in Forstmeier et al. [51])
with a complete pedigree covering six generations, of
which the last four generations were genotyped com-
pletely. We refer to this population as “Bielefeld”. (3) A
population that was produced by crossing individuals
from a captive population held in Cracow (study popula-
tion 11 in Forstmeier et al. [51]) with the Seewiesen popu-
lation (n = 634 individuals) with a complete pedigree
covering three generations, of which all generations were
genotyped completely. We refer to this hybrid population
as “Cracow”. (4) Wild birds that were caught at Fowlers
Gap and Sturt National Park, NSW, and then held at
Macquarie University in Sydney, Australia, and additional
wild birds from Fowlers Gap, which were excluded in the
initial genotyping due to DNA extraction problems (see
above; n = 265 individuals without pedigree information).
We refer to these birds as “Sydney”.
Genotyping, quality control, and inversion haplotype
inference
Tag SNPs (n = 15, chromosomes Tgu5 +Tgu11 +Tgu13 +
TguZ = 3 + 3 + 3 + 6) were included in three Sequenom
genotyping assays (plexes), which in total consisted of 62
SNPs. All 5229 individuals were genotyped according to
the manufacturer’s users guide on the Sequenom MassAR-
RAY iPLEX platform [105] at the IKMB at Kiel University.
Genotypes were called using the MassARRAY Typer (v4.0)
software with standard settings.
The quality control procedure of genotype calls has
been described previously and involved inheritance
checks using PedCheck (v1.00) [106], the inference of
null alleles, and a comparison of 16,013 genotype calls of
individuals that were genotyped using both the Illumina
and Sequenom genotyping platforms. All tests indicated
high genotyping accuracy.
We inferred inversion genotypes for each individual as
in the “Fowlers Gap” population using a majority vote de-
cision rule. Founders of all four populations that produced
offspring (n = 239 individuals) were run on both the
Illumina and Sequenom genotyping platforms. Thus, we
used the SNP loadings on PC1 and PC2 from the PCA of
the Fowlers Gap birds on the population founders to cal-
culate a PCA score for each individual (Additional file 1:
Figure S15a–d) and compared the inversion genotypes
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inferred by PCA and tag SNPs. There was complete agree-
ment between the two methods for the autosomal inver-
sion genotypes (Additional file 2: Table S4). In the
Bielefeld population a recombinant haplotype for chromo-
some TguZ was common (26 out of 74 founder individ-
uals; Additional file 1: Figure S15d) and we changed the
majority vote decision rule to a unanimity decision rule,
which reduced the number of individuals assigned to a
specific inversion genotype and removed all wrongly
assigned individuals (Additional file 1: Figure S15d,
Additional file 2: Table S4). Previously, 1062 Seewiesen in-
dividuals had been genotyped with a different set of 37
SNPs on chromosome TguZ [58] and we compared the in-
version haplotype inference between Sequenom and the
PCA results using these 37 SNPs and they agreed com-
pletely (Additional file 2: Table S4). Using these inference
rules there was not a single inheritance error of an inver-
sion genotype out of 35,584 inheritance events. Inversion
allele frequencies in the four follow-up populations are
provided in Additional file 2: Table S5.
Morphological phenotyping
The same morphological phenotypes were measured for
every bird using the same methodology as for the wild
birds from the “Fowlers Gap” population. Each pheno-
typic measurement was taken once (twice for digit ratio)
per individual such that phenotypic values and their
measurement errors between the “Fowlers Gap” and the
other populations are comparable [39]. Descriptive sta-
tistics for each trait (except visible fat deposition) are
summarized in Knief et al. (unpublished, available upon
request).
Embryo mortality and fitness parameters
Embryo mortality and fitness measures were taken
from the three captive populations held at the Max
Planck Institute for Ornithology (“Seewiesen”, “Biele-
feld”, and “Cracow”). Eggs were classified as infertile,
naturally died embryo, hatched but died <35 days of
age, and independent offspring (≥35 days of age) as de-
scribed in Ihle et al. [107]. Data were collected in four
different experimental set-ups (Table 3): (1) cage lay-
ing, representing pairs that were allowed to lay eggs in
isolated cages, and whose eggs were removed after four
to five days, or were cross-fostered, or whose offspring
were sacrificed right after hatching. For these pairs we
analyzed fecundity (i.e., the number of eggs laid in-
cluding infertile eggs) as a female fitness trait and—if
information was available—the embryo mortality rate.
(2) Cage breeding, representing pairs that were allowed
to lay eggs and raise offspring in isolated cages. We an-
alyzed fecundity (including infertile eggs) as a female
fitness trait, the number of fledglings (≥35 days of age)
as female and male reproductive success, and the
embryo mortality rate. (3) Aviary laying, representing
pairs that laid eggs in communal aviaries, and whose
eggs were removed after four to five days, or cross-
fostered with parentage assigned genetically. We ana-
lyzed fecundity (i.e., the number of eggs laid excluding
infertile eggs because they cannot be assigned with cer-
tainty to the parents) as a female fitness trait, siring
success as a male fitness trait and—if information was
available—the embryo mortality rate. (4) Aviary breed-
ing, representing pairs that bred in communal aviaries
and who raised offspring. We analyzed fecundity (ex-
cluding infertile eggs because they cannot be assigned
with certainty to the parents) as a female fitness trait,
siring success as a male fitness trait, the number of
fledglings (≥35 days of age) as female and male repro-
ductive success, and the embryo mortality rate. Sample
sizes are given in Table 3.
Association analyses and software
Software
All analyses were performed in R (v3.0.2) [108]. Mixed-
effects models were fitted using ASReml-R (v3) [109].
Inbreeding coefficients for each individual were calcu-
lated using the pedigreemm package (v0.3-1) [110].
Meta-analyses using a fixed-effect model were done with
the meta.summaries() function in the rmeta package
(v2.16) [111].
Embryo mortality
We fitted mixed-effects generalized linear models with
embryo mortality as the binomial response variable (0 =
embryo survived until hatch, 1 = embryo died naturally,
infertile eggs excluded) and the mother’s and the father’s
inversion genotypes as two predictors (underdominance
effect coded as 0 = homozygous for either inversion geno-
type, 1 = heterozygous). We included the pedigree-based
inbreeding coefficient of the embryo (as a covariate) and
the pair identity and the mother’s and father’s additive
genetic relatedness matrices calculated from the pedigree
as random effects. We also controlled for experimental
setup (cage versus aviary breeding and cage versus aviary
laying) by fitting it as a factor with four levels and the spe-
cific experiment (43 levels across 12 years and 3 popula-
tions) as an additional random effect.
Morphological phenotypes
We used the Z-transformed morphological phenotypes as
the response variable in univariate mixed-effects linear
models and the individual’s inversion genotype simultan-
eously as an additive effect (coded as −1 = homozygous for
the minor allele, 0 = heterozygous, 1 = homozygous for the
major allele using one degree of freedom) and a domin-
ance effect (coded as 0 = homozygous for either inversion
genotype, 1 = heterozygous) as two predictors.
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In the wild “Fowlers Gap” population we included sex
(factor with two levels), the individual’s estimated age
(covariate for subadults), and season (factor with two
levels referring to the catching seasons October–December
2010 and April–May 2011) as fixed effects and for body
mass we also included time of day (covariate). We cor-
rected for overall body size by fitting body mass as a covar-
iate (when body mass was the independent variable we
used tarsus length instead). We controlled for relatedness
by fitting a genetic similarity matrix (GSM) as a ran-
dom effect (see [112] for details). We first LD-pruned
all SNPs (composite LD cutoff of 0.2 across the whole
genome) and then used all remaining autosomal SNPs
(n = 3138) to construct the GSM as described for
“Method 1” in [112].
In the “Sydney” population we used the same fixed
effects as in the “Fowlers Gap” analyses and additionally
included the observer of the measurement (factor with
two levels). Since we had neither pedigree nor genome-
wide SNP data for these birds, we did not control for
relatedness.
In the three captive populations (“Seewiesen”, “Biele-
feld”, and “Cracow”) we fitted the individual’s sex (fac-
tor), the observer of the measurement (factor with
maximally five levels), the individual’s pedigree-based in-
breeding coefficient (covariate), and its known exact age
(covariate) as fixed effects. For body mass we included
time of day (covariate) and in the “Seewiesen” popula-
tion we included whether the bird was measured dead
or live (factor) for the three beak morphology traits as
fixed effects (see [113] for details). We controlled for
body size as in the “Fowlers Gap” population. We
controlled for relatedness by fitting an additive genetic
relatedness matrix calculated from the pedigree as a ran-
dom effect.
Fitness parameters
We fitted univariate mixed-effects linear models using
each of the four fitness parameters (female fecundity,
male siring success, female reproductive success, male
reproductive success) as the dependent variable in the
three captive populations and the inversion genotype of
the individual coded as an additive (−1 = homozygous
for the minor allele, 0 = heterozygous, 1 = homozygous
for the major allele using one degree of freedom) and
dominance (0 = homozygous for either inversion geno-
type, 1 = heterozygous) effect as two predictors. We first
square root-transformed the dependent variables to im-
prove model fit and Z-transformed them prior to ana-
lysis. We also fitted Poisson models, which qualitatively
gave the same results (not shown).
As fixed effects we included the pedigree-based in-
breeding coefficient of the individual (covariate) and for
female fecundity, male siring success, and female and
male reproductive success we added the number of days
an individual spent in the respective experiment (covari-
ate). We fitted an additive genetic relatedness matrix cal-
culated from the pedigree as a random effect and since
we had multiple measures per individual we also fitted a
permanent environment random effect. We controlled
for experimental setup (cage versus aviary breeding and
cage versus aviary laying) by fitting it as a fixed effect
(factor with four levels) and the specific experiment as
an additional random effect.
Permutations and power analyses
To obtain the expected distribution of effect sizes of inver-
sion genotypes on morphological and fitness traits under
randomness (null distribution), we permuted inversion ge-
notypes 100 times within each sex, fitted the same mixed
models for each inversion including the same fixed and
random effects as for the empirical data, and extracted
additive and dominance effect size estimates. We then cal-
culated the same meta-analytic summary statistics as for
the empirical data.
We estimated the power to detect effects of different
magnitude given our data using the following approach.
First, we permuted inversion genotypes ten times within
each sex and effect size category (10 permutations × 10
effect sizes = 100 simulations). For an additive effect, we
then added or subtracted a predefined effect size from
the phenotypic values of the two homozygous groups of
individuals. For a dominance effect, we added a predefined
effect size to the phenotypic values of the heterozygous in-
dividuals. We then fitted the same mixed models for each
inversion including the same fixed and random effects as
for the empirical data, extracted additive and dominance
effect size estimates, and calculated the same meta-
analytic summary statistics as for the empirical data.
Frequency-dependent selection
To test for frequency-dependent selection we used the
fitness data (female fecundity, male siring success, fe-
male reproductive success, male reproductive success)
measured in the aviary setting in two captive populations
(“Seewiesen” and “Bielefeld”). For the “Seewiesen” popu-
lation we had data from 72 aviaries (12 for reproductive
success), each with 12–15 birds. For the “Bielefeld”
population we had data from 23 aviaries with 10–12 in-
dividuals each. Allele frequency ranges are provided in
Additional file 2: Table S6. For each aviary we first calcu-
lated the inversion allele frequencies (the proportion of
inversion alleles A, B, and C in an aviary) considering
only birds of the sex in which the fitness parameter
under consideration was assessed. Then, for all those in-
dividuals in an aviary we calculated the sum of the
aviary-specific allele frequencies of its two inversion al-
leles. For example, given an inversion with only two
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haplotypes (A and B) and an allele frequency of inver-
sion type A of 0.8 in an aviary, all individuals in that avi-
ary with genotype AA would get a value of 0.8 + 0.8 =
1.6, all individuals with genotype BB 0.2 + 0.2 = 0.4, and
heterozygous individuals 0.2 + 0.8 = 1. Thus, in case of
an inversion with only two haplotypes (as those on chro-
mosomes Tgu5, Tgu11, and Tgu13), the sum for hetero-
karyotypic individuals always equals 1 and the two
homozygotes deviate equally from 1, unless the two al-
leles have an equal frequency (additive effect).
We then used this sum as the predictor in univariate
mixed-effects linear models using each of the four fitness
parameters (female fecundity, male siring success, female
reproductive success, and male reproductive success) as
the dependent variable in the two captive populations. We
first square root-transformed the dependent variables to
improve model fit and Z-transformed them prior to ana-
lysis. As fixed and random effects we included the same
variables as in the other fitness models (see above).
Segregation distortion
We tested whether the four inversion polymorphisms
were transmitted to the next generation in a fair
Mendelian way. For each heterokaryotypic parent we
counted how many times it transmitted the major and
minor allele to its offspring. We summed the number of
transmissions across all families and populations and used
the binomial test to assess fair Mendelian segregation of
alleles. For the autosomal inversions we either included
only heterokaryotypic females, only heterokaryotypic
males, or both sexes combined. On chromosome TguZ we
tested all two-way combinations of the three inversion
types in heterokaryotypic males only. See [87] for
methodological details.
Additional files
Additional file 1: Figure S1. Linkage disequilibrium and principal
component analysis results along chromosomes Tgu2, Tgu26 and Tgu27.
Figure S2. Composite LD between eigenvectors of PC1 to PC3 and the
SNPs along chromosome Tgu5. Figure S3. Composite LD between
eigenvectors of PC1 to PC3 and the SNPs along chromosome Tgu11.
Figure S4. Composite LD between eigenvectors of PC1 to PC4 and the
SNPs along chromosome Tgu13. Figure S5. Composite LD between
eigenvectors of PC1 to PC5 and the SNPs along chromosome TguZ.
Figure S6. Median-joining networks of phased SNPs for the inversions
on chromosomes Tgu5, Tgu11, Tgu13 and TguZ. Figure S7. Diversity in 50
kb windows along each chromosome in the zebra finch genome. Figure
S8. Dominance effects of mother’s and father’s inversion karyotype on
embryo mortality in three captive populations. Figure S9. Additive effects
of the minor inversion allele on different fitness parameters in three
captive populations. Figure S10. Negative frequencydependent selection
effects on different fitness parameters in two captive populations. Figure
S11. Dominance effects of the minor inversion allele on morphological
phenotypes in three captive and two wild populations. Figure S12.
Composite LD along chromosome TguZ between all combinations of the
three inversion haplotypes. Figure S13. Linkage disequilibrium and
principal component analysis results along chromosomes Tgu5, Tgu11, Tgu13
and TguZ using a filtered SNP set. Figure S14. Principle component analysis
results from the wild “Fowlers Gap” birds along chromosome Tgu5, Tgu11,
Tgu13 and TguZ together with the founders of the three captive populations.
Color coded are the inversion type calls for each individual using only the
information from the tag SNPs as described in the Methodssection. Figure
S15. Principle component analysis results from the wild “Fowlers Gap” birds
along chromosome Tgu5, Tgu11, Tgu13 and TguZ with PCA scores of founder
individuals of the three captive populations overlaid. (DOCX 8865 kb)
Additional file 2: Table S1. Estimates of composite LD between
inversions in wild Australian zebra finches. Table S2. Transmission ratios
of each inversion polymorphism combining data of all three captive
populations ("Seewiesen", "Bielefeld", "Cracow"). Table S3. Description of
the 15 tag SNPs. Table S4. Comparison between Sequenom calling of
inversion genotypes using the tag SNPs and Illumina calling of inversion types
using PCA of all SNPs genotyped on the respective chromosome in
"Seewiesen", "Bielefeld", and "Cracow" founder individuals. Table S5.
Inversion allele frequencies in the four populations of the follow-up
study. Table S6. Number of aviaries and maximal allele frequency
ranges per aviary and inversion that were available for testing
frequency-dependent selection. (DOCX 42 kb)
Abbreviations
Hp: Pooled heterozygosity; HWE: Hardy–Weinberg equilibrium; IKMB: Institute
of Clinical Molecular Biology; IQR: Interquartile range; kb: Kilobases;
LD: Linkage disequilibrium; MAC: Minor allele count frequency;
Mb: Megabases; OR: Odds ratio; PC: Principle component; PCA: Principal
component analysis; SE: Standard error; SNP: Single nucleotide
polymorphism; ZHp: Z-transformed pooled heterozygosity
Acknowledgements
We thank C. Beckmann, A. Sager, and M. Mariette for assistance with sampling
the wild birds. We are grateful to K. Martin, J. Rutkowska, M. Ihle, and J.
Schreiber for help with breeding and phenotyping and S. Bauer, E. Bodendorfer,
A. Grötsch, A. Kortner, K. Martin, P. Neubauer, F. Weigel, and B. Wörle for animal
care and help with breeding. We further thank M. Schneider for laboratory work
in Seewiesen and M. Schilhabel, the Next-Generation Sequencing team, and
the Genotyping team at the IKMB in Kiel for laboratory work. U.K. was part of
the International Max Planck Research School for Organismal Biology during
the course of this project.
Funding
This study was funded by the Max Planck Society (“Ultra-Selfish DNA” grant
to BK), with the zebra finch study at Fowlers Gap funded by support to SCG.
from the Australian Research Council.
Availability of data and materials
Raw sequencing reads are available from the European Nucleotide Archive
(accession number ERP016944). Genotype (SNP-calls HiSeq 2000 pooled
sequencing, Illumina Infinium iSelect HD Custom BeadChip SNP-genotypes,
Sequenom tag-SNP-genotypes) and phenotype (morphology, embryo mor-
tality, fitness, pedigrees) data for wild and captive zebra finches are
accessible through the Open Science Framework (https://osf.io/dkqth/). The
unpublished manuscript by Knief et al. is available upon request.
Authors’ contributions
SCG managed the wild zebra finch population and organized the collection
of blood samples. UK and WF collected blood samples and phenotyped the
birds. GHS, UK, and AF performed next-generation sequencing and mapping.
UK designed the SNP chip. MW and AF performed genotyping. UK analyzed
the genotype data. UK and WF wrote the first draft of the manuscript. WF,
UK, and BK conceived of the study. All authors read and commented on the
first draft of the manuscript. All authors approved the final manuscript.
Competing interests
The authors declare that they have no competing interests.
Ethics approval and consent to participate
Wild birds were sampled and banded under approval of the Macquarie
University Animal Ethics Committee, the Australian Bird and Bat Banding
Scheme, and a Scientific License from NSW National Parks and Wildlife
Knief et al. Genome Biology  (2016) 17:199 Page 19 of 22
Service (Animal Research Authority # 2010/053 and # 2010/054). For the
captive birds, the procedures of housing, breeding, banding, bleeding for
parentage assignment, measuring, and observing our study objects do not
qualify as animal experimentation according to the relevant national and
regional laws and are fully covered by our housing and breeding permit
(# 311.4-si, by Landratsamt Starnberg, Germany).
Author details
1Department of Behavioural Ecology and Evolutionary Genetics, Max Planck
Institute for Ornithology, 82319 Seewiesen, Germany. 2Current address:
Division of Evolutionary Biology, Faculty of Biology, Ludwig Maximilian
University of Munich, 82152 Planegg-Martinsried, Germany. 3Institute of
Clinical Molecular Biology, Christian-Albrechts-University, 24105 Kiel,
Germany. 4Department of Biological Sciences, Macquarie University,
Sydney, NSW 2109, Australia. 5School of Biological, Earth & Environmental
Sciences, University of New South Wales, Sydney, NSW 2057, Australia.
Received: 1 July 2016 Accepted: 5 September 2016
References
1. White MJD. Animal cytology and evolution. Cambridge: Cambridge
University Press; 1977.
2. Conrad DF, Hurles ME. The population genetics of structural variation.
Nat Genet. 2007;39:S30–6.
3. Hoffmann AA, Rieseberg LH. Revisiting the impact of inversions in
evolution: from population genetic markers to drivers of adaptive shifts and
speciation? Annu Rev Ecol Evol Syst. 2008;39:21–42.
4. Madan K. Paracentric inversions: a review. Hum Genet. 1995;96:503–15.
5. Anton E, Blanco J, Egozcue J, Vidal F. Sperm studies in heterozygote
inversion carriers: a review. Cytogenet Genome Res. 2005;111:297–304.
6. Roberts PA. A positive correlation between crossing over within
heterozygous pericentric inversions and reduced egg hatch of Drosophila
females. Genetics. 1967;56:179–87.
7. Navarro A, Ruiz A. On the fertility effects of pericentric inversions. Genetics.
1997;147:931–3.
8. Navarro A, Betran E, Barbadilla A, Ruiz A. Recombination and gene flux
caused by gene conversion and crossing over in inversion
heterokaryotypes. Genetics. 1997;146:695–709.
9. Swanson CP, Merz T, Young WJ. Cytogenetics: the chromosome in division,
inheritance, and evolution. Englewood Cliffs: Prentice-Hall; 1981.
10. Krimbas CB, Powell JR. Drosophila inversion polymorphism. Boca Raton: CRC
Press; 1992.
11. Morel F, Laudier B, Guerif F, Couet ML, Royere D, Roux C, Bresson JL, Amice V,
De Braekeleer M, Douet-Guilbert N. Meiotic segregation analysis in
spermatozoa of pericentric inversion carriers using fluorescence in-situ
hybridization. Hum Reprod. 2007;22:136–41.
12. Yapan CC, Beyazyurek C, Ekmekci CG, Kahraman S. The largest paracentric
inversion, the highest rate of recombinant spermatozoa. Case report:
46, Xy, Inv(2)(Q21.2q37.3) and literature review. Balkan J Med Genet.
2014;17:55–61.
13. Bhatt S, Moradkhani K, Mrasek K, Puechberty J, Manvelyan M, Hunstig F,
Lefort G, Weise A, Lespinasse J, Sarda P, et al. Breakpoint mapping and
complete analysis of meiotic segregation patterns in three men
heterozygous for paracentric inversions. Eur J Hum Genet. 2009;17:44–50.
14. Morgan DT. A cytogenetic study of inversions in Zea mays. Genetics.
1950;35:153–74.
15. Wang J, Wurm Y, Nipitwattanaphon M, Riba-Grognuz O, Huang YC,
Shoemaker D, Keller L. A Y-like social chromosome causes alternative colony
organization in fire ants. Nature. 2013;493:664–8.
16. Purcell J, Brelsford A, Wurm Y, Perrin N, Chapuisat M. Convergent genetic
architecture underlies social organization in ants. Curr Biol. 2014;24:2728–32.
17. Joron M, Frezal L, Jones RT, Chamberlain NL, Lee SF, Haag CR, Whibley A,
Becuwe M, Baxter SW, Ferguson L, et al. Chromosomal rearrangements
maintain a polymorphic supergene controlling butterfly mimicry. Nature.
2011;477:203–7.
18. Fang Z, Pyhäjärvi T, Weber AL, Dawe RK, Glaubitz JC, González JDS,
Ross-Ibarra C, Doebley J, Morrell PL, Ross-Ibarra J. Megabase-scale
inversion polymorphism in the wild ancestor of maize. Genetics.
2012;191:883–94.
19. Küpper C, Stocks M, Risse JE, Dos Remedios N, Farrell LL, McRae SB, Morgan
TC, Karlionova N, Pinchuk P, Verkuil YI, et al. A supergene determines highly
divergent male reproductive morphs in the ruff. Nat Genet. 2015; in press.
20. Lamichhaney S, Fan G, Widemo F, Gunnarsson U, Thalmann DS, Hoeppner MP,
Kerje S, Gustafson U, Shi C, Zhang H, et al. Structural genomic changes
underlie alternative reproductive strategies in the ruff (Philomachus pugnax).
Nat Genet. 2015; in press.
21. Lowry DB, Willis JH. A widespread chromosomal inversion polymorphism
contributes to a major life-history transition, local adaptation, and
reproductive isolation. PLoS Biol. 2010;8:e1000500.
22. Tuttle EM, Bergland AO, Korody ML, Brewer MS, Newhouse DJ, Minx P, Stager
M, Betuel A, Cheviron ZA, Warren WC, et al. Divergence and functional
degradation of a sex chromosome-like supergene. Curr Biol. 2016;26:344–50.
23. Kirkpatrick M. How and why chromosome inversions evolve. PLoS Biol.
2010;8:e1000501.
24. Dobzhansky T. Genetics of the evolutionary process. New York: Columbia
University Press; 1970.
25. Kirkpatrick M, Barton N. Chromosome inversions, local adaptation and
speciation. Genetics. 2006;173:419–34.
26. Feder JL, Gejji R, Powell THQ, Nosil P. Adaptive chromosomal
divergence driven by mixed geographic mode of evolution. Evolution.
2011;65:2157–70.
27. Umina PA, Weeks AR, Kearney MR, McKechnie SW, Hoffmann AA. A rapid
shift in a classic clinal pattern in Drosophila reflecting climate change.
Science. 2005;308:691–3.
28. Balanya J, Oller JM, Huey RB, Gilchrist GW, Serra L. Global genetic
change tracks global climate warming in Drosophila subobscura.
Science. 2006;313:1773–5.
29. McAllister BF, Sheeley SL, Mena PA, Evans AL, Schlotterer C. Clinal
distribution of a chromosomal rearrangement: a precursor to chromosomal
speciation? Evolution. 2008;62:1852–65.
30. Cheng CD, White BJ, Kamdem C, Mockaitis K, Costantini C, Hahn MW,
Besansky NJ. Ecological genomics of Anopheles gambiae along a latitudinal
cline: a population-resequencing approach. Genetics. 2012;190:1417–32.
31. Dubinin NP, Tiniakov GG. Seasonal cycle and inversion frequency in
populations. Nature. 1946;157:23–4.
32. Kopp M, Hermisson J. The evolution of genetic architecture under
frequency-dependent disruptive selection. Evolution. 2006;60:1537–50.
33. Nassar R, Muhs HJ, Cook RD. Frequency-dependent selection at Payne
inversion in Drosophila melanogaster. Evolution. 1973;27:558–64.
34. Gromko MH, Richmond RC. Modes of selection maintaining an inversion
polymorphism in Drosophila paulistorum. Genetics. 1978;88:357–66.
35. Avelar AT, Perfeito L, Gordo I, Ferreira MG. Genome architecture is a
selectable trait that can be maintained by antagonistic pleiotropy.
Nat Commun. 2013;4:Artn 2235.
36. Lowther JK. Polymorphism in white-throated sparrow, Zonotrichia albicollis
(Gmelin). Can J Zool. 1961;39:281–92.
37. Thorneycroft HB. Cytogenetic study of white-throated sparrow, Zonotrichia
albicollis (Gmelin). Evolution. 1975;29:611–21.
38. Sturtevant AH, Mather E. The interrelations of inversions, heterosis and
recombination. Am Nat. 1938;72:447–52.
39. Falconer D, Mackay T. Introduction to quantitative genetics. 4th ed. Harlow:
Longmann; 1996.
40. Lyon MF. Transmission ratio distortion in mice. Annu Rev Genet.
2003;37:393–408.
41. Traulsen A, Reed FA. From genes to games: cooperation and cyclic
dominance in meiotic drive. J Theor Biol. 2012;299:120–5.
42. Shields GF. Comparative avian cytogenetics: a review. Condor.
1982;84:45–58.
43. Price T. Speciation in birds. Greenwood Village: Roberts and Company; 2008.
44. Huynh LY, Maney DL, Thomas JW. Chromosome-wide linkage
disequilibrium caused by an inversion polymorphism in the white-throated
sparrow (Zonotrichia albicollis). Heredity. 2011;106:537–46.
45. Christidis L. Chromosomal evolution within the family Estrildidae (Aves) I.
The Poephilae Genetica. 1986;71:81–97.
46. Christidis L. Chromosomal evolution within the family Estrildidae (Aves) II.
The Lonchurae Genetica. 1986;71:99–113.
47. Christidis L. Chromosomal evolution within the family Estrildidae (Aves) III.
The Estrildae (waxbill finches). Genetica. 1987;72:93–100.
48. Itoh Y, Arnold AP. Chromosomal polymorphism and comparative painting
analysis in the zebra finch. Chromosom Res. 2005;13:47–56.
Knief et al. Genome Biology  (2016) 17:199 Page 20 of 22
49. Del Priore L, Pigozzi MI. Heterologous synapsis and crossover suppression in
heterozygotes for a pericentric inversion in the Zebra Finch. Cytogenet
Genome Res. 2015;147:154–60.
50. Itoh Y, Kampf K, Balakrishnan CN, Arnold AP. Karyotypic polymorphism of
the zebra finch Z chromosome. Chromosoma. 2011;120:255–64.
51. Forstmeier W, Segelbacher G, Mueller JC, Kempenaers B. Genetic variation
and differentiation in captive and wild zebra finches (Taeniopygia guttata).
Mol Ecol. 2007;16:4039–50.
52. Balakrishnan CN, Edwards SV. Nucleotide variation, linkage disequilibrium
and founder-facilitated speciation in wild populations of the zebra finch
(Taeniopygia guttata). Genetics. 2009;181:645–60.
53. Bansal V, Bashir A, Bafna V. Evidence for large inversion
polymorphisms in the human genome from HapMap data. Genome Res.
2007;17:219–30.
54. Stefansson H, Helgason A, Thorleifsson G, Steinthorsdottir V, Masson G, Barnard J,
Baker A, Jonasdottir A, Ingason A, Gudnadottir VG, et al. A common inversion
under selection in Europeans. Nat Genet. 2005;37:129–37.
55. Andolfatto P, Depaulis F, Navarro A. Inversion polymorphisms and
nucleotide variability in Drosophila. Genet Res. 2001;77:1–8.
56. Warren WC, Clayton DF, Ellegren H, Arnold AP, Hillier LW, Kunstner A, Searle S,
White S, Vilella AJ, Fairley S, et al. The genome of a songbird. Nature.
2010;464:757–62.
57. Knief U, Forstmeier W. Mapping centromeres of microchromosomes in
the zebra finch (Taeniopygia guttata) using half-tetrad analysis.
Chromosoma. 2016;125:757-68.
58. Backström N, Forstmeier W, Schielzeth H, Mellenius H, Nam K, Bolund E,
Webster MT, Ost T, Schneider M, Kempenaers B, Ellegren H. The
recombination landscape of the zebra finch Taeniopygia guttata genome.
Genome Res. 2010;20:485–95.
59. Bandelt HJ, Forster P, Rohl A. Median-joining networks for inferring
intraspecific phylogenies. Mol Biol Evol. 1999;16:37–48.
60. Browning SR, Browning BL. Rapid and accurate haplotype phasing and
missing-data inference for whole-genome association studies by use of
localized haplotype clustering. Am J Hum Genet. 2007;81:1084–97.
61. Rubin CJ, Zody MC, Eriksson J, Meadows JRS, Sherwood E, Webster MT,
Jiang L, Ingman M, Sharpe T, Ka S, et al. Whole-genome resequencing
reveals loci under selection during chicken domestication. Nature.
2010;464:587–93.
62. Fijarczyk A, Babik W. Detecting balancing selection in genomes: limits and
prospects. Mol Ecol. 2015;24:3529–45.
63. Fisher RA. The genetical theory of natural selection. Oxford: Oxford
University Press; 1930.
64. Cáceres A, González JR. Following the footprints of polymorphic
inversions on SNP data: from detection to association tests. Nucleic
Acids Res. 2015;43:e53.
65. de Jong S, Chepelev I, Janson E, Strengman E, van den Berg LH, Veldink JH,
Ophoff RA. Common inversion polymorphism at 17q21.31 affects
expression of multiple genes in tissue-specific manner. BMC Genomics.
2012;13:Artn 458.
66. Deng LB, Zhang YZ, Kang J, Liu T, Zhao HB, Gao Y, Li CH, Pan H, Tang XL,
Wang DM, et al. An unusual haplotype structure on human chromosome
8p23 derived from the inversion polymorphism. Hum Mutat. 2008;29:1209–16.
67. Ma JZ, Amos CI. Investigation of inversion polymorphisms in the human
genome using principal components analysis. PLoS One. 2012;7:e40224.
68. Namjou B, Ni YZ, Harley ITW, Chepelev I, Cobb B, Kottyan LC, Gaffney PM,
Guthridge JM, Kaufman K, Harley JB. The effect of inversion at 8p23 on BLK
association with lupus in Caucasian population. PLoS One. 2014;9:e115614.
69. Hereford J, Hansen TF, Houle D. Comparing strengths of directional
selection: how strong is strong? Evolution. 2004;58:2133–43.
70. Pritchard JK, Przeworski M. Linkage disequilibrium in humans: models and
data. Am J Hum Genet. 2001;69:1–14.
71. Knief U, Hemmrich-Stanisak G, Wittig M, Franke A, Griffith SC, Kempenaers B,
Forstmeier W. Quantifying realized inbreeding in wild and captive animal
populations. Heredity. 2015;114:397–403.
72. Singhal S, Leffler EM, Sannareddy K, Turner I, Venn O, Hooper DM, Strand AI,
Li QY, Raney B, Balakrishnan CN, et al. Stable recombination hotspots in
birds. Science. 2015;350:928–32.
73. Nielsen R. Molecular signatures of natural selection. Annu Rev Genet.
2005;39:197–218.
74. Przeworski M. The signature of positive selection at randomly chosen loci.
Genetics. 2002;160:1179–89.
75. Navarro A, Bardadilla A, Ruiz A. Effect of inversion polymorphism on the
neutral nucleotide variability of linked chromosomal regions in Drosophila.
Genetics. 2000;155:685–98.
76. Zhu X, Zhang S. Population-based association studies. In: Lin S, Zhao H, editors.
Handbook on analyzing human genetic data: computational approaches and
software. Berlin, Heidelberg, Germany: Springer. 2010;171–90.
77. Zhu XF, Zhang SL, Zhao HY, Cooper RS. Association mapping, using a
mixture model for complex traits. Genet Epidemiol. 2002;23:181–96.
78. Petronczki M, Siomos MF, Nasmyth K. Un ménage à quatre: the molecular
biology of chromosome segregation in meiosis. Cell. 2003;112:423–40.
79. Bolund E, Martin K, Kempenaers B, Forstmeier W. Inbreeding depression of
sexually selected traits and attractiveness in the zebra finch. Anim Behav.
2010;79:947–55.
80. Forstmeier W, Schielzeth H, Mueller JC, Ellegren H, Kempenaers B.
Heterozygosity-fitness correlations in zebra finches: microsatellite markers
can be better than their reputation. Mol Ecol. 2012;21:3237–49.
81. Kojima KI, Tobari YN. Selective modes associated with karyotypes in
Drosophila ananassae. II. Heterosis and frequency-dependent selection.
Genetics. 1969;63:639–51.
82. Lewontin RC. A general method for investigating the equilibrium of gene
frequency in a population. Genetics. 1958;43:420–34.
83. Cochran WG. The combination of estimates from different experiments.
Biometrics. 1954;10:101–29.
84. Park JH, Wacholder S, Gail MH, Peters U, Jacobs KB, Chanock SJ, Chatterjee N.
Estimation of effect size distribution from genome-wide association studies
and implications for future discoveries. Nat Genet. 2010;42:570–U139.
85. Yang JA, Benyamin B, McEvoy BP, Gordon S, Henders AK, Nyholt DR,
Madden PA, Heath AC, Martin NG, Montgomery GW, et al. Common SNPs
explain a large proportion of the heritability for human height. Nat Genet.
2010;42:565–U131.
86. Kraft P, Zeggini E, Ioannidis JPA. Replication in genome-wide association
studies. Stat Sci. 2009;24:561–73.
87. Knief U, Schielzeth H, Ellegren H, Kempenaers B, Forstmeier W. A prezygotic
transmission distorter acting equally in female and male zebra finches
Taeniopygia guttata. Mol Ecol. 2015;24:3846–59.
88. Griffith SC, Pryke SR, Mariette M. Use of nest-boxes by the Zebra Finch
(Taeniopygia guttata): implications for reproductive success and research.
EMU. 2008;108:311–9.
89. Mariette MM, Griffith SC. Conspecific attraction and nest site selection in a
nomadic species, the zebra finch. Oikos. 2012;121:823–34.
90. Bairlein F. Manual of field methods. Wilhelmshaven: European-African
Songbird Migration Network; 1995.
91. Li H, Durbin R. Fast and accurate short read alignment with Burrows-
Wheeler transform. Bioinformatics. 2009;25:1754–60.
92. Quinlan AR, Hall IM. BEDTools: a flexible suite of utilities for comparing
genomic features. Bioinformatics. 2010;26:841–2.
93. McKenna A, Hanna M, Banks E, Sivachenko A, Cibulskis K, Kernytsky A,
Garimella K, Altshuler D, Gabriel S, Daly M, DePristo MA. The Genome
Analysis Toolkit: a MapReduce framework for analyzing next-generation
DNA sequencing data. Genome Res. 2010;20:1297–303.
94. Schlötterer C, Tobler R, Kofler R, Nolte V. Sequencing pools of
individuals—mining genome-wide polymorphism data without big
funding. Nat Rev Genet. 2014;15:749–63.
95. Chen K, Wallis JW, McLellan MD, Larson DE, Kalicki JM, Pohl CS, McGrath SD,
Wendl MC, Zhang QY, Locke DP, et al. BreakDancer: an algorithm for
high-resolution mapping of genomic structural variation. Nat Methods.
2009;6:677–U676.
96. Wang JM, Mullighan CG, Easton J, Roberts S, Heatley SL, Ma J, Rusch MC,
Chen K, Harris CC, Ding L, et al. CREST maps somatic structural variation in
cancer genomes with base-pair resolution. Nat Methods. 2011;8:652–U669.
97. Gogarten SM, Bhangale T, Conomos MP, Laurie CA, McHugh CP, Painter I,
Zheng XW, Crosslin DR, Levine D, Lumley T, et al. GWASTools: an R/
Bioconductor package for quality control and analysis of genome-wide
association studies. Bioinformatics. 2012;28:3329–31.
98. Weir BS. Genetic data analysis II: methods for discrete population genetic
data. Sunderland: Sinauer Associates; 1996.
99. Weir BS. Inferences about linkage disequilibrium. Biometrics. 1979;35:235–54.
100. Wellek S, Ziegler A. A genotype-based approach to assessing the association
between single nucleotide polymorphisms. Hum Hered. 2009;67:128–39.
101. Zaykin DV, Pudovkin A, Weir BS. Correlation-based inference for linkage
disequilibrium with multiple alleles. Genetics. 2008;180:533–45.
Knief et al. Genome Biology  (2016) 17:199 Page 21 of 22
102. Price AL, Patterson NJ, Plenge RM, Weinblatt ME, Shadick NA, Reich D.
Principal components analysis corrects for stratification in genome-wide
association studies. Nat Genet. 2006;38:904–9.
103. Zheng XW, Levine D, Shen J, Gogarten SM, Laurie C, Weir BS. A high-
performance computing toolset for relatedness and principal component
analysis of SNP data. Bioinformatics. 2012;28:3326–8.
104. Kleinberg J, Tardos É. Algorithm design. Boston: Pearson Education, Inc.;
2006.
105. Gabriel S, Ziaugra L, Tabbaa D. SNP genotyping using the Sequenom
MassARRAY iPLEX platform. Curr Protoc Hum Genet. 2009;Chapter 2:Unit 2 12.
106. O’Connell JR, Weeks DE. PedCheck: a program for identification of genotype
incompatibilities in linkage analysis. Am J Hum Genet. 1998;63:259–66.
107. Ihle M, Kempenaers B, Forstmeier W. Fitness benefits of mate choice
for compatibility in a socially monogamous species. PLoS Biol.
2015;13:e1002248.
108. R Core Team. R: a language and environment for statistical computing.
302nd ed. Vienna, Austria: R Foundation for Statistical Computing; 2013.
109. Gilmour AR, Gogel BJ, Cullis BR, Thompson R. Asreml user guide release 3.0.
Hemel Hempstead: VSN International Ltd; 2009.
110. Vazquez AI, Bates DM, Rosa GJM, Gianola D, Weigel KA. Technical note:
an R package for fitting generalized linear mixed models in animal
breeding. J Anim Sci. 2010;88:497–504.
111. Lumley T. rmeta: Meta-analysis. 2012. https://cran.r-project.org/web/
packages/rmeta/index.html.
112. Robinson MR, Santure AW, DeCauwer I, Sheldon BC, Slate J. Partitioning of
genetic variation across the genome using multimarker methods in a wild
bird population. Mol Ecol. 2013;22:3963–80.
113. Knief U, Schielzeth H, Kempenaers B, Ellegren H, Forstmeier W. QTL and
quantitative genetic analysis of beak morphology reveals patterns of
standing genetic variation in an Estrildid finch. Mol Ecol. 2012;21:3704–17.
114. Gelman A. Scaling regression inputs by dividing by two standard deviations.
Stat Med. 2008;27:2865–73.
115. Schielzeth H. Simple means to improve the interpretability of regression
coefficients. Methods Ecol Evol. 2010;1:103–13.
•  We accept pre-submission inquiries 
•  Our selector tool helps you to find the most relevant journal
•  We provide round the clock customer support 
•  Convenient online submission
•  Thorough peer review
•  Inclusion in PubMed and all major indexing services 
•  Maximum visibility for your research
Submit your manuscript at
www.biomedcentral.com/submit
Submit your next manuscript to BioMed Central 
and we will help you at every step:
Knief et al. Genome Biology  (2016) 17:199 Page 22 of 22
