



Zentralität im Sinne Christallers geht von einem Zentrum aus, das ein Ergänzungsgebiet
beziehungsweise Territorium mit zentralen Funktionen versorgt. Dieser Beitrag stellt Zen-
tralität knapp im Allgemeinen dar und geht dann der Frage nach, ob im Fall von Lossow
und Lebus Polyzentralität vorliegen kann. Polyzentralität bedeutet das Vorliegen mehre-
rer sich ergänzender Zentren in einem Territorium. Hierzu werden graphentheoretische
Methoden, Dichtecluster-Analysen, die Methode der idealen Isolinie und die Betrachtung
von Verkehrsnetzwerken herangezogen. Da die unterschiedlichen Methoden widersprüch-
liche Ergebnisse lieferten konnten nicht endgültig entschieden werden, ob Polyzentralität
vorliegt.
Keywords: Zentralität; Bronzezeit; Eisenzeit; Siedlungsmuster; Modellierung; Quantitati-
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Christaller’s concept of centrality describes a central site that supplies a region or territory
with central functions. This paper presents the concept of centrality in general and employs
graph-theoretical approaches, density cluster analysis, ideal contour density lines, and traf-
ﬁc networks to investigate whether Lossow and Lebus can be deﬁned as polycentric. Poly-
centrality implies that more than one center exists in a region and that they complement
each other. The different methods used produce contradicting results and are inconclusive
regarding the polycentrality of the two sites.
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Gehören Lossow und Lebus einem oder zwei Einzugsgebieten an? Das ist letztlich die
Frage, die denWorkshopDas Phänomen der ,Mehrfachburgen‘ der Bronzezeit und des Mittelal-
tersmotiviert hat. Etwas anders formuliert, können wir auch danach fragen, ob Lossow
undLebusMono- oder Polyzentrenwaren. Bevorwir dieser Fragemit einigen quantitati-
ven Analysen nachgehen können, müssen wir die Grundlagen besprechen. Wir müssen
uns damit beschäftigen, was unter Zentralität zu verstehen ist und insbesondere den
Begriff der Polyzentralität klären. Während sich die meisten Beiträge zum Thema der
Zentralität implizitmitMonozentralität beschäftigen, ist der vorliegende Beitrag auf Po-
lyzentralität fokussiert. Es wird darum gehen, Modelle der Polyzentralität zu erarbeiten
und diese Modelle der Monozentralität gegenüberzustellen.
Ǡ Zentralortforschung
Den Begriff der Zentralität oder des Zentralortes hat der Geograph Christaller ǟǧǡǡ in
seiner Dissertation eingeführt. In dieser Arbeit verfolgte er die Frage, warum Städte an
bestimmten Stellen groß und an anderen klein sind. Der neue Begriff ,Zentralort‘ diente
ihm vor allem dazu, den schon damals sehr facettenreichen und konnotationsbeladenen
Begriff der Stadt zu ersetzen. Zentralorte sind jene Orte, denen eine bestimmte Bedeu-
tung zukommt, die sie ihrerseits aus ihremUmland beziehen. Es lohnt sich, Christallers
Text etwas genauer anzusehen:
Jeder Ort hat eine gewisse Bedeutung, die gewöhnlich aber ungenau, als ,Grö-
ße‘ des Ortes bezeichnet wird. […] Die ,Bedeutung‘ ist […] das Ergebnis des
Zusammenwirkens der wirtschaftenden Bewohner, dieses ,Wirken‘ ist ein In-
tensitätsgrad, […].1
Hier wird zunächst das zu untersuchende Phänomen umgangssprachlich erfasst. An-
schließend wird der Bedeutungsüberschuss thematisiert, den Christaller als Zentralität
bezeichnet.
Dieses ,Leben‘ einer Stadt, also ihre Bedeutung, steht nicht notwendig in Pa-
rallelbeziehung zu der Einwohnerzahl, es kann gewissermaßen ein Überschuß
an Bedeutung vorhanden sein. Vorzugsweise haben zentrale Orte einen solchen
Überschuß. Wem ist dieser Überschuß zu danken? Den dispersen Orten, die
entsprechend ein Deﬁzit an Bedeutung aufweisen. […]
1 Christaller ǟǧǡǡ, ǠǤ.
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Die Stadt hat eine Gesamtbedeutung B, davon entfällt Bz auf die eigene Bevöl-
kerung, die Differenz B-Bz, der Bedeutungsüberschuß, auf das sie umgebende
Gebiet. Die Gesamtbedeutung können wir als absolute Bedeutung der Stadt
bezeichnen, den Bedeutungsüberschuß als relative Bedeutung. […]
Wir wollen in diesem Sinne kurzweg von der ,Zentralität‘ eines Ortes sprechen
und verstehen darunter die relative Bedeutung eines Ortes in bezug auf das
ihn umgebende Gebiet, oder den Grad, in dem die Stadt zentrale Funktionen
ausübt.2
Die Zentralität eines Ortes ist seine Bedeutung, die über die durch die Bevölkerungs-
zahl vorhergesagte Bedeutung hinausgeht. Eine große Stadt, die genauso viel zentra-
le Funktionen ausübt, wie ihre Bevölkerung benötigt, ist kein Zentralort. Christallers
Fallstudie zu Süddeutschland veranschaulicht das sehr gut. Zunächst kartiert er die Be-
völkerungsdichte, um diese anschließend der Dichte der Telefonanschlüsse gegenüber-
zustellen. Die Orte, die mehr Telefonanschlüsse aufweisen als durch die Bevölkerungs-
anzahl vorhergesagt werden könnte, sind Zentralorte. Die Telefonanschlüsse fungieren
hier als Proxy für zentrale Funktionen. Das war nur möglich, da Telefonanschlüsse in
den ǟǧǡǞer Jahren noch nicht in jedem Haushalt vorhanden waren. Heute würde man
in einer vergleichbaren Studie eher Breitbandinternetanschlüsse verwenden. Telefone
haben jedoch noch einen weiteren Nachteil. Sie stehen in einer vagen Beziehung zu
unterschiedlichen zentralen Funktionen. Einerseits lassen sich hiermit unterschiedli-
che Bereiche abdecken, andererseits ist unklar, was die Telefone genau abbilden. Heute
würden wir, wie unten erläutert wird, mehr Nachdruck auf die Differenzierung der zen-
tralen Funktionen legen. Diese methodischen Aspekte stellen jedoch die Bedeutung des
Konzeptes der Zentralität nicht in Frage. Die moderne Forderung, den Ort im Kontext
zu sehen, wird hier erfüllt, denn der Begriff der Zentralität stellt die Beziehung des Ortes
zu seinem Umland her.
Die Fallstudie zu den Telefonen führte zu einem empirischen Modell, das die Zen-
tralität an unterschiedlichen Orten darstellt. Dieses Modell kann nichts erklären. Hier-
für benötigen wir ein korrespondierendes theoretisches Modell, und auch derartige
theoretische Modelle hat Christaller erarbeitet. Wenn wir eine Fläche von mehreren
Punkten aus optimal und möglichst kostenminimal versorgen sollen, dann sollten wir
versuchen die Transportkosten zu minimieren. Das erreichen wir, indem jeder Punkt
von demOrt versorgt wird, der ihm am nächsten liegt. Damit ist jedemOrt ein Einzugs-
gebiet zugeordnet, das Christaller Ergänzungsgebiet nennt. Wie groß dieses ist, hängt
von der zentralen Funktion beziehungsweise dem Gut ab, das verteilt werden soll. Die
Grenze zwischen zwei Ergänzungsgebieten wird dort gezogen, wo die Distanz zu den
2 Christaller ǟǧǡǡ, ǠǤ–Ǡǥ.
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Abb. ǟ Christallers theoretisches
Modell zentraler Orte.
zugehörigen Zentren gleich ist. Hierzu können Voronoi-Graphen verwendet werden.
Innerhalb der Einzugsgebiete ist jeder Punkt dem Zentrum des eigenen Ergänzungs-
gebietes näher als irgendeinem anderen Zentrum. Da einerseits eine geringe Zahl von
Versorgungszentren nützlich ist und diese andererseits unterschiedlich große Einzugsge-
biete besitzen, kommt es zu einer Hierarchie der Zentralorte (Abb. ǟ). Für die Optimie-
rung der Versorgung, des Verkehrs oder der Grenzziehung gibt Christaller jeweils ein
theoretisches Modell an. Diese unterscheiden sich durch die Lage der untergeordneten
Orte in Bezug zum Ergänzungsgebiet und werden durch sogenannte K-Werte charakte-
risiert.
Mit einer gewissen Verzögerung wurde Christallers Arbeit rezipiert und modiﬁ-
ziert. Zunächst ist Lösch zu nennen, der einige Verbesserungen einbrachte und die
Konsistenz der theoretischen Modelle erhöhte.3 Die in den ǟǧǣǞer und ǟǧǤǞer Jahren
populär gewordene zentralörtliche Theorie populär wurde vor allem im angelsächsi-
schen Sprachraum viel diskutiert. In den ǟǧǦǞer Jahren wurde sie in der Geographie




Archäologie kurz ansehen. DerWissenstransfer fand in den ǟǧǤǞer Jahren in Cambridge
statt. Der Geograph Peter Haggett, eine Schlüsselﬁgur der quantitativ orientierten ,New
Geography‘, setzte sich intensiv mit der zentralörtlichen Theorie auseinander4 und dis-
kutierte diese und andere Dinge mit seinem Kollegen David Clarke aus der Archäo-
logie, der mit seinem Buch Analythical Archaeology eine dominante Rolle in der ,New
Archaeology‘ einnahm. Clarke griff diesen Ansatz auf und gab ihn an seine Schüler wei-
ter. DaHaggett sich hauptsächlich für Standorttheorie interessierte, wurde vor allem die
Methode der Voronoi-Graphen in der angelsächsischen archäologischen Zentralortfor-
schung verwendet. Die Abgrenzung von Territorien ist hier der dominierende Ansatz.
Mit dem Aufkommen der ,Postprocessual Archaeology‘ in den ǟǧǦǞer Jahren wurde die
Zentralortforschung in England unpopulär. Hierzu hat nicht zuletzt Ian Hodder beige-
tragen, der zunächst der ,New Archaeology‘ nahestand und selbst die Voronoi-Methode
angewendet hat.5 Ende der ǟǧǦǞer Jahre wurde der Zentralitätsbegriff in der skandina-
vischen Archäologie entdeckt. Voraus gingen vereinzelte Arbeiten, die sich mit diesem
Ansatz auf Basis der angelsächsischen Schule auseinandersetzten.6 Die Diskussionen auf
einer Tagung auf Sandbjerg Slot ǟǧǦǧ ergaben, dass der Zentralitätsbegriff ein virulen-
tes Problem der skandinavischen Archäologie lösen könnte.7 Man hatte sich hier in den
ǟǧǦǞer Jahren mit der Untersuchung regionaler Siedlungsmuster beschäftigt. Hierbei
stachen einzelne Siedlungen heraus, zu deren Verständnis in der gegebenen Siedlungs-
struktur die traditionellen Ansätze mit Begriffen wie ,Handelsplatz‘ oder ,Kultplatz‘ we-
nig beitragen konnten. Den abweichenden Voraussetzungen entsprechend beschäftigte
man sich hier nun mit der Identiﬁkation von Zentralorten und mit der Siedlungshier-
archie. Insbesondere der pragmatische Ansatz, die Siedlungshierarchie als dreistuﬁge
Pyramide aufzufassen und die einzelnen Stufen durch archäologische Funde zu charak-
terisieren, wurde sehr bekannt. Um ǠǞǟǞ musste die zentralörtliche Theorie in Skandi-
navien ihre dominante Rolle an Netzwerkansätze abgeben. Die Netzwerkansätze haben
im Wesentlichen zwei Wurzeln. Zum einen basieren sie auf der Untersuchung geogra-
phischer Netzwerke, die in den ǟǧǤǞer Jahren zu einer wichtigen Teildisziplin der Geo-
graphie wurde.8 Zum anderen, und das ist sicher der dominantere Impuls, basieren sie
auf Netzwerkanalysen in der Soziologie.9 In diesem Bereich wurden auch Indizes für
Netzwerkzentralität deﬁniert.10
Zu der Zeit, in der Netzwerkansätze verstärkt Eingang in die skandinavische Ar-
chäologie fanden, war die zentralörtliche Theorie nun aber schon in der deutschen Ar-
chäologie modern geworden. Seit etwa ǟǧǥǞ gab es in Deutschland immer wieder ein-
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8 Haggett und Chorley ǟǧǤǧ.




Disziplinen wie der historischen Geographie. Erst zwei Jahrzehnte später machte Ku-
now11 dieses Konzept in der Archäologie weithin bekannt und Gringmuth-Dallmer12
verhalf ihm zum Durchbruch. Gringmuth-Dallmer gelang dies durch Vereinfachung
und Anpassung der zentralörtlichen Theorie. Er konzentrierte sich auf archäologische
Indikatoren zentraler Funktionen. Während Kunow, Gringmuth-Dallmer und die ih-
nen folgenden Autoren eng an Christaller angelehnt sind, gibt es eine andere Strömung
in Deutschland, die die zentralörtliche Theorie über den Umweg via England und Skan-
dinavien rezipiert.13 Oft wird hier im deutschen der Begriff ,Zentralplatz‘ statt ,Zentra-
lort‘ verwendet, eine Rückübersetzung von ,Zentralort‘ über ,central place‘ und ,central
plats‘ zu ,Zentralplatz‘.
Systematisch eingesetzt wurde der Begriff des Zentralorts im DFG-Schwerpunkt-
programm ǟǟǥǟ, in dem er eine neutrale Bezeichnung anstelle des vieldiskutierten Be-
griffs des ,Fürstensitzes‘ sein sollte. In diesemRahmenwurde eine Systematik zur Unter-
suchung von Zentralorten erarbeitet, die verschiedene Fragestellungen unterscheidet.14
Konkret zur Anwendung kam dieser Ansatz bei einer ﬂächigen Untersuchung zur älte-
ren Eisenzeit in Baden-Württemberg.15 Hier ergab sich, dass Zentralität nach Christaller
die Funktion der Fürstensitze nicht richtig abbildet. Stattdessen wurde die Anwendung
der Netzwerkzentralität vorgeschlagen. Im Rahmen des Exzellenzclusters Topoi (Pro-
jekt A-ǟ-Ǡǟ) konnte aufbauend auf diesen Arbeiten und gestützt durch zahlreiche Teil-
projekte des Clusters A-ǟ eine neue, verallgemeinerte Zentralitätstheorie ausgearbeitet
werden.16 In wenigen Worten soll dieser Ansatz im Folgenden zusammengefasst wer-
den. Anschließend sollen relevante Teile dieses Konzeptes auf die vorliegende Frage der
Polyzentralität angewendet werden.
ǡ Ein neues Konzept von Zentralität
Wir wollen uns inhaltlich möglichst wenig von Christallers Konzept entfernen, dieses
aber in ein verallgemeinertes Konzept, das auch die Netzwerkzentralität beinhaltet, in-
tegrieren. Zentralität wollen wir als relative Konzentration von Interaktion deﬁnieren.
Dabei ist Konzentration von Interaktion eine hohe relative Interaktionsknotendichte,
womit sich die Deﬁnition von Zentralorten als Gebiete hoher relativer Interaktionskno-
tendichte ergibt. Christallers „[…] Zusammenwirken(s) der wirtschaftenden Bewohner
[…]“ ist letztlich nichts anderes als Interaktion.17 Er spricht hier vom Intensitätsgrad
11 Kunow ǟǧǦǦ
12 Gringmuth-Dallmer ǟǧǧǤ; Gringmuth-Dallmer
ǠǞǟǟ.
13 Vgl. verschiedene Beiträge in Hardt u. a. ǠǞǟǞ.
14 Nakoinz ǠǞǞǧ; Nakoinz ǠǞǟǡb.
15 Nakoinz ǠǞǟǡa.
16 Nakoinz (im Druck).
17 Christaller ǟǧǡǡ, ǠǤ.
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des Wirkens, womit er klar zum Ausdruck bringt, dass Zentralität für ihn kein binäres
Merkmal ist, das vorliegt oder nicht vorliegt, sondern eines, das in unterschiedlichem
Maße vorliegen kann. Ein signiﬁkanter Unterschied übrigens zu den Ansichten man-
cher seiner Nachfolger auf dem Gebiet der Zentralortforschung. Wir wollen Christal-
lers Konzept folgen und dementsprechend von Interaktionsintensität sprechen. Damit
ist Zentralität jedoch nicht vollständig abgedeckt. Neben der Intensität spielen sicher
die Reichweite der Beziehungen, das Hierarchieniveau und die Kontrolle der Interakti-
onsbeziehungen eine wichtige Rolle. Statt nur von einer Interaktionsintensität zu spre-
chen, wollen wir Zentralität als Vektor deﬁnieren, der unterschiedliche Dimensionen
von Zentralität beschreibt. Neben der Interaktionsintensität (I) sollen hierbei die Inter-
aktionsreichweite (R), das Hierarchieniveau (H) und die Interaktionskontrolle (K) er-
fasst werden. Unsere allgemeine Deﬁnition können wir hierbei aufrechterhalten, denn
der Vektor erlaubt uns lediglich, die Interaktionsbeziehungen in verschiedene Katego-
rien zu unterteilen und damit unterschiedliche Facetten des Phänomens detailliert zu
beleuchten.
Auch im nächsten Schritt wollen wir Christallers Konzept systematisch ausbauen.
Christaller konstruierte drei theoretische Modelle der Zentralität. Wir wollen diesen
weitere an die Seite stellen und sie in einer hierarchischen Struktur anhand einiger Leit-
fragen ordnen (Abb. Ǡ). Zunächst können wir nach dem Organisationstyp fragen. Las-
sen sich durch Bündelungen der Interaktionen Kosten sparen? Wenn ja, dann führt das
zu zentralen/hierarchischen und ansonsten zu heterarchischen Strukturen. Nun fragen
wir nach dem Organisationsgegenstand. Liegen Orts- oder Transportsynergien vor? In
dem Fall, dass die Konzentration von zentralen Funktionen an einem Ort erfolgt, liegt
Christallersche Zentralität vor, wir wollen von Knotenhierarchie sprechen. Werden hin-
gegen die Transporte gebündelt, liegt Netzwerkzentralität vor, die wir als Kantenhier-
archie ansprechen wollen. Die Bedeutung der Distanzen herauszustellen, ist Aufgabe
der nächsten Leitfrage. Dominieren Wege- oder Zugangskosten? In Christallers Modell
ist Distanz der dominante Parameter, der maßgeblich die Strukturen bestimmt. Ande-
re Kostenfaktoren können jedoch auch dominant sein, so etwa Zugangskosten zu be-
stimmten Orten. Denken wir nur an den Fall, dass die Zollgebühren höher sind als die
Transportkosten. Schließlich gilt es, den Kopplungsgrad der unterschiedlichen Struk-
turen zu beachten. Werden Kosten durch Verwendung einer einheitlichen Struktur ge-
spart? Hier entscheidet sich, ob es sich im Gesamtsystem um eine Monohierarchie oder
eine Polyhierarchie handelt. Anschließend können wir die Modelle anhand von Chris-
tallers drei Varianten weiter verfeinern.
Bei diesen unterschiedlichen Modellen handelt es sich um alternative Organisati-
onsstrukturen, die jeweils für einen bestimmten Zweck geeignet sind. Wir können sie
nutzen, um künftige Systeme zu optimieren, dürfen sie aber nicht für die Vergangen-
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Abb. Ǡ Hierarchische Anordnung alternativer Organisationsstrukturen.
heit voraussetzen. Hier müssen wir die tatsächlich genutzte Organisationsform durch
den Vergleich mit empirischenModellen ermitteln und können dann Rückschlüsse auf
die zugrundeliegenden Rahmenbedingungen ziehen.
Ǣ Analysen zur Zentralität von Lossow und Lebus
Reﬂektieren wir zunächst unsere Fragestellung auf der Basis der theoretischen Vorüber-
legungen. Sind Lossow und Lebus Mono- oder Polyzentren? Zunächst setzen wir hier-
bei voraus, dass es sich um Zentren im Sinne Christallers handelt, also nicht um Netz-
werkzentren. Sie besitzen demnach ein festes Einzugsgebiet. Ferner postulierenwir, dass
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Distanz eine eher große Rolle spielt. Auf dieser Basis gilt es nun zu unterscheiden, ob
Lossow und Lebus zwei Territorien oder ein gemeinsames Territorium besitzen. Netz-
werkzentralität werden wir anschließend kurz thematisieren. Einen geringen Distanz-
einﬂuss schließen wir hier aus, da Distanz in den Analysen ein Beurteilungskriterium
sein wird. Weiteren Untersuchungen wird es vorbehalten sein, diese Modelle ebenfalls
zu prüfen. Im Folgenden werden einige theoretische und empirische Modelle zusam-
mengetragen, die gemeinsam das Spektrum der Möglichkeiten unter den gegebenen
Prämissen aufzeigen.
In der Analyse folgen wir dem Schema, dass wir theoretische und empirische Mo-
delle vergleichen. Die theoretischenModelle sind hierbei sehr einfach undwerden nicht
graphisch dargestellt. Im Vordergrund steht der Vergleich der unterschiedlichen Kon-
zepte. Dementsprechend ﬁnden wir in dieser Studie keine klare Antwort auf unsere
Frage, aber Hinweise auf die wahrscheinlichere Antwort.
Ǣ.ǟ Voronoi-Graph
Ein bekanntes Werkzeug zur Konstruktion theoretischer Territorien um bekannte Zen-
tren ist der Voronoi-Graph.18 Hierbei wird die Linie genau dort gezogen, wo die Dis-
tanz zu zwei Zentren gleich ist. Bei dieser Methode setzt man drei Dinge voraus: ǟ.
Die Zentren sind bekannt. Ǡ. Die Distanz, und zwar die Länge einer direkten Linie im
zweidimensionalen Raum, spielt die entscheidende Rolle für die Abgrenzung. ǡ. Die
gesamte Fläche soll zwischen den Zentren aufgeteilt werden. Das wird als Tessellierung
bezeichnet. Die Umsetzung ist mit einem GIS recht einfach (Abb. ǡ).
Die Grenzziehung mit dieser Methode ist ein theoretisches Modell, dem wir aller-
dings lediglich dieModelle der idealen Isolinie (siehe unten) gegenüberstellen könnten.
Hier wollen wir jedoch den empirischen Aspekt, also die Verteilung der Punkte in den
Vordergrund stellen und fragen, ob eine Tessellierung hier angemessen ist. Unsere Prä-
misse ist, dass die Bedeutung der Zentren mit der Größe der Territorien korrespondie-
ren sollte. Wir erwarten also vielleicht eine Gleichverteilung der Burgen oder besonders
große Territorien an Schlüsselpositionen oder im Kernbereich der Burgen. Im Fall der
kartierten Lausitzer Burgen sehen wir stattdessen, dass im Südosten kleine Territorien
vorliegen, nördlich davon mittlere Territorien und im Nordwesten ein großes Territori-
um. Da die Größe der Territorien mit der Distanz vom Kernraum abnimmt, scheint die
Annahme einer Tessellierung wenig plausibel. Die isolierten Anlagen dürften vielmehr
in isolierten Territorien liegen. Bis auf weiteres weisen wir damit die Tessellierung und
damit die Berechnung von Voronoi-Zellen um Lebus und Lossow zurück. Es scheint




Abb. ǡ Voronoi-Graph von
Lausitzer Burgen.
umgeben waren. Die Größe der Voronoizellen von ǟǥǞǞ und ǠǢǞǞ km2 kann damit als
eine Obergrenze angesehen werden, die sicher unterschritten wurde.
Ǣ.Ǡ Dichtecluster-Analyse
Wir müssen offensichtlich versuchen, die Territoriengröße in einer Weise empirisch zu
bestimmen, dass Lücken zwischen den Territorien erlaubt sind. Von Nutzen können
uns hierbei die Fundstellen der jeweiligen Zeit sein, deren Verteilung die Territorial-
struktur widerspiegeln sollte. Unsere Prämisse ist, dass die Siedlungen hauptsächlich
auf Siedlungsräume verteilt sind, von denen einige mit einer Burg als Zentrum ausge-
stattet sind. Dazwischen gibt es territoriale Freiräumemit einer geringeren Fundstellen-
zahl. Unsere theoretischen Modelle weisen nun entweder ein Territorium auf, in dem
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Lossow und Lebus gemeinsam enthalten sind, oder zwei Territorien mit jeweils einem
Zentrum.
Eng verwandt mit der Voronoi-Methode ist die Dichtecluster-Analyse (Abb. Ǣ–ǣ).19
Hier werden keine Grenzen gezogen, sondern Punkte anderen zugeordnet, so dass der
übergeordnete Punkt in einem Bereich höherer Punktdichte liegt. Die Verbindungs-
wahrscheinlichkeit zu einem möglichen Bezugspunkt nimmt mit der Punktdichte an
dessen Stelle zu und mit dessen Distanz ab. Wie die Voronoi-Methode wird dieser Algo-
rithmus eher als theoretisches Modell eingesetzt. Anders als bei der Voronoi-Methode
ﬂießen die Fundstellen imUmfeld der Zentren in die Analysen ein und bilden ein empi-
risches Modell. Die Zentren werden hierbei nicht vorgegeben, sondern ergeben sich als
Dichtezentren. Die Verteilung der Punkte entscheidet über die Zuordnung. Eine starke
theoretische Komponente in diesem Modell ist die Prämisse, dass der Distanz eine gro-
ße Bedeutung zukommt und der Gewichtungsfaktor zwischen Distanz und Dichte frei
gewählt wird. Letztlich gibt es zahlreiche Modelle, die sich nur durch den Zuordnungs-
faktor unterscheiden. Ist diese Analyse denn überhaupt sinnvoll, da ihr Ergebnis ja we-
sentlich von einem willkürlichen Parameter abhängt? Die Analyse ist nicht sinnvoll,
wenn man auf die genauen Zuordnungen abzielt. Hier könnte man zwar fragen, wie
stabil einzelne Verbindungen bei der Veränderung des Zuordnungsfaktors sind, aber für
ein sicheres Ergebnis benötigen wir einen sinnvoll festgelegten Zuordnungsfaktor. Die
Analyse ist allerdings sinnvoll, wennman unterschiedliche Cluster vergleichen möchte.
Die Größen der Einzugsgebiete verändern sich mit dem Zuordnungsfaktor. Je einﬂuss-
reicher die Distanz ist, umso mehr kleinere Cluster entstehen. Es kommt jedoch nicht
vor, dass ein Cluster wächst, während ein anderes in mehrere Teile zerfällt. Einen guten
Eindruck der Grundstruktur vermittelt auch das Ergebnis der Dichteclusteranalyse mit
willkürlichem Zuordnungsfaktor.
Unsere Analyse für die Bronzezeit zeigt ein großes Clustermit Zentrum in derMitte
zwischen Lebus und Lossow. Dieser Bereich ist offensichtlich sehr dominant, da er Ver-
bindungen zu Punkten in einem weit größeren Bereich aufweist als die anderen Dich-
tezentren. Auch wenn dieses Cluster bei Veränderung des Zuordnungsfaktors in Teile
zerfällt, so dominiert es doch die anderen Zentren und vermittelt über große Wertebe-
reiche den Eindruck der Polyzentralität. Lossow und Lebus scheinen hierbei eine eher
etwas periphere Lage einzunehmen. Die Analyse zur Eisenzeit liefert ein gänzlich an-
deres Ergebnis. Lossow und Lebus gehören nun unterschiedlichen und eher kleinen
Clustern an. Hier ist ein westlich gelegenes Cluster dominant. Das Ergebnis deutet Mo-




Abb. Ǣ Dichteclusteranalyse für
die Bronzezeit.
Ǣ.ǡ Ideale Fundstellendichte-Isolinie
Zur empirischen Abgrenzung der Siedlungsräume können wir auch die von Zimmer-
mann vorgeschlagene Methode verwenden. Zunächst wird für jede Stelle im Arbeits-
gebiet die Punktdichte ermittelt.20 Hierzu kann die Methode des größten punktleeren
Kreises, wie Zimmermann vorschlägt, oder die Kernel Density Estimation (KDE) ver-
wendet werden. Ersteres ist ideal für weitgehend lückenlose Datenbestände mit gerin-
gen Lagefehlern, da ein sehr detailreiches Dichtemodell entsteht. Andernfalls hat KDE
Vorteile, da der Einﬂuss fehlender oder fehlerhafter Punkte durch den Glättungsmecha-
nismus hier geringer ist.
Der entscheidende Schritt ist es nun, den Dichtewert zu ﬁnden, der zur Abgren-
zung dienen soll. Zimmermann schlägt vor, die Isolinie zu verwenden, die entweder
den größten Fundstellenzuwachs oder Flächenzuwachs mit sich bringt. Hierbei durch-
laufen wir alle möglichen Dichtewerte und betrachten die Veränderung der Siedlungs-
ﬂäche innerhalb der Isolinie. Beginnenwirmit der größtenDichte und senken dieWerte
allmählich ab, so nimmt die Fundstellenzahl innerhalb der Isolinie und die Fläche in-
nerhalb der Isolinien stetig zu. BeimWert des höchsten Zuwachses haben wir die ideale
Isolinie erreicht, die am besten das Siedlungsgebiet abgrenzt.
20 Zimmermann u. a. ǠǞǞǢ.
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Abb. ǣ Dichteclusteranalyse für
die Eisenzeit.
In Abbildung ǣ wird zunächst die ideale Isolinie mit Hilfe des Siedlungszuwachsdia-
gramms bestimmt. Ein roter Kreis markiert den Wert der ebenfalls rot gezeichneten
idealen Isolinie. Für die Bronzezeit zeigt sich, dass Lebus ein recht großes (Ǧǥ km2) und
Lossow ein kleines (Ǣ km2) Einzugsgebiet besaß. Demnach sind die beiden Orte Mono-
zentren unterschiedlicher Bedeutung gewesen. Die stark unterschiedliche Bedeutung
lässt sich im Fundmaterial21 nicht erkennen. Halten wir uns vor Augen, dass schon ein
geringfügig abweichender Wert (orange markiert) zu Polyzentren mit einem gemeinsa-
men Territorium (ǟǠǞ km2) führt und die sehr unterschiedliche Territorialgröße recht
unplausibel ist, so ist das Ergebnis mit Vorsicht zu interpretieren.
Für die Eisenzeit ergibt die ideale Isolinie ein großes gemeinsames Territorium
(ǤǞǞ km2) (Abb. Ǥ). Ein lokales Maximum im Siedlungszuwachsdiagramm, das als Al-
ternative getestet wurde (orange), führte zu einemTerritoriumumLebus, wobei Lossow
nicht innerhalb der Isolinie liegt. Dieses Ergebnis ist damit unplausibel. Für die Eisen-
zeit liegt tendenziell Polyzentralität nahe.
Die bisherigen Analysen erbrachten kein klares Ergebnis. Zwar konnten wir zu-
nächst plausibel machen, dass eine Tessellation zurückzuweisen ist, die Frage der Po-
lyzentralität konnte jedoch nicht geklärt werden. Sowohl für die Bronze- als auch für
die Eisenzeit haben wir Hinweise für Poly- als auch für Monozentralität gewonnen. Aus
21 Vgl. den Beitrag von I. Beilke-Voigt in diesem Band.
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Abb. Ǥ Siedlungsräume und ideale Isolinien für die Bronze- und Eisenzeit.
subjektiver Sicht halte ich die Indizien für Polyzentralität für geringfügig valider. Wir
müssen uns an dieser Stelle die Schwächen der Analyseansätze vor Augen führen. Die
Voronoi- und die Dichtecluster-Methode besitzen eine starke theoretische Komponente,
die das empirische Erkenntnispotential deutlich einschränkt. Bei der Voronoi-Analyse
haben wir lediglich geographische Distanzen verwendet. Würden wir stattdessen kultu-
relle Distanzen anwenden, kämen wir vielleicht zu aussagekräftigeren Ergebnissen, da
in diesem Fall eine stärkere empirische Komponente vorhanden wäre. Ebenso könnte
die Anwendung ökonomischer Distanzen ein differenzierteres Bild liefern. Insbesonde-
ǟǡǦ
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Abb. ǥ Gegenüberstellung der Modelle.
re die Dichteclusteranalyse ist anfällig für Unterschiede im Forschungsstand und Lage-
fehler. In etwas geringerem Maße trifft das auch auf die Isolinien-Methode zu. Proble-
matisch für alle Analysen ist, dass für die Analyse nur Daten für den Bereich westlich
der Oder vorlagen. Fundstellen östlich der Oder könnten das Bild signiﬁkant verändern.
Ungeachtet dieser Probleme wollen wir noch eine Zusammenschau der möglichenMo-
delle durchführen (Abb. ǥ). Prinzipiell können wir zwischen polyzentrischen und mo-
nozentrischen Modellen unterscheiden. Die Einzugsgebiete der Monozentren können
gleich oder unterschiedlich groß sein. Die Territorialgröße kann auch bei den Polyzen-
tren variieren. Insgesamt ergaben dieModellierungen Territorialgrößen zwischen Ǣ km2
und ǠǣǞǞ km2. Plausibel dürftenWerte in der Größenordnung von ǟǞǞ km2 bis ǣǞǞ km2
sein.
Ǣ.Ǣ Verkehrsnetzwerke
Die bisherigenAnalysen hatten als Prämisse, dass wir Zentrenmit einemklar abgegrenz-
ten Einzugsgebiet und keine Netzwerkzentren vorliegen haben. Die Frage der Zentrali-
tät in Netzwerken kann auf zwei Ebenen diskutiert werden. Zunächst sind auch Chris-
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tallersche Zentralorte in überregionale Netzwerke eingebunden. Die Funde in Lossow
und Lebus zeigen derartige Fernbeziehungen an. Dieser Beitrag geht jedoch nicht nä-
her auf diesen Aspekt ein. Die Orte können jedoch auch in regionalen Netzwerken eine
zentrale Rolle spielen, ohne dass sie scharf abgegrenzte Einzugsgebiete besitzen. Diesen
Aspekt haben wir schon bei den Dichteclusteranalysen gestreift. In Abbildung Ǣ–ǣ sind
die lokalen Dichtezentren mit einem Delaunay-Netzwerk verbunden. Die Prämisse ist,
dass dort, wo viele Fundstellen sind, auch die besonders interaktionsreichen Partner zu
ﬁnden sind. Die Punkte, die an Orten der höchsten Punktdichte angesiedelt sind, sind
demnach die lokalen Zentren.
Um einen kleinen Einblick in das Phänomen der lokalen Netzwerke zu erhalten,
wenden wir wieder eine Methode an, die primär zur Konstruktion theoretischer Mo-
delle geeignet ist, die aber auf der empirischen Lage der Siedlungsstellen aufbaut. Wir
versuchen ein plausibles Verkehrsnetzwerk für die Fundstellen und für die Dichtezen-
tren zu konstruieren und die Lage von Lossow und Lebus vor diesem Hintergrund zu
interpretieren.
Für die Konstruktion von Verkehrsnetzen auf der Basis einer Menge von Siedlun-
gen, die verbunden werden sollen, gibt es unterschiedliche graphentheoretischeMetho-
den, die jeweils bestimmte Präferenzen berücksichtigen.22 Zunächst können wir jede
Siedlung direkt mit jeder anderen verbinden. Es ergibt sich ein eher wirres Verkehrssys-
tem, das für den Nutzer jeweils die kürzesten Wege erlaubt. Es ist offensichtlich, dass
diese Lösung allerdings wenig zweckmäßig ist. Stattdessen ist es besser, jede Siedlung
mit ihren natürlichen Nachbarn zu verbinden. Mit Hilfe des Delaunay-Graphen kann
ein solches Netzwerk erstellt werden. Es entsteht ein Netzwerk, in dem jeder Nutzer
jeden anderen Punkt auf relativ kurzem Weg erreichen kann. Dieses Netzwerk hat er-
heblich weniger Wege als unser erster Versuch, es sind aber immer noch relativ viele.
Aus moderner Perspektive spielen die Kosten des Wegbaus eine Rolle. Um diese Kos-
ten zu minimieren, kann man den Minimalen Spannbaum verwenden, der alle Punkte
so verbindet, dass ein Netzwerk mit kürzester Gesamtwegelänge erzielt. Dieses System
ist allerdings oft mit erheblichen Umwegen für die Reisenden verbunden. Der Relative
Neighborhood Graph23 liefert einen guten Kompromiss (Abb. Ǧ). Er ist eine Teilmenge des
Delaunay-Graphen, bei dem die weniger nützlichen Wege entfallen. Diesen Graphen
berechnen wir für die Fundstellen und Dichtezentren der Bronze- und Eisenzeit. Als
dünne Linien werden die Kanten des Sphere-of-Interest-Graphen gezeichnet, die nicht
im Relative Neighborhood Graph enthalten sind.
Es ergeben sich gewissermaßen Karten der wahrscheinlichen lokalen und regiona-
len Wege. Lossow und Lebus liegen hier eher peripher. Lediglich der Weg entlang der





Abb. Ǧ Relative Neighborhood Graph und Sphere of Inﬂuence Graph für Fundstellen und Dichtezentren der Bronze-
und Eisenzeit.
Oder passiert die beiden Orte. In allen Karten läuft ein eher bedeutender Verkehrsweg
zwischen Lossow und Lebus auf die Oder zu. Es ist kein Zufall, dass er bei Frankfurt
auf die Oder trifft, da hier eine Furt die Querung des Flusses ermöglicht. Dieses Ergeb-
nis zeigt, dass Lossow und Lebus einerseits an der Oder als nordsüdlich verlaufendem
Verkehrsweg liegen und andererseits eineOderquerung ﬂankieren.Wennwir an der Prä-
misse der Territorialität festhalten, dann können die Territorien beider Burgen in Frank-
furt aneinandergrenzen. Plausibler scheint das Bild jedoch zu sein, wennwir annehmen,
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dass die Burgen die Grenzen eines gemeinsamen Territoriums am Oderverlauf markie-
ren, dessen ökonomisches Zentrum am Dichtezentrum der Fundstellen zwischen den
beiden Burgen lag.24 Die Burgen bilden Polyzentren mit der Funktion, das Territorium
zu sichern und kultische Aufgaben zu erfüllen.
ǣ Fazit
Diese Studie untersucht die Frage der Territorialität von Lossow und Lebus als Aspekt
ihrer Zentralität. Hierzu werden unterschiedliche quantitative Analysen durchgeführt
und theoretische wie empirische Modelle erstellt. Eine klare Entscheidung, ob es sich
umMono- oder Polyzentren handelt, konnte nicht erbracht werden, da die unterschied-
lichen Analysen teils zu widersprüchlichen Ergebnissen führen. Dies zeigt, dass einzelne
Analysen, die nur einen Aspekt berücksichtigen, möglicherweise zu falschen Schlussfol-
gerungen geführt hätten. Konklusive Modelle, welche die unterschiedlichen Aspekte
berücksichtigen und die scheinbarenWidersprüche beseitigen, sind sicher möglich, be-
dürfen aber weiterer Datengrundlagen und Analysen. Hier soll nur eine Möglichkeit
herausgegriffen werden, um das Potential und die Probleme künftiger Forschung auf-
zuzeigen. Trotz der Unplausibilität könnte sich ein großes Territorium für Lebus und
ein kleines für Lossow im Bereich des Kultes bestätigen. Beide könnten in ein gemeinsa-
mes politisches Territorium eingebunden sein, dessen Grenzen sie an der Oder sichern
und dessen ökonomisches Zentrum vor allem als Netzwerkzentrum aktiv ist und damit
über die Territorialgrenzen hinaus wirkt.25 Weiterhin könnte es ein lokales redistribu-
tives Zentrum an einem vierten Ort geben. In dieser skizzierten komplexen polyhierar-
chischen Struktur liegt ein geringer Kopplungsgrad zwischen den einzelnen Teilen vor,
was zur Polyzentralität auf unterschiedlichen Ebenen führt. Es ist offensichtlich eine
große Herausforderung derartige Strukturen archäologisch nachzuweisen. Sie sollten
aber in Betracht gezogen werden, da die Einschränkung auf einfache Zusammenhänge
sicher nicht immer die Realität trifft.
Wie so oft in der Archäologie korrespondierten ambitionierte Fragestellung und
verfügbare Daten nicht miteinander. Das hat zur Folge, dass Modelle, die als empiri-
sche Modelle eingesetzt werden, aber mit einem relativ geringen empirischen Gehalt
an der Grenze zwischen theoretischen und empirischen Modellen anzusiedeln sind, ge-
nutzt werden. Dies schränkt einerseits den Aussagewert ein und ist die Ursache der Zu-
rückhaltung bei der Interpretation der Ergebnisse. Andererseits erlaubt es das gleichsam
tastende Erkunden unbekannter Strukturen.
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