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Introduction
This paper deals with the problem of recovering the dimensions of an object and its pose from a single image acquired with a camera of unknown focal length. It is assumed that the object in question can be modeled as a polyhedron where the coordinates of the vertices can be expressed as a linear function of a dimension vector, A. That is, if X is an n x 1 vector, then there are a set of 3 x n matrices, K1, Kz, . . . , K,, where the position of the ith vertex is given by KiA. In practice, many man-made objects can be described by such a model. For example, most buildings can be readily described in terms of a collection of axisaligned polyhedral primitives, blocks, wedges, frustums etc.
The input to the reconstruction program takes the form of a set of correspondences between features in the model, lines and points, and features in the image. From this information the program determines an appropriate projection model for the camera, scaled 0-7695-0149-4/99 $10.00 0 1999 IEEE orthographic or perspective, the dimensions of the object, its pose relative to the camera and, in the case of perspective projection, the focal length of the camera. We demonstrate that this reconstruction problem can be framed as an unconstrained optimization problem over a small number of variables, no more than four, regardless of the number of parameters in the dimension vector.
In [3] and [2] the problem of reconstructing models from one or more images taken with calibrated cameras was addressed. This paper improves on those results by proposing efficient techniques to deal with situations where the imagery was acquired with an incompletely calibrated camera and describes how the computational effort required to solve for all the unknown parameters can be reduced by taking advantage of the structure of the projection equations.
Tomasi and Kanade [6] and Pollefeys, Van Goo1 and Proesmans [4, 51 describe effective techniques for recovering the structure of a rigid scene from a sequence of images acquired under orthographic and perspective projection respectively. However, multiframe techniques are not applicable in situations where only one image is available.
Caprile and Torre [l] describe a method for calibrating a perspective camera from three vanishing points in the image. Our procedure takes advantage of vanishing points when they are available but does not require them. When sufficiently many vanishing points are found an initial solution for the unknown parameters can be computed directly and then refined using non-linear optimization techniques. If the vanishing point information is inconclusive or unavailable the system resorts to solving an optimization problem over four variables in the worst case. One of the contributions of this paper is a novel technique for recovering the structure of a scene under scaled orthographic projection when no vanishing points are available.
Section 2 of this paper presents an outline of the reconstruction procedure while sections 3 and 4 describe the solution to various subproblems of this reconstruction task. Section 5 presents results that were obtained with this algorithm on actual images. A discussion of our conclusions and future work are presented in Section 6 .
Reconstruction Procedure
A software system has been implemented that allows the user to specify correspondences between edges in the model and edges in the image by selecting a line in the model and then tracing the corresponding line in the image. Since the lines that the user draws are superimposed with the image, this method allows for very accurate recovery of the image lines. Through this procedure we are able to associate vertices in the model with lines in the image. These point-to-line correspondences will be used in most calculations; however, in some cases we will require correspondences between model vertices and image points. These image points can be found by computing the intersections of the lines drawn by the user. Once these correspondences have been established, the reconstruction procedure attempts to determine whether a scaled orthographic or perspective camera model should be employed. One simple way to distinguish between the two imaging situations is by analyzing lines in the image that correspond to parallel lines in the scene. If a set of lines in the image corresponding to parallel lines in the scene appear to verge then the system employs a perspective projection model.
In situations where no verging lines are found the reconstruction procedure assumes a scaled orthographic projection model, recovers a solution for the unknown parameters and then computes the residual disparity between the reprojected model vertices and the lines in the image. If this residual is above a certain threshold value, the system switches to a perspective model. Thus, the simpler projection model (ie. scaled orthographic) is favored if it explains the data sufficiently well.
The next step in the reconstruction procedure is the computation of vanishing points in the image of the x-, consist of the l;,s. The "best estimate" for the vanishing point is the eigenvector that corresponds to the eigenvalue of A t A with smallest magnitude.
Under a scaled orthographic projection model there are three cases to consider.
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e Three vanishing points recovered Two vanishing point recovered.
e No vanishing points recovered.
In the first case, the unknowns can be found in closed form. If only two vanishing points are recovered, the unknowns can be found by solving a onedimensional minimization problem. In the last case, a two-dimensional optimization problem must be solved.
If the projection model is perspective, there are three possible cases.
e Two or three vanishing points are recovered and not at infinity.
One vanishing point recovered and not at infinity.
e No finite vanishing points recovered.
In the first case, the system can be solved in closed form. In the second case, the problem reduces to minimizing a function of two variables. In the last case, the problem reduces to minimizing a function of four variables.
In the sequel it is assumed that, after a suitable change of image coordinates, the aspect ratio of the camera is one and the coordinates of the principal point in the image are (0,O). In most situations the aspect ratio of the imaging device is known a'priori and the principal point is, for all practical purposes, coincident with the image center. In the case of scaled orthographic projection, the exact location of the principal point is, of course, immaterial to the reconstruction computation.
Scaled Orthographic Cases
Under the scaled orthographic projection model the projection matrix, P I which relates coordinates of points in the model to their projections on the image plane can be written as follows:
;]
(1) where f denotes the scale factor associated with this camera and R E SO(3) and T E !R3 represent the rotation and translation of the camera with respect to the model frame.
Recovering Rotation from Vanishing
The homogeneous coordinates of the vanishing point in the image, U,, corresponding to the xdirection in the model frame can be computed as follows:
Points
In an analogous manner, we can obtain expressions / Rl2 1 / R13 1 for uy and U,: uy 0: 1 R;2 ). U, 0: 1 R;3 )
When all three vanishing points can be recokered, we are effectively given three pieces of information about the rotation matrix R . That is, for some a, b, and c, the vanishing points give us: aR11, bR127 CR13, aR21.1 bR221 CR23,
We shall names these quantities as follows:
Since the first two rows of R are each of unit length, we have the equations: There is actually a four-way ambiguity in recovering R because the signs of a , b, and c are unknown. The rotation matrix is chosen in such a way that the optimal solution for the dimension vector X consists entirely of positive entries.
There are situations where the system of linear equations described above will become singular. This will occur when two of the vanishing points are coincident. In this case the more general reconstruction procedure described in Section 3.4 will be invoked to obtain a solution.
Recovering Scene Dimensions
Once an estimate for the rotation matrix becomes available all that remains is to calculate X and t. According to the model, the coordinates of the jth in the 
T w o Vanishing Points Recovered
In situations where only two of the three vanishing points are available it is possible to obtain a solution for the reconstruction problem using the procedures given above by optimizing over all possible values for the missing vanishing point.
Suppose, for example, we are given U, and uy then we can obtain estimates for the scene structure by min- 
sin(@) .
Step 2) Using the procedure in the
Step 3) Calculate the residue, ( ) previous section, compute R, fX, f T , and fTy.
C(ZijP ( " ; ) ) ? , and return this value.
One can use standard minimization technique to minimize the value of Res(0) and thus find the appropriate values for the unknown parameters. Since this is an optimization problem with only one degree of freedom, it can be solved quite quickly.
No Vanishing Points Recovered
In the case where no vanishing point information is available the reconstruction system makes use of correspondences between model vertices and image points.
If (ui, vi) represents the measured location of the projection of the ith model vertex in the image then the system chooses values of the unknown parameters to minimize the discrepancy between the observed image locations and the predicted values. That is, the goal of the reconstruction system is to minimize the follow- function Res2(cr,P)
Step 1) Let Li:=CRy(P)Rx(a)Ki f o r all i.
Step 2) Solve the generalized eigenvalue problem to recover y, A', TL and Ti and return the residual value, 0 , for these values.
Perspective Cases
In the case of perspective projection the matrix of intrinsic parameters is given by:
where f is the focal length of the camera.
Recovering Rotation from Two Vanishing Points (not at Infinity)
If two vanishing points can be recovered under perspective projection where neither one is a point at infinity, then the rotation matrix, R , can be recovered in closed form. Suppose, for example, we are given U, and u y . Then we have the following proportions:
Since R i is orthogonal to Rij we have the equation:
( A -~~, )~( A -~~, )
= o which can be rewritten as follows:
The first column of R can then be found by normalizing the vector A-lu, The second column can be found in a similar manner, and the third column is simply the cross product of the first two columns.
Again there will be a four-way ambiguity in the solution for R which can be resolved by choosing the a solution which results in a dimension vector with positive entries.
Recovering Scene Dimensions
The parameters X and t can be found in a manner similar to the method described in Section 3. 
One Vanishing Point Recovered
The previous section describes how estimates for X and T can be computed once estimates for R and f are available. Knowledge of any vanishing points in the image essentially constrains two of the three degrees of the rotation matrix R. We can exploit this constraint by constructing an objective function which computes the residual of the reconstruction as a function of the remaining two degrees of freedom. The reconstruction problem can then be solved by finding the minimum of this residual function.
Consider the case where the vanishing point in the x-direction, U,, is known (and is not at infinity for simplicity) ' .
We can choose to parameterize the problem in terms of an angle 8 which captures the remaining degree of freedom of the rotation matrix and an angle p which denotes the field of view of the camera in the x direction. If the z dimension of the image is rn pixels then the focal length, f , is given by (m/2)cot(p/2).
The resulting residual function is given below:
Step I) Let f = (m/2)cot(p/2).
Step 2) Let A = 0 f 0
Step 3) Let C1 := A-lu,. This represents
the f i r s t column of R (up to a scale).
Step 4) Let c 2 := ( Zja) x c1. This represents the second column of R (up to a scale). Note that c 2 is orthogonal to c1.
Step 5) Let Cs := C 1 x C2.
Step 6) Let R := [Cl C2 C s ] .
'This restriction can be removed with a slight increase in the A A A complexity of the algorithm
Step 7) Compute estimates for A and T
Step 8) Calculate the residue, C(Z:jA(RKiA + T ) ) 2 , and return this value.
No Vanishing Points Recovered
When no vanishing point information is available finding a solution for the reconstruction problem involves finding values for R and f that result in the lowest residual values. This can be seen as an optimization problem involving four degrees of freedom as described below:
function Res4 ( a , P , y , p ) Step 1) Let R = R,(y)R,(P)R,(a) and let f = (m/2)cot(p/2) *
Step 3) Using the procedure described in
Step 4) Calculate the residue, (:: :) section 4.2, compute A, and t .
C(lfjAR(KiA + t ) ) 2 , and return this value.
Experimental Results
We present the results of three experiments using different photographs taken with a Kodak DC210 digital camera. All of the images were acquired in highresolution mode, which produces 864 x 1152 images. Figure 3 shows a wireframe reconstruction of the scene viewed from a completely different vantage point. The reconstruction was done using the method of Section 4.1 (two or three vanishing points found under perspective) and then the estimates of the parameters were refined using the non-linear minimization of Section 4.4. The vector A, which gives the dimensions of of the object were The image in Figure 6 is a stone structure on the University of Pennsylvania campus. We modeled it as a frustum atop a stack of three boxes. (We ignored the pyramid that is above the frustum.) Using a scaled orhtographic projection model, we obtained the wireframe in Figure 7 . The dimension of the object are given (in inches) by (25 6.5 13 24 2 22 2.5 18 45)t and the algorithm estimated the dimensions as (26 7.5 13 26 4 22 5 19 42)t.
The RMS error in this case was 1.7 inches. This reconstruction was not as accurate as the others partially because much of the stone was chipped away from the structure and this made our edge identification dificult. Additionally, the structure does not have precise right angles and only somewhat approximates our model of a frustum above a stack of boxes. It should be noted, however, that the only inaccurate measures corresponded to the height of each box. These heights are small compared to the other measurements and difficult to discern in the photograph. 6 
Conclusion
This paper presents a practical scheme for recovering models of polyhedral objects from single ima.ges taken with a camera of unknown focal length. Experimental results have been presented which demonstrate the accuracy and efficacy of these techniques on actual image data.
Future work will address the use of multiple views of objects to better recover parameters and the use of automated edge extraction. We believe that most of the error in our estimates of X were due to human error in drawing the edges. A better system would allow the user to specify the approximate location of an edge and then have the software refine this estimate by examining the image gradients.
