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ABSTRACT OF DISSERTATION
UNIVERSAL BINDING AND RECOIL CORRECTIONS TO BOUND
STATE g-FACTORS
The gyromagnetic ratio of bound particles is an active field of experimental and the-
oretical research. Early measurements of corrections to the bound g-factor came from
experiments involving hydrogen-like ions. As the sensitivity of such experiments has in-
creased, it has become possible to instead use them to measure the electron-ion mass ratio
— but only if the theoretical bound g-factor is known with sufficient precision for these
systems. By constructing an effective nonrelativistic Lagrangian, we derive leading order
binding and recoil corrections for systems comprised of particles with arbitrary spin.
Lagrangians for spin one-half and spin one-theories are developed, before moving on to
the more general case of arbitrary spin. In each case, an effective nonrelativistic Lagrangian
taking into account all relevant terms is constructed. The coefficients of this Lagrangian
are then fixed by calculating scattering processes in both the relativistic and nonrelativistic
theories.
A relativistic framework for dealing with particles of arbitrary spin is considered. In
this framework the relevant terms in the scattering process are heavily constrained by the
symmetries required of the electromagnetic current. This allows the determination of an
effective Lagrangian valid for arbitrary spin. It is found that the only coefficients which
depend upon the spin of the particle in question involve derivatives of the magnetic field.
This general form is consistent with the previously derived Lagrangians for spin one-half
and spin one particles.
With this effective nonrelativistic Lagrangian, the leading order binding and recoil cor-
rections to the bound gyromagnetic ratio are calculated. These corrections are found to
be universal, independent of the spin of the particles involved. This is understood as a
consequence of the Bargmann-Michel-Telegdi equation.
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Chapter 1
Introduction
Gyromagnetic ratios of particles in hydrogen-like bound states are an active field of ex-
perimental and theoretical research. One series of experiments has investigated the bound
g-factor through measurements of the spin-flip and cyclotron frequencies of hydrogen-like
ions. More recently, the same set up has been used instead to measure the electron-ion
mass ratio. This can provide an excellent determination of this ratio, but only if the theo-
retical bound g-factor (gb) is known with sufficient precision. For bound states where the
particles both have spin one-half, gb is well known, but the nuclei of the ions used have a
net spin zero. When recoil corrections are considered, there could conceivably a dependence
on the spin of the nucleus. In this work the leading binding and recoil corrections to gb are
investigated for states of arbitrary spin.
1.1 Theoretical background
Definition of g-factor
The g-factor is the ratio between the magnetic moment of a particle and its angular mo-
mentum. When considering the energy of a particle, it is the coefficient before terms that
depend upon spin in the presence of a magnetic field:
E ∼ g e
2m
S ·B. (1.1.1)
Or equivalently, it is related to the difference in energy levels between two particle of opposite
spin orientation in the presence of a magnetic field:
∆E = g
e
m
S ·B. (1.1.2)
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The free g-factor
The most well known g-factor is that of the free electron. It may be calculated from the
Lagrangian of quantum electrodynamics (QED):
L = Ψ̄ (i∂ · γ − eA · γ −m) Ψ. (1.1.3)
The Dirac equation itself predicts a magnitude of g = 2.
When calculated in the framework of QED, there will be corrections to this “natural”
value of 2. The g-factor being determined by the behavior of the electron in a infinitesimal
magnetic field, the relevant QED calculation is the process
A
= + + + · · ·
When only the fundamental vertex is calculated, the value of 2 is obtained. The addi-
tional loop diagrams such as illustrated above will introduce corrections to this quantity.
For an electron, these corrections will be quite small compared to the natural value of 2.
This correction to the g-factor is related to the anomalous magnetic moment ae =
(g − 2)/2. Its calculation will be a series in the coupling constant α. (At very high orders
additional interactions will enter into the calculation, but because of the light mass of the
electron compared to other particles they are highly suppressed.) The well known [22] first
order result is
ae =
α
2π
+O( α
2
4π2
). (1.1.4)
The full value has been calculated to extremely high accuracy, such that the uncertainty in
g is
∆g
g
∼ 10−13. (1.1.5)
It has also been measured with a similar accuracy. The currently accepted value [8] is
ge = 2.002 319 304 362 2(15), δ = 7.4× 10−13. (1.1.6)
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Because both the experimental and theoretical values are known quite precisely, these
measurements of the free electron’s g-factor provide the best determination of the constant
α.
For the electron, the leading order term comes from the fundamental vertex, with the
anomalous contribution from radiative corrections being relatively small. In the more gen-
eral case this is not true. For example, the proton has a g-factor of ∼ 5.6, where because
of its composite nature the anomalous part is quite large.
It is still necessarily the case that g is determined by the same process as the electron.
And this process can be parametrized by two form factors, whose values wrap up the detailed
information of the high energy physics or the small scale structure of the particle.
Bound g-factors
Even when the free g factor of a particle is known, there are corrections when the particle
is placed into a bound state. Consider again the simple case of the electron, but this time
it sits in a hydrogenic bound state. It is immediately clear that the situation is much more
complicated than the free case. There are several additional scales to the problem, and so
the expression for gb is no longer a series only in α.
• There are recoil corrections that occur when separating the internal degrees of freedom
from the external motion of the whole bound system. The related parameter is the
mass ratio m/M
• The relativistic motion of the particle contributes binding corrections. Because the
velocity of a hydrogenic bound system is v ∼ Zα, corrections of this nature will be
an expansion over (Zα)2.
• There can be effects due to the finite size of the nucleus, although these are not
considered in this work.
All of these are in addition to the radiative corrections discussed earlier; the full series will
contain mixtures of all types of corrections at higher orders.
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The binding corrections for the electron with g = 2 were first calculated by Breit [3].
This can be done simply by taking the matrix element of the fundamental vertex (that
responsible for the value g = 2) between the bound state wave functions. This calculation
of 〈eγ ·A〉 gives
gb =
2
3
(
1 + 2
√
1− (Zα)2
)
= 2
(
1− (Zα)
2
3
− (Zα)
4
12
)
. (1.1.7)
For the case of the proton, combined recoil and binding corrections have been known
since the early 1970s. [5, 9, 10]. The bound g-factor of the electron was found to be
gb = ge
{
1− 1
3
(Zα)2
[
1− 3
2
me
M
+
3
2
(1 + Z)
m2e
M2
]
+
1
4π
α(Zα)2
[
1− 5
3
me
M
+
6 + Z
3
m2e
M2
]}
.
(1.1.8)
A more general result, valid for arbitrary spin, is of not only abstract interest. As
discussed later, there are very sensitive experiments which involve nuclei with spin other
than one-half. A result valid for such systems is necessary to extract useful information
from the experiments.
There are already two extant approaches to this problem. A method based on the
Bargmann-Michel-Telegdi (BMT) equation was utilised by Eides and Grotch [4]. Leading
relativistic and recoil corrections are calculated, with the result that they are in fact inde-
pendent of spin. This follows from the form of the BMT equation, which itself carries no
dependence on spin. The leading order correction to g for a hydrogenic atom was found to
be
∆gEG = (1 + Z)(Zα)
2
(me
M
)2
. (1.1.9)
In [6] Faustov and Martynenko used a quasipotential framework to calculate gb. Here
the result was found to depend upon the spin of the particle. For a spin-half particle
there is agreement between this and the above approach, but clearly in general there is
disagreement. For a hydrogenic atom with a spin-0 nucleus, the result was
∆gFM =
Z
3
(Zα)2
(me
M
)2
. (1.1.10)
To give a concrete idea of the discrepancy produced by the methods, here are the numerical
results pertinent to the previously mentioned experiments:
4
12C5+ 16O7+
∆gEG 0.28× 10−10 0.36× 10−10
∆gGM 0.80× 10−11 0.11× 10−10
Discrepancy 0.2× 10−10 0.25× 10−10
Such discrepancies directly effect the experiments previously discussed, so a resolution
to the situation is of practical concern.
1.2 Experimental background
A first set of experiments measuring the bound state g-factor were done in the sixties and
seventies. Systems investigated included hydrogen [1, 24, 30], deuterium [28], tritium [19],
and helium [15]. Such experiments allowed comparison to the theoretical value of gb.
Starting in the late nineties, more precise experimental results were obtained for hydrogen-
like lead [23], bismuth [11], and carbon [13]. Since then steady progress has been made; the
best current results come from hydrogen-like carbon [13, 12] and oxygen [26, 25].
These experiments, which can be used to measure the bound g-factor, proceed roughly
as follows. A system is placed in a weak magnetic field B, and the spin flip frequency ωL,
corresponding to transitions between Zeeman levels, is measured. ωL is proportional to the
bound factor gb:
ωL = gb
e
2me
B. (1.2.1)
The cyclotron frequency ωC is
ωC = (Z − 1)
eB
M
. (1.2.2)
So the ratio of these frequencies gives
ωL
ωC
=
fL
fC
= gb
e
2(Z − 1)
M
me
. (1.2.3)
This ratio doesn’t depend on B, but does depend upon gb and the ratio of the electron
mass to the ion mass me/M . Earlier experiments used this to measure gb. However, if the
theoretical value fore gb is known precisely enough, the experiment can instead be used to
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provide a measurement of the mass ratio.
m
M
=
gb
2(Z − 1)
ωC
ωL
. (1.2.4)
The best current measurements for these systems are discussed in [29]. For 12C5+
(Z = 6) the value is
fL
fC
= 4376.210 498 9(23), δ = 5.2× 10−10. (1.2.5)
And for 16O7+ (Z = 8)
fL
fC
= 4164.376 183 7(32), δ = 7.6× 10−10. (1.2.6)
With such precision, these experiments became the best source for values of the electron
mass in atomic units, but only if the theoretical value of the g-factor is also precisely known.
The current measurements above have an uncertainty of ∼ 10−10, but in the future this is
expected to improve to δ ∼ 10−12. [14, 27]. To fully exploit such sensitivity requires gb to
be known with matching precision.
1.3 Calculation of binding and recoil corrections to gb for
arbitrary spin
The goal is to calculate the leading binding and recoil corrections to the bound state g-
factor for loosely bound systems of arbitrary spin. The binding corrections will be of order
v2 = (Zα)2 relative to the first order terms. They are relativistic in nature, but the
loosely bound systems are nonrelativistic. So the general idea is to derive a nonrelativistic
Hamiltonian or Lagrangian which incorporates corrections from a relativistic theory, and
then use that to calculate the binding and recoil corrections to the bound g-factor.
First a nonrelativistic Lagrangian will be derived for particles of spin one-half and spin
one in the known framework of quantum electrodynamics. There are two ways to go. A
technique based on the Foldy-Wouthyusen transformation will be used first, to find a non-
relativistic Hamiltonian. Then the results will be replicated with a diagrammatic approach
that develops the most general form of an effective nonrelativistic Lagrangian, and fixes the
particular coefficients of terms by comparing scattering amplitudes.
6
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Then the theory of arbitrary spin particles will be considered. A form of nonrelativistic
Lagrangian valid for any spin will be developed. By using the symmetries necessary for a
relativistic theory, the same amplitude calculated diagrammatically in the spin one-half and
spin one cases is found. This is used to find the coefficients for the general spin effective
Lagrangian.
Several of the coefficients are found to be universal. This is understood as a consequence
of the Bargmann-Michel-Telegdi equation.
Using the general spin Lagrangian, the bound state problem is approached. The effective
interaction potential is derived. Separation of the center of mass motion is achieved, and
finally the bound state g-factor is calculated.
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Chapter 2
Nonrelativistic Quantum
Electrodynamics
2.1 Effective Field Theories
The most generally powerful approach to nonrelativistic bond state theories is the use of
the techniques of effective field theory. In this chapter we develop the theory of such an
approach. In the end it will be seen that only the simplest aspects are necessary for the
problem at hand.
A Worked example of Renormalization
Let us review how the process of renormalization works when a theory is renormalizable.
This review draws heavily from reviews by Lepage [20, 21], Kinoshita [17, 16], and Labelle
[18].
The QED Lagrangian is defined at some cut-off by
L0 = Ψ̄ (i∂ · γ − e0A · γ −m0) Ψ−
1
4
FµνF
µν , (2.1.1)
along with the cut-off regulator Λ0.
In calculating a process without a cut-off, all intermediate states must be summed over.
When kinematics do not strictly dictate the intermediate momenta of some particles, this
means integrating over an infinite range. This is exactly the case with an internal loop (as
it described in the language of Feynman diagrams), and is what caused the infinities that
plagued initial attempts to formulate relativistic quantum mechanics.
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By introducing a cut-off, the integrals only take place over a bounded domain of mo-
menta, and are thus finite. The cost is that physical quantities should not depend upon
this arbitrary cut-off Λ0. Still, the parameters can be fixed by comparing with experiment.
This theory will then produce results correct up to some terms of O(1/Λ20).
There are two parameters: the mass m0 and the bare charge e0. These parameters are
determined from experiment. Two processes can be calculated (such as electron-electron
scattering and the electron scattering off some external field), compared to the experimental
measurements, and thus the parameters fixed.
Handed this theory with a high cut-off Λ0, it is possible to reformulate it in terms of
a new, lower cut-off Λ. The new theory will hold valid for processes where the external
momenta are much less than Λ.
By introducing this lower cut-off, high energy virtual processes are eliminated from the
theory. Rather than being explicitly included, their effects will implicitly be included by
corrections to the parameters of the theory.
These corrections can be calculated from the original theory. Before, loop-integrals over
momenta ran from 0 to the old cut-off Λ0. In the new theory, they will run from 0 to
Λ. Clearly the difference between the two calculations will be an integral from Λ to Λ0.
Importantly, because Λ is taken to be greater than the energy of any process considered, so
will the loop momentum in that sector of the integral.
First consider the calculation of the electron vertex. Call the original value T , which
will have contributions from several diagrams. On such contribution is from the one loop
diagram, where a photon is exchanged between the fermion line before and after the inter-
action. Call this contribution T (a).
In the original L0 theory the contribution would be
T (a)(k > 0) = −e30
∫ Λ0
0
d4k
(2π)4
1
k2
{
ū(p′)γµ
1
(p′ − k) · γ −m0
Aext(p
′ − p) · γ 1
(p− k) · γ −m0
γµu(p)
}
.
(2.1.2)
When the momenta are cut-off at the lower point Λ, the part of the old integral missing
from the new calculation will be
T (a)(k > Λ) = −e30
∫ Λ0
Λ
d4k
(2π)4
1
k2
{
ū(p′)γµ
1
(p′ − k) · γ −m0
Aext(p
′ − p) · γ 1
(p− k) · γ −m0
γµu(p)
}
.
(2.1.3)
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Remember that Λ is chosen to be a great deal greater than p, p′ or m0, and this then holds
for k over the entire range of the integral. Then, if corrections of the type p/Λ are discarded,
the integral can be greatly simplified. The approximation used is that
1
(p′ − k) · γ −m0
≈ − 1
k · γ . (2.1.4)
Of course for any four vector a, it holds that (a · γ)2 = a2, so
− 1
k · γ = −
k · γ
k2
. (2.1.5)
Then
T (a)(k > Λ) ≈ −e30
∫ Λ0
Λ
d4k
(2π)4
1
k2
{
ū(p′)γµ
k · γ
k2
Aext(p
′ − p) · γ k · γ
k2
γµu(p)
}
≈ −e30ū(p′)Aext(p′ − p) · γu(p)
∫ Λ0
Λ
d4k
(2π)4
1
k4
.
There are other one electron scattering diagrams. When the above analysis is applied
to them all, the total difference is found to be of the form:
T (k > Λ) = −ie0c0(Λ/Λ0)ū(p′)Aext(p′ − p) · γu(p). (2.1.6)
This is the piece of the electron vertex structure that we are missing if we calculate using
the original Lagrangian with the lower cut-off. The correct results will be obtained if we
incorporate into the Lagrangian a new term,
δL = −e0c0(Λ/Λ0)ū(p′)Aext(p′ − p) · γu(p). (2.1.7)
What about the nature of this constant c0? Consider the above calculation of T
(a)(k >
Λ). It had, like the total correction, had a structure of some constant terms times ū(p′)Aext(p
′−
p) · γu(p). The structure of the constant term came from the integral over a function of
only k. Since there were no scales involved in this integration, other than the limits of
integration, the result must be some function of Λ and Λ0. And because the integral is
dimensionless, it must actually be a function of their ratio Λ/Λ0. The same logic goes
through when the other terms are computed. The final result is that
c0 = −
α0
6π
log(Λ/Λ0). (2.1.8)
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That the result of these integrals involves only the limits is contingent upon the approxi-
mation made earlier, that the scales p, p′ and m0 are all small compared to Λ. If corrections
of that order are important, then there will be additional terms with structures including
these momenta and mass. This can be accomplished by, instead of completely neglecting
these terms, doing a Taylor expansion in terms of p/k, m0/k and so forth. We’ll return to
this later.
Going back to the correction δL, note that it has almost the same form as a term in the
original L0, the difference being an explicit dependence on the cut-offs Λ, Λ0. (Although of
course, e0 itself depended on comparing measurements to calculations in the L0 theory, so
it really was dependent on Λ0.) Rather than interpret it as new interaction, then, it can be
seen as change in the strength of e0:
. (2.1.9)
As long as all other scales are considered to small to Λ to enter the calculations, it isn’t
possible for truly new terms to enter, only corrections to the already existing terms. That
means that all that can happen is an adjustment of the existing coupling constants e0 and
m0.
There are indeed corrections to m0, coming from the electron self-energy. An additional
correction term is required of the form
δL = −m0c̃0(Λ/Λ0)Ψ̄Ψ. (2.1.10)
The Lagrangian valid with the new cut-off Λ can be written in terms of the old as
LΛ = Ψ̄ (i∂ · γ − eΛA · γ −mΛ) Ψ−
1
4
FµνFµν , (2.1.11)
where the constants are
eΛ = e0(1 + c0),
mΛ = m0(1 + c̃0).
Above only two processes were considered, which produced corrections to known interac-
tions. In principle corrections will also arise from other processes, such as electron-electron
scattering.
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But, consider the form of such cross-sections. They must have a spinor structure some-
thing like ūuūu or ūγµuūγµu, with an accompanying factor. Certainly it involves four
fermion fields. The key point is that the scattering amplitude with four external lines must
be dimensionless. Since u has mass dimension 1/2, the factor must have dimension −2.
So to write a dimensionless factor d0 analogous to c0 above, there must be an additional
factor of mass dimension −2. The relevent scale is Λ, so this factor must be 1/Λ2. (Again,
we follow the earlier logic that no other mass scales can enter, being negligible to the highly
virtual loop momentum of the correction terms.) So here the correction would need to look
something like
d0(Λ/Λ0)
1
Λ2
ūuūu. (2.1.12)
The actual value of the spinors structure only involves the low energy momenta of the
theory, so it must be suppressed by the larger factor 1/Λ2. Therefore, these four fermion
terms enter at a smaller order than the terms already discussed.
Nonrenormalizable cut-off theories
In the above, corrections small compared to the scale Λ were ignored — terms of order
O(p/Λ), O(m/Λ) and so forth. If such terms are important, they may be calculated in the
same general manner as outlined for the log Λ/Λ0 corrections. However, the logic above
that prevented new terms from being introduced now fails, so new types of interaction are
to be expected.
There are two key points where terms of this nature were discarded. The first was in the
highly virtual loop integrals, where all scales smaller than k were neglected. The second was
in considering the types of processes which might introduce corrections to the Lagrangian,
where (for example) terms involving four fermions were subjected to dimensional analysis
and found to be suppressed by 1/Λ2.
Going back to the loop integrals, now instead of simply discarding all terms involving p,
p′, or m0, a Taylor expansion in p/Λ, m0/Λ (and so on) can be performed. As an example,
12
instead of approximating 1/{(p− k) · γ)−m0} as −1/k · γ, instead use
1
(p− k) · γ)−m0
≈ − 1
k · γ(1− p · γ/k · γ +m0/k · γ)
≈ −k · γ
k2
+
p · γ
k2
− m0
k2
.
Systematically using such expansions, the high energy part of the loop calculations
unaccounted for by the new cut-off theory can be found. The general form is
T (k > Λ) = −iec0ū(Aext ·γ)u−
ie0m0c1
Λ2
ū(Aµextσµν(p−p′)ν)u−
ie0m0c2
Λ2
(p−p′)2ū(Aext ·γ)u.
(2.1.13)
The form of these corrections can in some cases be found from explicit calculation. In
such cases, the calculation will also fix the coefficients in the Lagrangian. However, often it
is either difficult or impossible to explicitly “integrate out” high momentum contributions
to the theory. One can already see above how much more tedious the integrations over
intermediate momenta will become when polynomial terms in p and so forth are included.
There will be a proliferation of new terms to account for in the loop integrals, and if pushed
to the next order of correction an unpleasant combinatorical explosion will occur. The hope
is to use NRQED to simplify the calculation.
There also exist theories where explicit calculation is simply impossible, and the use of
an effective Lagrangian is not just a convenience but a necessity. In low energy QCD it is
impossible to work with a perturbative expansion of Feynman diagrams. Because of the
strength of the coupling, such series do not converge.
In either case, there is an alternate method. For any particular calculation and given
level of precision there will be a finite number of terms in the Lagrangian that contribute.
The existence of terms is limited by two factors:
• First, there are direct constraints on the form of the Lagrangian: current conservation,
Lorentz invariance, chiral symmetry and so on, and these will apply to each term
separately
• Second, only terms of up to a particular order are kept
It is this second point that ensures that the number of terms is finite. Typically each
building block that might be used to construct a term comes with at least one power of mass
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dimension. And the greater the mass dimension of the term, the stronger the suppression
by 1/Λ. Building blocks of order unity do exist, such as spin space operators, but there will
be a finite basis for such.
Once the form of all possible terms is catalogued, how then to fix the coefficients before
each? It is important that, no matter what, physical predictions obtained from either the
effective theory or the high energy theory must coincide. So if the same physical process is
calculated using both theories, then demanding equality of the two results will determine
the coefficients of the low energy theory in terms of the original.
Still, that in principle the coefficients can be obtained by integrating out high momentum
loops can still tell us something of their behavior. When all other energy scales were ignored,
the constant c0 could depend only on Λ/Λ0. When they are included, it may additionally
depend on m0/Λ. It will never depend upon the momentum p, because such terms are
instead included as new interactions with separate coefficients.
So c0 will be the same coefficient calculated earlier, but with additional corrections of
order O(m20/Λ2). The Lagrangian must also be augmented by the new interactions, so there
is an additional correction of the form
δL = e0m0c1
Λ2
Ψ̄FµνσµνΨ +
e0m0c2
Λ2
Ψ̄i∂µF
µνσµν∂νΨ. (2.1.14)
(In writing down the terms in the Lagrangian, momentum become derivatives of the fields,
so for example q = p′ − p becomes a derivative of Aext.)
In addition to these new higher order corrections to the already calculated quantities,
there will be contributions to the Lagrangian of new processes. For instance, electron-
electron scattering enters at the O(p2/m2). But of course it’s not the case that all processes
now enter — a process with 6 external legs would be suppressed by 1/Λ4 and not enter at
the currently considered order.
These four fermion terms are not related to the simple scattering off an external field.
Rather, they come from integrating out the high momentum modes of processes such as
electron-electron scattering. The loop diagram corrections to such processes involve in the
high-energy theory, like the other loops mentioned, integrals over momentum higher than
the cut-off. These intermediate states are highly virtual.
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The uncertainty principle tells us that such high energy virtual states are allowed only
if they exist for a correspondingly short amount of time. The result is that in the low
energy theory they may be treated as effectively instantaneous interactions, appearing as
local contact terms in the Lagrangian. This is how new multiple particle interactions arise
in an effective theory – the high energy process becomes a new local interaction.
For electron-electron scattering at the order discussed, such terms would be the likes of
δL4−fermion = d1
e20
Λ2
(Ψ†Ψ)2 + d2
e20
Λ2
(Ψ†γΨ) · (Ψ†γΨ). (2.1.15)
These coefficients would be fixed by calculating a process like electron-electron scattering
in both theories. However, one would first have to fix the constants ci. For in the new theory
with a low cut-off there will be contributions to the scattering not only from contact terms,
but also from tree level diagrams involving two 2-fermion vertices.
2.2 Nonrelativistic Quantum Electrodynamics
Above we explored how, by changing the cut-off in QED, new nonrenormalizable terms
appeared, and a new effective theory emerged. It was suitable only for calculations below
the new cut-off, which was chosen to be well above the scale of any other momenta or energy
in the theory. However, one particularly fruitful use of this technique is the formulation of
a theory of nonrelativistic quantum electrodynamics (NRQED).
NRQED is most useful when working with bound state systems. There are many im-
portant corrections to bound state energy levels that come from high energy physics. The
more precisely one measures these energy levels, the more information is gained about the
high energy theory — but only if the predictions of that theory have been worked out with
the necessary precision.
While in principle the full QED theory can be used to accomplish this, it is unweildy
and unsuited for the task. Most typically the systems studied are loosely bound and non-
relativistic. While calculating non-relativistic scattering in QED might not be too bad,
the situation is different for a bound state. What spoils everything is the existence of new
energy scales.
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One such scale is the inverse of the Bohr radius. If µ is the reduced mass of the system
and Ze the charge of the center, then
p ∼ Zµα = 1
rBohr
(2.2.1)
is the typical momentum scale of the bound system.
In a QED scattering calculation, the order of a term may be addressed as the number
of loops in a diagram. Thus we talk about tree level diagrams, one-loop diagrams, two-loop
diagrams and so on, with the understanding that each loop carries with it a suppressing
factor of α. In this bound state system the typical momentum scale may enter in a way
that exactly cancels the loop factor. So to calculate contributions of order α an infinite
number of diagrams must in fact be summed.
There are techniques of doing this, but clearly it becomes trickier to easily sort out what
diagrams contribute at a particular order. The matter is made worse by the existence of a
third distinct scale, the kinetic energy of each particle
E =
(Zµα)2
mi
(2.2.2)
further complicating the process of calculating the contributions of a given order.
Well, QED is a high energy theory, while calculations should be easiest in a low energy
theory formulated for this nonrelativistic regime. What is desired is a theory that lives at
the appropriate scale, thus avoiding the business of summing infinite numbers of diagrams,
but nevertheless incorporating all the relevant effects of high energy physics.
Of course, an effective field theory has exactly these characteristics. The procedure is
as follows. First write down the most general Lagrangian that obeys the symmetries of the
theory. Of course here, in going from the high energy theory to the effective nonrelativistic,
Lorentz symmetry is no longer required.
Once the form of the Lagrangian is fixed, the same physical process may be calculated
in QED and NRQED. There is no problem in performing the QED calculation in this step
because we don’t have to choose a bound-state calculation – the scattering of free particles
will suffice. The idea here is to find the simplest calculation that will fix the coefficients.
It is these coefficients that then contain all the information about the high energy
theory. Bound state calculations may then be performed using the NRQED Lagrangian
16
and diagrams, with the desired result: high energy physics is included, but we have a
workable theory in the nonrelativistic regime. Instead of figuring out how to find a correct
perturbation series in α, the theory uses expansions in terms of the other two nonrelativistic
(and thus small) scales; basically expanding in terms of the velocity v as well as α.
Before we examine how the process works explicitly for NRQED, there is an alternate
approach that should be examined first.
The Foldy-Wouthuyesen Transformation
As sketched in the previous section, to work with bound state problems it is simplest to
have a nonrelativistic Lagrangian to work with. After all, in regular quantum mechanics it
isn’t so hard to calculate the levels of hydrogen. It is using a relativistic theory to crack a
nonrelativistic nut that causes problems.
If the goal is to derive a nonrelativistic Lagrangian or Hamiltonian for the system, one
approach is to start from the Dirac equation and find a way to express it nonrelativistically.
One such way is the Foldy-Wouthuyesen transformation[7]. Consider the Dirac La-
grangian for an electron:
LDirac = Ψ̄ (i∂ · γ − eA · γ −m) Ψ. (2.2.3)
If the system is nonrelativistic, then one of the important consequences is that electrons
and positrons behave pretty much as independent particles. A representation can be chosen
such that the upper and lower components of the bispinors Ψ are roughly equivalent to the
electron and positron spinors. There will be some mixing, and it is the FWT transformation
that finds a form for the bispinors in such a way that all the operators above become
diagonal. Then, the upper and lower components are completely separated, and one can
easily treat them as separate fields.
Technically this is impossible when an external field Aext is present. However, a basis
where the mixing between “particle” and “anti-particle” is arbitrarily small may be found
perturbatively. The result will be an expansion in terms of |p| /m, that relates the original
upper and lower components to the desired “Schrodinger-like” spinors.
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The second order result will be, for a Dirac bispinor u with upper and lower components
φ and χ:
u =
φ
χ
 =
 (1− p28m2 )φs
σ·p
2m(1−
3p2
8m2
)φs
 .
An important feature here is that the lower component is suppressed compared to the upper,
by a factor of σ · p/2m. Conservation of probability demands that, for a Schrodinger-like
wave function,
∫
φ†SφS = 1. By demanding equality with the relativistic probability density
ūγ0u the above form can be derived, without performing the actual transformation.
Once this is accomplished, the Lagrangian may be rewritten directly in terms of, say,
the electron spinor. The relativistic bispinor has been replaced by a two-component nonrel-
ativistic spinor. Additionally, all the other terms can be rewritten in terms of Galilean three
vectors and scalars instead of Lorentz 4-vectors. The result is a manifestly nonrelativistic
expression.
If an external electric field is considered acting on a single charged particle of mass m
and charge e is considered, then to the second order
H =
p2
2m
+ eΦ− p
4
8m3
− 1
4m2
σ ·E× p− 1
8m2
∇ ·E. (2.2.4)
In writing the Hamiltonian, of course derivatives become momentum operators instead.
Clearly, the higher order terms have relativistic origins — p4/8m3, for instance, is the first
relativistic correction to the kinetic energy p2/2m.
From this starting point, ordinary Rayleigh-Schrodinger perturbation theory may be
used. Because the theory is explicitly nonrelativistic, it will avoid all the scale problems
with QED.
However, this isn’t as powerful as an effective field theory. The idea here was to discard
high energy processes rather than to incorporate them. For instance, the process
e−e+ → γ → e−e+ (2.2.5)
involves a fundamentally relativistic intermediate photon that this formulation hasn’t incor-
porated, and so relativistic corrections to the photon propagator will matter. If instead the
techniques of effective field theory are employed, no process with such relativistic internal
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momenta need be considered. Instead, the effects of this process will be incorporated as
four fermion contact terms.
As the uncertainty principle tells us, the higher the energy of the intermediate state, the
shorter the length of the time that the state can exist. So a process with a relativistic internal
state as above should happen instantaneously, acting just like a local contact interaction
between four fermions.
When higher-order perturbation theory is attempted with the above Hamiltonian, it
also will fail. The terms diverge, producing infinities. This of course has the same root
cause.
So, if high precision is important and all high energy processes must be accounted for,
this method isn’t accurate enough. It does, of course, predict the leading order coefficients
of NRQED.
An NRQED Calculation
Let us now consider the effective field theory approach to finding, from the relativistic theory,
a nonrelativistic Lagrangian suitable for the bound-state problems already mentioned. As an
example, consider a hydrogen-like muonium system with an electron and a muon. Formally
the idea is to introduce into QED a cut-off at the nonrelativistic energy, λ. This cut-off is
somewhere about the energy of the electron mass me. The higher energy states are removed,
leaving an explicitly nonrelativistic Lagrangian.
As normal for an effective field theory, this Lagrangian will have an infinite number of
terms, but they can be arranged in a hierarchy that allows any particular calculation to be
performed with only a finite number. This hierarchy can be treated as an expansion over
the large mass scale of the system, 1/m. In the example calculation, terms up to order
1/m3 will be kept.
First a Lagrangian is written that contains all the possible terms that might contribute
to the process considered. Lorentz symmetry is no longer required, but the following con-
straints on the forms of terms exist:
• Galilean invariance
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• Invariance under spatial reflection
• Invariance under time reversal
• Gauge invariance
• Hermiticity
• Locality
Once all the terms are catalogued, their coefficients must be determined. The idea is to
consider some particular physical process. For the two formulations to be consistent, they
must produce the same predictions for any such process. So something like a scattering
amplitude can be calculated in both theories, and the results compared.
Comparison of QED and NRQED
The simplest process that will give the required information can be used. So any assumption
that still distinguishes between needed terms in the NRQED Lagrangian may be used.
In comparing scattering diagrams, it is often most useful to perform the calculation at
threshold. Likewise, the frame of reference which most readily simplifies the calculation
should be used. Any physical assumption must be applied to each calculation in the same
way, of course – it must be the same physical process!
However, given the assumption of gauge invariance, different gauges may be chosen for
each calculation. Since the physical measurement will be gauge invariant, there is nothing
inconsistent about this. And indeed the most convenient gauges for a relativistic and
nonrelativistic calculation often differ.
Remember that the goal is to use NRQED to calculate bound state energies. To this end,
it is necessary that the theory has poles in the complex plane and can thus be analytically
continued to include off-shell bound states. To ensure this, it is necessary to demand that
all external particles be on mass-shell when fixing the coefficients. For the same reason, it
is necessary to perform all the intermediate calculations with a finite photon mass.
So that the processes we compare have the same meaning, it is necessary for the S-matrix
to have the same normalisation in both theories. Because of this, the normal relativistic
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normalisation of the QED spinor cannot be used. It is conventional to set ūu = 2m, but
this will make it hard to find a sensible relation between the spinors of QED and NRQED.
Instead, the normalisation u†u = 1 will be used.
Given that all these conditions are met, the process of comparing physical results will
fix, without ambiguity, the coefficients of NRQED.
Construction of NRQED Lagrangian
In order to perform any comparison with QED, it is first necessary to catalogue all the terms
that could arise in the Lagrangian. Let us work first with only the two-fermion terms.
What are the building blocks at our disposal? Each term will have two electron fields,
possibly the external electromagnetic field, and derivatives of either type of field. There
can also be mixing between the spin-space of the fermion fields.
The first constraint to apply is gauge-invariance. If only gauge invariant combinations
are allowed, then instead of any mixture of derivatives and fields, only the covariant deriva-
tive D = ∂ + ieA is allowed, along with E, B and their derivatives.
The operators that mix spin for the spin-1/2 electron are just the Pauli spin matrices
σi. Together with the identity they form a basis for the space of Hermitian spin-operators,
so no quadratic terms in spin can appear. Those can be directly reduced with the identity
σiσj = δij + iεijkSk.
Many of these “blocks” are written as three-vectors. For Galilean invariance to hold,
there can be no dangling indices — all terms must be contracted, either with each other or
the anti-symmetric tensor εijk.
Consider now the symmetries of each type of term.
• The electric field is Hermitian, odd under parity and even under time reversal.
• The magnetic field is Hermitian, even under parity and odd under time reversal
• The long derivative is anti-Hermitian, odd under parity, and even under time reversal
• Spin is Hermitian, even under parity, odd under time reversal.
21
Given a collection of these blocks, then as long as the set as a whole isn’t anti-Hermitian
we can always simply add the Hermitian conjugate to form a Hermitian term. This does
reduce the number of independent terms. Likewise, to make a term invariant under time-
reversal a factor of i can be appended. However, there is no way to fix a term that is odd
under parity, so that is the one hard constraint. There can be no term B ·D, for instance,
because it is not invariant under parity.
So far these constraints still allow for an infinite number of terms. But the greater the
number of fields, or derivatives of fields, that exist in a term, the more strongly it will be
suppressed. Each additional power of energy will carry a factor of 1/m to ensure that the
total dimension of the term is allowed.
To figure out how far down the hierarchy of terms we need to go for a particular calcula-
tion, we also need to establish the individual order of magnitude of each term and “building
block”. This will allow us to eliminate all but a finite number of terms from consideration.
The example case is an electron in an atomic system, so A0 is the Coulomb potential, and
B comes from interaction with the nucleus, in this case a muon.
∂ ∼ mv ∂t ∼ mv2
eA0 ∼ mv2 eA ∼ mv3
eE ∼ m2v3 eB ∼ m2v4
The magnitudes of the fields can be readily derived from their atomic origin. The spin
operator is order unity (when we have ~ = 1.)
For the Coulomb potential,
eΦ ∼ Zα
r
. (2.2.6)
For an atom, 1/r ∼ mv = m(Zα). So the order of eΦ is mv2.
The electric field is the first derivative of Φ, so
eEi ∼
Zα
r3
ri ∼ m2(Zα)3 = m2v3. (2.2.7)
There are two sources for a magnetic field acting on the electron. The first is the spin-
orbit coupling, a result of a spinning particle moving in an electric field. There is also a
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spin-spin coupling between the spins of the nucleus and electron, but here it is the weaker
of the two effects.
The order of the magnetic field can be found by considering a simple nonrelativistic
approximation. Consider a shift to the frame of the electron. It then sees the nucleus
moving along at speed v. This predicts a magnetic field of
B = q
v × r
r3
= v ×E. (2.2.8)
Now, this is not truly accurate, because relativistic effects are ignored. However, they do
not change the overall order, so B must go as m2v4.
Since B is the derivative of A, A is of order mv3.
To be consistent with the Schrodinger equation, ∂t ∼ mv2.
When acting on the fermion wave functions, the spatial derivative will bring down a
factor of p. Upon the electromagnetic fields, it gives an overall 1/r. In both these cases, ∂
can be considered to be of order mv
Knowing both the order and symmetries of each building block, the NRQED Lagrangian
can be explicitly constructed.
It is the suppressing powers of 1/m that keep the number of terms to be considered
finite. A term with six derivatives like D6 need not be considered, because it must appear
in LNRQED as D6/32m5. So the first step is to consider what combination of such terms are
allowed, if terms of higher order than mv4 are discarded. The only allowed spin structure
is σ.
The leading order terms appear at mv2. Since E and B are already too high order, the
only available terms are A0, ∂0, and Di. Without spin, A0 and ∂0 appear by themselves. A
single power of Di has nothing to contract with, and two powers may only be contracted
with each other. So the spinless terms are
eA0, ∂0,
D2
2m
. (2.2.9)
A single power of D contracted with σ is disallowed by parity, and something like (σ·D )2
is redundant, since quadratic terms in σ reduce. Only linear combinations of σ need be
considered. None of the other ingredients have vector indices, so no spin terms appear at
this order.
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The next order of terms are mv3. This could be a single power of E or three powers of
D. However, since E and D are both odd under parity, those terms are not allowed, and
nothing arises at this order.
The only one left is a single power of B. Since the index needs to be contracted with
something, it must be the order unity spin matrix. Thus, the only term allowed at this
order is σ·B :
e
m
σ·B . (2.2.10)
At the next order, something like B ·D is forbidden by parity.
At order mv4, there could be four powers of D, or a single power of D accompanied by
E. With four powers of D, the only way to contract them is as D4. With E and D there
are two ways to contract them: either with δij or with σkεijk. In any case the resulting
term must be Hermitian and invariant under time reversal, so the two terms are
E ·D−D ·E
4m2
,
iεijk(EiDj −DiEj)
4m2
. (2.2.11)
Finally at order 1/m3 there are more terms involving B. One power of B and two powers
of D is allowed. Because there are an odd number of indices, and contracting εijk with two
powers of D is redundant (producing an O(mv6) term B2), all the terms will involve σi.
The allowed combinations are
eD2S ·B + S ·BD2
8m3
,
eDi(S ·B)Di
4m3
,
e[(S ·D)(B ·D) + (B ·D)(S ·D)]
8m3
. (2.2.12)
Of course in the special case where derivatives of B vanish (i.e. B commutes with D)
then the first two terms become indistinguishable. That is not the case in this particular
situation.
Now we have catalogued the two fermion terms in the Lagrangian, up to order 1/m3.
What will the overall structure of the Lagrangian be? There will be two fermion terms,
four-fermion terms, and photon terms. The photon terms are taken as just that of QED at
leading order: 14F
µνFµν .
Now examine the two-fermion part in more detail. It will include kinetic terms that are
not renormalized and thus need no coefficients. The leading order terms will go as 1/m,
and there will then be corrections coming from additional terms.
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Call the coefficients in this two-fermion Lagrangian ci. We can expect that the leading
order coefficients of these two-fermion terms should replicate exactly the results of doing a
Foldy-Wouthuysen transformation. So for convenience they can be written such that they
are, if they exist at this order, equal to 1. So such coefficients will have the form
ci = 1 +O(α) = 1 + c(1)i α+ c
(2)
i α
2 + . . . (2.2.13)
If we consider terms up to 1/m3, then the two-fermion part of the Lagrangian is:
LNRQED =ψ†
{
iD0 +
D2
2m
+
D4
8m2
+ cF
e
m
S ·B + cD
e(D ·E−E ·D)
8m2
+ cS
ieS · (D×E−E×D)
8m2
+ cW1
eD2S ·B + S ·BD2
8m3
− cW2
eDi(S ·B)Di
4m3
+ cp′p
e[(S ·D)(B ·D) + (B ·D)(S ·D)]
8m3
}
ψ.
(2.2.14)
In addition to the two-fermion terms, at the order 1/m2 four fermion contact terms
are allowed. Since the QED Lagrangian has no exact four-fermion contact terms, these are
terms that arise from the removal of four-fermion diagrams involving high momenta loops.
In contrast with the two-fermion Lagrangian, label the coefficients of such terms di.
These coefficients will have a more complex structure than ci. Any process involving
two distinct fermion fields will have a richer set of energy scales and parameters to draw
from.
If the additional fermion has mass M and spinor χ, then the contact Lagrangian is:
Lcontact =d1
1
mM
(Ψ†σΨ) · (χ†σχ) + d2
1
mM
(Ψ†Ψ)(χ†χ)
+ d3
1
mM
(Ψ†σχ) · (χ†σΨ) + d4
1
mM
(Ψ†χ)(χ†Ψ).
(2.2.15)
The terms with coefficients d3 and d4 only enter if the additional fermion is actually the
anti-particle of the original.
Determination of coefficients
To determine the coefficients of the two-fermion piece of the NRQED Lagrangian, it will
suffice to calculate the scattering of the electron off an external field. Every coefficient that
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needs to be fixed accompanies at least one term with a single power of the photon field.
First the scattering amplitude will be calculated in QED, then compared to the NRQED
terms. Schematically the equivalence can be written as:
A
=
A0
+
Ai
A general one-photon vertex in QED may be expressed in terms of form factors F1(q
2)
and F2(q
2). These encode all the information about radiative corrections, so the QED
calculation here can conveniently be expressed with such factors.
The amplitude of scattering off a static vector potential is
eū(p′)
[
−γ ·A(q)F1 +
i
2m
σijAiqjF2
]
u(p), (2.2.16)
or in terms of Pauli spinors instead, up to 1/m3
F1φ
†
S
[
− e
2m
(p′ + p) ·A− ie
2m
σ · q×A + ie
8m3
(p′
2
+ p2)σ · q×A
]
φS
+F2φ
†
S
[
− ie
2m
σ · q×A + ie
16m3
(p′
2
+ p2)σ · q×A + ie
8m3
(σ · p′)(σ · q×A)(σ · p)
]
φS .
(2.2.17)
And for scattering off a static potential A0
eū(p′)
[
γ0A0F1 −
i
2m
σ0jA0qjF2
]
u(p). (2.2.18)
Again expressing in terms of Pauli spinors
F1φ
†
S
[
eA0 − e
8m2
q2 +
ie
4m2
σ · (p′ × p)A0
]
φS
+ F2φ
†
S
[
− e
8m2
q2 +
ie
4m2
σ · (p′ × p)A0
]
φS .
(2.2.19)
So the electron-external field scattering, as calculated in QED, has been expressed in
terms of mostly nonrelativistic quantities. There are still the form factors to expand, which
depend on q2 = (q−0)2−q2. But q0 is of lower order than q, so the leading order corrections
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will involve only q2. They are
F1(q
2) = 1− α
3π
[
q2
m2
(
ln
m
λ
)]
,
F2(q
3) = ae −
α
π
q2
12m2
.
They contain an explicit dependence on the finite photon mass λ.
The first part of the calculation of scattering from the NRQED Lagrangian is straight-
forward — only tree level vertices enter the calculation, so it can be read directly off the
Lagrangian. However, this would fix the coefficients as having a direct dependence on the
photon mass, rather than, as one might expect, the value of the cut-off. For instance, the
coefficient of the Darwin term would be found to be
cQEDD = 1 +
α
π
8
3
[
ln
(m
λ
)
− 3
8
]
. (2.2.20)
But of course, in calculating from NRQED at this level of precision perturbation theory
terms will also enter. This introduces a further renormalization of the coefficients, in a
similar manner to the production of counterterms in QED. Without further correction these
perturbations would spoil the agreement of QED and NRQED. The solution is to introduce
an additional term in the NRQED Lagrangian that simply subtracts off the unwanted term.
To again use the Darwin term as an example, it was found that in the absence of
perturbation theory the value for cD labelled c
QED
D would cause QED and NRQED to
predict the same result. However, when perturbations are taken into account there will be
an additional contribution, of the same form of the Darwin term, with some coefficient we
can call cNRQEDD . So the actual value of cD should be adjusted in order to bring the two
theories back into agreement:
cD = c
QED
D − c
NRQED
D . (2.2.21)
The particular value found for cNRQEDD is
cNRQEDD = −
α
π
8
3
[
ln
( λ
2Λ
)
+
5
6
]
, (2.2.22)
which means
cD = 1 +
α
π
8
3
[
ln
(m
λ
)
− 3
8
+
5
6
]
(2.2.23)
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With the result that the final correction to this coefficient depends upon the cut-off,
just as with the regular renormalization theory. The same idea goes through to each other
coefficient.
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Chapter 3
Spin one-half: Derivation of
nonrelativistic Hamiltonian
3.1 Structure of the spin one-half theory
The goal is to obtain a nonrelativistic theory from the relativistic. To that end it’ll help to
have a clear understanding of the structure of the two theories.
Relativistic framework for spin one-half
In the relativistic theory, the electrons are part of a fermion field that also includes the
positron anti-particle. Since both are spin-1/2, each has two spin orientations. There are,
then, a total of four degrees of freedom.
The relativistic Lagrangian for the fermion fields is
L = Ψ̄(i∂ · γ − eA · γ −m)Ψ− 1
4
FµνF
µν .
The fermion fields are Ψ (Ψ being reserved for the fermion fields in the nonrelativistic
theory), the photon field is A. m is the particle’s mass, and e the electron’s charge. The γ
matrices mix the different components.
It will be convenient to work in a representation which already suggests the nonrelativis-
tic behavior. At low momenta, it should be expected that the free electron and positron
fields act approximately as independent fields. This is exactly the case for the Dirac rep-
resentation. In the rest frame, a free particle can be said to be definitively an electron or
positron, and in the Dirac representation these correspond to the upper and lower parts of
the bispinor.
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In this representation, the gamma matrices are written
γ0 =
1 0
0 −1
 , (3.1.1)
γi =
 0 σi
−σi 0
 . (3.1.2)
The gamma matrices by themselves do not form a complete basis for this space. To
find such a basis products of the matrices can be considered. It will make sense to consider
combinations such that bilinears are Hermitian.
There is the identity — such bilinears transform as a scalar.
Symmetric combinations of gamma matrices need not be considered because {γµ, γν} =
gµν . The antisymmetric combinations are explicitly
[γ0, γi] = 2γ0γi =
 0 2σi
2σi 0
 ,
[γi, γj ] =
−2iεijkσk 0
0 −2iεijkσk
 .
Using these a tensor like structure arises:
σµν = i
1
2
[γµ, γν ]. (3.1.3)
The specific form in the Dirac representation is
σij =
i
2
[γi, γj ] = εijk
σk 0
0 σk
 , (3.1.4)
σ0i = iγ0γi =
 0 iσi
iσi 0
 . (3.1.5)
The product of each gamma matrix in turn gives a pseudo-scalar:
γ5 = iγ0γ1γ2γ3 =
0 1
1 0
 . (3.1.6)
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And the product of γ5 and γµ gives a pseudo-vector
γ5γµ. (3.1.7)
Solutions of the Dirac equation in momentum space are the spinors u. They have four
degrees of freedom, and can be treated as a bispinor consisting of an upper and lower
spinor. In the chiral basis the upper and lower components have opposite helicity; in the
Dirac basis, opposite charge:
u =
η
χ
 . (3.1.8)
Nonrelativistic framework for spin one-half
The nonrelativistic theory describes a single particle, without its oppositely charged an-
tiparticle. The nonrelativistic fields will be denoted by ψ, which had two components. The
wave function that appears in amplitudes will be the Schrodinger-like φS . The relation
between the relativistic and nonrelativistic amplitudes is obtained through the relations
η =
(
1− p
2
8m2
)
φS ,
χ =
σ · p
2m
(
1− 3p
2
8m2
)
φS .
3.2 Foldy-Wouthyusen approach
The goal is to derive a nonrelativistic Hamiltonian or Lagrangian starting from relativistic
theory. (Having obtained one, we can easily obtain the other, of course.) One method is to
take the relativistic equations of motion and use them to obtain a Schrodinger like equation.
The starting point is the relativistic equations of motion, which can come from the
Lagrangian of the relativistic theory. Those equations can then be written in terms of the
noncovariant quantities that appear in the nonrelativistic theory. In doing so, the energy
of the particle will now explicitly appear.
The relativistic theory will contain not only the particle of interest (the electron) but also
its anti-particle (the positron.) The nonrelativistic theory should contain only the electron.
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Before obtaining an expression for the nonrelativistic Hamiltonian it will be necessary to
somehow disentangle the two fields. This is impossible in the general case, but as long as
the energy and momenta in question are nonrelativistic, can be accomplished to any desired
order.
Formally this is accomplished by the Foldy-Wouthyusen transformation, the result of
which is that all operators are diagonal, the coupling between the particle and anti-particle
suppressed to which ever order is desired. However, practically the same result can be
obtained by examining the normalisation of the two theory’s particles. By demanding that
the Schrodinger like wave functions are appropriately normalized, the relationship between
relativistic and nonrelativistic spinors can be established.
The result of this procedure will be an equation for the energy of the electron, accurate
at some order in the nonrelativistic expansion. However, it will not perfectly replicate the
predictions of the high energy theory. Unlike the process of NRQED, it does not truly
incorporate the high energy sector of the theory.
Equations of motion
To reestablish the problem considered, the system to be examined is an electron placed
in a loosely bound system with another charged particle, subject to an infinitesimal and
constant magnetic field. There will be, because of the bound system, an electric field acting
on the electron as well as the external magnetic field. When recoil effects are ignored, the
electric field can just be taken as given.
The corrections to the gyromagnetic ratio of the electron are to be established. There
are two small scales that appear in the problem, the velocity v of the electron and the
infinitesimally small magnetic field eB. The precision desired requires terms of up to order
mv4 and (e/m)Bv2.
The starting point will be the relativistic Lagrangian of Dirac. However, remember that
the technique to be used simply ignores behavior introduced by the high energy sector of
the theory, even if it might effect the low energy behavior. One such effect is corrections
to the free gyromagnetic ratio of the electron, which first arise when one loop diagrams are
considered. Without such corrections the g-factor will be exactly g = 2.
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Knowing that there will actually be bound-state corrections proportional to g − 2, it is
necessary to somehow include this anomalous term. The way to do so is to introduce a new
local interaction into the Lagrangian, coming from the high energy radiative corrections
which dress the electron vertex. The Lagrangian to be used is, then
L = Ψ̄(D −m)Ψ + 1
2
µ′Ψ̄σµνFµνΨ.
µ′ is the correction to the classical moment µ0 =
e
2m , and is equal to (g − 2)/2µ0. D is the
long derivative ∂ + ieA.
From this Lagrangian the equations of motion of the particle may be obtained from the
Euler-Lagrange method. The Euler-Lagrange equation is
∂L
∂Ψ̄
− ∂µ
∂L
∂(∂µΨ̄)
= 0. (3.2.1)
In the Lagrangian above, we can consider that all differential operators act only on the
right field Ψ. (This freedom of choice comes from being able to rewrite the Lagrangian
through integration by parts, without changing its physical meaning.) So the second term
in the Euler-Lagrange equation can be ignored, and after differentiating with respect to Ψ̄
the following equation is obtained:
(iD −m+ 1
2
µ′σµνFµν)Ψ = 0. (3.2.2)
Writing explicitly in terms of the γ matrices, this is(
(i∂µ − eAµ)γµ −m+ iµ′
1
4
[γµ, γν ]Fµν
)
Ψ = 0. (3.2.3)
This equation of motion is invariant under Lorentz transformations. It is written in terms
of the Dirac bispinor Ψ, external fields Aµ and Fµν , and the gamma matrices. To apply in
to a nonrelativistic problem, the very first step will be to rewrite it in terms of the sorts of
quantities that appear in that domain: three-vectors and scalars.
The scalars that appear will be ∂0 = ∂t and A0 = Φ. The external fields E and B
will appear explicitly, while the vector field A will appear in the gauge-invariant operator
π = p − eA. The gamma matrices can be written in terms of the Pauli spin matrices σ.
Finally, the bispinor will be written in terms of its upper and lower components.
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Of the terms that appear in (3.2.3), all except the last are trivial to write in this manner.
To deal with that last term, the antisymmetric tensor σµν = 12 [γ
µ, γν ] needs to be written
explicitly.
Using the antisymmetry of σµν , and that we deal with time-independent fields:
Fµνσ
µν = Fiσ
ij − F0iσ0i − Fi0σi0 + F00σ00
= Fijσ
ij − 2F0iσ0i
= 2∂iAjσ
ij − 2∂iΦσ0i
= −2i
σ·B 0
0 σ·B
− 2
 0 σ·E
σ·E 0
 .
So far the discussion has been in position space. To work out the nonrelativistic form
it will be easier to talk about the equations of motion directly in terms of energy and
momentum. So replace i∂t with p0, and i∂i with pi. Likewise, replace the gauge invariant
derivative iDi = πi = pi − eAi.
A solution of definite momentum p to the equation is written in terms of upper and
lower components
u =
η
χ
 . (3.2.4)
With these considerations, the (3.2.3) can be rewritten acting explicitly on the bispinor.

p0 − eΦ−m 0
0 −p0 + eΦ−m
+
 0 −σ·π
σ·π 0
+ µ′
σ·B 0
0 σ·B
− i
 0 σ·E
σ·E 0

η
χ
 = 0.
(3.2.5)
This gives rise to exact coupled equations for η and χ. So far this is in principle the same
as the relativistic equation, only the form in which it is written is non covariant.
Nonrelativistic limit
The particle under consideration is a nonrelativistic electron. Roughly, the expectation is
that η corresponds to the electron field and χ to that of the positron. The off-diagonal terms
in the equation above represent some sort of mixing between the electron and positron: the
electron wave function still has some small positron component, that decreases as mo-
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mentum is decreased. The off-diagonal component that does vanish at 0 momentum is
proportional to µ′, the term introduced to account for a high-energy process.
The upshot is that although the equation above is really a set of coupled equations for η
and χ, χ will be small compared to η — the very leading order diagonal term will indicate
that χ ∼ σ·π η.
Because the off diagonal terms are small, the set of coupled equations may be solved per-
turbatively. The particular quantity of interest is the nonrelativistic energy of the particle
ε = p0 −m. For a free particle, this would be
ε = p0 −m ≈
p2
2m
+
p4
8m3
+O
(
p6
m5
)
. (3.2.6)
In order to perform this perturbative analysis the order of various terms needs to be
established. It’s evident that at leading order ε ∼ mv2. From earlier analysis, Φ ∼ mv2,
π ∼ mv, and E ∼ m2v3.
First, find an expression for χ in terms of η. The second of the set of equations repre-
sented by (3.2.5) is
(−p0 + eΦ−m)χ+ σ·π η + µ′(σ·Bχ− iσ·E η). (3.2.7)
Writing p0 = ε+m, and grouping terms, the result is that
(
ε+ 2m− µ′σ·B
)
χ = (σ·π − iσ·E ) η. (3.2.8)
It is necessary now to approximate χ in terms of η. Because ε and |B| are smaller than m,
and only second order terms are needed for the final result:
χ ≈ 1
2m
(
1− ε− eΦ− µ
′σ·B
2m
)
(σ·π − iµ′σ·E )φ. (3.2.9)
With this expression χ may be eliminated from the first of the set of equations (at least
at the necessary order). The resulting equation will only involve η, and so may be used to
solve for energy ε of η.
The original equation is
(p0 − eΦ−m)η − σ·π χ+ µ′(σ·B η − iσ·Eχ). (3.2.10)
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So again using p0 −m = ε
εη = (eΦ− µ′σ·B )η + (σ·E + σ·π )χ. (3.2.11)
Now the expression for χ in terms of η may be used.
εη ≈ (eΦ−µ′σ·B )η+ (σ·E +σ·π ) 1
2m
(
1− ε− eΦ− µ
′σ·B
2m
)
(σ·π − iµ′σ·E )η. (3.2.12)
Writing the 1/m and 1/m2 terms separately:
εη ≈
{
eΦ− µ′σ·B + (σ·π + iµ
′σ·E )(σ·π − iµ′σ·E )
2m
+
1
4m2
(σ·π + iµ′σ·E )(µ′σ·B − [ε− eΦ])(σ·π − iµ′σ·E )
}
η.
(3.2.13)
Several of the terms are of too high order to consider. A term with both E and B, for
instance, will be of higher order than (e/m) |B| v2. Likewise, a term of EΦ or Eε is also
too small. Dropping all such:
εη ≈
{
eΦ− µ′σ·B + (σ·π )
2 − iµ′[σ·π ,σ·E ]
2m
+
1
4m2
σ·π (µ′σ·B − [ε− eΦ])σ·π
}
η.
(3.2.14)
This is an expression for the energy ε of the particle, in terms of operators. This will
yield the nonrelativistic Hamiltonian. There is still some manipulation required, though,
because the right hand side also contains ε. But since the leading order terms don’t, it
may be perturbatively solved for. (The above expression could be simplified somewhat,
using the properties of σ matrices for instance, but for now it is more convenient to write
it compactly.)
To that end, the Hamiltonian can be split into leading order and second order terms.
The leading order will be of mv2 and (e/m)B, while the next order will be suppressed by
an additional factor of v2. Because the magnetic field is infinitesimally small no B2 terms
are needed. Since the leading order term in H is O(mv2), this suggests we split it into two
parts: H = H0 +H1 +O(mv6, (e/m)Bv4), where H1 consists of only second order terms.
Ĥ0 = eΦ− µ′σ·B +
(σ·π )2
2m
,
Ĥ1 = −
iµ′
2m
[σ·π ,σ·E ] + 1
4m2
σ·π (µ′σ·B − [ε− eΦ])σ·π .
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H1 contains ε, along with other terms of total order mv
2. So to eliminate ε from H1 it’ll
only be necessary to find it to leading order.
εη =
(
Ĥ0 +O(mv4)
)
η
≈
(
eΦ− µ′σ·B + (σ·π )
2
2m
)
η.
The operators on the right hand side, operating on η, produce ε. The combination actually
needed is σ·π εσ·π . To that end, start with σ·π 2ε and use commutation relations.
(σ·π )2(ε− eΦ)η = (σ·π )2
(
(σ·π )2
2m
− µ′σ·B
)
η
σ·π (ε− eΦ)σ·π η =
(
(σ·π )4
2m
− µ′(σ·π )2σ·B − σ·π [eΦ,σ·π ]
)
η
With this ε is eliminated, leaving:
Ĥ1 = −
iµ′
2m
[σ·π ,σ·E ]+ 1
4m2
(
µ′σ·πσ·Bσ·π − (σ·π )
4
2m
+ µ′(σ·π )2σ·B + σ·π [eΦ,σ·π ]
)
.
(3.2.15)
Some terms couple A and B; they can be dropped. Some simplification of the structures
involving σ matrices can be done. To start with, simplify (σ·π )2.
(σ·π )2 = σiσjπiπj = π2 − iεijkπiπjσk. (3.2.16)
Since p× p = A×A = 0, from π × π only the cross terms survive:
(σ·π )2 = π2 − ieεijk(piAj −Aipj) = π2 − eσ·B . (3.2.17)
Looking at the terms µ′σ ·πσ ·Bσ ·π + µ′(σ ·π )2σ ·B , they contain an anticommutator
involving B and p. Because the magnetic field is assumed to be constant, p and B commute,
so:
{σ·B ,σ·p } = Bipj{σi, σj}
= 2B · p.
The commutator of Φ and a derivative operator should give the electric field E:
[Φ,σ·π ] = [Φ, pi]σi = −iEiσi = −iσ·E . (3.2.18)
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Using these identities, the Hamiltonian can be expressed as:
Ĥ0 = eΦ− µ′σ·B +
π2
2m
− e
2m
σ·B , (3.2.19)
Ĥ1 = −
π4
8m3
+ e
p2
4m3
σ·B − iσ·πσ·E
4m2
+ µ′
(
σ·p B · p
2m2
− i[σ·π ,σ·E ]
2m
)
. (3.2.20)
There are still some simplifications that can be made to terms quadratic in σ, but it’ll be
more convenient for now to keep H written as is.
Foldy-Wouthyusen Transform
To find a complete description of a single nonrelativistic particle in normal quantum me-
chanics, we must work in a basis where the lower component χ is truly negligible, at least at
the desired order. While there exists a formal technique for finding this Foldy-Wouthyusen
transformation, for our purposes we can simply demand that the wave function after trans-
formation φS = (1 + ∆)η obeys 〈φS , φS〉 = 1. This follows from the necessity of probability
conservation.
To find the necessary transformation, we can use the relativistic current density, and
demand it equal that of the nonrelativistic Schrodinger-like wave functions. Using the
expression for χ in terms of η:∫
d3x(η†η + χ†χ) =
∫
d3x
[
η†φ+
(σ·π
2m
φ
)† (σ·π
2m
η
)]
=
∫
d3xη†
[
1 +
(σ·π )2
4m2
]
η.
Since we know that 〈φS , φS〉 = 1 this shows that if η =
(
1− (σ·π )2
8m2
)
φS , the current
conservation works out correctly.
We now need to find the form of Ĥ after this transformation. For now work with the
general form:
εη = (Ĥ0 + Ĥ1)η. (3.2.21)
After changing to the Schrodinger like wave functions, this becomes:
ε
(
1− (σ·π )
2
8m2
)
φS = (Ĥ0 + Ĥ1)
(
1− (σ·π )
2
8m2
)
φS . (3.2.22)
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To the order needed the inverse of 1 +σ·π 2/8m2 is just 1−σ·π 2/8m2, so eliminating that
on the left hand side gives:
εφS = (1 +
(σ·π )2
8m2
)(Ĥ0 + Ĥ1)(1−
(σ·π )2
8m2
)φS . (3.2.23)
Since H1 is already second order, these further corrections don’t involve it directly. Ex-
pressing the result as a commutator:
εφS =
(
Ĥ0 +
1
8m2
[(σ·π )2, Ĥ0] + Ĥ1
)
φS . (3.2.24)
So under the FW transformation, the leading order term is unchanged, and the second
order term is:
Ĥ1 → Ĥ ′1 = Ĥ1 +
1
8m2
[(σ·π )2, Ĥ0]. (3.2.25)
The final step is to simplify the commutator [(σ·π )2, Ĥ0].
[(σ·π )2, Ĥ0] = [(σ·π )2, eΦ− µ′σ·B +
(σ·π )2
2m
]. (3.2.26)
Obviously (σ·π )2 commutes with itself, so that term vanishes. Since σ·B is constant,
that commutator will also disappear. Writing σ·π as shown earlier:
[(σ·π )2, µ′σ·B ] = [π2 − eσ·B , µ′σ·B ] = 0.
The non-trivial part is the commutation of the derivative operators with the electric
potential Φ.
[(σ·π )2, Ĥ0] = [(σ·π )2, eΦ]
= e(σ·π [σ·π ,Φ] + [σ·π ,Φ]σ·π )
= ie(σ·πσ·E + σ·Eσ·π ).
So, writing down the new H ′1:
Ĥ ′1 = Ĥ1 +
ie
8m2
(σ·πσ·E + σ·Eσ·π )
= − π
4
8m3
+ e
p2
4m3
σ·B − ie
8m2
[σ·E ,σ·π ] + µ′
(
(σ·p )(B · p)
2m2
− i
2m
[σ·E ,σ·π ]
)
.
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Nonrelativistic Hamiltonian
From the relativistic equations of motion, a nonrelativistic Hamiltonian was defined in terms
of Schrodinger-like wave functions that conserve probability. The final result may now be
written down. For comparison with other work, rather than writing in terms of µ′, it will
be written in terms of the gyromagnetic ratio g. Because terms proportional to g − 2 may
enter separately, it is convenient to express all g dependent terms as linear combinations of
g and g − 2.
So the entire Hamiltonian, using µ′ = g−22 µ0 =
g−2
2
e
2m , is:
H = eΦ +
π2
2m
− π
4
8m3
− (1 + g − 2
2
)
e
2m
σ·B + e p
2
4m3
σ·B
+
ie
8m2
(1 + (g − 2))[σ·E ,σ·π ] + (g − 2) e
2m
(σ·p )(B · p)
4m2
= eΦ +
π2
2m
− π
4
8m3
− e
2m
{g
2
σ·B − p
2
2m2
σ·B
−(g − 2)(σ·p )(B · p)
4m2
+ (g − 1)σ · (E× π)
}
= eΦ +
π2
2m
− π
4
8m3
− e
2m
{g
2
(
1− p
2
2m2
)
σ·B + g − 2
2
p2
2m2
σ·B
−g − 2
2
(σ·p )(B · p)
2m2
+
(
g
2
+
g − 2
2
)
σ · (E× π)
}
.
3.3 Effective Lagrangian approach
Instead of starting from the relativistic equations of motion and rewriting them in the form
of a Schrodinger like equation, the method of NRQED can be employed. The nonrelativistic
Lagrangian can be written in the most general way, but ignoring all possible terms that
will have too small a contribution to calculations. The coefficients before each term will be
unknown, but there is a straightforward method of fixing them.
Within the realm of NRQEDs validity, it should produce the same predictions as QED.
The same physical process can be calculated in both frameworks, and then the results
compared. The calculation in QED will then fix the coefficients in NRQED. In comparing
the two calculations it will be necessary to write the QED results nonrelativistically, in the
same manner as was done for the equation of motion.
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For spin one-half, up to the order desired, the form of the NRQED Lagrangian involving
two fermion fields has been derived in the previous chapter. It is
LNRQED =ψ†
{
iD0 +
D2
2m
+
D4
8m2
+ cF
e
m
S ·B + cD
e(D ·E−E ·D)
8m2
+ cS
ieS · (D×E−E×D
8m2
+ cW1
eD2S ·B + S ·BD2
8m3
− cW2
eDi(S ·B)Di
4m3
+ cp′p
e[(S ·D)(B ·D) + (B ·D)(S ·D)]
8m3
}
ψ.
(3.3.1)
Each term contains two fermion fields, and zero, one or two powers of the photon field.
Terms with a different number of photon fields, of course, correspond to different physical
processes. But because gauge invariance is a necessary feature of the theory, the coefficients
of many terms involving the photon field are constrained to be the same as that of terms
with a smaller number of such fields. For instance, the gauge invariant term D2/(2m) is:
D2
2m
=
∇2 − ie(∇ ·A + eA ·∇)− e2A2
2m
. (3.3.2)
The first term above, containing ∇2, is a purely kinetic term. The other two represent
interactions with one or two photon fields. To fix these coefficients, two physical processes
could be calculated and compared with the QED results, but in the end they must have the
same coefficient as guaranteed by gauge invariance.
Obviously not every term goes this same way. The term with S ·B, for instance, is in
and of itself gauge-invariant, and so there is no option but to calculate it from a process
involving a single photon. For the necessary terms appearing in the above Lagrangian, it
would suffice to consider just the one photon processes. However, since in principle some
of the interesting coefficients could be calculated from two photon diagrams, this also will
be done.
To fix these terms, some physical process must be chosen. For the one photon terms,
scattering off an external field will be calculated. For the two photon terms, Compton
scattering will be used.
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3.4 Electron scattering off an external field in QED
To fix all the terms in the NRQED Lagrangian which have a single power of the photon
field, it suffices to calculate the scattering of an electron off an external field, as represented
(in QED) by the diagram
The leading order contributions (in QED) to this interaction come from the fundamental
electron vertex. There are radiative corrections to this process, starting at the one loop
order. In principle, such calculations (up to some desired order in α) should be included in
the QED calculation.
However, it turns out that the actual form of the interaction is highly constrained by
the symmetries of the theory. No matter the source of contributions to the vertex, their
effects can be incorporated into two coefficients or form factors. The NRQED coefficients
can then be written in terms of these form factors, which can later be calculated to whatever
precision is necessary.
The first symmetry that constrains the interaction is that it must be invariant under
Lorentz transformations. Since every term involves the photon field Aµ and has external
fermion legs, then the interaction must be proportional to the general form:
Aµū(p
′)Γµ(p′, p)u(p), (3.4.1)
and ū(p′)Γµ(p′, p)u(p) must transform as a Lorentz vector. If it did not, the whole would
not be Lorentz invariant. To leading order Γµ = γµ, since the fundamental vertex is just
that. The corrections, whatever the exact details of the processes which produce them, can
only depend on the momenta p and p′, in addition to constants m and e, and such structures
as may act upon the spinors.
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A basis for such structures is known, with well defined Lorentz transformations. That
gives scalar, vector, tensor, pseudo-vector, and pseudoscalar terms. From the momenta in
the problem can be constructed scalar and vector quantities. What symmetries control the
allowed terms?
In addition to proper Lorentz invariance, it is necessary that the interaction as a whole
preserve parity. Since A is a vector, the term ūΓµu must also behave as a vector under parity
transformations. And there is no Lorentz invariant combination of external momenta that
can be written that is not even under parity. Because of this, there can be no contribution
from the pseudovector and pseudoscalar bilinears.
The vector bilinear ūγµu already has the correct transformation properties. From the
scalar bilinear ūu, a vector can be constructed by adjoining a single power of the momentum.
(As, for example, pµūu.) And after contracting one index of the tensor with a momentum
vector, it will also behave as a vector.
The momenta terms available are p and p′. However, the terms constructed from them
are not independent, because each must separately obey current conservation. So whatever
terms go into Γµ, qµūΓ
µu = 0. The unique scalar term will be
pµ + p′µ
2m
ūu, (3.4.2)
which vanishes because (p′ + p) · (p′ − p) = p′2 − p2 = m2 −m2 = 0.
The unique tensor term allowed will be
qν
2m
ūσµνu, (3.4.3)
which conserves current because σµν is antisymmetric. So from these considerations, the
general form of the vertex will have three terms, each with a momentum dependent coeffi-
cient:
ūΓµu = c1(p, p
′)
pµ + p′µ
2m
ūu+ c2(p, p
′)ūγµu+ c3(p, p
′)
qµ
2m
ūσµνu. (3.4.4)
However, there is one more consideration. From the Dirac equation can be derived the
Gordon identity, which relates these three terms:
ūγµu = ū
(
pµ + p′µ
2m
+
iσµνqν
2m
)
u. (3.4.5)
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With this, any one of the terms in (3.4.4) can be rewritten as some combination of the
other two, and its coefficient effectively absorbed into the other two. To write down the
most general form of the vertex, one need only choose two of the three terms. Which two
to choose might depend on the nature of the calculation; at any rate, there are always three
paths to go down.
In the calculation of scattering off an external field an agnostic approach will be taken
at first. The scattering amplitude is some combination of the three bilinears. The goal is to
rewrite the scattering amplitude in nonrelativistic language. So, each bilinear in turn will
be rewritten in this manner.
The vertex can be written in each of three ways. The form factors will be defined with
respect to the particular combination of γµ and σµν terms.
Γµ = γµF1(q
2) + i
σµνqν
2m
F2(q
2). (3.4.6)
Using the Gordon identity to write this in terms of the scalar and vector bilinears, the
result is
Γµ = γµ[F1(q
2) + F2(q
2)]− p
µ + p′µ
2m
F2(q
2). (3.4.7)
And writing in terms of the scalar and tensor:
Γµ =
pµ + p′µ
2m
F1(q
2) + i
σµνqν
2m
[F1(q
2) + F2(q
2)]. (3.4.8)
The momentum dependence can be uniquely written in terms of q2. The factors must
be Lorentz invariant, so only such combinations of momenta can be considered. From the
momenta p and p′, only three such quantities can be constructed. But since the external
fermions are on mass-shell, p2 = p′2 = m2. That leaves only p · p′ = m2 + p · q, and this can
be related to q2 by noting that since p2 = p′2,
p2 = p2 + 2p · q + q2 → q2 = −1
2
p · q. (3.4.9)
Given that there exist these three ways to write the vertex, there are three ways to
perform the calculation. The scattering amplitude will have the form
iM = Aµū(p
′)Γµ(p′, p)u(p), (3.4.10)
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and no matter which way Γµ is written, a nonrelativistic expansion in terms of φS will be
needed. For now an agnostic approach will be taken, and the expressions for each of the
three possible bilinears found.
Nonrelativistic expressions for the bilinears
To compare with the NRQED scattering amplitude, everything needs to be written with
consistent language. We start with the relativistic bilinears, each of which behaves like
a four vector, and appears in the amplitude dotted with the external field A. Any dot
products a · b should instead be written as a0b0 − a · b. To this end, it might be necessary
to treat the spatial and time-like components of the four-vector bilinears separately.
The bispinors u will be first written in terms of upper and lower components η, χ, and
then in terms of the nonrelativistic wave spinors w. The relationship between the two sets
are
η(p) =
(
1− p
2
8m2
)
φS(p), (3.4.11)
χ(p) =
σ·p
2m
(
1− 3p
2
8m2
)
φS(p). (3.4.12)
In writing in terms of the upper and lower components, the explicit expressions of the γ
matrices, as well as σµν will be needed.
Of course the above expressions for the spinors in terms of w is approximate. In the
NRQED Lagrangian, the terms we wish to fix involve A0 with up to two powers of mo-
mentum (such as ∇ · E), and Ai with up to three (as in σ ·B p2). Because only the case
of a constant magnetic field is needed, in any term which will explicitly contain B higher
derivatives may be ignored. Throwing away unneeded terms, whatever is left can be used
to calculate the scattering amplitude and compare with NRQED.
This same general procedure will be followed for each of the bilinears.
Terms involving the scalar bilinear
Start with the first bilinear, a scalar coupled with a momentum four-vector. Rewrite it in
terms of η and χ.
(p+ p′)µūu = (p+ p′)µ
(
η†η − χ†χ
)
. (3.4.13)
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Now express in terms of φS , replacing η and χ according to (3.4.11) and (3.4.12).
(p+p′)µūu = (p+p′)µ
{
φ†S
(
1− p
′2
8m2
)(
1− p
2
8m2
)
φS − φ†S
(
σ · p′
2m
σ · p
2m
)
φS
}
. (3.4.14)
Combining the terms, and dropping terms beyond the order needed:
(p+ p′)µūu = (p+ p′)µφ†S
(
1− p
2 + p′2
8m2
− σ · p
′σ · p
4m2
)
φS . (3.4.15)
The term quadratic in σ can be simplified, using σ·p′ σ·p = p · p′ + iσ · q× p.
(p+ p′)µūu = (p+ p′)µφ†S
(
1− p
2 + 2p · p′ + p′
8m2
− iσ · q× p
4m2
)
φS . (3.4.16)
The spatial part is straightforward, but the time-like part is
(p+ p′)0ūu = (p+ p′)0φ
†
S
(
1− p
2 + 2p · p′ + p′2
8m2
− iσ · q× p
4m2
)
φS . (3.4.17)
Approximating the relativistic energies gives p0 = m+ p
2/(2m). So
p0 + p
′
0 ≈ 2m+
p2 + p′2
2m
= 2m
(
1 +
p2 + p′2
4m2
)
. (3.4.18)
Then using this correction to the leading order term gives the time like component:
(p+ p′)0ūu = 2mφ†S
(
1 +
p2 − 2p · p′ + p′
8m2
− iσ · q× p
4m2
)
φS , (3.4.19)
(p+ p′)0ūu ≈ 2mφ†S
(
1 +
q2
8m2
− iσ · q× p
4m2
)
φS . (3.4.20)
Terms involving the vector bilinear
For the term ūγµu it’ll be necessary to treat the spatial/time-like indices separately, since
they have different spinor structure.
The time-like part is:
ūγ0u = u†u, (3.4.21)
which in terms of η and χ is just
= η†η + χ†χ. (3.4.22)
Then rewritten with φS
= φ†S
(
1− p
′2
8m2
)(
1− p
2
8m2
)
φS + φ
†
S
(
σ · p′
2m
σ · p
2m
)
φS (3.4.23)
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Which is, at the order needed
= φ†S
(
1− p
2 + p′2
8m2
+
σ · p′σ · p
4m2
)
φS . (3.4.24)
Simplifying the last term, using σiσj = δij + iεijkσk, gives
ūγ0u = φ†S
(
1− q
2
8m2
+
iσ · q× p
4m2
)
φS . (3.4.25)
The spatial part is
ūγiu = u†γ0γiu. (3.4.26)
Writing the matrices explicitly,
ū†
 0 σi
σi 0
u, (3.4.27)
which in terms of spinors is
η†σiχ+ χ
†σiη. (3.4.28)
Replacing the spinors with w gives
φ†S
{(
1− p
′2
8m2
)
σiσ·p
2m
(
1− 3p
2
8m2
)
+
(
1− 3p
′2
8m2
)
σ·p′ σi
2m
(
1− p
2
8m2
)}
φS . (3.4.29)
Using p′2 = p2 gives
= φ†S
{
σiσ·p + σ·p′ σi
2m
(
1− p
2
2m2
)}
φS . (3.4.30)
Then σiσj = δij + iεijkσk
= φ†S
{
pi + εijkpjσk + p
′
i + εjikp
′
jσk
2m
(
1− p
2
2m2
)}
φS . (3.4.31)
So finally
ūγiu = φ†S
{
pi + p
′
i − εijkqjσk
2m
(
1− p
2
2m2
)}
φS (3.4.32)
Terms involving the tensor bilinear
The tensor term is subject to an additional simplification. Because the process under
considering is elastic scattering off an external static field, terms involving q0 can be dropped.
Under this approximation qνσ
µν ≈ qjσµj .
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Dealing first with the case where µ = i, write the tensor structure explicitly as a matrix:
ū
i
2m
qjσ
iju =
iεijkqj
2m
ū
σk 0
0 σk
u. (3.4.33)
Write in terms of spinors this is
iεijkqj
2m
(
η†σkη − χ†σkχ
)
, (3.4.34)
and then in terms of φS
=
iεijkqj
2m
φ†S
{(
1− p
′2
8m2
)
σk
(
1− p
′2
8m2
)
− σ · p
′σkσ · p
4m2
φS
}
. (3.4.35)
There now appears a term with a triple product of σ matrices. That can be simplified with
the following expression:
σaσbσc = σa(δbc + iεbcdσd) = σaδbc − σbδca + σcδab + iεabc. (3.4.36)
Using that identity,
ū
i
2m
qjσ
iju =
iεijkqj
2m
φ†S
{
σk
(
1− p
′2 + p2
8m2
)
− σ · (p + p
′)pk − σkp · p′ + iεakcqapc
4m2
}
φS .
(3.4.37)
This can be further simplified by combining the like terms σk(p
′2 + p2)− 2σkp ·p′ = σkq2.
ū
i
2m
qjσ
iju =
iεijkqj
2m
φ†S
{
σk
(
1− q
2
8m2
)
− σ · (p + p
′)pk + iεakcqapc
4m2
}
φS . (3.4.38)
Now it is necessary to consider exactly what derivatives of the field Ai are to be kept. The
assumption is that B is constant and so ∂iBj = 0. Contracted with Ai above, εijkAiqj ∼ Bk.
So besides the leading factor, no terms with q are needed. Applying this simplification,
ū
i
2m
qjσ
iju =
iεijkqj
2m
φ†S
{
σk −
σ · ppk
2m2
}
φS . (3.4.39)
The case with µ = 0 goes as follows.
ū
i
2m
qjσ
0ju = − qj
2m
ūγ0γju = − qj
2m
u†γju. (3.4.40)
Explicitly in matrix form
ū
i
2m
qjσ
0ju = − qj
2m
u†
 0 σj
σj 0
u. (3.4.41)
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Written in terms of spinors, and Galilean three-vector qj = −qj .
ū
i
2m
qjσ
0ju =
qj
2m
(
η†σjχ− χ†σjη
)
. (3.4.42)
And then in terms of w:
=
qj
2m
φ†S
{(
1− p
′2
8m2
)
σjσ · p
2m
(
1− 3p
2
8m2
)
−
(
1− 3p
′2
8m2
)
σ · p′σj
2m
(
1− p
2
8m2
)}
φS .
(3.4.43)
This bilinear is contracted with A0, and so actually, only terms involving two additional
powers of momenta need be kept.
ū
i
2m
qjσ
0ju =
qj
2m
φ†S
{
σjσ · p
2m
− σ · p
′σj
2m
}
φS , (3.4.44)
or simplifying using the commutator of σ matrices
ū
i
2m
qjσ
0ju =
qj
2m
φ†S
{
2iεjikpiσk − qi − iεijkqjσk
2m
}
φS . (3.4.45)
One term above vanishes because of symmetry
ū
i
2m
qjσ
0ju = −φ†S
{
q2
4m2
− iσ · q× p
2m2
}
φS . (3.4.46)
Contraction of bilinears with A0
The scattering amplitude is composed of bilinears coupled to the field A. The transferred
momentum q becomes a derivative of this field, q→ −i∇ or equivalently ∇→ iq. Before
finally writing down the full vertex, the coupling of A and the bilinears should be worked
out, including appropriate transformations involving q.
First consider terms with A0(q). The relation between q and E is that E = −∇A0 =
iqA0. Terms quadratic in q give q
2A0 = −∇2A0 = ∇ ·E.
The term with A0 coupled with the scalar bilinear (3.4.20) gives
eA0(p+ p
′)0ūu ≈ eA0φ†S
(
1 +
q2
8m2
− iσ · q× p
4m2
)
φS (3.4.47)
≈ φ†S
(
eA0 +
e∇ ·E
8m2
− eσ ·E× p
4m2
)
φS . (3.4.48)
The term involving the vector bilinear term (3.4.25) is
eA0ūγ
0u = eA0φ
†
S
(
1− q
2
8m2
+
iσ · q× p
4m2
)
φS (3.4.49)
= φ†S
(
eA0 −
e∇ ·E
8m2
+
eσ ·E× p
4m2
)
φS . (3.4.50)
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The third type of term, with the tensor bilinear appearing:
eA0ū
i
2m
qjσ
0ju = −eA0φ†S
{
q2
4m2
− iσ · q× p
2m2
}
φS (3.4.51)
= −φ†S
{
e∇ ·E
4m2
− eσ ·E× p
2m2
}
φS . (3.4.52)
Contraction of bilinears with Ai
Terms with A and q give rise to terms with B = ∇ ×A. There are some that are simple
to transform, containing εijkiqiAj → Bk. In others, the way B arises is less clear.
Consider the expression (p + p′) · A(σ · p × iq). Kinematic constraints will help in
expressing this term. First, it is convenient to develop an identity for iqi(p + p
′) ·A. Using
εijkBk = i(qiAj − qjAi):
(p+ p′)iεijkBk = (p+ p
′)i (iqiAj − iqjAi) . (3.4.53)
There are additional conditions coming from the fact that this is elastic scattering. Since
in this case (p′ + p) · q = p′2 − p2 = 0, the (p+ p′)iqi term vanishes, leaving
(p+ p′)iεijkBk = −i(p+ p′)iqjAi = −iqj(p + p′) ·A. (3.4.54)
This gives the identity
iqj(p + p
′) ·A = −εijk(p+ p′)iBk. (3.4.55)
This identity helps reduce the more complicated term:
(p + p′) ·A(σ · p× iq) = σipjεijk[iqk(p + p′) ·A]
= −σipjεijk[ε`km(p+ p′)`Bm]
= σipjεijk[ε`mk(p+ p
′)`Bm]
= σipj(p+ p
′)`Bm[δi`δjm − δimδj`]
= σ · (p + p′)B · p− σ ·B(p + p′) · p.
For the case of a constant B, any terms of the type qiBj vanish. So the above reduces to
(p + p′) ·A(σ · p× iq) = 2{(σ · p)(B · p)− p2σ ·B}. (3.4.56)
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Now consider Ai coupled with each of the particular bilinear expressions. (Remember
that here Ai = −Ai.) With the term involving a scalar bilinear (3.4.16)
Ai(p+ p
′)i
2m
ūu = −A · (p + p
′)
2m
φ†S
(
1− p
2 + 2p · p′ + p′
8m2
− iσ · q× p
4m2
)
φS (3.4.57)
= −φ†S
[
eA · (p + p′)
2m
(
1− p
2
4m2
)]
φS − φ†S
[
e(σ · p)(B · p)− ep2σ ·B
4m2
]
φS .
The term involving a vector bilinear coupled to Ai comes from (3.4.32)
Aiūγ
iu = φ†S
{
Ai
pi + p
′
i − εijkqjσk
2m
(
1− p
2
2m2
)}
φS (3.4.58)
= −φ†S
{
A · (p + p′) + σ ·B
2m
(
1− p
2m2
)}
φS . (3.4.59)
Finally the term with a tensor gives
Aiū
i
2m
qjσ
iju =
iεijkAiqj
2m
φ†S
{
σk −
σ · ppk
2m2
}
φS (3.4.60)
= −φ†S
{
σ ·B
2m
− (σ · p)(B · p)
4m2
}
φS . (3.4.61)
Full vertex
Now that the three bilinears have been calculated, the complete scattering amplitude can
be written down. Each of the three forms should prove equivalent. To simplify comparison,
the coupling to A0 and Ai can be treated separately.
The first has Γµ = γµF1(q
2) + iσ
µνqν
2m F2(q
2). Using (3.4.49) and (3.4.51)
eA0ūΓ
0u = F1φ
†
S
(
eA0 −
e∇ ·E
8m2
+
eσ ·E× p
4m2
)
φS − F2φ†S
{
e∇ ·E
4m2
− eσ ·E× p
2m2
}
φS .
(3.4.62)
The second is Γµ = γµ[F1(q
2) + F2(q
2)]− pµ+p′µ2m F2(q2). Using (3.4.49) and (3.4.47).
eA0ūΓ
0u = (F1+F2)φ
†
S
(
eA0 −
e∇ ·E
8m2
+
eσ ·E× p
4m2
)
φS−F2φ†S
(
eA0 +
e∇ ·E
8m2
− eσ ·E× p
4m2
)
φS .
(3.4.63)
The third combination is Γµ = p
µ+p′µ
2m F1(q
2) + iσ
µνqν
2m [F1(q
2) + F2(q
2)]. Using (3.4.47) and
(3.4.51)
A0ūΓ
0u = F1φ
†
S
(
eA0 +
e∇ ·E
8m2
− eσ ·E× p
4m2
)
φS−[F1+F2]φ†S
{
e∇ ·E
4m2
− eσ ·E× p
2m2
}
φS .
(3.4.64)
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Taking any of these three results and collecting like terms gives the result
A0ūΓ
0u = φ†S
(
F1eA0 + [F1 + 2F2]
[
eσ ·E× p
4m2
− e∇ ·E
8m2
])
φS , (3.4.65)
so the calculations are consistent with the Gordon identity.
Now turning to the coupling with A. The first has Γµ = γµF1(q
2)+ iσ
µνqν
2m F2(q
2). Using
(3.4.58) and (3.4.60)
eAiūΓ
iu =− eF1φ†S
{
A · (p + p′) + σ ·B
2m
(
1− p
2m2
)}
φS
− eF2φ†S
{
σ ·B
2m
− (σ · p)(B · p)
4m2
}
φS .
(3.4.66)
The second is Γµ = γµ[F1(q
2) + F2(q
2)]− pµ+p′µ2m F2(q2). Using (3.4.58) and (3.4.57):
eAiūΓ
iu =− e[F1 + F2]φ†S
{
A · (p + p′) + σ ·B
2m
(
1− p
2m2
)}
φS
+ eF2φ
†
S
[
eA · (p + p′)
2m
(
1− p
2
4m2
)]
φS + eF2φ
†
S
[
e(σ · p)(B · p)− ep2σ ·B
4m2
]
φS .
(3.4.67)
The third combination is Γµ = p
µ+p′µ
2m F1(q
2) + iσ
µνqν
2m [F1(q
2) + F2(q
2)]. Using (3.4.57) and
(3.4.60)
eAiūΓ
iu =eF1φ
†
S
[
eA · (p + p′)
2m
(
1− p
2
4m2
)]
φS + eF1φ
†
S
[
(σ · p)(B · p)− ep2σ ·B
4m2
]
φS
− [F1 + F2]φ†S
{
σ ·B
2m
− (σ · p)(B · p)
4m2
}
φS .
(3.4.68)
For any of these paths, the total result is that
eAiūΓ
iu = φ†S
{
− eA · (p + p
′)
2m
(
1− p
2
2m2
)
− [F1 + F2]
eσ ·B
2m
+F1
eσ ·Bp2
4m3
+ F2
(σ · p)(B · p)
4m2
}
φS .
(3.4.69)
3.5 Electron scattering off an external field in NRQED
Earlier, the Lagrangian (2.2.14) for spin one-half particles was calculated. To calculate the
scattering off an external field in this theory, only those terms that include one power of the
electromagnetic field are needed. Call that part of the Lagrangian containing such terms
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LA. This set of terms need not, by themselves, be gauge invariant. However, previously
care was taken to group terms in a gauge invariant way. So first the terms of LA must be
disentangled from the gauge invariant terms (involving one or more powers of D).
First take the kinetic terms, involving simple powers of D. D = ∇− ieA, so
D2 = (∇i − ieAi)(∇i − ieAi). (3.5.1)
It is a mixture of terms with two, one, or no powers of the external field A. If just the terms
with one power of A are included, what remains is
− ie(Ai∇i +Ai∇i = −ie{Ai,∇i}. (3.5.2)
So from D2/2m emerges, in LA, −ie{∇i, Ai}/2m.
The second kinetic term is D4:
D4 = (∇i − ieAi)(∇i − ieAi)(∇j − ieAj)(∇j − ieAj), (3.5.3)
or
D4 = (∇2 − ie{Ai,∇i} − e2A2)(∇2 − ie{Aj ,∇j} − e2A2). (3.5.4)
Keeping again only the terms with a single power of A, what remains may be expressed as
the double anti-commutator
− ie{∇2, {∇i, Ai}}. (3.5.5)
There are then several terms involving one or more powers of D combined with either
E or B. Since only terms with a single power of the field are of interest, in all such terms
D may be replaced with ∇.
So finally, writing all such terms from the original Lagrangian involved in scattering off
an external field leaves:
LA = ψ†
(
− eA0 − ie
{∇i, Ai}
2m
− ie{∇
2, {∇i, Ai}}
8m3
+ cF e
S ·B
2m
+ cD
e(∇ ·E−E ·∇)
8m2
+ c1S
ieS · (∇×E−E×∇)
8m2
+ cW1
e[∇2(S ·B) + (S ·B)∇2]
8m3
− cW2
e∇i(S ·B)∇i
4m3
+ cp′p
e[(S ·∇)(B ·∇) + (B ·∇)(S ·∇)
8m3
)
ψ.
(3.5.6)
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Calculation of one photon scattering
The form of the Lagrangian that will account for all interactions with a single photon is
now established. From this, the idea is to calculate a particular process: scattering off an
external field, with incoming momentum p, outgoing p′, and q = p′ − p. One diagram
could be associated with each term in (3.5.6), but the total amplitude is just going to be
the sum of all these one-photon vertices. These of course can just be read off directly from
the Lagrangian.
It is necessary to switch to the language of momentum space. The recipe is this: replace
the fields Ψ with the spinors φ, and any operator ∇ acting will become ip if it acts on the
right, ip′ if it is to the left.
The terms originating from D2 are:
− ie{∇i, Ai}
2m
, (3.5.7)
which in position space become
e
A · (p + p′)
2m
. (3.5.8)
While the terms arising from D4
− ie{∇
2, {∇i, Ai}}
8m3
, (3.5.9)
become
− eA · (p + p
′)(p′2 + p2)
8m3
. (3.5.10)
Some of the expressions involving ∇ and E can be simplified. Because Ei = −∂iΦ
∇×E−E×∇ = −2E×∇. (3.5.11)
And also
∇ ·E−E ·∇ = (∂iEi). (3.5.12)
After all these considerations, the total scattering amplitude off an external field may
be written down, before any assumptions are applied:
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=
ieφ†S
(
−A0 +
A · (p + p′)
2m
−
A · (p + p′)p2 + p′2A · (p + p′)
8m3
+ cF
S ·B
2m
+ cD
(∂iEi)
8m2
+ c1S
E× p
4m2
− cW1
(S ·B)(p2 + p′2)
8m3
+ cW2
(S ·B)(p · p′)
4m3
− cp′p
(S · p′)(B · p) + (B · p′)(S · p)
8m3
)
φS .
(3.5.13)
This can be simplified somewhat. Choose the gauge such that ∇iAi = 0. If elastic
scattering is specified, then kinematics dictate that p′2 = p2. Finally, if B is constant, the
cW terms become indistinguishable, since [∇i, Bj ] = 0. (It is only this last assumption that
costs any information, since it becomes impossible to determine cW1 and cW2 separately. )
Then the scattering amplitude, as calculated from LNRQED, is:
iM =ieφ†S
(
−A0 +
A · p
m
− (A · p)p
2
2m3
+ cF
S ·B
2m
+ cD
(∂iEi)
8m2
+ c1S
E× p
4m2
− (cW1 − cW2)
(S ·B)p2
4m3
− cp′p
(S · p)(B · p)
4m3
)
φS .
(3.5.14)
3.6 Compton scattering in QED
The relevant terms in the NRQED Lagrangian can all be fixed by the previous calculation
of scattering off an external field, because even though there are terms involving two powers
of the photon field, the requirement of gauge invariance means they share a coefficient with
one photon terms. However, for reasons of self consistency it would be good to check that
the coefficients really do work out the same if calculated independently.
The easiest process to calculate involving two photons will be Compton scattering.
3.7 The two-photon vertex of NRQED
In the NRQED Lagrangian, in addition to the terms involving the fermions interaction
with a single photon, there are terms which represent the interaction of a fermion with two
photons. At the order needed, all such terms are fixed by gauge invariance. There are
terms, such as those involving E2, that would are by themselves gauge invariant, but these
occur at too high an order. (The order of such a term would be E2/m3 ∼ mv6.)
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So though the coefficients of concern are all fixed by considering just the one-photon
interactions, they could also be fixed from considering two-photon interactions. Since it is
possible, it makes sense to do so, as a check of consistency. In this section, the coefficients
of two-photon terms in the NRQED Lagrangian will be fixed from QED calculations.
As before, this will involve calculating some physical process in both QED and NRQED,
and comparing the result. The simplest two photon process to consider is Compton scat-
tering. By calculating Compton scattering in each theory, the coefficients desired will be
obtained.
This is not quite as straightforward as in the case of the one-photon scattering, for the
following reason: while the one-photon scattering is a local interaction in both QED and
NRQED, Compton scattering will involve some mix of local and non-local diagrams. In
QED, there are of course no local interactions between a fermion and two photons. The
situation is most readily stated diagrammatically.
In QED, the leading order diagrams contributing to Compton scattering are:
p p′
k k′
=
k k′
p p′
+
p
k k′
p′
While in NRQED, the following diagrams contribute to the scattering:
p p′
k k′
=
k k′
p p′︸ ︷︷ ︸
I
+
p
k k′
p′︸ ︷︷ ︸
II
+
p
k k′
p′︸ ︷︷ ︸
III
In each set of diagrams, the vertices represent the total electron vertex. For QED this
is determined, as before, by the form factors, and for NRQED it is determined by the
calculations of the previous section.
Since the two amplitudes must be equal, in principle the process is this: First calculate
the scattering amplitude in QED. Then, calculate the contribution to the scattering ampli-
tude coming from the tree diagrams I and II above. Whatever discrepancy remains must
be the value of the local two-photon vertex III.
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The process of subtracting the one set of diagrams from the other could be slightly
complicated, but luckily it turns out there is a simpler path. By considering the physical
origin of the local terms in NRQED, it will be possible to split the QED diagrams into local
and non-local parts, where the latter can be shown to be equal to the non-local diagrams
in NRQED. Then, comparing the two scattering processes becomes much easier.
Z diagrams
The high energy theory (QED) doesn’t contain any two-photon vertices, while the low
energy theory (NRQED) does. This is a general feature of effective field theories, that
new types of local interactions arise. The high energy theory can have intermediate states
that are highly virtual, while the low energy theory doesn’t. Instead, as according to the
uncertainty principle, intermediate states with extremely high energy can be considered to
occur almost instantaneously, giving rise in the effective theory to local interactions.
How does the local two-photon interaction arise in NRQED? Of course there are an
infinite number of contributions, but we’ll consider just the leading order contributions.
These will come from the tree level two photon diagrams as shown above. Compare the
tree-level diagrams in the two theories: in addition to the vertices being different, so are
the propagators. The propagator in QED represents some admixture of the electron and
positron field, while in NRQED it is only the electron. In both QED and NRQED, a process
is calculated as the sum of a series of diagrams, representing an expansion in perturbation
theory. However, there is a difference between the two in the nature of perturbation theory
employed.
In QED, at each vertex both energy and momentum is conserved. But intermediate
particles may be off mass-shell; that is, it is no longer the case that for a particle of four-
momentum p and mass m that p2 = m2.
In NRQED, the old Rayleigh-Schrodinger perturbation theory is used. All intermedi-
ate particles are on mass-shell. But at the vertices (when represented diagrammatically),
although momenta is conserved, energy is not.
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Remember that in old perturbation theory, corrections have the rough form
∆ = Σint
〈out|V |int〉 〈int|V |in〉
Ein − Eint
(3.7.1)
where the sum is over intermediate states, which can have differing energy from the initial
state.
The trick, then, is to take the relativistic tree-level diagrams of QED and rewrite them
in the language of Rayleigh-Schrodinger before trying to compare them to NRQED. In
NRQED, only intermediate states involving electrons can be considered, but in QED inter-
mediate states identified with positrons will appear as well. It is these processes, involving
a large violation of energy conservation, that will appear as contact terms in NRQED.
There are two diagrams in QED, and both can be dealt with in the same general way.
Consider the uncrossed diagram:
p
k k′
p′
=
p
k k′
p′
+
p
p′
k′
k
There are two tree level processes that can be considered in the old time-ordered pertur-
bation theory. The first corresponds to an incoming electron, which first absorbs a photon
and then emits one. The second, more complicated process, involves the creation of inter-
mediate positron. While a free electron travels along, an incoming photon decays into an
electron and positron. Then, the positron annihilates the incoming electron and emits the
outgoing photon. Because of the shape of this diagram, it is called a “Z diagram.”
In the Z-diagrams, the electrons and the photons are external, so the sum over the
intermediate states is specifically the intermediate states of the positrons. Likewise, the
other diagrams are written as a sum over intermediate electron states. But because of the
rules of Rayleigh-Schrodinger perturbation theory, all these states are on mass shell. And
since the momenta here is fixed, the sum over intermediate states is a sum over spin states.
So the original QED diagram should somehow split into two terms, one involving a sum
over electron states and the other a sum over anti-particles.
Call the intermediate momentum q. The initial energy will be q0, the intermediate
energy will be that of the on mass shell particle, Eq =
√
q2 +m2.
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= i q−m
q2−m2 = i
1√
q2+m2
(
Σu(q)ū(q)
q0−
√
q2+m2
+ Σv(−q)v̄(−q)
q0+
√
q2+m2
)
This identity can be technically reproduced as follows. First write the denominator of
the propagator as
i 
q −m
q2 −m2 = i
q −m
q20 − (q2 +m2)
(3.7.2)
This could be factored into
q20 − (q2 +m2) = (q0 +
√
q2 +m2)(q0 −
√
q2 +m2) (3.7.3)
So it implies poles at q0 = ±
√
q2 +m2. There is one unique way of factoring the original
propagator into the two poles:
1
2
√
q2 +m2
(
γ0
√
q2 +m2 − γ · q +m
q0 −
√
q2 +m2
− γ
0
√
q2 +m2 + γ · q−m
q0 +
√
q2 +m2
)
(3.7.4)
The two numerators can be exactly equated to sums over polarisation states of electron and
positron spinors:
Σu(p)ū(p) = γ · p+m
Σv(p)v̄(p) = γ · p−m
These relations hold for particles which are on mass-shell. That is exactly the case here.
But then, there is an assumption that the quantity p0 above is the on mass-shell energy,√
p2 +m2.
So, noting that particles with momentum ±q have the same energy
√
q2 +m2 and that
q0 is the off-mass shell energy from the relativistic diagram, the propagator can be rewritten:
1
2
√
q2 +m2
(
Σu(q)ū(q)
q0 −
√
q2 +m2
− Σv(−q)v̄(−q)
q0 +
√
q2 +m2
)
(3.7.5)
The numerators have now been put into exactly the forms expected for the regular- and
Z-diagrams of old perturbation theory.
As mentioned above this can be understood in the context of old perturbation theory as
sum over intermediate states in the numerator, with the expected form of the denominator
being Ein − Eint. It can be shown that the denominators have exactly this form.
Now consider the first, regular diagram. The initial energy is q0, since in relativistic
theory the total energy at the vertex is conserved. The intermediate energy is the on-mass
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shell energy of the electron:
√
q2 +m2. Thus the denominator of q0 −
√
q2 +m2 is as
expected.
Now consider the Z-diagram. The initial energy is still q0. The intermediate energy is
more complicated: there are two photons, two electrons, and a positron present. The total
combined energy is:
Eint = p0 + p
′
0 + k0 + k
′
0 +
√
q2 +m2 = 2q0 +
√
q2 +m2 (3.7.6)
Then the difference Ein − Eint = −q0 −
√
q2 +m2, as expected.
So rewriting the propagator into these two separate terms can be understood as how the
fully relativistic process appears in old perturbation theory. In a relativistic theory, inter-
mediate states involving positrons must be accounted for. For higher order QED diagrams
more complicated processes will appear, but at the tree level only those discussed above are
involved. No approximations are involved — the identity for the propagator is exact. The
form is more convenient for discussing nonrelativistic energies, but is still equivalent to the
relativistic diagrams.
Relation between NRQED and old perturbation theory
Now it is necessary to show how the diagrams in old perturbation theory relate to those of
NRQED.
The normal diagrams can be easily interpreted as the product of vertices and the rela-
tivistic Rayleigh-Schrodinger propagator:
p
k k′
p′
=
( )
×
( )
×
( )
Recall that the total NRQED one-photon vertex was derived by comparing to the QED
vertex, so necessarily
ūΓ0u = φ†V 0φ, ūΓiu = φ†V iφ (3.7.7)
The propagator 1/(q0 −
√
m2 + q2) is equal to the total propagator in NRQED (including
relativistic corrections). So it really is the case that the two sets of diagrams are equivalent.
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Whether the vertices are written in terms of NRQED or QED, the ultimate expression will
be the same.
It then follows that the contributions to the local contact term in NRQED come (at
tree level) exactly from the Z-diagrams. To calculate the contact terms to the order (in
the nonrelativistic expansion) needed, the Z-diagrams need to be approximated just as the
one-photon vertex diagrams were in the previous section. Then the NRQED coefficients
can be obtained by comparing the two calculations.
At nonrelativistic energies, it would be expected that the sum over intermediate states
now does not resemble a propagator. Because only terms involving up to one power of
momentum need be kept, the square root term becomes simply m. q0, the total incoming
energy, will involve both the electron and photon energy. Depending on whether the crossed
or uncrossed diagram is considered, it will be either q0 = p0 + k0 or q0 = p0 − k′0. In either
case, it will be m at the leading order, with a first order correction due to the photon energy.
Σv̄(−q)v(−q)
q0 +
√
q2 +m2
≈ Σv̄(−q)v(−q)
2m+ (q0 −m)
(3.7.8)
Since q0 −m << m, this can then be written as
≈
(
1− q0 −m
2m
)
Σv̄(−q)v(−q)
2m
(3.7.9)
In this approximation, the two Z diagrams become
k
p
k′
p′
= Σspin
(
1− k02m
)
1
2m ū(p
′)γµε∗µ(k
′)vs(−p− k)v̄s(−p− k)Γνεν(k)u(p)
p
p′
k′
k
= Σspin
(
1 +
k′0
2m
)
1
2m ū(p
′)γµεµ(k)v(k
′ − p)sv̄s(k′ − p)Γνε∗ν(k′)u(p)
While the sums over intermediate states could also be expanded, it’ll be easiest to
calculate these in the above form. The vertices will be the sum of particle-antiparticle
bilinears, which can be calculated separately.
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Nonrelativistic expressions for Z diagrams
Looking at the equations for the Z diagrams, they are both the product of two types of
terms to calculate:
ū(p′)Γµ(q)v(`) and ū(`)Γµ(q)v(p) (3.7.10)
Here ` is the intermediate momentum of the positron, and q is the momentum of the photon
going into the vertex (either k or −k′). The form of Γ is
Γµ(q) = F1γ
µ + F2
qνσ
µν
2m
(3.7.11)
To compare the Z diagrams to the contact terms of NRQED, first express the bilinears in
the vertices of (3.7.10) in terms of the nonrelativistic quantities. This can be done for each
of the two terms in Γµ separately. The bispinors u will be replaced by the spinor φ, as
before. Now, the bispinor v will be replaced by a spinor for a positron, which shall be called
χ. In doing the expansion only terms up to O(1/m) need be kept.
To calculate the vector like bilinears, treat the spatial and time-like components sepa-
rately. First µ = 0:
ū(p′)γ0v(`) =
(
ϕ† σ·p
′
2m ϕ
†
)σ·q2mχ
χ

= φ†
(
σ·` + σ·p′
2m
)
χ
v̄`γ0u(p) =
(
σ·̀
2mχ
† χ†
) ϕ
σ·p
2mϕ

= χ†
(
σ·` + σ·p
2m
)
φ
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Then µ = i:
ū(p′)γiv(`) =
(
ϕ† σ·p
′
2m ϕ
†
) 0 σi
σi 0

σ·̀2mχ
χ

= φ†σiχ
v̄(`)γiu(p) =
(
σ·̀
2mχ
† χ†
) 0 σi
σi 0

 ϕ
σ·p
2mϕ

= χ†σiφ
In the tensor terms a factor of momentum qν appears. The spatial part, qj is “naturally
raised” so qj = −(q)j . As before the two types of indices should be treated separately. For
µ = 0:
iqν
2m
ū(p′)σ0νv(`) =
iqj
2m
ū(p′)σ0jv(`)
= − qj
2m
(
ϕ† σ·p
′
2m ϕ
†
) 0 σi
−σi 0

σ·̀2mχ
χ

= φ†
σ·q
2m
χ
iqν
2m
v̄(`)σ0νu(p) =
iqj
2m
v̄(`)σ0ju(p)
= − qj
2m
v̄`
 0 σi
−σi 0

 ϕ
σ·p
2mϕ

= −χ†σ·q
2m
φ
Then for µ = i
iqν
2m
ū(p′)σiνv(`) =
iq0
2m
ū(p′)σi0v(`) +
iqj
2m
ū(p′)σijv(`) (3.7.12)
= − iq0
2m
(
ϕ† σ·p
′
2m ϕ
†
) 0 σi
−σi 0

σ·̀2mχ
χ
+ iqj
2m
εijk
(
ϕ† σ·p
′
2m ϕ
†
)σk 0
0 σk

σ·̀2mχ
χ

The second term will be of order O(1/m2) and so can be neglected. So
iqν
2m
ū(p′)σiνv(`) = φ†
q0σi
2m
χ (3.7.13)
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The complementary term is
iqν
2m
v̄(`)σiνu(p) =
iq0
2m
v̄(`)σi0v(`) +
iqj
2m
ū(p′)σiju(p) (3.7.14)
Again, the second term with σij has the same general structure and will be of order 1/m2.
So
iqν
2m
v̄(`)σiνu(p) =
iq0
2m
(
σ·̀
2mχ
† χ†
) 0 σi
−σi 0

 ϕ
σ·p
2mϕ

= −χ† q0σ
i
2m
φ
Now the total vertices ūΓµv can be expressed nonrelativistically:
ū(p′)Γ0v(`) = φ†(p′)
(
F1
σ·` + σ·p′
2m
+ F2
σ·q
2m
)
χ(`) (3.7.15)
v̄(`)Γ0v(p) = χ†(p′)
(
F1
σ·` + σ·p
2m
+ F2
σ·q
2m
)
φ(`) (3.7.16)
ū(p′)Γiv(`) = φ†
(
F1 + F2
q0
2m
)
σiχ (3.7.17)
v̄(`)Γiv(p) = χ†
(
F1 − F2
q0
2m
)
σiφ (3.7.18)
Returning to the Z diagrams, the structures Γµ appear contracted with the photon
polarization. Because a physical process is being calculated, the result should not depend
on the gauge chosen. So it will be easiest to choose the gauge where the photons are
transverse and ε0 = 0. Then Γ · ε = −Γ · ε.
k
p
k′
p′
=
Σspin
(
1− k0
2m
)
1
2m
[
φ†
(
F1 + F2
−k′0
2m
)
σ · ε∗(k′)χ
]
×
[
εj(k)χ
†
(
F1 − F2
k0
2m
)
σ · ε(k)φ
]
(3.7.19)
The sum over intermediate spin spates just becomes the identity: Σspinχ
†χ = 1.
=
1
2m
(
1− k0
2m
)
φ†
[(
F1 − F2
k′0
2m
)(
F1 − F2
k0
2m
)
σ · ε∗(k′)σ · ε(k)
]
φ (3.7.20)
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Since only terms up to order 1/m are needed, this can be simplified. Also, in this
approximation k′0 ≈ k0, as the total conservation of energy implies k′0−k0 = p0−p′0 ∼ p2/m2.
So for convenience everything will be written in terms of k0.
=
1
2m
φ†
[(
F 21 − F1[F1 + 2F2]
k0
2m
)
σ · ε∗(k′)σ · ε(k)
]
φ (3.7.21)
The other Z diagram, coming from the crossed diagram is:
p
p′
k′
k
= Σspin
(
1 +
k′0
2m
)
1
2m
[
φ†
(
F1 + F2
k0
2m
)
σ · ε(k)χ
] [
εj(k)χ
†
(
F1 + F2
k′0
2m
)
σ · ε∗(k′)φ
]
After summing over spin states this becomes
1
2m
(
1 +
k′0
2m
)
φ†
[(
F1 + F2
k0
2m
)(
F1 + F2
k′0
2m
)
σ · ε(k)σ · ε∗(k′)
]
φ. (3.7.22)
And then applying the same simplifications as before results in
1
2m
φ†
[(
F 21 + F1[F1 + 2F2]
k0
2m
)
σ · ε(k)σ · ε∗(k′)
]
φ. (3.7.23)
The local interaction comes from the sum of the two diagrams. Adding them together,
k
p
k′
p′ +
p
p′
k′
k
=
1
2m
φ†
[(
F 21 + F1[F1 + 2F2]
k0
2m
)
σ · ε(k)σ · ε∗(k′)
+
(
F 21 − F1[F1 + 2F2]
k0
2m
)
σ · ε∗(k′)σ · ε(k)
]
φ
=
F1
2m
φ†
[
F1{σ · ε,σ · ε∗}+ (F1 + 2F2)
k0
2m
[σ · ε,σ · ε∗]
]
φ
=
F1
m
φ†
[
F1ε · ε∗ + (F1 + 2F2)
k0
2m
σ · ε× ε∗
]
φ
(3.7.24)
It now remains to calculate the same amplitude in NRQED and compare.
Compton scattering in NRQED
The idea is to calculate the Compton scattering in the nonrelativistic theory. The gauge is
chosen such that the photon polarisations obey ε0 = 0. In general, both terms arising from
two-photon vertices, and those from tree level diagrams of two one-photon vertices, should
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be considered. However, because of the approach taken in calculating the process from the
relativistic Lagrangian, only the former terms are needed. That is, contact terms (which
arise from some combination of Z-diagrams in the relativistic theory) are separated from
the rest.
Further, ultimately only a few of these terms are relevant – terms which have both B
and A can be ignored.
The remaining terms of interest are:
LA2 = ψ
†(−
e2A2
2m
− e2
{∇2,A2}
8m3
− e2
{∇i, Ai}{∇j , Aj}
8m3
+ c2S
e2S · (A×E−E×A)
8m2
)ψ
The process considered has an incoming photon with momentum k and polarisation ε(k),
and an outgoing photon with momentum k′ and polarisation ε∗(k′). The charged particle
has incoming momentum p and outgoing p′ = p+ k − k′.
As in the single-photon calculation, it is simply a matter of reading terms off the La-
grangian. To find the scattering amplitude, replace Ψ with φS , and replace A with photon
polarisations ε and ε∗. In the gauge chosen, E(k) = −∂0ε = ik0ε(k) = −ik′0ε∗(k′) .
Contracted with the photon of momentum k, the result is E → ik0ε, while with the
photon of momentum k′ it is E → ik′0ε′. Both processes must be considered in calculating
the scattering, so:
A×E = −A× (∂0A)→ −i(k′0ε× ε− k0ε× ε) = i(k′0 + k0)ε× ε∗
And
E×A = −(∂0A)×A→ −i(k0ε× ε∗ − k′0ε∗ × ε) = −i(k′0 + k0)ε× ε∗
So from the term in the Lagrangian
cSΨ
† e
2S · (A×E−E×A)
8m2
)Ψ
appears in the scattering amplitude
−icSφ†
( e2
4m2
i(k0 + k
′
0)ε× ε∗
)
φ = cS
e2
4m2
φ†
(
(k0 + k
′
0)ε× ε∗
)
φ
Using the approximation k0 ≈ k′0, that part of the amplitude now becomes
cS
e2
2m2
φ†
(
k0ε× ε∗
)
φ (3.7.25)
This is the part of the amplitude wanted to compare for reasons of consistency.
66
Copyright c©Timothy James Semple Martin 2011
Comparison of QED and NRQED Compton scattering
Now that the amplitude has been calculated in both theories, the coefficient of NRQED cS
can be fixed. Using that F1 = e and F2 = e
g−2
2 , F1 + 2F2 = e
2(g− 1). So the final result is
that
cS = g − 1 (3.7.26)
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Chapter 4
Spin one: Derivation of
nonrelativistic Hamiltonian — the
Foldy-Wouthyusen approach
The ultimate goal is to investigate the g-factor of bound particles of arbitrary spin. In the
previous section, two methods were reviewed for a spin-half particle: deriving the Hamilto-
nian from the equations of motion, and calculating the NRQED Lagrangian by comparing
scattering diagrams.
Both of these methods can be employed anytime a Lagrangian is known for the particle.
The standard model contains charged spin-one particles, the W bosons. So as a next step to
investigating the behavior of general spin particles, both of the methods used for spin-half
can be applied to the W.
4.1 Relativistic theory
Lagrangian for the W boson
The Lagrangian describing the interaction of the W boson with the photon field is
L = −1
2
(DµW ν −DνWµ)†(DµWν −DνWµ) +m2Wµ†Wµ − ieWµ†W νFµν . (4.1.1)
This Lagrangian is part of a renormalizable theory. If the free g-factor is calculated
at tree level, it will be found that g = 2. Phenomenologically, behavior when g 6= 2 is
interesting, so the Lagrangian can be modified to
L = −1
2
(DµW ν −DνWµ)†(DµWν −DνWµ) +m2Wµ†Wµ − i[g − 1]eWµ†W νFµν . (4.1.2)
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When g = 2 the two Lagrangians are identical. The contribution to the free g-factor comes
from two separate terms, but modifying the other term would necessitate also modifying
the kinetic terms of the Lagrangian.
In this Lagrangian, Wµ is the charged boson field of mass m, and Aµ is the massless
photon field. Both are vector fields, but W has three degrees complex of freedom and A has
two real degrees of freedom. The electromagnetic field-strength tensor is Fµν = ∂µAν−∂νAµ.
Equations of motion
The goal is to obtain, from the relativistic Lagrangian, a nonrelativistic Schrodinger-like
equation that gives the nonrelativistic Hamiltonian. As before, with spin one-half, the
path will be to first find the relativistic equations of motion, solve them for the relativistic
energies of the particles, and then consider how the one-particle arises.
If we call the six component bispinor Ψ, then the relativistic Hamiltonian will have the
form i∂0Ψ = ĤΨ, or explicitly writing the upper and lower components of the bispinor and
the block structure of the Hamiltonian:
i∂0
Ψu
Ψ`
 =
H11 H12
H21 H22

Ψu
Ψ`
 . (4.1.3)
Seeking an equation of this form, first the equations of motion are obtained using the
Euler-Lagrange method:
∂L
∂W †α
− ∂µ
∂L
∂[∂µW †α]
= 0. (4.1.4)
It is easiest to use integration by parts to have all derivative operators act to the right,
upon W . The equation of motion obtained is
m2Wα − ie[g − 1]W νFαν +Dµ(DµWα −DαWµ) = 0. (4.1.5)
This is a set of four second order equations for Wµ. But (4.1.3) is a first order equation.
Second order equations may be transformed into first order by introducing additional fields.
So introduce the field Wµν = DµWν −DνWµ. Being antisymmetric, it has 6 components,
in addition to the four components of Wµ. The resulting set of first order equations is
Wµν = DµWν −DνWµ, (4.1.6)
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m2Wα − ie[g − 1]W νFαν +DµWµα = 0. (4.1.7)
In addition to being first order, the Schrodinger like equation for a spin-one particle
should involve a three component spinor. It is obtained from a relativistic equation for a
bispinor, with the upper and lower components each having three components. So the ten
total degrees of freedom above need to be reduced somehow.
On inspection, it turns out that only six of the components are dynamic – the other
four occur only in equations which do not involve the time derivative. W0 is one such
field, the other three are Wij = DiWj − DjWi. These four fields need not appear in any
Schrodinger-like equation expressing the time evoluation of the fields, and so the necessary
6 components are obtained.
The six components that remain are Wi and W0i = −Wi0. Eventually these need to
be arranged in a bispinor, but note that Wi0 has a different mass dimension and different
Hermiticity than Wi. So define instead the field
ηi = −
i
m
W0i. (4.1.8)
This is the quantity that will appear directly in the bispinor. Note that in the momentum
space and in the rest frame, that ηi = −Wi.
Now, express the equations of motion only in terms of ηi and Wi, eliminating the other
fields. (As defined, W0i = imηi.) Three of the nondynamic fields can be replaced directly
with
Wij = DiWj −DjWi. (4.1.9)
To find W0, consider the second equation of motion with α = 0, and solve for W0.
m2W0 − ie[g − 1]W νF0ν +DµWµ0 = 0, (4.1.10)
m2W0 − ie[g − 1]W jF0j +DjWj0 = 0, (4.1.11)
W0 =
1
m2
(
ie[g − 1]W jF0j +Djimηj
)
. (4.1.12)
The remaining equations of motion all somehow involve the time derivative. From
W0i = D0Wi −DiW0 (4.1.13)
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is obtained
imηi = D0Wi −Di
1
m2
(
ie[g − 1]W jF0j +Djimηj
)
. (4.1.14)
And from the (4.1.7) equation of motion with α = i:
0 = m2Wi − ie[g − 1]W νFiν +DµWµi, (4.1.15)
= m2Wi − ie[g − 1]
(
W 0Fi0 +W
jFij
)
+D0W0i +D
jWji, (4.1.16)
= m2Wi − ie[g − 1]
(
1
m2
(
ie[g − 1]W jF0j +Djimηj
)
Fi0 +W
jFij
)
(4.1.17)
+D0imηi +D
j (DiWj −DjWi) . (4.1.18)
These can be solved for the quantities D0ηi and D0Wi.
To descend to the lower energy theory, it will be most useful to write everything in terms
of three vectors. Spatial vectors should be written with their indices naturally raised, while
the derviative operator D is naturally lowered. The components of Fµν in terms of three
vectors are:
F0i = −Ei = Ei, Fij = −εijkBk. (4.1.19)
Then (4.1.17) becomes
0 =m2Wi −
e2[g − 1]2
m2
W jEjEi − e[g − 1]
m
Djη
jEi
+ ie[g − 1]εijkBkW j +D0(imηi) +Dj(DiWj −DjWi).
(4.1.20)
Or, writing all vector indices in the “natural” position, and writing contractions between
such “natural” vectors as dot products,
0 = −m2Wi −
e2[g − 1]2
m2
EiE ·W − e[g − 1]
m
EiD · η
+ ie[g − 1]εijkBkW j −D0(imηi) +DiD ·W −D2W i.
(4.1.21)
And likewise with (4.1.14)
imηi = D0Wi −Di
1
m2
(
ie[g − 1]W jEj +Djimηj
)
, (4.1.22)
which with natural indices is
− imηi = −D0W i −Di
1
m2
(ie[g − 1]E ·W + imD · η) . (4.1.23)
Next, solve for the quantities iD0η
i and iD0W
i.
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iD0W
i = −mηi +Di
1
m2
(e[g − 1]E ·W +mD · η) , (4.1.24)
iD0η
i =−mWi −
e2[g − 1]2
m3
EiE ·W − e[g − 1]
m2
EiD · η
+
ie[g − 1]
m
εijkB
kW j +
1
m
(
DiD ·W −D2W i
)
.
(4.1.25)
Here are the desired equations for the dynamics of the η and W . However, they are
still not in the desired form (4.1.3), because they are not written in terms of operators
acting directly upon the fields. This is because the different components of the field are
mixed. These different components correspond to different spin states of the particle, so
their mixing can be written as the action of spin space operators on the fields. To explicitly
disentangle the equations in this manner, it will be useful to first derive a couple of identities
relating to these spin operators.
Spin identities
The spin matrix for a spin one particle can represented as:
(Sk)ij = −iεijk, (4.1.26)
which leads to the following identities:
(a× v)i = −i(S · a)ijvj , (4.1.27)
ai(b · v) = {a · b δij − (SkS`)ija`bk}vj . (4.1.28)
Using these identities
iD0W = − 1
m2
{D ·E− (S ·E)(S ·D)}W + 1
m
{D2 − (S ·D)2}η +mη, (4.1.29)
and for the other equation
iD0η = mW+
e2λ2
m3
{E2−(S·E)2}W− 1
m2
{E·D−(S·E)(S·D)}η+eλ
m
(S·B)W− 1
m
(S·D)2W,
(4.1.30)
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iD0η =
(
m+
e2λ2
m3
{E2 − (S ·E)2} − eλ
m
(S ·B)− 1
m
(S ·D)2
)
W+
1
m2
{E·D−(S·E)(S·D)}η.
(4.1.31)
Now that the equations are in the correct form, we can write them as follows:
iD0
W
η
 =
M11 M12
M21 M22

W
η
 , (4.1.32)
where the components of M are
M11 = [g − 1]
e
m2
[E ·D− (S ·E)(S ·D) + iS ·E×D] ,
M12 = m−
1
m
(S ·D)2 − [g − 1] e
m
S ·B + [g − 1]2 e
2
m3
[
E2 − (S ·E)2
]
,
M21 = m−
1
m
[
D2 − (S ·D)2 + eS ·B
]
,
M22 = −[g − 1]
e
m2
[D ·E− (S ·D)(S ·E) + iS ·D×E] .
This leads to a relativistic Hamiltonian, but not one of quite the right form. The η and
W do not correspond to the particle and antiparticle. To see this consider the rest frame
where Di = 0, then the two components have equal magnitude. A transformation to a
representation where the upper and lower components correspond to particle-antiparticle
will be necessary. Since it is not yet in the final desired form, call the bispinor
Ψ′ =
 η
W
 . (4.1.33)
Also, it is clear that the matrix on the right hand side is not Hermitian in the traditional
sense, and so the Hamiltonian would not be either. The necessary condition is that the
Hamiltonian is Hermitian with respect to the inner product. To discover what the inner
product should look like, the electromagnetic current density of the charged particle will be
investigated. Before transforming representation, this matter of Hermiticity will be dealt
with.
Current density
The inner product will take two wave functions and map them onto a scalar. To be inter-
preted as a probability, the inner product must be Lorentz invariant. In standard quantum
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mechanics the inner product is 〈ξ, χ〉 =
∫
d3x ξ†χ. For the spinors W and η defined above,
this will not be a Lorentz invariant quantity — to discover such a quantity, consider elec-
tromagnetic current density. Since Q =
∫
d3x j0 is invariant, the form of j0 it will suggest
the correct form for the inner product.
The conserved current can be derived from the Lagrangian (4.1.2). The electromagnetic
current corresponds to the transformation Wi → eiαWi, which in infinitesimal form is:
Wµ →Wµ + iαWµ, W †µ →W †µ − iαW †µ. (4.1.34)
The 4-current density will be:
jσ = −i ∂L
∂Wµ,σ
Wµ + i
∂L
∂W †µ,σ
W †µ. (4.1.35)
Only one term in the Lagrangian contains derivatives of the field:
∂L
∂Wα,σ
=
∂
∂Wα,σ
{
−1
2
(DµWν −DνWµ)†(DµW ν −DνWµ)
}
= −1
2
(DµWν −DνWµ)†(gσµgαν − gσνgαµ)
= −(DαWσ −DσWα)†.
Likewise:
∂L
∂W †α,σ
= −(DαWσ −DσWα). (4.1.36)
As before, define Wµν = DµWν −DνWµ; then the 4-current and charge density are:
jσ = iW
†
σµW
µ − iWσµW †
µ
,
j0 = iW
†
0µW
µ − iW0µW †
µ
= iW †0iW
i − iW0iW †
i
,
where the last equality follows from the antisymmetry of Wµν .
Now, previously was defined ηi = −iW0i/m, so W †0i = −imη
†
i . In terms of this quantity,
the current density is
j0 = m(η
†
iW
i + ηiW
†i). (4.1.37)
Now the Hermiticity of the matrix above can be investigated in light of the inner product
this suggests.
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Hermiticity and the inner product
As already mentioned, it is clear from inspection that the matrix in (4.2.1) is not Hermitian
in the standard sense. (Of the operators in use, the only one which is not self adjoint is
D†i = −Di.) Noticing that
[E ·D− (S ·E)(S ·D) + iS ·E×D]† = − [D ·E− (S ·D)(S ·E) + iS ·D×E] , (4.1.38)
it can be seen that H would have the general form
H =
A B
C A†
 , (4.1.39)
where the off diagonal blocks are Hermitian in the normal sense: B† = B and C† = C.
An operator is defined as Hermitian with respect to a particular inner product. One
generalisation of the normal inner product from quantum mechanics is found by allowing a
weight matrix Ω inserted between the wave functions:
〈ξ, χ〉 =
∫
d3x ξ†Ωχ. (4.1.40)
In the usual product of quantum mechanics Ω would be the identity matrix, but here it
differs. Previously the conserved charge was derived. Writing (4.1.37) in the form Ψ′†ΩΨ′
j0 = m[η
†W +W †η] = m
(
η† W †
)0 1
1 0

 η
W
 . (4.1.41)
so if the weight is defined as Ω = ( 0 11 0 ), the inner product 〈Ψ′,Ψ〉 will be necessarily be
conserved.
An operator H is Hermitian with respect to this inner product if
〈Hξ, χ〉 = 〈ξ,Hχ〉 →
∫
d3xξ†H†Ωχ =
∫
d3xξ†ΩHχ. (4.1.42)
For this equality to hold, it is sufficient for H†Ω = ΩH. With Ω as above, and H =
(
A B
C D
)
this condition reduces to A† C†
B† D†
 =
D C
B A
 . (4.1.43)
The matrix in (4.2.1) fulfills exactly this requirement, and so is Hermitian with respect to
this particular inner product.
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4.2 The nonrelativistic approximation
Now that the issue of hermiticity has been dealt with, it is time to find a non-relativistic
Hamiltonian from the equation (4.2.1). First, write it explicitly as a Hamiltonian, replacing
the derivative operator with π = p − eA, so that D = −iπ. If the the components are
labelled as follows:
H ′Ψ′ =
H ′11 H ′12
H ′21 H
′
22
W
η
 (4.2.1)
Then
H ′11 = eΦ + [g − 1]
e
m2
[−iE · π + i(S ·E)(S · π) + S ·E× π]
H ′12 = m+
1
m
(S · π)2 − [g − 1] e
m
S ·B + [g − 1]2 e
2
m3
[
E2 − (S ·E)2
]
H ′21 = m+
1
m
[
π2 − (S · π)2 − eS ·B
]
H ′22 = eΦ− [g − 1]
e
m2
[−iπ ·E + i(S · π)(S ·E) + S · π ×E]
That equation is written in a representation where the particle and anti-particle states
are not separated. Even in the nonrelativistic limit, it strongly couples η and W , because
the off-diagonal terms are of O(m). To descend to a nonrelativistic picture, it will be most
convenient if the lower component of Ψ is, in that limit, only weakly coupled to the upper.
In the rest frame of the particle state (which should have E = m), W = η. Then, if
the lower component was defined to be Ψ` = η −W , it would vanish in the rest frame and
be small compared to Ψu in any nonrelativistic frame. The orthogonal upper component
would then be Ψu = η+W . For an anti-particle state in the rest frame (E = −m, W = −η)
and the upper component vanishes.
Implementing this transformation as a unitary transformation requires the matrix
U =
1√
2
1 1
1 −1
 (4.2.2)
(This transformation will transform the current to j0 = m(Ψ
†
uΨu − Ψ†`Ψ`) and the weight M,
used in the inner product, to M → M ′ = U†MU = ( 1 00 −1 ) The transformed Hamiltonian will of
course be Hermitian with respect to the transformed inner product.)
After implementing this transformation, H ′ → H = U †H ′U . The Hamiltonian still
contains off-diagonal elements, so the Schrodinger-like equation represents a pair of coupled
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equations for the upper and lower components of Ψ. But the off-diagonal terms are small,
so Ψ` can be considered small compared to Ψu. Solving for Ψ` in terms of Ψu and the block
components of H:
EΨ` = H21Ψu +H22Ψ`
Ψ` = (E −H22)−1H21Ψu
This gives the exact formula:
EΨu =
(
H11 +H12[E −H22]−1H21
)
Ψu
However, we only need corrections to the magnetic moment of order v2. This means we
only need the Hamiltonian to at most order mv4 or (e/m)Bv2. Examining the leading order
terms of the matrix H, the diagonal elements are order m while the off-diagonal elements
are order mv2 or (e/m)B. To leading order the term [E −H22]−1 = 12m . So we’ll need H11
to O(v4, (e/m)Bv2), and H12, H21, and [E −H22]−1 each to only the leading order.
EΨu =
(
H11 +
1
2m
H12H21 +O(mv6)
)
Ψu
The needed terms of H are, after performing the transformation:
H11 = H
′
11 +H
′
12 +H
′
21 +H
′
22
≈ m+ eΦ + π
2
2m
− g
2
e
m
S ·B− i(g − 1) e
2m2
[
E · π − (S ·E)(S · π)
+iS ·E× π − π ·E + (S · π)(S ·E)− iS · π ×E
]
H12 = H
′
11 −H ′12 +H ′21 −H ′22
≈ − π
2
2m
+
1
m
(S · π)2 − g − 2
2
e
m
S ·B
H21 = H
′
11 +H
′
12 −H ′21 −H ′22
≈ π
2
2m
− 1
m
(S · π)2 + g − 2
2
e
m
S ·B
The product H12H21 is calculated in the appendix. To first order in the magnetic field
strength the result (A.2.2) is:
1
2m
H12H21 = −
1
2m3
(
π4
4
− ep2S ·B− g − 2
2
e(S · p)(B · p)
)
(4.2.3)
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So finally, the direct expression for EΨu is:
EΨu =
{
m+ eΦ +
π2
2m
− g
2
e
m
S ·B− π
4
8m3
+
ep2(S ·B)
2m3
+ (g − 2) e
4m3
(S · p)(B · p)
+(g − 1) ie
2m2
[
E · π − (S ·E)(S · π) + iS ·E× π − π ·E + (S · π)(S ·E)− iS · π ×E
]}
Ψu
The complicated expression in square brackets can be cleaned up a bit. First the Darwin
type turn:
E · π − π ·E = [Ei, πi]
= [Ei,−i∂i]
= i(∂iEi)
Then the term seemingly quadratic in spin (although some part will be reduced to terms
linear in spin):
(S ·E)(S · π)− (S · π)(S ·E) = SiSjEiπj − SiSjπiEj
= (SiSj)(Eiπj − Ejπi − [πi, Ej ])
= [Si, Sj ](Eiπj)− (SiSj)(−i∇iEj)
= (iεijkSk)Ejπi − (SiSj)(−i∇iEj)
= iS ·E× π + iSiSj∇iEj)
Finally the structure contracted with a linear spin term:
(E× π − π ×E)k = εijk(Eiπj − πiEj)
= εijk(Eiπj + πjEi)
= εijk(2Eiπj + [πi, Ej ])
= 2εijkEiπj
= 2(E× π)k
Using these identities and collecting terms, and then writing everything in terms of g
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and g − 2:
EΨu =
{
m+ eΦ +
π2
2m
− π
4
8m3
− e
m
S ·B
(
g
2
− p
2
2m2
)
+ (g − 2) e
4m3
(S · p)(B · p)
−(g − 1) e
2m2
[∇ ·E− SiSj∇iEj + S ·E× π]
}
Ψu
=
{
m+ eΦ +
π2
2m
− π
4
8m3
− g
2
e
m
S ·B
(
1− p
2
2m2
)
− g − 2
2
e
m
p2
2m2
S ·B
+(g − 2) e
4m3
(S · p)(B · p)−
(
g
2
+
g − 2
2
)
e
2m2
[∇ ·E− SiSj∇iEj + S ·E× π]
}
Ψu
This is a Hamiltonian for the upper component of the bispinor, as desired. In the spin-half
case, the Foldy-Wouthyusen transformation was necessary, going to a representation where
all the physics up to the desired order is contained in the single spinor equation. However,
to the needed order, it can be shown that the Hamiltonian above is correct.
Schrodinger-like wave functions
It is necessary to establish a connection between the upper component of the spinor Ψu
and the Schrodinger-like wave function φS . Because the lower component of the bispinor
is small but nonzero, it is not necessarily true that the above equation accurately captures
the physics. As in spin-half, transformation to a basis where the lower component is truly
negligible might be necessary.
However, here it can be shown that such a transformation will have no effect at the
desired order. The transformation U would have the form:: U = eiS where S is Hermitian.
Because the Hamiltonian is diagonal at leading order, S must be small, and the transfor-
mation will affect Ψu as
Ψu → φS = (1 + ∆)Ψu
where ∆ is some small operator. The probability density must be unaffected by this change,
so: On the one hand, with Ψ` = εΨu, ε ∼ O(v2)
∫
d3x(Ψ†uΨu −Ψ†`Ψ`) =
∫
d3x(Ψ†uΨu − (εΨu)†εΨu)
=
∫
d3xΨ†u(1 +O(v4))Ψu
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And on the other hand:∫
d3xφ†SφS =
∫
d3x([1 + ∆]Ψu)
†(1 + ∆)Ψu
Comparing the two, it can be seen that ∆ must be no larger thanO(v4). Now considering
the new equation for φS :
(E −m)Ψu =
(
H11 +
1
2m
H12H21
)
Ψu
(E −m)(1−∆)φS =
(
H11 +
1
2m
H12H21
)
(1−∆)φS
(E −m)φS = (1 + ∆)
(
H11 +
1
2m
H12H21
)
(1−∆)φS
Since H ∼ O(mv2) and ∆ ∼ O(v4), to O(v4), φS obeys exactly the same equation as
Ψu:
(E −m)φS =
(
H11 +
1
2m
H12H21
)
φS
Because it obeys the same equation, it then follows that the Hamiltonian for φS is just
that already found for Ψu:
EφS =
{
m+ eΦ +
π2
2m
− π
4
8m3
− e
m
S ·B
(
g
2
− p
2
2m2
)
+ (g − 2) e
4m3
(S · p)(B · p)
−(g − 1) e
2m2
[∇ ·E− SiSj∇iEj + S ·E× π]
}
Ψu
=
{
m+ eΦ +
π2
2m
− π
4
8m3
− g
2
e
m
S ·B
(
1− p
2
2m2
)
− g − 2
2
e
m
p2
2m2
S ·B
+(g − 2) e
4m3
(S · p)(B · p)−
(
g
2
+
g − 2
2
)
e
2m2
[∇ ·E− SiSj∇iEj + S ·E× π]
}
φS
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Chapter 5
Spin one: Derivation of
nonrelativistic Hamiltonian — the
diagrammatic approach
In the previous section, a nonrelativistic Hamiltonian was derived from a relativistic La-
grangian of a charged spin one particle, by solving the equations of motion for the energies
of the fields. As in the case of a spin one-half particle, there is an alternate approach. The
most general NRQED Lagrangian for a spin one particle interacting with an electromag-
netic field can be written down. Then, by considering the same physical processes in the
NRQED theory and the initial relativistic spin one theory, the coefficients in the NRQED
Lagrangian may be fixed.
As for spin one-half, the most appropriate physical processes to consider are scattering
off an external magnetic field and Compton scattering. (The latter is not strictly necessary,
but is a check of the consistency of the calculation.)
First the NRQED Lagrangian for a spin one particle will be developed. Then, the
scattering processes will be calculated from this Lagrangian. Next the same processes will be
calculated in the relativistic theory, and a connection between the relativistic polarisations
and nonrelativistic spinors established. Finally the two calculations will be compared, and
thus the NRQED Lagrangian determined.
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5.1 Nonrelativistic Lagrangian for spin one
For spin half, the NRQED Lagrangian (3.3.1) has been constructed. All of the terms that
exist in that Lagrangian can occur in the spin one Lagrangian as well. So what must be
established is what type of new terms arise in the higher spin theory.
All the “building blocks” used in constructing the spin half theory may be used: the
fields E and B, the gauge invariant derivative D, and the spin operator S. In moving from
spin half to spin one, the only new terms allowed are those that are quadratic in S. In the
spin half theory, the fields had two components, and so together with the identity, the set Si
completely spanned the space of Hermitian spin operators. In spin one the nonrelativistic
fields have three components, and so the basis for spin operators is larger.
To ensure that new terms introduced are completely independent of those specific to
spin half, combinations of S matrices which vanish for spin half should be considered. The
appropriate combination is the symmetric, traceless structure Sij ≡ SiSj+SjSi−(2/3)S2δij ,
which for spin one is SiSj + SjSi − (4/3)δij .
So, any new term will be some combination of Sij and E, B, and D. SijBiDj and
SijBiEj are banned by parity, and terms quadratic inB are not considered. Terms quadratic
in E are also too high order. And SijDiDj is not allowed because it would spoil the structure
of the kinetic term.
So the only new term that arises involves Sij , E, and D. The Hermitian combination
of these of the proper dimension is
e
8m2
Sij(EiDj −DjEi) =
eSij∂iEj
8m2
(5.1.1)
This structure is related to the quadrupole moment, so label the coefficient cQ. Then,
the complete spin one Lagrangian will be
LNRQED = Ψ†
{
i(∂0 + ieA0) +
D2
2m
+
D4
8m3
+ cF e
S ·B
2m
+ cD
e(D ·E−E ·D)
8m2
+ cQ
eSij(DiEj − EiDj)
8m2
+ cS
ieS · (D×E−E×D)
8m2
+ cW1
e[D2(S ·B) + (S ·B)D2]
8m3
− cW2
eDi(S ·B)Di
4m3
+ cp′p
e[(S ·D)(B ·D) + (B ·D)(S ·D)
8m3
}
Ψ
(5.1.2)
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Scattering off external field in NRQED
With the Lagrangian in hand, the amplitude for the charged particle scattering off an
external field can be calculated. At the tree level (which is the only level contributing to
the final calculation) the process involves just a single photon. So consider those terms in
the NRQED Lagrangian which contain one power of the external field.
This calculation is largely the same as that for spin one-half, with the only change being
the addition of the quadrupole term. Augmented by this term, the Lagrangian (3.3.1)
becomes
LA = Ψ†
(
− eA0 − ie
{∇i, Ai}
2m
− ie{∇
2, {∇i, Ai}}
8m3
+ cF e
S ·B
2m
+ cD
e(∇ ·E−E ·∇)
8m2
+ cQ
eQij(∇iEj − Ei∇j)
8m2
+ c1S
ieS · (∇×E−E×∇)
8m2
+ cW1
e[∇2(S ·B) + (S ·B)∇2]
8m3
− cW2
e∇i(S ·B)∇i
4m3
+ cp′p
e[(S ·∇)(B ·∇) + (B ·∇)(S ·∇)
8m3
)
Ψ
(5.1.3)
The process under consideration is this: scattering off an external field, with incoming
momentum p, outgoing p′, and q = p′−p. There is one diagram associated with each term
above, but the total amplitude is just going to be the sum of all these one-photon vertices.
These of course can just be read off directly from the Lagrangian: replace the fields Ψ with
the spinors φ, and any operator ∇ acting will become ip if it acts on the right, ip′ if it is
to the left.
Some expressions involving ∇ and E can be simplified. Because Qij is symmetric:
Qij(∇iEj − Ei∇j) = Qij [∇i, Ej ] = Qij(∂iEj). (5.1.4)
And because Ei = −∂iΦ,
∇×E−E×∇ = −2E×∇. (5.1.5)
Also use that
∇ ·E−E ·∇ = (∂iEi). (5.1.6)
Now the scattering amplitude for scattering off the external field can be written down.
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Before any assumptions about the particular process are made, it is:
iM = ieφ†
(
−A0 +
A · (p + p′)
2m
− A · (p + p
′)p2 + p′
2
A · (p + p′)
8m3
(5.1.7)
+cF
S ·B
2m
+ cD
(∂iEi)
8m2
+ cQ
Qij(∂iEj)
8m2
+ c1S
E× p
4m2
−cW1
(S ·B)(p2 + p′2)
8m3
+ cW2
(S ·B)(p · p′)
4m3
− cp′p
(S · p′)(B · p) + (B · p′)(S · p)
8m3
)
φ.
The above can be simplified somewhat. The gauge can be chosen such that ∇iAi = 0.
If elastic scattering is specified then kinematics dictate that p′2 = p2. Finally, if B is
constant, the cW terms become indistinguishable, since [∇i, Bj ] = 0. (It is only this last
assumption that costs us any information.) Then the scattering amplitude, as calculated
from LNRQED, is:
iM = ieφ†
(
−A0 +
A · p
m
− (A · p)p
2
2m3
+ cF
S ·B
2m
+ cD
(∂iEi)
8m2
+ cQ
Qij(∂iEj)
8m2
+c1S
E× p
4m2
− (cW1 − cW2)
(S ·B)p2
4m3
− cp′p
(S · p)(B · p)
4m3
)
φ. (5.1.8)
Calculating the scattering amplitude for the same process in the relativistic theory will fix
the unknown coefficients. Then the NRQED Lagrangian can be used in other calculations,
such as for the bound g-factor.
Compton scattering in NRQED
Together with gauge invariance the above process is enough to fix all relevant coefficients,
but for consistency the two photon process of Compton scattering can also be considered
in NRQED.
The gauge is chosen such that the photon polarisations obey ε0 = 0. In general terms
arising from two-photon vertices, and those from tree level diagrams of two one-photon
vertices should both be considered. However, as with the similar calculation for spin half,
only the contact like terms consisting of the two-photon vertices are needed. The QED
calculation will be organised in such a way that nonlocal and local terms are separated.
From the full Lagrangian (5.1.2), consider only those terms which involve two powers
of the photon field. Note that both (A · E − E · A) = 0 and Sij(AiEj − EiAj) = 0 by
symmetry. The remaining terms of interest are:
84
LA2 = Ψ†(−
e2A2
2m
− e2 {∇
2,A2}
8m3
− e2 {∇i, Ai}{∇j , Aj}
8m3
+ cS
e2S · (A×E−E×A)
8m2
)Ψ. (5.1.9)
There are several terms quadratic in A — these are tied to the kinetic term by gauge
invariance, and thus have no associated constants to be determined. The sole parameter is
cS . It can be seen that the two-photon Lagrangian for spin one is exactly the same as that
for spin one-half.
So the scattering amplitude will be that previously calculated as (3.7.25)
iM = cS
e2
4m2
φ†
(
(k0 − k′0)ε× ε′
)
φ. (5.1.10)
5.2 Feynman rules in the relativistic theory
To determine the coefficients of the NRQED theory, these scattering amplitudes must be
compared to that of QED, as calculated from the Lagrangian (4.1.2). There are two types
of interaction vertices which arise from this Lagrangian, representing interaction of the
charged particle with one or two photons.
The one photon terms, involving one power of A are
LA =−
ie
2
(AµW ν −AνWµ)†(DµWν −DνWµ) + ie[g − 2]W †
µ
W νFµν
− ie
2
(DµW ν −DνWµ)†(AµWν −AνWµ).
(5.2.1)
So the diagram is
qα
pµ p′λ
= −ie[gµλ(p+ p′)α − gλα(p′ + [g − 1]q)µ − gαµ(p− [g − 1]q)λ].
The part of the Lagrangian containing only the two photon terms:
LA2 =
e2
2
(AµW ν −AνWµ)†(AµWν −AνWµ)
=
e2
2
{2(W † ·W )(A† ·A)− 2(W † ·A)(A† ·W )}.
(5.2.2)
For the two-photon vertex, the term in the Lagrangian can be contracted two ways with
the external photon field, so the corresponding diagram is:
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α β
µ ν
= −ie2(2gµνgαβ − gµβgνα − gνβgµα).
In addition to the vertices, there are rules for external legs. External charged particle
legs are replaced with the charged particle polarisation ωµ, while photon legs are replaced
by εµ. The polarisations ω have three degrees of freedom, and obey the equation
p · ω(p) = 0. (5.2.3)
5.3 Relation between ω and φS
The amplitudes calculated in QED will involve the polarisations ω, while those of NRQED
will involve φS . Both represent the three degrees of freedom of a charged spin one particle,
so a connection can be established between the two.
To determine how to write ω in terms of φS , the current density of the two theories can
be compared. The current density (4.1.37) for the relativistic theory was calculated in the
previous chapter, while that of the nonrelativistic theory is just φ†SφS .
Now consider the current density in the case of q = 0. The identity ∂̂† = −∂̂ is used.
j0 = i
{
(∂0Wν − ∂νW0)†W ν − (∂0Wν − ∂νW0)W †
ν
}
= i
{
(∂0Wi − ∂iW0)†W i − (∂0Wi − ∂iW0)W †
i
}
= i
{
W †i ∂
†
0W
i −W †0∂†iW i −W †
i
∂0Wi +W
†i∂iW0
}
= i
{
−W †i ∂0W i +W
†
0∂iW
i −W †i∂0Wi +W †
i
∂iW0
}
= i
{
−2W †i ∂0W i +W
†
0∂iW
i +W †
i
∂iW0
}
.
To express in terms of charged particle polarisations ω and momentum p:
〈j0(p)〉 = −2ω†i p0ωi + ω
†
0piω
i + ω†
i
piω0
= +2p0ω
† · ω − ω†0p · ω − ω† · pω0.
(5.3.1)
ω has four components but only three degrees of freedom. The most sensible approach
is to eliminate ω0 by using (5.2.3). Then ω0 =
ω·p
p0
, and the current density is
〈j0〉 = 2p0ω† · ω − 2
(ω† · p)(p · ω)
p0
. (5.3.2)
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Here the various components of ω are mixed up. As in the previous chapter, they can
be disentangled by introducing spin matrices S. Using the same identities as before,
j0 = 2p0ω
†
i
{
δij −
p2δij − (S · p)2ij
p20
}
ωj . (5.3.3)
Then by demanding j0 = φ
†φ, a relation between φ and ω is found.
2p0ω
†
i
{
δij −
p2δij − (S · p)2ij
p20
}
ωj = φ
†φ, (5.3.4)
ω =
{
2p0
(
1− p
2 − (S · p)2
p20
)}− 1
2
φ. (5.3.5)
To the order needed, this is
ω =
1√
2p0
(
1 +
p2 − (S · p)2
2m2
)
φ
=
1√
2m
(
1 +
p2
4m2
− (S · p)
2
2m2
)
φ.
(5.3.6)
5.4 Scattering off an external field in the relativistic theory
The first step will be to do the calculations necessary to fix the one-photon terms in the
NRQED Lagrangian. This is done by considering the process of a single charged particle
scattering off an external field, and calculating the amplitude in the relativistic theory.
The one photon diagram, for incoming momentum p, outgoing p′ and photon momentum
q = p′ − p is
ie
[
gµν(p+ p′)λ − gνλ([g − 1]q + p′)µ + gλµ([g − 1]q − p)ν
]
. (5.4.1)
Contracted with external polarizations ωµ(p), ω
∗
ν(p
′) and external field Aλ(q), this be-
comes
ie ωµ(p)ω
∗
ν(p
′)
[
gµν(p+ p′) ·A−Aν([g − 1]q + p′)µ +Aµ([g − 1]q − p)ν
]
. (5.4.2)
The W polarizations are subject to the condition that k · ω(k) = 0. This can be used
to simplify the above expression, since then p′µωµ(p) = q
µωµ(p) and p
νω∗ν(p
′) = −qνω∗ν(p′).
With this, the vertex becomes
ie ωµ(p)ω
∗
ν(p
′)
[
gµν(p+ p′) ·A+ g(qνAµ − qµAν)
]
. (5.4.3)
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There are two terms here, one proportional to g and one that has no g dependence. Call
the first term, which doesn’t depend on g
Mq = ie ωµ(p)ω
∗
ν(p
′)gµν(p+ p′) ·A, (5.4.4)
and call the second
Mg = ieg ωµ(p)ω
∗
ν(p
′)(qνAµ − qµAν). (5.4.5)
Nonrelativistic expression for Mq
Having written the amplitude as the sum of two terms, they must be cast in a form that
can readily be compared with the NRQED result. So, in terms of operators acting between
φ†S and φS , and involving Galilean vectors and scalars. The general strategy for each will
be the same: first write in terms of ωi and then in terms of φS . Because the different
components of ωi will be mixed up, as before it will be necessary to introduce spin matrices
to express them as operators sandwiched between ω† and ω. Finally, derivatives of Aµ
should be written in terms of E and B where possible.
The first term is
Mq = ieωµ(p)ω
∗
ν(p
′)gµν(p+ p′) ·A
= ie(p+ p′) ·A(ω0(p)ω∗0(p′)− ωi(p)ωi(p))
= ie[(p+ p′) ·A]ω∗j (p′)
(
p′jpi
p20
− δij
)
ωi(p)
= ie[(p+ p′) ·A]ω†(p′)
(
p · p′ − (S · p)(S · p′)
p20
− 1
)
ω(p).
Since it is assumed that q0 = 0, it follows that p
′
0 = p0. In terms of the wave functions φS
the above becomes
Mq ≈ −ie
(p+ p′) ·A
2p0
φ†S
(
1 +
p′
2 − (S · p′)2
2m2
)(
1− p · p
′ − (S · p)(S · p′)
m2
)(
1 +
p2 − (S · p)2
2m2
)
φS .
(5.4.6)
Simplifying this to the order needed
Mq ≈ −ie
(p+ p′) ·A
2p0
φ†
(
1 +
1
2m2
{q · p′ − (S · q)(S · p′)− p · q + (S · p)(S · q)}
)
φ
= −ie (p+ p
′) ·A
2p0
φ†
(
1 +
1
2m2
{
q2 + [S · p,S · q]− (S · q)2
})
φ
= −ie (p+ p
′) ·A
2p0
φ†
(
1 +
1
2m2
{
q2 + iS · p× q− (S · q)2
})
φ.
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The outside factor involves a Lorentz dot product, and should be expressed in terms of
Galilean quantities. Again using that p0 = p
′
0:
(p+ p′) ·A
2p0
=
2p0
2p0
A0 −
(p + p′) ·A
2p0
= A0 −
(p + p′) ·A
2p0
. (5.4.7)
Applying this to Mq, the result is:
Mq = − ieφ†(p′)
(
A0 +
A0
2m2
(q2 + iS · p× q− (S · q)2)
− (p + p
′) ·A
2p0
− (p + p
′) ·A
2m
iS · p× q
2m2
)
φ(p).
(5.4.8)
The NRQED result for the amplitude was written in position terms of E and B, so it
is necessary to express this result in the same sense. A Fourier transform dictates that the
transferred momentum q becomes a derivative on the external field. The prescription is
q→ −i∇. The gauge has been chosen such that E depends on A0 terms only, and B only
upon Ai. So it makes sense to consider such terms separately.
Transformation of A0 terms in Mq
The second order term involving A0 has both first and second derivatives of the potential.
The electric field is Ei = −∂iA0 and so qiA0 → iEi. Then qiqjA0 = ∂jEi = ∂iEj . Applying
this to the higher order terms coupled to A0:
A0(q
2 + iS · p× q− (S · q)2)→∇ ·E− S · p×E− SiSj∇iEj . (5.4.9)
Transformation of A terms in Mq
The only term with derivatives of A has the form (p + p′) ·A(S ·p× iq). This was worked
out in (3.4.56), with the result (replacing σ with S)
(p + p′) ·A(S · p× iq) = 2{(S · p)(B · p)− p2S ·B}. (5.4.10)
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Total contribution of from Mq
So the first term in the vertex produces the following contribution to the scattering ampli-
tude.
Mq = ieωµ(p)ω
∗
ν(p
′)gµν(p+ p′) ·A→− ieφ†(p′)
(
A0 +
1
2m2
{∇ ·E− S · p×E− SiSj∇iEj}
− p ·A
p0
+
1
2m3
{p2S ·B− (S · p)(B · p)}
)
φ(p).
(5.4.11)
Nonrelativistic expression for Mg
The second term looks like the external polarisations contracted with something like Fµν :
Mg = ie ωµ(p)ω
∗
ν(p
′)[g](qνAµ − qµAν). (5.4.12)
General tensor type term
Before calculating the specific term in question, consider the general type of term that looks
like ω∗ν(p
′)ωµ(p)u
νvµ. This should be expressed as a matrix element between the vector part
of the polarization ω.
ω∗ν(p
′)ωµ(p)u
νvµ = ω′0u0v0ω0 − (ω′ · u)v0ω0 − ω′0u0(v · ω) + (ω′ · u)(v · ω)
=
ω′ · p′u0
p′0
ω · pv0
p0
− (ω′ · u)ω · pv0
p0
− ω
′ · p′u0
p′0
(v · ω) + (ω′ · u)(v · ω)
= ω′j
(
u0v0
p0p′0
p′jpi −
v0
p0
ujpi −
u0
p′0
p′jvi + ujvi
)
ωi
= ω′†
(
u0v0
p0p′0
[p · p′ − (p · S)(p′ · S)]− v0
p0
[p · u− (p · S)(u · S)]
−u0
p′0
[v · p′ − (v · S)(p′ · S)] + [v · u− (v · S)(u · S)]
)
ω.
Mg term
Now that identity can be used to calculate Mg with q0 = 0 (and thus p
′
0 = p0).
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Mg = +iegω
′†
(
− A0
p0
{p · q− (p · S)(q · S)}+ A0
p0
{
q · p′ − (q · S)(p′ · S)
}
+ {q ·A− (A · S)(q · S)} − {A · q− (q · S)(A · S)}
)
ω
= +iegω′†
{
A0
p0
(
q2 − (q · S)2 + [p · S,q · S]
)
− [A · S,q · S]
}
ω.
Next replace ω with φS and rewrite in terms of E and B. Again, it makes sense to treat
terms with A0 and Ai separately.
Transformation of A0 terms in Mg
The first term coupled to A0 is already second order, so only the first order approximation
for ω is needed: ω ≈ 1√
2m
φ.
MEg = iegφ
†(p′)
A0
2m2
(
q2 − (q · S)2 + iS · p× q
)
φ(p) (5.4.13)
This is exactly the same structure that arose in working with Mq. From (5.4.9) it is:
MEg = ieg
1
2m2
φ†(p′)(∇ ·E− S · p×E− SiSj∇iEj)φ(p). (5.4.14)
Transformation of A terms in Mg
The second term is MBg = −iegω†[A · S,q · S]ω. The commutator is
[A · S,q · S] = Aiqj [Si, Sj ] = Aiqj(iεijkSk) = −S · iq×A. (5.4.15)
In terms of B this yields
−S · iq×A → −S ·∇×A
= −S ·B.
So the whole thing is iegω†(S ·B)ω. This is first order so corrections to this term, coming
from the expression for ω in terms of φ, are needed.
MBg = iegω
†(S ·B)ω → ieg 1
2p0
φ†
(
1 +
p′2 − [S · p′]2
2m2
)
S ·B
(
1 +
p2 − [S · p]2
2m2
)
φ.
(5.4.16)
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Since the B field is constant, all terms with q vanish, so the above reduces to
MBg = ieg
1
2p0
φ†
(
S ·B + S ·B p
2
2m2
+
1
2m2
{
S ·B, p
2
2
− [S · p]2
}
+
)
φ. (5.4.17)
Expanding 12p0 =
1
2m(1−
p2
2m2
) eliminates the second term:
MBg = ieg
1
2m
φ†
(
S ·B + 1
2m2
{
S ·B, p
2
2
− [S · p]2
}
+
)
φ. (5.4.18)
This anticommutator actually occurred as part of the previous calculation of the spin-
one Hamiltonian. From (A.2.1):
1
2m2
{
p2
2
− (S · p)2,S ·B
}
= −(S · p)(B · p)
2m2
. (5.4.19)
Using that, the part of Mg which contains A reduces to
MBg = ieg
1
2m
φ†
(
S ·B− (S · p)(B · p)
2m2
)
φ. (5.4.20)
Total contribution of Mg
Now the total contribution of the second g-dependent term to the scattering amplitude is
Mg = ieg
1
2m
φ†
(
S ·B− (S · p)(B · p)
2m2
+
1
m
{∇ ·E− S · p×E− SiSj∇iEj}
)
φ. (5.4.21)
All terms together
Having expressed each of the terms, the total scattering amplitude, as calculated in the
relativistic theory, is found simply by adding them together. (Elastic scattering off an
external field, with constant B.)
First consider the terms related to the electric field/potential,
ME = −ieφ†
(
A0 − (g − 1)
1
2m2
{∇ ·E− S · p×E− SiSj∇iEj}
)
φ. (5.4.22)
The terms with bare A are
MA = ieφ†
(
p ·A
p0
)
φ ≈ ieφ†
(
p ·A
m
− p ·Ap
2
2m3
)
φ. (5.4.23)
Then the terms with B in thm.
MB = i
e
2m
φ†
(
gS ·B− S ·B p
2
m2
− g − 2
4m2
(S · p)(B · p)
)
φ. (5.4.24)
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So to the desired order, the amplitude for scattering off an external field, as calculated from
relativistic theory, is
iMREL =− ieφ†
(
A0 −
p ·A
m
+
p ·Ap2
2m3
− g − 1
2m3
{∇ ·E− S · p×E− SiSj∇iEj}
− g 1
2m
S ·B + S ·B p
2
2m3
+
g − 2
4m3
(S · p)(B · p)
)
φ.
(5.4.25)
5.5 Compton scattering in the relativistic theory
The previous calculation is enough to fix all the coefficients of the NRQED lagrangian. Just
like for spin one-half, however, calculating the the coefficients of some two-photon terms
will help check the consistency of the approach. And as before, the two photon coefficients
may be fixed by calculating the amplitude for Compton scattering in the relativistic theory.
In the spin one-half case, there was only one type of electromagnetic vertex, representing
the interaction of a single photon with an electron line. So the process of Compton scattering
(at the leading orders) was determined entirely by diagrams composed of this vertex. In the
spin one Lagrangian, however, there are also four particle vertices involving two photons.
So here there are two types of contributions, one from the fundamental two-photon
vertex and the other from the combination of two one-photon vertices. Two-photon contact
terms in the Lagrangian will have an additional symmetry factor of 1/2 compared to the
expression for the vertex.
p p′
kµ k′ν
=
α β
µ ν
+ +
To define conventions for this calculation, say that the incoming charged particle has
momentum p, and the outgoing, momentum p′. Define both photon momenta k and k′ going
into the vertex or vertices. Charged particle polarisations are ω, while photon polarisations
are ε.
Once scattering amplitude has been calculated in terms of relativistic quantities, it must
be compared to the NRQED vertices. The process is the same as for the calculation of the
one-photon process. First, write all terms “sandwiched” between ω† and ω. Some terms
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will already be proportional to ω† · ω. But there will be others of the form [ω† · u][v · ω].
To deal with these the spin matrices S are introduced, with the identity
(ω† · u)(v · ω) = ω†a (δabu · v − viuj{SiSj}ab)ωb. (5.5.1)
The charged particle polarisations must be replaced by the Schrodinger-like wave func-
tions φ. Consistent with the calculations for the one-photon terms, the prescription is
ω(p)→ 1√
2m
(
1 +
p2
4m2
− [S · p]
2
2m2
)
φS(p). (5.5.2)
Two-photon vertex
The relativistic two-photon vertex is
α β
µ ν
= −ie2(2gµνgαβ − gµβgνα − gµαgνβ).
The contribution of this diagram to Compton scattering is, contracting with the photon
and charged particle polarisations,
Mcontact = −ie2(2[ω† · ω][ε′ · ε]− [ω† · ε][ω · ε′]− [ω† · ε′][ω · ε]). (5.5.3)
In calculating a physical process, the result will not depend upon the gauge. To simplify
the calculation, choose a gauge where ε0 = 0 and use the identity ω0 =
ω·p
p0
. Then the above
reduces to
Mcontact = −2ie2(ω† · ω)(ε′ · ε) + ie2(ω† · ε)(ε′ · ω) + ie2(ω† · ε′)(ε · ω). (5.5.4)
Terms arising from two vertex diagrams
The diagrams with two vertices contribute not just to the point-like interaction, but also
the part of the scattering amplitude corresponding to two vertex diagrams in NRQED. By
decomposing the relativistic propagator, the local and nonlocal terms can be separated.
This is exactly analogous to what was done for the spin one-half case, but the structure of
both the propagator and the sums over intermediate states differ.
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Dealing with the relativistic propagator
The relativistic propagator will be decomposed into the sum of two pole terms and a con-
stant term. The numerators of the two pole terms are usefully expressed as a sum over
intermediate on-shell states i.e. a sum over polarisations. If a indexes the three orthogonal
polarisation states, and ` is some on-shell momentum, then this sum is
∑
a
ωµa (`)ω
ν
a(`) =
`µ`ν
m2
− gµν . (5.5.5)
It’s convenient to define for some arbitrary (not necessarily on mass shell) momentum k
Gµν(k) = gµν − k
µkν
m2
. (5.5.6)
The idea is that the two parts of the propagator with poles represent two types of
processes, one involving intermediate particles, the other intermediate anti-particles. These
particles are to be considered on-shell, so it is useful to define Lorentz four vectors which
represent the momentum of on-shell particles and anti-particles. For the particles, let
q(+) = (
√
q2 +m2,q). And for the antiparticles, let q(−) = (−
√
q2 +m2,q). Also define
Eq =
√
q2 +m2.
The relativistic propagator to be decomposed is
i
qµqν
m2
− gµν
q2 −m2 =
−iGµν(q)
q2 −m2 . (5.5.7)
Here q is not on mass-shell. This will be written as the sum of two pole terms, having
as their numerator a sum over intermediate on mass-shell states. In comparison to the spin
one-half case, there will be an additional constant which for now can be called xµν .
−iGµν(q)
q2 −m2 =
1
2
√
m2 + q2
(
−iGµν(q(+))
q0 −
√
m2 + q2
− −iG
µν(q(−))
q0 +
√
m2 + q2
)
+ ixµν . (5.5.8)
Explicit calculation shows that xµν = 1/m2 when µ = ν = 0, but is zero otherwise. So
xµν = gµ0gν0/m2, and the relativistic propagator can be written as
−iGµν(q)
q2 −m2 =
i
2
√
m2 + q2
(
−Gµν(q(+))
q0 −
√
m2 + q2
− −G
µν(q(−))
q0 +
√
m2 + q2
)
+ i
gµ0gν0
m2
. (5.5.9)
The reason for this decomposition is that only the part of the propagator which gives
rise to the point-like interaction is needed. Other contributions to the scattering amplitude
95
in the nonrelativistic theory come from diagrams involving two one-photon vertices. At
the necessary order these are exactly the 1/(q0 −
√
m2 + q2) terms. So the point-like
interactions can be obtained by simply dropping these terms. After this, rewriting the
amplitude in terms of nonrelativistic quantities will still be necessary.
From the full propagator, define the needed part Pµν as outlined above.
Pµν =
i
2
√
m2 + q2
Gµν(q(−))
q0 +
√
m2 + q2
+ i
gµ0gν0
m2
. (5.5.10)
This is just the propagator without the nonlocal terms.
All that is needed for the final result are the leading order terms, and those with one ad-
ditional power of momentum. So Eq ≈ m. q0 is the off-mass shell energy of the propagator,
but in this nonrelativistic scenario it will be close to m. So write q0 + Eq ≈ 2m+ [q0 −m]
and then use that [q0 −m] is small.
Pµν ≈ 1
2m
iGµν(q(−))
2m+ [q0 −m]
+ i
gµ0gν0
m2
≈
(
1− [q0 −m]
2m
)
iGµν(q(−))
4m2
+ i
gµ0gν0
m2
. (5.5.11)
Consider now Gµν(q(−)) = gµν − q(−)µq(−)ν
m2
. Using q(−)0 ≈ −m it follows that
G00 = (1− q
(−)0q(−)0
m2
≈ 0, (5.5.12)
G0i = Gi0 = −q
(−)0q(−)i
m2
≈ q
i
m
, (5.5.13)
Gij = δij − q
(−)iq(−)j
m2
≈ δij . (5.5.14)
So the different components of Pµν are, to the order needed,
P 00 =
i
m2
,
P 0i =P i0 = i
qi
4m3
,
P ij = −
(
1− q0 −m
2m
)
iδij
4m2
.
(5.5.15)
Vertex calculations
There are two tree diagrams, crossed and uncrossed. Each consists of a propagator and
two vertices contracted with external fields. In the previous section the propagator was
considered; the result is that it may simply be replaced by the above quantities Pµν to
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compare with the local vertices of NRQED. Now the part of the calculation involving the
vertices is considered.
Use V and V to represent the vertices of the uncrossed diagram, and U , U for the
crossed. These can be defined in terms of vertex diagrams, the external lines contracted
with polarisations.
Vλ =
ω(p)
ǫ(k)
(p+ k)λ V ρ =
ω†(p′)
ǫ(k′)
(p′ − k′)ρ
Uλ = (p+ k′)λ
ǫ(k′)
ǫ(p)
Uρ =
ω†(p′)
ǫ(k)
(p′ − k)ρ
With the above definitions it is clear that the point-like interactions, taken from the two
diagrams, will be
→ V ρP ρλ(p+ k)Vλ → UρP ρλ(p+ k′)Uλ
Only terms one past leading order are needed to fix the coefficient of the S ·E×A term
in NRQED. So tabulate the first two orders of each vertex for time and spatial components
separately.
The basic vertex inside Vλ is, with incoming particle momentum p
µ, incoming photon
momentum kα and outgoing (p+ k)λ:
ie[gµλ(2p+ k)α − gλα(p+ [g]k)µ − gαµ(p− [g − 1]k)λ]. (5.5.16)
Contracted with external charged particle and photon polarizations ωµ and εα(k) gives
Vλ = ie[ω
λ(2p+ k) · ε− ελ(p+ [g]k) · ω − ε · ω(p− [g − 1]k)λ]. (5.5.17)
The other three vertices can be obtained simply by substituting the appropriate mo-
menta and polarisations. For instance, the similar vertex for outgoing momentum (p+k)ρ =
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(p′ − k′)ρ, photon k′, and final momentum p′ is
V ρ = ie[ω
†ρ(2p′ − k′) · ε′ − ερ(p′ − [g]k′) · ω† − ε′ · ω†(p′ + [g − 1]k′)ρ]. (5.5.18)
So V ρ can be obtained by just substituting ω
† for ω, p′ for p, and −k′ for k. With this in
mind, only the calculation for Vλ need be explicitly performed, since all four have the same
form.
Calculation of Vλ
In calculating the two photon vertex, the gauge was chosen such that ε0 = 0. This will help
simplify the calculation. Also, only the first two orders are needed.
The leading order terms must have only the time-component of the charged particles
momentum: the on mass-shell p0 = p
′
0 ≈ m. Corrections to p0 do not enter at the necessary
level of approximation for the two photon diagrams.
The next to leading order terms have exactly one power of external momentum p or
photon momentum k, k′ or k0, k
′
0. Any term containing ω0 is of at least this order, since
ω0(p) ≈ ω·pm .
With these considerations, the vertex V can now be explicitly calculated, treating V0
and Vi separately.
The V0 term Consider first the time-component of V . It has three parts — label them
TN0 .
V0 = ie[ω
0(2p+ k) · ε︸ ︷︷ ︸
I
− ε0(p+ [g]k) · ω︸ ︷︷ ︸
II
− ε · ω(p− [g − 1]k)0︸ ︷︷ ︸
III
]. (5.5.19)
Up to some outer factor the first term is then ω0(2p+ k) · ε. Since ω0 = ω·pm this becomes
T I0 = ω
0(2p+ k) · ε = ω · p
m
(2p+ k) · ε = 2ω · p
m
p0ε0 +O(
p2
m
). (5.5.20)
The spatial component of ε only appears with an additional power of momentum and so is
too high order, and the ε0 term vanishes in the chosen gauge. So this term doesn’t actually
contribute at all to the result:
T I0 = ω
0(2p+ k) · ε ∼ O(p
2
m
). (5.5.21)
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The second term goes as −ε0(p + [g]k) · ω. Obviously with the choice of gauge this
doesn’t contribute either.
T II0 = 0. (5.5.22)
The final term here is −ε · ω(p− [g − 1]k)0 Expanding the dot product and again using
the choice of gauge,
T III0 = −ε ·ω(p− [g−1]k)0 ≈ −(ε0ω0− ε ·ω)(m− [g−1]k0) = (m− [g−1]k0)ε ·ω. (5.5.23)
That is the only contribution to the λ = 0 vertex, so the total is just
V0 = ie(m− [g − 1]k0)ε · ω. (5.5.24)
The Vi term Now look at the spatial component, which again has three parts which can
be labelled TNi .
Vi = ie[ω
i(2p+ k) · ε︸ ︷︷ ︸
I
− εi(p+ [g]k) · ω︸ ︷︷ ︸
II
− ε · ω(p− [g − 1]k)i︸ ︷︷ ︸
III
]. (5.5.25)
The first term is simply
T Ii = ω
i(2p+ k) · ε = ωi([2m+ k0]ε0 − [2p + k] · ε]), (5.5.26)
which after applying the gauge conditions becomes
T Ii = ω
i(2p+ k) · ε = −2(p · ε)ωi. (5.5.27)
For the second term −εi(p+ 2k) · ω, again use that p · ω = 0 so
T IIi = −εi(p+ [g]k) · ω ≈ gεik · ω. (5.5.28)
And in the third term −ε · ω(p − [g − 1]k)i, the ε0 term is of too high order (regardless of
the gauge), leaving
T IIIi = −ε · ω(p− [g − 1]k)i ≈ ε · ω(p− [g − 1]k)i. (5.5.29)
All three terms together give
Vi = ie
(
[g]k · ωεi − 2p · εωi + ε · ω[p− [g − 1]k]i
)
. (5.5.30)
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Tabulation of results So of course parallel calculations for the other vertices could be
done, as previously mentioned it is easier to note that they have the same general form. To
obtain V the recipe is that p → p′, k → −k′, ω → ω†. Similar considerations work for U ,
where the only difference is that because of the crossed lines, k and k′ are swapped.
If V is considered as a function of p, k and ω: Vµ(p, k, ω), then
V µ = Vµ(p
′,−k′, ω†),
Uµ = Vµ(p, k
′, ω),
Uµ = Vµ(p
′,−k, ω†).
Only the first two orders are needed, so for each type of vertex write X(1) to indicate a
leading order terms, and X(2) to indicate next to leading order terms.
The vertex V was explicitly calculated, the results are
V
(1)
0 = iemε · ω
V
(2)
0 = −ie[g − 1]k0ε · ω
V
(1)
i = 0
V
(2)
i = ie
(
[g]k · ωAi − 2p · εωi + ε · ω[p− [g − 1]k]i
)
V is obtained from V as explained above:
V
(1)
0 = iemε
′ · ω†
V
(2)
0 = ie[g − 1]k′0ε′ · ω†
V
(1)
i = 0
V
(2)
i = ie(−[g]k′ · ω†ε′
i − 2p′ · ε′ω†i + ε′ · ω†[p′ + [g − 1]k′]i)
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Using U to denote the vertices of the crossed diagram, the first is:
U
(1)
0 = iemε
′ · ω
U
(2)
0 = −ie[g − 1]k′0ε′ · ω
U
(1)
i = 0
U
(2)
i = ie
(
[g]k′ · ωε′i − 2p · ε′ωi + ε′ · ω[p− [g − 1]k′]i
)
And for the second:
U
(1)
0 = iemε · ω†
U
(2)
0 = ie[g − 1]k0ε · ω†
U
(1)
i = 0
U
(2)
i = ie(−[g]k · ω†εi − 2p′ · εω†
i
+ ε · ω†[p′ + [g − 1]k]i)
In addition to the vertices, the final result will involve the propagator terms which were,
as previously derived:
P 00 =
i
m2
P 0i = P i0 = i
qi
4m3
P ij = −
(
1− q0 −m
2m
)
iδij
4m2
Above, q = p+ k for the uncrossed diagrams, and q = p+ k′ for crossed. It turns out that
for this particular calculation, only P00 will contribute. And since at the needed order only
the pure contact term contributes, the momentum dependence of the propagator doesn’t
show up in the final result.
From the above pieces can be calculated the point-like terms which arise from the two-
vertex diagram. Including both crossed and uncrossed diagrams, the contact part that
arises is:
+ → V ρP ρλ(p+ k)Vλ + UρP ρλ(p+ k′)Uλ
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Two vertex contribution
Each piece has been calculated, it is now just a matter of putting it all together.
Leading order
The leading order term from uncrossed diagrams will be V
(1)
λ P
λρV
(1)
ρ , or
V
(1)
λ=0P
00V
(1)
0 + V
(1)
i P
ijV
(1)
j , = −e2m2ω† · ε′
i
m2
ε · ω + 0,
= −ie2(ω† · ε′)(ε · ω).
The leading order from the crossed diagrams is
U
(1)
0 P
00U
(1)
0 + U
(1)
i P
ijU
(1)
j , = −ie2(ω† · ε)(ε′ · ω).
So the total contribution is
− ie2(ω† · ε)(ε′ · ω)− ie2(ω† · ε′)(ε · ω). (5.5.31)
Contributions to E×A terms
The particular coefficient in the NRQED Lagrangian to check contains k0A(k).
Looking above, from the uncrossed diagrams only the second order terms V
(2)
0 will
contribute to this coefficient.
V
(1)
λ=0P
00V
(2)
ρ=0 + V
(1)
λ=2P
00V
(1)
ρ=0. (5.5.32)
So the uncrossed contribution is
−e2
(
[mε · ω] i
m2
[(g − 1)k′0ε′ · ω†]− [(g − 1)k0ε · ω]
i
m2
[mε′ · ω†]
)
= −ie2(g−1)k
′
0 − k0
m
[ε′ ·ω†][ε·ω].
(5.5.33)
The contribution from the crossed diagrams is
U
(1)
λ=0P
00U
(2)
ρ=0 + U
(1)
λ=2P
00U
(1)
ρ=0 = −e2
(
[mε′ · ω] i
m2
[(g − 1)k0ε · ω†]− [(g − 1)k′0ε′ · ω]
i
m2
[mε · ω†]
)
= −ie2(g − 1)k0 − k
′
0
m
[ε · ω†][ε′ · ω].
(5.5.34)
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So the total contribution is
− ie2(g − 1)k0 − k
′
0
m
(
[ε · ω†][ε′ · ω]− [ε′ · ω†][ε · ω]
)
. (5.5.35)
This can put this in the form of a matrix element using the previously derived identity
(W† · v)(u ·W) = W †a [u · vδab − (Sac · u)(Scb · v)]Wb
Understanding that the wave functions ω are contracted only with the spin structure,
the result can be written
−i(g − 1)e2k0 − k
′
0
m
ω†
(
ε′ · ε− (S · ε′)(S · ε)− ε · ε′ + S · εS · ε′
)
ω,
which after simplification is
Mtrees = −ie2(g−1)
k0 − k′0
m
ω†
(
[S · ε,S · ε′]
)
ω = e2(g−1)k0 − k
′
0
m
ω†
(
S · ε× ε′
)
ω. (5.5.36)
Sum of two-photon vertex and two-vertex tree diagrams
Now the scattering amplitude, less terms of nonlocal origin, can be written to the needed
order. (One power of pm past leading order.)
First consider just the leading order terms. The contribution from the fundamental
two-photon vertex is:
−2ie2ω† · ωε′ · ε+ ie2(ω† · ε)(ε′ · ω) + ie2(ω† · ε′)(ε · ω).
The contribution from leading order contact terms of the two-vertex diagrams is
−ie2(ω† · ε)(ε′ · ω)− ie2(ω† · ε′)(ε · ω).
The sum of leading order contributions to the scattering is then just
−2ie2ω† · ωε′ · ε,
which in terms of the spinors φ would be
−ie
2
m
φ†(ε · ε′)φ.
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Then consider terms which implicitly will fix those parts of the NRQED Lagrangian
involving E × A. The fundamental vertex contains no terms corresponding to E, so the
only term is from the two-vertex diagrams,
e2(g − 1)k0 − k
′
0
m
ω†
(
S · ε× ε′
)
ω,
which in terms of φ is just
e2
2m2
(g − 1)(k0 − k′0)φ†
(
S · ε× ε′
)
φ.
5.6 Determination of NRQED coefficients
Comparison with relativistic result (one photon)
Having calculated the same process in both the relativistic theory and in our NRQED
effective theory, the two amplitudes can be compared, and the coefficients fixed.
The NRQED amplitude for scattering off an external field is
iM = ieφ†
(
−A0 +
A · p
m
− (A · p)p
2
2m3
+ cF
S ·B
2m
+ cD
(∂iEi)
8m2
+ cQ
Qij(∂iEj)
8m2
+c1S
E× p
4m2
− (cW1 − cW2)
(S ·B)p2
4m3
− cp′p
(S · p)(B · p)
4m3
)
φ,
while the relativistic amplitude was
iMREL = −ieφ†
(
A0 −
p ·A
m
+
p ·Ap2
2m3
− g − 1
2m3
{∇ ·E− S · p×E− SiSj∇iEj}
−g 1
2m
S ·B + S ·B p
2
2m3
+
g − 2
4m3
(S · p)(B · p)
)
φ.
(5.6.1)
The term ∇ · E − SiSj∇iEj should be rewritten using the quadrupole moment tensor
Qij =
1
2(SiSj + SjSi − 23S2).
Remember that ∇iEj is actually symmetric under exchange of i and j. Then
SiSj∇iEj =
1
2
(SiSj + SjSi) = (Qij +
1
3
S2δij)∇iEj
= Qij∇iEj +
2
3
∇ ·E.
(5.6.2)
Written using this identity, the relativistic amplitude is
iMREL = −ieφ†
(
A0 −
p ·A
m
+
p ·Ap2
2m3
− g − 1
2m3
{1
3
∇ ·E− S · p×E−Qij∇iEj}
−g 1
2m
S ·B + S ·B p
2
2m3
+
g − 2
4m3
(S · p)(B · p)
)
φ.
(5.6.3)
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Comparing the two, the coefficients are:
cF = g
cD =
4(g − 1)
3
cQ = −4(g − 1)
c1S = 2(g − 1)
(cW1 − cW2) = 2
cp′p = (g − 2)
Comparison with relativistic result (two photon)
From the relativistic theory, the local contributions to Compton scattering were calculated.
iMREL =
e2
2m2
(g − 1)(k0 − k′0)φ†
(
S · ε× ε′
)
φ.
So comparing the two results, we can fix the coefficient.
c2s = 2(g − 1)
Final Lagrangian
Now we can write down what the NRQED Lagrangian looks like (for constant B.)
LNRQED = Ψ†{i(∂0 + ieA0) +
D2
2m
+
D4
8m3
+ eg
S ·B
2m
+ e(g − 1)(∂iEi)
6m2
− e(g − 1)Qij(∂iEj)
2m2
+(g − 1) ieS · (D×E−E×D)
4m2
− e (S ·B)p
2
2m3
+ (g − 2)e(S ·D)(B ·D)
4m3
}Ψ.
Hamiltonian
If we write the Hamiltonian instead (using D = i(p− eA))
HNRQED = Ψ†
{ (p− eA)2
2m
− (p− eA)
4
8m3
+ eA0 − eg
S ·B
2m
− e(g − 1)(∂iEi)
6m2
+e(g − 1)Qij(∂iEj)
2m2
+ (g − 1)eS · (p×E−E× p)
4m2
− (g − 1)e
2S ·A×E
2m2
+e
(S ·B)p2
2m3
+ (g − 2)e(S · p)(B · p)
4m3
}
Ψ.
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Chapter 6
Arbitrary spin: Derivation of
nonrelativistic Hamiltonian
Above, two particular relativistic theories have been considered: those sectors of QED in-
volving spin half and spin one particles. A nonrelativistic theory for each was derived in
two ways, each starting from the relativistic Lagrangian; once by solving the equations of
motion, the other by comparing scattering amplitudes so as to determine NRQED coeffi-
cients.
Although the two nonrelativistic Lagrangians do differ, it turns out that all terms con-
tributing to the bound g-factor coincide, at least at the second order in α2. This offers the
hope that this remains true for all charged particles, no matter their spin.
The obvious obstacle is that in the previous chapters a specific, known relativistic La-
grangian was the starting point. However, a key point is that, in the NRQED approach,
only the one-photon vertex for the charged particle was necessary to fix all relevant NRQED
coefficients. If this holds true for the case of general spin, then only that portion of a rela-
tivistic Lagrangian representing the one photon interaction need be considered. And there
are enough constraints on this interaction to render the problem quite tractable.
First, the form of the nonrelativistic Lagrangian and fields will be constructed for general
spin. Then the relativistic fields will be treated similarly. Finally, by considering physical
results from both theories, the coefficients will be fixed for the general spin Lagrangian.
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6.1 The nonrelativistic Lagrangian
Spinors for nonrelativistic theory
The first question is how to represent the fields in a nonrelativistic theory. A single particle
of spin s has 2s + 1 degrees of freedom. A regular spinor of rank 2s has the correct
transformation properties under rotation, and by considering only such spinors which are
symmetric in all indices, the necessary number of degrees of freedom is obtained.
Building the NRQED Lagrangian
Previously, NRQED Lagrangians were developed for spin half and spin one. They included
all the terms that could arise at the required order for such theories. As discussed in
developing the Lagrangian for spin one, new terms will arise because the increasing degrees
of spin freedom allow a larger set of spin operators. So to describe the NRQED Lagrangian
for general spin, a complete description of spin space operators are needed.
Properties of spin operators
In formulating NRQED for general spin particles, we need to consider all the possible
operators might show up in the Lagrangian. The state-space of a spin-s particle is the
direct product of its spin-state and all the other state information. Because the spaces are
orthogonal, we can treat separately operators in the two spaces. The operators and fields
which exist in position space are the same for a particle of any spin, but unsurpsingly the
operators allowed in spin space do depend upon the spin of the particle. As the spin of the
particle is increased, and thus its spin degrees of freedom rise, there are more ways to mix
these components, and thus a greater number of spin operators to consider.
For a particular representation, we can always write a bilinear as the spin operators and
other operators acting between two spinors:
Ψ†OSOXΨ (6.1.1)
The two types of operators will always commute, since they act on orthogonal spaces,
so it doesn’t matter what order they’re written in. All such bilinears must be Galilean
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invariant, but individual operators might not be. The non-spin operators we consider, such
as D, B or contractions with the tensor εijk are already all written as 3-vectors or (in
combination) as higher rank tensors. Therefore, it will be most convenient to write spin-
operators with well defined properties under Galilean transformations. In that way, writing
Galilean-invariant combinations of the two types of operators is done just by contracting
indices.
Even though the number of spin operators does depend upon the spin of the particle,
it is still possible to proceed in such a way that the same notation may be used no matter
the spin. There are a few requirements:
• We write all high spin operators in terms of combinations of Si, since these have
universal properties regardless of the representation they are written in.
• If an operator exists and is non-zero in the representation of spin-s, it also exists in
spin-s+ 1
• All operators introduced to account for the additional degrees of freedom in higher
spin representations vanish when written in a lower spin theory. (As an example of
the last point, the operator SiSj + SjSi − δijS2 is needed to account for the degrees
of freedom in a spin-1 theory, but vanishes in spin-1/2.)
If these requirements are met a consistent spin-agnostic notation can be adopted. Now we
attempt to construct operators that meet these conditions.
The spinors Ψ are written with 2s+1 independent components. The spin operators will
be isomorphic to matrices acting on these components, which for a spin-s particle would be
(2s+1)×(2s+1) matrices. The combined operator OSOX must be Hermitian, but without
loss of generality we can require any OS , OX to be Hermitian separately. So there is the
additional constraint that these matrices be Hermitian, and this means a total of (2s+ 1)2
degrees of freedom.
For spin-0 there is only one component to the spinor, so the only possible operator is
equivalent to the identity.
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For spin-1/2 we have, in addition to the identity, the spin matrices si =
1
2σi. This is a
set of four independent matrices, and since the space has (2s+ 1)2 = 4 degrees of freedom,
exactly spans the space of all spin-operators. If we try to construct terms which are bilinear
in spin matrices, they just reduce through the identity σiσj = δij + εijkσk, which we can
already construct through combinations of the four operators we already have. Since those
four operators form a basis for the space, independent bilinears were forbidden even without
an explicit form for the equation.
What about spin-1? We need 9 independent operators to span the space. All the
operators that exist in spin-1/2 will work here as well, though the spin matrices will have
a different representation. That leaves 5 operators to construct. It is natural to try to
construct these from bilinear combinations of spin matrices. Naively SiSj would itself be 9
independent structures, but clearly some of these are expressible in terms of the lower order
operators. (By the order of a spin operator we mean its greatest degree in Si )
Regardless of their representation, the spin operators always fulfill certain identities
based on their Lie group. Namely
SiSjδij ∼ I, [Si, Sj ] = εijkSk (6.1.2)
and it is these identities which allow certain combinations of SiSj to be related to lower
order operators.
If instead of general spin bilinears we consider only combinations which are
• Symmetric in i, j
• Traceless
then such a structure will be independent of the set of operators {I, S1, S2, S3}. Because
it is symmetric no combination may be related using the commutator, and because it is
traceless there is no combination that reduces due to the other identity.
This conditions form a set of 4 constraints, so from the original 9 degrees of freedom
possessed by combinations of SiSj are left only 5. Together with the 4 lower order operators
this is exactly enough to span the space.
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We can explicitly write this symmetric, traceless structure as
SiSj + SjSi −
2
3
δijS
2 (6.1.3)
Having explored how the procedure works for spin-1, move on to consider the general
spin case. The idea is to proceed inductively using the same rough attack as for the case
of spin-1. In addition to all the “lower order” operators which were used for lower spin
representations introduce new operators which are of higher degree in the spin matrices
and guaranteed to be independent of the lower spin operators.
So suppose that for a spin-s − 1 particle we have a set of operators written as S̄0, S̄1
. . . S̄(s−1), where a structure S̄n carries n Galilean indices and is symmetric and traceless
between any pair of indices, that is:
S̄n..i..j.. = S̄
n
..j..i.., δijS̄
n
..i..j.. = 0 (6.1.4)
(From above, S̄0 = I, S̄1i = Si, and S̄
2 = SiSj + SjSi − 23δijS2.)
The objects S̄n are built as follows: start with all combinations involving the product
of exactly n spin matrices. (There are 3n such structures.) Form them into combinations
which are symmetric in all indices. Each index has three possible values, so we can label
each structure by how many indices are equal to 1 and 2. If a is the number of indices equal
to 1, and b the number of indices equal to 2, then for a given a there are n+ 1− a possible
choices for b. The total number of symmetric structures is then
n∑
a=0
(n− a+ 1) = 1
2
(n+ 1)(n+ 2) (6.1.5)
We want to apply the additional constraint that the S̄n be traceless in all indices. This
will involve subtracting all the lower order structures which result when the trace of the
completely symmetric combinations is taken.
It introduces an additional constraint on S
n
for each pair of indices, and there are
n(n− 1)/2 distinct pairs of indices. The total degrees of freedom left are
1
2
(n+ 1)(n+ 2)− 1
2
n(n− 1) = 1
2
(
n2 + 3n+ 2− n2 + n
)
= 2n+ 1 (6.1.6)
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In combination with the lower order spin operators, this is exactly the number of inde-
pendent operators we need to span the space. Combined with the lower order operators this
is a complete basis, so we know we haven’t missed any terms. Because they are constructed
to be independent from all the lower order operators, it must necessarily be true that they
will vanish in lower spin representations.
Using this notation we can write down terms in the Lagrangian that are valid for particles
of any spin. By writing all spin operators in terms of Si they are representation agnostic,
and by construction they will vanish for low spin particles where they do not “fit”.
New terms arising at higher spin
With the general set of spin operators in hand, what new terms can occur in the Lagrangian
involving them? Although a large number of such operators exist for high spin, only a small
number need be considered for the NRQED Lagrangian. That is because only position space
operators up to a certain order are considered.
The different combinations of position space operators were catalogued in describing
the spin half Lagrangian. The first new spin structure to consider is Sijk, which has three
indices. The only allowed set of position space operators that can be contracted with this
operator is B,D,D. Considering Hermitian combinations, two new terms can arise:
cT1
eSijkDiBjDk
8m3
+ cT2
eSijk(DiDjBk +BiDjDi)
8m2
. (6.1.7)
Only one combination of position space operators existed at the needed order, DiDjDkD`.
This cannot be coupled to Sijk` because it would spoil the kinetic term. So the only new
terms are those in (6.1.7). Adding these to the Lagrangian (5.1.2) found for spin one, the
result is
LNRQED =ψ†
{
iD0 +
D2
2m
+
D4
8m2
+ cF
e
m
S ·B + cD
e(D ·E−E ·D)
8m2
+ cQ
eQij(DiEj − EiDj)
8m2
+ cS
ieS · (D×E−E×D)
8m2
+ cW1
eD2S ·B + S ·BD2
8m3
− cW2
eDi(S ·B)Di
4m3
+ cp′p
e[(S ·D)(B ·D) + (B ·D)(S ·D)]
8m3
+ cT1
eS̄ijk(DiDjBk +BkDjDi)
8m3
+ cT2
eS̄ijkDiBjDk
8m3
}
ψ.
(6.1.8)
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Scattering off an external field in NRQED
To calculate scattering off an external field, that part of the Lagrangian involving only a
single power of A is needed. The terms which arise for spin greater than one are the only
modifications from (5.1.7)
LA =ψ†(−eA0 − ie
{∇i, Ai}
2m
− ie{∇
2, {∇i, Ai}}
8m3
+ cF e
S ·B
2m
+ cD
e(∇ ·E−E ·∇)
8m2
+ cQ
eQij(∇iEj − Ei∇j)
8m2
+ c1S
ieS · (∇×E−E×∇)
8m2
+ cW1
e[∇2(S ·B) + (S ·B)∇2]
8m3
− cW2
e∇i(S ·B)∇i
4m3
+ cp′p
e[(S ·∇)(B ·∇) + (B ·∇)(S ·∇)
8m3
+ cT1
eS̄ijk(DiDjBk +BkDjDi)
8m3
+ cT2
eS̄ijkDiBjDk
8m3
)
ψ.
(6.1.9)
The calculation of the scattering amplitude goes just as before, with a couple of extra
terms. The result is
iMNR = ieφ
†
S
(
−A0 +
A · p
m
− (A · p)p
2
2m3
+ cF
S ·B
2m
+ cD
(∂iEi)
8m2
+ cQ
Qij(∂iEj)
8m2
+ c1S
E× p
4m2
−(cW1 − cW2)
(S ·B)p2
4m3
− cp′p
(S · p)(B · p)
4m3
+ (cT1 + cT2)
eS̄ijkDiBjDk
8m3
)
φS .
(6.1.10)
6.2 Relativistic theory for general spin particles
Relativistic bispinors
To work out a relativistic theory that describes particles of arbitrary spin, the first step will
be to consider how the fields should be represented. The tactic here will be to represent
the spin state by an object that looks like a generalization of the Dirac bispinor.
It is easiest to start with the chiral basis, where the upper and lower components of the
bispinor are objects of opposite helicity, each transforming as an object of spin s.
To that end define an object
Ψ =
1√
2
ξ
η
 , (6.2.1)
the components of which will have the desired properties. Each component should transform
as a particle of spin s, but with opposite helicity. Under reflection the upper and lower
components transform into each other.
112
Spinors which are separately symmetric in dotted and undotted indices are representa-
tions of the proper Lorentz group. If ξ is an object with p undotted and q dotted indices
ξ = {ξα1...αp
β̇1...β̇q
}, (6.2.2)
then this can be a representation of a particle of spin s = (p+ q)/2.
There is some free choice in how to partition the dotted/undotted indices — the same
scheme won’t work for all spin as long as both types of indices are present. However,
separately consistent choices can be made for integral and half-integral spin. For integral
spin let p = q = s, while for the half-integral case choose p = s+ 12 , q = s− 12 .
ξ and η should transform as objects of opposite helicity. Under reflection they will
transform into each other. So the choices made for ξ then dictate that
η = {ηβ1...βqα̇1...α̇p}. (6.2.3)
In the rest frame of the particle, there is no helicity. Both objects will have clearly
defined and identical properties under rotation. The rest frame spinors are equivalent to
rank 2s nonrelativistic spinors. So the bispinor in the rest frame looks like
Ψ =
1√
2
ξ0
ξ0
 , (6.2.4)
where
ξ0 = {(ξ0)α1...αpβ1...βq}, (6.2.5)
and is symmetric in all indices.
We can obtain the spinors in an arbitrary frame by boosting from the rest frame. The
upper and lower components we have defined to have opposite helicity, and so will act in
opposite ways under boost by some rapidity φ:
ξ = exp
(
Σ · φ
2
)
ξ0, η = exp
(
−Σ · φ
2
)
ξ0. (6.2.6)
What form should the operator Σ have? Under an infinitesimal boost by a rapidity φ,
a spinor with a single undotted index is transformed as
ξα → ξ′α =
(
δαβ +
φ · σαβ
2
)
ξβ,
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while one with a dotted index will transform as
ξα̇ → ξ′α̇ =
(
δα̇β̇ −
φ · σα̇β̇
2
)
ξβ̇.
The infinitesimal transformation of a higher spin object with the first p indices undotted
and the last q dotted would then be
ξ → ξ′ =
1 + p∑
a=0
σa · φ
2
−
p+q∑
a=p+1
σa · φ
2
 ξ,
where a denotes which spinor index of ξ is operated on.
So if Σ is defined as
Σ =
p∑
a=0
σa −
p+q∑
a=p+1
σa, (6.2.7)
then the infinitesimal transformations would be
ξ → ξ′ =
(
1 +
Σ · φ
2
)
ξ,
η → η′ =
(
1− Σ · φ
2
)
η.
That is satisfied if the exact transformations are
ξ → ξ′ = exp
(
Σ · φ
2
)
ξ,
η → η′ = exp
(
−Σ · φ
2
)
η.
So the bispinor of some particle boosted by φ from rest will be
Ψ =
1√
2
 exp
(
Σ·φ
2
)
ξ0
exp
(
−Σ·φ
2
)
ξ0
 . (6.2.8)
The helical basis was a sensible one in which to examine the transformation properties
of the bispinors. But in descending to the nonrelativistic theory, a basis that separates the
particle and antiparticle parts of the field will be more convenient. If the upper component
is supposed to be the particle, then in the rest frame the lower component will vanish, and
for low momentum will be small compared to the upper component.
Define the new bispinor as
Ψ′ =
φ
χ
 .
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The components of this bispinor are, in terms of the old components ξ and η
φ =
1√
2
(ξ + η),
χ =
1√
2
(η − ξ).
And Ψ′ can obtained by a unitary transformation:
Ψ′ =
1√
2
 1 1
−1 1
Ψ.
In terms of the original rest frame spinors, the components of Ψ′ are
φ = cosh
(
Σ · φ
2
)
ξ0, (6.2.9)
χ = sinh
(
Σ · φ
2
)
ξ0. (6.2.10)
Properties of Σ matrices
The matrices Σi act on wave functions with p+ q indices. If we treat the two sets of indices
as two separate spaces, with spins p2 ,
q
2 respectively, we can write it as the sum of those
spaces spin operators: Σi = 2(S
P
i − SQi ). We can then write the total spin operator as
SIi = S
P
i + S
Q
i . (The case of spin one-half is degenerate: Σi = 2Si = σi.)
Because the two spaces are orthogonal, [SPi , S
Q
j ] = 0. Using that and the above defini-
tions, the algebra of these matrices is found.
[SIi ,Σj ] = iεijkΣk (6.2.11)
[Σi,Σj ] = 4iεijkS
I
k (6.2.12)
Wave functions of definite spin are also eigenfunctions of Σ2 and Σ · SI . This can be
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shown by calculating various scalar quantities:
SP
2
=
p
2
(
p
2
+ 1)
SQ
2
=
q
2
(
q
2
+ 1)
(SI)2 =
p+ q
2
(
p+ q
2
+ 1)
=
p
2
(
p
2
+ 1) +
q
2
(
q
2
+ 1) + 2
pq
4
= SP
2
+ 2
pq
4
+ SQ
2
SP · SQ = pq
4
Σ2 = 4(SP − SQ)2
= 4(SP
2
+ SQ
2 − 2SP · SQ)
= 4
(p
2
(
p
2
+ 1) +
q
2
(
q
2
+ 1)− pq
2
)
= p2 + q2 − 2pq + 2(p+ q)
= (p− q)2 + 2(p+ q)
Σ · S = 2(SP − SQ) · (SP + SQ)
= 2(SP )2 − 2(SQ)2
=
1
2
(p2 − q2 + p− q)
Expressing these in terms of I = p+q2 and ∆ = p− q we can write
S2 = I(I + 1) (6.2.13)
Σ2 = 4I + ∆ (6.2.14)
Σ · S = ∆
2
(2I + 1) (6.2.15)
It will eventually be necessary to take the matrix element of terms containing ΣiΣj in
the nonrelativistic theory. These must be expressible in terms of the spin operator’s matrix
element, because that operator spans that space. Considering the traceless and symmetric
structure, it must be proportional to the similar structure composed of spin matrices.〈
ΣiΣj + ΣjΣi −
2
3
δijΣ
2
〉
= λ
〈{
IiIj + IjIi −
2
3
δijI
2
}〉
(6.2.16)
To determine the constant λ, consider the zz component of the tensor structure acting
on a wave function with all spin projected in the z direction. Then I3 → p+q2 = I, and
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Σ3 → p− q = ∆, giving
2∆2 − 2
3
(4I + ∆) = λ
{
2I2 − 2
3
(I2 + I)
}
= λ
2
3
I(2I − 1)
For integer spin ∆ = 0, giving
−8
3
I = λ1
2
3
I(2I − 1)
λ1 = −
4
2I − 1
For half spin we have ∆ = 1
4
3
(1− 2I) = λ 1
2
2
3
I(2I − 1)
λ 1
2
= − 4
2I
Bilinears in the relativistic theory
Recall that in the case of spin one-half it was possible to catalogue a complete set of field
bilinears with definite Lorentz transformation properties. The structure of the electron
vertex was necessarily expressible in terms of those bilinears. These bilinears were built out
of the 4× 4 γµ matrices, which were themselves built out of 2× 2 σ matrices.
What is the generalisation of these bilinears for the case of general spin? The fields have
been written as bispinors, with upper and lower components spinors with transformation
properties defined above. Whereas in the case of spin one-half {I, σi} formed a basis for
operators acting on these spinors, here more complicated quantities built out of S and Σ
are allowed.
It is still possible to write down a set of bilinears with definite transformation properties.
The greater the spin (and thus the degrees of freedom of the spinors) the larger their number
and rank. However, for the purposes of constructing the electromagnetic current and then
calculating its nonrelativistic limit, only bilinears of up to rank 2 tensors need be considered.
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In the appendix A.1 the transformations of various bilinears are worked out. There are
two necessary for constructing the electromagnetic current; the simple scalar Ψ̄Ψ and the
antisymmetric tensor Ψ̄ΣµνΨ.
The tensor structure is defined by
Σij = −2iεijk
Sk 0
0 Sk
 (6.2.17)
Σ0i =
 0 Σi
Σi 0
 (6.2.18)
For the case of spin one-half, where 2Si = Σi = σi, this reduces to the familiar anti-
symmetric tensor σµν = [Γµ,Γν ].
Electromagnetic Interaction
Knowing how the fields themselves behave, what form might the electromagnetic interaction
take? In general, it can be written
M = eAµj
µ
where jµ is the electromagnetic current.
The electromagnetic current must be built out of the particle’s momenta and bilinears
of the charged particle fields in such a way that they have the correct Lorentz properties.
It must also obey current conservation: the equation qµj
µ = 0 must hold.
As higher spins are considered, higher order bilinears will appear. But the electromag-
netic current must ultimately be related to the physically relevant vectors of the problem:
the momentum and the spin four-vectors. This means that only two independent terms will
enter.
And on such physical grounds, there will necessarily be some relation (like the Gordon
identity in the case of spin one-half) that relates any seemingly independent vector-like
term to the two appearing in the electromagnetic current.
So if we can come up with two terms that transform as Lorentz vectors, that will be
sufficient to capture the essence of the current. One such is a scalar bilinear coupled with a
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single power of external momenta. In order to fulfill the current conservation requirement,
the exact combination will be
pµ + p′µ
2m
Ψ̄†Ψ
This obeys current conservation because q = p′ − p, and (p+ p′) · (p′ − p) = p2 − p′2 = 0
The other type of term will be a tensor term contracted with a power of momenta. To
fulfill current conservation, the tensor must be antisymmetric, and contracted with q:
qν
2m
Ψ̄†ΣµνΨ
So the most general current would look like
jµ = Fe
pµ + p′µ
2m
Ψ̄†Ψ + Fm
qν
2m
Ψ̄†ΣµνΨ (6.2.19)
The form factors might have quite complicated dependence on q, but these corrections will
be too small. They will be suppressed beyond the order of the calculation. At leading order
Fe will just be the electric charge of the particle in question, and Fm will, as will be seen
after calculating the nonrelativistic limit, be related to the particle’s g-factor. So to the
order needed, the current can be written
jµ = e
pµ + p′µ
2m
Ψ̄†Ψ + eg
qν
2m
Ψ̄†ΣµνΨ (6.2.20)
This captures the essence of the interaction between a charged particle of general-spin
and a single photon.
6.3 Comparison of scattering amplitudes
Connection between the spinors of the two theories
Having sufficient knowledge of the relativistic theory, the approach of NRQED can be
applied. In NRQED, the amplitude for scattering off an external field has been calculated.
To compare the same process in this relativistic theory, first a way to write the nonrelativistic
spinors in terms of the relativistic ones is needed.
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In the rest frame, there are two independent bispinors which represent particle and
antiparticle states. The particle state is represented by
Ψ =
ξ0
0
 (6.3.1)
the antiparticle by
Ψ =
 0
ξ0
 (6.3.2)
However, when considering a particle with non-zero momentum it is not the case that
the upper component of the bispinor can be directly associated with the Schrodinger like
wave-function of the particle — probability would not be properly conserved, for there is
some mixing with the lower component, and thus a nonzero chance of the particle being in
such a state.
To obtain a relation between ξ0 and the Schrodinger amplitude φs, consider the current
density at zero momentum transfer. For φS it will be j0 = φ
†
SφS . For the relativistic theory,
as calculated above:
j0 = Fe
p0 + p′0
2m
Ψ̄†Ψ + Fm
qν
2m
Ψ̄†T 0νΨ (6.3.3)
At q = 0 the expression simplifies
j0(q = 0) = Fe
p0
m
Ψ̄†Ψ = Fe
p0
m
(φ†φ− χ†χ) (6.3.4)
φ and χ are both related to the rest frame spinor ξ0. In such terms, j
0 is given by
j0 = Fe
p0
m
ξ†0
{
cosh2(
Σ · φ
2
)− sinh2(Σ · φ
2
)
}
ξ0 = Fe
p0
m
ξ†0ξ0 (6.3.5)
where the last equality follows from the hyperbolic trig identity.
Demanding that the two current densities be equal to each other, the result is that
p0
m
ξ†0ξ0 = φ
†
sφs (6.3.6)
As throughout the calculation, only corrections of order 1/m2 are needed. So appoximating(
1 +
p2
2m
)
ξ†0ξ0 = φ
†
sφs (6.3.7)
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This will hold to the necessary order if
ξ0 =
(
1− p
2
4m
)
φs (6.3.8)
That relates the the Schrodinger like wave functions to the quantities ξ0. To write the
relativistic bispinors in terms of φS , approximations for cosh(
Σ·φ
2 ) and sinh(
Σ·φ
2 ) are also
needed. The rapidity is needed only to the leading order: φ ≈ v ≈ pm .
cosh(
Σ · φ
2
) ≈ 1 + 1
2
(
Σ · p
2m
)2
(6.3.9)
sinh(
Σ · φ
2
) ≈ Σ · p
2m
(6.3.10)
Using this, the two bispinor components are
φ ≈
(
1 +
[
1
2
Σ · p
2m
]2)
ξ0
≈
(
1 +
(Σ · p)2
8m2
− p
2
4m
)
φS (6.3.11)
χ ≈ Σ · p
2m
ξ0
≈ Σ · p
2m
φS (6.3.12)
Bilinears in terms of nonrelativistic theory
The next step is to express the relativistic bilinears, built out of the bispinors Ψ, in terms
of the Schrodinger like wave functions.
Above the bispinors were written terms of φs, so those identities can be used to express
the bilinears in the same manner.
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Scalar bilinear
Calculating the scalar bilinear is just straightforward substitution and expansion. To express
the commutator of Σ operators, the identity (6.2.12) is needed.
Ψ̄†(p′)Ψ(p) = φ†φ− χ†χ
= φ†s
[
1 +
(Σ · p′)2
8m2
− p
′2
4m2
] [
1 +
(Σ · p)2
8m2
− p
2
4m2
]
φs − φ†s
[
(Σ · p′)(Σ · p)
4m2
]
φs
= φ†s
(
1− p
2 + p′
2
4m2
+
1
8m2
{
(Σ · p′)2 + (Σ · p)2 − 2(Σ · p′)(Σ · p)
})
φs
= φ†s
(
1− p
2 + p′
2
4m2
+
1
8m2
{
[Σ · p,Σ · q] + (Σ · q)2
})
φs
= φ†s
(
1− p
2 + p′
2
4m2
+
1
8m2
{
[4iεijkpiqjSk + (Σ · q)2
})
φs
Tensor ij component
In calculating the nonrelativistic limit of the antisymmetric tensor bilinear, the 0i and the
ij components will be treated separately. First consider Ψ̄ΣijΨ. The value of Σij itself was
written in (6.2.17)
Ψ̄ΣijΨ = Ψ̄(−2εijkSk)Ψ
= −2iεijk(φ†Skφ− χ†Skχ)
= −2iεijk
(
φ†S
[
1 +
(Σ · p′)2
8m2
−
p′2
4m2
]
Sk
[
1 +
(Σ · p)2
8m2
−
p2
4m2
]
φS − φ†S
(Σ · p′)Sk(Σ · p)
4m2
φS
)
= −2iεijkφ†S
Sk
(
1−
p2 + p′2
4m2
)
+
1
8m2
[
(Σ · p′)2Sk + Sk(Σ · p)2 − 2(Σ · p′)Sk(Σ · p)
]
︸ ︷︷ ︸
Tk
φS
Call the term in square brackets Tk. It should be written explicitly in terms of p and q.
Tk = (Σ · p)2Sk + Sk(Σ · p)− 2(Σ · p)Sk(Σ · p) + {(Σ · p)(Σ · q)
+(Σ · q)(Σ · p)}Sk − 2(Σ · q)Sk(Σ · p) + (Σ · q)2Sk
Many of these terms may be expressed as commutators, and then these commutators
simplified.
Tk = Σ · p[Σ · p, Sk] + [Sk,Σ · p]Σ · p + 2Σ · q[Σ · p, Sk]− [Σ · q, Sk]Σ · p + (Σ · q)2Sk
= iεijkpj{(Σ · p)Σi − Σi(Σ · p)}+ 2iεijk{(Σ · q)Σipj − Σi(Σ · p)qj)}+ (Σ · q)2Sk
= iεijkpj [(Σ · p),Σi] + 2iεijk{(Σ · q)Σipj − Σi(Σ · p)qj)}+ (Σ · q)2Sk
= 4(p2Sk − (S · p)pk) + 2iεijk{(Σ · q)Σipj − Σi(Σ · p)qj)}+ (Σ · q)2Sk
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Thus the whole bilinear is
Ψ̄ΣijΨ = −2iεijkφ†S
{
Sk
(
1− p
2 + p′2
4m2
)
+
1
8m2
[
4(p2Sk − (S · p)pk)
+2iε`mk{(Σ · q)Σ`pm − Σ`(Σ · p)qm)}+ (Σ · q)2Sk
]}
φS
(6.3.13)
Tensor Σ0i component
Now calculate the 0i component, Ψ̄Σ0iΨ.
Ψ̄Σ0iΨ = Ψ̄
 0 Σi
Σi 0
Ψ (6.3.14)
= φ†Σiχ− χ†Σiφ (6.3.15)
Because this tensor structure is coupled to qi/m, φ and χ are needed only to first order
here.
Ψ̄Σ0iΨ = φ
†
S
(
ΣiΣjpj − ΣjΣip′j
2m
)
φS (6.3.16)
Using p′ = p + q the terms involving only p can be simplified using the commutator of Σ
matrices.
Ψ̄Σ0iΨ = φ
†
S
(
4iεijkpjSk − ΣjΣiqj
2m
)
φS (6.3.17)
Current in terms of nonrelativistic wave functions
The four-current (6.2.19) was derived above; in Galilean form it is
j0 = Fe
p0 + p
′
0
2m
Ψ̄†Ψ− Fm
qj
2m
Ψ̄†Σ0jΨ (6.3.18)
ji = Fe
pi + p
′
i
2m
Ψ̄†Ψ− Fm
qj
2m
Ψ̄†ΣijΨ + Fm
q0
2m
Ψ̄†Σi0Ψ (6.3.19)
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Expressions for the bilinears in terms of the nonrelativistic wave functions φS have been
calculated, so it is fairly straight forward to apply them here. The calculation of j0 goes:
Fe
p0 + p
′
0
2m
Ψ̄†Ψ = Fe
(
1 +
p2 + p′
2
4m2
)
φ†S
(
1− p
2 + p′
2
4m2
+
1
8m2
{
4iεijkpiqjSk + (Σ · q)2
})
φS
≈ Feφ†S
(
1 +
1
8m2
{
4iS · p× q + (Σ · q)2
})
φS
Fm
qj
2m
Ψ̄†Σ0jΨ = Fm
qi
2m
φ†S
(
4iεijkpjSk − ΣjΣiqj
2m
)
φS
= Fmφ
†
S
(
4iS · q× p− (Σ · q)2
4m2
)
φS
It turns out that both terms here have the same form, so combining them,
j0 = φ
†
S
(
Fe +
Fe + 2Fm
8m2
{
4iS · p× q + (Σ · q)2
})
φS (6.3.20)
To calculate ji it helps to first simplify things by considering the constraints of this
particular problem. The term with Σij can be simplified by dropping terms with more
than one power of q; these will turn into derivatives of the magnetic field, and this problem
concerns only a constant field. Further, only elastic scattering is considered, and so q0 = 0.
With those simplifications
Ψ̄ΣijΨ ≈ −2iεijkφ†S
{
Sk
(
1− p
2 + p′2
4m2
)
+
p2Sk − (S · p)pk
2m2
}
φS (6.3.21)
Fe
pi + p
′
i
2m
Ψ̄†Ψ = Fe
pi + p
′
i
2m
φ†S
(
1− p
2 + p′2
4m2
+
1
8m2
{
4iε`jkp`qjSk + (Σ · q)2
})
φS
≈ Fe
pi + p
′
i
2m
φ†S
(
1 +
1
8m2
{4iε`jkp`qjSk}
)
φS
Fm
qj
2m
Ψ̄†ΣijΨ = −Fm
iεijkqj
m
φ†S
{
Sk
(
1− p
2 + p′2
4m2
)
+
p2Sk − (S · p)pk
2m2
}
φS
So the full spatial part of the current is
ji = φ
†
S
{
Fe
pi + p
′
i
2m
(
1 +
iε`jkp`qjSk
2m2
)
+ Fm
iεijkqj
m
(
Sk
{
1− p
2 + p′
2
4m2
}
+
p2Sk − (S · p)pk
2m2
)}
φS
(6.3.22)
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Scattering off an external field
To compare to the NRQED Lagrangian, scattering off an external field needs to be calculated
for an arbitrary spin particle. The hardest part was calculating the current; with that in
hand the amplitude can be found just as
M = ejµA
µ = ej0A0 − ej ·A
With the expressions for both j0 (6.3.20) and j (6.3.22) both parts of the amplitude can be
directly.
ej0A0 =eA0φ
†
S
(
Fe +
Fe + 2Fm
8m2
{
4iS · p× q + (Σ · q)2
})
φS
ej ·A =Aiφ†S
{
Fe
pi + p
′
i
2m
(
1 +
iε`jkp`qjSk
2m2
)
+ Fm
iεijkqj
m
(
Sk
(
1− p
2 + p′
2
4m2
)
+
p2Sk − (S · p)pk
2m2
)}
φS
(6.3.23)
To compare to the NRQED result, as much as possible terms should be expressed in
gauge invariant quantities B and E. The relations between these fields and Aµ in position
space and the equivalent equation in momentum space are:
B = ∇×A→ iq×A
E = −∇A0 → −iqA0
There is one term above that can only be put into gauge-invariant form by considering
the kinematic constraints of elastic scattering. As previously derived in (3.4.55), the identity
is
i(pi + p
′
i)qjAi = −εijkBk(pi + p′i) (6.3.24)
125
Now each term involving q can be written in terms of E or B.
iS · p× qA0 = −S · p×E
(Σ · q)2A0 = ΣiΣjqiqjA0
= ΣiΣj∂iEj
iεijkAiqj = −i(q×A)k
= = −Bk
Ai(pi + p
′
i)iε`jkp`qjSk = ε`jkp`Ski(pi + p
′
i)qjAi
= −ε`jkp`Sk{εijmBm(pi + p′i)}
= −(δ`iδkm − δ`mδik)p`Sk{εijmBm(pi + p′i)}
= 2{(B · p)(S · p)− (B · S)p2}
Using these
ej0A0 = eφ
†
S
{
A0 +
1− 2F2
8m2
(4S ·E× p + ΣiΣj∂iEj)
}
ej ·A =eφ†S
{
p ·A
m
+
(B · p)(S · p)− (B · S)p2
m2
− Fm
(
S ·B
m
{
1− p
2 + p′2
4m2
}
+
(B · p)(S · p)− (B · S)p2
2m2
)}
φ
= eφ†S
{
p ·A
m
+ [1− 2Fm]
(B · p)(S · p)
m2
− S ·B p
2
m2
− Fm
m
S ·B
}
From looking at the leading order coefficient of S ·B it can be seen that Fm is actually g/2,
so in such terms
ej0A0 = eφ
†
S
{
A0 −
g − 1
2m2
(
S ·E× p + 1
4
ΣiΣj∂iEj
)}
ej ·A = eφ†S
{
p ·A
m
− [g − 1](B · p)(S · p)
m2
− S ·B p
2
m2
− g
2m
S ·B
}
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The complete expression for the amplitude is
M = eφ†S
{
A0 −
g − 1
2m2
(
S ·E× p + 1
4
ΣiΣj∂iEj
)
+
p ·A
m
−[g − 1](B · p)(S · p)
m2
− S ·B p
2
m2
− g
2m
S ·B
}
φS
(6.3.25)
There is one last vestige of the relativistic notation: the structures Σi are not appropriate
for comparing to the nonrelativistic theory. In a previous section, identities were developed
for scalars and symmetric, traceless tensors built out of Σ. So first, express ΣiΣj in such
terms:
ΣiΣj∂iEj =
1
2
∂iEj(ΣiΣj + ΣjΣi −
2
3
δijΣ
2) +
1
3
∇ ·EΣ2 (6.3.26)
Then using (6.2.16), this may be written
ΣiΣj∂iEj =
1
3
∇ ·EΣ2 − λ
2
∂iEj(SiSj + SjSi −
2
3
S2) =
1
3
∇ ·EΣ2 − λ
2
∂iEjQij (6.3.27)
The spin dependence found in (6.2.14) and (6.2.16) is most easily written separately for
integer and half-integer cases.
For integer spin
(Σ2)1 = 4I λ1 = −
4
2I − 1
While for half-integer
(Σ2) 1
2
= 4I + 1 λ 1
2
= − 4
2I
Where I is the magnitude of the particle’s spin.
M = eφ†S
{
A0 +
p ·A
m
− g − 1
2m2
(
S ·E× p + Σ
2
12
∇ ·E + λ
8
Qij
)
−[g − 1](B · p)(S · p)
m2
− S ·B p
2
m2
− g
2m
S ·B
}
φS
(6.3.28)
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Fixing the nonrelativistic coefficients
Having calculated the same process in both the relativistic theory and in the NRQED
effective theory, the two amplitudes can be compared, thus fixing the coefficients of NRQED.
The NRQED amplitude (6.1.10) is
iM = ieφ†S
(
−A0 +
A · p
m
− (A · p)p
2
2m3
+ cF
S ·B
2m
+ cD
(∂iEi)
8m2
+ cQ
Qij(∂iEj)
8m2
+c1S
E× p
4m2
− (cW1 − cW2)
(S ·B)p2
4m3
− cp′p
(S · p)(B · p)
4m3
)
φS
(6.3.29)
While the relativistic amplitude was
iMREL = −ieφ†S
(
A0 −
p ·A
m
− g − 1
2m2
{
S ·E× p + Σ
2
12
∇ ·E + λ
8
Qij
}
−g 1
2m
S ·B + S ·B p
2
2m3
+
g − 2
4m3
(S · p)(B · p)
)
φS
(6.3.30)
With both amplitudes, a straightforward comparison gives the coefficients in the NRQED
Lagrangian. There are no terms cubic in spin which arise, so
cT1 + cT2 = 0 (6.3.31)
The non-zero coefficients are:
cF = g
cD =
(g − 1)
3
Σ2
cQ =
g − 1
2
λ
c1S = 2(g − 1)
(cW1 − cW2) = 2
cp′p = (g − 2)
6.4 Interpretation of universality in light of BMT equation
Many of the coefficients are found to be independent of spin. In the derivation above it
is unclear if there is any underlying reason for this. Another line of logic, that connects
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the result to the Bargmann-Michel-Telegdi (BMT) equation, helps explain this universality.
The BMT gives the relativistic equation of motion for a particle’s spin. This result is
derived from relativistic constraints on the form of this equation, as well as demanding the
appropriate nonrelativistic limit.
The time evolution of a particle’s spin is related to the Hamiltonian of a system by the
Heisenberg equation
Ṡ = i[H,S]. (6.4.1)
In regular quantum mechanics, the only part of the Hamiltonian that doesn’t commute with
spin is HSB = −2µS ·B. So the equation for Ṡ is
Ṡ = g
e
2m
S×B. (6.4.2)
The idea is to find the relativistic generalisation of this equation. First let a be a
(pseudo) four-vector that is the relativistic generalisation of S. In the rest frame it is (0,S),
and its form in other frames can be found by boosting. The proper time evolution of a
can be highly constrained if only terms linear in the electromagnetic field tensor Fµν are
considered, and derivatives of that field are not considered. Then the only other quantities
involved will be aµ and the velocity u = p/m. With such constraints, only two independent
terms are possible, and the time evolution must have the form
daµ
dτ
= αFµνaν + βu
νFµλuµaλ. (6.4.3)
The constants α and β can be determined by comparison to the nonrelativistic limits.
In the rest frame, a = (0,S) and u = (1, 0). Then
dai
dτ
= αF ijaj , (6.4.4)
or in terms of S
dS
dτ
= αS×B (6.4.5)
Comparing to the nonrelativistic limit (6.4.2), it follows that α = g e2m .
To fix β, consider the time evolution of the velocity. According to the classical motion
of a particle in a field,
m
duµ
dτ
= eFµνuν . (6.4.6)
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With a · u = 0, it follows that
u · da
dτ
= −a · du
dτ
=
e
m
Fµνuµaν . (6.4.7)
Dotting u into the evolution equation earlier gives
u · da
dτ
= αFµνaνuµ + βu
2Fµλuµaλ, (6.4.8)
and substituting the values of α and u · dadτ ,
e
m
Fµνuµaν =
(
g
e
2m
+ β
)
Fµνuµaν (6.4.9)
So
β = −(g − 2) e
2m
. (6.4.10)
So the original equation for spin evolution is
daµ
dτ
= g
e
2m
Fµνaν − (g − 2)
e
2m
uνFµλuµaλ. (6.4.11)
Written in terms of nonrelativistic quantities, this becomes
dS
dt
=
e
2m
S×
{(
g − 2 + 2
γ
)
B − (g − 2)γ
1 + γ
(v ·B)v +
(
g − 2γ
1 + γ
)
E× v
}
. (6.4.12)
Keeping only first order relativistic corrections, and writing p− eA instead of v, this is
dS
dt
=
e
2m
S×
{(
g − p
2
m2
)
B− (g − 2)
2m2
(p ·B)p + (g − 1) E× (p− eA)
m
}
. (6.4.13)
This equation must match the condition that Ṡ = i[H,S]. This implies that terms linear
in spin are
HS =
e
2m
S ·
{(
g − p
2
m2
)
B− (g − 2)
2m2
(p ·B)p + (g − 1) E× (p− eA)
m
}
. (6.4.14)
The logic that led up to (6.4.13) depended only on relativistic symmetries and classical
limits. These considerations would hold for particles of any spin. So the partial Hamiltonian
is universal, and requires the equivalent coefficients in (6.1.8) to likewise be universal.
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Chapter 7
The interaction potential and the
quantum mechanical Hamiltonian
7.1 Calculation of Breit potential
We want to calculate the interaction potential between two charged particles, at next to
leading order. We derive this potential from the one-photon exchange. We already have
a Lagrangian for general-spin NRQED that is accurate to the order needed. From this we
can obtain the one photon vertex. Working in the Coulomb gauge, the photon propagator
is such that D0i = 0. So we can think of it as splitting into two parts: represent D00 by
a dashed line, and Dij by a wavy one. Then terms with A0 and Ai represent two types of
vertices.
Feynman rules
The Coulomb vertex comes from the terms out of the general NRQED Lagrangian involving
A0
LA0 = Ψ†
(
− eA0 + cD
e(∇ ·E−E ·∇)
8m2
+ cQ
eQij(∇iEj − Ei∇j)
8m2
+ c1S
ieS · (∇×E−E×∇)
8m2
)
Ψ.
(7.1.1)
= V0 = ie
(
1 + 1
8m2
[
cDq
2 + cQQijqiqj − 2icSS · p× q
])
The part of the Lagrangian representing interaction with a transverse photon is
LA = Ψ†
(
− ie{∇i, Ai}
2m
+ cF e
S ·B
2m
)
Ψ.
131
So the transverse vertex is
= Vi = i
e
2m
(
p + p′ + cF iS× q
)
i
.
Calculation of the interaction potential
The two particles will have Lagrangians, and thus vertices, of the same general form. How-
ever, the coefficients will differ, so denote the coefficients of the second particle by d rather
than c. Call the particles 1 and 2, and denote which field operators act on with these
numerals. Then the interaction diagrams will be
= V 10 V
2
0 D00 =
[
− 1
q2
]
ie2φ
†
2
{
1− 1
8m22
(
dDq
2 + dQQ2ijqiqj + 2idSS2 · p2 × q
)}
φ2
× ie1φ†1
{
1− 1
8m21
(
cDq
2 + cQQ1ijqiqj − 2icSS1 · p1 × q
)}
φ1.
(7.1.2)
The expansion to the order needed is trivial:
V 10 V
2
0 D00 = e1e2
1
q2
(φ†1φ
†
2φ2φ1)
[
1− 1
8m22
(
dDq
2 + dQQ2ijqiqj + 2icSS2 · p2 × q
)
− 1
8m21
(
cDq
2 + cQQ1ijqiqj − 2icSS1 · p1 × q
) ]
.
(7.1.3)
The exchange of a transverse photon is given by
= V 1i V
2
j Dij =
[
ie1
2m1
φ†1
{
(2p1 + q)
i − cF iεk`iqkS1`
}
φ1
] [
1
q2
(
δij −
qiqj
q2
)]
×
[
ie2
2m2
φ†2
{
(2p2 − q)j + dF iεmnjqmS2n
}
φ1
]
This is a mess of terms that will simplify. Consider first the inner terms with just δij .
Some terms drop out because qiqjεijk = 0,
δij
[
(2p1 + q)
i − icF (εk`iqkS1`)
] [
(2p2 − q)j + idF (εmnjqmS2n)
]
(7.1.4)
=(2p1 + q) · (2p2 − q) + 2idF qmS2npjεmnj − 2icF qkS1`pkεk`i)
+ (cFdF )qkqmS1`S2n(δkmδ`n − δknδ`m)
=(2p1 + q) · (2p2 − q) + 2iq · (dFS2 × p1 − cFS1 × p2)
+ cFdF
(
q2S1 · S2 − (S1 · q)(S2 · q)
)
.
(7.1.5)
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Now consider the contraction with qiqj . This is much simpler, as q× q = 0.
qiqj
[
(2p1 + q)
i − icF εk`iqkS1`
] [
(2p2 − q)j + idF εmnjqmS2n
]
= (2p1 + q) · q(2p2 − q) · q = 4(p1 · q)(p2 · q) + q2(2p2 · q− 2p1 · q− q2).
So
= V 1i V 2j Dij =
−
e1e2
4m1m2
1
q2
(φ†1φ
†
2φ2φ1)
{
4
(
p1 · p2 −
(p1 · q)(p2 · q)
q2
)
+ 2iq · (dFS2 × p1 − cFS1 × p2) + cF dF
(
q2S1 · S2 − (S1 · q)(S2 · q)
)}
.
(7.1.6)
The total interaction amplitude is then
M = e1e2
1
q2
(φ†1φ
†
2φ2φ1)
{
1− 1
8m22
(
dDq
2 + dQQ2ijqiqj + 2idSS2 · p2 × q
)
− 1
8m21
(
cDq
2 + cQQ1ijqiqj − 2icSS1 · p1 × q
)
− 1
m1m2
(
p1 · p2 −
(p1 · q)(p2 · q)
q2
)
− i
2m1m2
q · (dFS2 × p1 − cFS1 × p2)−
cFdF
4m1m2
(
q2S1 · S2 − (S1 · q)(S2 · q)
)}
.
If we distribute the 1/q2 we get
M = e1e2(φ
†
1φ
†
2φ2φ1)
{ 1
q2
− 1
8m22
(
dD + dQQ2ij
qiqj
q2
+ 2idS
q · S2 × p2
q2
)
− 1
8m21
(
cD + cQQ1ij
qiqj
q2
− 2icS
q · S1 × p1
q2
)
− 1
m1m2
(
p1 · p2
q2
− (p1 · q)(p2 · q)
q4
)
− i
2m1m2
q · (dFS2 × p1 − cFS1 × p2)
q2
− cFdF
4m1m2
(
S1 · S2 −
(S1 · q)(S2 · q)
q2
)}
.
Position space potential
Define U(p1,p2,q) by
M = (φ†1φ
†
2φ2φ1)U(p1,p2,q),
so
U(p1,p2,q) =e1e2
{ 1
q2
− 1
8m22
(
dD + dQQ2ij
qiqj
q2
+ 2idS
q · S2 × p2
q2
)
− 1
8m21
(
cD + cQQ1ij
qiqj
q2
− 2icS
q · S1 × p1
q2
)
− 1
m1m2
(
p1 · p2
q2
− (p1 · q)(p2 · q)
q4
)
− i
2m1m2
q · (dFS2 × p1 − cFS1 × p2)
q2
− cF dF
4m1m2
(
S1 · S2 −
(S1 · q)(S2 · q)
q2
)}
.
(7.1.7)
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We want to transform this expression into position space. These transformations are
derived in Berestetskii, Lifshitz and Pitaevskii [2].
∫
eiq·r
d3q
(2π)3
= δ(3)(r)∫
eiq·r
d3q
(2π)3
1
q2
=
1
4πr∫
eiq·r
d3q
(2π)3
qi
q2
=
iri
4πr3∫
eiq·r
d3q
(2π)3
qiqj
q4
=
1
8πr
(
δij −
rirj
r2
)
∫
eiq·r
d3q
(2π)3
qiqj
q2
=
1
4πr3
(
δij − 3
rirj
r2
)
+
1
3
δijδ
(3)(r)
The quadrupole moment Qij is symmetric and traceless. This means
Qij(δij − 3
rirj
r2
) = −3Qijrirj
r2
.
Now applying the identities above, we find the Fourier transform of U is
U(p1,p2, r) =e1e2
[
1
4πr
− 1
8m22
(
dDδ(r)− 3dQ
Q2ijrirj
4πr5
− dS
r · S2 × p2
2πr3
)
− 1
8m21
(
δ(r)− 3cQ
Q1ijrirj
4πr5
+ cS
r · S1 × p1
2πr3
)
− 1
m1m2
(
p1 · p2
4πr
− 1
8πr
{
p1 · p2 −
(p1 · r)(p2 · r)
r2
})
+
1
2m1m2
r · (dFS2 × p1 − cFS1 × p2)
4πr3
− cF dF
4m1m2
(
S1 · S2δ(r)−
1
4πr3
{
S1 · S2 − 3
(S1 · r)(S2 · r)
r2
}
− S1 · S2
1
3
δ(r)
)]
.
(7.1.8)
Or, combining the few like terms,
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U(p1,p2, r) = e1e2
[
1
4πr
− 1
8m22
(
dDδ(r)− 3dQ
Q2ijrirj
4πr5
− dS
r · S2 × p2
2πr3
)
− 1
8m21
(
cDδ(r)− 3cQ
Q1ijrirj
4πr5
+ cS
r · S1 × p1
2πr3
)
− 1
m1m2
(
p1 · p2
8πr
+
(p1 · r)(p2 · r)
8πr3
)
+
1
2m1m2
r · (dFS2 × p1 − cFS1 × p2)
4πr3
− cF dF
4m1m2
(
2
3
S1 · S2δ(r)−
1
4πr3
{
S1 · S2 − 3
(S1 · r)(S2 · r)
r2
})]
.
This represents the interaction in the absence of any external magnetic field. However,
to derive the g-factor that is exactly the needed interaction. These additional terms will
come from diagrams which involve both the exchange of a photon and interaction with the
potential A.
7.2 Photon exchange in an external field
Feynman rules
Now we want to derive the interaction potential when there is an external magnetic field
present. Additional diagrams are needed, which involve not just the exchange of one photon,
but also an additional interaction with the external field.
Because we consider the point-like interaction we don’t need to consider diagrams which
contain either charged particle’s propagator. So the interaction we’re interested in will
necessarily involve two-photon vertices. The part of the NRQED Lagrangian with such
terms is
LA2 = Ψ
†(−
e2A2
2m
− e2
{∇2,A2}
8m3
− e2
{∇i, Ai}{∇j , Aj}
8m3
+ cS
e2S · (A×E−E×A)
8m2
)Ψ.
Organise the terms in the two-photon Lagrangian so that they look like
LA2 = A0AiΨ†ΨWi(p, q) +AiAjΨ†ΨWij(p, q) +A0A0Ψ†ΨW0.
It’ll turn out we want only the very first leading order terms of Wi and Wij . (These W
shouldn’t be confused with the fields in the spin-one calculation.) The leading order term
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in Wij is
Wij = −
e2δij
2m
.
The leading order term in Wi comes from the A×E term. E = −∂0A−∇A0. So
Wi = −icS
e2
4m2
εijkqjSk.
From these we can write down the diagrams. The vertex with two transverse photons
carrying indices i and j is associated with a symmetry factor of 1/2, so
= 2Wij = −i e
2δij
m .
The vertex with one transverse line (index i and momentum k) and one Coulomb photon
(incoming momentum q) is
= Wi = cS
e2
4m2
εijkqjSk.
The external field A will be contracted with such vertices; it will be necessary to label
the external field just as it was necessary to label the particles. The convention is that in
position space A1 = A(r1) and A2 = A(r2).
We also need the one-photon vertices which were derived in the previous section, but
only to leading order. These are, dropping those higher order terms,
= ie, = i e2m
(
p + p′ + cF iS× q
)
i
.
The Coulomb propagator is just as it was before.
Interaction diagrams
There are four diagrams that capture the type of interaction we’re looking for. The parti-
cles can exchange either a transverse or Coulomb photon, and either particle can interact
with the external magnetic field. In each of the diagrams, let q be the momentum of the
exchanged photon, directed towards the vertex of particle one. Let k be the momenta of
the photon interacting with the external field.
First, the two diagrams with Coulomb exchange are
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= φ†2
(
ie2
)
φ2
(
− 1
q2
)
φ†1
(
cS
e21
4m21
S1 ·A1 × q
)
φ1
= −ie1e2(φ†2φ†1φ1φ2)cs
e1
4m21
S1 ·A1 × q
q2
,
and = −φ†2
(
dS
e22
4m22
S2·A2×q
)
φ2
(
− 1
q2
)
φ†1
(
ie1
)
φ1
= +ie1e2(φ
†
2φ
†
1φ1φ2)dS
e2
4m22
S2 ·A2 × q
q2
.
Then, diagrams with transverse exchange:
=
φ†2
(
i
e2
2m2
[2p2−q−dF iS2×q]i
)
φ2
(δij
q2
−qiqj
q4
)
φ†1
(−ie21Aj
m1
)
φ1
= e1e2(φ
†
2φ
†
1φ1φ2)
e1
2m1m2
((2p2 − q) ·A1
q2
−idF
S2 · q×A1
q2
− (2p2 − q) · qA1 · q
q4
)
(7.2.1)
= e1e2(φ
†
2φ
†
1φ1φ2)
e1
2m1m2
(2p2 ·A1
q2
− idF
S2 · q×A1
q2
− (2p2 · q)(A1 · q)
q4
)
, (7.2.2)
and =
φ†2
(−ie22Aj
m2
)
φ2
(δij
q2
−qiqj
q4
)
φ†1
(
i
e1
2m1
[2p1+q+cF iS1×q]i
)
φ1
= e1e2(φ
†
2φ
†
1φ1φ2)
e2
2m1m2
((2p1 + q) ·A2
q2
+icF
S1 · q×A2
q2
− (2p1 + q) · qA2 · q
q4
)
(7.2.3)
= e1e2(φ
†
2φ
†
1φ1φ2)
e2
2m1m2
(2p1 ·A2
q2
+ icF
S1 · q×A2
q2
− (2p1 · q)(A2 · q)
q4
)
. (7.2.4)
The total contribution to the interaction potential from these diagrams would then be
U2(p1,p2,q) = e1e2
{
− ics
e1
4m21
S1 ·A1 × q
q2
+ idS
e2
4m22
S2 ·A2 × q
q2
+
e1
m1m2
(p2 ·A1
q2
− idF
S2 · q×A1
2q2
− (p2 · q)(A1 · q)
q4
)
+
e2
m1m2
(p1 ·A2
q2
+ icF
S1 · q×A2
2q2
− (p1 · q)(A2 · q)
q4
)}
.
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None of these terms are gauge-invariant by themselves. So we’d expect the above to
agree with what we’d get if we took the terms in the potential without A and restored
gauge invariance. That potential was
U1(p1,p2,q) = e1e2
{ 1
q2
− 1
8m22
(
dD + dQQ2ij
qiqj
q2
+ 2idS
q · S2 × p2
q2
)
− 1
8m21
(
cD + cQQ1ij
qiqj
q2
− 2icS
q · S1 × p1
q2
)
− 1
m1m2
(
p1 · p2
q2
− (p1 · q)(p2 · q)
q4
)
− i
2m1m2
q · (dFS2 × p1 − cFS1 × p2)
q2
− cF dF
4m1m2
(
S1 · S2 −
(S1 · q)(S2 · q)
q2
)}
.
Picking out only terms with the momentum operators p1, p2, which we’ll call Up, we find:
Up(p1,p2,q) = e1e2
{ 1
4m21
(
icS
q · S1 × p1
q2
)
− 1
4m22
(
idS
q · S2 × p2
q2
)
− 1
m1m2
(
p1 · p2
q2
− (p1 · q)(p2 · q)
q4
)
− i
2m1m2
q · (dFS2 × p1 − cFS1 × p2)
q2
}
.
If we substitute p → p − eA we restore exactly (ignoring A2 terms) the terms in U2. So
the position space potential in the presence of this external field may also be obtained by
just the procedure of minimal substitution.
7.3 Full Hamiltonian
The full Hamiltonian for the system will be the sum of the above Breit potential UBr and
the Hamiltonians corresponding to each particle’s free interaction with the external field.
H = H1 +H2 + UBr (7.3.1)
H1 and H2 have exactly the same form, which may just be read off the Lagrangian of
general spin in the absence of an electric field.
Hi =
(p− eiAi)2
2mi
− gi
ei
2mi
Si ·B
(
1− p
2
i
2m2i
)
− (gi − 2)
ei
2mi
Si ·B
p2i
2m2i
+ (gi − 2)
ei
2mi
(pi ·B)(Si · pi)
2m2i
.
(7.3.2)
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From above, the full interaction potential, in terms of r = r1 − r2, is
UBr = e1e2
{
1
4πr
− 1
8m22
(
dDδ(r)− 3dQ
Q2ijrirj
4πr5
− dS
r · S2 × [p2 − eA2]
2πr3
)
− 1
8m21
(
cDδ(r)− 3cQ
Q1ijrirj
4πr5
+ cS
r · S1 × [p1 − eA1]
2πr3
)
− 1
m1m2
(
[p1 − eA1] · [p2 − eA2]
8πr
+
([p1 − eA1] · r)([p2 − eA2] · r)
8πr3
)
+
1
2m1m2
r · (dFS2 × [p1 − eA1]− cFS1 × [p2 − eA2])
4πr3
− cF dF
4m1m2
(
2
3
S1 · S2δ(r)−
1
4πr3
{
S1 · S2 − 3
(S1 · r)(S2 · r)
r2
})}
.
To calculate the bound magnetic moment of the system, the internal degrees of freedom
must be separated from the motion of the center of mass.
7.4 Separation of the center of mass motion
In the interaction above, the potential depends upon the relative displacement r between the
two particles, not upon the absolute positions. The free Hamiltonians H1 and H2 depend
upon the particular position and momentum of the two. A transformation is needed which
splits the Hamiltonian into two parts – one which corresponding to the motion of a single
composite particle, the other corresponding to the internal degrees of freedom of the system.
This transformation can be worked out for the leading order part of the Hamiltonian
or Lagrangian, ignoring all the second order terms – there might be additional corrections
that enter from considering such, but they will enter at a higher order than needed here.
The initial free Lagrangian (in the absence of some external field) is of the form
L =
1
2
m1ṙ
2
1 +
1
2
m1ṙ
2
2 − V (r1 − r2). (7.4.1)
The appropriate transformation is obtained by defining
r = r1 − r2, R = µ1r1 + µ2r2, (7.4.2)
where µi = mi/Mtotal. To work backwards from r and R
r1 = R + µ2r, r2 = R− µ1r. (7.4.3)
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Under transformation to such coordinates, L becomes
L =
1
2
(m1 +m2)Ṙ
2 +
1
2
mredṙ
2 − V (r). (7.4.4)
Since the potential V depends only upon r, this produces two fully separate sets of terms
– one depending on R, the other on r.
Such separation is spoiled when an external field is present. Then the initial Lagrangian
has the form
L =
1
2
m1ṙ
2
1 + e1A(r1) · ṙ1 +
1
2
m1ṙ
2
2 + e1A(r2) · ṙ2 − V (r1 − r2) (7.4.5)
The same transformation as before can be applied. Using the linearity of A,
Ar = A1 + A2, AR = µ1A1 + µ2A2,
A1 = AR + µ2Ar, A2 = AR − µ1Ar.
This results in:
L =
1
2
(m1 +m2)Ṙ
2 +
1
2
mredṙ
2 + (e1 + e2)A(R) · Ṙ
+ (e1µ1 − e2µ2)(A(r) · Ṙ + A(R) · ṙ) + (e1µ22 + e2µ21)A(r) · r− V (r).
(7.4.6)
Even after the transformation, this still includes terms which mix r and R. The solution,
as suggested in [4, 10], is to perform an additional transformation.
It can be seen that the coordinate R does not describe the motion of a particle by con-
sidering the pseudomomentum in the Hamiltonian picture. The Hamiltonian corresponding
to (7.4.6) is
H =
(P− (e1 + e2)A(R))2
2(m1 +m2)
+
(p− (e1µ22 + e2µ21)A(r))2
2mred
+ (e1µ2 − e2µ1)2
A2(R)
2mred
+ (e1µ2 − e2µ1)2
A2(r)
2(m1 +m2)
+ (e1µ2 − e2µ1)
{
(e1µ2 + e2µ1)
A(r) ·A(R)
mred
− A(R) · p
mred
− A(r) ·P
m1 +m2
}
+ U(r).
(7.4.7)
Moving in an external field, the momentum of a single charged particle is no longer con-
served. However, there is a new conserved quantity: the pseudo-momentum K = P+eA(R).
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With coordinates that truly separate the internal and external degrees of freedom, the
pseudo-momentum should be conserved and thus commute with the Hamiltonian.
To discuss conserved quantities, the properties of the free Hamiltonians and their canon-
ical momenta are useful. For each Hi, pseudo-momentum is conserved,
[p + eA, (p− eA)2] = 0, (7.4.8)
and so [p1 + e1A1, H1] = 0 and [p2 + e2A2, H2] = 0. By adding these quantities together,
a quantity that is conserved by H may be found.
p1 + e1A1 + p2 + e2A2 = P + (e1 + e2)AR + (e1µ2 − e2µ1)Ar. (7.4.9)
By construction this must commute with H1 +H2. So what is desired is a transformation
which will take P→ U−1PU = P− (e1µ2− e2µ1)Ar. (A quick note about symmetry under
exchange of numerical indices 1 and 2—both Ar and the multiplicative factor before it are
odd under such an operation, so the whole thing is unchanged.) After this transforma-
tion, P + (e1 + e2)AR will properly commute with the Hamiltonian. The specific unitary
transformation will be
U = e−i(e1µ2−e2µ1)AR·r. (7.4.10)
This will also transform the other momentum operators. While these transformations can
be worked out explicitly, they can also be deduced by demanding that, like the initial
Hamiltonian, the transformation of p1 and p2 is symmetric under exchange of numerical
indices. Then, it follows from the transformation of P = p1 + p2 that
p1 → p1 + (e1µ2 − e2µ1)A1,
p2 → p2 − (e1µ2 − e2µ1)A2.
And from p = µ2p1 − µ1p2,
p→ p + (e1µ2 − e2µ1)A(R). (7.4.11)
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The effects of the unitary transformation on the Hamiltonian reduce to applying these
replacements. To express the potential in the new coordinates, it will help to use
p1 − e1A(r1) → µ1[P− (e1 + e2)A(R)] +
[
p− [e1 − (e1 + e2)µ21]A(r)
]
,
p2 − e2A(r1) → µ2[P− (e1 + e2)A(R)] +
[
p− [e2 − (e1 + e2)µ22]A(r)
]
.
For one particle, that part of the full Hamiltonian which can contribute directly to the
gyromagnetic moment is
H
(1)
spin =− g1
e1
2m1
S1 ·B
(
1− p
2
1
2m21
)
− (g1 − 2)
e1
2m21
S1 ·B
p21
2m21
+ (g1 − 2)
e1
2m21
(p1 ·B)(S1 · p1)
2m21
− e1e2(g1 − 1)
2S1 · r× [p1 − e1A1]
16πm21r
3
− e1e2g1
2S1 · r× [p2 − e2A2]
16πm1m2r3
.
(7.4.12)
After transformation, this is
H
′(1)
spin =− g1
e1
2m1
S1 ·B
(
1− p
2
2m21
)
− (g1 − 2)
e1
2m21
S1 ·B
p2
2m21
+ (g1 − 2)
e1
2m21
(p ·B)(S1 · p)
2m21
− e1e2(g1 − 1)
2S1 · r× [p− (e1 − [e1 + e2]µ21)Ar]
16πm21r
3
− e1e2g1
2S1 · r× [p− (e2 − [e1 + e2]µ22)Ar]
16πm1m2r3
.
(7.4.13)
7.5 Calculation of gb
The Hamiltonian (7.4.13) is finally suitable for calculating the bound g-factor of the particle.
Taking the matrix element of these terms between S states, 〈n|H ′ |n〉, the leading recoil
and binding corrections to the free g-factor will be found. First, those terms involving r×A
should be rewritten in terms of B:
S · r×A = 1
2
[
(S ·B)r2 − (S · r)(B · r)
]
(7.5.1)
Because the matrix element is taken between spherical states, rirj can be replaced with
r2/3. After this substitution,
S · r×A→ 1
3
S ·Br2 (7.5.2)
With that replacement, there are only two types of terms left in the Hamiltonian: p2
terms and 1/r terms. Their respective matrix elements are:〈
n
∣∣∣∣ 1r
∣∣∣∣n〉 = −mre1e24πn2 = mrZαn2 , (7.5.3)
142
Copyright c©Timothy James Semple Martin 2011
〈
n
∣∣p2 ∣∣n〉 = m2re21e22
16π2n2
=
m2r(Zα)
2
n2
. (7.5.4)
So finally, applying this to the whole Hamiltonian, the bound g factor for the first
particle is:
gbound1 =g1
[(
1− µ
2
2e
2
1e
2
2
32π2n2
)
µ2e1e
2
2[e1 − (e1 + e2)µ21]
96πn2
+
µ2e1e
2
2[e1 − (e1 + e2)µ22]
48πn2
]
+ (g1 − 2)
[
µ22e
2
1e
2
2
48π2n2
+
µ2e1e
2
2[e1 − (e1 + e2)µ21]
96πn2
]
.
(7.5.5)
Because both the original Hamiltonian and the unitary transformation were symmetric
under exchange of labels, it is necessarily the case that the expression for g2 can be found
by just switching 1 and 2 everywhere above.
When applied to a hydrogen like atom, with one particle the electron and the other a
nucleus with charge Z, the above can be simplified somewhat. In this case, e1 = −e and
e2 = Ze. Then,
gbound1 =g1
{(
1− µ
2
2(Zα)
2
2n2
)
+
µ22Z
2α[α+ (Zα− α)µ21]
6n2
− µ
2
1Z
2α[Zα+ (Zα− α)µ22]
3n2
}
+ (g1 − 2)
{
µ22(Zα)
2
3n2
+
µ22Z
2α[α+ (Zα− α)µ21)µ21]
6n2
}
.
(7.5.6)
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Chapter 8
Summary of results
1. Starting from a general spin formalism, an NRQED Lagrangian was developed that, up
to O(1/m3), fully captures the interaction of particles with arbitrary spin with an external,
constant magnetic field.
LNRQED = ψ†
{
iD0 +
D2
2m
+
D4
8m2
+ g
e
m
S ·B + (g − 1)Σ
2
3
e(D ·E−E ·D)
8m2
+ λ
g − 1
2
eQij(DiEj − EiDj)
8m2
+ (g − 1) ieS · (D×E−E×D)
4m2
+
eD2S ·B
2m3
(g − 2)e(S ·D)(B ·D)
4m3
}
ψ.
(8.0.1)
Here, the value of λ and Σ2 depends on the spin of the particular particle. Of all the
terms entering at this order, only two had coefficients which varied with spin: the Darwin
term and the quadrupole moment. Both of these terms involved derivatives of the electric
field. It is reasonable to think that, if terms involving derivatives of the magnetic field were
calculated, they might also display such spin dependence. But in calculations of first order
binding corrections to the g-factor, no such terms were important.
Likewise, if the calculation were pushed to a higher order, additional terms depending
on both the magnetic field and derivatives of the electric field could enter. This too could
introduce a dependence on spin.
2. A nonrelativistic Lagrangian was derived for the specific case of spin one particles in
QED. The result is consistent with the above Lagrangian for s = 1.
3. The feature of universality was shown to arise from the BMT equation.
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4. From the general Lagrangian, it became possible to calculate the interaction potential
between two charged particles in a bound state. The resulting potential shared the same
feature outlined above: spin dependence lived only in terms which do not contribute to the
g-factor.
5. Finally, from the interaction potential the bound state g-factor was calculated. This
first necessitated transformation to properly separate internal degrees of freedom from the
motion of the bound system’s center of mass. The final result was that for one of the two
bound particles, in a spherically symmetric S state:
gbound1 =g1
[(
1− µ
2
2e
2
1e
2
2
32π2n2
)
µ2e1e
2
2[e1 − (e1 + e2)µ21]
96πn2
+
µ2e1e
2
2[e1 − (e1 + e2)µ22]
48πn2
]
+ (g1 − 2)
[
µ22e
2
1e
2
2
48π2n2
+
µ2e1e
2
2[e1 − (e1 + e2)µ21]
96πn2
] (8.0.2)
If this is specialized to considering to the case of an electron in a hydrogen-like atom of
charge Z, it becomes
gbounde =ge
{(
1− µ
2
2(Zα)
2
2n2
)
+
µ22Z
2α[α+ (Zα− α)µ21]
6n2
− µ
2
1Z
2α[Zα+ (Zα− α)µ22]
3n2
}
+ (ge − 2)
{
µ22(Zα)
2
3n2
+
µ22Z
2α[α+ (Zα− α)µ21)µ21]
6n2
}
.
(8.0.3)
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Appendix A
Appendices
A.1 Transformations of bilinears in the case of general spin
We have the transformation of the spinor under small boosts:
Ψ → Ψ′ = Ψ + ηi
2
 0 Σi
Σi 0
Ψ
Ψ̄ → Ψ̄′ = Ψ̄− ηi
2
Ψ̄
 0 Σi
Σi 0

We can also see the transformation of the spinor under parity: simply put, because the
upper component is even in Σ · p, whereas the lower component is odd, we obtain
Ψ→
1 0
0 −1
Ψ
Ψ̄→ Ψ̄
1 0
0 −1

So
Ψ̄
A B
C D
Ψ→ Ψ̄
 A −B
−C D
Ψ
From these facts we can examine the general behavior of bilinears under Lorentz trans-
formations.
Now we’ll examine the behavior of bilinears under boosts. We can write the general
structure of the bilinear as
Ψ̄TΨ = Ψ̄
A+D B + C
B − C A−D
Ψ
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or using a different notation
Ψ̄TΨ = Ψ̄
A⊗
1 0
0 1
+D ⊗
1 0
0 −1
+B ⊗
0 1
1 0
+ C ⊗
 0 1
−1 0

]Ψ
Under an infitesimal Lorentz boost η this will transform into
Ψ̄TΨ→ Ψ̄TΨ + ηi
2
Ψ̄

A+D B + C
B − C A−D

 0 Σi
Σi 0
−
 0 Σi
Σi 0

A+D B + C
B − C A−D

Ψ
We can express this in terms of commutators and anti-commutators
Ψ̄TΨ→Ψ̄TΨ + ηi
2
Ψ̄
[B,Σi]⊗
1 0
0 1
+ [A,Σi]⊗
0 1
1 0

+ {C,Σi} ⊗
1 0
0 −1
+ {D,Σi} ⊗
 0 1
−1 0

Ψ
(A.1.1)
We can note here that, using only the matrices Σ and S we can build three structures
invariant under rotations: and S2, Σ2, and Σ · S. All three of these structures commute
with both Si and Σi, and their value depends only on the particular representation we’re
working with. So for our purposes here, they can just be treated as pure numbers.
Scalar bilinears
Since the scalar must be invariant to rotation, then by the logic above it’s block elements
are proportional to the identity.
It must also be unchanged under boosts. We can see that this necessitates that C =
D = 0, while providing no constraint on A and B. So the general form of a bilinear invariant
under boosts is
Ψ̄TΨ = Ψ̄
A B
B A
Ψ
where A and B are proportional to the identity.
Under the discrete partiy transformation this will transform into
Ψ̄T ′Ψ = Ψ̄
 A −B
−B A
Ψ
This shows that for a true scalar, B = 0.
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Vector bilinears
To attempt to construct a vector bilinear, we can start by considering the time-like part of
it. Since this must be invariant under spatial rotations, then by the same logic as above
it must essentially be composed of four blocks proportional to the identity. We also know
that under boosts the time-like part is transformed into the spatial and vice versa, so we
can use these linked transformations to obtain constraints on the bilinear.
If Tµ is a vector we know that, under an infinitesimal boost, it’s transformation will be
T 0 → T 0 + ηiT i
T i → T i + ηiT 0
We again write
Tµ =
Aµ +Dµ Bµ + Cµ
Bµ − Cµ Aµ −Dµ

Then we see that under boost, T 0 transforms as
Ψ̄T 0Ψ→ Ψ̄T 0Ψ + ηiΨ̄
C0Σi ⊗
1 0
0 −1
+D0Σi ⊗
 0 1
−1 0

Ψ
where we’ve used that fact that all the components of T 0 commute with Σi. This tells us
that for Tµ to be a 4-vector, the following must be true.
Ai = 0
Bi = 0
Ci = D0Σi
Di = C0Σi
We can now consider how T i changes under a boost, and discover
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Ψ̄T iΨ → Ψ̄T iΨ + ηj
2
Ψ̄
{Ci,Σj} ⊗
1 0
0 −1
+ {Di,Σj} ⊗
 0 1
−1 0

]Ψ
= Ψ̄T iΨ +
ηj
2
Ψ̄
D0{Σi,Σj} ⊗
1 0
0 −1
+ C0{Σi,Σj} ⊗
 0 1
−1 0

]Ψ
Again considering our demand that Tµ transform like a 4-vector, we get
A0 = 0
B0 = 0
C0δij = C0
1
2
{Σi,Σj}
D0δij = D0
1
2
{Σi,Σj}
The last two constraints are met in the spin-1/2 case, but not for higher spins. This tells
us that there’s no way to, in the higher spin case, construct a vector bilinear using only I,
Σ, and S.
For spin-1/2, where Σi = σi, we see that a true vector bilinear (with correct transfor-
mation properties under parity) will be proportional to
(T 0,T) =

1 0
0 −1
 ,
 0 σ
−σ 0


which, of course, is exactly what we knew already.
Tensor bilinears
Here we’ll be a little less ambitious. We can tell from the above considerations that, under
boosts, we effectively mix A and B components seperately from the C and D blocks. What’s
more, we need anti-commutation relationships to deal with the latter transformations. So
we’ll just consider tensors that look like
Tµν =
Aµν Bµν
Bµν Aµν

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Furthermore, we’ll consider only anti-symmetric tensors for now. Now we can basically
procede as in the vector case, knowing how an anti-symmetric tensor should transform:
T 0i → T 0i + ηjT ji
T ij → T ij + ηiT 0j + ηjT i0
Start by considering the components of T 0i = −Ti0. They must transform as vectors
under rotations. We have two vectors available to us, so we can write
A0i = αΣi + βSi
B0i = γΣi + δSi
Under a boost, we find the relation that
Aji = [B0i,Σj ]
Bji = [A0i,Σj ]
And then looking at how T ij transforms, we get the constraint
ηk
[
[A0i,Σj ],Σk
]
= ηjA
0i − ηiA0j
ηk
[
[B0i,Σj ],Σk
]
= ηjB
0i − ηiB0j
We’re assuming that both A0i and B0i are linear combinations of Σi and Si. So what we
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need are the relationships
[Σi,Σj ] = 4iεijkS
k
[Si,Σj ] = iεijkΣ
k
[[Σi,Σj ],Σk] = 4iεij`[S
`,Σk]
= −4εij`ε`kmΣm
= −4(δikΣj − δjkΣi)
[[Si,Σj ],Σk] = iεij`[Σ
`,Σk]
= −4εij`ε`kmSm
= −4(δikSj − δjkSi)
So we can see that, no matter what α and β are, we get the relation
[[A0i,Σj ],Σk] = −4(δikA0i − δjkA0j
And so necessarily,
ηk[[A
0i,Σj ],Σk] = 4(ηjA
0i − ηiA0j)
So any arbitrary combination of S and Σ will allow us to construct a bilinear that transforms
as a tensor.
(In fact, it’s not hard to generalise this to any operator expressable as a linear combi-
nation of σAi , where the index A represents which spinor index σ operates on.)
A.2 Spin one identities
Simplify W ×B:
(W ×B)i = εijkWjBk
= i(Sk)ijWjBk
= i(S ·B)ijWj
= i([S ·B]W)i
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Simplify D× (D×W)
(D× [D×W])i = εijkDj(D×W)k
= εijkεk`mDjD`Wm
= −(Sj)ki(S`)mkDjD`Wm
= −(S ·D)ki(S ·D)mkWm
= −
(
[S ·D]2
)
im
Wm
= −
(
[S ·D]2W
)
i
The spin matrices are represented as:
(Sk)ij = −iεijk
They have the commutator
[Si, Sj ] = iεijkSk
The product of two such spin matrices is given by:
(SkS`)ij = (Sk)ia(S`)aj
= −εiakεaj`
= (δk`δij − δkjδ`i)
This implies that:
(SiSjAjBiv)l = (Si)lm(Sj)mnAjBivn
= (SiSj)lnAjBivn
= (δijδln − δinδlj)AjBivn
= (A ·B)vl −Al(B · v)
Or
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A(B · v) = (A ·B− SiSjAjBi)v
This can be used this to establish some identities:
EiD · η = ([E ·D− SjSkEkDj ] η)i
= ([E ·D− (SkSj − [Sk, Sj ])EkDj ] η)i
= ([E ·D− (SkSj − iεkjlSl)EkDj ] η)i
= ([E ·D− (S ·E)(S ·D) + iSl(E×D)l] η)i
= ([E ·D− (S ·E)(S ·D) + iS · (E×D)] η)i
Since E and W commute:
EiW ·E =
([
E2 − SjSkEkEj
]
W
)i
=
([
E2 − (S ·E)2
]
W
)i
And
DiD · η =
([
D2 − SjSkDkDj
]
η
)i
=
([
D2 − (SkSj + [Sj , Sk])DkDj
]
η
)i
=
([
D2 − (S ·D)2 + iεjklSlDkDj)
]
η
)i
=
([
D2 − (S ·D)2 + iS · (D×D)
]
η
)i
=
([
D2 − (S ·D)2 + eS ·B)
]
η
)i
Similarly:
DiE ·W = ([D ·E− SjSkDkEj ] η)i
= ([D ·E− (SkSj + [Sj , Sk])DkEj ] η)i
= ([D ·E− (SkSj + iεjklSl)DkEj ] η)i
= ([D ·E− (S ·D)(S ·E) + iS · (D×E)] η)i
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Product of H12H21
It is necessary to calculate
(
π2
2 − (S · π)2 + (g − 2) 2mS ·B
)2
to first order in magnetic field
strength. As a first step of simplification(
π2
2
− (S · π)2 + g − 2
2
e
m
S ·B
)2
=
(
π2
2
− (S · π)2
)2
+
g − 2
2
e
m
{
p2
2
− (S · p)2,S ·B
}
First term
To simplify the first term, consider one element of this matrix operator:{(
π2
2
− (S · π)2
)2}
ac
=
(
π2
2
− SiSjπiπj
)
ab
(
π2
2
− SlSmπlπm
)
bc
=
(
π2
2
δab − [SiSj ]abπiπj
)(
π2
2
δbc − [SlSm]bcπlπm
)
=
(
π2
2
δab − [δabδij − δajδbi]πiπj
)(
π2
2
δbc − [δbcδlm − δbmδcl]πlπm
)
=
(
−π
2
2
δab + πbπa
)(
−π
2
2
δbc + πcπb
)
=
π4
4
δac − πcπa
π2
2
− π
2
2
πcπa + πbπaπcπb
It’s very useful to have the following identity:
e(S ·B)ab = e(Si)abBi
= −ieεiabBi
= −ieεiab(εijk∂jAk)
= −ieεiabεijk
1
2
(∂jAk∂kAj)
= −εiabεijk
1
2
[πj , πk]
= −εiabεijkπjπk
= −(δajδbk − δakδbj)πjπk
= πbπa − πaπb
Therefore,
e(S ·B)ab = [πb, πa]
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Using this, and the fact that π commutes with S and B:
πbπaπcπb = πbπcπaπb − πb(eS ·B)acπb
= πbπcπaπb − π2(eS ·B)ac
Also,
πbπcπaπb = πbπcπbπa + πbπc(eS ·B)ba
= πbπbπcπa + πbπa(eS ·B)bc + πbπc(eS ·B)ba
So now:
πbπaπcπb − πcπa
π2
2
− π
2
4
πcπa = π
2πcπa + πbπa(eS ·B)bc + πbπc(eS ·B)ba
−π2(eS ·B)ac − πcπa
π2
2
− π
2
4
πcπa
=
1
2
[π2, πcπa] + πbπa(eS ·B)bc
+πbπc(eS ·B)ba − π2(eS ·B)ac
Evaluating the commutator:
[πb, πcπa] = [πb, πc]πa − πc[πa, πb]
= (eS ·B)cbπa − πc(eS ·B)ba
[π2, πcπa] = [πbπb, πcπa]
= πb[πb, πcπa] + [πb, πcπa]πb
= (eS ·B)cb(πbπa + πaπb)− (eS ·B)ba(πbπc + πcπb)
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This gives the result:
πbπaπcπb − πcπa
π2
2
− π
2
4
πcπa =
1
2
[(eS ·B)cb(πbπa + πaπb)− (eS ·B)ba(πbπc + πcπb)]
+πbπa(eS ·B)bc + πbπc(eS ·B)ba − π2(eS ·B)ac
=
1
2
[(eS ·B)cb(πaπb − πbπa) + (eS ·B)ba(πbπc − πcπb)]
−π2(eS ·B)ac
=
1
2
[(eS ·B)cb(eS ·B)ba + (eS ·B)ba(eS ·B)cb]− π2(eS ·B)ac
= (eS ·B)ab(eS ·B)bc)− π2(eS ·B)ac
=
[
(eS ·B)2
]
ac
− π2(eS ·B)ac
Since terms of order B2 can be thrown away, the final result is that, to first order in B:(
π2
2
− (S · π)2
)2
=
π4
4
− π2(eS ·B)
=
π4
4
− ep2S ·B
Second term
To simplify the second term, use the following:{
p2
2
− (S · p)2,S ·B
}
= p2S ·B− [(S · p)2S ·B + S ·B(S · p)2]
= p2S ·B− (SiSjSk + SkSjSi)pipjBk
That triple product of spin matrices can be simplified by using their explicit form:
(SiSjSk)ab = iεaciεcdjεdbk
= i(δidδaj − δijδad)εdbk
= i(δajεibk − δijεabk)
(SiSjSk + SkSjSi)ab = i(δajεibk + δajεkbi − δijεabk − δkjεabi)
= −i(δijεabk + δkjεabi
= δij(Sk)ab+ δkj(Si)ab
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Now
p2S ·B− (SiSjSk + SkSjSi)pipjBk = p2S ·B− (δijSk + δkjSi)pipjBk
= −(S · p)(B · p)
So {
p2
2
− (S · p)2,S ·B
}
= −(S · p)(B · p) (A.2.1)
Result
At last, the final result is that, to the order desired,(
π2
2
− (S · π)2 + (g − 2) e
m
S ·B
)2
=
π4
4
− ep2S ·B− g − 2
2
e
m
(S · p)(B · p) (A.2.2)
A.3 Spin identity
The spin matrices are represented as:
(Sk)ij = −iεijk
The product of two such spin matrices is given by:
(SkS`)ij = (Sk)ia(S`)aj
= −εiakεaj`
= (δk`δij − δkjδ`i)
This can be used to write some pair of vector components uivj as a matrix structure.
Contract both sides of the above identity with vk and u`. The result is
[(S · v)(S · u)]ij = u · vδij − uivj
or equivalently
uivj = u · vδij − [(S · v)(S · u)]ij
The indices on the second term on the right refer to the indices of the product of spin
matrices. This identity will be used frequently in the following form:
(W† · v)(u ·W) = W† [u · v − (S · u)(S · v)] W
(Note that the vector dotted into W † appears dotted with right-most spin matrix.)
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