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If cp is a non-constant analytic function defined on the unit disk D such that 
q(D)= ED, the composition operator C, is the operator on the Hardy space H2 of 
the unit disk defined by C,/=f- cp. In this paper, we investigate the relationship 
between properties of the symbol cp and the subnormality of the operators C, and 
C$. The main theorem shows, under a regularity hypothesis, that C,+ is subnormal 
if and only if cp is in a restricted class of linear fractional transformations. The two 
previously known special cases, the afline transformations associated with the 
Cesaro operator and the automorphisms, are included as the extreme examples. 
The proof of the main theorem consists of verifying a moment condition and yields, 
in addition the construction of a measure p that exhibits C$ as multiplication 
by an analytic function on P’(p) and the identification of the minimal normal 
extension as a weighted sum of shifts. i 1988 Acadcm~c Press. Inc 
If cp is a non-constant analytic function defined on the unit disk D such 
that cp( D) c ID, the composition operator C, is the operator on the Hardy 
space Hz of the unit disk defined by C,f = f 0 cp. The operators C, are 
bounded and certain general properties are known (see, for example, [ 19, 
4, 17, 20, 23, 241). 
In this paper, we investigate the relationship between properties of 
the symbol q and the subnormality of the operators C, and C:. 
H. J. Schwartz, in his thesis [23], showed that C, is normal if and only if 
q(z)= az for Ial < 1, so we concentrate on non-normal C,. Our main 
theorem is the following: 
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THEOREM 7. if cp, a non-constant anlytic function defined on the unit 
disk D with cp( Ul) c D, is such thar C’z is subnormal and not normal, then 
there is a number c with [cl = I for which lim, _ ,- cp(pc) = c and 
lim p _ , cp’(pc) = s < I. Moreover, if cp is anal.ytic in a neighborhood of c, 
then C’$ is subnormal if and only $ 
v(z) = 
(r+s)z+(l --s)( 
r(l -s)Cz+(l +sr) 
for some r,s with O<r< I andO<s< 1; here, as above, s=cp’(c), 
Two interesting special cases were known previously. The case r = 0, that 
is q(z) = sz + (1 - s)c, was studied by Deddens [7] who noticed that these 
operators Cz are analytic functions of the Cesaro operator. The subnor- 
mality is then an immediate consequence of the subnormality of the Cesaro 
operator [ 131. When r = 1 the function cp is an inner Mobius transfor- 
mation with fixed points at c and -c and C, is invertible. Two different 
proofs of the subnormality of C 3 for this case appear in [20,6]. 
Interestingly, these operators are analytic functions of the unilateral 
weighted shift with weights f, 1, 1, . . . which is subnormal, and so have a 
different structure from the cases r < 1. 
In the first section, we prove some general theorems that limit the scope 
of our investigation. It is well known that the properties of C, depend to a 
great extent on the behavior of cp near its fixed points. We will say that a 
point b of D is a fixed point of cp if lim, _ , cp(pb) = b and for such fixed 
points, we will write q’(b) for lim, _ , cp’(pb). (The latter limit clearly 
exists if Ibl < I and a theorem of Julia and Caratheodory [21, p. 571 
implies that if IhI = 1, then the limit exists and 0 < q’(b) < cc.) A theorem 
of Denjoy and Wolff [S, 261 says that there is a unique fixed point c of cp 
such that Iv’(c)] < 1. We will call this distinguished fixed point the 
Denjoy- Wo,ff point of cp. The theorems of the first section show how the 
behavior of cp at the Denjoy-Wolff point affects subnormality. Theorem 2 
says that C, subnormal implies the Denjoy-Wolff point of cp is 0, that is 
~(0) = 0. After a few comments on the question of the subnormality of C,, 
the remainder of the paper concerns the subnormality of C’$. Theorem 4 
says that C’z subnormal, but not normal, implies ICI = 1 and q’(c) < I and 
further results show that cp is univalent in a strong sense. 
Section 2 presents the proof of the main theorem, obtaining it from a 
slightly more general version. Our proof depends on obtaining a series 
representation for a normalized version of cp: the analyticity of cp at ( 
provides a power series. In the more general version, we use a Dirichlet 
series, and an example of an application of the more general version is 
given. The spirit of the proof follows the authors’ earlier papers [IS, 123 in 
that the important object studied is the natural semigroup of iterates of C,, 
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although with our present methods, C, need not be a priori embeddable in 
a continuous semigroup. The proof of subnormality is accomplished by 
verifying a moment condition on the images of the reproducing kernels 
for HZ. 
In Section 3, the proof of the main theorem is more carefully analyzed to 
construct a measure p and space P*(p) related to the operators C$. In the 
case r = 0 of the theorem, the resulting measure is essentially the same as 
the measure computed for the Cesaro operator in [ 131, and for all r < 1, 
the measure is supported on a sequence of circles in D tangent to dD at the 
point 1. This measure provides a calculation of the minimal normal exten- 
sion of C$. In each case, the minimal normal extension is a direct sum of 
shifts. Specifically, letting II, be a fixed (unweighted) bilateral shift of mul- 
tiplicity K,, and letting I, denote the identity operator on the complex 
numbers, we prove the following. 
THEOREM 20. Let cp be as in the conclusion of theorem (7). Then the 
minimal normal extension ef C,* is unitaril-v equivalent to 
i @P2UT, if r=O, 
n-- I 
I,@ f @.P*U,X, of O<r<l, 
n--l 
and 
s-‘i2iJx@I,@s’~2u,,, [f r=l. 
It seems worth noting that the measures continue to exist for r < 0, but 
positivity fails. It should be of some interest to find operator theoretic 
consequences of this fact. 
Although we are only able to prove these theorems under some kind of 
regularity hypothesis, we believe the conclusions to be true without such a 
hypothesis. Other directions for future research include generalization of 
these techniques to include other related spaces of functions, like Bergman 
or Dirichlet spaces, and further study of conditions for subnormality of C,. 
1. DESCRIPTION OF THE CASES 
In this section, we derive some easy conditions on cp necessary for the 
subnormality of C, or C;. These results justify the study, in the next 
section, of the class of functions cp such that /cl = 1 and q’(c) < 1, where c 
denotes the Denjoy-Wolff point of cp. 
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LEMMA 1. 1’0~ ICI < 1 or ly ICI = 1 und q’(c)= 1, rhen neither C, nor 
C$ is hyponormal. 
Proof. Theorem 2.1 of [4] implies, in these cases, that the spectral 
radius of C, is 1 but the norm of C, is greater than 1. It follows that 
neither C, nor Cz is hyponormal. 1 
THEOREM 2. If C, is hyponormal, rhen q(O) = 0. 
ProojI By Lemma 1, we need only eliminate the possibility that ICI = 1 
and q’(c) < 1. But Theorem 4.5 of [4] implies that for such cpl the 
spectrum of C, includes an open annulus of eigenvalues. If C, were hypcr- 
normal, each of these eigenvalues would correspond to a reducing subspace 
of HZ which is impossible because H’ is separable. 1 
The question of which cp with q(O)=0 give C, that are subnormal will 
not be pursued in this paper, although it is clearly interesting. Instead, we 
will simply give a few examples to indicate the scope of current knowledge. 
We include our proof of Schwartz’s theorem because his thesis has not 
been published. 
THEOREM 3 (H. J. Schwartz [23]). C, is normul if’and on!,? if q(z) = cc 
.fiw some r wifh Ir I 6 I. 
Proof: By Theorem 2, if C, is normal, 2 divides cp so zkH’ is an 
invariant subspace of C, for each positive integer k. Consequently. the two 
dimensional space ( z2H’ ) ’ is an invariant subspace for C$, and the 
normality of C,* implies that this subspace is actually reducing. It follows 
that the one dimensional subspace zH” n (z2H2)’ is invariant for C,P, that 
is, z is an eigenvector for C,, which implies cp(:) = x for some 2. Since 
(p(D)c ID, we must have ]CL( < 1. 
Since the matrix for C,, with respect to the basis { 2”) is the diagonal 
matrix with diagonal entries rk, the converse follows immediately. 1 
Nordgren [ 1 g] observes that if cp is an inner function with ~(0) = 0, then 
C, is an isometry, so is subnormal. 
In [6], it is shown that if V(Z) =SZ( 1 - (1 - s)~) ’ for some s with 
0 < s < 1 then C, is unitarily equivalent to I0.K~ + ,, ,). Since CT= + , , .,, 
has been shown to be subnormal [7] or [S], we see that for this cp, the 
operator C, is subnormal. 
THEOREM 4. lj’ Cz is hyponormal, then Ic( = 1 und q’(c) < I, or else C, 
is normal. 
Proo;f: By Lemma 1, we need only examine the case ~(0) = 0. As in the 
proof of Schwartz’s theorem, ~(0) =0 implies the subspaces zkH2 are 
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invariant for C, for each positive integer k. It follows that the finite dimen- 
sional subspace (#Hz)’ is invariant for C,*. Hyponormality implies that, 
on this subspace, C,$ is normal, and we see as above that q(z) = 2; which 
implies that C, is normal on HZ. 1 
If r is a point of the open unit disk, K, will denote the Szego kernel 
function K,(z) = (I - 5~))‘. These functions are reproducing kernels for 
functions in HZ, that is, (L K,)=f( ) r , and have the convenient property 
that C,*K, = KV,zj. 
In order for Cf to be hyponormal, cp must be univalent in the disk and 
“univalent almost everywhere” on the circle. We are indebted to Paul 
Bourdon for suggesting this version of the theorem. 
THEOREM 5. If‘ C,* is hyponormal, then cp is univalent in the unit disk. 
Moreover, there is a suhser E of the unit circle with measure zero, such thal 
off‘ E, the radial limits of cp exist and are distinct ar distinct points. 
Proof: For non-constant cp, ker(C,) = (0). If Cz is hyponormal, 
ker( C,*) c ker( C,), so ker(C’,*) = (0) also. 
Since ker(C,*) = (0). the range of C, is dense. In particular, there is a 
sequence of polynomials pn so that C, p,, = p,, 3 cp converges to z in H *. 
Since P,,-q(r) converges to r for each 3~ in the disk, cp is univalent in the 
disk. By possibly passing to a subsequence, we may assume that the boun- 
dary functions of the pn 0 cp are defined and converge pointwise to z off a set 
E of measure zero. If e”‘l and e”” are distinct and not in E, then the 
convergence of the radial limit functions implies that inIinitely many of the 
p,,” cp have distinct values at erH’ and e”: which means that cp(e’“‘) and 
cp(e’“‘) are distinct. 1 
2. PROOF OF THE MAIN THEOREM 
In this section, we determine those cp, within a fairly large class, for 
which C’$ is subnormal. We have seen in Section 1 that whenever C$ is 
subnormal the Denjoy-Wolff point, c, must be on the unit circle, 
0 < p’(c) < 1, and cp is univalent in D. Our hypothesis on cp will take the 
form of a regularity condition at the point c that is somewhat more general 
than the requirement that 43 be analytic at c. 
The structure theory for univalent self-maps of the unit disk [3, p. 811 
implies that cp has the form 
q(z) = c-J(.s-j- ‘(Cz)) (1) 
for a univalent map y of a region Q onto D where s = Q’(C), the set Q is 
contained in the right half plane and is invariant under the contraction 
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2 + sz, and lim,,,+ Y(X) = 1. We note that it is a consequence of the model 
in [3] that dR is tangent to the imaginary axis at zero, and by [3, 
Theorem 5.11, the region Sz contains a segment (0, S] on the real axis. Our 
object is to describe those y that yield subnormal C$. 
The function cp is analytic in a neighborhood of c if and only if 7 is 
analytic in a neighborhood of 0. Our regularity hypothesis will be that y is 
permitted to have a certain sort of branch point at 0, but not a worse 
singularity. To be specific, let /3,, b2, . . . . /Ik be positive numbers such that 
/1,//I, is irrational for i#j and such that l//I, is an integer. Consider the 
semigroup 
A = (n, 0, + n2P2 + ... + nkpk: for n,, n,, . . . . nk non-negative integers}. 
We can list the elements of A in increasing order as 
0 = i., < i, < A2 < . . . 
We assume that for some 6 > 0, the function 7 has a series expansion 
Such a representation is unique by the uniqueness theorem for Dirichlet 
series [25] (set x = e ‘). Since the boundary of Q is tangent to the 
imaginary axis at zero, r0 < 0. We will adopt the normalization 
5()= -1; 
this can be done with no loss of generality, and without affecting cp, by 
multiplying 7 ’ by a suitable positive constant. 
EXAMPLE. If we let cp be defined on D by 
cp(-)=2+2~+2Jl -Z2 
3+;+2d= 
then cp( 1) = 1 and cp’( 1) = 0.25 and the function 7 above is 
y(w) = 
1-JL 
1-J%+\* 
for k+’ in 7 -l(D). (Here ;’ - ‘(D) is a convex onion-shaped region with “root” 
at the origin and top at 2.) An easy calculation shows that the Dirichlet 
series for 7 is 
y(x) = I + .u( - 1 - J5.Y’ 2 - .r + o.r3’2 + x2 + . . .) 
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so the operator C$ is covered by the following theorem, and we conclude 
Cz is not subnormal. 
THEOREM 6. Suppose cp has rhe form ( 1) for sOme s with 0 < s < 1 nlhere 
7 has a representation (2). Then Cz is subnormal if and on!,, if 
d--J = 
(r+s)Z+(l -.s)( 
r(1 -S)Ci+(l +sr) 
for Some r wirh 0 < r 6 1. 
Combining this with Theorems 4 and 5 and noting that cp is analytic in a 
neighborhood of c if and only if 7 is analytic in a neighborhood of 0 (see 
[3]), we obtain our main theorem. 
THEOREM 7. If cp, a non-consfant anulyric function defined on the unit 
disk D w,ith cp( D) c D, is such thar C,* is subnormal and not normal, then 
there is a number c with ICI = 1 for M,hich lim,, _ , cp(pc) = c und 
lim ,’ - I cp’(pc) = s < 1. Moreocer, if cp is unalytic in a neighborhood of c, 
then C$ is subnormal if and only if 
d=) = 
(r+s)=+(l --s)c 
r(1 -s)C~+(l +sr) 
for some r. s with 0 < r < 1 and 0 < s < 1; here, as ahoce, s = q’(c). 
The point of departure for the proof of the theorem is Lambert’s version 
of a criterion for subnormality due to Embry. We state it as applied to C$. 
THEOREM (Embry [9], Lambert [ 161). C’$ is subnormal if and only if 
for each f in u dense subset of H ‘, there is a finite positice measure p1 on 
[IO, I/C, II] such that 
( cl; C,*“j; f ) = j x2” d/i,.(s), ,for n = 0, 1, 2, . . . 
We will apply the theorem with f taken to be a finite linear combination 
of the Szego kernel functions. In order to do so, we begin by computing an 
expansion for certain of these kernels. 
LEMMA 8. Suppose ;’ has the representation (2). Then lhere exist c >O 
and continuous ~functions {h,, );= (, on (0, c J x (0, c] such thut 
(4) 
SUBNORMALITY AND COMPOSITIONS ON H 2 305 
Proof. Let us use the standard multi-index notation: 
n = (nl, n,, . . . . n,); 
P = (PI > P2, ...? P!f); 
z = (z,, ,727 ..., z/J; 
z”=z;~z;~~~.z~; etc. 
Then we can write the expansion (2) in the form 
y(x)= 1 +x c t(n) xn-8, for O<x<& 
ntZk+ 
We define 
g(z)= c T(n)zn and g(z) = c z(n)9 
“EZk+ nGZ; 
SO that y(x) = 1 + xg(x”l, . . . . xPt) for 0 <x < 6. It follows that g and g are 
well-defined functions in the polydisk G = {z: Izi 1 < @I} in Ck. 
For a, b > 0, we define 
f(z, w) = ag(z) + bg(w) +zi’pibg(z) g(w) 
which is holomorphic in G x G in C2k (recall that l/p, is an integer). Now 
g(0) = g(0) = z. = - 1, so it is easy to see that we may choose a possibly 
smaller polydisk E = {z: lzil <a} c G so that f(z, w) never vanishes on 
E x E, regardless of the values of a and b. Hence, l/f(z, w) has a power 
series representation 
1 -= c d(m, n) zmwn, 
fk WI 
for (z, w)EExE. 
W7tZ: 
Now if 0 < (ax)p’ < CI and 0 < (bx)B’ < c( for i = 1,2, . . . . k, we have 
1 -y(ax) y(bx) = -xf((ax)PI, . . . . (ax)pk, (bx)p’, . . . . (bx)p”) 
and therefore 
1 
1 -r(w) y(bx) 
= -i C d(m, n) am’Pb”‘flx(m+“‘~8 
m,nszk+ 
=- ;I 
Pez: 
c +lZ= 
- dh am.Bbn.8 
> . 
xP.B 
If p. /I = &, the coefficient of x1, in the last sum is the desired function 
hAa, b). 
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Now, letting c=fmin{a”B’: i= 1, . . . . k}, it follows that the expansion (4) 
is valid for 0 < a, h <E and 0 <x d 1. Since .f is continuous in (a, h) 
uniformly on compacta in E x E. the n(m, n) are continuous functions of 
(a, 6) and thus h, is continuous on (0, E] x (0, E]. m 
Our proof of Theorem 6 will depend on deciding when the coefficients 
h,(u, h) are positive definite. To do so, we will need a few facts about 
positive definite and homogeneous functions. 
DEFINITION. Let E >O. A function h defined on (0, E] x (0, E] is 
homogeneous of degree i. if 
h( fa, fh) = r’h(a, b) 
whenever a, h, tu, and rb are in (0, 61. 
LEMMA 9. For each n = 0, 1, 2, . . . . the function h, defined by Eq. (4) i.r 
homogeneous of degree A,, - 1 on (0, E] x (0, c]. 
ProoJ Choose u, h, t with (I, h, fu, and fb in (0, E]. Then for any 
positive .Y with x < I and x/f < 1 we see from Eq. (4) that 
I 
= 1 - Y(WO(f~)) Y(WO((h)) 
= i h,(tu, fh)(x/f)“’ .- ‘. 
n=O 
By the uniqueness of the expansion, 
h,(m (6) 
(i” I = Ma, b). I 
LEMMA 10. Let h be homogeneous of degree 1. on (0, E] x (0, E] where 
E > 0. Then h has a unique extension to (0, x ) x (0, x ) that is homogeneous 
of degree 1.. 
Proof: Define h(tu, tb) = t’h(u, b) for a, h in (0, E] and t > 0. This exten- 
sion is well defined, homogeneous, and unique. 1 
DEFINITION. Let X be a set. A complex function h defined on Xx X is 
positive definite provided 
PI 
/,k= 1 
for all finite sequences {r,};= , c C and {a,};_, c X. 
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This definition says, of course, that for every choice of n and set {a,};=, , 
the n x n matrix whose entries are /~(a,, uk) is non-negative. 
LEMMA 11. Let h he homogeneous of degree i. on (0, CC )x (0, 30 ) and let 
E > 0. Then h is positive definite if and only if the restriction of h to 
(0, E] x (0, E] is positive definite. 
LEMMA 12. Let h be homogeneous of degree /I and positive definite on 
(0, 30 ) x (0, cc ). Then for all positive numbers t and a, 
Ih(ta, a)1 G t”‘2h(u, u). 
Proof. Positive definiteness of h implies (take n = 2 in the definition) 
that the matrix 
h(a,~) h(w 0) 
h(ta, u) h(ta, ta) > 
is positive definite. Its determinant is therefore non-negative and the 
conclusion follows from the homogeneity. 1 
The following lemma will apply to the coefficient h,. 
LEMMA 13. The function h(a, b) = (u+ b) ’ is positive definite on 
(0, m 1 x (0, = ). 
Proof: This follows immediately from the definition after making the 
substitution 
1 
5 
% 0, -= 
a+b 0 
e em” dt. 1 
The next four lemmas will concern the first non-vanishing coefficient 
after h,. 
LEMMA 14. Let ‘5 he a complex number, let q be a real number, and for 
each positive integer n, let D, be the n x n matrix given b, 
T, 
I- 
i>j 
4.,= q, i=j 
T, i-c j. 
Let 6, be the least eigenvalue of D,. If inf 6, > - CL;, then T >, 0. 
Proof: Without loss of generality, we may assume q = T + i. Since 
D, is self-adjoin& 6,= min{ (Dnv, v): Ilull = 1 }. For Jp( -C 1, let L’ = 
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A( 1, p, p2, . . . . /I” - ’ ) where A-2=~;=~ Ip12k. Applying the formula for sums 
of geometric series, we find 
I - A2 c [/~(‘~p” ’ 
k=O 
Notice that 
A2’x’ Ip12kpn-k </j2n~‘(pl”+k<21pl’. 
k=O k=O 
Now if T is not positive, and M is any positive number, choose p so that 
IpI < 1 and 2 Re(S/( 1 - p)) < -M. (This is possible because [ + (1 - i) ’ 
maps the unit disk onto the half plane {r : Re c > f ).) For this p. choose n 
large enough that ( D,L:, E) < - M. 1 
LEMMA 15. Le! CJ he u complex number. The function 
h(a, h) = 1 - 
aa2 + ah2 
(a+h)Z 
is positive definite on (0, x ) x (0, x ) if and only if 0 < a 6 1. 
Proof: For n a positive integer and 0 < /? 6 1, let a, = /3’-’ for 
j= 1, 2, . ..) n. Positivity of h implies that the matrix D,., with 
6af + aa 
‘=I- OP 2’ 
4,= 1 - (a,+a,)2 
’ +aB’J ’ 
(p’ ‘+pJ-‘y 
is positive for every n and j3. In particular, for each n, it follows that 6, = 
lim,3 +“+ D,,, is positive. The entries of d,, are 
i > j 
i=j 
i <.j 
which, by Lemma 14, implies a is real and 6, = (a/2)1+ (1 - a)J, where J 
is the n x n matrix all of whose entries are 1. This means the eigenvalues of 
tin are a/2 and a/2 + n( 1 - a) so that positivity for all n implies 0 < a G 1 as 
desired. 
Conversely, if 0 < a ,< 1, then h(a, h) = 1 - a + Zaah(a + h) -2. Since 1 - a, 
2aah, and (a + h) ’ are positive definite functions and since this class is 
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closed under products and sums, we see that h is positive definite in this 
case. I 
LEMMA 16. Let h be continuous and homogeneous of degree I on 
(0, co) x (0, 00) and let 
g(u) = h(epuj2, eui2), for u E R. (6) 
Then h is positive definite if and only if there is a finite positive Bore/ 
measure v on R such that 
g(u) = / emi’-’ dv( y), for UE IR. 
Proof: If u and v are real, for a = eU and b = e’, we have 
g(v - u) = (ab)-“*h(a, b). 
Thus, positive definiteness of h is equivalent to positive definiteness of the 
function g(v - U) on R x R and the lemma now follows from a well-known 
theorem of Bochner [22, p. 3851. 1 
LEMMA 17. Let CT be a complex number and let 1 -C 1 -C 2. Then the 
function 
h(a, 6) = ‘clh;h” 
is positive definite on (0, co) x (0, co ) if and only if o = 0. 
ProojI We have from (6) 
g(u) = 
ae ~ w2 + oei.u/2 
(e”/2 + e-U/2)2 ; 
we want to calculate the inverse Fourier transform of g. We use the 
identities 
Ir(l + iv)12= 2 siny(ny) 
[ 10, pp. 3 and 41 and 
1 1 
(e”‘2+e-“/2)k=2z(k- l)! --m 
jm epzuy lr(k+ iy)i’dy (7) 
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[ 11, p. 393 with k = 2 to conclude that 
for z real. Since both sides are holomorphic on the strip IIm z] < 1, the 
identity also holds there. For - I < I < 1 we may put z = x - if to find 
du= . x-it 
4 smh(rr(x - ir)) 
The inverse Fourier transform of g is thus exactly 
5(x + G/2) sinh(n(x- G/2)) + a(x - G//2) sinh(n(x + G/2)) 
4 Isinh(n(x + ii./2)))* 
Positive definiteness of h is thus equivalent to non-negativity on R of the 
numerator in this last expression. In other words, letting e= r + i/l, the 
expression 
(2ax + pi) sinh(nx) cos(ni/2) + (xj. - 2/?x) cosh(nx) sin(nA/2) 
must be non-negative for all x. Setting x = 0 yields a 2 0 since sin(ni/2) > 0. 
We may divide by cosh(nx) to find 
(2ax + 8%) tanh( nx) cos( ni/2) + (r/l - 2Bx) sin( ni/2) > 0. 
On letting x + x, and x -+ -xc, we find 
a COs( G/2) - /I sin( 7rj.12) > 0 
and 
a cos(ni./2) + /? sin(nQ2) 2 0. 
Adding these inequalities and noting cos(7ri/2) < 0, we conclude a GO. 
Hence r = 0 and it follows immediately that /? = 0 also. 1 
Proof of Theorem 6. Our proof has two stages. In the first we establish 
that C$ is subnormal exactly when each of the functions h, from Lemma 8 
is positive-definite on (0, E] x (0, E]. In the second stage, we see that 
positive-definiteness contains just the right information to determine cp. 
Let us use the notation K(w, z) for K,(z) = (K,., K,). If E is as 
in Lemma 8, the arc {<y(x): O<X<E} in D terminates at c and 
(Ky,r,: 0 <x < E} spans HZ. We proceed to calculate via the Embry- 
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Lambert theorem, taking f to be a finite linear combination of this set of 
kernel functions. We write (P,, for the nth iterate of cp so that 
q,(z) = q(s”‘i ‘(Cz)), for n = 0, 1, 2, . . . . 
note that C; = C,“. Suppose 
f = f W,.,,.,,, (8) 
/= I 
where a,, . . . . a, are points of (0, E] and r,, . . . . r,,, are complex numbers. 
Then for n = 0, 1, 2, . . . . 
But cp,(c,(u,)) = c;(s”u,), and Lemma 8 describes how to expand 
K(q(s”u,), pi(s”uj)) = K(y(s”r,), v(s”u,)). The result is 
= f 5,Gf f hp(u,, a,).+ 
r.j= I p=o 
= f f(ip 1) f r,r,h,(% a,). 
p=O ,., := I 
This last expression is precisely 
J x2n h,(x), 
where v, is the purely atomic complex measure on [0, s -‘!‘I which is 
carried by {s@- “~‘};= 0 with 
(9) 
Integrals against x2” determine any measure with compact support in 
[0, co), so if the positive measure p, of Embry-Lambert exists, it must 
coincide with the complex measure v, given by Eq. (9). In other words, C,$ 
is subnormal exactly when v, is a positive measure for each f of the form 
(8), and this happens precisely when each h, is positive-definite on 
(0, E] x (0, E], as desired. 
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Now we turn to stage two. Using Lemmas 9 and 10, we presume each h,, 
has been extended to (0, x ) x (0, x ) so as to be homogeneous of degree 
i.,, - I. According to Lemma 11 (and stage one of this proof), the subnor- 
mality of C,: will be reflected in the positive-definiteness of each h, on 
(0, x)x (0, ,a). 
Assume first that C,* is subnormal. From Eq. (2) we calculate 
I - y(xa) ;$uh) 
= c [af,(ax)~/ + hT,(bX)‘:/] + xah c T,f&JX)i~(hX)iA 
120 ,.k > 0 > 
We see from (4) that the product of 
c [ar,(axp + br,(b.r)‘:i] + xah c r,fk(ax)“~(hx)“” (10) 
, > 0 ,.k 30 
and 
is - 1. We carry out the multiplication and combine like powers of .Y. 
Recalling our normalization r. = - I, we find immediately that 
h,(a,b)=(a+h)-‘, which we already know is positive definite by 
Lemma 13. Next, write D,(a, b) for the coefficient of .I-~~ in expression (10). 
Choose m > 0 so that h, is the first non-zero function in the sequence 
{II,};=, . The coefficient of xim in the above product must be zero. Since 
(E,,} is an incrasing sequence, this implies 
D,,(a, 6) ua, h) + Dm(ar h)h,(u, h) = 0. 
Note that D,(a, 6) = -(a + h). Since the coefficient of x in expression (10) 
is non-zero, A, < I. 
If I.,, < 1, so that 
D,(u, h) = i,U”“‘f ’ + rn,him+ ‘, 
then solving for h, yields 
h,(a, 6) = 5nfa. 
i,+ 1 + Tmb;.m+ I 
(a+h)2 . 
However, Lemma 17 now implies T, = 0, contradicting the definition of M. 
Thus, we must have ,I, = I. 
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In this case, 
D,,,(a, 6) = ?,a2 + T,,,b’+ ab 
and so 
2h,(a 
3 
b)= 1 -(1-2fm)a2+(1-2tm)b2 
(a+b)* 
By Lemma 15, this is positive-definite exactly when 0 d rm 6 f. 
Now we are ready to determine y and thus cp. Fix a in (0, E] and t in 
(0, 11. The expansion (4) with x= 1 says that 
1 
1 - y(ta) y(a) 
= h,(ta, a) + A,( la, a) + 1 A,( la, a). (11) 
n>m 
Let us take t I 0. From Lemmas 9 and 12 we have 
C IUG a)1 d C t(““- ‘)‘2h,(a, a), 
f?>m n>m 
and since 1, > 1 if n > m, the right side tends to zero with t. Since I + 1 
as t L 0, we find on taking limits in Eq. 11 (using our formulae for h, and 
h,) that 
1 1 
-=-++ 
l-y(a) a m’ 
or equivalently, 
Y(Z) = 
1 -(I -rJz 
l+t,z . 
From this we readily compute that cp is as desired, with r = r,( 1 - r,)- ’ 
which satisfies 0 < r Q 1 because we have shown 0 f r, <i. 
For the converse, suppose that cp is as in the statement of the theorem. 
We need only show that each h, is positive-definite. We may take 
(1 +r)-z 
Y(z)=(l+r)+rz. 
Since y is analytic at 0, the set of non-negative integers is the appropriate 
semigroup, and A,, = n for each n = 0, 1, 2, . . . . Lemma 9 tells us that h, is 
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homogeneous of degree n - 1 so the expansion 
and xeU” in (0, E], 
(4) implies that for xc I‘.” 
= f h,Je d, (4) x)I I 
,I - 0 
= ,f, g,(u) x”, (12) 
where g,, and h, are related as g and h are in Lemma 16. Our plan is to 
calculate the g,,‘s and argue that they are the Fourier transforms of linite 
positive measures. According to Lemma 16, the proof will then be com- 
plete. With the abbreviation i. = err!2 + e-“‘2, we find 
1 1 + ri,x( 1 + I) ’ + 2X2( 1 + r) 2 
-= 
1 -y(xe u’2) y(xe”‘2) x[i-(1 -~)x(l +r) ‘1 
=.Y j;+(r+q)& 
[ 
(1 -r)n 
+f 7+ 
r( 1 - r)” 2 
II=2 
lll-I ] (&>“). (‘3) 
Thus we have 
Ro(u)= & 
1 
e +(,-l&z’ 
g,(u)=(l +r)-’ ( 
l-r 
r+ (e”.‘2 + e -td:Z)Z > ’ 
and 
g,(u)=(‘+r) n 
[ 
(1 -r)” r(1 -r)” ? 
(e u;2 
+e-“;2)n+I+(eu;2+e u:2)n-I ’ 1 
for n 2 2. From Eq. (7), using the identity r(z + 1) =2/(z), it is clear that 
g, is the Fourier transform of the measure Y,, , defined by 
dv,, = +%,(l.)+& /f-(1 +i,‘)l’dy, 
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where 6, is a unit point mass at 0, and 
n~“,,(.Y) = 
(1 -r)“-’ 
2n(n - I)! ( 1 + r)n + ’ 
for n b 1. Since 0 d r Q 1, each of these measures is non-negative. 1 
3. A REPRESENTATION FOR SUBNORMAL C; AND 
ITS MINIMAL NORMAL EXTENSION 
In this section we construct a representation for Cz when cp is given by 
Eq. (3). Since C$ is subnormal, its norm coincides with its spectral radius, 
so by [4, Theorem 2.11, 
Therefore, s”‘Cz is a subnormal contraction. We show that it can be 
represented as the operator of multiplication by a certain singular inner 
function, acting on P’(p), the closure of the polynomials in L’(p), for a 
certain measure p. 
First we describe p. We know from the proof of Theorem 6 that g,,(u) is 
the Fourier transform of a positive finite measure v,, , on [w. Let Y be the 
measure on the half-plane {z: Re 2 b - $} given by 
dv(x + iy) = i, dv,,(y) d6n,2(.K), 
n= .I 
where 6,., is the unit point mass at n/2. The map 
carries D onto the half-plane {z: Re z > - 4); we define 
a measure on D with p( { 1) ) = 0. 
We also introduce the notation 
E,(z) = e H(l + .-,‘,I ---;), 9 for 120, 
which are well-known inner functions. 
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THEOREM 18. Let cp he given by Eq. (3) and let p be the measure 
described above. Then s’ ” Cf is unitarily equivalent to the multiplication 
operator 
acting on P’(p), where 9 = -log s. 
Proof: We know from Eq. (12) that 
K(y(te “‘I dv,,( J) t” 1 (17) 
provided te I’,’ and te”.” lie in (0, c]. Here we are taking 
‘i(z) = 
(1 +r)-z 
(I +r)+rz’ 
(18) 
so (0, l] c; ‘(ID), and we may assume that E = 1. 
Now given a, h in (0, 11. we put t = (ah)‘:2 and u= log(h/a). Then 
Eq. (17) can be more elegantly rewritten as 
(K,;.,,,. K,.;.m) = / , 2, a”h” dv(w) = j ayb’ dp. (19) 
{Rcuz 0 
But note that ay = a-- “*Em ,op,o,; note also that {E,: t > 0) is contained in 
P2(p) since p( { 1) ) = 0, see [ 13, p. 2203. Thus we may define a map U from 
{K,;.,,,:O<a< 1) into P’(p) by 
Ui: K,+, + a ‘,I E..,,, ,“,. 
Equation (19) states that U preserves inner products and hence may be 
extended by linearity and continuity to an isometry from HZ, the span of 
1 K-;,,, : 0 < a < 1 }, into P’(p). That U is actually unitary follows from the 
fact that {E,: t 20) spans P’(p) [ 13, p. 2203. Then using the identity 
E ‘I + , = E,, E, we compute 
WK,,,, = uK,wa,, = UKrj,,yU, = (sa) .- “‘E Iog~suJ 
- .- 1:2E 
Ic>g(.5, a 
1:2E 
-logI,,) = s ‘,*E,, UK,.,.,,,, 
that is, 
U(PC$) = v, u. 1 
We remark that when cp is given by Eq. (3), cp and thus Cz possess 
natural semigroups of fractional iterates (replace s by s’ for 0 < t < x;). 
SUBNoRXfALITY AND COMPOSITIONSON HZ 317 
Theorem 18 can also be approached through this semigroup and 
Proposition 8 of [ 123 applied to the space of functions d = {fa 7: f E HZ}. 
We conclude by calculating the minimal normal extension of Cz when cp 
is given by Eq. (3). The following lemma is immediate from a theorem of 
Conway and Olin [ 1, p. 271. 
LEMMA 19. The minimal normal extension qf V, on P’(p) is the operator 
W,(S) = E,S on L’(P). 
We denote by U, any fixed (unweighted) bilateral shift of multiplicity 
N,, and by I, the identity operator on the complex numbers. 
THEOREM 20. Let cp be given by Eq. (3). Then the minimal normal exten- 
sion of C$ is unitarily equivalent to 
and 
I, @ f  @Sf’:2Ur, if O<r< 1, 
“= , 
S ‘.‘2 u, Q I, Q s’!2 u., ) if r= 1. 
Prooj Let us write A z B to indicate that operators A and B are 
unitarily equivalent. Since C$ z s I’* V,,, Lemma 19 implies that s I’* W, is 
a representation of the minimal normal extension of Cz. Consider the 
unitary operator Y: L2( v) + L*(p) given by Yf= SC V and let M denote 
the multiplication operator 
(Mf)(z) = e-l’f(z) 
on L*(v). From the definition of Y we immediately obtain YM = 
s ‘;* W, Y, so that A4 represents the minimal normal extension of Cz. 
Now the definition of v tells us that 
and the n th summand here is unitarily equivalent to the operator 
Q,: f(y) 4 s”!’ e ‘““f(y) 
on L’(v,,). Now if 
Jk= Fk,;(k+l) , 
> 
for k=O, +l, k2, . . . 
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and “,,,k is the restriction of v, to Jk then 
Q,, = f: @ Q,, I ~2,rn.X). 
k--x 
Moreover, we know that dv,( v) = r(r + 1 )- ’ d&,(y) + wo( y) dl, and 
dv,( y) = w,(y) dy if n #O where u’, is given by Eqs. (14)-( 16). In 
particular, IV,, 2 0 and is in L’(W) for n 2 - 1. 
First suppose that 0 < r < 1. Each u’,, is clearly bounded above and below 
on each interval J,. Moreover, the map J + emiVY for JJ in Jk is a nice one- 
to-one parametrization of the unit circle, hence 
Qn I I.qv,,,) z sn12 U, 3 
for (n, k) # (0, O), 
where U, is a bilateral shift of multiplicity one. Similarly, 
(20) 
if r=O 
if O<r<l. 
Here I, results from the point mass of v0 at 0. 
Next consider the case r = 1. We see that w, = 0 unless n = + 1, whereas 
Eq. (20) holds for n = f 1. Moreover Q. z I,: and L’(v,,) = (0) if n > I. 
Recalling that U, is the direct sum of Kc, copies of U,, we can add up 
the various summands above to complete the proof. 1 
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