The purpose of this article is to describe the development of an instrument for assessing the writing development ofstudents in an English-medium university in Japan. We begin with a description of the setting of the college and the unique nature of its program. Next we discuss the process of selecting a language proficiency framework suitable for the four years of the degree. The Canadian Language Benchmarks (Citizenship and Immigration Canada, 1996) (1996) ont constitue la base apartir de 
Japanese and who can employ critical thinking skills; the students acquire these skills through pursuing a liberal arts degree. To meet this challenge the college has one of the greatest concentrations of English-speaking faculty of any postsecondary institution in Japan (Otsubo, 1995) . All of the faculty speak English, and 80% are non-Japanese (although not necessarily native speakers of English) compared with fewer than 2% in the entire Japanese system of higher education. All courses, except those in Japanese expression and teacher education, use English as the language of instruction. In addition, in order to facilitate the use of active and cooperative learning techniques (Bonwell & Eison, 1991; Johnson, Johnson, & Smith, 1991; Kessler, 1992; Sutherland & Bonwell, 1996) , the college administration makes a concerted effort to keep class sizes small (10-20 students).
First-and second-year credit-bearing courses in content areas such as sociology, economics, and art history are team taught by EFL faculty and discipline specialists. In collaborative team teaching, pairs of language and content-area faculty work together extensively; they co-plan syllabi and lessons, and teach together in the same classroom. Students concurrently learn content concepts, language, and critical thinking skills.
Wesche (1993) describes three prototype curriculum models for discipline-based instructional formats: (a) theme-based, which are principally language courses organized around a series of topics or themes, but which are not regular academic discipline courses (although they might usefully be an introduction to these); (b) sheltered courses, which are regular academic courses in disciplines such as economics or political science and limited to students whose native language is other than the language of the course; and (c) adjunct courses, in which "a specially tailored second/foreign language course for advanced L2 speakers is organized around the content and language needs arising from a selected discipline course" (p. 61).
The model used at MIC shares some characteristics of all three of these, although it is not strictly speaking an example of any. In the first two years of study students take a limited number of courses that focus on the development of English proficiency skills. They also take regular academic courses (e.g., economics, sociology) team taught by a discipline specialist and a language specialist. In some ways the structure resembles the sheltered model as all the students in the classes are non-native speakers of English. In other ways the program more closely resembles the adjunct model inasmuch as instruction in the linked but separate language course is "organized around the content and language needs arising from a selected discipline course" (Wesche, 1993, p. 61) . However, at MIC language is taught in subject courses alongside discipline content during a single class period facilitated by both instructors. In other words, the assumption is not language before content or vice versa, but rather simultaneous learning of both. In this way the instructional delivery model is closest to the "four-handed" approach described by Corin (1997) and Stryker (1997) in which two instructors coteach in a classroom. In four-handed teaching two instructors interact in a complementary fashion to facilitate learning and to maximize the exposure of learners to native speakers engaged in natural communication.
In the third and fourth years the courses are taught only by the discipline specialists. By this point students can generally cope quite well with the language of the specific content areas, although they still need help with writing essays. This is particularly so for the senior thesis, and the discipline specialists often call on the language specialists to sit on thesis supervisory committees to help the students with their writing.
Our students' educational backgrounds do, however, present some obstacles to achieving success in this model. First, the incoming students have widely varying levels of English language proficiency, yet they generally take the same classes. Second, in high school Japanese students have limited experience communicating in English. Their secondary education has been predominantly passive in nature and their exposure to academic class work in English has been virtually nonexistent (Nozaki, 1993; Rohlen, 1983) . For these reasons our challenge at MIC has been to meet the needs of individual students while delivering college-level courses. With such a heterogeneity of language levels among the students, we had to devise teaching methods to activate their essentially passive knowledge of English so that they could discuss ideas critically in the classroom. One of the goals of MIC is to produce graduates who are fluent in English and Japanese and who have an understanding of international issues.
Selecting a Framework for Evaluating Language Development
Since the beginning of the instructional program at MIC, assessments of progress in students' language acquisition have been conducted mainly through the measures of the TOEFL and TOEIC tests. Analysis of these scores indicates considerable improvement of students' English proficiency over the course ofthe four-year program. However, these standardized tests are of limited use in the college itself. In short, the TOEFL and TOEIC are measures quite removed from the ongoing work of instructors in their classes. The scores do not relate to the particular model of language competence around which the curriculum is structured, nor do they provide sufficient diagnostic information to allow for specific analysis of students' progress in writing. Indeed, the sole use of tests such as the TOEFL and TOEIC may be misleading according to Savignon (1992) who maintains that "a desire to quantify, to objectify, to render absolute, coupled with incomplete understanding of basic concepts in language and its measurement, leads to assertions of truth rather than acceptance of half-truths" (p. 52). Nunan (1992) reviewed studies that evaluated collaborative classrooms like those found at MIC and concluded by questioning the use of standardized tests as a principal measure of student achievement in such situations.
MIC faculty indicated their need to understand language development in our students and to have a common discourse, accessible by both language and content faculty, for discussing this development.
In January 1996 the Dean of Faculty asked the Language Area Coordinator to convene a committee to research various measures of language proficiency and to make recommendations to the faculty. After some initial explorations, the committee agreed that the unique institutional context called for institutionally developed measures. Therefore, the committee began with a project to create a set of language benchmarks specific to MIC. The process was an iterative one: the committee drew up an initial document, incorporated suggestions from the faculty as a whole, revised the document, obtained more suggestions, revised it again, and so forth. Before the third round of input from faculty was solicited for this project, committee members realized that it would not be possible to describe the L2 development of our students without a longitudinal, empirically based study. Committee members agreed that such a study would have to track a cohort of students through their four years at the institution. Unfortunately, we did not have that luxury of time. The faculty committee, which had originally rejected the notion of adopting an existing assessment framework, decided to reconsider and consequently examined several scales of proficiency and models of language competence. The committee eventually recommended the Canadian Language Benchmarks (CLB, Citizenship and Immigration Canada [CIC], 1996) as the instrument most relevant to the needs of the institution.
Choosing the Canadian Language Benchmarks 1
The publication of the Canadian Language Benchmarks (CIC, 1996) represented a major initiative in Canada to provide non-English-speaking newcomers to the country with effective English-language learning opportunities. The purpose of the CLB is stated as follows: the benchmarks "provide consistency of outcomes for learners across the country, a common basis for both learner and program assessment and a concrete statement of language competences to all stakeholdes including learners, educators, emplyers and community and settlement agencies" (p. 1). Unlike other proficiency scales such as those developed by the American Council for the Teaching of Foreign Languages (ACTFL) and Educational Testing Services (see Hughes, 1991, and LiskinGasparro, 1987 , for descriptions of such scales), the CLB includes not only a set of competences but also a set of specifications that define the conditions under which a particular competence might be best demonstrated. In other words, each of the 12 benchmarks in the three skill areas of listening/ speaking, reading, and writing describes the competences in the contexts of perfor-mance conditions, situational conditions, sample tasks, and background knowledge, which are key to the performance of a particular task. Although the benchmarks are hierarchical in structure, the developers of the CLB caution that this structure"does not suggest, however, that certain functions, or 'competencies' are more difficultthan others" (CIC, 1996, p. 3) . In fact they specifically differ from the ACTFL scale in that language functions are not seen to be more or less difficult in themselves, but rather only in relation to how the particular function is handled by the individual: "functions that one may be tempted to consider as 'higher' or more complex, like suasion ('getting things done'), can indeed be realized through very simple linguistic means, if one chooses to do so. Ultimately, it is the linguistic forms chosen by the speaker to perform the function with and the context that determine relative complexity of the communication" (p. 3).
MIC was attracted to this underlying principle of the CLB. In addition, the CLB was adopted by the institution for the following reasons: First, the CLB reflects language in real use. The generic nature of the benchmarks means that they describe language development generally and are not tied to a specific context. Second, meeting the individual needs of our learners is important given the heterogeneity of the language levels of the student population. The faculty felt that the detailed descriptions of usage for each benchmark would enable individual progress to be tracked. Third, faculty members strongly wished to retain their individuality in teaching and noted that the selection of sample tasks provided in the document, along with the generic nature of the benchmark descriptions, make it a descriptive rather than a prescriptive guide. Fourth, the format of 12 benchmarks within three broad-level bands in three language skill areas is easily understandable by both language and content faculty as well as by students. Fifth, the CLB was seen to be extremely useful in curriculum planning, an ongoing challenge for the experimental college. Finally, and probably most important, the CLB document could provide the MIC faculty with a common discourse to discuss student growth and ultimately to have a positive washback on the MIC program as a whole. Adopting the CLB would"establish a frame of reference that can describe achievement in a complex system in terms meaningful to all the different partners in or users of that system" (North, 1993, p. 6 ). This frame of reference provided by the CLB eliminated, therefore, any further consideration of adopting other testing scales such as the TOEFL Test of Written English (Sharpe, 1999) .
The use of testing systems designed specifically for washback, or feedback, on the classroom is not a new concept. Indeed, as Shohamy (1993) points out, "Few devices are as powerful, or are capable of dictating as many decisions, as tests" (p. 1). Researchers such as Hamp-Lyons (1991) note the rich diagnostic information that can emerge from well-designed testing programs. Rehorick and Dick (1996) extend the notion of washback to include decision-making processes in and among organizations. In other words, the impact of tests is not only on the learners themselves, but can include curriculum design, instructional methods, program structure, and organizational development. That MIC recognized the potential for positive washback on its program is reflected in the following quote from an internal research memo: "It is hoped that the writing sample, obtained under similar conditions for all students, will be the first step in a variety of studies that will help develop an institutional profile of MIC students and will serve to provide a baseline for curriculum revision and further research" (Miyazaki International College, 1997).
Using the CLB as the Basis for an Assessment Scale
The committee recognized the advantages in using the Canadian Language Benchmarks as the basis for an assessment scale because of the potential for establishing a solid scaffold to support other areas of the MIC system. North (1993) has noted that this kind of proficiency scale can "provide coherent internal links in a system among pre-course or entry testing, syllabus plan__ ning, materials organization, progress and exit assessment, and certification" (p. 6). The committee felt that faculty members would be much more likely to embrace the assessment scale if they first had an opportunity to use it for course-planning, task design, and student advising. Thus faculty were encouraged to use the document for gathering exemplars of student work that represented the various benchmarks. Within a few months it was recommended that the CLB writing descriptors be adapted to form the measurement scale. Writing was chosen for this first college-wide assessment effort because it is arguably the easiest skill to test and the most representative of the academic skills being emphasized in MIC's academic curriculum.
The challenge of using the CLB as an assessment tool was that it was designed initially to describe language development, not to evaluate it. "By itself," the developers caution, "it does not measure the leamer's proficiency in communicating in English" (CIC, 1996, p. 4) . In order to use the CLB as an assessment tool, we would need to develop "a well-calibrated testing instrument with specific test tasks, procedure and the rating scale [to] be used in conjunction with the CLB descriptions to assess the leamer's proficiency and place her/him on the continuum of increasing competencies" (p. 4). The design of the rating scale and the training of the assessors were informed partly by research in holistic scoring methods (White, 1985) . Hamp-Lyons (1991) notes that "in holistic scoring, each reader of a piece of writing reads the test rather quickly ... and assigns the test a single score for its writing quality [usually] ... by reference to a scoring guide or rubric" (pp. 243-244).
Hamp-Lyons (1991) is critical of holistic scoring because of its limitations in providing in-depth diagnostic information for feedback onto the system. She says that she is "increasingly coming to view this as a severely limiting feature of holistic scoring, and to demand a richer definition of a 'valid' writing assessment" (p. 244). Her research into primary-trait assessment and multiple-trait assessment provided the basis for the design of the MIC scale. In primary-trait scoring, "test developers decide on a narrowly specified task to assess whatever facet of writing competence has been identified in the context as the most salient and develop a scoring guide specifically for it, focusing only on, for example, whether the writer can take and support a position on an issue" (p. 246). Thus a writing sample can only be rated based on the context in which it is written. In multiple-trait scoring, samples are rated on more than one specified trait according to the criteria of language development.
In MIC's case these criteria are based on the 12 benchmarks of the CLB document. The advantages of the multi-trait approach are that it "implies a view of writing as a complex and multifaceted activity, and of the response of each reader to text as similarly complex and multifaceted" (Hamp-Lyons, 1991, p. 248) . Hamp-Lyons stresses the gains to be made through discussions among raters about scores that do not focus solely on the score itself (as in holistic scoring), but rather on the sharing of ideas about a particular writing sample through the language of the assessment instrument. The committee felt that using the benchmarks would be an important step toward opening a dialogue among faculty regarding our specific expectations for students' writing. It was hoped that this dialogue based on the benchmarks would move into other areas of assessment such as listening, speaking, and reading, as well as into our work in curriculum development. The CLB provides a rich scaffold for matching course content and activities to the benchmark descriptions.
The MIC College-Wide Writing Assessment
In the spring of 1997 the language faculty at MIC unanimously voted to support a project to undertake immediately a college-wide writing assessment. The language faculty also requested that an assessment team be assembled following the administration of the college-wide writing sample to develop a rating scale, rate the students' writing samples, and outline future directions for institutional assessment.
One of the challenges of this kind of assessment is to construct a prompt that would elicit a valid sample of the students' writing ability. For the first MIC college-wide writing sample, a reading on the topic of male and female roles in the Japanese home was written and adapted to an appropriate level for the students. Students were asked to write their ideas about the roles of men and women in the Japanese home 10 years from now. This topic was developed because the personal experiences of all of the students would include direct knowledge of the well-defined gender differences in most Japanese homes.They were instructed to use ideas from the reading and from their own experience to formulate their responses to the question (see Appendix A for the full text of the prompt).
Two hundred, twenty writing samples were obtained from students across the four years. This number (the "writing sample" group) was 83% of the entire student population at MIC, and the distributional characteristics of this group were nearly identical to those of the entire population (see Appendix B for the details).
First Steps in Developing an Assessment Scale Based on the CLB
In the fall of 1997 an assessment team 2 composed of six experienced language specialists was created. The team's first task was to develop a writing scale based on the CLB. This seemingly straightforward task marked the beginning of weeks of debate regarding both the content and format of the proposed scale. It became immediately clear that there was a wide range of beliefs about the specific elements that should be selected from the CLB document for the scale. There were also divergent philosophical views among team members about the best way to approach the development of a scale.
In order to get the development task underway, the team members agreed to choose descriptors that seemed appropriate to the writing task from the CLB at each of the writing benchmarks. The evolution of one benchmark (Benchmark 5) is used to illustrate the lengthy and often contentious process of developing our writing assessment scale. In Table 1 two initial renderings of Benchmark 5 are presented. Both were based on descriptions from the CLB working document (ClC, 1996) , but each introduced ideas about writing at Benchmark 5 that were not specifically mentioned in the document (see the underlined phrases). Draft A in Table 1 has added the idea of "introduction, body and conclusion," probably a substitution for "beginning, middle and end" in the original document. In the same table Draft B sees the idea of "topic" introduced, along with the concept of "paragraph form" defined as "topic sentence" with "support and conclusion." The length of the text in the CLB description of Benchmark 5 is given as "lOa words" (ClC, 1996, p. 61), whereas Draft Bspecifies"one to two paragraphs." These seemingly minor differences in the description of the benchmark led to extended and often heated discussion of what a writer at Benchmark 5 should be able to do. The next step in the development process is presented in Table 2 . At this stage the ideas from Table I, Draft B above concerning topic, paragraph form, and length of text were accepted by the group, and the general categories shown in the left column, "response to prompt," were added to the scale.
After general agreement on the descriptions for all of the benchmarks in Draft #2 was achieved, the assessment team began using this scale to rate actual writing samples. Extended group discussion continued on each of the • Linguistic means of expression remain simple: compound sentences, present tense.
• Frequent errors in accuracy and awkward sounding phrases.
• Conveys ideas about general topic clearly !D.
conventional paragraph form: topic sentence, support and conclusions are evident. Length one·two paragraphs.
• Linguistic means of expression remain simple: compound sentences, present tense.
samples rated, and changes in the scale were made as necessary. In Table 3 we can see the continued evolution of Benchmark 5 in its sixth draft. In this draft several key descriptions from the original CLB document were included. The idea of "beginning, middle and end" was reintroduced, and "present perfect" was added. The heading "initial competencemedium complexity" from the Benchmark 5 description was added as well. The group also chose to add "Ll borrowings" from the original document. These changes, based on the building of group consensus, marked an important shift from a "paragraph" and "topic sentence" oriented description to one that more closely approximated the concept of developing text described throughout the benchmark sequence.
By the time the assessment team had completed the seventh revision of the scale based on group rating, time pressure to complete the rating of the writing samples curtailed the extended discussion. We needed to produce a writing assessment scale and begin scoring the samples. The team decided that the entire assessment scale should fit onto one page in order to make it easier to use. This decision necessarily limited the amount of descriptive information that could be listed for each benchmark because all 12 were to be presented on a single page. It was also decided that shading should be used in the one-page format to indicate the groupings of the four benchmarks at were labeled as well (see Appendix C for the scale used in the rating).
Revision of the descriptors in each of the categories continued throughout the rating period. As writing samples were discussed and rated, changes in the descriptors were suggested in order to describe the bases of our judgments more accurately. The only change made in the two basic categories for each benchmark was removing "response to the prompt" from the categories and integrating it into the individual benchmark descriptors.
Applying the Writing Assessment Scale: Norming and Scoring
After the format and content of the assessment scale had been determined, the assessment team began using the scale to rate the writing samples. Each of the several scoring sessions began with calibration among the scorers. Therefore, every scorer read the 12 or so samples selected at random by the facilitator. All the scores were then recorded on a whiteboard, and each paper was discussed in detail before a final score was agreed on by the team. Once the agreement among scorers was consistent, scoring of samples began in earnest. However, using the scale in the first few rating sessions was awkward for some team members, and so additional norming was done as necessary. Twenty percent of the writing samples were rated by all six scorers for the purpose of calibration. Samples were scored double-blind with exact score agreement between readers required. As Table 4 below shows, for over 75% of the ratable papers, not including those rated by the entire group, no more than three readers were required to assign a benchmark based on the scale.
Refining the Assessment Scale: The Second Year
Before the second year of use, minor changes in wording were made to the writing assessment scale. Once again the scoring team was composed of six members: four language specialists and two subject specialists. To familiarize scorers with the instrument at the outset, the group facilitator selected a range of writing samples from the 1997 papers. After considering the scale, team members scored these papers and discussed how they determined the benchmark they assigned for each paper. The facilitator directed team members to consider the general characteristics of these papers as they related to the benchmark descriptors used in the scale. The scoring procedure itself was the same as described above. The key discussions in the norming sessions were always on how to distinguish between, for example, a Benchmark 3 sample and a Benchmark 4 sample. The scale was not changed during the assessments for the second year of the project. A new writing task prompt was drafted and approved by the college committee that oversees testing. The procedures followed the status quo set in the first year. Each rating session began with extensive calibration, and the reasoning behind scores assigned to these group-assessed samples was discussed, often at length. The results of this writing assessment were comparable to those produced the year before. In the end, 18% of the samples were group rated for the calibration discussions.
What We Have Learned
The faculty members who have been involved in this development process have learned first hand that the development of assessment scales is a complex undertaking. Individual teachers each have their own set of beliefs about language development and assessment. Furthermore, language instructors have experience in writing assessment, and each teacher seems to have his or her own view of how writing should be assessed. By organizing a team of experienced language specialists to develop a new writing assessment scale and use it, we learned just how difficult such a task could be.
A major challenge proved to be achieving consensus among members of the assessment team concerning the contents of the scale and its application. Every member of the team had the same goal in mind. Nevertheless, in applying his or her own experience to the development process, a great divergence of opinions emerged. Our experience in developing this scale has reinforced the importance of open discussion in the process of rating writing samples. Scoring must be calibrated, and this procedure must involve the group in an exploration of both how they are scoring and which traits of a rating description a sample contains to justify its score. Through these discussions we are able to clarify the language used in the scale for individual benchmarks as we build a group understanding of its use.
We also learned that it is essential to have consistency in the composition of assessment teams. For a variety of reasons, only two members of the original assessment team participated in the group the following year. Although the results were similar for the two years, this lack of consistency was clearly problematic early on in terms of the dynamics of the group.
A related learning is the need to ensure consistency with the prompt used for the writing task. The second assessment team was careful to write a prompt about a social concern at an appropriate linguistic level, but some faculty members later criticized the choice of prompt. Part of the concern was the length of the prompt. Members of the faculty expressed the view that the prompts used for the first two college-wide writing assessments were too long and, therefore, required too much time for some students to read and comprehend.
Finally, we learned that the development of an assessment scale, including its use and revision, must be from the outset viewed as a long-term process. Faculty and administrators must have the patience to examine the results of assessments over time. There also needs to be a willingness to revise assessment scales to make them accessible to all potential users.
Next Steps
Immediately following the 1998 scoring, the assessment team reviewed the scale with insights gained from the experience of using it. Criticism of the sheer number of benchmarks (12) had been raised the previous year and was heard again during the 1998 scoring sessions. Directly related to this were the concerns of scorers about the similarity of the descriptors used for numerically close benchmarks. Out of discussions on these matters, the team revised the original scale from 12 to six benchmarks. The new six-point scale 3 (Appendix D) contains two benchmarks in each of the three stages (basic, intermediate, advanced). Thus the key descriptors used in the CLB for Benchmarks 1 and 2 were combined to form the rating of 1 on the new scale.
The descriptors remain true to those found in the CLB document with the minor addition of wording related to the severity of errors and their impact on understanding for the reader.
The streamlining of the scale was done in the interest of promoting wider use of the benchmarks at the college. The 12-point scale, like the CLB document, was widely seen by language and discipline specialists alike as being too cumbersome to use as a teacher's aid. The development of a six-point scale was a reaction to this concern. In July 2000 the revised scale in Appendix D was used by 16 raters to score writing samples. To our amazement and delight, no complaints were voiced about the scale being at all awkward or cumbersome. Of course, use of the scale has been limited to date, but over time we will see if this revised scale meets the needs of the college and the faculty.
Notes
IThe Canadian Language Benchmarks is a document widely available for consultation by readers.
2The other members of the assessment team have made invaluable contributions to this project. We would like to acknowledge the hard work of Judy Gallian, Michael Sagliano, and Margaret Simmons.
3The authors are indebted to Liz Hamp-Lyons for her comments on problems with the wording used in the original scale. 
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