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Abstract
The existence of singular solutions of the incompressible Navier–Stokes system with
singular external forces, the existence of regular solutions for more regular forces as well as the
asymptotic stability of small solutions (including stationary ones), and a pointwise loss of
smoothness for solutions are proved in the same function space of pseudomeasure type.
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1. Introduction
So far, only two ways for attacking the Cauchy problem for the Navier–Stokes
equations are known: the ﬁrst is due to Leray [28], and the second is due to Kato [19].
None of them can be considered the ‘‘golden rule’’ for solving the Navier–Stokes
equations because they both leave open the following celebrated question. In three
dimensions, does the velocity ﬁeld of a ﬂuid ﬂow that starts smooth remain smooth
and unique for all time?
The concept of ‘‘weak’’ solutions introduced by Leray in 1933, permits the study
of functions in much larger classes than the classical spaces used to describe the
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motion of a ﬂuid. It is easier to prove the existence of a solution (regular or singular)
in a larger class, but such a solution may not be unique. Based on a priori energy
estimates, Leray’s theory gives the existence of global weak, possibly irregular and
possibly non-unique solutions to the Navier–Stokes equations. On the other hand, a
completely different theory introduced by Kato in 1984, based on semigroups
techniques and the ﬁxed point scheme, gives the existence of a global unique regular
‘‘mild’’ solution, under the restrictive assumption of small initial data. A second
restriction is given by the fact that Kato’s algorithm does not provide a framework
for studying a priori singular solutions. In fact, in order to overcome the difﬁculty
(and sometimes the impossibility) of proving the continuity of the bilinear estimate
in the, so-called, critical spaces, Kato’s algorithm makes clever use of a combination
of two estimates in two different norms, the natural one and a regularizing norm. As
such, Kato’s approach imposes a priori a regularization effect on solutions we look
for. In other words, they are considered as ﬂuctuations around the solution of the
heat equation with same initial data. For people who believe in blow up and
singularities, this a priori condition coming from the ‘‘two norms approach’’ is
indeed very strong. However, there exist two exceptions, more exactly two critical
spaces where Kato’s method applies with just one norm: the Lorentz space L3;N
(considered independently by Yamazaki [34] and by Meyer [30], and devoloped
recently in [5]) and the pseudomeasure space of Le Jan and Sznitman [26] (see [8]).
Here we will not go into the technical details arising from these critical spaces and we
refer the reader to the recent surveys contained in [4,27].
In this paper we will show how the approach with only one norm gives existence
and uniqueness of a (small) solution in a larger space which, in our case, contains
genuinely singular solutions that are not smoothed out by the action of the nonlinear
semigroup associated. More exactly, in the case of the pseudomeasure space we can
prove the following results. The existence of singular solutions associated to singular
(e.g. the Dirac delta) external forces thus allowing to describe the solutions
considered by Landau [24] and by Tian and Xin [33]. The existence of regular
solutions for more regular external forces. The asymptotic stability of small solutions
including stationary ones. A pointwise loss of smoothness and loss of uniqueness for
solutions.
The study of the Navier–Stokes equations written in terms of the vorticity and
with measures as initial data started in the 80s in a series of papers by Benfatto et al.
[1], Cottet and Soler [10,11], and Giga et al. [14,15]. We refer the reader as well to the
more recent results obtained by Kato [20] and Giga [12]. On the other hand, the case
of external forces that can be singular atomic measures was studied by Kozono and
Yamazaki [21]. Here we want to provide, among others, such kind of results.
2. One-point singular solutions
As observed by Heywood [16], in principle ‘‘it is easy to construct a singular
solution of the NS equations that is driven by a singular force. One simply constructs a
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solenoidal vector field u that begins smoothly and evolves to develop a singularity, and
then defines the force to be the residual.’’ In this section we want to give an explicit
example of this mathematical evidence. Our example arises from the physical
experiment described by Landau [24] (see also [25, Section 23]), where an axially
symmetric jet discharging from a thin pipe into the unbounded space is studied.
Passing to the limit with the diameter of the pipe, this ‘‘plunged’’ jet can be regarded
as emerging from a point source (i.e. driven by the delta function). Landau provided
a mathematical setting for explaining this phenomenon by using the classical
incompressible Navier–Stokes system and deriving an explicit ‘‘solution’’ for it.
To be more precise, let us recall the famous Navier–Stokes equations, describing
the evolution of the velocity ﬁeld u and pressure p of a three-dimensional
incompressible viscous ﬂuid at time t and the position xAR3: These equations are
given by
ut  Du þ ðu  rÞu þrp ¼ F ; ð2:1Þ
r  u ¼ 0; ð2:2Þ
uð0Þ ¼ u0; ð2:3Þ
where the external force F and initial velocity u0 are assigned.
Recently, Tian and Xin [33] also found explicit formulas for a one-parameter
family of stationary ‘‘solutions’’ of the three-dimensional Navier–Stokes system
‘‘with F 	 0’’ which are regular except at a given point. Due to the translation
invariance of the Navier–Stokes system, one can assume that the singular point
corresponds to the origin. These explicit ‘‘solutions’’ by Tian and Xin agree with
those obtained by Landau for special values of the parameter. More exactly, the
main theorem from [33] reads as follows. All solutions to system (2.1)–(2.3) (with
F 	 0) uðxÞ ¼ ðu1ðxÞ; u2ðxÞ; u3ðxÞÞ and p ¼ pðxÞ which are steady, symmetric about
x1-axis, homogeneous of degree 1; regular except ð0; 0; 0Þ are given by the following
explicit formulas:
u1ðxÞ ¼ 2 cjxj
2  2x1jxj þ cx21
jxjðcjxj  x1Þ2
; u2ðxÞ ¼ 2 x2ðcx1  jxjÞjxjðcjxj  x1Þ2
;
u3ðxÞ ¼ 2 x3ðcx1  jxjÞjxjðcjxj  x1Þ2
; pðxÞ ¼ 4 cx1  jxjjxjðcjxj  x1Þ2
; ð2:4Þ
where jxj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22 þ x23
q
and c is an arbitrary constant such that jcj41:
Remark 2.1. Note that in the formula [33, (2.1)] the numerator of the fraction
deﬁning u1ðxÞ should read cr2  2rðx1  x01Þ þ cðx1  x01Þ2: The factor ‘‘2’’ was
missing in that formula what can be inferred from [33, (2.40)] or [25, (23,16)–(23,19)].
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On the other hand, the sign ‘‘’’ in the formula [25, (23,20)] for the pressure is
wrong.
Before commenting this result, we think it is necessary to clarify the meaning of
‘‘solution of the Navier–Stokes equations’’, for, since the appearance of the pioneer
papers of Leray, the word ‘‘solution’’ has been used in a more or less generalized
sense giving origin to so many different deﬁnitions of ‘‘solutions’’, distinguished only
by the class of functions they are supposed to belong to: classical, strong, mild, weak,
very weak, uniform weak and local Leray solutions of the Navier–Stokes equations!
We will not present all the possible (more or less well-known) deﬁnitions here and
refer the reader to [4,27] and the references therein.
Let us ﬁrst remark that there is no hope to describe the ‘‘solutions’’given by
Eq. (2.4) in Leray’s theory, because they are not globally of ﬁnite energy, in other
words they do not belong to L2ðR3Þ: However, they do belong to L2locðR3Þ and this is
at least enough to allow us to give a (distributional) meaning to the nonlinear term
ðv  rÞv ¼ r  ðv#vÞ: Moreover, the ‘‘solutions’’ discovered by Tian and Xin cannot
be analyzed by Kato’s two norms method either, because they are global but not
smooth, more exactly they are singular at the origin with a singularity of the kind
B1=jxj for all time.
We will provide in the following section an ad hoc framework for studying such
singularity within the ﬁxed point scheme and without using the two norms approach.
As recalled in the introduction, this can be done in principle either in a Lorentz or in
a pseudomeasure space and they both contain singularities of the type B1=jxj:
However, we will chose the latter space not only because the proofs will be very
elementary, but also because this choice will allow us to treat singular (Delta type)
external force, that precisely arise from Landau and Tian and Xin ‘‘solutions’’.
More exactly, by straightforward calculations, one can check that, indeed, the
functions ðu1ðxÞ; u2ðxÞ; u3ðxÞÞ and pðxÞ given by (2.4) satisfy (2.1)–(2.3) with F 	 0 in
the pointwise sense for every xAR3\fð0; 0; 0Þg: On the other hand, if one treats
ðuðxÞ; pðxÞÞ as a distributional or generalized solution to (2.1)–(2.3) in the whole R3;
they correspond to the very singular external force F ¼ ðbd0; 0; 0Þ; where the
parameter ba0 depends on c and d0 stands for the Dirac delta. Let us state this fact
more precisely.
Proposition 2.1. Let u ¼ ðu1; u2; u3Þ and p be defined by (2.4). For every test function
jACNc ðR3Þ the following equalities hold true:Z
R3
u  rj dx ¼ 0 ð2:5Þ
and Z
R3
ruk  rj uku  rj p @
@xk
j
 
dx ¼ bðcÞjð0Þ if k ¼ 1;
0 if k ¼ 2; 3;

ð2:6Þ
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where
bðcÞ ¼ 8pc
3ðc2  1Þ 2þ 6c
2  3cðc2  1Þlog c þ 1
c  1
  
: ð2:7Þ
In particular, the function b ¼ bðcÞ is decreasing on ðN;1Þ and ð1;þNÞ:
Moreover, limcr1bðcÞ ¼N; limcs1bðcÞ ¼ N and limjcj-NbðcÞ ¼ 0:
Proof. Equality (2.5) says that the velocity u is weakly divergence-free in R3: This
can be shown by a standard argument involving integration by parts, since each
component of u is homogeneous of degree 1 and thus belongs to W 1;ploc ðR3Þ with
1ppo3=2 and ðr  uÞðxÞ ¼ 0 for all xAR3\f0g:
Next, due to singularities of u and p at the origin, we ﬁx e40 and we integrate in
Eq. (2.6) for jxjXe; only. Integrating by parts, we obtainZ
jxjXe
ruk  rj uku  rj p @
@xk
j
 
dx
¼
Z
jxjXe
Duk þr  ðukuÞ þ @
@xk
p
 
j dx

Z
jxj¼e
ðruk  ukuÞ  xe  p
xk
e
 
j dsðxÞ; ð2:8Þ
because x=e is the exterior unit vector normal to the sphere fxAR3 : jxj ¼ eg:
Obviously, the ﬁrst term on the right-hand side of (2.8) disappears, and our goal is to
compute the limit as er0 of the second one.
For this reason, note ﬁrst that each termruk; uku; and p is homogeneous of degree
2: Hence, changing variables x ¼ ey in the integral Rjxj¼e?dsðxÞ in (2.8), and next
passing to the limit with er0 we show by the Lebesgue Dominated Convergence
Theorem that it converges toward
jð0Þ
Z
jxj¼1
ððruk  ukuÞ  x  pxkÞ dsðxÞ: ð2:9Þ
To complete this proof, it remains to compute the surface integral in (2.9). First,
however, we simplify it a little by using the Euler theorem for homogeneous
functions which in this case gives x  ruk ¼ uk: Moreover, it follows from the
deﬁnition of uk and p that
u1 ¼ 1
2
px1 þ 2
cjxj  x1; u2 ¼
1
2
px2; u3 ¼ 1
2
px3:
Consequently, for k ¼ 2; 3; the integral in (2.9) equalsZ
jxj¼1
ðuk þ ukðu  xÞ þ 2ukÞ dsðxÞ ¼ 0;
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because u2 and u3 are odd functions with respect to x2 and x3; respectively, and u  x
is even.
In case of k ¼ 1; we use the identities
u1ðxÞ ¼ 2 c  2x1 þ cx
2
1
ðc  x1Þ2
; px1 ¼ 2u1  4
c  x1; u  x ¼ 2
c2  1
ðc  x1Þ2
 1
 !
valid for jxj ¼ 1; and the polar coordinates to show thatZ
jxj¼1
u1 þ u1ðu  xÞ þ 2u1  4
c  x1
 
dsðxÞ
¼
Z
jxj¼1
2
c  2x1 þ cx21
ðc  x1Þ2
 !
1þ 2 c
2  1
ðc  x1Þ2
 !
 4
c  x1 dsðxÞ
¼ 2p
Z 1
1
2
c  2x1 þ cx21
ðc  x1Þ2
 !
1þ 2 c
2  1
ðc  x1Þ2
 !
 4
c  x1 dx1
¼ bðcÞ:
Here, we skip these long but rather elementary calculations. &
Remark 2.2. As we have already emphasized, the stationary solutions deﬁned in
(2.4) are singular with singularity of the kind Oð1=jxjÞ as jxj-0: This is the critical
singularity in the context of Proposition 2.1, because as it was shown by H.J. Choe
and H. Kim [9], every pointwise stationary solution to system (2.1)–(2.3) with F 	 0
in BR\f0g ¼ fxAR3 : 0ojxjoRg satisfying uðxÞ ¼ oð1=jxjÞ as jxj-0 is also a
solution in the sense of distributions in the whole BR: Moreover, it is shown in [9]
that under the additional assumption uALqðBRÞ for some q43; then the stationary
solution uðxÞ is smooth in the whole ball BR: In other words, if uðxÞ ¼ oð1=jxjÞ as
jxj-0 and uALqðBRÞ for some q43; then the singularity at the origin is removable.
3. Deﬁnitions and spaces
We will study global-in-time solutions u ¼ uðx; tÞ to the Cauchy problem in R3 for
the incompressible Navier–Stokes equations (2.1)–(2.2). As far as u ¼ uðx; tÞ is a
sufﬁciently regular function, the Eqs. (2.1)–(2.2) can be rewritten as
ut  Du þr  ðu#uÞ þ rp ¼ F ; r  u ¼ 0:
If we recall that the Leray projector on solenoidal vector ﬁelds is given by the
formula
Pv ¼ v rD1ðr  vÞ ð3:1Þ
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for sufﬁciently smooth functions v ¼ ðv1ðxÞ; v2ðxÞ; v3ðxÞÞ; we formally transform
system (2.1)–(2.2) into
ut  Du þ Pr  ðu#uÞ ¼ PF ; r  u ¼ 0:
Finally, let us emphasize that we shall study problem (2.1)–(2.3) via the following
integral equation obtained from the Duhamel principle
uðtÞ ¼SðtÞu0 
Z t
0
Sðt  tÞPr  ðu#uÞðtÞ dt
þ
Z t
0
Sðt  tÞPFðtÞ dt; ð3:2Þ
where SðtÞ is the heat semigroup given as the convolution with the Gauss–
Weierstrass kernel: Gðx; tÞ ¼ ð4ptÞ3=2 expðjxj2=ð4tÞÞ: To give a meaning to the
Leray projector P (deﬁned in (3.1)), let us ﬁrst recall that the Riesz transforms Rj are
the pseudodifferential operators deﬁned in the Fourier variables as dRk f ðxÞ ¼ ixkjxj fˆðxÞ:
Here and in what follows the Fourier transform of an integrable function v is given
by vˆðxÞ 	 ð2pÞn=2 R
Rn
eixxvðxÞ dx: Using these well-known operators we deﬁne
ðPvÞj ¼ vj þ
X3
k¼1
RjRkvk;
moreover, in our considerations below, we shall often denote by bPðxÞ the symbol of
the pseudodifferential operator P which is the matrix with components
ðbPðxÞÞj;k ¼ djk  xjxkjxj2 :
All these components are bounded on R3; more precisely, we have
max
1pj;kp3
sup
xAR3\f0g
jðbPðxÞÞj;kj ¼ 1: ð3:3Þ
We are now in a position to introduce the Banach functional spaces relevant to
our study of solutions of the Cauchy problem for system (2.1)–(2.3):
PMa 	 vAS0ðRdÞ : vˆAL1locðRdÞ; jjvjjPMa 	 esssup
xAR3
jxjajvˆðxÞjoN
( )
;
where aX0 is a given parameter. The notation PM stands for pseudomeasure, and
the classical space of pseudomeasures introduced in harmonic analysis (i.e. those
distributions whose Fourier transforms are bounded) corresponds to a ¼ 0:
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In this paper, we mainly deal with vector ﬁelds u ¼ ðu1; u2; u3Þ hence, by the very
deﬁnition
jjujjPMa ¼ maxfjju1jjPMa ; jju2jjPMa ; jju3jjPMag
Deﬁnition 3.1. By a solution of (2.1)–(2.3) we mean in this paper a function u ¼
uðtÞ ¼ ðu1ðtÞ; u2ðtÞ; u3ðtÞÞ with each component ui belonging to the space of vector-
valued functions X ¼ Cwð½0; TÞ;PM2Þ; 0oTpN; and such that
uˆðx; tÞ ¼ etjxj2 uˆðx; 0Þ þ
Z t
0
eðttÞjxj
2 bPðxÞ ix  ð du#uÞðx; tÞ dt
þ
Z t
0
eðttÞjxj
2 bPðxÞbFðx; tÞ dt ð3:4Þ
for all 0ptpT :
The space PM2 is chosen because it contains homogeneous functions of degree 1
which are sufﬁciently regular on the unit sphere. In particular, one can easily check
that this is the case for the one-point singular solutions deﬁned in (2.4).
Remark 3.1. Given fAS0ðR3Þ-L1locðR3Þ we denote the rescaling flðxÞ ¼ f ðlxÞ: In a
standard way, we extend this deﬁnition to all tempered distributions. It follows from
elementary calculations that fˆlðxÞ ¼ l3fˆðl1xÞ: Hence, for every l40; we obtain the
scaling property of the norm in PMa
jj fljjPMa ¼ la3jj f jjPMa : ð3:5Þ
In particular, the norm PM2 is invariant under rescaling f/lf ðl Þ: Moreover, it
follows from (3.5) that for a ¼ 3ð1 1=pÞ the norms jj  jjPMa and jj  jjLpðR3Þ have the
same scaling property.
Remark 3.2. Cw denotes, as usual (cf. [3]), the space of vector-valued functions
which are weakly continuous as distributions in t: This is an additional difﬁculty
caused by the fact that the heat semigroup ðSðtÞÞtX0 is not strongly continuous on
the spaces of pseudomeasures but only weakly continuous (cf. Lemma 4.2, below).
Remark 3.3. Usually, a mild solution of an evolution equation like (2.1)–(2.3) is
deﬁned as a solution to the integral equation (3.2) and the integral is understood as
the Bochner integral. However, such a meaning of a solution is not suitable for our
construction of solutions of the Cauchy problem and, in particular, of self-similar
solutions. Indeed, for stationary and homogeneous of degree 1 solutions u (given,
e.g., by (2.4)), the nonlinear term corresponds to a tempered distribution which is
homogeneous of degree 3; hence, there exists a distribution H such that
SðtÞPr  ðu#uÞ ¼ t3=2Hð ﬃﬃtp Þ:
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Now, computing the PM2 norm and using the scaling relation (3.5), we obtain
jjSðtÞPr  ðu#uÞjjPM2 ¼ t1jjHjjPM2 :
So, SðtÞðPr  ðu#uÞÞ is not Bochner integrable as a mapping on ½0; TÞ with values in
PM2: On the other hand, the Fourier transform of this quantity equals to
etjxj
2 bPðxÞð du#uÞðxÞ and the singularity at t ¼ 0 does not appear. Hence, the integral
with respect to t in Eq. (3.2) should be deﬁned in a weak sense like, e.g., it was done
in [34, Deﬁnition 2]. For more explanations, we refer the reader to [27], because our
spaces PMa are an example of the shift-invariant Banach spaces of distributions
systematically used in that book.
Nevertheless, a distributional solution of system (2.1)–(2.3) is a solution of the
integral equation of (3.4), and vice versa. This equivalence can be proved by a
standard reasoning, and we refer the interested reader to [34, Theorem 5.2] for details
of such computations.
To simplify the notation, the quadratic term in (3.2) will be denoted by
Bðu; vÞðtÞ ¼ 
Z t
0
Sðt  tÞPr  ðu#vÞðtÞ dt; ð3:6Þ
where u ¼ uðtÞ and v ¼ vðtÞ are functions deﬁned on ½0; TÞ with values in a vector
space (here most frequently PM2).
4. Global-in-time solutions
As in [3], the proof of our basic theorem on the existence, uniqueness and stability
of solutions to problem (2.1)–(2.3) is based on the following abstract lemma, whose
slightly more general form is taken from [27].
Lemma 4.1. Let ðX; jj  jjXÞ be a Banach space and B :XX-X a bounded bilinear
form satisfying jjBðx1; x2ÞjjXpZjjx1jjXjjx2jjX for all x1; x2AX and a constant Z40:
Then, if 0oeo1=ð4ZÞ and if yAX such that jjyjjoe; the equation x ¼ y þ Bðx; xÞ has a
solution in X such that jjxjjXp2e: This solution is the only one in the ball %Bð0; 2eÞ:
Moreover, the solution depends continuously on y in the following sense: if jjy˜jjXpe;
x˜ ¼ y˜ þ Bðx˜; x˜Þ; and jjx˜jjXp2e; then
jjx  x˜jjXp
1
1 4Ze jjy  y˜jjX:
Proof. Here, the reasoning is based on the standard Picard iteration technique
completed by the Banach ﬁxed point theorem. For other details of the proof, we
refer the reader to [27, Theorem 13.2]. &
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Our goal is to apply Lemma 4.1 in the space
X ¼ Cwð½0;NÞ;PM2Þ ð4:1Þ
to the integral equation (3.2) which has the form u ¼ y þ Bðu; uÞ; where the bilinear
form is deﬁned in (3.6) and y ¼ SðtÞu0 þ
R t
0 Sðt  tÞPFðtÞ dt: We need some
preliminary estimates.
Lemma 4.2. Given u0APM2; we have SðÞu0AX:
Proof. By the deﬁnition of the norm in PM2; it follows that
jjSðtÞu0jjPM2 ¼ ess sup
xAR3
jxj2jetjxj2 uˆ0ðxÞjp ess sup
xAR3
jxj2juˆ0ðxÞj ¼ jju0jjPM2 ;
so, SðÞu0ALNð½0;NÞ;PM2Þ:
Now, let us prove the weak continuity with respect to t; and, by the semigroup
property of SðtÞ; it sufﬁces to do this for t ¼ 0 only. For every jASðR3Þ; by the
Plancherel formula, we obtain
j/SðtÞu0  u0;jSj ¼ j
Z
ðetjxj2  1Þuˆ0ðxÞ #jðxÞ dxj
p t ess sup
xAR3
etjxj
2  1
tjxj2

jju0jjPM2 jj #jjjL1R3-0 as tr0: &
Lemma 4.3. Given FACwð½0;NÞ;PMÞ; it follows that
w 	
Z t
0
Sðt  tÞPFðtÞ dtAX:
Moreover, jjwjjXpjjF jjCwð½0;NÞ;PMÞ:
Proof. Similarly as in the proof of Lemma 4.2 we get
jjwðtÞjjPM2 ¼ ess sup
xAR3
jxj2
Z t
0
eðttÞjxj
2
PˆðxÞbFðx; tÞ dt 
p jxj2
Z t
0
eðttÞjxj
2
dtjjF jjCwð½0;NÞ;PMÞ
p jjF jjCwð½0;NÞ;PMÞ:
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Let us skip the proof of the weak continuity of wðtÞ because the reasoning is more
or less standard. Similar arguments can be found e.g. either in [30, Chapter 18,
Lemma 24] or in [34, Theorem 3.1]. &
The goal of the next proposition is to prove that the bilinear form Bð; Þ deﬁned in
(3.6) is continuous on the space X ¼ Cwð½0;NÞ;PM2Þ: This fact is well-known and
the proof appeared for the ﬁrst time in [8,26]. Here, however, we repeat that
reasoning because we want to control better all the constants which appear in the
estimates below.
Proposition 4.1. The bilinear operator Bð; Þ is continuous on the space X
defined in (4.1). Hence, there exists a constant Z40 such that for every u; vAX; it
follows
jjBðu; vÞjjXpZjjujjXjjvjjX:
Proof. We do all the calculations in the Fourier variables and we use Eq. (3.3).
Using elementary properties of the Fourier transform we obtain
jbPðxÞ dðu#vÞðx; tÞjpC Z
R3
dz
jx zj2jzj2 jjuðtÞjjPM2 jjvðtÞjjPM2
¼ ZjxjjjuðtÞjjPM2 jjvðtÞjjPM2 :
In the computations above, we use the equality jxj2  jxj2 ¼ p3jxj1: A detailed
analysis concerning such convolutions can be found in [29, Theorem 5.9] or
[32, Chapter V, Section 1, (8)], see also [2, Lemma 2.1].
Now, the boundedness of the bilinear form on X results from the following
estimates:
jxj2
Z t
0
eðttÞjxj
2 bPðxÞ ix  dðu#vÞðx; tÞ  dt
pZjxj2
Z t
0
eðttÞjxj
2
dt jjujjXjjvjjX
pZjjujjXjjvjjX:
It remains to show the weak continuity of Bðu; vÞðtÞ with respect to t; but this
follows again from standard arguments, cf. the remark at the end of the proof of
Lemma 4.3. &
Now, the main theorem of this section results immediately from Lemma 4.1
combined with Lemmata 4.2–4.3 and Proposition 4.1.
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Theorem 4.1. Assume that u0APM2 and FACwð½0;NÞ;PMÞ satisfy jju0jjPM2 þ
jjF jjCwð½0;NÞ;PMÞoe for some 0oeo1=ð4ZÞ where Z is defined in Proposition 4.1. There
exists a global-in-time solution of (2.1)–(2.3) in the space X ¼ Cwð½0;NÞ;PM2Þ: This
is the unique solution satisfying the condition jjujjCwð½0;NÞ;PM2Þp2e: Moreover,
this solution depends continuously on initial data and external forces in the sense of
Lemma 4.1.
Assume, for a moment, that F 	 0: Homogeneity properties of problem (2.1)–
(2.2) imply that if u solves the Cauchy problem, then the rescaled function ulðx; tÞ ¼
luðlx; l2tÞ is also a solution for each l40: Thus, it is natural to consider solutions
which satisfy the scaling invariance property ul 	 u for all l40; i.e. forward self-
similar solutions (cf. [3,6,14,15,17]). By the very deﬁnition, they are global-in-time,
and one may expect that they describe the large time behavior of general solutions of
(2.1)–(2.3). Indeed, if liml-Nluðlx; l2tÞ ¼ Uðx; tÞ in an appropriate sense, then
tuðxt1=2; tÞ-Uðx; 1Þ as t-N (take t ¼ 1; l ¼ t1=2), and U 	 Ul is scale invariant.
Hence U is a self-similar solution, and
Uðx; tÞ ¼ t1=2Uðx=t1=2; 1Þ ð4:2Þ
is thus determined by a function of d variables UðyÞ 	 Uðy; 1Þ; y ¼ x=t1=2 being the
Boltzmann substitution.
If ul 	 u for all l40; then from the self-similar form (4.2), the initial condition
(2.3) limtr0uðx; tÞ is a distribution homogeneous of degree 1 at the origin. Of
course, one-point singular solutions deﬁned in (2.4) are self-similar solutions which
are time independent.
Self-similar solutions can be obtained directly from Theorem 4.1 by taking u0
homogeneous of degree 1 of small PM2 norm. By the uniqueness property of
solutions of the Cauchy problem constructed in Theorem 4.1, they have the form (4.2).
The same reasoning can be applied to the case when external forces are present.
Indeed, if the initial datum u0 is homogeneous of degree 1 and if the external force
Fðx; tÞ satisﬁes
l3Fðlx; l2tÞ ¼ Fðx; tÞ for all l40 ð4:3Þ
(here, the scaling is understood in the distributional sense), the solution obtained in
Theorem 4.1 is self-similar. Note that, in particular, we can take
Fðx; tÞ ¼ FðxÞ ¼ ðb1d0; b2d0; b3d0Þ
(the multiples of the Dirac delta) for sufﬁciently small jbj: In other words, the
existence of the solutions introduced by Tian and Xin and described in the previous
section can be ensured by the ﬁxed point method for large values of the parameter c
(this is possible because of the particular expression of the function bðcÞ in (2.7)). We
will clarify this fact in Section 6.
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Proceeding in this way we arrive at
Corollary 4.1. Suppose that the initial condition u0APM2 is homogeneous of degree
1 and FACwð½0;NÞ;PMÞ satisfies (4.3). Let u0 and F satisfy, moreover, the
assumptions of Theorem 4.1. The corresponding unique solution constructed in
Theorem 4.1 is self-similar.
Remark 4.1. The self-similar solutions constructed in such a way can have
singularities for any time. This is the case, for instance, for the self-similar (stationary)
solutions by Landau and Tian and Xin. On the other hand, when using the two norms
approach of Kato as in [3,4], the self-similar solutions that arise from this construction
are instantaneously smoothed out for t40 and the only singularity (of the type
B1=7x7) can be found at t ¼ 0: We will remark on this important point in Section 7.
Remark 4.2. An alternative way to prove the existence of self-similar solutions is to
convert (2.1)–(2.3) into the integral formulation (3.2) and check that the form B
reproduces the scale-invariant form (4.2) of u: Thus, Eq. (3.2) can be solved in a
subspace of X formed by self-similar functions, as was done in [3,30].
Remark 4.3. The existence and the stability results from this section are closely
related to those from the paper by Yamazaki [34] where he studied the Navier–
Stokes system in the weak Lp-spaces in an exterior domain O: In those
considerations, Yamazaki applied the Kato algorithm in the space
Cwð½0;NÞ; L3;NðOÞÞ without a priori assumptions on the decay of solutions. Our
approach involving the PM2 space is much more elementary than that from [34].
Moreover, we can treat more singular external forces, and we obtain a kind of
asymptotic stability of solutions (see the next section).
Remark 4.4. Solutions to the Navier–Stokes system corresponding to singular
external forces can also be obtained from very general results by Kozono and
Yamazaki [21] where they use the Sobolev-type spaces based on homogeneous
Morrey spaces. Their proof of existence of stationary solutions relies on the inverse
function theorem and subtle estimates of the Stokes operator. Next, they investigate
properties of a perturbation of the Stokes operator and they show resolvent
estimates in the Morrey spaces needed in the proof of stability of stationary
solutions. Here, our space PM2 is much smaller that those from [21]. Our approach,
however, besides its simplicity, does not require separate reasoning for stationary
solutions and unsteady ones. Moreover, we believe that such an elementary idea will
allow to understand better properties of large solutions (see Section 8).
5. Asymptotic behavior of solutions
In our investigations concerning the large time behavior of solutions to problem
(2.1)–(2.3) we need the following improvement of Lemma 4.3.
ARTICLE IN PRESS
M. Cannone, G. Karch / J. Differential Equations 197 (2004) 247–274 259
Lemma 5.1. Assume that FACwð½0;NÞ;PMÞ satisfies limt-NjjFðtÞjjPM ¼ 0: Then
limt-N
Z t
0
Sðt  tÞPFðtÞ dt
  
PM2
¼ 0:
Proof. It follows from the deﬁnition of the norm jj  jjPM2 and from (3.3) thatZ t
0
Sðt  tÞPFðtÞ dt
  
PM2
p sup
xAR3
Z t
0
jxj2eðttÞjxj2 jjFðtÞjjPM dt
p sup
xAR3
Z t=2
0
?dtþ sup
xAR3
Z t
t=2
?dt:
Using the substitution x ¼ w ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃt  tp ; we ﬁrst obtain
sup
xAR3
Z t=2
0
jxj2eðttÞjxj2 jjFðtÞjjPM dtp
Z t=2
0
ðt  tÞ1 sup
wAR3
jwj2ejwj2 jjFðtÞjjPM dt
pC
Z t=2
0
ðt  tÞ1jjFðtÞjjPM dt
¼C
Z 1=2
0
ð1 sÞ1jjFðtsÞjjPM dt:
Now, the right-hand side of the above inequality tends to 0 as t-N by the Lebesgue
Dominated Convergence Theorem.
We estimate the term containing the integral
R t
t=2?dt in the most direct way by
sup
xAR3
Z t
t=2
jxj2eðttÞjxj2 dt
 !
sup
t=2ptpt
jjFðtÞjjPMpC sup
t=2ptpt
jjFðtÞjjPM-0
as t-N by the assumption on F : &
Theorem 5.1. Let the assumptions of Theorem 4.1 hold true. Assume that u and v are
two solutions of (2.1)–(2.3) constructed in Theorem 4.1 corresponding to the initial
conditions u0; v0APM2 and external forces F ; GACwð½0;NÞ;PMÞ; respectively.
Suppose that
lim
t-N
jjSðtÞðu0  v0ÞjjPM2 ¼ 0 and limt-N jjFðtÞ  GðtÞjjPM ¼ 0: ð5:1Þ
Then
lim
t-N
jjuð; tÞ  vð; tÞjjPM2 ¼ 0 ð5:2Þ
holds.
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This result means that if the difference of the solutions of the heat equation issued
from u0; v0 becomes negligible as t-N (e.g., if the difference of the initial data
u0  v0 is not too singular) and if FðtÞ and GðtÞ have the same large time
asymptotics, the solutions of the nonlinear problem uðtÞ; vðtÞ behave similarly for
large times. It can be interpreted as a kind of asymptotic stability result if the choice
of v0 is restricted to the initial data in a neighborhood of u0 satisfying additionally
(5.1). It is easy to verify that the ﬁrst condition in (5.1) is satisﬁed if, e.g., jxj2ðuˆ0ðxÞ 
vˆ0ðxÞÞ-0 as x-0:
Proof of Theorem 5.1. First, let us recall that, by Theorem 4.1, we have
sup
tX0
jjuðtÞjjPM2p2eo
1
2Z
and sup
tX0
jjvðtÞjjPM2p2eo
1
2Z
: ð5:3Þ
We subtract the integral equation (3.2) for v from the analogous expression for u:
Next, computing the norm jj  jjPM2 of the resulting equation and repeating the
calculations from the proof of Proposition 4.1 we obtain the following inequality
jjuðtÞ  vðtÞjjPM2
pjjSðtÞðu0  v0ÞjjPM2 þ
Z t
0
Sðt  tÞPðFðtÞ  GðtÞÞ dt
  
PM2
þ Z sup
xAR3
Z dt
0
jxj2eðttÞjxj2ðjjuðtÞjjPM2 þ jjvðtÞjjPM2ÞjjuðtÞ  vðtÞjjPM2 dt
þ Z sup
xAR3
Z t
dt
jxj2eðttÞjxj2ðjjuðtÞjjPM2 þ jjvðtÞjjPM2ÞjjuðtÞ  vðtÞjjPM2 dt; ð5:4Þ
where the small constant d40 will be chosen later.
In the term on the right-hand side of (5.4) containing the integral
R dt
0 ?dt; we
change the variables t ¼ ts and we use the identity
sup
xAR3
jxj2eð1sÞtjxj2 ¼ ðð1 sÞtÞ1 sup
wAR3
jwj2ejwj2 ¼ ðð1 sÞtÞ1e1
in order to estimate it by
Z sup
xAR3
Z d
0
tjxj2eð1sÞtjxj2 jjuðtsÞ  vðtsÞjjPM2 ds
 sup
t40
jjuðtÞjjPM2 þ sup
t40
jjvðtÞjjPM2
 
p4eZe1
Z d
0
ð1 sÞ1jjuðtsÞ  vðtsÞjjPM2 ds: ð5:5Þ
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We deal with the term in (5.4) containing
R t
dtydt estimating it directly by
Z sup
xAR3
Z t
dt
jxj2eðttÞjxj2 dt
 !
sup
dtptpt
jjuðtÞ  vðtÞjjPM2
 
4e
¼ 4eZ sup
dtptpt
jjuðtÞ  vðtÞjjPM2 ; ð5:6Þ
since supxAR3
R t
dt jxj2eðttÞjxj
2
dt ¼ supxAR3ð1 eðdtÞjxj
2Þ ¼ 1:
Now, we denote
gðtÞ ¼ jjSðtÞðu0  v0ÞjjPM2 þ
Z t
0
Sðt  tÞPðFðtÞ  GðtÞÞ dt
  
PM2
;
and it follows from the assumptions, (5.1) and Lemma 5.1 that
gALNð0;NÞ and lim
t-N
gðtÞ ¼ 0: ð5:7Þ
Hence, applying (5.5) and (5.6) to (5.4) we obtain
jjuðtÞ  vðtÞjjPM2p gðtÞ þ 4eZe1
Z d
0
ð1 sÞ1jjuðtsÞ  vðtsÞjjPM2 ds
þ 4eZ sup
dtptpt
jjuðtÞ  vðtÞjjPM2 ð5:8Þ
for all t40:
Next, we put
A ¼ lim sup
t-N
jjuðtÞ  vðtÞjjPM2 	 lim
kAN;k-N
sup
tXk
jjuðtÞ  vðtÞjjPM2 :
The number A is nonnegative and ﬁnite because both u; vALNð½0;NÞ;PM2Þ; and
our claim is to show that A ¼ 0: Here, we apply the Lebesgue Dominated
Convergence Theorem to the obvious inequality
sup
tXk
Z d
0
ð1 sÞ1jjuðtsÞ  vðtsÞjjPM2 dsp
Z d
0
ð1 sÞ1 sup
tXk
jjuðtsÞ  vðtsÞjjPM2 ds;
and we obtain
lim sup
t-N
Z d
0
ð1 sÞ1jjuðtsÞ  vðtsÞjjPM2 dspA
Z d
0
ð1 sÞ1 ds ¼ A log 1
1 d
 
: ð5:9Þ
Moreover, since
sup
tXk
sup
dtptpt
jjuðtÞ  vðtÞjjPM2p sup
dkptoN
jjuðtÞ  vðtÞjjPM2 ;
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we have
lim sup
t-N
sup
dtptpt
jjuðtÞ  vðtÞjjPM2pA: ð5:10Þ
Finally, computing lim supt-N of the both sides of inequality (5.8), and using
(5.7), (5.9), and (5.10) we get
Ap 4eZe1log 1
1 d
 
þ 4eZ
 
A:
Consequently, it follows that A ¼ lim supt-NjjuðtÞ  vðtÞjjPM2 ¼ 0 because
4eZ e1log
1
1 d
 
þ 1
 
o1;
for d40 sufﬁciently small, by the assumption of Theorem 4.1 saying that
0oeo1=ð4ZÞ: This completes the proof of Theorem 5.1. &
As a direct consequence the proof of Theorem 5.1, we have also necessary
conditions for (5.2) to hold. We formulate this fact in the following corollary.
Corollary 5.1. Assume that u; vACwð½0;NÞ;PM2Þ are solutions to system (2.1)–(2.3)
corresponding to initial conditions u0; v0APM2 and external forces
F ; GACwð½0;NÞ;PMÞ; respectively. Suppose that
lim
t-N
jjuðtÞ  vðtÞjjPM2 ¼ 0: ð5:11Þ
Then
lim
t-N
SðtÞðu0  v0Þ þ
Z t
0
Sðt  tÞPðFðtÞ  GðtÞÞ dt
  
PM2
¼ 0:
Proof. As in the beginning of the proof of Theorem 5.1, we subtract the integral
equation (3.2) for v from the same expression for u; and we compute the PM2-norm
SðtÞðu0  v0Þ þ
Z t
0
Sðt  tÞPðFðtÞ  GðtÞÞ dt
  
PM2
pjjuðtÞ  vðtÞjjPM2
þ Z sup
xAR3
Z t
0
jxj2eðttÞjxj2ðjjuðtÞjjPM2 þ jjvðtÞjjPM2ÞjjuðtÞ  vðtÞjjPM2 dt: ð5:12Þ
The ﬁrst term on the right-hand side of (5.12) tends to zero as t-N by (5.11). To
show the decay of the second one, it sufﬁces to repeat calculations from (5.4)–(5.6),
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and (5.9). Here, however, one should remember that now it is assumed that A ¼ 0
and supt40jjuðtÞjjPM2oN and supt40jjvðtÞjjPM2oN: &
Remark 5.1. The Lyapunov stability of solutions (not necessarily stationary ones)
follows immediately from the construction via the Banach ﬁxed point theorem (cf.
Lemma 4.1). This phenomenon was already observed and used several times,
see e.g. the papers by Kozono and Yamazaki [21, Theorem 2], [22], [23, Theorem 1],
and by Yamazaki [34, Theorem 1.3]. Theorem 5.1 extends those results by
giving sufﬁcient conditions on the asymptotic stability of solutions. In parti-
cular, Yamazaki [34, Remark 4.1] emphasized that the trivial solution 0 is stable
but not asymptotically stable in the space L3;NðR3Þ (in contrast to the Lebesgue
space L3ðR3Þ), because there exist self-similar solutions with constant L3;N-norm.
Theorem 5.1 and Corollary 5.1 explain this phenomenon in the case of the
space PM2: Indeed, given u0APM2 such that jju0jjPM2oe and F 	 0; the
corresponding solution converges in PM2 to zero as t-N if and only if
limt-NjjSðtÞu0jjPM2 ¼ 0:
Note here, that if Uðx; tÞ ¼ t1=2Uðx=t1=2Þ is a self-similar solution to system
(2.1)–(2.3), its PM2-norm is constant in time by the scaling relation (3.5). As it is
well-known, Uðx; tÞ corresponds to the initial condition U0ðxÞ which is homo-
geneous of degree 1; so SðtÞU0ðxÞ ¼ t1=2Sð1ÞU0ðxt1=2Þ: Consequently, by the
scaling property of the norm, we have jjSðtÞU0jjPM2 ¼ jjSð1ÞU0jjPM2 ; cf. Corollary
5.1 with F ¼ G 	 0:
Remark 5.2. In the setting of the Lp-spaces and the homogeneous Besov spaces,
the study of the asymptotic stability of self-similar solutions to the Navier–
Stokes system begun with the paper [31] of Planchon (see also the presentation
of Planchon’s results in [27, Chapter 23.3]). As illustrated in the book by Giga
and Giga [13] those ideas are quite universal and were used for other partial
differential equations (e.g. the porous medium, the nonlinear Schro¨dinger
and the KdV equations); they were applied for instance to study asympto-
tic properties of solutions to a large class of nonlinear parabolic equations [17]
as well as of solutions with zero mass to viscous conservation laws [18].
In this section, we extend them on solutions which not necessarily decay to 0
as t-N:
6. Stationary solutions
Our approach, described in previous sections, to study global-in-time solutions to
problem (2.1)–(2.3), as well as their large time behavior, can be also applied to
stationary solutions. Below, we brieﬂy describe some consequences of Theorems 4.1
and 5.1. The following proposition contains two equivalent integral equations
satisﬁed by stationary solutions.
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Proposition 6.1. Assume that u ¼ uðxÞAPM2 and FAPM: The following two facts are
equivalent
(1) u ¼ uðxÞ is a stationary mild solution of system (2.1)–(2.2) in the sense of
Definition 3.1. Hence, u is the solution of the integral equation
u ¼ SðtÞu 
Z t
0
Sðt  tÞPr  ðu#uÞ dtþ
Z t
0
SðtÞPF dt ð6:1Þ
for every t40;
(2) u satisfies the integral equation
u ¼ 
Z N
0
SðtÞPrðu#uÞ dtþ
Z N
0
SðtÞPF dt; ð6:2Þ
where the integrals above should be understood in the Fourier variables for almost
every x:
Proof. By Deﬁnition 3.1, the integral equation (6.1) can be rewritten as
uˆðxÞ ¼ etjxj2 uˆðxÞ 
Z t
0
eðttÞjxj
2
dtbPðxÞix  dðu#uÞðxÞ
þ
Z t
0
eðttÞjxj
2
dtbPðxÞbFðxÞ
¼ etjxj2 uˆðxÞ  1 e
tjxj2
jxj2
bPðxÞix  dðu#uÞðxÞ þ 1 etjxj2jxj2 bPðxÞbFðxÞ; ð6:3Þ
for every t40: Passing to the limit as t-N in (6.3) and using the identity
1
jxj2 ¼
Z N
0
etjxj
2
dt for xa0;
we obtain Eq. (6.2) in the Fourier variables.
Now, assume that u solves (6.2). Repeating the arguments above in the reverse
order, we obtain that u is the solution of the equation
uˆðxÞ ¼  1jxj2
bPðxÞix  dðu#uÞðxÞ þ 1jxj2bPðxÞbFðxÞ: ð6:4Þ
If we subtract from this equality the same expression multiplied by etjxj
2
we get (6.3)
which obviously is equivalent to (6.1). &
Theorem 6.1. Assume that FAPM satisfies jjF jjPMoeo1=ð4ZÞ: There exists a
stationary solution uN to the Navier–Stokes system in the space PM
2 with F as the
external force. This is the unique solution satisfying the condition jjujjPM2p2e:
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Proof. This theorem results immediately from Lemma 4.1 applied to the integral
equation (6.2) (or its equivalent version (6.4)). The bilinear form
Bðu; vÞ ¼
Z N
0
SðtÞPr  u#v dt
is bounded on the space PM2 and the proof of this property of Bð; Þ is completely
analogous to the one of Proposition 4.1. Let us also skip an easy proof that y ¼RN
0
SðtÞPF dt satisﬁes jjyjjPM2 ¼ jjF jjPM: &
Now, the application of Theorem 5.1 gives the following result on the asymptotic
stability of stationary solutions.
Corollary 6.1. Assume that uN is the stationary solution constructed in Theorem 6.1
corresponding to the external force F : Suppose that v0APM2 and GACwð½0;NÞ;PMÞ
satisfy jjv0jjPM2 þ jjGjjCwð½0;NÞ;PMÞpeo1=ð4ZÞ and, moreover,
lim
t-N
jjSðtÞðv0  uNÞjjPM2 ¼ 0; limt-N jjGðtÞ  F jjPM ¼ 0:
Then, the solution v ¼ vðx; tÞ of system (2.1)–(2.3) corresponding to v0 and G converges
toward the stationary solution uN in the following sense:
lim
t-N
jjvðtÞ  uNjjPM2 ¼ 0:
Proof. Here, it sufﬁces only to note that stationary solutions belong to the space
Cwð½0;NÞ;PM2Þ (treated as constant functions on ½0;NÞ with values in PM2) and
satisfy the integral equation (3.2) (see Proposition 6.1). So, Theorem 5.1 is applicable
in this case. &
Remark 6.1. Results from this section can be extended to solutions which exist for
all tAR (and not only for tX0) as was done by Yamazaki [34]. In this case the
corresponding integral equation (the counterpart of (6.1) and (6.2)) has the form
uðtÞ ¼ 
Z N
0
SðtÞPrðu#uÞðt  tÞ dtþ
Z N
0
SðtÞPFðt  tÞ dt;
and, like in [34], by the application of Theorem 4.1, one obtains solutions which are,
for example, time periodic or almost periodic with respect to tAR: In the same
manner, Theorem 5.1 allows us to describe solutions which converge in PM2 as
t-N toward given time periodic (or almost periodic) solution.
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7. Smooth solutions
Solutions of problem (2.1)–(2.3) constructed in the space X ¼ Cwð½0;NÞ;PM2Þ
are, in fact, smooth (for sufﬁciently regular external forces), and they agree with mild
solutions obtained by Kato [19] and in [3] for F 	 0; and, more generally, with
solutions obtained in [7] when Fa0:
The goal of this section is to clarify this remark. First, let us recall that, in [3],
solutions of (2.1)–(2.3) were constructed for sufﬁciently small initial conditions from
the homogeneous Besov space ’B
1þ3=p;N
p ðR3Þ with 3opoN: The usual way of
deﬁning a norm in this space is based on the dyadic decomposition of tempered
distributions. Here, however as in [3,17] we prefer the equivalent norm whose
deﬁnition involves the heat semigroup
jjvjj ’Ba;Np ðR3Þ 	 sup
t40
ta=2jjSðtÞvjjLpðR3Þ:
Connections between PM2 and homogeneous Besov spaces are described in the
following lemma.
Lemma 7.1. For every pAð3;N the following imbeddings PM2C ’B1þ3=p;Np ðR3Þ hold
true and are continuous. Hence, there exists a constant C ¼ CðpÞ such that
sup
t40
tð13=pÞ=2jjSðtÞu0jjLpðR3ÞpCjju0jjPM2
for all t40 and u0APM2:
Proof. Here, our tool is the Hausdorff–Young inequality. For 1=p þ 1=q ¼ 1 we
obtain
jjSðtÞu0jjqLpðR3ÞpC
Z
R3
jetjxj2 uˆ0ðxÞjq dx
pC ess sup
xAR3
jxj2juˆ0ðxÞj
 !qZ
R3
eqtjxj
2
jxj2q

 dx
¼Cjju0jjqPM2 t3=2þq
Z
R3
eqjwj
2
jwj2q

 dw:
In the calculations above, we assume that 2qo3 which is equivalent to p43: Since,
1=q ¼ 1 1=p and ð3=2Þð1 1=pÞ  1 ¼ ð1=2Þð1 3=pÞ; we obtain
tð1=2Þð13=pÞjjSðtÞu0jjLpðR3ÞpCjju0jjPM2 :
Note that this proof requires an obvious modiﬁcation for p ¼N and q ¼ 1: One
can also recall here the embedding of any ‘‘critical space’’ into the Besov space
’B1;NN ðR3Þ; see [4,30]. &
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Now, given u0APM2 with sufﬁciently small PM2-norm, we may apply the theory
described in [3] to get the solution u˜ ¼ u˜ðx; tÞ which is unique in the space
Cwð½0;NÞ; ’B1þ3=p;Np ðR3ÞÞ-fv : tð3=p1Þ=2jjvðtÞjjLpðR3ÞoNg
corresponding to u0 as the initial condition and the zero external force. Moreover,
this solution is smooth for all t40: On the other hand, our Theorem 4.1 gives a
solution u ¼ uðx; tÞ in Cwð½0;NÞ;PM2Þ:
Both constructions lead, in fact, to the same solution, and we show this by
analyzing the parabolic regularization effect in problem (2.1)–(2.3) in the scale of
spaces PMa: We begin by a deﬁnition.
Deﬁnition 7.1. Let 2pao3: We deﬁne the Banach space
Ya 	Cwð½0;NÞ;PM2Þ
- v : ð0;NÞ-PMa : jjjvjjja 	 sup
t40
ta=21jjvðtÞjjPMaoN
 
: ð7:1Þ
The space Ya is normed by the quantity jjvjjYa ¼ jjjvjjj2 þ jjjvjjja: Of course, Y2 	 X
with this deﬁnition.
Remark 7.1. The norm jjj  jjja is invariant under the rescaling ulðx; tÞ ¼ luðlx; l2tÞ
for every l40: This can be easily checked using the scaling property of the norm
jj  jjPMa ; see (3.5).
First we show an improvement of Proposition 4.1.
Proposition 7.1. Let 2pao3: There exists a constant Za40 such that for every
uACwð½0;NÞ;PM2Þ and vAfvðtÞAPMa : jjjvjjjaoNg we have
jjjBðu; vÞjjjapZajjjujjj2jjjvjjja:
Proof. First note that as in the proof of Proposition 4.1 we have
j dðu#vÞðx; tÞjp Z
R3
1
jx zj2jzja dz jjuðtÞjjPM2 jjvðtÞjjPMa
¼Cjxj1ajjuðtÞjjPM2 jjvðtÞjjPMa :
Thus, for every xa0 we obtain
jxja
Z t
0
eðttÞjxj
2 bPðxÞix  dðu#vÞðx; tÞ dt pC Z t
0
jxj2eðttÞjxj2t1a=2 dt jjjujjj2jjjvjjja:
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The proof will be completed by showing that for every aX2 the quantity
ta=21
Z t
0
jxj2eðttÞjxj2t1a=2 dt ð7:2Þ
is bounded by a constant independent of x and t: Here, we decompose the integral
with respect to t into two parts
R t
0?dt ¼
R t=2
0 ?dtþ
R t
t=2?dt; and we deal with the
each term separately.
In case of the integral over ½0; t=2; we estimate the above quantity by
ta=21jxj2eðt=2Þjxj2
Z t=2
0
t1a=2 ds ¼ Cðt=2Þjxj2eðt=2Þjxj2pC;
where C is independent of x and t: For the interval ½t=2; t; the quantity is bounded
by
ta=21ðt=2Þ1a=2
Z t
t=2
jxj2eðttÞjxj2 dt ¼ ð1=2Þ1a=2ð1 eðt=2Þjxj2Þpð1=2Þ1a=2: &
Next, we show that the heat semigroup regularizes distributions from PM2:
Lemma 7.2. For every u0APM2 and t40; it follows that SðtÞu0APMa with aX2:
Moreover, there exists C depending on the exponent a only such that
sup
t40
ðta=21jjSðtÞu0jjPMaÞpCjju0jjPM2 :
Proof. Simple estimates (cf. Lemma 4.2) give
sup
t40
ðta=21jjSðtÞu0jjPMaÞp jju0jjPM2 sup
xAR3
ta=21jxja2etjxj2
 
¼Cjju0jjPM2 ;
where C ¼ supwAR3ðjwja2ejwj
2Þ: &
Let us also explain how to handle more regular external forces in the scale of the
spaces PMa:
Lemma 7.3. Let 2pao3: Assume that FðtÞAPMa2 for all t40 and
sup
t40
ta=21jjFðtÞjjPMa2oN: ð7:3Þ
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There exists a constant C such that for wðtÞ ¼ R t0 Sðt  tÞPFðtÞ dt it follows that
jjjwjjjapC sup
t40
ta=21jjFðtÞjjPMa2 :
Proof. As in the proof of Lemma 7.2, we obtain
jjwðtÞjjPMap ess sup
xAR3
jxja
Z t
0
jeðttÞjxj2 bPðxÞbFðx; tÞj dt
p
Z t
0
jxj2eðttÞjxj2t1a=2 dt sup
t40
ta=21jjFðtÞjjPMa2 :
From now on, it sufﬁces to repeat the reasoning which leads to the estimates of the
quantity in (7.2). &
Theorem 7.1. Let aA½2; 3Þ: There exists e40 such that for every u0APM2 and
FACwð½0;NÞ;PMÞ satisfying (7.3) with
jju0jjPM2 þ jjF jjCwð½0;NÞ;PMÞ þ sup
t40
ta=21jjFðtÞjjPMa2oe;
the solution constructed in Theorem 4.1 satisfies jjjujjjap2e:
Proof. It sufﬁces to repeat the reasoning leading to Theorem 4.1 in the space
Ya ¼ Cwð½0;NÞ;PM2Þ- u : sup
t40
ta=21jjuðtÞjjPMaoN
 
involving Lemma 4.1. Here, the required estimate of the bilinear form Bð; Þ is
proved in Propositions 4.1 and 7.1. Moreover, Lemmata 7.2 and 7.3 guarantee that
y ¼ SðtÞu0 þ
R t
0
Sðt  tÞPFðtÞ dt belongs to Ya: &
Let us formulate an interpolation inequality involving Lq and PMa norms.
Lemma 7.4. Fix aAð2; 3Þ: For every qA 3; 3
3a
 
there exists a constant C ¼ Cða; qÞ
such that
jjvjjLqðR3ÞpCjjvjj1bPM2 jjvjj
b
PMa ð7:4Þ
for all vAPM2-PMa; where b ¼ 1
a2 1 3q
 
:
Proof. Assume that v is smooth and rapidly decreasing. Using the Hausdorff–Young
inequality (with 1=p þ 1=q ¼ 1 and pA½1; 2Þ) and the deﬁnition of the PMa-norm we
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obtain
jjvjjpqpCjjvˆjjpppCjjvjjpPM2
Z
jxjpR
1
jxj2p dxþ Cjjvjj
p
PMa
Z
jxj4R
1
jxjap dx
pCjjvjjp
PM2
R32p þ CjjvjjpPMa R3ap ð7:5Þ
for all R40 and C independent of v and R: In these calculations, we require 2po3
which is equivalent to q43: Moreover, we have to assume that ap43 which leads to
the inequality qo3=ð3 aÞ: Now, we optimize inequality (7.5) with respect to R to
get (7.4). &
Corollary 7.1. Under the assumptions of Theorem 7.1 the constructed solution satisfies
jjuð; tÞjjLqðR3ÞpCtð13=qÞ=2
for each 3oqo3=ð3 aÞ; all t40; and C independent of t:
Proof. It follows from Theorem 7.1 that the solution u satisﬁes jjuð; tÞjjPMapCt1a=2
for aA½2; 3Þ: Hence, to complete the proof of this corollary, it sufﬁces to apply
Lemma 7.4. &
Let us ﬁnally prove that the difference of two (singular) solutions corresponding to
the same external force is more regular than each term separately. This fact is in a
perfect agreement with the regularity result for the bilinear term obtained in [8].
Theorem 7.2. Assume that u; vAX are solutions to (2.1)–(2.3) constructed in Theorem
4.1 corresponding to initial conditions u0; v0APM2 and the same external force
FACwð½0;NÞ;PMÞ: For every 2pao3 there exists e40 such that for jju0 
v0jjPM2oe we have
jjju  vjjja 	 sup
t40
ta=21jjuðtÞ  vðtÞjjPMaoN:
Moreover, supt40t
ð13=qÞ=2jjuðtÞ  vðtÞjjLqðR3ÞoN for every 3oqo3=ð3 aÞ:
Proof. Here, the reasoning is similar to that presented above, hence we shall be brief
in details. First, we subtract integral equations (3.2) for u and v to obtain
uðtÞ  vðtÞ ¼ SðtÞðu0  v0Þ þ Bðu; u  vÞðtÞ þ Bðu  v; vÞðtÞ:
We denote zðtÞ ¼ uðtÞ  vðtÞ and z0 ¼ u0  v0; and we ﬁnd the solution of the
equation z ¼ SðÞz0 þ Bðu; zÞ þ Bðz; vÞ via the Banach ﬁxed point theorem in the
space Ya deﬁned in (7.1). Here, Lemma 7.2 guarantees that SðÞz0AYa for every
2pao3: Moreover, Propositions 4.1 and 7.1 allow us to show the contractivity of
the mapping z/SðÞz0 þ Bðu; zÞ þ Bðz; vÞ for sufﬁciently small e40 because, by
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Theorem 4.1, u and v satisfy (5.3). The second part of this theorem is deduced
immediately from Lemma 7.4. &
Remark 7.2. Given u0APM2 with sufﬁciently small norm and F 	 0; Theorem 4.1
guarantees the existence of a unique small solution uACwð½0;NÞ;PM2Þ: Next, our
analysis in Corollary 7.1 allows us to show that uðtÞALqðR3Þ for q43 and all t40:
Hence, standard regularity theorems imply that uðx; tÞ is a smooth function and
satisﬁes the Navier–Stokes system in the classical sense.
Even if it is not written explicitly, the same conclusion can be deduced from
Yamazaki’s results [34, Theorem 1.3], where he showed that his solution belonging
initially to Cwð½0;NÞ; L3;NðR3ÞÞ falls, in fact, into Lp;NðR3Þ for every 3opoN:
Now, applying the Marcinkiewicz interpolation theorem for the identity mapping,
one obtains immediately that
T
3opoN L
p;NðR3ÞCLqðR3Þ for every 3oqoN:
We conclude this section by stressing again that the two norms approach by Kato
imposes a priori a regularization effect on solutions we look for. In other words, they
are considered as ﬂuctuations around the solution of the heat equation SðtÞu0: The
solutions appear to be unique locally in the space of more regular functions. The
approach with the only one norm in Theorem 4.1 gives the local uniqueness in
the larger space which, in our case, may contain genuinely singular solutions (like
those in (2.4)) which are not smoothed out by the action of the nonlinear semigroup
associated with (2.1)–(2.3).
8. Loss of smoothness and loss of uniqueness
As far as blow-up for Navier–Stokes several possibilities can be conjectured. One
may imagine that blow-up of initially regular solutions never happens, or it becomes
more likely as the initial norm increases, or that there is blow-up, but only on a very
thin set, of measure zero.
As we have seen in the previous sections, when using a ﬁxed point approach,
existence and uniqueness of global solutions are guaranteed only under restrictive
assumptions on the initial data and external forces, that are required to be small in
some sense, i.e. in some functional space. In [3] we pointed out that fast oscillations
are sufﬁcient to make the ﬁxed point scheme works, even if the norm in the
corresponding function space of the initial data is arbitrarily large (in fact, a different
auxiliary norm turns out to be small). Here we want to suggest how some particular
data, arbitrarily large (not oscillating) could give rise to irregular solutions. It is
extremely unpleasant that we do not know in general whether for arbitrary large
data the corresponding solution is regular or singular. More precisely:
Remark 8.1. Let us consider the Navier–Stokes equations (2.3) with external force
F 	 0: Then, if one deﬁnes the functions ueðx; 0Þ ¼ euðxÞ; where uðxÞ is the
(divergence free, homogeneous of degree 1) function given by (2.4) as the initial
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data, then for small e the system has a global regular (self-similar) solution which is
even more regular than a priori expected (Section 7) and for e ¼ 1 (and possibly for
other large values of e) the system has a singular ‘‘solution’’ for any time.
After a more careful analysis, it is easy to see that this loss of smoothness and loss
of uniqueness for large data do not hold in the ‘‘distributional’’ sense, but as
explained in Section 2, only ‘‘pointwise’’ for every xAR3\fð0; 0; 0Þg: However, for a
model equation of gravitating particles this loss of smoothness for large data holds in
the distributional sense and will be dealt with in a forthcoming paper [2].
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