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Abstract—In this paper, the design of an optimal trajectory
for an energy-constrained drone operating in dynamic network
environments is studied. In the considered model, a drone base
station (DBS) is dispatched to provide uplink connectivity to
ground users whose demand is dynamic and unpredictable. In
this case, the DBS’s trajectory must be adaptively adjusted to
satisfy the dynamic user access requests. To this end, a meta-
learning algorithm is proposed in order to adapt the DBS’s
trajectory when it encounters novel environments, by tuning a re-
inforcement learning (RL) solution. The meta-learning algorithm
provides a solution that adapts the DBS in novel environments
quickly based on limited former experiences. The meta-tuned RL
is shown to yield a faster convergence to the optimal coverage
in unseen environments with a considerably low computation
complexity, compared to the baseline policy gradient algorithm.
Simulation results show that, the proposed meta-learning solution
yields a 25% improvement in the convergence speed, and about
10% improvement in the DBS’ communication performance,
compared to a baseline policy gradient algorithm. Meanwhile,
the probability that the DBS serves over 50% of user requests
increases about 27%, compared to the baseline policy gradient
algorithm.
I. INTRODUCTION
Drones can potentially provide a cost-effective, flexible
approach to boost the performance of wireless networks
by providing services to hotspots, disaster-affected, or rural
areas [1], [2]. However, effectively deploying drone base
stations (DBSs) in a dynamic wireless environment is still
challenging. In particular, designing a DBS trajectory that
allows it to provide timely on-demand service is a major
challenge, particularly when the ground users’ requests are
highly unpredictable.
The existing literature such as in [3]–[6] has studied a num-
ber of problems related to trajectory design for drone-based
systems. The work in [3] studies the trajectory optimization
problem by jointly considering both the drone’s communica-
tion throughput and energy consumption. In [4], the authors
design the drone trajectory under practical communication
connectivity constraint. The authors in [5] propose a trajectory
design that enhances physical layer security. The work in
[6] studies how the three-dimensional (3D) antenna radiation
pattern and backhaul constraint affect a drone’s 3D trajectory
design. Despite their promising results, these existing works
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[3]–[6] do not consider the design of drone trajectory in a
network where the service requests from ground users vary
over time. Meanwhile, prior works such as [7] and [8] study
the use of machine learning for drone trajectory optimization
in dynamic environments. The authors in [7] use machine
learning to deploy a drone to provide on-demand wireless
service to cellular users. The authors in [8] propose a multi-
agent Q-learning-based algorithm to design trajectories for
multiple UAVs based on the prediction of users’ mobility.
However, the reinforcement learning (RL)-based solutions in
[7] and [8] are mostly over-fitted to certain environments, and,
thus, they cannot rapidly cope with new or highly-dynamic
environments. In particular, the internal dynamics of the RL in
[7] and [8], such as hyper-parameters, exploration strategies,
and loss functions, are manually pre-determined to help the
algorithms to design trajectories in specific environments. As
such, even the slightest changes in the environment could in-
troduce significant negative influence on the RL performance.
In contrast, a meta-learning based trajectory design solution
[9] that automatically tunes the RL internal dynamics would
be more appropriate for dynamic wireless environments. Meta-
learning, also known as “learning to learn”, provides a solution
that adapt the DBS to new environments rapidly with only a
few training examples.
The main contribution of this paper is, thus, a novel meta-
learning approach for optimizing the trajectory of a DBS
while considering the uncertainty and dynamic of terrestrial
users’ service request. In particular, we consider a trajectory
design problem that enables a DBS to effectively provide on-
demand uplink service to users and solve it with a meta-
reinforcement learning based algorithm. While prior works
such as [10]–[12] used meta-learning to study various wireless
problems, those works have not considered the DBS trajectory
design problem. In contrast, here, we introduce a learning
solution tailored to the drone-aided system whose goal is to
provide on time service to ground users. Unlike previous meta-
learning solutions such as [11]–[13], which aim at performing
prediction with less training examples, we propose a novel,
lightweight meta-learning approach that adapts the DBS to
unseen environments. The proposed meta-learning based so-
lution tunes the hyper-parameters of RL algorithm with online
cross validation. An approximation on the hyper-parameter
update direction is also proposed to reduce the computa-
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Fig. 1. Network topology.
tional complexity. Simulation results show that, by tuning the
hyper-parameters, the proposed meta-learning solution yields
a 25% improvement in the convergence speed, and about
10% improvement in the DBS’ communication performance,
compared to a vanilla policy gradient algorithm. With the
proposed algorithm, the probability that the DBS serves over
50% of user requests increases about 27%. The computational
complexity of the proposed algorithm is also shown to be
similar to that of the vanilla policy gradient algorithm.
The rest of this paper is organized as follows. The system
model and problem formulation are described in Section
II. In Section III, the proposed algorithm is discussed. In
Section IV, numerical simulation results are presented. Finally,
conclusions are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a geographical area within which a set U of
U randomly deployed terrestrial users request uplink data
services. A fixed-wing DBS is dispatched to satisfy the uplink
access requests of the terrestrial users, as shown in Fig. 1. In
such an area, a given user that is requesting data services is
called an active user, otherwise, it is called an inactive user.
We assume the users to be separated into several groups, each
of which is called a cluster. The set of all possible clusters
is denoted as L. The DBS will travel among the groups in a
steady straight-and-level flight (SLF), and it uses a circle to
hover over each group, in a steady circular flight, with constant
speed V and constant altitude H [3]. Meanwhile, the DBS
must return to its original location O within a time period
T for battery charging. The trajectory that traces the DBS’s
movement within the studied time duration is captured by a
vector ξ = [l1, · · · , lK ]>, with lk ∈ L being the k-th cluster
that the DBS serves and K being the number of served clusters
along the trajectory. The set of all possible trajectories of the
DBS is given by E . Let pi (l |lk, τk ) be the probability that the
DBS moves toward cluster l ∈ L after arriving at lk at time
epoch T − τk, in which τk is the remaining time for the DBS
to return to the origin, after serving cluster lk.
A. Communication Performance Analysis
In our network, the users adopt an orthogonal frequency
division multiple access (OFDMA) technique and transmit
data over a set of uplink resource blocks (RBs). The DBS
will arbitrarily allocate one RB to each one of its associated
users within a cluster. We assume that the DBS can keep
serving its associated users within a dr-meter radius over
each cluster as shown in Fig. 1. The area within this range
is called a service area. Also, user u is assumed to request
a total of bu data (in bits) at time epoch tu. The DBS must
satisfy the user’s request within the studied duration T . Let
b = [b1, · · · , bU ] and t = [t1, · · · , tU ] be, respectively, the
vector of quantity and occurrence of the users’ access request
in the network. Here, the quantity bu and active time tu
are assumed to be independent random variables that follow
unknown distributions. Every possible b and t that could be
observed in this network is called one realization of the users’
access request. In this model, the communication performance
variation caused by the DBS’s movement within the service
area is considered to be negligible, as the variation on the
DBS-user distance is considerably small with dr being much
smaller than H . The signal-to-noise ratio (SNR) at the link
between the DBS and user u, will thus be:
γu =
Phu,φu
σ2
, (1)
where P represents the transmit power of user u, which is
assumed to be equal for all users. hu,φu is the path loss
between user u and the DBS, with φu is the resource block
allocated to user u. Here, the Nakagami channel model is
applied to characterize a wide range of fading environments for
the link between user u and the DBS, such that hu,φu = εd
−α
u
with ε following Gamma distribution with shape parameter
m, du being the distance between user u and the DBS, and α
being the path loss exponent. The data rate at the link between
the DBS and user u will then be cu = B log (1 + γu) with B
being the RB bandwidth (equal for all RBs).
B. Utility Function Model
In the studied network, the transmission delay of user u ∈
U , when being served, is Du = bucu . In this case, the time that
DBS consumes to hover over cluster l is given by:
D∗l = max
u∈Ul
Du − 2dr
V
, (2)
where Ul is the set of active users within cluster l. Note
that, here, maxu∈Ul Du is the time the DBS consumes within
the service area of cluster l. D∗l and
2dr
V are the time the
DBS consumes for hovering, and SLF, respectively, within
the service area. Meanwhile, the DBS has to return to the
origin within the considered, fixed time duration T , that is
t0 (ξ) =
∑K
k=0
dlk,lk+1
V +
∑K
k=1D
∗
lk
≤ T , where t0 is the
time when the DBS returns to origin O along trajectory ξ,
with dlk,lk+1 being the distance between cluster lk and lk+1.
Also, l0 and lK+1 represent, respectively, the DBS’s original
and final locations. The available time that the DBS can use
to return to origin after serving cluster lk on trajectory ξ is
τk = T −
∑k−1
κ=0
dlκ,lκ+1
V −
∑k
κ=1D
∗
lκ
.
However, with one DBS serving the whole area, some users
may not have the opportunity to finish their data transmission
during the studied period. In such a case, the utility function
of the DBS along trajectory ξ is defined as the service success
rate, which captures the fraction of users being served in the
studied duration, and can be given by:
µ (ξ) =
∑K
k=1
∑
u∈U 1{u∈Ulk ,tu≤T−τk}∑
u∈U 1{0≤tu≤T}
, (3)
where 1{x} = 1 when x is true, otherwise, we have
1{x} = 0. Here,
∑
u∈U 1{0≤tu≤T} is the number of users
request data service within the studied time duration, and∑
u∈U 1{u∈Ulk ,tu≤T−τk} is the number of served user with
cluster lk. The value of the utility function that can be achieved
with policy pi is given by:
µ (pi) =
∑
ξ∈E
µ (ξ)
K−1∏
k=1
pi (lk+1 |lk, τk ) , (4)
where pi defines the probabilities of each of DBS’ moving
direction at different cluster and time epoch.
C. Problem Formulation
Our goal is to find an optimal DBS trajectory that can effec-
tively serve all the users. Thus, we formulate an optimization
problem whose objective is to find the policy that maximizes
the expected utility of the network:
max
pi
µ (pi) , (5)
s. t. t0 (ξ) ≤ T, ξ ∈ E , (5a)
0 ≤ pi (lk+1 |lk, τk ) ≤ 1, 1 ≤ k ≤ K − 1, (5b)
where (5a) means that the DBS must return to the origin
before time epoch T . From (5), we can see that, the network
utility is determined by the DBS’s policy, which is, in turn,
decided based on the quantity and occurrence of users’ access
requests. In essence, each realization of user requests needs
a novel optimal trajectory design for the DBS. However,
the user requests in the studied network is dynamic and
unpredictable. In order to provide best coverage to such
users, the DBS must find an algorithm that can effectively
guide it in various environments. Here, we notice that the
use of optimization algorithms, such as branch and bound or
nonlinear programming, is not suitable to solve (5), as the
values of b and t follow unknown distributions. Traditional
machine learning algorithms [14] are also not suitable to solve
(5), as most of them are overfitted to their training tasks, and,
thus they are not capable of guiding the DBS in unseen tasks.
To effectively solve (5), we propose a meta-reinforcement
learning (MRL) algorithm that prepares the DBS for novel
tasks by tuning an RL solution for each task. In particular, the
MRL solution adaptively tunes the RL hyper-parameters so
as to guide the DBS in unseen wireless environments. This,
in turn, can guarantee fast convergence to maximal service
success rate. The proposed MRL algorithm is introduced in
the next section.
III. META GRADIENT POLICY GRADIENT
META-REINFORCEMENT LEARNING
We now introduce an MRL algorithm, called meta-gradient
policy gradient (MGPG), that merges the concept of online
cross-validation [15] with the policy gradient (PG) framework.
As a classical RL algorithm, the PG algorithm finds the
optimal trajectory for the DBS by running gradient descent
over the policy space toward the maximal expected utility.
However, this process is fitted only to certain environments,
which can lead to a poor performance in dynamic networks.
To address these challenges, we propose a meta-learning
approach that tunes the hyper-parameters of the PG algorithm
thus enabling the DBS adapt to the dynamic and unknown
environments. Next, we first introduce the components of the
proposed MGPG algorithm. Then, we explain how to use the
MGPG algorithm to solve our problem.
A. MGPG Components
An MGPG algorithm consists of five components:
1) Agent: Our agent is the DBS whose goal is to design its
trajectory.
2) Actions: The action of the agent is the cluster it targets
at each step, the vector of actions taken by the DBS until
step k is denoted ak = [a0, a1, · · · , ak] with ak ∈ L with
a0 being the first cluster the DBS targets.
3) States: Each state considers both the agent’s location,
represented by the cluster it currently serves, and the
DBS’ energy level, represented by the remaining time
for the DBS to return to the origin, and it is given by
sk = [ak−1, τk], where ak−1 indicates the DBS’ location
at step k. τk is the remaining time for the DBS to return
to the origin at step k.
4) Policy: The policy of the DBS is defined as the probability
of choosing a given action at a given state and is denoted
by piθ (ak |sk ). The policy is approximated by a deep
neural network parametrized by θ. This neural network
takes observation on the state of the agent and outputs
the probabilities of taking each action at this state. The
DBS’s policies at all states is denoted in vector piθ.
5) Reward: The reward of the DBS measures the benefit
of each action. This reward is denoted as r (ak |sk ) =∑
u∈U 1{u∈Uak}∑
u∈U 1{0≤tu≤T}
, which is the service success rate the
DBS achieves with action ak at state sk, such that∑K
k=1 r (ak |sk ) = µ (aK). The average of the ac-
cumulated reward is the the expected utility or the
objective function the DBS tries to optimize, that is,∑
aK∈E
∑K
k=1 r (ak |sk )
K∏
k=1
piθ (ak |sk ) = µ (piθ).
B. Policy training procedure
In the proposed MGPG algorithm, the goal of the DBS is
to find the optimal policy that maps its states to the actions
leading to a maximum service success rate in various environ-
ments. The DBS will collect experiences at a realization of the
user service request and then update its policy based on the
utility value it obtains from these experiences. In particular,
the DBS updates it policy toward the maximized utility, i.e. in
the direction to the gradient ∇θµ (piθ), which, based on the
the policy gradient theorem, is approximated in the form of:
Epi
(
K∑
k=1
r (ak |sk )
(
K∑
k=1
∇θ log piθ (ak |sk )
))
. (6)
The DBS, then, tunes its update direction after each policy
update. Next, the procedure of the policy training and direction
tuning is explained in detail.
The DBS is trained on its historical experience under a
realization of the users’ access requests that follow unknown
distribution. The training process is given as:
1) Initialize a policy piθ(1) with random parameter values
θ(1) and η(1). Note that, here θ(1) and η(1) are, re-
spectively, the policy parameter and hyper-parameter at
training episode 1.
2) Within each training episode i, the DBS caries out an
experience by generating a sequence of actions that are
randomly selected based on policy piθ(i) . Each of such
procedure generates an experience defined in a vector
e = [s1, a1, r (a1 |s1 ) , · · · , sK , aK , r (aK |sK )] with K
being the terminal step. Here, sk and ak are, respectively,
the state and action at the k-th step of experience e.
3) The discounted future reward, denoted return Gk, at each
step k of the DBS’ experience is given by:
Gk
(
η(i)
)
=
K∑
κ=k
(
η(i)
)κ−k
r (aκ |sκ ) , (7)
where hyper-parameter η(i) is the discount factor of the
return function at training episode i.
4) The DBS then updates its policy with a
reinterpreted objective defined as J
(
η(i),θ(i)
)
=∑K
k=1Gk
(
η(i)
)
log piθ(i) (ak |sk ), one the sampled
experience, in particular:
θ(i+1) = θ(i) + α∇θ(i)J
(
η(i),θ(i)
)
, (8)
where α is the updating step size.
5) The DBS caries out an experience e′ with the updated
policy piθ(i+1) .
6) The DBS measures current hyper-parameter η(i)’s perfor-
mance on directing its policy to the optimal utility with
the updated measurement function J˜
(
η˜,θ(i+1)
)
with a
fixed hyper-parameter η˜. The update function is given as:
η(i+1) = η(i) − β∇η(i) J˜
(
η˜,θ(i+1)
)
. (9)
Steps 2 through 6 are repeated until training is complete and
yields an optimal policy piθ∗ . Note that, instead of perform-
ing the expensive deviation calculations ∇θ(i)J
(
η(i),θ(i)
)
,
∇η(i) J˜
(
η˜,θ(i+1)
)
, the DBS can approximate the update and
tuning direction based on Proposition 1.
Proposition 1. At each iteration i of the policy update
procedure, the DBS calculates the update direction using:
∇θ(i)J
(
η(i),θ(i)
)
=
K∑
k=1
K∑
κ=k
(
η(i)
)κ−k
r (aκ |sκ ) ∇θ(i)piθ(i) (ak |sk )
piθ(i) (ak |sk )
. (10)
After every policy update, the DBS estimate the hyper-
parameter tuning direction ∇η(i) J˜
(
η˜,θ(i+1)
)
, with η˜ being
1, in the form of:
∇η(i) J˜
(
η˜,θ(i+1)
)
= α
K∑
k′=1
K∑
k=1
Ak′Bkxk′yk. (11)
where Ak′ =
∑K
κ=k′ r (aκ |sκ ), xk′ =
∇
θ(i+1)
pi
θ(i+1)
(ak|sk )
pi
θ(i+1)
(ak|sk ) ,
Bk =
∑K
κ=1 (κ− k)
(
η(i)
)κ−k−1
r (aκ |sκ ), and yk =
∇
θ(i)
pi
θ(i)
(ak|sk )
pi
θ(i)
(ak|sk ) .
Proof. See Appendix A.
As such, using Proposition 1, the DBS can estimate the
update and tuning direction simply based on the collected
rewards and policy deviation ∇θpiθ(ak|sk )piθ(ak|sk ) . The mini-batch
training procedure of the MGPG based solution is shown
in Algorithm 1. With this mini-batch training procedure, the
DBS updates its policy over a whole experience to reduce
the variance caused by the action sampling without the need
to store a big dataset. At the beginning of the algorithm, the
DBS randomly chooses its policy parameter θ(1) and hyper-
parameter η(1). The DBS, then, carries out an experience by
selecting a trajectory with policy piθ(1) . The DBS, then, flies
along the selecting trajectory to serve the users. The service
success rate resulted from the selected trajectory is recorded
by the DBS. After returning to the origin, the DBS updates
its policy parameter based on (8), with the service success
rate it obtains from the selected trajectory. This update is
then evaluated with (11) on an experience collected with the
updated policy. The hyper-parameter is tuned with function
(9) based on such evaluation. This policy training procedure
is repeated by the DBS flying around the network until a
convergence is reached. In essence, the DBS updates its
policy episodically with a formerly generated experience at
its origin, and tunes its hyper-parameter online right after
each policy update. The complexity of the the MGPG based
solution is O ((υ + 1)nC), where υ is the iteration at which
the convergence is reached, n is the number of elements
within policy parameter θ and C is the time complexity of
calculating the gradient of each element (i.e. each element in
θ). This complexity is considerably low, as it is close to the
one of the vanilla policy gradient algorithm, O (υnC). Other
advanced PG solutions such as advantage actor-critic (A2C),
deep deterministic policy gradient (DDPG), however, have a
huge time complexity, since each neural network they adopt
have a time complexity of O (υn5). In the studied drone-aided
network, the lightweight MGPG algorithm is more desirable
and practical, as the computation capacity of a drone is limited.
Algorithm 1 Proposed MGPG algorithm for trajectory design.
Input: The user locations, time constraints.
Init: Initialize parameter θ(1) and η(1).
1: for Policy training epoch i = 1 : I do
2: Caries out an experience e.
3: Update policy parameter based on (10).
4: Caries out an experience e′ with updated policy.
5: Update hyper-parameter based on (11).
6: end for
TABLE I
SIMULATION PARAMETERS [17]
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Fig. 2. Snapshot of trajectories resulting from all considered algorithms in
a sample unseen environment.
IV. SIMULATION RESULTS AND ANALYSIS
For our simulations, we consider a scenario with one DBS
serving U = 100 mobile users. Other parameters used in
the simulations are listed in Table 1. The proposed MGPG
algorithm results are compared to the vanilla policy gradient
algorithm [16], called policy gradient algorithm hereinafter.
All statistical results are averaged over a large number of
independent runs.
Fig. 2 shows a snapshot of the trajectories resulting from
the proposed MGPG and the policy gradient algorithm in an
illustrative unseen realization of user requests. The grey circles
are the user clusters labeled by the number of active users.
In this figure, we can see that, facing an unseen task with
its manually pre-defined hyper-parameters, the policy gradi-
ent algorithm leads the DBS to only a suboptimal solution.
The MGPG algorithm, however, effectively finds the optimal
trajectory for the DBS by tuning the hyper-parameters in this
unseen environment.
Fig. 3 shows the convergence of the proposed MGPG
algorithm. From Fig. 3, we observe that the MGPG algorithm
requires approximately 450 iterations to reach convergence,
which is 25% less than the number of iterations required for
convergence of the policy gradient algorithm. This is because
the update direction of MGPG keeps being tuned in the policy
update process, and, thus, it has a smaller angle towards the
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Fig. 3. Convergence of all considered algorithms.
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Fig. 4. Cumulative distribution function (CDF) in terms of service success
rate.
optimal result. than the sub-gradient algorithm. Fig. 3 also
shows that the proposed MGPG algorithm achieves a service
success rate of 68% at its convergence, which is about 10%
higher the one reached by the policy gradient baseline. This
stems from the fact that the proposed MGPG algorithm finds
the hyper-parameter results in the best performance of the RL
algorithm, as the MGPG algorithm keeps tuning the hyper-
parameters in policy update process.
Fig. 4 shows the cumulative distribution function (CDF) of
the service success rate at the convergence of all independent
runs. For example, from Fig. 4, we can see that the proposed
algorithm converges to a service success rate lower than
50% within only about 16% of the independent runs. In Fig.
4, we can see that the proposed algorithm achieves about
27% gain in the frequency of convergence at service success
rate over 50%, compared to the policy gradient algorithm.
This means that the proposed algorithm is more likely to
converge to a higher service success rate, that is, it reduces
the variance of algorithm performance. The main reason is
that the proposed algorithm tunes the hyper-parameter toward
a return Gt resulting in the best performance of the DBS.
V. CONCLUSION
In this paper, we have studied a challenging trajectory
design problem for UAVs in dynamic and unknown wireless
network environments. We formulated an optimization prob-
lem that seeks to maximize the DBS service success rate.
To solve this problem, we have developed a novel meta-
reinforcement learning based algorithm that enables the DBS
to adapt to unseen environments quickly. Simulation results
have shown that, by tuning the hyper-parameters in RL, the
proposed MGPG solution can yield a 25% improvement in the
convergence speed, and an about 10% improvement in the final
service success rate, compared to the vanilla policy gradient
algorithm. Future work can consider various extensions such
as the cases with multiple DBSs and other dynamic factors.
APPENDIX
A. Proof of Proposition 1
Proof. Based on (7), the policy update direction at iteration i
can be given as:
∇θ(i)J
(
η(i),θ(i)
)
=
K∑
k=1
K∑
κ=k
(
η(i)
)κ−k
r (aκ |sκ )∇θ(i) log piθ(i) (ak |sk )
=
K∑
k=1
K∑
κ=k
(
η(i)
)κ−k
r (aκ |sκ ) ∇θ(i)piθ(i) (ak |sk )
piθ(i) (ak |sk )
.
(12)
Also, to tune hyper-parameters η in the direction that achieves
the best service success rate in the studied network, we
measure η by cross validating the updated parameter θ(i+1)
on second trajectory e′. In particular, the tuning direction at
step i is given in the form of:
∇η(i) J˜
(
η˜,θ(i+1)
)
=
∂J˜
(
η˜,θ(i+1)
)
∂θ(i+1)
dθ(i+1)
dη(i)
, (13)
where:
∂J˜
(
η˜,θ(i+1)
)
∂θ(i+1)
=
K∑
k=1
K∑
κ=k
r (aκ |sκ ) ∇θ(i+1)piθ(i+1) (ak |sk )
piθ(i+1) (ak |sk )
,
(14)
Meanwhile:
dθ(i+1)
dη(i)
=
d
[
θ(i) + α∇θ(i)J
(
η(i),θ(i)
)]
dη(i)
=
dθ(i)
dη(i)
+
αd
∑K
k=1
∑K
κ=k
(
η(i)
)κ−k
r (aκ |sκ ) ∇θ(i)piθ(i) (ak|sk )pi
θ(i)
(ak|sk )
dη(i)
=
dθ(i)
dη(i)
+α
K∑
k=1
K∑
κ=k
(κ− k)
(
η(i)
)κ−k−1
r (aκ|sκ)∇θ(i)piθ(i) (ak |sk )
piθ(i) (ak |sk )
.
(15)
Here, we decay the first term in (15), to effectively tuning η
[18]. In such a case, the first term is rewritten as µdθ
(i)
dη(i)
, where
µ ∈ [0, 1] is the decay factor. In practice, we approximation the
first term by setting µ = 0 to reduce computation complexity.
In essence, we only consider hyper-parameter η’s effect on
a single policy update. In summary, the tuning direction is
finally approximated as:
∇η(i) J˜
(
η˜,θ(i+1)
)
≈ α
K∑
k′=1
K∑
k=1
Ak′Bkxk′yk, (16)
where Ak′ =
∑K
κ=k′ r (aκ |sκ ), xk′ =
∇
θ(i+1)
pi
θ(i+1)
(ak|sk )
pi
θ(i+1)
(ak|sk ) ,
Bk =
∑K
κ=1 (κ− k)
(
η(i)
)κ−k−1
r (aκ |sκ ), and yk =
∇
θ(i)
pi
θ(i)
(ak|sk )
pi
θ(i)
(ak|sk ) . This completes the proof.
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