Abstract-Safety is a primary concern for the various transport means. For sea transport, this includes various aspects like human safety at sea and at port, and also environmental safety and sustainability. In heavy-traffic regions where the waters are congested and vessels sail very closely together, ensuring these safety needs can be challenging. In this paper, we leverage on the rich information transmitted through the automatic identification system (AIS) and propose, for the first time, an integrated simulation-optimization approach for real time collision avoidance. This enables capturing of stochastic dynamic behavior of vessels for better prediction and fast trajectory optimization for application in real time. Specifically, a realistic agent-based model is developed based on behavioral learning in a real-environment, and incorporated into a fast collision avoidance optimization model in real time to provide robust collision avoidance that is able to account for future stochastic consequences of the actions taken. To achieve this, we develop: 1) a vessel pattern recognition method that mines the rich AIS data to produce realistic trajectory models; 2) an agent-based simulation model to enhance future trajectory prediction; and 3) a fast surrogate-based sampling technique to generate collision avoidance maneuvers for vessel captains in real time. To illustrate the feasibility of the approach, we use the case of the Singapore strait, one of the busiest straits in the world.
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I. INTRODUCTION
M ARITIME shipping is one of most efficient modes of transport today. With the growth in world trade, ship traffic in the world's oceans has greatly increased over the past decades, making maritime traffic control and safety increasingly challenging. In order to enhance navigational safety and prevent collisions at sea, several navigational rules have been developed over the past 40 years. In 1972, the International Maritime Organization (IMO) published the International Regulations for Preventing Collisions at Sea (COLREGS, [1] ), which set the international rules of the road for maritime navigation. The Traffic Separation Scheme (TSS, [2] ) was introduced in 1981 to regulate opposite streams of traffic at busy, confined waterways with the establishment of traffic lanes.
In addition, there are navigational tools available to ship captains such as GPS navigation devices, Automatic Radar Plotting Aid (ARPA, [3] , [4] ) devices and Electronic Chart Display and Information System (ECDIS, [5] , [6] ) devices. With several developed technologies for enhancing data exchange, e-navigation has started to gain increasing attention at the national, regional and global levels as a strategy for enhancing information sharing, and improving navigation safety and environmental efficiency [7] . Specifically, e-navigation is a strategy developed by the IMO to bring about increased safety of navigation in commercial shipping through better organization, exchange and communication of data between ships and between ships and shore.
Despite the considerable effort by the maritime authorities, safety is still a concern especially in heavy traffic areas. As highlighted in several works [8] , [9] , there is a rising trend in the number of shipping incidents and accidents. According to [9] , the average number of conflicts occurring at the Singapore Strait is about 2000 per month. Among these conflicts, some resulted in severe accidents that had large impact on the environment and resulted in loss of lives. Three collisions within three months in 2014 spilled a total of 760 tons of oil into the sea [10] , and more recently, several collisions in the region have resulted in loss of lives [11]- [13] .
This has motivated several studies on traffic safety for maritime navigation and the development of collision avoidance techniques/decision support systems for ships. Reference [14] provides a comprehensive review of the evolution and developments of these works. However, a limitation in most of these previous works is that they do not consider the uncertainty and complex motions constituting the dynamic behavior of the surrounding vessels and obstacles, making them fairly limited in real congested situations. In fact, most of the approaches assume linear motion of the surrounding vessels in their current direction and do not consider any uncertainty around this prediction. More recently, to account for the dynamic behaviour of surrounding vessels, the authors proposed a simulation based framework for better path planning and collision avoidance [15] . This work enhances on our previous contribution [15] in two key aspects. First, a more accurate model of vessel behavior is developed based on data of vessel movement, and second, a new fast optimization approach is proposed to enable more efficient search of the solution space for the optimal safe trajectory. To achieve this, the following three main components were developed: (1) A machine learning algorithm has been developed to learn patterns of mariners from AIS data, thus enabling the design of an agent based simulation model to better reflect the real world situation. As historical data provide information on real situations, in this sense, it may be more reflective of real world behavior than the same information gathered from training simulators; (2) An agent based simulation model is created which makes use of the statistical information generated by the machine learning method to reproduce the dynamics and the interactions of the different vessels; (3) A new meta-model based multi-objective optimization algorithm is designed to replace the exhaustive strategy search in [15] , and to add path planning to guarantee that collision avoidance maneuvers do not lead the own vessel too far from the intended path. As a result of these improvements, for the first time in maritime collision avoidance (CA), more realistic stochastic dynamic behavior of surrounding vessels based on learning behavior from historical data is incorporated into an agent based model (ABM) as the basis to a metamodel driven CA procedure. Using the ABM also provides more precision than using stochastic processes (as was done in the literature for CA [16] , [17] ), as this enables a detailed bottom up study of vessel behaviours instead of assuming a specific statistical structure to describe (e.g., Markov processes, random walks). The use of simulation also provides the possibility to look ahead in the time horizon to predict the future system states, and prepare for avoidance manoeuvres. This thus enhances situational awareness, especially in the increasingly dense waters of today.
In order to present the proposed approach, the remainder of the paper is structured as follows: section II presents the relevant literature on sea traffic risk estimation and trajectory planning, with the objective to highlight the main differences between the literature and the proposed approach. Section III presents the collision avoidance problem we aim at solving in formal terms, while section IV details the proposed approach to solve the problem. Section V presents the results for several historical sample paths of AIS data in the Singapore Strait. Finally, section VI closes the paper presenting directions for future development.
II. STATE OF THE ART AND CONTRIBUTION
Collision avoidance, at the core of this paper, is based upon the concept of conflict of vessels navigating along their intended path [17] - [21] . A conflict is defined based upon the concept of ship domain, i.e., the surrounding effective area that the ship captain wants to keep clear of other ships or fixed objects (obstacles) [22] - [26] . Several regular shapes have been considered for the domain [21] , [27] : in [28] an ellipsoidal shape is considered, whereas [9] proposes an eclipse with semi-minor axis equal to 1.6 times length of vessel and semi-major axis which is 4 times the length of the vessel. The use of the ship domain enables conflict on top of collision avoidance as the ship domain violation (conflict) occurs before the contact between two vessels (collision), therefore avoiding conflicts eliminates collisions. More specifically, the following definition distinguishes conflict and collision:
Definition 1: We refer to a conflict when one or more target vessels intrude into the ship domain of the own vessel, where the own vessel is the one controlled by our procedure, while the target vessel is defined as the "intruder". We will refer to a collision when a physical contact between the intruder and the own vessel occurs.
Based upon the ship domain shape and size, the risk of collision is generally modeled by the Closest Point of Approach (CPA), which considers the closest distance two vessels will come to each other based on their current course and speed, such a distance is referred to as D C P A . The estimated time when this point will be reached is referred to as Time to Closest Approach T C P A [29] .
The work in collision avoidance has developed in approaches considering single vessel encounter situation, multiple vessel encounters and has developed into path planning with collision avoidance. Among these approaches, we have contributions in both deterministic as well as stochastic environments for what concerns the modeling of the surrounding vessels. As a parallel but highly related area, increased interest has been devoted to the development of simulation models for the evaluation of encounter dynamics at sea [30] , [31] .
Concerning collision avoidance for single encounter situations, [32] proposed a novel model allowing for nonuniform vessel movements, in order to devise a more accurate decision avoidance strategy. The procedure proposed focuses on a single encounter and no stochasticity is considered while characterizing encounter situations and future locations of the surrounding vessels. The use of data for collision avoidance has recently attracted attention. Among the first contributions, [33] discusses applying VHF technology in collision avoidance and the legislation, national and international, underpinning the practice. More recently, [34] examined the effect of AIS enhanced bridge lookout operation by means of a ship simulator. Reference [35] discusses decision support systems in the specific case of marine navigation with a particular focus on the integration of knowledge bases provided by regulations such as COLREGS. The proposed system is designed to accept information available from the vessel on-board systems. The procedure is rule based and decisions are made considering only the current information, i.e., no prediction or evaluation of the robustness are implied in the conflict prediction and in the generation of the collision avoidance strategy, respectively. While most of the contributions focus on avoidance, recently [36] considers single encounter situations, but accounting for both collision risk and fuel use and uncertainty is considered by the authors.
The previous contributions primarily focus on single encounter, due to the fact that, when more than two ships encounter each other, the procedure becomes more complex, and a slight change in course by one ship might affect the future decisions of the other ships [37] - [39] . In multiple encounter situations, [40] provides one of the seminal works in conflict detection and avoidance; it evaluates the collision risk to multiple targets and identifies feasible evasive maneuvers in motion by judging the tip of the own ship velocity vector in relation to the display of cone-shaped collision danger regions to acquired targets. The results identified by the algorithm in [40] were plotted through the Automatic Radar Plotting Aid (ARPA) and simulations composed of scenarios with various traffic densities and different speed ranges of own ship were carried out in order to evaluate the performance versus the standard true and relative motion display functionality already made available by the ARPA tool. The simulation, however, is not integrated with the collision avoidance scheme and it is used solely for illustrating the performance of the method. Extensions to considering stochastic behavior of surrounding vessels were also considered. Reference [41] introduce Distributed Stochastic Search Algorithm (DSSA), which allows each ship to change her intention in a stochastic manner immediately after receiving all of the intentions from the target ships. However, the dynamics of the vessel and the surrounding environment is reduced to a small set of conflict scenarios. Similarly, [42] , [43] propose an avoidance procedure based upon evolutionary sets of safe trajectories, which combines some of the assumptions of game theory with evolutionary programming and aims to find optimal sets of safe trajectories of all ships involved in an encounter situation. Again, the scenarios are deterministic in nature and simulation is therefore not required.
An important family of contributions looks into the problem of collision avoidance within path planning. In this context, [44] proposes an integrated simulation optimization approach for path planning and control of vessels based on evolutionary algorithms and simulation. Similarly, [45] presents a new approach to path planning with moving surrounding objects based on Ant Colony Optimisation. While the entire path is considered for a neighborhood of vessels, also in this case, the model is deterministic in nature, accounting for complete knowledge of the future path for all the vessels at any one time. Both approaches have commonalities with our paper: the authors consider the entire path when selecting the best avoidance maneuver (i.e., perform path planning), and this is interesting because path planning allows the consideration of complex movements of surrounding vessels; however, different from our approach, the authors assume the surrounding vessels intended paths are known and deterministic, which is usually not the case.
In the reviewed literature, no approach appears to take into account simultaneously multiple encounter situations when performing path planning and collision avoidance under uncertainty characterizing the surrounding vessels. In fact, most approaches in the literature assume deterministic information related to path and location of surrounding vessels and employ exact algorithms in order to compute a single avoidance maneuver or a path. In this paper, we try to provide a collision avoidance procedure that generates alternative paths for a vessel while considering uncertainty around the future location/intended path of surrounding vessels. This enables the consideration of more realistic scenarios where the future is not known with certainty. The fact that we use simulation to account for uncertainty also allows us to consider very complex multiple encounter situations, which is recognized as a challenge in the literature.
While simulation tools have not been considered at large in decision support for collision avoidance, these are very important tools in risk evaluation, where both data driven as well as simulation based approaches have been proposed [18] , [46] - [48] . In particular, simulation studies have been developed to enable the estimation of several risk indicators in congested waters which incorporate collision models. Reference [49] reviews mainly approaches for modeling shore-and sea-side port operations. In [50] , an agent based simulation model is proposed to evaluate the navigational capacity of multi-bridge waterways for a specific geographical location. The authors use AIS data to estimate arrival rates and the type of vessels in the studied scenario. The agents' behavior in the agent based simulator is generated according to the operational requirements of the application. Reference [51] develops a simulation model for congested waters for evaluating several planning decisions to expand ferry operations in the San Francisco (SF) Bay. The authors propose the interaction counting model, which relies on CPA type arguments and stems from the considerations that a ferry captain will make when interacting with other vessels. Similar to [50] , the authors develop the model based on operational constraints, however they also consider weather in their proposal. Reference [52] uses the model in [51] as the basis to assess the effect of input uncertainty over the simulation output. A similar analysis is proposed in [53] . More recently, [54] deals with the use of simulation for risk estimation of oil spill. Reference [55] makes use of a simulator specifically built to be able to perform scenario and policy analyses as well as a comprehensive risk analysis of the Delaware River and Bay area. The paper investigates effects of deepening on port performance measures. Reference [56] presents a similar application.
All the aforementioned risk assessment studies are not meant for real-time applications. Instead, they are mainly evaluation approaches for planning decisions.
Contribution: As noted in the above review, there has been several works applying simulation for more accurate risk assessment at sea. There however has not been any work on integrating a learning based simulator with real time collision avoidance and path planning. This is particularly critical in that simulation allows to account for complex scenarios that may happen in the future. Also, simulation offers a way to account for uncertainty in the future location/intended path of surrounding vessels which is realistic in most of the ports and waterways worldwide. In light of these considerations, we propose a collision avoidance method which provides path recommendations to the ship captain along with avoidance maneuvers. In order to achieve this goal, we incorporate an agent based model with a fast collision avoidance optimization model to provide a more robust collision avoidance procedure in real time that is able to account for future stochastic consequences of the actions taken. Specifically, the resulting devision tool is based upon:
• A novel systematic approach to learn the behavior of vessel captains in crowded waters; • An agent based simulation model which embeds the statistical learning models and reproduces the dynamic interaction between vessels; • A new collision avoidance strategy generation engine which uses agent based simulation as the basis of a decision support system which improves safety. For the first and second points, our work here differs from [51] - [53] in that a learning based approach is used to more realistically capture the behavior of agents in the agent based model. We define new criteria which enable the clustering of historical trajectories. Being a bottom-up, datadriven, approach, it can applied to learn behavior in realenvironments in an automated way, i.e., without any human intervention or behavioral assumption. Incorporating pattern based learning into the behavior of an agent based model enables to model real behavior in specific regions, and we use the Singapore straits as a real implementation example. For the third point, we enable a real-time application, by proposing a framework, which incorporates the simulator with the real time AIS updates. Specifically, to enable safe navigation, the CA approach leverages on the region specific agent based simulator and uses a meta-model based algorithm to determine the safest and most efficient trajectory, where the efficiency is characterized through the dissimilarity from the original intended path of the pilot. In this regard, a new multi-objective optimization criterion for safe trajectory is developed for the solution of this optimization problem.
III. CONTEXT & PROBLEM FORMULATION
While sailing, captains of large vessels are provided with a significant amount of information as explained in section II. This information is used to help predict future possible dangers and, if these are present, how to avoid them while keeping the sailing trajectory close enough to the intended one. The Safe Sea Traffic Assistant (S 2 TA), proposed in this paper, is a trajectory planning and control suite aimed at helping the captain in both predicting future dangers as well as taking corrective actions with respect to the current trajectory in order to avoid dangerous circumstances. In particular, the method applies AIS data (which are available on-board vessels) to show ship captains possible conflicts and maneuvers to solve them in terms of way-points to sail through and speed to keep between them. More formally, we want to automatically generate an alternative trajectory τ , i.e., apply the optimization algorithm, when either a real time conflict is detected or when it is predicted ahead in time. In fact, since we have no knowledge of the future location of the surrounding vessels, we need to construct a probabilistic indicator of future dangerous situations. Specifically, we use the probability of conflict as an indicator, and we generate a trajectory as a modification to the one the vessel is currently following towards the intended destination. This translates to the solution of a multi-objective optimization problem with the two objectives of safety ( f 1 ) and deviation ( f 2 ) from the planned path being considered, leading to the following objective function: An example of solution τ is represented in figure 1 . In particular, a three point approach is used to generate the trajectory of the own vessel. The initial trajectory τ * * , composed of the way-points (d 0 , d δ ), is represented by the solid line in Figure 1 . Formally, the trajectory τ i of a vessel i is the following sequence defined over the horizon [0, T ]:
where each element of the sequence d t is defined as follows:
where x i represents the longitude, y i the latitude, forming the positional vector x. The element θ refers to the course of the vessel, while v the speed of the vessel. It can be observed that a conflict is predicted on this trajectory (star point in Figure 1 ), therefore, a new candidate trajectory needs to be generated. Specifically, way-point d 0 represents the current location of the own vessel at t 0 , the moment when the collision is detected.
As previously pointed out, we have no knowledge of future states of surrounding vessels, i.e., we need to predict potential conflicts. To do so, we look ahead in time until the way-point d δ is reached representing the location along the trajectory δ minutes ahead of t 0 (δ is a user specified parameter referred to as lookahead (LA)). When a conflict is detected, a new waypoint is generated by defining the course θ * 1 and θ * 2 , i.e., the angle between the new trajectory and the planned trajectory τ * * . Also, the speed values at the new way-point d * (v * 1 ) and way-point d δ (v * 2 ) will be derived, allowing the trajectory from way-point d 0 to d δ to be fully defined by the decision variables according to the definition in equation
is uniquely defined through the following multi-dimensional decision variable x ∈ R 4 , namely:
As a result of these definitions, the solution space T in (III.1) is translated into the set X of all feasible combinations of the four variables. The two angles θ * 1 and θ * 2 determine how tight the vessel must turn at way-points d 0 and d δ to follow the candidate trajectory. Similarly with the approach proposed in [15] , these are bounded between 0 • and 60 • on both polarity in order to follow COLREGS regulations on safe maneuvering. Also in light of COLREGS, the range of speeds available is set at between 1 [knot] and 15 [knots] . This ensures that the vessel is in motion, while the upper limit was taken from observing past vessel data. Hence, the solution space is defined as follows [15] :
Given the definition of solution, the probability of conflict, f 1 , has to be derived based on an horizon of δ minutes in the future. Since future states are unknown, as previously highlighted, this function needs to be estimated. In particular, we let c i denote the occurrence of conflicts in the future:
We are interested in the following transformation of the
where N is the number of trajectories sample paths considered) for control purposes:
The second objective considers that the chosen trajectory should not excessively deviate from the planned path. To measure the deviation from the planned path, we consider an always positive geographical distance between two trajectories (refer to [57] for a description of the components):
where ctr (·) refers to the center of mass of a trajectory computed as the geometric center of the trajectory shape, δ is the displacement of the trajectories (euclidean distance between the two extreme points), and · is the sum of the euclidean distances between subsequent way-points. To completely define f 2 , we add a time penalty that accounts for deviation in the speed:
where t · is the time when we reach point "·". This factor is useful to penalize trajectories with large assigned speed. The second objective results in:
In order to compute the objectives and identify the optimal trajectory, two main issues need to be solved: (1) Modeling the future uncertainty to evaluate conflict probabilities; (2) Design a fast algorithm to find the optimal trajectory in real time.
The next section explores our proposal to tackle these challenges. IV. METHODOLOGY Figure 2 provides an overview of the proposed suite for collision avoidance. In order to solve the challenges highlighted at the end of section II, we developed two main components: the first is a simulation model which uses a pattern recognition method to learn vessels trajectories from AIS data. We chose an agent based model (ABM) in this work. The second is a collision avoidance procedure, which adopts the ABM and generates optimized safe trajectories. This generation is obtained through a fast meta-model based search approach. In the following sections we present these two main components of S 2 TA: the simulation model and the CA optimization procedure.
A. Simulating Vessels Behavior
In order to emulate the behavior of vessels, we propose a learning driven agent based simulation model. In this approach, starting from a significant amount of pre-processed AIS data (section IV-A.1), we construct typical vessels trajectories through a pattern recognition method (section IV-A.2). At the same time, we propose a minimum distance model to establish the minimum distance between vessels pairs based on speed, size and vessel category (section IV-A.3). These are used to design an agent based simulation model representing the output prediction tool adopted in our approach (section IV-A.4). In order to validate the proposed approach, we will apply the developed methods to the case of the Singapore Strait (section IV-A.5).
1) Data:
The raw AIS data cannot be directly used for learning purposes as they can be affected by: (1) timelocation inconsistency, (2) missing data. Concerning the first category, we identified and removed the following classes of inconsistencies creating respective filters: (1) Time intervallocation inconsistency: when the traveled distance within a time interval is larger than the maximum distance the vessel can travel is the maximum speed is kept during that interval; (2) Locations inconsistency: all data with locations outside the AIS range (50 [nm] ) were deemed as erroneous data; (3) Speed inconsistency: all data containing values of speed above the maximum technical speed of the vessel were deleted. After this first cleaning phase, a web-interface based map view was built for better visualization of the vessel trajectories. A first task was the identification of the end points, i.e., reference locations where vessels stop for a long time or exit the sector of interest. In light of this definition, we designed several filters to identify end points: (1) locations where the vessel has speed 0.0[knots] and this speed does not change for a time interval of at least 1[hour]; (2) locations where the signal is lost due to the exit of the vessel from the AIS range (in this case the vessel exits the area of interest); (3) locations where the signal starts to be received, (the vessel enters the area of interest). Due to the accuracy of the transmission which can vary in the order of the 100[m] (i.e., the GPS inaccuracy, more details are available at http://catb.org/gpsd/AIVDM.html), we used a "box approach", i.e., we average the received location signals at the end-points in a region of radius 100 [m] , to obtain a unique location. Such a filtering and location identification approach can be generalized to different signal accuracies.
2) Pattern Recognition: The locations collected in the stage above are the inputs of this phase which derives reference trajectories between end-points pairs (A, B) . Each of these trajectories is associated with a specific probability of being taken by a vessel assigned to an end point. In particular, while end points are identified according to the definitions in section IV-A.1, the associated probability is estimated from the training set as the number of training trajectories in a specific cluster divided by the total number of trajectories which start from the same origin. In order to define these clusters, we adopt agglomerative clustering that provides the reference trajectories [58] : at the beginning, each trajectory is a cluster and trajectories are sequentially aggregated based on appropriate dissimilarity measures. To decide which clusters should be combined, a measure of dissimilarity between sets of observations (i.e., trajectories) is required. This is achieved using an appropriate metric (a measure of distance between pairs of observations), and a linkage criterion which specifies the dissimilarity of sets as a function of the pairwise distances of observations in the sets. The distance metric adopted here is the same as in (III.6). An alternative to III.6, is to use the more intuitive l 2 measure, i.e., the euclidean distance between two trajectories computed over a number T of equidistant waypoints {d i } T i i,l=1 , ; ∀i , where i refers to the trajectory index. Concerning the linkage criterion, we used the average distance criterion to characterize the produced dissimilarity by the clustering at a certain step of the procedure. In particular, given two sets of trajectories (clusters) S 1 and S 2 , we can compute the linkage at each clustering level as:
Where | · | represents the number of elements within the set S · , di st (a, b) represents the distance between trajectories, computed as either γ d or γ l 2 .
We used the concepts of cophenetic distance C and inconsistency I in order to test 4 different stopping conditions for the clustering algorithm: (1) γ d -C, (2) γ l 2 -C, (3) γ d -I, and (4) γ l 2 -I constrained [58] . A similar approach is followed to characterize the speed evolution, where the augmented trajectories are used to interpolate speed features.
The algorithms were applied over 1094 cleaned trajectories, and the optimal clusters with respect to the several dissimilarity and linkage criteria adopted are shown in Table I . 
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Intuitively, the value of the threshold has an important impact over the number of clusters obtained. In section IV-A.5, we discuss the agreement between the obtained trajectories and the original data.
3) Minimum Distance Model (MDM):
The interaction of vessels needs to be modeled to make the dynamics of the vessels movement in the simulation more realistic. In particular, different vessels have to keep a safety distance between each other to ensure no collision. To reproduce this behavior, the minimum distance between vessels has to be analyzed as a function of the vessel speed and type (e.g., category and size). In order to do so, we developed an algorithm for extracting the minimum distance between vessels pairs and used it to control the relative motion of the vessels in the agent based simulation model. The procedure is formalized in Algorithm 1.
4) Agent Based Simulation:
Each of the endpoints in a map is assigned the cluster centroid, i.e., the reference trajectory. Each vessel will be able to change the assigned pattern during the simulation run according to the probability distribution of the different identified patterns. While the simulation is running, the distance of the vessel from its starting point and the current pattern are used to compute the likelihood that a vessel will take on a certain reference trajectory as in [57] . Once a vessel is assigned to a reference trajectory, the speed profile is assigned following a similar procedure. The minimum distance model provides the characterization of relative speed and relative distance that vessels of each type keep between each other and captures what captains judge as "safe" as reflected by the data.
The Agent Based Model uses the aforementioned components to emulate vessels dynamics. Each vessel, at the generic time t, will check in a circle of radius equal to the minimum distance established in the MDM and its current speed, to establish a neighborhood, if any. If such a neighborhood exists, we apply the a variation of the Boids algorithm [59] to synchronize the agents (vessels). Specifically, while COLREGS is the main tool we adopt to synchronize and handle vessels interaction in a close neighbourhood, based upon the relative incidence angle of their trajectory, we probabilistically either choose Boids synchronization or COLREGS synchronization (considering "head-on", "crossing", "overtaking" situations). Boids synchronization mechanism is graphically represented in Figure 3(a) , where each vessel v i j ends up being assigned to the same trajectory. This is due to the fact that all the vessels in the neighborhood, with similar directional trajectories, have very similar destinations. In Figure 3 (a), a neighborhood of 5 vessels is formed. The ABM mechanism has then to choose to which pattern to allocate the vessels. We can observe three potential reference trajectories, i.e., τ 1 , τ 2 and τ 3 . In particular, we probabilistically decide whether the vessel will join the flock based on the number of vessels in each trajectory. For the case in Figure 3(a) , since vessels v 1,1 , v 2,1 and v 4,1 are all on trajectory τ 1 , this will have the largest probability to be chosen.
A scenario handled by COLREGS is depicted in Figure 3(b) , where a situation of close proximity of two vessels with large incidence angle is shown. Differently from the previous case, the angles are such that Boids will be applied with very low likelihood as it may require v 1,1 or v 1,2 to have a 180 degrees turn. For this reason, we choose to follow COLREGS keeping the original destinations for all the vessels. For the specific example in Figure 3(b) , the headon situation between v 1,1 and v 1,2 will result in both vessels turning right, the trajectory in red represents the alternative trajectory generated by the ABM algorithm.
The fact that we probabilistically use a pure flocking coordination allows to increase diversity in terms of possible trajectories. This is important because we are assigning a prior destination to each vessel at the beginning of the simulation, although, we are unable to gather from AIS where the vessels are actually destined. As a result, the flocking increases the likelihood of capturing the real destination and traveling behavior. Although the Boids algorithm mimics the flocking of "birds" when the vessels are in close proximity, the use of the probability of alignment to the most trafficked direction somewhat breaks this pattern and has shown satisfactory performance in our validation as discussed in section IV-A.5. Furthermore, our framework is general and a more complicated interaction model can also be applied.
5) Validation:
In this paper, we used the data coming from the west sector of the Singapore Strait. In 1998, the IMO enforced the Mandatory Ship Reporting System in the Straits of Malacca and Singapore (STRAITREP) which divided the Straits into 9 reporting sectors. Among the 9 sectors, sectors 7 to 9 are controlled by Singapore Vessel Traffic Service (VTS) under the Maritime and Port Authority of Singapore (MPA). A first validation of the approach was dedicated to the verification of the results from the clustering procedure comparing the 4 candidate stopping criteria are described in section IV-A.2. As previously shown, over 1094 cleaned trajectories, the clusters in Table I were obtained. In order to choose the best method we visually compared the average trajectories obtained with the different optimal clusters and the original data. From the comparison of the shape of the reference average trajectory for each cluster and the observed shape of the 1094 trajectory samples, we observed that the l 2 pairwise dissimilarity measure out-performs the center of mass dissimilarity measure proposed in [57] . Furthermore, l 2 pairwise dissimilarity measure with a termination criterion of cophenetic distance of pairwise 1[km] showed the best performance for our training set.
The reference trajectories were used as the main input for the validation of the agent based simulation model. Concerning the simulation, similar to [51] , visual validation was performed over real AIS data to verify the validity of the presented simulator. Figure 4 shows the observed trajectories and those resulting from the simulation of 25 east-west and west-east bound vessels across the strait. From Figure 4 , it is possible to observe that the spatial similarity between the real (light green) and simulated (dark green) trajectories for these directions are close. We highlight that only long route vessels were simulated for visual validation, and hence only through traffic across the strait were simulated.
In addition to this qualitative approach, we studied the traffic density (number of vessels per region per minute) as spatiotemporal signal returned by the ABM and compared it with the historical data we collected. Figure 5 shows the number of vessels per hour produced in a sample region of interest and the related 95% confidence interval constructed around the ABM outcomes, while the orange line consists of the AIS Data originally collected. We observe that the average behavior throughout the time period is consistent with the original data and the confidence interval appears to contain the real data. These are promising results as the simulator is at the basis of the evaluation of S 2 TA conflict-avoidance strategies. Similar results were observed for different time periods and regions.
All the performed tests are available at the link https:// gitlab.com/kimwee/Collision-Avoidance-Simulator.
B. Optimizing Trajectories by Multi-Objective Meta-Model Based Optimization
S 2 TA solves a multi-objective simulation optimization problem by considering the two objectives of safety ( f 1 ) and deviation ( f 2 ) from the planned path (section III). To facilitate the search for the solution to the problem in real time, here we employ a meta-model based optimization approach. Such an approach can provide a more efficient search by reducing the number of simulation runs required to get an accurate solution [60] .
Since the simulator produces noisy measurements of the response for the simulated candidate trajectories, we need: (1) a meta-model to fit the two objectives f 1 , f 2 (section IV-B.1), (2) a sampling criterion to sample, from the candidate solution space, the promising trajectories to be simulated.
1) MNEK Meta-Model:
The approach proposed in this paper stems from the extended Two Stage Sequential Optimization (eTSSO) algorithm proposed in [61] and its predecessor TSSO [62] , which minimize a single stochastic objective function using a stochastic kriging based simulation optimization approach. eTSSO consists of two stages: search and evaluation. During the search stage, the procedure explores the solution space using the Modified Nugget Effect Kriging (MNEK) meta-model [63] .
Since the eTSSO algorithm caters to single objective functions with multi-dimensional inputs, modifications are required to adapt the eTSSO algorithm for use in the collision avoidance problem. Specifically, we model both objective functions f 1 and f 2 as stochastic random processes output from the stochastic simulation when it is run at the corresponding candidate solution x i ∈ X. In this setting, we assume that each f · (x i ) are realizations of the random processπ:
The general form of equation (IV.2) is similar to that proposed in [64] . Also, Z (x i ) is modeled as a Gaussian process with covariance function τ 2 R z , where τ 2 is the process variance and R z the matrix of process correlation; formally, Z (x i ) is a Gaussian Process G P μ (x) , τ 2 R z . A commonly adopted correlation function R z is presented in equation (IV.3):
This is a popular metamodel form due to its flexibility in global fitting and prediction. The noise term ξ (x) in equation (IV.2) is assumed to be distributed with zero mean and covariance function σ 2 ξ R ξ , where R ξ denotes the correlations due to the random error. Error variances are generally not constant and they may depend on x. With independent sampling (i.e., no CRN), R ξ is diagonal, and equation (IV.2) reduces to the independent sampling noise model [63] , [65] .
As shown in [63] , the MSE optimal predictor for (IV.2) at the point x 0 , given k points have been already sampled, is: c (x, ·; φ z )
e i is a vector of size k (being k the number of sampled points) having all elements equal to 0 except the i -th element which is equal to 1. a) Sampling criterion: The sampling criterion aims to find the set of solutions x ∈ X, which are not dominated, namely:
where P is the Pareto set. Once P is obtained, the criteria is to choose among the safe trajectories the one which minimizes the deviation ( f 2 ). Otherwise, if no safe solutions are present, then the trajectory with the lowest probability of conflict is selected.
A very important aspect to consider for meta-model based simulation optimization is how to leverage on the estimated response surface (section IV-B.1) for sampling purposes. In this paper, we propose an extension to the MultiObjective-Expected-Improvement indicator described in [66] that proposes a Probability of Improvement and Expected Improvement function for a two objective optimization problem. According to the probability of improvement, a candidate solution in the feasible space X will improve the pareto set estimation if it falls within the "area" defined for f 2 ≥ f 2e and f 1 ≤ f * 1 as well as f 1 ≥ f 1e and f 2 ≤ f * 2 , where f * 1 ( f * 2 ) represents the best value sampled so far for the objective f 1 ( f 2 ), and f 1e ( f 2e ) is the worst sampled value for the objectives, instead. A solution will be in the aforementioned area in two cases: the solution is augmenting the Pareto set or dominating a current Pareto solution. In the first case, the point lays in the extreme unbounded regions, otherwise it is eliminating one or more current Pareto solutions.
At the k + 1-th iteration, when M k Pareto points have been identified, the probability of improvement P I can be defined as in equation (IV.7) [66] .
It can be argued that this definition of the expected improvement focuses on finding points that should be added into the Pareto set, either by augmenting or dominating, and thus may lead to clustering of points in areas where the probability of being added to the set is higher. However, a desired property of the search infill criteria would be to spread over the frontier. This is even more relevant when the solution space is large due to the fact that we want to explore the Pareto front in order to find the safest solution. Indeed, at the end of the search procedure, we will choose the candidate solution with the minimum associatedf 2 predicted value, conditional on the fact that this solution has the minimum value of conflict probability associatedf 1 .
In order to facilitate such a spread in the solution space, we propose a modification to the PI index and instead of considering the EI we propose to multiply the PI index by the following factor:
where x i * is the closest Pareto point with respect to the un-sampled point x k+1 in the function space. We can then formally define the sampling criterion adopted in this paper, Min Max EI (M M E I ), as:
The intuition for this multiplier is to find the normalized minimum Euclidean distance in the objective space from all sampled points, so that the sampled points are as far apart from each other in the objective function space as possible. This gives us the possibility of exploring and mapping as much as possible the Pareto set. The denominator used for normalizing uses the theoretical points constructed using the predicted maximum and minimum values of both objectives. By bounding the multiplier value between 0 and 1 it ensures that the multiplier does not unevenly skew the probability of improvement. Given two points with similar PI, the one with predicted values further from other sampled points would be prioritized. On the other hand, points with low PI in un-sampled regions would not be skewed excessively to be favored over points with high PI.
In order to make the procedure quicker, we propose to perform parallel sampling at each iteration of the algorithm. In the original eTSSO algorithm, each iteration only samples one additional point in the search stage. Hence, the computation of the PI function is only used to sample one additional point per iteration. The prediction via MNEK model and calculation of the PI values however is very expensive computationally. In order to reduce the computational requirements for the search stage, it is proposed to sample u points at each iteration. In particular, we sample a point according to the MMEI, then run the simulation and without updating the model, we recompute the MMEI (very fast at this point) and we continue until u points have been selected.
V. NUMERICAL TESTS
The modified eTSSO algorithm was implemented in Matlab, and integrated with the ABM simulator implemented using Microsoft Visual Studio C++ 2015. A visualizer was also designed to provide graphical support to the simulator and it was implemented via Google Maps API in Javascript.
AIS data of vessels at a specific time point in the Singapore straits were used as initial input data for initializing the S 2 TA procedure (section IV-B). For the test cases, we used a look ahead (LA) of δ = 15[min] and a simulation time for the evaluation of the candidate trajectory of 20 [min] using N = 10 replications. Concerning the ship domain used as the basis for conflict identification, we adopt a circular shape with a radius equal to 4 times the length of the vessel. Hence, a conflict is detected if the straight-line distance between the own vessel and the target vessels is less than the radius of the shape. This choice leads to the detection of potential conflicts that may not be captured if an eclipse ship domain is used and take precautions accordingly. Figure 6 shows one example of the visualized simulation: green arrows denote the other vessels, while the red and blue arrows depict the modified and planned trajectories of the own vessel. From this snapshot, it can be observed that the original trajectory would have resulted in a conflict or collision. The collision avoidance procedure had detected this conflict very early on, and altered the trajectory via a change in course and speed to avoid this conflict. In particular, a first conflict (denoted by the "1" in Figure 6 ), is avoided by an increase in speed, whereas the second conflict (denoted by number "2" in Figure 6 ) is avoided by a change in course.
Unlike other collision avoidance studies such as the SNAT algorithm presented by [15] , where only one single maneuver was considered at each time step, the approach taken in this paper ensures that the suggested trajectory does not deviate excessively from the original intended path.
In order to test the performance of S 2 TA, we used several starting conditions which refer to different congestion levels at sea, to estimate the effectiveness of the algorithm in lowering the conflicts.
We obtained 8 starting scenarios with differing congestion along the Singapore strait by collecting data from the AIS receiver located in the School of Computing in National University of Singapore. In particular, we stored data concerning 3-hours long observations. The choice of setting the observation period to three hours is justified by the fact that most vessels crossing the west sector of the Singapore strait (the one observed by our receiver) enter and exit the section in 3-hours time. We gathered a total of 24 hours worth of AIS signals (8 scenarios) with about 50000 data points considering a signal frequency of 4 minutes and more than 100 vessels in the sector at any one time. Similar to the work in [15] , we also considered the effect of the so-called "initialization bias". Here, if, at the start of the simulation experiment (i.e., when the initial conditions are read from the AIS receiver) the own vessel is in conflict with any target vessels, the conflict avoidance procedure is applied to resolve the situation, but the conflict was not considered in the statistics.
We classified the different scenarios into dispersed, moderate and crowded. In particular, for the i -th test case, we computed the index A i as the ratio of the area generated by the vessels neighboring the own vessel and the area defined by a square of radius 2[nm] constructed around the vessel. As shown in Figure 7 , we consider a squared area around the own vessel (in blue). At this point, for each quadrant of the space, we choose the closest target vessel (in red). Then, we link the center of each vessel in each quadrant. If no vessel is present in a quadrant, then we consider the corner farther away from the center as reference point to compute the ratio between the area within the shape defined by the four reference points and the 4[nm] reference area. The lower the value of the index the more crowded the case will be. In particular, we refer to a case i as crowded if A i ∈ (0, 0.3), moderate if A i ∈ (0.3, 0.6), and dispersed if A i ∈ (0.6, 1.0) As an example, it is apparent that the cases in Figure 7 (a)-7(c) are increasingly crowded. by A C 1 = 0.149, A C 2 = 0.158, A C 3 = 0.140. For all the aforementioned conditions, a random vessel was selected as the "own vessel" and the related trajectory was saved from the AIS data as the initial input trajectory for the own vessel. The same was done for all the tested scenarios. The target vessels were simulated using the ABM model presented in section IV-A. Table II summarizes the average number of conflicts computed over 100 macro-replications of 3-hours intervals with ( refer to the "S 2 TA" column in Table II ) and without (refer to the "w/o S 2 TA" column in Table II ) the conflict avoidance procedure. Comparing the mean and standard errors between the cases with the conflict avoidance procedure and without, it is clear that, while the proposed approach is not able to avoid all potential conflicts in the very congested scenarios, the safety increases by orders of magnitude. It is important to highlight that no collisions were detected in neither the without or with controller. In this experiment we focus on safety in terms of conflicts. The reduction of 2 orders of magnitude in terms of conflicts can arguably be connected to improved safety as conflicts have to occur before collisions. As seen from Table II, as the surrounding area becomes more congested, the number of unavoidable conflicts increases. In this sense, the use of the tool consistently ensures a better performance in terms of avoidance.
VI. CONCLUSIONS
While modern approaches for collision avoidance have improved over the years, with updated tracking technologies, there still remains several areas for improvements, especially in supporting ship captains in the task of predicting and avoiding conflicts and dangerous situations at sea. In particular, behavior modeling and look ahead prediction, with automated generation of avoidance strategies have not been covered extensively. The approach proposed in this paper is a step in filling these gaps, and thus enhancing the situational awareness of ship captains. The consideration of stochasticity of vessels behavior and the optimization of trajectories based on a preset trajectory are two of the main contributions of this paper that demonstrates the viability and potential of surrogate meta-models as the proposed technique is capable of nearreal time computations. While the proposed approach uses a complex dynamical model, which accounts for environmental factors as well as other hardware constraints of the vessels (acceleration and turning limits), the surrogate models allow to quickly evaluate candidate trajectories by extrapolating the information from few simulations. Furthermore, we test the approach over the Singapore Strait case to show the reduction in conflicts derived from the use of the proposed algorithm.
Concerning future developments, more complex synchronization mechanisms can be considered for the ABM. Moreover, more investigation is required in the parallelization of the proposed algorithm in order to boost the speed of S 2 T A so to improve its performance in real-time.
