Abstract. Let G be a connected simply-connected simple complex algebraic group and g the corresponding simple Lie algebra. In the first half of the present paper, we study the relation between the positive part Uq(n + ) of the quantized enveloping algebra Uq(g) and the specific irreducible representations of the quantized function algebra Qq [G] In the latter half, we calculate the transition matrices from the canonical basis to the PBW bases of Uq(n + ) using the above relation. Consequently, when g is of type ADE, we give a new proof of the positivity of these matrices, that is, we prove that each canonical basis element is always the N[q ±1 ]-linear combination of the PBW basis elements. We remark that the positivity of these matrices was originally proved by Lusztig in his original paper of canonical bases ([L1]) in the case when the PBW bases are associated with the adapted reduced words of the longest element of the Weyl group, and recently by Kato ([Kato]) in arbitrary cases.
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Preliminaries I : the quantized enveloping algebras and the quantized function algebras 5 2.1. Definitions of U q (g) and Q q [G] Let G be a connected simply-connected simple complex algebraic group and g the corresponding simple Lie algebra. Then, we can define the two Hopf algebras over the complex number field C, the quantized enveloping algebra U q (g) C and the quantized function algebra C q [G] . (In this case, q is a complex number which is neither 0 nor a root of unity.) The Hopf algebras U q (g) C and C q [G] are q-analogues of the universal enveloping algebra U (g) of g and the coordinate algebra C[G] of G respectively. We can also define these Hopf algebras as the Hopf algebras over the rational function field Q(q) in the same way, and denote these by U q (g) and Q q [G] . We will deal with U q (g) and Q q [G] .
In the first half of this paper, we study the relation between the positive part U q (n + ) of U q (g) and the specific irreducible representations of Q q [G] , which has recently been pointed out by Kuniba, Okado and Yamada [KOY] . To explain this relation, we recall the "tensor product construction" of the irreducible representations of Q q [G] appearing in Soibelman's paper [Soi] .
Let I be the index set of simple roots of g and W the Weyl group of g. It is known that, for each i ∈ I, there exists an infinite dimensional irreducible representation π i of Q q [G] , whose representation space V s i has a natural basis |m i m∈Z ≧0 indexed by the non-negative integers ( [VS] , [Soi] ). Take an element w ∈ W and fix its reduced expression w = s i 1 · · · s i l .
Fact 1.2 ([Soi, 5.4]). The representation π w := π i 1 ⊗· · ·⊗π i l of Q q [G] is irreducible and its isomorphism class does not depend on the choice of the reduced expressions of w.
where v w 0 λ is a lowest weight vector of the integrable highest weight U q (g)-module V (λ) with highest weight λ, and f λ is a highest weight vector of the right U q (g)-module V (λ) * . See Notation 2.10 for their normalization. We set S := c λ f λ ,v w 0 λ λ∈P + , where P + is the set of the dominant weights. Then, S is a (left and right) Ore multiplicative set in Q q [G] . We consider the quotient ring Q q [G] S and set
where a i is a certain constant in Q(q), ̟ i is the fundamental weight and E i is the positive Chevalley generator associated with i ∈ I. Then, the action of Q q [G] on V w 0 can be extended to the action of Q q [G] S , and Fact 1.4 ( [T, Proposition 7.6 ], [S2, Corollary 4.3.3] ).
for all x ∈ U q (n + ), where ξ i . is the action of ξ i on V w 0 .
Let us explain our first result briefly. It is known that Q q [G] has the natural left and right U q (g)-algebra structure. So, we study this theorem taking into account the right U q (g)-algebra structure of Q q [G/N − ], which is a right U q (g)-subalgebra of Q q [G] defined as the set of invariants of Q q [G] with respect to the left action of U q (n − ). We mainly use the method appearing in Joseph's book [Jos, Chapter 9] .
The set S is also a (left and right) Ore multiplicative set in Q q [G/N − ]. The quotient ring is denoted by Q q [G/N − ] S . We construct a right U q (g)-algebra C with the following properties:
• The right U q (g)-algebra C is isomorphic to Q q [G/N − ] (the multiplicative set in C corresponding to S is denoted by S ′ ).
• As a Q(q)-algebra, the quotient ring C S ′ is naturally regarded as the nonnegative(=Borel) partǓ ≧0 of (a variant of) the quantized enveloping algebra whose basis {K λ } λ∈P of its Cartan part is indexed by the elements of the weight lattice P . The right U q (g)-algebra C can be regarded as a subalgebra ofǓ ≧0 with a certain right U q (g)-algebra structure. Let {G i } i∈I be the set of elements in C S ′ (=Ǔ ≧0 ) corresponding to the positive Chevalley generators. Then, we have the following theorem:
and Υ(G i ) = ξ i (λ ∈ P + , i ∈ I). Theorem 1 will be stated as Theorem 3.9 below. Combining this theorem with Fact 1.4, we can compute the action of the element of the form c λ f λ ,v w 0 λ .x (.x means the right action of x ∈ U q (g)) on V w 0 by computing the image of K λ under the right action of x in C.
In the latter half of this paper, we also deal with the canonical basis of U q (n + ), which is discovered by Lusztig [L1] and Kashiwara [K1] in the different methods. The canonical basis of U q (n + ) is a basis of U q (n + ) which is different from the PBW bases and does not depend on the choice of the reduced expressions of w 0 . The elements of this basis have many nice properties (Section 4), but it is difficult to calculate the explicit forms of them unlike the PBW bases, in general.
However, it is known that the entries of transition matrices from the canonical basis to the PBW bases are the elements of N[q] when the Lie algebra g is of type ADE. This fact was proved by Lusztig in his original paper of the canonical bases ([L1, Corollary 10.7] ) in the case when the PBW bases are associated with the "adapted" reduced words of w 0 (See [L1, 4.7] .), through his geometric realization of the elements of the canonical bases and PBW bases. Recently, this fact for arbitrary PBW bases was proved by Kato ([Kato, Theorem 4.17] ), through the categorification of the elements of the canonical bases and PBW bases by modules of the Khovanov-Lauda-Rouquier algebras.
By using Theorem 1, we give a new algebraic proof of this fact for the PBW bases associated with arbitrary reduced words. To be precise, we prove the following theorem:
Theorem 2. Assume that the Lie algebra g is of type ADE. Take an arbitrary reduced word i of w 0 and an element G + of the canonical basis of U q (n + ). Then, we have
Theorem 2 will be stated as Theorem 5.2 below. We remark that Theorem 5.2 is actually the negative counterpart of Theorem 2. However, the statement in the negative side can be immediately translated into that for the positive side and vice versa. Theorem 2 is the main statement of this paper.
Lastly, let us explain briefly our strategy to prove Theorem 2. For the element G + of the canonical basis of U q (n + ), take the sufficiently "large" dominant integral weight λ 0 . Fix an arbitrary reduced word i of w 0 . Note that we can regard U q (n + ) as the Q q [G/N − ]-module via Φ KOY .
By Theorem 1 (and Fact 1.4), we can show that the image of 1 in U q (n + ) under the operator c G + := c λ 0 f λ 0 ,v w 0 λ 0 . * (G + ) is equal to G + modulo the terms of the form (the sufficiently large powers of q)·E c i when we express this image using the PBW basis, where * is a certain Q(q)-algebra anti-involution of U q (g). (Definition 2.4).
On the other hand, it is possible in principle to compute the image of |(0) i under the operator c G + according to the definition of the tensor product module V w 0 . In fact, it is difficult to obtain the explicit result, but it can be shown that the result is the N[q ±1 ]-linear combination of |(c) i 's modulo the terms of the form (the sufficiently large powers of q)·|(c) i when the Lie algebra g is of type ADE. Taking the identification via Φ KOY into consideration, we obtain the desired result. When we perform the calculation, we heavily use the properties of the canonical basis of U q (n ± ), the canonical and dual canonical bases of the highest weight integrable modules of U q (g), since the coproduct of c G + is described by these tools. One of the important properties, "Similarity of the structure constants", will be proved in Section 4. (Proposition 4.17) The crucial property for the desired positivity is "the positivity with respect to the coproduct" (Proposition 4.19) due to Lusztig and the assumption that the Lie algebra g is of type ADE is required in order to use this property.
After this paper was submitted to the preprint server, Yoshiyuki Kimura pointed out to the author the existence of a much simpler proof of the positivity of the transition matrices from canonical bases to PBW bases. We explain the proof of this which is obtained from his comments in the first half of Appendix. Moreover, this proof provides, in fact, the same "calculation procedure" as in Section 5. We check this point in the latter half. Since the calculation in Section 5 is slightly complicated, it might be helpful to read Subsection A.1 before reading Section 5. At last, we also state the corollaries of this comparison.
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2. Preliminaries I : the quantized enveloping algebras and the quantized function algebras 2.1. Definitions of U q (g) and Q q [G] . Firstly, we review the definition of the quantized enveloping algebras and the quantized function algebras.
Notation 2.1. Let g be a finite dimensional complex simple Lie algebra, ∆ the root system of g with respect to a fixed Cartan subalgebra h, Q(⊂ h * ) the root lattice, Q ∨ (⊂ h) the coroot lattice. Fix a set of simple roots Π = {α i } i∈I (⊂ ∆ ⊂ h * ) and denote the set of simple coroots by
is called the Cartan matrix of g. We say that the Lie algebra g is of type ADE if the Cartan matrix of g is symmetric. Let W be the Weyl group, e the unit of W , s i (∈ W ) the simple reflection corresponding to α i . (i.e. s i (λ) = λ − λ, α ∨ i α i for λ ∈ h * .), w 0 the longest element of W and l(w) the length of an element w of W . Define the symmetric bilinear form ( , ) on h * by 2(α i , α j )/(α i , α i ) = α ∨ i , α j and (α i , α i ) = 2 for all short simple root α i . Define Q + := i∈I Z ≧0 α i , Q − := −Q + , ∆ + := ∆ ∩ Q + (the set of positive roots), P := { λ ∈ h * | λ, α ∨ i ∈ Z for all i ∈ I } (the integral weight lattice), and P + := λ ∈ h * λ, α ∨ i ∈ Z ≧0 for all i ∈ I (the set of dominant integral weights). ̟ i denotes the fundamental weight such that
We set
We have * • i r • * | Uq(n + ) = r i and * • i e ′ • * | Uq(n − ) = e ′ i for all i ∈ I. For any homogeneous element x ∈ U q (n + ), y ∈ U q (n − ) and p ∈ Z ≧0 , we have
For a homogeneous element x ∈ U q (n + ) (resp. U q (n − )) with wt x = 0, we have • if i r(x) = 0 (resp. e ′ i (x) = 0) for all i ∈ I, then x = 0, and • if r i (x) = 0 (resp. i e ′ (x) = 0) for all i ∈ I, then x = 0. For a homogeneous element x ∈ U q (n + ) (resp. U q (n − )), we have
For x ∈ U q (n + ) and y ∈ U q (n − ), we have
in U q (g), and
See [L4, Chapter 1, 3.1.5] for details. Definition 2.6. Let M be a left (resp. right) U q (g)-module. For any λ ∈ P , we set
is a semisimple category and its irreducible objects are isomorphic to exactly one V (λ) (resp. V r (λ)) for some λ ∈ P + , where V (λ) (resp. V r (λ)) is the irreducible integrable left (resp. right) U q (g)-module with highest weight λ. (See. [Jan, Chapter 5]) Remark 2.7. A highest weight vector of a right U q (g)-module is a vector which vanishes by the action of F i 's (i ∈ I).
The dual space V (λ) * of V (λ) has a natural right U q (g)-module structure, and V (λ) * is isomorphic to V r (λ) as a right U q (g)-module.
Definition 2.8. The dual space U q (g) * of U q (g) has a natural U q (g)-bimodule structure. Hence, we can define the subspace
has a Hopf algebra structure ( [Jan, Chapter 7] ) induced from one of U q (g), and a left and right U q (g)-algebra structure. Note that U q (g) * has a natural Q(q)-algebra structure but does not have the bialgebra (hence, the Hopf algebra) structure. This Hopf algebra Q q [G] is called the quantized function algebra. By abuse of notation, the coproduct (resp. the counit, the antipode) of Q q [G] is also denoted by ∆ (resp. ε, S).
The Hopf algebra Q q [G] is a quantum analogue of the algebra of regular functions on G where G is the connected simply-connected simple complex algebraic group whose Lie algebra is g. There is the q-analogue of the Peter-Weyl theorem ([K3, Proposition 7.2 
.2]):
Proposition 2.9. For λ ∈ P + , we define the U q (g)-bimodule homomorphism
is an isomorphism of U q (g)-bimodules.
It is well known that v wλ and f wλ depend only on the weight wλ (i.e. not on the choice of w and its reduced expression. See [L4, Proposition 39.3.7] ). Moreover, f wλ , v wλ = 1.
2.2.
A review of the representation theory of the quantized function algebras. Let us recall some basic facts on simple Q q [G]-modules due to Soibelman et al.
are simply denoted by E, F , ̟, respectively.) Moreover, c ij 's satisfies the following relations and, in fact, the relations of c ij 's are exhausted by them: Q(q) |m be an infinite dimensional Q(q)-vector space with a basis indexed by non-negative integers. We define a Q q [SL 2 ]-module structure on V by
By the construction, it is easy to see that this is a simple
Next, we construct simple representations of Q q [G] using this representation π. For i ∈ I, there exists the injective Hopf algebra homomorphism φ i :
). Hence, we have the dual surjective Hopf algebra homomorphism φ * i :
-module corresponding to this representation will be denoted by V s i (= V as a vector space) and its natural basis will be denoted by |m i m∈Z ≧0 . The
The following theorem is known as the tensor product theorem.
Theorem 2.12 ( [Soi, 5.4] ). Let w ∈ W . Then, for any reduced expression w = 
, where i = (i 1 , . . . , i l(w) ) and j = (j 1 , . . . , j l(w) ). Hence, we denote this module by V w .
The module V w is a "highest weight module" in some sense. Let us explain this point.
Definition 2.13. We define the subspaces
The following lemma is the "triangular decomposition" of 
.V w = 0 for some λ ∈ P + and a weight vector f ∈ V (λ) * , then wt f ≤ ww 0 λ.
2.3. Kuniba-Okado-Yamada's theorem. Kuniba-Okado-Yamada's theorem points out the relation between the Q(q)-vector space U q (n + ) and the simple Q q [G]-module V w 0 . To explain this, we introduce the PBW bases of U q (n + ). ( [L4, Chapter 37, 40] ) [Jan, Proposition 8.20 ].
Definition 2.19. In the setting of Theorem 2.17, we set
where c = (c 1 , c 2 , . . . , c l(w 0 ) ) ∈ (Z ≧0 ) l(w 0 ) . Now, we can state Kuniba-Okado-Yamada's theorem. Let i = (i 1 , i 2 , . . . , i l(w 0 ) ) be a reduced word of w 0 . For c = (c 1 , c 2 , . . . , c l(w 0 ) ) ∈ (Z ≧0 ) l(w 0 ) , we set 
Now, Θ j,i can be regarded as the identity map of V w 0 . (i.e. We can identify
Hence, this theorem says that U q (n + ) and V w 0 have the "same" natural bases and the map Φ i is determined independently of the choice of i. In this sense, we denote this map U q (n + ) → V w 0 by Φ KOY . We will investigate the canonical basis of U q (n + ) using Φ KOY in Section 5.
In this section, we first establish the isomorphism of the right U q (g)-algebras between Q q [G/N − ] and the specific subalgebra of "the quantized enveloping algebra". Next, we check the compatibility of Kuniba-Okado-Yamada's conjecture (Proposition 3.8) and this isomorphism. Kuniba-Okado-Yamada's conjecture was recently proved by Saito ([S2] ) and Tanisaki ([T] ). This compatibility (Theorem 3.9) is one of the main tools of this paper.
The abovementioned isomorphism is essentially written in Joseph's book ( [Jos, Lemma 9.1.7] ). However, our convention is slightly different from the one in that book (coproduct, left or right,. . . ). So, we attach the details for the reader's convenience.
Definition 3.1. We consider the right adjoint action Ad of
Note that this is a right action. We have the following equalities:
Now, we can define a filtration F on U q (g) in which E i has degree (α i , α i )/2, F i has degree 0 and K α ∨ i has degree 1 (i ∈ I). By the equalities above, this filtration is Ad(U q (g))-invariant. Hence, we obtain the right action of U q (g) on
from the right adjoint action Ad. (This induced action will be again denoted by Ad.)
Let us denote by U + the subalgebra of U q (g) generated by {−K −i E i (=: G i )} i∈I . Then, U + is isomorphic to U q (n + ) as a Q(q)-algebra. Now, G i has degree 0 with respect to F. Therefore, U + can be naturally embedded into gr F U q (g) as a Q(q)-algebra and its image will be denoted byǓ + .
Proof. It is easy to check that Ad(E i ) and Ad(K α ∨ i ) preserveǓ + . So, we have only to prove that Ad(F i ) preservesǓ + (i ∈ I).
we have
The last equality follows because the degree of K 2 −i is −(α i , α i ) (< 0). These equalities complete the proof.
for a ∈ Q(q) and x, y ∈Ǔ + . Then, (I) The vector spaceǓ + K λ has the right U q (g)-module structure (the action of U q (g) is denoted by Ad λ ) defined by the Leibnitz rule, the given right adjoint action of U q (g) onǓ + and,
of the (left) Verma module M (λ) with highest weight λ, where the graded dual is defined by
Proof. To prove (I), it suffices to show that the relations (i)-(vi) in 2.2 are satisfied as the operators onǓ + K λ . The relations (i), (ii), (iii), (vi) are easily checked. The relation (v) is satisfied since the action of E i on K λ is essentially the same as the right adjoint action of
in the variant of the quantized enveloping algebra whose basis of the Cartan part is indexed by the coweights (called the adjoint type in [L4] ), where
Consider the relation (iv). For x ∈Ǔ + , we have
So, the relation (iv) is satisfied. This completes the proof of (I). For (II), we have only to prove that the graded dual (
Now, by the proof of Lemma 3.2, we can identify −(q i − q
Hence, it follows from the statement in Definition 2.5 that, for any x ∈Ǔ + , there exists
It follows from the last two paragraphs that there exists a surjective (left)
Moreover, these modules have the same formal characters. Hence, these modules are isomorphic and this completes the proof of (II).
We can deduce from Lemma 3.
By the definition of F (λ) and
. This completes the proof. By Lemma 3.5, we can conclude that the vector space C :=
The following proposition is the main proposition of this section.
Proof. For i ∈ I and homogeneous elements G ′ , G ′′ ∈Ǔ + , we have
This completes the proof of (i). For the proof of (ii), we recall the following fact.
(See [Jos, 9.1.6 ].)
and denote its kernel by K i 1 ,...,i k . For i, j ∈ I, we set
Let K denote the two-sided ideal of T (V ) generated by the all K i 1 ,...,i k and the all E i,j . Then, there exists the right
. Moreover, this isomorphism maps
for all k ∈ Z ≧0 and all i 1 , . . . , i k ∈ I. Now, we have the right U q (g)-algebra homomorphism T (V ) → C defined by f ̟ i → K ̟ i . By Lemma 3.5, this is a surjective homomorphism. Moreover, it is easy to check that this homomorphism factors through T (V )/K and the induced map T (V )/K → C is the isomorphism of the right U q (g)-algebras. (Note that, by Lemma 3.7, both T (V )/K and C are isomorphic to λ∈P + V (λ) * as right U q (g)-modules.) Combining this with Fact 3.7, we obtain Proposition 3.6 (ii).
Set S := c λ f λ ,v w 0 λ λ ∈ P + . Then, the set S is a multiplicative set and is (left and right) Ore in
Under the Q(q)-algebra isomorphism Υ −1 , the set S corresponds to the set { K λ | λ ∈ P + } (denoted by S ′ ), and the algebra C S ′ is isomorphic to the algebraǓ ≧0 := λ∈PǓ + K λ , where the relations concerning to K λ 's (λ ∈ P ) are the following
By Proposition 2.15 (II), we have
for any reduced word i of w 0 . Moreover, the elements of S are q-central in
The following proposition was conjectured by Kuniba, Okado and Yamada ([KOY, Conjecture 1]) and recently proved by Saito ([S2] ) and Tanisaki ([T] ). We define the
Combining Proposition 3.6 with Proposition 3.8, we obtain the following theorem.
By Theorem 3.9, we can compute the action of the element of the form c λ
Example 3.10. Set g := sl 2 . In this case, P + is naturally identified with Z ≧0 and w 0 = s 1 . Then, for any n, k ∈ Z ≧0 with k ≦ n, we have
Therefore, via Φ KOY , we have
We remark that if n is sufficiently larger than k then the "output" element
modulo the terms of the form (the sufficiently large powers of q )·E (k) . In general, for i ∈ I, λ ∈ P + and a homogeneous elementG ∈Ǔ + , we have
Hence, we obtain the following corollary.
Corollary 3.11. For x ∈ U q (n + ), λ ∈ P + and a reduced word i of w 0 , we write
This point of view is important in the argument in Section 5.2. By the way, we also have the following corollary.
Corollary 3.12. For x ∈ U q (n + ), λ ∈ P + , w ∈ W and a reduced word i w of w, we set
(|(c) iw is defined in the same way as the w = w 0 case.)
where {v j } j is a basis of V (λ) consisting of weight vectors ond containing v w −1 λ , and {f j } j is its dual basis of V (λ) * . It is easy to check that c λ
by Proposition 2.15. Combining these argument with Corollary 3.11, we have only to show that
This statement easily follows from the computation in Example 3.10.
Preliminaries II : the canonical and dual canonical bases
We collect the definitions of the canonical and dual canonical bases and their properties. Our main result of this section is Proposition 4.17. All statements in this section are valid even when g is a symmetrizable infinite Kac-Moody Lie algebra.
4.1. The category of crystals. We recall the definition of the abstract crystal introduced by Kashiwara [K2] associated with the root datum (P, ∆, Q ∨ , ∆ ∨ ).
Definition 4.1. A crystal (associated with the root datum (P, ∆, Q ∨ , ∆ ∨ )) is a set B endowed with maps wt :
For two crystals B 1 , B 2 , a map ψ : B 1 {0} → B 2 {0} is called a morphism of crystals from B 1 to B 2 if it satisfies the following properties:
4.2. The canonical bases of U q (n − ). We define the canonical basis of U q (n − ) introduced by Kashiwara [K1] . Let A 0 be the subring of Q(q) consisting of rational functions without poles at q = 0. K1, 3.5] ). Hence, we can define the Q(q)-linear mapsẽ i ,f i :
Then, (L(∞), B(∞)) satisfies the following properties([K1, Theorem 4]):
This pair (L(∞), B(∞)) is called the lower crystal basis of U q (n − ). We define the maps ε i , ϕ i :
Then, the sextuple (B(∞); wt,
is an isomorphism of Q-vector spaces ([K1, Theorem 6]). Let G low : L(∞)/qL(∞) → E be the inverse of this map. Now, the set 4.3. The canonical and dual canonical bases of V (λ). In this subsection, we recall the definition of the canonical and dual canonical bases of the module V (λ) (λ ∈ P + ). The main references are [K1] and [K3] .
Now, we can define a unique symmetric non-degenerate bilinear form ( , ) λ :
For λ ∈ P + , we set
Then, (L low (λ), B low (λ)) satisfies the following properties([K1, Theorem 2]):
be the inverse of this map. Now, the set G low
]-basis of V (λ) low Q and this is called the canonical basis of V (λ).
For λ ∈ P + , we set :
's are in Z.) Then, the sextuple (B up (λ); wt, {ẽ In fact, B low (λ) and B up (λ) are isomorphic as (abstract) crystals. Hence, we will abbreviate both crystals B low (λ), B up (λ) to B(λ) and accordinglyẽ low i ,ẽ up i toẽ i (when we consider these operations as ones on B(λ) {0}), etc.
4.4. Some properties of the canonical and dual canonical bases. In this subsection, we collect some important properties of the canonical and dual canonical bases.
Proposition 4.5 ([K1, Theorem 5, Lemma 7.3.2]). For λ ∈ P + , we define a surjective
. Remark 4.6. Let λ ∈ P + . It follows easily from Proposition 4.5 (iii), (iv) that, for any b ∈ B(∞) such that π λ (b) ∈ B(λ),
Proposition 4.7 ([K1, Lemma 7.3.4]). For b ∈ B(∞), we have
G low (b) = G low (b).
Proposition 4.8 ([K1, Theorem 7]). The following hold:
Proposition 4.9 ([K2, Lemma 3.2.1, Proposition 4.1]). For λ ∈ P + and w ∈ W , we define the subspace V w (λ) of V (λ) by V w (λ) := U q (n − ).v wλ . Then, the following hold:
In particular,
Notation 4.11. We will use the notations E (p),i
Notation 4.12. For any b ∈ B(∞), i ∈ I and p ∈ Z ≧0 , we write
Notation 4.13. We will denote by ρ an element of P + satisfying ρ, α ∨ i = 1 for all i ∈ I.
The following proposition is essentially written in the reference [K4, Proposition 2.2]. We attach its proof for the convenience of the reader.
Proposition 4.14. For b ∈ B(∞), i ∈ I and p ∈ Z ≧0 , we have
(ii) (e
Proof. The statement (i) easily follows from Remark 4.6, Proposition 4.5 (v) and 4.10. We prove (ii). For r ∈ Z >0 with 0 = G low (b).v rρ (∈ V (rρ)), we have
by the equality (2.2) and Proposition 4.7. On the other hand, by Proposition 4.10,
. By Proposition 4.5 and Remark 4.6, this equality can be rewritten as follows:
Comparing the above equalities, we deduce that there is a sufficiently large positive integer r such that
• π rρ (b) = 0 for anyb ∈ B(∞) wt b+α i , and • the degree < 0 part of the Laurent polynomial (q i − q
Therefore, we obtain
Moreover, we have
It follows from the above argument that if d
Combining the above arguments, we obtain
This completes the proof of (ii).
Notation 4.15. For a Laurent polynomial P ∈ Z[q ±1 ] and an integer m ∈ Z, the degree < m part of P will be denoted by P <m .
Notation 4.16.
Proposition 4.17 (Similarity of the structure constants). For any b,b ∈ B(∞), i ∈ I and N ∈ Z ≧0 , we have
Proof. By Proposition 4.14, we have
and
By (4.2), we have
ib ( = 0) (equivalently, b =b) by Proposition 4.14. Therefore, we have
On the other hand,
This follows from a direct computation and this calculation result is written in the reference [K1, (3.1.2) ]. By Proposition 4.14, we have
Since we consider the caseb ′ =ẽ
Hence, we obtain the equality for all b,b ∈ B(∞), i ∈ I and p ∈ Z ≧0 .
In particular, d
Using the equality (2.2) in Definition 2.5 repeatedly, we obtain
If g is a symmetric Kac-Moody Lie algebra (=the Lie algebra corresponding to a symmetric generalized Cartan matrix), then the canonical bases have some positivities.
Proposition 4.19 ([L2, Theorem 11.5]). Assume that the Lie algebra g is a symmetric Kac-Moody Lie algebra. Then, for any
b,b ∈ B(∞), i ∈ I and p ∈ Z ≧0 , we have cb −pi,b , d i,p b,b , d i,p b,b ∈ N[q ±1 ].
The positivity of the transition matrices
Again, we assume that g is a finite dimensional complex simple Lie algebra.
Notation 5.1. For a reduced word i of w 0 , we set
5.1. The main theorem. The following is the main theorem of this paper. 
Remark 5.3. The positivity of these coefficients was originally proved by Lusztig in his original paper of canonical bases ([L1, Corollary 10.7] ) in the case when the PBW basis is associated with an adapted reduced word of w 0 , and recently by Kato ([Kato, Theorem 4 .17]) in arbitrary cases. We give a new algebraic proof of the above theorem from now on.
Remark 5.4. In fact, it is known that for b ∈ B(∞) there exists c ∈ (
otherwise,
Remark 5.5. Although we assume that the Lie algebra g is of type ADE in the statement of Theorem 5.2, we never put this assumption in the following calculation. This assumption will be used only when we check the positivity of the calculation results. 
(The expression of this form is not unique.)
Fix an arbitrary reduced word i of w 0 . For any j 1 , . . . , j k ∈ I, we write
Definition 5.6 (The large number L (b 0 ,{η
). Let
We define the "large" number L (b 0 ,{η
• l 0 := the minimum of the elements l of Z ≧0 such that i ζ
• l 1 := the minimum of the elements l of Z ≧0 such that η (0) j 1 ,...,j l ∈ q −l A 0 for all j 1 , . . . , j l ∈ I with − l k=1 α j k = wt b 0 .
• l 2 := the minimum of the elements l of Z ≧0 such that m
for any j 1 , . . . , j l ∈ I with − l k=1 α j k = wt b 0 and any d ∈ (Z ≧0 ) l(w 0 ) .
• l 3 := the minimum of the elements l of Z ≧0 such that d
for any j ∈ I, p ∈ Z ≧0 and b, b ′ ∈ B(∞) with wt b ∈ A.
Moreover, we put γ := l(w 0 ) + 1 and λ 0 := 2γLρ(∈ P + ).
Remark 5.7. The definition of the large number L seems to be rather complicated, but it is nothing serious. In fact, the following method for proving Theorem 5.2 is valid as long as we take sufficiently large positive integer as L. (cf. Corollary 3.11.) We merely fix such a number explicitly. It is probably possible to take a smaller positive integer as L than the one in Definition 5.6.
Recall the notation in Section 3 and the equality (3.1). Then, we have
for some η
Hence, by Theorem 3.9, we get 
These results give the equality
when the Lie algebra g is of type ADE. Hence, from now on, we compute c
Therefore, we have
A method of calculation.
We first give a method of calculating the terms of the form c
.|0 i k .
(For later use, we attach some additional condition.) The main result of this subsection is Lemma 5.10.
(See Definition 2.11.) So, the first part of the statement clearly holds. We can write ,v .|0 i = 0 by Definition 2.11. This contradicts our assumption.
In the proof of the following lemma, we use the following proposition. This is a direct consequence of [L4, Proposition 31.2.6 ].
Proposition 5.9. Let λ 1 , λ 2 , λ 3 ∈ P + . Set
.v = 0 for all m > λ 1 , α ∨ i and i ∈ I, and F (m) i .v = 0 for all m > λ 2 , α ∨ i and i ∈ I .
Then, the map
is a Q(q)-linear isomorphism.
Lemma 5.10 (A method of calculation). Let λ ∈ P + , w ∈ W and i ∈ I with l(s i w) > l(w).
Then, we have
by Proposition 4.10 for all j ∈ I, there exists a surjective homomorphism Ψ :
by Proposition 5.9. (Surjectivity follows from the irreducibility of V (λ).) Then, the dual injective Q(q)-linear map Ψ * :
where
which is easily checked by induction on t.
Let
By the statement in Definition 2.5, this definition of G s is compatible with the definition of G s in the statement of Lemma 5.10. We prepare one claim here.
Claim 2. For all homogeneous element x ∈ U q (n − ), we have
(See Definition 2.4.)
Proof of Claim 2. For any j 1 , . . . , j l ∈ I,
This completes the proof.
By Definition 2.4 and Claim 2,
where ( * ) = − 1 2 (wt b + , wt b + ) + (ρ, wt b + ). Combining the above results, we have
Therefore, we obtain f (1)
By the way, φ * i
for some c t ∈ Q(q). By the way,
Note that this equality is valid even when
(We used the notation in Example 3.10.) Therefore, by Example 3.10, we obtain
From now on, we examine f ′
as a vactor space and the U q (g)-module structure on V (λ 1 ) ω is defined by x.v := ω(x).v for any x ∈ U q (g) and v ∈ V (λ 1 ) ω (where the right-hand side is defined by the usual action of U q (g) on V (λ 1 ) via the identification of the underlying vector spaces
Combining all the above results, we obtain
where ( * * ) = −ϕ 2
So, Lemma 5.10 follows.
Rough estimates.
In this subsection, we roughly compute the terms
.|0 i k (k = 1, . . . , l(w 0 )) appearing in the right-hand side of (5.2). The main result of this subsection is Lemma 5.13.
Lemma 5.12. In any non-zero summand of the right-hand side of (5.2), we have
Proof. Let us first prove (i). By Proposition 2.15 (II), wt b
is a weight of V (λ 0 ), the right inequality clearly holds. We prove the left one. The proof is by induction on k. When k = 0, it is obvious by definition. Assuming it holds for k, we will prove it for k + 1. By Lemma 5.8, we can write wt b ′ k = wt b ′ k+1 + n k+1 α i k+1 for some n k+1 ∈ Z and wt
Combining this with the induction hypothesis, we obtain
This completes the proof of (i).
By the above argument, for all k = 1, . . . , l(w 0 ), we have
is a positive coroot, > γL, which proves (ii).
Let k ∈ {1, . . . , l(w 0 )}. By Proposition 4.10, we have F
by the equality (5.3), is also a weight of V (λ 0 ). Therefore,
Lemma 5.13 (Rough estimates). In any non-zero summand of the right-hand side of (5.2) and k = 1, . . . , l(w 0 ), we have
Remark 5.14. By Lemma 5.12 (iii),
. Then, by Lemma 5.10 associated with w = e, we have
. Hence, in the above sum, we have only to consider b ∈ B(∞) such that
(See Remark 4.6 and Proposition 4.10.) Moreover, since
Combining all the results above, we obtain
, and
with t, b, b ′ ,b appearing in the sum in (5.4). Then, by Proposition 4.10, 4.14 and Remark 4.18, we have
, where Hence, we obtain (ii) in Theorem 5.15.
A. Appendix
After this paper was posted on the preprint server, Yoshiyuki Kimura pointed out to the author the existence of a much simpler proof of the positivity of the transition matrices from canonical bases to PBW bases (Theorem 5.2). Moreover, it has been found that this simple proof provides the same calculation procedure as in Section 5. In this appendix, we explain this point and the corollaries obtained from the following discussion. The author wishes to express his thanks to Yoshiyuki Kimura.
A.1. A simpler proof of the positivity. Definition A.1. We can define the Q(q)-bilinear form ( , ) : U q (n − ) × U q (n − ) → Q(q) uniquely by (1, 1) = 1, (F i x, y) = 1 (1 − q 2 i ) (x, e ′ i (y)), (xF i , y) = 1 (1 − q 2 i ) (x, i e ′ (y)), for any i ∈ I and x, y ∈ U q (n − ). This bilinear form is symmetric. See [L4, Chapter 1] for details.
We prepare some propositions before giving the simpler proof.
Proposition A.2 ([L4, 38.1.6]). For all i ∈ I,
(ii) Ker i e ′ = x ∈ U q (n − ) T ′′ i,1 (x) ∈ U q (n − ) . 
(See also Proposition A.2 (i).)
Proposition A.4 (The dual bases of PBW bases with respect to ( , )). Let i be a reduced word of w 0 and set Moreover,
Hence, it suffices to show that
We abbreviateẽ
ib to b. Recall that ε i (b) = ε λ 0 i (b ′ (1) ). We have
