We prove that the logarithm of an arbitrary tau-function of the KdV hierarchy can be approximated, in the topology of graded formal series by the logarithmic expansions of hyperelliptic theta-functions of finite genus, up to at most quadratic terms. As an example we consider thetafunctional approximations of the Witten-Kontsevich tau-function.
Introduction
and define a Poisson algebra structure on W by means of the following Poisson bracket
where
is the standard r-matrix, We will now introduce an infinite family of derivations on the algebra W. Let
(1.7)
Define an infinite sequence of polynomials H n ∈ W, n ≥ −1 using coefficients of the following series etc. Note that the Hamiltonian H n is a graded homogeneous polynomial of degree 2n + 4. Thus the derivation ∂ n increases the degree by 2n + 1.
We will now derive a "commutator representation" for the action of the vector fields ∂ n on W (z) = W (a, b, c, z). To this end introduce another matrix-valued series
Note that det M (z) = −z.
Lemma 1.1 For any n ≥ 0 the following equation holds true
where A Poisson bracket on W g defined by a formula similar to (1.3) first appeared in [10] . However it differs from the one induced by restriction of (1.3) wrt the natural embedding
Due to the commutativity of derivations [∂ n , ∂ m ] = 0 for an arbitrary triple of sequences of complex
to the following infinite system of Hamiltonian differential equations
satisfying the initial conditions
We will now establish a relationship between this infinite system of commuting polynomial ODEs with the Korteweg-de Vries (KdV) hierarchy of PDEs
etc. that can be represented in the Lax form
Consider the matrix-valued series
For any N ≥ 2 define a collection of numbers F 0
. . by the following generating series
] by its formal Taylor series expansion
(1.16)
satisfies equations of the KdV hierarchy. The tau-function of this solution is equal to
up to a transformation τ (t) → e α+ β i t i τ (t) with some constant coefficients α, β i . Any solution
] of the KdV hierarchy along with its tau-function can be obtained by this procedure.
Remark 1.5 Changing W (z) by a scalar factor
does not change the KdV solution.
Note that the polynomial
We can reformulate this observation in the following way.
Let
be a formal series of an infinite number of variables t = (t 0 , t 1 , . . . ). For a given number m > 0 denote
the m-truncation of the series. 
for some constants α, β i , γ ij .
Remark 1.7
It can happen that the curve C is singular. In that case one has to deal with the generalized Jacobian and the corresponding analogue of theta-function.
Our last remark is about a block-triangular invertible change of variables between the generators of the algebra W and the jet variables u, u x , . . . depending on the constants of motion q i (see eq.
for every n ≥ 1. Here
.
Explicitly
After such a change the matrix polynomials U n (z) take the familiar form
etc. Observe that the coefficients of these matrix polynomials depend only on the jet variables but not on the integration constants q i .
The constructions of the present paper can be generalized to other spaces of matrix-valued series. Moreover they can be extended to series with coefficients in an arbitrary simple Lie algebra. This will be done in a separate publication.
Proofs
We begin with the proof of Lemma 1.1. Let us rewrite the Poisson bracket (1.3) in coordinates,
where we denote
Collecting the coefficient of w −n−1 in eq. (2.2) we obtain (1.11).
Proof of Corollary 1.2. Due to the commutator structure of the rhs of eq. (2.2) we deduce that
Proof of Theorem 1.4. Introduce a t-dependent matrix series
and
Due to Lemma 1.1 the matrix series W (t, z) satisfies
where the matrix polynomials U n (t, z) are obtained from the series M (t, z) by the construction of eq. (1.12). In particular,
Because of the commutativity of the derivations the matrix polynomials U n (t, z) satisfy the "zero curvature equations"
that imply equations of the KdV hierarchy (1.14) for the function u(t).
To compute the tau-function of this solution, according to the recipe of [1] we have to find the so-called matrix resolvent, i.e. the unique matrix series R(t, z) of the form
along with the normalization tr R(t, z) = 0, det R(t, z) = −z.
Then the N -th order logarithmic derivatives
of the tau-function of this solution for any N ≥ 2 can be determined from the following generating series
Clearly the matrix series M (t, z) satisfies all these conditions, so R(t, z) = M (t, z). Therefore the logarithmic derivatives of the tau-function of the solution u(t) are given by 
Examples

Logarithmic expansions of hyperelliptic theta-functions
Let us briefly revisit the finite-gap case within the general framework. Consider the subspace of matrix series that truncate at the g-th term,
It corresponds to the subalgebra
(we use the same notation as in Remark 1.3). Using the degree counting (1.6) it is easy to verify that W g is a Poisson subalgebra wrt the Poisson bracket (1.3). The annihilator of the restriction of (1.3) onto W g is generated by g + 1 Casimirs q 1 = b 1 + c 1 and
are obtained by the standard, see e.g. [11] , up to a change z → 1/z procedure by taking the z-and w-coordinates of poles of the eigenvector of the matrix W (z). I.e., x 1 , . . . , x g are roots of the equation
and
The corresponding solutions to the KdV hierarchy are often called finite-gap or algebro-geometric solutions. For them the tau-function coincides with the hyperelliptic theta-function up to multiplication by exponential of a quadratic polynomial. Let us recall this construction. It is convenient to change
in order to deal with matrix polynomials of the form
Assuming the roots of
to be pairwise distinct we obtain a hyperelliptic curve C
of genus g with one branch point P ∞ at infinity. The fibers of the natural fibration
are isomorphic to the affine Jacobians J(C) \ (Θ) of the curves. Here (Θ) ⊂ J(C) is the theta divisor. For g = 1 it comes from an easy calculation. For g ≥ 2 it was first observed in [5] , see also the book [9] . The correspondence between the matrices in the fibers of the fibration (3.3) can be established by the map W (z) → line bundle over C of eigenvectors of W (z).
The degree of the line bundle equals g + 1. It is convenient to choose a representative in the class of linear equivalence in the form D 0 + P ∞ where
is a nonspecial positive divisor of degree g defined by the equations
Applying to the divisor D 0 the Abel-Jacobi map one obtains a point u 0 ∈ J(C) \ (Θ). Explicitely,
are the normalized holomorphic differentials,
By B ij we will denote the matrix of b-periods of the normalized holomorphic differentials
Recall that the Jacobi variety (or, simply Jacobian) of C can be realized as a quotient of C g over the lattice of periods of holomorphic differentials
Finally, the half-period , for a suitable choice of the basis of cycles (see details in [6] ) has the form
be the Riemann theta-function of the curve C associated with the chosen basis of cycles. Here u = (u 1 , . . . , u g ) is the vector of independent complex variables, n = (n 1 , . . . , n g ) ∈ Z g ,
Then the tau-function of the solution to the KdV hierarchy corresponding to the the matrix (3.1) reads
where θ(u) is the theta-function of the hyperelliptic curve (3.2), the point u 0 is specified by eqs. (3.4) -(3.6), the vector
, k ≥ 0 is made of the b-periods of the normalized second kind differentials
and the coefficients q ij come from the regular part of the expansion (3.11). The vectors V (k) can also be computed from the expansions of normalized holomorphic differentials
From Theorem 1.4 we derive Corollary 3.1 The logarithmic derivatives of the theta-function of the hyperelliptic spectral curve (3.2) of the matrix polynomial W (z) of the form (3.1) for any N ≥ 3 satisfy the following identities
of formal series in inverse powers of independent variables z
As an immediate consequence we obtain
is the spectral curve of a matrix polynomial (3.1) with rational coefficients then the logarithmic derivatives
of its theta-function evaluated at the point (3.4)-(3.6) are rational numbers for any N ≥ 3.
Generalizations of this Corollary for more general spectral curves will be given in [4] .
Theta-functional approximations of the Witten-Kontsevich tau-function
Let us consider the Airy operator
Then the matrix resolvent computed in [1] has the form (1.2) with
all other coefficients vanish. Recall [1] that for this solution of the KdV hierarchy the logarithmic derivatives of the tau-function are related to the intersection numbers of the psi-classes in the cohomologies of the Deligne-Mumford moduli spaces of stable algebraic curves
Let us consider for this particular case the procedure of approximation of log τ (t) by logarithms of theta-functions. As an example consider the 9-truncation of F (t) = log τ (t) According to the Corollary this polynomial coincides, modulo the linear and quadratic terms with the 9-truncation of the Taylor logarithmic expansion of the genus 4 theta-function
of the spectral curve
see Figure 1 . This immediately follows from Corollary 3.1. To be on the safe side we have checked this statement by a numerical computation of the theta-function. Some hints from [7] were helpful for us in this computation.
Choose the basis of cycles in the following way. The cycles a 1 , . . . , a 4 go around the finite branch cuts. Every cycle b i crosses once the cycle a i and also the infinite branch cut. This yields the following matrix of b-periods of normalized holomorphic differentials With the help of (3.12) we obtain the vectors V To avoid computational problems with big real parts it is convenient to shift this point by a vector of the lattice u 0 → u 0 + B (1, 1, 1, 1 We have omitted terms less than 10 −3 . Two small imaginary numbers in the first line come from some numerical errors to be settled. The first two lines are of no interest but the third line satisfactory matches the expansion (3.16) (the apparent discrepancy in the coefficient in front of t 0 t 1 t 2 is 5·10 −4 ).
Let us also make few comments about the theta-functional approximations of the Witten-Kontsevich tau-function for growing order of the truncation. For a given g > 0 denote In order to compute the m-truncated log τ (t) with m = 2g or m = 2g + 1 according to Corollary one has to deal with the spectral curve of W 0 g (z). Here we will consider one particular subfamily of spectral curves with g = 3n + 1. In that case there are 6n + 3 zeroes of the equation det W 0 3n+1 (z) = 0 that, for large n are distributed in the following way. One of them is on the real axis near z = 1. Other zeros are located near two circles (see Figure 2 for n = 33). On the inner circle there are 3n zeros and on the outer one there are 3n + 2 zeroes. The inner zeros are close to roots of the equation Taking into account only the leading terms of these equations one obtains the following asymptotics for the radii of these two circles for large n log R in ∼ 2 3 (log 3n − 1) − log n 6n + O 1 n , log R out ∼ 2 3 (log 3n − 1) + log n 18n
The structure of the spectral curve for g = 3n + 2 is identical to the above one as W 0 3n+2 (z) = W 0 3n+1 (z). For g = 3n the spectral curve has a double point at z = 0. The branch points are still located near two circles, like for the above case g = 3n + 1 but there is no branch point near z = 1. Appearance of this exceptional real branch point for g = 3n + 1 requires a better understanding. 
