We study Volterra processes X t = ∫ t 0 K(t, s)dW s , where W is a standard Wiener process, and the kernel has the form K(t, s) = a(s)
Introduction
Among various classes of Gaussian processes, consider the class of the processes admitting the integral representation via some Wiener process. Such processes arise in finance, see e.g. [3] . They are the natural extension of fractional Brownian motion (fBm) which admits the integral representation via the Wiener process, and the Volterra kernel of its representation consists of power functions. The solution of many problems related to fBm is based on the Hölder properties of its trajectories. Therefore it is interesting to consider the smoothness properties of Gaussian processes admitting the integral representation via some Wiener process, with the representation kernel that generalizes the kernel in the representation of fBm. The next question is what properties should the kernel have in order for the Wiener process and the corresponding Gaussian process to generate the same filtration. It turned out that the functions in the kernel should form, in a specific way, so called Sonine pair, property that the components of the kernel generating fBm have. Thus, the properties of the Gaussian process turned out to be directly related to the analytical properties of the generating kernel. The present work is devoted to the study of these properties. It is organized as follows. Section 1 is devoted to the smoothness properties of the Gaussian processes generated by Volterra kernels. Assumptions which supply the existence and continuity of the Gaussian process are provided. Then the Hölder properties are established. They have certain features. Namely, under reasonable assumptions on the kernel we can establish only Hölder property up to order 1/2 while fBm with Hurst index H has Hölder property of the trajectories up to order H, and for H > 1/2 (exactly the case from which we start) fBm has better smoothness properties. In this connection, we establish the conditions of smoothness that is comparable with the one for fBm, but only on any interval separated from zero. Finally, we establish the conditions on the kernel supplying Hölder property at zero. Section 2 describes how the generalized fractional calculus related to a Volterra process with Sonine kernel can be used to invert the corresponding covariance operator. Section 3 contains examples of Sonine pairs, and Section 4 contains all necessary auxiliary results.
Gaussian Volterra processes and their smoothness properties
Let (Ω, F , F = {F t , t ≥ 0}, P) be a stochastic basis with filtration, and let W = {W t , t ≥ 0} be a Wiener process adapted to this filtration. Consider a Gaussian process of the form
where K ∈ L 2 ([0, T ] 2 ) is a Volterra kernel, i.e. K(t, s) = 0 for s > t. Obviously, X is also adapted to the filtration F. Recall that a very common example of such process is a fractional Brownian motion (fBm) with Hurst index H, i.e., a Gaussian process 
where
. If H > 1 2 , then the kernel K from (2) can be simplified to
Now, motivated by a fractional Brownian motion with H > 1/2, we assume that the kernel in the representation (1) is given by
where a, b, c : [0, T ] → R are some measurable functions. Since many applications of fBm are based on its smoothness properties, we consider what properties of functions a, b, c provide a certain smoothness of the process X which, in the case under consideration, takes the form
Our first goal is to investigate the assumptions which supply the existence and continuity of process X. Considering L-spaces, we put, as is standard, 1/∞ = 0 and 1/0 = ∞.
which means that the process X is well defined. If, in addition, 1/p + 1/r < 3 2 , then the process X has a continuous modification. Proof. For both statements, without loss of generality, we can assume that 1/q + 1/r ≥ 1. Considering statement 2) we can assume that q < ∞. 1) Extend the functions a, b, c onto the entire set R assuming a(s) = b(s) = c(s) = 0 for all s [0, T ]. Extend the kernel K(t, s) assuming K(t, s) = 0 for s [0, t]. Then we have
(Here we applied inequality 1/q + 1/r ≥ 1.) By Hölder inequality (20) for nonconjugate exponents
, and it follows from (8) that the norms are uniformly bounded. It completes the proof of the first statement.
2) Let 0 ≤ t 1 < t 2 ≤ T . It follows from (6) that
Similarly to (7) and (8),
. Apply the inequality (21) between the norms in L 2 [0, t 2 ] and L (1/p+1/q+1/r−1) −1 [0, t 2 ]:
is a nondecreasing function. By Lemma 5, the process {X t , t ∈ [0, T ]} has a continuous modification.
Now, let us establish the conditions supplying Hölder properties of X.
Then the stochastic process X defined by (5) has a modification satisfying Hölder condition up to order 3 2 − 1/p − 1/q − 1/r.
Remark 2.
As it was mentioned in Remark 1, in the case of fractional Brownian motion, for any small positive ε, we have chose p, q and r so that 1 ≤ 1/p+1/q+1/r ≤ 1 + ε. Therefore in conditions of Lemma 1 we get for fBm Hölder property only up to order 1/2 while in reality we know Hölder property up to order H > 1/2.
Proof. Extend the functions a, b, c and K(t, s) as it was done in the proof of Theorem 1. Let 0 ≤ t 1 < t 2 ≤ T . We are going to find an upper bound for K(t 2 , · ) − K(t 1 , · ) 2 using a representation (9) . By Hölder inequality for non-conjugate exponents (20),
Here we use that 1/p + 1/q + 1/r ≤ 3 2 . By Young's convolution inequality (19),
Again, by Hölder inequality for non-conjugate exponents,
Hence
By Corollary 1, the process {X t , t ∈ [0, T ]} has a modification that satisfies Hölder condition up to order 3 2 − 1/p − 1/q − 1/r. The following statement follows, to some extent, from Lemma 1. Now we drop the condition 1/p + 1/r ≥ 1 2 , and simultaneously relax the assertion of the mentioned lemma.
, and r ∈ [1, ∞] , which satisfy the inequality 1/p + 1/q + 1/r < 3 2 . Then the stochastic process X defined in (5) has a modification that satisfies Hölder condition up to order 3 2 − 1/q − max( 1 2 , 1/p + 1/r). Remark 3. For the fBm with Hurst index H ∈ 1 2 , 1 and functions a, b and c and exponents p, q and r defined in Remark 1, Theorem 2 provides Hölder condition up to order 3 2 
However, since conditions of Lemma 1 holds true in this case, Lemma 1 gives the same result.
Applying Lemma 1 to the functions a, b, c and exponents p, q and r ′ , we obtain that the process X has a modification that satisfies Hölder condition up to order 3 2 Theorem 3. Let t 1 ≥ 0, t 2 ≥ 0 and t 1 + t 2 < T . Let the functions a, b and c and constants p, p 1 , q, q 1 , r, and r 1 satisfy the following assumptions
Also, let 1/p + 1/q + 1/r ≤ 3 2 , and 1/q 1 + max 1 2 , 1/p + 1/r 1 , 1/p 1 + 1/r < 3 2 . Then the stochastic process {X t , t ∈ [t 1 + t 2 , T ]} has a modification that satisfies Hölder condition up to order 3 2 
Define the functions a, b and c and exponents p, q and r as it is done in Remark 1. Let p 1 = q 1 = r 1 = 3/ǫ, where ǫ comes from Remark 1, and let t 1 = t 2 = t 0 /2 for some t 0 ∈ (0, T ). Then the conditions of Theorem 3 are satisfied, and, according to Theorem 3 the fBm has a modification which satisfies Hölder condition in the interval [t 0 , T ] up to order 3 2 
This is equivalent to the fact that the fBm satisfies Hölder condition in the interval [t 0 , T ] up to order H.
Proof. Let us extend the function a(s), b(s), c(s) and K(t, s) as it was done in the proof of Theorem 1. With this extension, (4) holds true for all t ∈ [0, T ] and s ∈ R. Denote
The process {X t , t ∈ [0, T ]} is well-defined according to Theorem 1. We consider the increments of the process {X t , t ∈ [t 1 + t 2 , T ]}. Let t 3 and t 4 be such that
Thus, for all s ∈ R
Functions a 1 , b 1 and c 1 with exponents p, q 1 and max(1/r 1 ,
satisfy conditions of Lemma 1. Functions a 2 , b 1 and c with exponents p 1 , q 1 and max(1/r, 1 2 − 1/p 1 ) −1 also satisfy conditions of Lemma 1. By inequality (10) in the proof of Lemma 1,
Then
By Corollary 1, the stochastic process {X t , t ∈ [t 1 + t 2 , T ]} has a modification that satisfies Hölder condition up to order λ.
The next result, namely, Lemma 2, generalizes Lemma 1 and Theorem 2. It allows us to apply the mentioned lemma directly to the power functions a(s) = s −1/p 0 and c(s) = s −1/r 0 .
Then the stochastic process X defined in (5) has a modification that satisfies Hölder condition up to order λ = 3 2 − 1/q 0 − max( 1 2 , 1/p 0 + 1/r 0 ).
Remark 5.
In Remark 1 we applied Lemma 1 and obtained that the fBm with Hurst index H > 1 2 has a modification that satisfies Hölder condition up to order 1 2 . With Lemma 2, we can obtain the same result more easily. We just apply Lemma 2 for
and do not bother with ǫ.
Let n ∈ A. Let p n , q n and r n be such real numbers that 1/p n = min( 1 2 , 1/p 0 +λ/n), 1/q n = 1/q 0 + λ/n, and 1/r n = min(1, 1/r 0 + λ/n). Then p n ∈ 1 2 , ∞ , q n ∈ (1, ∞), r n ∈ [1, ∞), and 1/p n + 1/q n + 1/r n < 3 2 . Apply Lemma 1 for functions a, b, c and exponents p n , q n and r n . By Lemma 1, the process X has a modification X (n) that satisfies Holder condition up to order 3 2 − 1/q n − max( 1 2 , 1/p n + 1/r n ) ≥ (n − 3)λ/n. For different n ∈ A, the processes X (n) coincide almost surely on [0, T ]. Let B be a random event which occurs when all these processes coincide:
Then P(B) = 1, and X = X (k) 1 B (where k = min A is the least element of the set A) is a modification of X that satisfies Hölder condition up to order λ.
Then the stochastic process {X t , t ∈ [0, T ]} has a modification which is continuous on [0, T ] and satisfies Hölder condition at point 0 up to order λ. Remark 6. For the fBm with Hurst index H > 1 2 , apply Lemma 3 to the functions a, b and c defined in Remark 1, but for exponents 1/p = H − 1 2 Proof. Without loss of generality we can assume that 1/q + 1/r ≥ 1. Indeed, under original conditions of the lemma, let r ′ = min(r, q/(q − 1)). Then 1 ≤ r ′ ≤ r, 1/q + 1/r ′ ≥ 1, 1/p + 1/q + 1/r ′ ≤ 3 2 , and c ∈ L r ′ [0, T ]. The inequality 1/p + 1/q + 1/r ′ ≤ 3 2 can be proved as follows:
The other relations can be proved easily. Thus, after substitution of r ′ for r all conditions of Lemma 3 still hold true, as well as 1/q + 1/r ≥ 1. Denote
Then F : [0, T ] → [0, +∞) is a strictly increasing function such that
. Let us construct an upper bound for K 1 (t 2 , · ) − K 1 (t 1 , · ) 2 = a (b 1 (t 1 ,t 2 ] * c) 2 , see (9) . By Young's convolution
Here we used that q ≥ 1, r ≥ 1 and 1/r + 1/q ≥ 1.
The function a (b 1 (t 1 ,t 2 ] * c) is equal to 0 outside the interval [0, t 2 ]. Noticing that 2 ≤ (1/p + 1/q + 1/r − 1) −1 , using the inequality (21) for norms in L 2 [0, t 2 ] and L (1/p+1/q+1/r−1) −1 [0, t 2 ] and Hölder inequality for non-conjugate exponents (20), we get
By Corollary 1, the process Y has a modification Y that satisfies Hölder condition up to order 1/q. Therefore, for any λ 1 ∈ (0, λ)
Where C 2 is a random variable; C 2 < ∞ surely. In particular,
The stochastic process
T ]} is a modification of the stochastic process X. It satisfies inequalities
Thus, all the paths of the stochastic process X satisfy Hölder condition at point 0 with exponent λ 1 .
Gaussian Volterra processes with Sonine kernels

Fractional Brownian motion and Sonine kernels
Consider now a natural question: for which kernels K of the form (4) Gaussian process of the form (5) with Volterra kernel K generates the same filtration as the Wiener process W. Sufficient condition for this is the representation of the Wiener process W as
where L ∈ L 2 ([0, T ] 2 ) is a Volterra kernel, and the integral is well defined, in some sense. As an example, let us consider fractional Brownian motion B H , H > 1/2 admitting a representation (1) with Volterra kernel (3). For any 0 < ε < 1 consider the approximation
Unlike the original process, in such approximation we can change the limits of integration and get that
This representation allows to write the equality
and it follows immediately from (12) that ∫ t
Applying Theorem 3.3 from [1], p.160, we can go to the limit in (13) and get that ∫ t
where B is a beta-function. After we noticed this, then everything is simple:
and finally we get that
with some constant e H . It means that we have representation (11) and, in particular, W and B H generate the same filtration. Of course, these transformations can be performed much faster, but our goal here was to pay attention on the role of the property of the convolution of two functions to be a constant. This property is a characterization of Sonine kernels.
General approach to Volterra processes with Sonine kernels
First we give basic information about Sonine kernels, more details can be found in [11] . We also consider, in a simplified form, the related generalized fractional calculus introduced in [5] . 
It is an analogue of (forward) fractional integration operator. Let us identify an inverse operator. In order to do this, for g ∈ AC[0, T ] define
Note that
where the derivative is understood in the weak sense. Similarly, we can define an analogue of backward fractional integral:
and the corresponding differentiation operator Proof. We have
as required. Similarly,
as required.
In the case where X is given by integral transformation of type (1) (not necessarily of the form (4)), we can write
i.e. the covariance operator admits the decomposition R = KK * , where When K is given by (4) satisfying (K1), we can further write
We are going to identify inverse to these operators. Clearly, it is not possible in general, so we will assume that (S) the function c forms a Sonine pair with some h ∈ L 1 [0, T ].
In this case the operators K and K * can be written in terms of "fractional" operators defined above. Namely, For
and for g such that ga −1 ∈ AC[0, T ], define 
whence b f = 0 a.e. on [0, T ], so, appealing to (K2) once more, f = 0 a.e. The injectivity of K * is shown similarly, and the second statement follows from Lemma 4.
Now we are in a position to invert the covariance operator R = KK * . We need a further assumption. 
Similarly to (15),
Then, thanks to (K3), both summands in the right-hand side of (16) are absolutely continuous with bounded derivatives. So by Proposition 1,
Therefore,
as required. 
Examples of Sonine kernels
create a Sonine pair, see [11] .
Example 3. This example was proposed by Sonine himself [12] : for ν ∈ (0, 1),
where J and I are, respectively, Bessel and modified Bessel functions of the first kind,
.
In particular, setting ν = 1/2, we get the following Sonine pair:
Remark 7. It is interesting that the creation of Sonine pairs allows to get the relations between the special functions (see [8, Section 1.14] ). Let
be a fractional integral of s ν/2 J ν (as 1/2 ), where −1 < ν < − 1 2 , γ + ν = − 3 2 . If we denote F y (λ) Laplace transform of function y at point λ, then the Laplace transforms of these functions equal F c (λ) = (π/λ) 1/2 exp(a 2 /4λ),
whence their convolution equals
Therefore c(x) and (Γ(γ + 1)2 −ν √ πa ν ) −1 h(x) create a Sonine pair. However, comparing with Example 3 with a = 2, and taking into account that the pair in Sonine pair is unique, we get that
If we put a = 2 and compare with (17), we get the following representation 
Continuity of trajectories and Hölder condition
Kolmogorov continuity theorem provides sufficiency conditions for a stochastic process to have a continuous modification. The following theorem aggregates Theorems 2, 4 and 5 in [2] .
Theorem 4 (Kolmogorov continuity theorem). Let {X t , t ∈ [0, T ]} be a stochastic process. If there exist K ≥ 0, α > 0 and β > 0 such that
The process X has a continuous modification; 2. Every continuous modification of the process X whose trajectories almost surely satisfies Hölder condition for all exponents γ ∈ (0, β/α). 3. There exists a modification of the process X that satisfies Hölder condition for exponent γ ∈ (0, β/α).
This theorem can be applied for Gaussian processes. 
then the following holds true:
1. The process X have a modification X that has continuous trajectories. 2. For every γ, 0 < γ < 1 2 δ, the trajectories of the process X satisfy γ-Hölder condition almost surely. 3. The process X has a modification that satisfies Hölder condition for all exponents γ ∈ (0, 1 2 δ). Since X s − X t is a centered Gaussian variable,
The first statement of the corollary can be proved by applying Kolmogorov continuity theorem for α > 2/δ and β = 1 2 αδ − 1. The second statement of the corollary can be proved by applying Kolmogorov continuity theorem for α > 2 δ−2γ and β = 1 2 αδ − 1. Consider the random event A = ∀γ ∈ (0, 1 2 δ) : X satisfies γ-Hölder condition = ∀n ∈ N : X satisfies 1 2 1 − 1 n δ-Hölder condition .
(The measurability of A follows from the continuity of the process X). By the second statement of Corollary 1 P(A) = 1. Thus, { X t ½ A , t ∈ [0, t]} is the the desired modification which satisfies Hölder condition for all exponents γ ∈ (0, 1 2 δ).
Remark 9. 1. Corollary 1 holds true even without assumption that the Gaussian process X is centered. 2. The first statement of Corollary 1 can be proved with Xavier Fernique's continuity criterion [4] as well. 
Then 1. The process X have a modification X that has continuous trajectories.
2. If the function F satisfies Lipschitz condition in an interval [a, b] ⊂ [0, T ], then for every γ, 0 < γ < 1 2 δ, the process X has a modification whose trajectories satisfy γ-Hölder property on the interval [a, b].
Proof. Without loss of generality, we can assume that the function F is strictly increasing. Indeed, if the condition (22) holds true for F being continuous nondecreasing function F 1 , it also holds true for F = F 2 with F 2 (t) = F 1 (t) + t, where F 2 is a continuous strictly increasing function.
With this additional assumption, the inverse function F −1 is one-to-one, strictly increasing continuous function [F(0), F(T )] → [0, T ]. Consider a stochastic process (u) . The stochastic process Y is centered and Gaussian; it satisfies condition
According to Corollary 1, the process Y has a modification Y with continuous trajectories. Then X with X t = Y F(t) is a modification of the process X with continuous trajectories.
The second statement of the lemma is a direct consequence of Corollary 1. If the function F satisfies Lipschitz condition with constant L on the interval [a, b], then
which is the main condition for Corollary 1. 
Existence of the solution to Volterra integral equation where the integral operator is an operator of convolution with integrable singularity at 0
Consider Volterra integral equation of the first kind
with g(x) and y(x) known (parameter) functions and f (x) unknown function. Suppose that the function g(x) is integrable in the interval (0, T ] but behaves asymptotically as a power function in the neighborhood of 0:
where 0 < α < 1. More specifically, assume that g(x) admits a representation
where Γ(α) is a gamma function, I α 0+ h is a lower Riemann-Liouville fractional integral of h, For the next theorem we keep in mind that if a function f is a solution to (25), then every function that is equal to f almost everywhere on [0, T ] is also a solution to (25). Proof. Substitute (26) into (25):
Denote h x (t) = h(x − t). According to equation (23), the fractional integrals of h and h x satisfy the relation
Hence, equation (25) is equivalent to the following one:
Now apply the integration-by-partsformula. We have f ∈ L 1 [0, x], h x ∈ L ∞ [0, x], and 1 + 0 < 1 + α. Hence, by Proposition 3,
It means that equation (27) is equivalent to the following ones: 
The constructed function f (x) is continuous and integrable in (0, T ], and f (x) is a solution to (25). It is well known that ∫ x
In this section, we prove that the equation Proof. Notice that (28) implies F(0) = y(0) > 0. Taking this into account, let's differentiate both sides of (28) the other way:
Let us prove that F ′ (x) > 0 in [0, T ] by contradiction. Assume the contrary, that is ∃x ∈ [0, 1] : F ′ (x) ≤ 0. Since the function F ′ (x) is continuous in [0, T ], the contrary implies the existence of the minimum in
But for x = x 0 the left-hand side in (35) is less or equal then zero, while the right-hand side is greater than zero. Thus, (35) does not hold true.
The proof also works for x 0 = 0. There is a contradiction. Thus, we have proved that F ′ (x) > 0 for all x ∈ [0, T ]. By (29), f (x) > 0 for all x ∈ (0, T ].
