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We disuss how various models of sale-free omplex networks approah their limiting properties
when the size N of the network grows. We fous mainly on equilibrated networks and their nite-
size degree distributions. Our results show that the position of the uto in the degree distribution,
kcutoff , sales with N in a dierent way than predited for N → ∞, that is subleading orretions
to the saling kcutoff ∼ N
α
are strong even for networks of order N ∼ 109 nodes. We observe
also a logarithmi orretion to the saling for degenerated graphs with the degree distribution
pi(k) ∼ k−3. On the other hand, the distribution of the maximal degree kmax may have a dierent
saling than the uto and, moreover, it approahes the thermodynami limit muh faster. We
argue that kmax ∼ N
α′
with the exponent α′ = min(α, 1/(γ − 1)), where γ is the exponent in the
power law pi(k) ∼ k−γ . We present also some results on the uto funtion and the distribution of
the maximal degree in equilibrated networks.
I. INTRODUCTION
Reent progress in understanding the struture and
funtion of omplex networks [1℄ has been largely in-
uened by the appliation of statistial methods of
modern physis. The statistial mehanis of networks
[2, 3, 4, 5, 6, 7, 8℄, if restrited to strutural proper-
ties, deals with two lasses of problems. In the rst
one, one onsiders networks being in a sort of equilib-
rium [2, 4, 5, 6℄ where the onept of statistial ensem-
bles applies in a natural way. On the opposite, growing
networks are usually treated by rate-equation formalism
[7, 8℄. Both approahes, however, share one ommon
thing: the majority of onsidered models is analytially
solvable only in the thermodynami limit. This auses
several diulties. First of all, a question arises about the
statistial equivalene of dierent ensembles of networks
like anonial or grand-anonial ensemble [2℄. Seond,
onsidering dynamial proesses on networks, one an ask
how they are inuened by approahing the thermody-
nami limit in dierent ways [9℄.
The third question, whih we want to address in this
paper, is how fast is the onvergene towards the limit-
ing values of some network features, for dierent models.
This question is muh more important than the analo-
gous question in more traditional physis dealing with
atoms or moleules, where the number of degrees of free-
dom is typially of order 1023. Here, on the ontrary,
the largest observed system is the World-Wide Web with
N ∼ 109 − 1010 nodes. Many real networks are muh
smaller than this, typially having only 103 − 104 nodes.
Therefore, nite-size orretions to solutions obtained in
the thermodynami limit are muh stronger and in many
situations annot be negleted.
As a most prominent example we will onsider the de-
gree distribution π(k) whih is of most importane for
haraterizing the network as well as many dynamial
proesses taking plae on it. Finite-size eets are es-
peially strong for sale-free networks, for whih π(k) ∼
k−γ exhibits a power law. Examples are the Internet, the
WWW and many soial and biologial networks. Sine
the power law annot extend to innity for nite size
N , the degree distribution π(k) must derease rapidly
above some harateristi value k = kcutoff . The uto
sales typially as kcutoff ∼ Nα, where the exponent α
depends on the network type. For 2 < γ ≤ 3 when the
seond moment is divergent in the limit of large N , the
uto appears either diretly, or via moments of π(k) in
many appliations, for instane in perolation or infe-
tion spreading [10℄, transport models [11℄, synhroniza-
tion proesses and others, see Ref. [12℄. Beause qualita-
tive dierenes may show up for various values of α, it is
important to know the proper saling of kcutoff with N .
For a growing network like the Barabási-Albert (BA)
model [13℄ or its generalization, the growing network with
re-diretion (GNR) model [8℄, the saling is well estab-
lished [14, 15℄: for any γ > 2, the exponent α = 1/(γ−1).
Moreover, it an be shown that for N large enough π(k)
an be approximated as π∞(k)w(k/N
α), where π∞(k) is
the degree distribution for N → ∞ and w(x) is some
funtion independent of N . This approximation holds
even for quite small networks of order 103 nodes beause
the onvergene towards the limiting distribution is fast.
The situation is not so lear for equilibrated net-
works, that is networks in whih evolution is governed
by rewiring of existing onnetions rather than by adding
new nodes, and thus an be regarded as being in a sort of
equilibrium. Although the saling exponent α has been
estimated for some models [16, 17, 18, 19℄, the uto
funtion w(x) has not been determined so rigorously as
for growing networks.
In this paper we will show that the predited saling
is far from being true even for quite large networks. The
paper is organized as follows. In Se. II we disuss three
models of equilibrated networks whose large-N behavior
we want to study. Setion III starts with basi onepts of
how to alulate nite-size degree distributions and how
to extrat the behavior of the uto funtion. Then we
2onsider two models, for whih preise, semi-analytial
results are available for sizes up to N ∼ 109. In Se.
IV we disuss a more ompliated model and show how
to simulate it on a omputer. Setion V is devoted to a
relation between the uto and the maximal degree. The
paper is losed with a short summary in Se. VI.
II. MODELS AND THEIR PROPERTIES IN
THE THERMODYNAMIC LIMIT
We shall start from dening three dierent models of
equilibrated networks, whose nite-size properties will
be further examined. The word equilibrated means
that networks (graphs in mathematial language) are
maximally random under given onstraints. These on-
straints are what denes the statistial ensemble of net-
works. The statistial ensemble onsists of a set of
states  graphs {gi}, and a set of their statistial weights
{W (gi)}. This means that every graph g has a probabil-
ity of ourrene proportional to W (g). Every physial
quantity X is then dened to be the average over the set
of graphs: 〈X〉 =
∑
gW (g)X(g)/
∑
gW (g). Changing
the set of graphs and/or the weights, one an obtain dif-
ferent models of random graphs. Three suh ensembles
will be onsidered in this paper and are dened below.
In all ases, we assume that the graphs are undireted,
have labeled nodes, xed number of nodes N and links
L, and that the weight W (g) of every labeled graph has
a produt form:
W (g) =
N∏
i=1
p(ki), (1)
where ki is the degree of the ith node of graph g and
p(k) is some arbitrary node-weight funtion. The produt
measure (1) turns out to be very onvenient to obtain the
desired degree distributions in the thermodynami limit
by tuning the funtion p(k). In what follows, we will
assume that all models have the same distribution π(k)
in the thermodynami limit. Dierent models will be
speied by restriting the set of possible graph shapes
and/or p(k).
Equilibrated simple graphs. We onsider graphs
without self- and multiple onnetions. Denoting by
π∞(k) the degree distribution for N →∞, we have:
π∞(k) =
p(k)
k!
eA+Bk, (2)
as follows from Refs. [2, 20℄. The onstants A,B are ho-
sen to have
∑
k π∞(k) = 1 and
∑
k kπ∞(k) = 2L/N = k¯.
Equation (2) an be used in two dierent ways. First,
it tells us what π∞(k) would be for given p(k) and the
average degree k¯. Seond, it allows us to alulate the
weight p(k) whih will produe the desired degree distri-
bution πdes(k) in the thermodynami limit. In the latter
ase, if N,L are hosen so that the average degree k¯ is
equal to 〈k〉 =
∑
k kπdes(k), then B = 0 and the hoie
p(k) = πdes(k)k! implies that π∞(k) = πdes(k).
Equilibrated multigraphs. We again assume the
produt weight (1), but now we aept also degener-
ated graphs, that is graphs with multiple- and self-
onnetions. It an be shown [2, 17, 21℄ that the partition
funtion of the system, being the sum over all ongura-
tions, assumes the form:
Z(N,L) =
∞∑
k1=0
· · ·
∞∑
kN=0
p(k1)
k1!
· · ·
p(kN )
kN !
δ2L,k1+···+kN ,
(3)
so it is equivalent to that of the balls-in-boxes model
[22℄ or the zero-range-proess model [23℄ with weights
p(k)/k!. The same formula (2) as for simple graphs holds
for the degree distribution in the limit N →∞.
Equilibrated trees. This ensemble onsists of all la-
beled, onneted tree graphs with N nodes. In addition,
we assume that one node is distinguished by a stem
attahed to it, whih is onvenient from a mathematial
point of view, but it does not hange the large-N be-
havior. Suh planted trees an be treated in a speial
way and a number of quantities an be alulated analyt-
ially [19, 24℄. For instane, in the thermodynami limit
the degree distribution is given by
π∞(k) =
p(k)
(k − 1)!
eA+Bk. (4)
Note that we have (k − 1)! in the denominator, in on-
trast to Eq. (2). Now, the desired degree distribu-
tion πdes(k) an be obtained only if
∑
k kπdes(k) = 2,
beause the average degree for trees approahes 2 for
N → ∞. When this riterion is fullled, then assum-
ing p(k) = πdes(k)(k − 1)! one obtains π∞(k) = πdes(k).
All these models share one ommon property: the de-
gree distribution π∞(k) in the thermodynami limit is
proportional to p(k). Therefore, by hoosing p(k) ∼
k!k−γ (for graphs) or ∼ (k − 1)!k−γ (for trees), one an
make these networks sale-free. In this paper we shall
stik to the following hoie for the degree distribution
in all models:
π∞(k) =
(γ − 1)Γ(2γ − 3)
Γ(γ − 2)
Γ(k + γ − 3)
Γ(k + 2γ − 3)
∼ k−γ , (5)
for k > 0, and π∞(0) = 0. This is preisely the degree dis-
tribution π∞(k) in the GNRmodel of a growing tree men-
tioned above. The average degree for this distribution is
〈k〉 = 2, therefore the equilibrated trees will approah
π∞(k) in a natural way if p(k) = π∞(k)(k − 1)!. As to
equilibrated simple graphs and multigraphs, one then has
to ensure that p(k) = π∞(k)k! and k¯ = 2L/N → 2 for
N →∞, whih an be simply done by assuming L = N .
The purpose of hoosing this partiular distribution is
that sine nite-size eets in the GNR model are known
[15℄, we an ompare what happens if networks are equi-
librated but have the same π∞(k) as growing ones.
3III. DEGREE DISTRIBUTION FOR A FINITE
NETWORK
In the previous setion we disussed the behavior of the
three models in the thermodynami limit. Now we shall
ask, how the degree distribution looks like for N < ∞.
Assume that πN (k) and π∞(k) are degree distributions
for nite N and N → ∞, respetively. It is onvenient
to write the nite-size distribution πN (k) as a produt
of π∞(k) being N -independent, and some uto funtion
w(N, k) depending expliitly on the size N :
πN (k) = π∞(k)w(N, k). (6)
The funtion w(N, k) is model dependent. In Ref. [15℄
it has been found that for the GNR model, moments of
w(N, k) sale as follows:
µm ≡
∑
k
w(N, k)km ∝ Nα(m+1)(1 +O(N−α)) (7)
with the uto exponent α dened in the introdution
and equal to α = 1/(γ − 1). This means that for su-
iently large N the uto funtion depends eetively on
a single resaled variable x = k/Nα:
w(N, k) ∼= w(k/Nα). (8)
For the GNR model, it is possible to nd an expliit form
of w(x) for some values of γ. It is usually ompliated,
but it always has the following large-x behavior:
lnw(x) ∼ −x1/(1−α) = −xη, (9)
where we dened the exponent η = 1/(1 − α). Formu-
las (7), (8) and (9) were veried numerially [21℄ for N
of order 103 − 104, and an exellent agreement has been
found. In this paper we ask, to what extent these rela-
tions are valid for equilibrated networks. In partiular,
if the saling (8) still holds, the moments µm will behave
as µm ∼ Nα(m+1) for very large networks. The onver-
gene towards this asymptoti behavior an be, however,
dierent from that of growing networks. Therefore, we
an relax the onstraint that the sub-leading term de-
ays with the power α and generally expet the following
large-N behavior:
µm(N) ∼= aN
α(m+1)(1 + bN−β), (10)
with some onstants a > 0, b 6= 0 and β > 0, so that
the subleading orretion deays like N−β with β not
neessarily equal to α, as it was in Eq. (7).
A. Multigraphs
We shall start from multigraphs. As we said, we
assume that the average degree k¯ is hosen to ensure∑
k kπ∞(k) = k¯. This means that for a given number of
nodes N , the number of links L = L(N) is xed. In ase
of the distribution (5), L = N . The partition funtion
(3) beomes a funtion of N only and an be rewritten
as:
Z(N) =
∮
dz
2πi
z−1−Nk¯FN (z), (11)
where the ontour of integration enirles zero and F (z)
denotes the generating funtion for π∞(k):
F (z) =
∞∑
k=0
π∞(k)z
k. (12)
The degree distribution for nite N an be alulated as
follows [24℄:
πN (k) =
p(k)
NZ(N)
∂Z(N)
∂p(k)
= π∞(k)
∮
dz
2πiz
k−1−Nk¯FN−1(z)∮
dz
2πiz
−1−Nk¯FN (z)
≡ π∞(k)w(N, k), (13)
where the uto funtion w(N, k) is given by the above
ratio of ontour integrals. The integrals annot be in
general performed analytially for arbitrary N . How-
ever, the integration an be easily done numerially for
dierent distributions π∞(k) and sizes N as follows. We
hoose the ontour of integration to be z = reiφ, with
φ ∈ (−π, π) and r smaller than the radius of onvergene
of F (z). Beause the integrated funtion beomes on-
entrated around zero for large N , one does not need
to integrate over the whole range of φ. We have writ-
ten a proedure in Mathematia, whih nds the value
of r, for whih the integrated funtion has the broadest
maximum at φ = 0. This speeds up the onvergene of
numerial integration. Then, the proedure searhes for
φmax for whih the funtion falls to a suiently small
part (typially 10−10) of its maximal value. Then the
funtion is integrated by means of the adaptive method
over the range (−φmax, φmax). Let us onsider rst the
distribution (5) for γ = 3, when it redues to
π∞(k) =
4
k(k + 1)(k + 2)
, (14)
for whih
F (z) =
z(3z − 2)− 2(z − 1)2 ln(1− z)
z2
, (15)
so that the radius of onvergene is one. Using the above
numerial proedure we have alulated w(N, k) for N =
100, 200, . . . , 51200, shown in Fig. 1a. The theoretial
value of α, predited for this model, should be 1/2 [17℄,
the same value omes from the orrespondene to the
zero-range proess [25℄. Therefore, for large N , plots of
w(N, k) for dierent sizes should ollapse into a single
urve in the resaled variable x = k/Nα = k/N1/2. To
hek how fast the saling is approahed when N grows,
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FIG. 1: (a) Plots of w(N, k) for multigraphs of sizes between
100 (the narrowest peak) and 51200 (the widest peak). (b)
The same data but plotted against the resaled variable x =
k/(N lnN)1/2. The highest peak shows data for N = 100.
instead of using the uto funtion diretly it is better
to onsider its moments µm whih an be alulated as
follows:
µm(N) =
∮
dz
2πiz
−1−Nk¯FN−1(z)fm(z)∮
dz
2πiz
−1−Nk¯FN (z)
, (16)
where the auxiliary funtion fm(z) is dened as
fm(z) =
(
z
d
dz
)m
1
1− z
. (17)
We evaluated numerially the integrals in Eq. (16) us-
ing the same proedure as for the uto funtion, for
m = 1, 2, 3 and sizes N = (1, 2, . . . , 219) × 1000. The
last value of N is ≈ 5 × 108. In Fig. 2 we show plots
of µm(N)/N
(m+1)/2
, where the sub-leading behavior has
been exposed by dividing the data by the asymptoti
form of µm ∼ Nα(m+1). Sine N spans several orders
of magnitude, the horizontal axis has a logarithmi sale
in order to make all points visible. The rst moment
µ1(N)/N for the GNR model of growing tree network,
alulated as in Ref. [15℄, is also plotted for ompari-
son. It approahes its maximal value as ∼ N−0.5, whih
agrees with Eq. (7). But the moments for the degen-
erated graph show quite distint behavior, namely they
grow with lnN linearly or faster. This means that the
subleading, power-like term N−β from Eq. (10) might
turn into a leading behavior whih takes plae for β → 0
and leads to a multipliative, logarithmi orretion. To
hek this, we tted the formula
µm(N)/N
(m+1)/2 = Am(lnN)
Cm +Bm (18)
to data points in Fig. 2. The ts are represented there as
solid lines. The ratio of obtained values C1 : C2 : C3 =
1.07 : 1.54 : 2.08 ≈ 1 : 1.5 : 2 suggests that the moments
behave as
µm(N) ∼ (N lnN)
(m+1)/2. (19)
In other words, the uto sales as ∼ (N lnN)1/2. This
is also onrmed in Fig. 1b where the uto funtion is
plotted in the resaled variable x = k/(N lnN)1/2. A-
ording to our knowledge, this logarithmi orretion has
not been observed before. Its origin annot lie in the dis-
tribution π∞(k) only, beause the growing networks with
the same π∞(k) do not have it, but it is the property of
equilibrated graphs. Indeed, one an predit this saling
analytially, studying the uto funtion w(N, k):
w(N, k) ∼= W (N, k)/W (N, 0), (20)
where
W (N, k) =
∮
dz
2πi
zk−1−Nk¯FN (z), (21)
with k¯ = 2 and F (z) given by Eq. (15). Following the
lines of Se. 6 from Ref. [25℄ one an argue that the fun-
tion under the integral is loalized around z = 1 and
an be expanded at this point. Choosing the ontour of
integration z = eiφ we obtain
W (N, k) ∼=
∫ ǫ
−ǫ
dφ
2π
eN[
ikφ
N +φ
2(3−iπ+lnφ2)]
(22)
with ǫ small enough. Inserting now k = x(N lnN)1/2
and φ = t(N lnN)−1/2 we have
W (N, x(N lnN)1/2) ∼= (N lnN)−1/2
∫
dt
2π
eitx−t
2+...
(23)
where higher terms are of order ln lnN/ lnN and an be
negleted for large N . Then the above formula beomes
a Gaussian integral and hene the uto funtion reads
w(N, k) ≈ e
−
1
4
„
k
(N lnN)1/2
«2
, (24)
with the predited saling.
Let us now go to γ > 3. In this region, the exponent
α should be again 1/2 [25℄. We alulated the rst three
moments µm(N) for γ = 3.5 from Eq. (16) for the same
sizes N as previously. Next, we tted formula (10) to
the data points. The best t gives β ≈ 0.24 for all three
moments. This value is signiantly greater than zero,
thus the orretion is now learly of the power-like type.
But the exponent β ≈ 1/4 is small enough to produe
large orretions even for moderate-size networks. For
example, if N = 104, the orretion is of order 0.1b, with
b being usually muh larger than 1. But β grows with
γ, thus the onvergene to the thermodynami limit be-
omes faster, e.g., for γ = 4 we have estimated β > 0.4.
We investigated also the range 2 < γ < 3. Again, we
alulated moments for dierent values of N , for γ = 2.5
and tted the formula (10). The theory [25℄ predits
α = 1/(γ−1) = 2/3 for this ase. The agreement between
the data and Eq. (10) is very good for β ≈ 0.33.
At last, in order to hek whether the formula (9) for
the large-x behavior of the uto funtion holds for multi-
graphs, we tted a funtion A + ln(1 + Bx) − (x/C)D
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FIG. 2: Plots of µm(N)/N
(m+1)/2
alulated from Eq. (16)
(squares), for degenerated graphs with γ = 3 and for the
GNR tree network with the same pi∞(k) for omparison. Solid
lines display funtions: (10) for lower-right panel, and (18) for
other panels, with parameters tted to data points.
to lnw(x) obtained from numerial integration for N =
100, 200, 51200, for γ = 2.5, 3, 3.5. The assumed form
of w(x) approximates the measured uto funtions very
well. The D's obtained for dierent sizes N tend to some
limiting values whih we found to be DN→∞ = 2.0 for
γ = 2.5, 1.9 for γ = 3 and 3.1 for γ = 3.5, with uner-
tainties of order 0.1. These values are in good agreement
with the exponent η = 1/(1−α) from Eq. (9) whih gives
2, 2, and 3, respetively, and with theoretial results for
the equivalent model [25℄.
To summarize our ndings for the degenerated graphs:
for γ = 3 we have observed logarithmi orretions to
the saling kcutoff ∼ Nα. The point γ = 3 is the ritial
one; for γ 6= 3, orretions are power-like, with the ex-
ponent approahing zero for γ → 3. The orretions are
thus very strong for γ ≈ 3, even for very large networks.
We have also examined the large-x behavior of the ut-
o funtion w(x) and showed that it agrees with Eq. (9)
derived for growing networks. This suggests some uni-
versality, but we will see later that it does not hold for
simple graphs.
B. Equilibrated trees
In Ref. [24℄, the partition funtion Z(N) for equili-
brated trees is found to be
Z(N) =
∮
dz
2πi
z−N−1ZGC(z). (25)
Here ZGC(z) is a grand-anonial partition funtion
obeying the equation
ZGC(z) = zF˜ (ZGC(z)), (26)
with
F˜ (z) =
∞∑
k=0
π∞(k + 1)z
k, (27)
assuming that in the thermodynami limit we want to
obtain the degree distribution π∞(k). With help of
Eq. (26), the partition funtion (25) an be rewritten
as:
Z(N) =
∮
dz
2πi
z−N F˜N−1(z)
(
F˜ (z)− zF˜ ′(z)
)
. (28)
Beause we assume π∞(0) = 0, the funtion F˜ (z) equals
1
zF (z), with F (z) as in Eq. (12) for multigraphs. This in
turn leads to the following formula for Z(N):
Z(N) =
1
N
∮
dz
2πi
z−2NFN (z), (29)
whih is, up to a fator 1/N , equivalent to the partition
funtion (11) for multigraphs with k¯ = 2 − 1/N . This
proves the equivalene between equilibrated multigraphs
and trees, provided that the average degree is properly
tuned, whih has been already reported [22℄. In our ase,
when L = N for multigraphs and therefore k¯ = 2, a small
dierene in the values of moments µm arise. This does
not, however, hange the fat that in the thermodynami
limit both models beome fully equivalent, and that for
any nite N the dierene an be negleted.
This means that the degree distribution for equili-
brated trees behaves exatly as for multigraphs, that is
we again have logarithmi orretions to the moments
µm(N) for γ = 3, and power-law orretions for γ 6= 3.
This indiates also that the uto exponent α = 1/2 for
γ ≥ 3 and α = 1/(γ − 1) for γ < 3.
IV. MULTICANONICAL SIMULATIONS OF
SIMPLE GRAPHS
So far we have onsidered equilibrated multi- and
tree graphs. But real-world networks are usually sim-
ple graphs, that is they do not have multiple- and self
onnetions, and have loops. Unfortunately, for these
reasons simple graphs are not aessible with the teh-
nique used before, beause one does not know how to
write the partition funtion as a single ontour integral.
Therefore, to obtain πN (k) one needs to turn to Monte
Carlo (MC) tehniques. Let us shortly desribe here the
general method whih serves for this purpose, details an
be found elsewhere [4, 26℄. We simulate graphs with xed
number of nodes N and links L. Eah new graph gt+1 is
generated from the previous one gt by rewiring a single
link. The move is aepted with the Metropolis proba-
bility:
P (gt → gt+1) = min
{
1,
W (gt+1)
W (gt)
}
, (30)
6whih ensures that graphs are generated with orret
weightsW (g) from Eq. (1). In order to restrit to simple
graphs we rejet moves introduing self- or multiple on-
netions. This method allows for estimating π(k) with
good auray for N of order thousands, whih is, how-
ever, too small for our purpose. Larger networks are not
aessible in a reasonable omputer time. To show this,
assume that π(k) ∼ k−γ and that we start from a network
with all k's muh smaller than kcutoff ∼ Nα. We assume
that to obtain the experimental distribution πexp(k) with
aeptable level of noise, in the ourse of simulation eah
node has to hange its degree between 1 and kcutoff many
times. Let us denote by T the rst-passage time from
k = 1 to k = kcutoff . Our algorithm hanges k by ±1
every step, so the proess an be treated as a biased ran-
dom walk in a potential V (k) = − lnπ(k). Then T an
be estimated as T ∼ Nα(γ+1) for γ > 2, whih is nothing
more than the Arrhenius law T ∼ exp [V (kcutoff)] with
an additional orretion fator.
If, however, one ould atten π(k) by appropriate
reweighting of graphs, then instead of a biased random
walk one would deal with a simple random walk where
T ∼ N2α. This is always better than the previous es-
timate for the interesting range of γ. Moreover, by in-
reasing the probability of graphs with k > kcutoff , one
ould measure πexp(k) far above the uto. Here omes
the idea of multianonial simulations (MUCA) [27℄, a
similar idea has already been applied to graphs [28℄. To
apply MUCA in our ase, we modify the weight funtion
from Eq. (1) to:
W (g) =
r(k1)
π∞(k1)
N∏
i=1
p(ki), (31)
where r(k1) is some funtion depending on the degree of
one node, say the rst one, and is hosen so that the dis-
tribution πflat(k), measured now only for the 1st node,
is at. The fator 1/π∞(k1) gives additional advantage
of attening the distribution at no ost for k ≪ kcutoff .
To obtain the true distribution πexp(k) one multiplies
πflat(k) by π∞(k)/r(k). Sine all nodes are statistially
equivalent in equilibrated graphs, this proedure must
give the same result as standard MC simulations. The
only question is to nd the optimal r(k). In our simu-
lations, we applied the iterative method from Ref. [29℄,
whih alulates r(k) on the y from sampled data.
Beause hanging r(k) during the simulation violates de-
tailed balane and thus an hange statistial weights,
after obtaining suiently at histogram of πflat(k) we
x r(k) and perform a simple MC run with W (g) given
by Eq. (31). To speed up the simulation we divide the
whole range of k, for whih we want to determine π(k),
into overlapping subranges of size ≈ 50 and then glue re-
sults. We validated the method for graphs by omparing
it with diret MC simulations for N ≤ 1000 (see Fig. 3)
and for multigraphs by omparing with exat results from
Se. III.A.
To hek how the uto sales with N , we simulated
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FIG. 3: Example of pi(k) for simple MC (squares) and MUCA
(dotted line) for simple graphs with N = 103 and γ = 3. Solid
line shows pi∞(k). Inset: the same for a broader range of k.
MUCA simulation allows to estimate the tail of piN (k) muh
better than simple MC.
graphs with N = 625, 1250, 2500, . . . , 40000 nodes, and
γ = 2.5, 3, 3.5, for the same π∞(k) as before. In eah
ase we performed 1010 to 1011 MC steps (in units of
single-link rewirings) for every subrange of k, after x-
ing r(k). Eah simulation was repeated 3  4 times in
order to estimate statistial errors. We then alulated
the moments µm of the uto funtion and heked if
one an t a simple power law µm ∼= aNα(m+1) to data
points. Results are shown in Table I, left, together with
redued χ2 values and signiane levels (Q values) for
the ts. We see that none of these ases an be aepted
with the ondene level 0.05 whih is ommonly used
in hypotheses testing. On the other hand, if we assume
a more sophistiated form of µm(N) with the sublead-
ing orretion from Eq. (10) and, aording to Ref. [16℄,
with α(γ ≥ 3) = 1/2, α(γ = 2.5) = 1/(5 − γ) = 0.4,
the agreement is very good, see Table I, right. We thus
onlude that the subleading term plays an important
role for moderate sizes. In Fig. 4 we show plots of µ1(N)
and both tted funtions. The subleading orretion o-
eient b is very large. For instane, for γ = 3.5 the
orretion is of order 0.1 for N ∼ 106, muh larger than
for multigraphs, perhaps due to muh stronger strutural
onstraints. Therefore, simple graphs approah the ther-
modynami limit even slower than equilibrated trees or
degenerated graphs.
Finally, we examined the large-x behavior of w(x) us-
ing the same method as for multigraphs. We found that
the exponent η in Eq. (9) is not 1/(1 − α) as for multi-
graphs but approximately 2.0 for all values of γ. This
agrees with results of Ref. [16℄ that the uto is always
Gaussian in simple graphs, but it means also that η is
not universal.
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FIG. 4: Plots of µ1(N) for simple graphs with γ = 2.5, 3, 3.5.
Solid and dotted lines are ts from Table I, left and right,
respetively.
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FIG. 5: Left: resaled plots of P (kmax) for degenerated
graphs, for γ = 2.5 (top), 3 (middle) and 3.5 (bottom pi-
ture), and for dierent sizes ranging from N = 1000 up to
32000 (1000: square, 2000: irle, 4000: triangle up, 8000:
triangle down, 16000: diamond, 32000: triangle left). Solid
lines are Fréhet distributions P (x) ∝ x−γe−x
−γ+1
tted to
data points for one hosen size N (usually N = 4000). Right:
the same for simple graphs, lines are now: top and bottom
 Gumbel, middle  Gumbel (thin line) and Fréhet (thik
line), tted to blak irles (N = 2000).
TABLE I: Results of tting of the two dierent power laws
(without and with a orretion) to the measured moments µm
for simple graphs. For eah γ, three onseutive rows present
results for m = 1, 2, 3. Parameters indiate the set of free
parameters during the tting proedure, Q is the signiane
level of the t. If α is marked as xed, its value is 0.4 for
γ = 2.5 and 0.5 for the two other ases.
µm = aN
α(m+1) µm = aN
α(m+1)(1 + bN−β)
parameters a, α parameters a, b, β, xed α
γ α red. χ2 Q β b red. χ2 Q
2.5 0.366 4.5 <0.001 0.39 5.4 2.40 0.05
0.373 3.5 0.004 0.42 8 1.99 0.09
0.376 2.9 0.013 0.44 11 1.72 0.14
3 0.392 2.64 0.021 0.34 30 0.94 0.44
0.400 2.41 0.034 0.40 80 0.87 0.48
0.405 2.34 0.039 0.47 200 0.86 0.49
3.5 0.409 6.1 <0.001 0.38 22 1.09 0.36
0.420 6.8 <0.001 0.48 56 0.73 0.57
0.428 9.2 <0.001 0.56 125 0.51 0.72
V. CUTOFFS AND THE DISTRIBUTION OF
MAXIMAL DEGREE
So far we have studied the utos in the degree distri-
bution averaged over the ensemble of random graphs of
a ertain kind. The value kcutoff ∼ Nα tells where the
power law ends and πN (k) starts to fall o rapidly. One
an also pose the question: how does the maximal degree,
kmax, sale with N? Let α and α
′
be exponents in the
power laws kcutoff ∼ Nα and kmax ∼ Nα
′
, respetively.
The exponents α, α′ may, but do not have to be equal,
whih has not been emphasized strongly enough in the
literature on omplex networks. To show this, let us on-
sider the hypotheti network where all degrees k1, . . . , kN
are independent random variables taken from the dis-
tribution p(k) ∼ k−γ . The degree distribution π(k) is
then equal to p(k). In a real, nite network, degrees are
(at least slightly) orrelated due to strutural onstraints
and π(k) has a uto. In our simplied model, we an
mimi these onstraints by introduing the uto expli-
itly: p(k) ∼ k−γw( kNα ) with some exponent α. Let us
fous on a partiular form of the uto:
w(x) = exp(−axη), (32)
with parameters a, η. This form of the uto funtion
seems to be very general: in ase of growing networks
it is an asymptoti behavior for large k, we also heked
numerially that it holds for equilibrated graphs. For
large N , the distribution P (kmax) of the maximal degree,
P (kmax) ≈ Np(kmax)
(∫ kmax
1
p(k)dk
)N−1
, (33)
8takes its maximal value at k∗max being a solution to
p′(k∗max)
∫
∞
1
p(k)dk ∼= −Np2(k∗max), (34)
whih for the assumed uto gives
k∗max ∼
{
N
1
γ−1
, α ≥ 1γ−1 ,
Nα(lnN)1/η, α < 1γ−1 .
(35)
This means that, modulo the logarithmi orretion, α′ =
min(α, 1/(γ − 1)). One an also show that P (kmax) for
α > 1/(γ − 1) is given by the Fréhet extreme value dis-
tribution: P (x) ∝ x−γe−x
−γ+1
, while it approahes the
Gumbel distribution: P (x) ∝ e−x−e
−x
for α < 1/(γ− 1),
in the properly resaled variable x = A + Bkmax. Be-
ause these two distributions are narrow, k∗max approx-
imates also the mean value 〈kmax〉. We an learn two
things from Eq. (35). First, kmax sales as a pure power
of N with the same exponent as for kcutoff , α
′ = α, only
if α = 1/(γ− 1). The distribution of kmax is then neither
Fréhet nor Gumbel, but has a more ompliated form,
as follows from Eq. (33):
P (x) ∼= Nx−γw(x) exp
[
−N
∫
∞
x
y−γw(y)dy
]
(36)
where N is a normalization oeient and x =
kmax/N
1/(γ−1)
, and depends on the exat form of w(x).
Seond, α′ may be smaller than α, that is the maximal
degree grows slower than the uto. At rst sight this
may appear ounter-intuitive: one ould have expeted
that π(k) for large k is dominated by the maximal de-
gree distribution and thus kmax must not grow slower
than kcutoff .
The formula for k∗max presented above works surpris-
ingly well for real graphs where the uto stems from
orrelations between nodes degrees. In order to hek
Eq. (35), we performed multianonial simulations and
obtained distributions P (kmax) for multigraphs and sim-
ple graphs with γ = 2.5, 3 and 3.5. In light of what has
been said in Se. III.B, the saling of kmax for trees has to
be idential to that for multigraphs, so it is not neessary
to onsider trees separately. The proedure was similar
to that desribed in the previous setion, with the only
dierene that we atten P (kmax) and not π(k). In eah
simulation we performed around 108 Monte Carlo steps
after xing the weight r(kmax).
Let us disuss rst multigraphs. In Table II, left,
we present values of α, η for various γ, whih we on-
rmed numerially in previous setions. The fourth ol-
umn shows saling laws for k∗max predited by means of
Eq. (35). In Fig. 5 we plotted the experimental distribu-
tions P (kmax), in the resaled variable x = kmax/k
∗
max.
Plots for dierent N show good agreement of positions
of the maximum. The distribution for γ = 3.5 is also
approximately Fréhet, whih agrees with reent nd-
ings [30℄, the two for γ = 2.5, 3 deviate slightly from
TABLE II: Values of exponents α, η, and saling of k∗max
for degenerated and simple graphs, for dierent power laws
pi(k) ∼ k−γ . Assumed salings are: kcutoff ∼ N
α
, lnw(x) ∼
−xη. The exponents α, η have been onrmed numerially
in the previous setion. The formulas for k∗max are obtained
from Eq. (35).
γ multigraphs simple graphs
α η k∗max α η k
∗
max
(2, 3) 1
γ−1
γ−1
γ−2
N1/(γ−1) 1
5−γ
2 N1/(5−γ)(lnN)1/2
3 1/2+log 2 N1/2 1/2 2 N1/2
(3,∞) 1/2 2 N1/(γ−1) 1/2 2 N1/(γ−1)
Fréhet in the tail. The perfet saling of kmax means
that the thermodynami limit for the distribution of max-
imal degree is approahed muh faster than for π(k), and
is reahed already for N ∼ 104 nodes; no subleading or-
retions are neessary.
We repeated the same proedure for graphs, see Table
II, right, and Fig. 5. Again, one sees very good agree-
ment, exept for γ = 3, where one obtains better ollapse
for a slightly dierent value k∗max ∼ N
0.45
. The shape of
P (kmax) is better approximated by Gumbel than Fréhet
distribution. Also for γ = 3.5 and N ≤ 32000, the dis-
tribution P (kmax) deviates from Fréhet and is loser to
Gumbel.
To onlude, we have shown that the distribution of
the maximal degree exhibits the saling kmax ∼ Nα
′
but
in general with a dierent exponent than that in the ut-
o. The large-N saling is, however, approahed muh
faster than in ase of the degree distribution and sublead-
ing orretions an be safely negleted in most ases for
networks of order 104 nodes. It is also worth mentioning
that α′ depends on both the exponents γ and α.
VI. SUMMARY
In this paper we onsidered nite-size eets in the de-
gree distribution of equilibrated networks. We showed
that the onvergene towards the thermodynami limit
is very slow, thus in order to get reasonable estimation of
the uto one has to onsider subleading orretions to
the saling kcutoff ∼ N
α
. For multigraphs and γ = 3, the
orretion turns into a leading behavior ∼ (N lnN)1/2
and therefore does not vanish for N → ∞. This has
to be taken into aount when omparing any numeri-
al results for nite networks to that derived analytially
for the leading behavior only. We heked also that the
asymptoti behavior of the uto funtion is very sim-
ple: lnw(x) ∼ −xη, but η is not universal among dier-
ent lasses of graphs. We argued that the maximal de-
gree kmax reahes the asymptoti power-law saling faster
than the uto but sales in many ases dierently than
kcutoff .
The networks presented here do not have expliit
9degree-degree orrelations. It would be interesting to
hek whih of the results will survive the introdution
of orrelations, i.e., are universal to some extent.
Aknowledgments
B. W. thanks A. Krzywiki and S. N. Majumdar for
disussions. We are partiularly indebted to Z. Burda
for many useful omments. We also thank the EC-RTN
Network ENRAGE under grant No. MRTN-CT-2004-
005616 and the Alexander von Humboldt Foundation for
support.
[1℄ R. Albert, and A.-L. Barabási, Rev. Mod. Phys. 74, 47
(2002); S. N. Dorogovtsev and J. F. F. Mendes, Adv.
Phys. 51, 1079 (2002); M. E. J. Newman, SIAM Review
45, 167 (2003); S. Boaletti, V. Latora, Y. Moreno, M.
Chavez, and D.-U. Hwang, Phys. Rept. 424, 175 (2006).
[2℄ S. N. Dorogovtsev, J. F. F. Mendes, and A. N. Samukhin,
Nul. Phys. B 666, 396 (2003).
[3℄ J. Park and M. E. J. Newman, Phys. Rev. E 70, 066117
(2004).
[4℄ L. Bogaz, Z. Burda, and B. Walaw, Phys. A 366, 587
(2006).
[5℄ G. Bianoni, Chaos 17, 026114 (2007).
[6℄ M. Bauer and D. Bernard, arXiv:ond-mat/0206150.
[7℄ S. N. Dorogovtsev, J. F. F. Mendes, and A. N. Samukhin,
Phys. Rev. Lett. 85, 4633 (2000).
[8℄ P. L. Krapivsky and S. Redner, Phys. Rev. E 63, 066123
(2001).
[9℄ C. Castellano and R. Pastor-Satorras, Phys. Rev. Lett.
100, 148701 (2008).
[10℄ R. Pastor-Satorras and A. Vespignani, Phys. Rev. Lett.
86, 3200 (2001); M. E. J. Newman, Phys. Rev. E 66,
016128 (2002).
[11℄ J. D. Noh, G. M. Shim, and H. Lee, Phys. Rev. Lett. 94,
198701 (2005).
[12℄ S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes,
Rev. Mod. Phys. 80, 1275 (2008).
[13℄ R. Albert and A-L. Barabási, Siene 286, 509 (1999).
[14℄ P. L. Krapivsky and S. Redner, J. Phys. A 35, 9517
(2002).
[15℄ B. Walaw and I. M. Sokolov, Phys. Rev. E 75, 056114
(2007).
[16℄ S. N. Dorogovtsev, J. F. F. Mendes, A. M. Povolotsky,
and A. N. Samukhin, Phys. Rev. Lett. 95, 195701 (2005).
[17℄ Z. Burda and A. Krzywiki, Phys. Rev. E 67, 046118
(2003).
[18℄ M. Boguna, R. Pastor-Satorras, and A. Vespignani, Eur.
Phys. J. B 38, 205 (2004).
[19℄ Z. Burda, J. D. Correia, and A. Krzywiki, Phys. Rev. E
64, 046118 (2001).
[20℄ Z. Burda, J. Jurkiewiz, and A. Krzywiki, Physia A
344, 56 (2004).
[21℄ B. Walaw, arXiv:0704.3702.
[22℄ P. Bialas, Z. Burda, and D. Johnston, Nul. Phys. B 493,
505 (1997); Nul. Phys. B 542, 413 (1999).
[23℄ M. R. Evans and T. Hanney, J. Phys. A: Math. Gen. 38,
R195 (2005).
[24℄ P. Bialas, Z. Burda, J. Jurkiewiz, and A. Krzywiki,
Phys. Rev. E 67, 066106 (2003).
[25℄ M. R. Evans, S. N. Majumdar, and R. K. P. Zia, J. Stat.
Phys. 123, 357 (2006).
[26℄ L. Bogaz, Z. Burda, W. Janke, and B. Walaw, Comp.
Phys. Comm. 173, 162 (2005).
[27℄ W. Janke, Physia A 254, 164 (1998).
[28℄ A. Engel, R. Monasson, and A. K. Hartmann, J. Stat.
Phys. 117, 387 (2004).
[29℄ W. Janke, in: Computer Simulations of Surfaes and In-
terfaes, NATO Siene Series, II. Mathematis, Physis
and Chemistry  Vol. 114, edited by B. Dünweg, D. P.
Landau, and A. I. Milhev (Kluwer, Dordreht, 2003),
p. 137.
[30℄ M. R. Evans and S. N. Majumdar, J. Stat. Meh. P05004
(2008).
