We present an extensive experimental study of a Statistical Machine Translation system, Moses [14] , from the point of view of its learning capabilities, and we discuss learning-theoretic aspects of these systems, including model selection, representation error, estimation error and hypothesis space. Very accurate Learning Curves are obtained, by using high-performance computing, and extrapolations of the projected performance of the system under different conditions are provided. The experiments show that the representation power of the system is not currently a limitation to its performance, while the inference of its models from finite sets of i.i.d. data is directly responsible for current performance limitations. Of the models, the composition of the translation tables is more important that the numeric estimates of probabilities. The rate of improvement with sample size is no faster than logarithmic, and this is not likely to change with more advanced methods for estimating the numeric parameters. The fundamental limitation to the performance of the system seems to be a direct consequence of the Zipf law governing textual data. A few possible research directions are discussed as a result of this investigation, most notably the integration of linguistic rules into the model inference phase, and the development of active learning procedures.
Introduction and Background
The performance of every learning system is the result of (at least) two combined effects: the representation power of the hypothesis class, determining how well the system can approximate the target behaviour; and statistical effects, determining how well the system can approximate the best element of the hypothesis class, based on finite and noisy training information. The two effects interact, with richer classes being better approximators of the target behaviour but requiring more training data to reliably identify the best hypothesis. The resulting trade-off, equally well known in statistics and in machine learning, can be expressed in terms of bias variance, capacity-control, or model selection. Various theories on Learning Curves have been proposed to deal with it, where a Learning Curve is a plot describing performance of a learning system as a function of some parameters, typically training set size. In practice this trade-off is easily observed, by noticing how the training error can be driven to zero by using a rich hypothesis class, which typically results into overfitting and increased test error.
In the context of Statistical Machine Translation (SMT), where large bilingual corpora are used to train adaptive software to translate text, this task is further complicated by the peculiar distribution underlying the data, where the probability of encountering new words or expressions never vanishes. If we want to understand the potential and limitations of the current technology, we need to understand the interplay between these two factors affecting performance. In an age where the creation of intelligent behaviour is increasingly data driven, this is a question of great importance to all of Artificial Intelligence. These observations lead us to an analysis of Learning Curves in machine translation, and to a number of related questions, including an analysis of the flexibility of the representation class used, an analysis of the stability of the models with respect to perturbations of the parameters, and an analysis of the computational resources needed to train these systems.
In phrase-based approaches to Statistical Machine Translation, translations are generated in response to input text so as to maximise a scoring function that depends both on the quality of the generated text, and on its "faithfulness" to the original. Two probabilistic models govern the 2 components: a language model and a translation model. While they will be formally defined in Section 2, it is worth mentioning that the translation model is defined (approximately) by a bilingual table of phrases, annotated with a probability (that one phrase is the translation of the other, roughly); while the language model is essentially defined by a table of n-grams with their probabilities, which is sufficient to define a Markov chain. It is important to note that the content of those two tables controls the overall behaviour of the translation system, and that they are automatically filled during the training phase, when a bilingual corpus is used to identify phrases and probabilities. Since future translations are performed by maximising a scoring function that is defined using these two tables, it is obvious that the contents of the translation and language models correspond to the tunable parameters of the learning system. The hypothesis space of SMT systems is the class of all possible "translation functions" that can be implemented, for all possible choices of language and translation tables. It is an enormous search space, and it is no wonder that both algorithmic and statistical challenges are encountered when training these systems.
The machine learning question then becomes: how much of the overall error of the translation system is due to representation limitations, and how much to the impossibility to infer the two tables from a finite sample? And what quantities control the trade off between these two sources of errors, essentially playing the role of model selection? The hypothesis space of a generic machine learning system contains all possible functions that can be represented by it. The target function may not be inside the hypothesis space, hence introducing an inherent approximation error. Estimating the best approximation based on a finite and noisy sample may prove impossible, resulting in an estimation error. Generally richer hypothesis spaces lead to low approximation error and high estimation error, and vice versa. This trade-off is known as model-order selection.
We have undertaken a large scale experimental and theoretical investigation of these questions. Using the open source package Moses [14] and the SpanishEnglish Europarl corpus [12] we have performed a detailed investigation of the influence of data sizes and other design choices in training various components of the system, both on the quality of translations and on the computational cost. We use this data to inform a discussion about Learning Curves. We have also investigated the model-selection properties of n-gram size, where the n-grams are the phrases used as building-blocks in the translation process.
Since our goal was to obtain high accuracy Learning Curves, that can be trusted both for comparing different system settings, and to extrapolate performance under unseen conditions, we conducted a large-scale series of tests, to reduce uncertainty in the estimations and to obtain the strongest possible signals. This was only possible, to the degree of accuracy needed by our analysis, by the extensive use of a high performance computer cluster over several weeks of computation.
One of our key findings is that the current performance is not limited by the representation power of the hypothesis class, but rather by model estimation from data. In other words, we demonstrate that parameter choices exist that can deliver significantly higher performance, but that inferring them from finite samples is the problem. We also suggest that increasing dataset size is not likely to bridge that gap (at least not for realistic amounts in the i.i.d. setting), nor is the development of new parameter estimation principles. The main limitation seems to be a direct consequence of Zipf's law, and the introduction of constraints from linguistics seems to be an unavoidable step, to help the system in the identification of the optimal models without resorting to massive increases in training data, which would also result in unmanageable training times, and model sizes. This is because the rate of improvement of translation performance is at best logarithmic with the training set size. We estimate that bridging the gap between training and test error would require about 10 15 paired bilingual sentences, which is larger than the current estimated size of the web.
Parts of the results reporting in this paper were presented at the third workshop on Statistical Machine Translation [27] . Work related to our learning curve experiments can also be found in [1] .
It is important to remark that while there are many discussions about automatic evaluation of SMT systems, this work does not consider them. We work within the well defined setting where a loss function has been agreed upon, that can measure the similarity between two sentences, and a paired training set has been provided. The setting prescribes that the learning system needs to choose its parameters so that it can identify high-quality (low expected loss) translations. We investigate the learning-theoretic implications of this setting, including the interplay between approximation error and estimation error, model selection, and accuracy in parameters estimation. We do not address more general themes about the opportunity for SMT to be evaluated by automatic metrics.
Statistical Machine Translation
What is the best function class to map Spanish documents into English documents? This is a question of linguistic nature, and has been the subject of a long debate. The de-facto answer came during the 1990's from the research community on Statistical Machine Translation, who made use of statistical tools based on a noisy channel model originally developed for speech recognition [7, 22, 24, 20, 15] . A Markovian Language Model coupled with a phrase-tophrase translation table are at the heart of most modern systems. Translating a text amounts to computing the most likely translation based on the available model parameters. Inferring the parameters of these models from bilingual corpora is a matter of statistics. By model inference we mean the task of extracting all tables, parameters and functions, from the corpus, that will be used to translate. This hypothesis space is so vast that it can accommodate Translation (TM) and Language Models (LM) between many different language pairs, without significant adaptations. Searching the space of all possible phrase translation tables, all Language Models, and their parameters is a challenge for machine learning research, using finite and noisy training samples. At the same time this is also a very restrictive class of models, from the linguistic point of view, in that it relies on Markov assumptions to describe the target language How far can this representation take us towards the target of improving quality translations? Are the current limitations due to the approximation error of this representation, or to estimation errors originating from insufficient training data? How much space for improvement is there, given new data or new statistical estimation methods or given different models with different complexities?
We study both the approximation and the estimation components of the error in machine translation systems. After analysing the two contributions, we focus on the role of various design choices in determining the statistical part of the error. We investigate Learning Curves, measuring both the role of the training set and the optimization set size, as well as the importance of accurate estimation of the models.
We also address the trade-off between translation accuracy and computational cost. We perform a complete analysis of Moses as a learning system, assessing the various contributions to its performance and where improvements are more likely, and assessing computational and statistical aspects of the system.
A general discussion of Learning Curves in Moses-like systems and an extrapolation of performance are provided, showing that the estimation gap is unlikely to be closed by adding more data in realistic amounts.
Phrase Based Statistical Machine Translation
In this paper, we consider statistical machine translation, in particular the popular class of approaches based on a noisy channel model [7] . In the simplest form, SMT can be formulated as follows. Given a source sentence written in a foreign language f , the Bayes rule is applied to reformulate the probability of translating f into a sentence e written in a target language:
where p(f |e) is the Translation Model probability and p(e) is the Language Model probability. The Language Model is inferred from the documents in the target language and it assigns a higher probability to fluent/grammatical sentences
where N is the total number of words, w i , in the sentence. The Translation Model probability represents the probability of some foreign language string, given a hypothesized translation e in a different language.
where a is the alignment function that maps a source word in position j to a target word in position i, l f is the length of the sentence f , l e is the length of the sentence e, is a normalization constant, Z is a normalization factor that depends on l e and l f , and e a (j) is a word in position j in e according to the alignment function a. A generative graphical model is used to estimate p(a, f |e). This model breaks up the process into smaller steps. Given an alignment a, t(f j |e a (j)) is the probability to translate a word e(j) into f j . These individual probabilities t(f j |e a (j)) are estimated with the EM algorithm [7] . The alignment is one of the crucial parts of a SMT system and it has the role to associate words from different languages. The noisy channel model was extended in different directions. The most fruitful were the syntax-based statistical machine translation, joining a line of research of [32, 2, 33] , the phrase based statistical machine translation (PBSMT) introduced by [15] and the hierarchical model that can be seen as combining fundamental ideas from both syntax-based translation and phrase-based translation [8] .
In this work, we analyze the most popular class of SMT systems: PBSMT. It is an extension of the noisy channel model to use phrases rather than words. A sentence f is segmented into a sequence of I phrases f I = {f 1 , f 2 , . . . f I } and the same is done for e.
The notion of phrase is not related to any grammatical assumption; a phrase is an n-gram. Given an alignment a at word level, a phrase is extracted using rules between words. To improve the quality of a phrase, a symmetrization techniques is used. It consists of aligning two sentences in both directions, i.e. from language A to B and from language B to A, and merging these alignments to only one. On the merged alignment the rules are applied. In this way, some alignment errors made from one language to another can be solved by the alignment in the other direction.
Using this new representation, p(f |e) can be decomposed:
where φ(f i |e i ) is the phrase translation probability and d(a i − b i−1 ) is the distance-based reordering model. In the reordering model, a i denotes the start position of the foreign phrase that was translated into the ith target phrase, and b i−1 denotes the end position of the foreign phrase translated into the (i − 1)th target phrase. The reordering model drives the system to penalise significant reorderings of words during translation, while still allowing some flexibility. The Language Model probability can be rewritten using the phrase based notation.
p(e
Substituting Eq. (2) and Eq. (3) into Eq. (1), the noisy channel model can be used for a phrase based model. The result is known as the phrase based statistical machine translation model:
where φ ensures that the foreign phrases match the target words, d checks the correct reordering and p LM ensures that the output is fluent. It was found that the empirical performance can be improved by a different contribution of each element in Eq. (4) . To this end, weights λ φ , λ LM and λ d have been introduced:
This model is based on a few important assumptions. In particular, it models the target language as a Markov process, where the probability of a word depends on the i − 1 preceding words, usually with i=3, a 2nd order Markov chain, and the translation of a phrase does not depend on surrounding phrases. These assumptions are obviously inaccurate, but they make the computational problem tractable, and deliver accurate translations for many language pairs. It is often more convenient and therefore more common to rewrite Eq. (5) in its log-linear form:
where h i is a generic feature function and M the total number of functions in the equation. This general reformulation of the noisy channel can be expanded by adding more components. It may be that in the training data an unusual foreign phrase f i exists that mistakenly gets mapped to a common English phrase e j with high probability, even 1. If this association is encountered in the test data, f i will surely be translated into e j , because it has a high probability and the Language Model is not able to decrease its importance. To avoid this kind of error, the conditioning of phrase translation probability in the actual direction, φ(e i |f i ), can be used. This implies that we should add one more element and weight to Eq. 6.
If the mistaken association has been seen just one time in both directions, it will produce an overestimation of the conditional probabilities, φ(f i |e i ) = φ(e i |f i ) = 1. A smoothing method, called Lexical Weighting, has been introduced. It backs off the probability to probable distributions with richer statistics. For details see [15] .
There are extra considerations and more elements to the cost function, but they are not relevant for this work.
Translation methods of the class described here choose their output by maximising a cost function, that is the log likelihood defined above. The inherent assumption is that this quantity directly correlates to translation quality, but this is not always the case. In order to improve this correlation, a further "optimisation" step is performed, where the parameters of the cost function are tuned to maximise the performance on a small set of data, called "development set". This training approach is run on a development corpus, and it produces optimal λ for the log-linear equation.
A common method is Minimum Error Rate Training [18] . Conversely to other approaches, the parameter estimation of a log-linear translation model is done by optimizing the error rate instead of the likelihood.
Given a target sentence e and its reference sentence r, the author assumes that the number of errors can be computed using a function E(r, e). In general, the number of errors for a set of sentences e S is obtained by summing the errors for the individual sentences:
Given a corpus f
S of source sentences with given reference translations, and a set of K different candidate translations produced by the search algorithm C S = (e S,1 , . . . , e S,K ) for each source sentence f s , the optimal λ is found by minimizing the error count on f S .
. During training, optimal parameters were searched using Powell's algorithm [23] . Since the n-best list C S can significantly change by modifying the parameters, the procedure is iterated until the n-best list remains stable. In [18] , the author claims that, in practice, 5-7 iterations are enough for convergence.
This algorithm produces significant improvements in the quality of the translation and it is widely used despite its computational cost.
Experimental Setup
We have performed a large number of detailed experiments for obtaining a complete benchmarking of a phrase based statistical machine translation system. These experiments allow us to assess the most promising directions of research, from a machine learning point of view. We propose a series of Learning and Unlearning Curves to investigate different aspects of a statistical machine translation system.
Learning Curves. Learning Curves showing translation performance as a function of training set size, where translation is performed both on unseen and on known sentences, are proposed. The first curve, describing the statistical part of the performance, is seen to grow very slowly with training set size. The second one was done to verify that the hypothesis class is indeed capable of representing high quality translations in the idealized case when all necessary phrases have been observed in training phase. We observe that performance in these idealized conditions is better than machine translation of unseen sentences, but worse than the maximum reachable with the evaluation score.
Unlearning Curves. We are also interested in understanding which part of the models is most crucial for performance, and hence should be estimated more carefully: the list of phrases or their probabilities? To this purpose, we corrupt each of them with various amounts of noise, while monitoring performance. This was done to simulate the effect of inaccurate parameter estimation algorithms (due either to imprecise objective functions, or to lack of sufficient statistics from the corpus).
We study also the effect of corrupting the training data showing that the system is very sensitive to the quality of the training data.
Model Selection. The performance of learning systems results from the trade off between approximation error and estimation error. The choice of the appropriate expressive power, within a parametrised class of models, is called model selection, and is one of the most crucial steps in the design of learning systems. In phrase-based SMT, this is controlled by selecting the maximum length of phrases to be used as building blocks for translation. We propose a complete statistical study of how different aspects of the system are affected by this quantity.
Optimization Phase. In PBSMT, the training of the model is followed by an optimization phase which relates the training procedure to the final translation quality on unseen sentences. The goal of this step is to reduce the approximation error of the model, but it is very expensive in terms of computational cost. Learning Curves showing translation performance as function of development set are proposed.
We conclude that the availability of the right models in the system would allow the system to have a much higher performance, but these models are not likely to come from increased datasets or estimation procedures. Instead, they are more likely to come from the results of either the introduction of linguistic knowledge, or the introduction of query algorithms, themselves resulting necessarily from confidence estimation methods. Hence these appear to be the two most pressing questions in this research area.
Software
Several software tools are available for free on the Web. In this work, we use Moses [14] , a complete phrase based translation toolkit for academic purposes. It provides all the state of the art components needed to create a phrase based machine translation system from one language to another. It contains different modules to preprocess data, train the Language Models and the Translation Models. These models can be tuned using minimum error rate training.Moses uses standard external tools for some of these tasks, such as GIZA++ [21] for word alignments and SRILM [26] for language modeling. Moses is a very sophisticated system, capable of learning translation tables, Language Models and decoding parameters from data. We analyse the contribution of each component to the overall score.
Given a parallel training corpus, Moses preprocesses it, removing long sentences, lowercasing and tokenizing sentences. These sentences are used to train the Language and Translation Models. This phase requires several steps such as aligning words, computing the lexical translation, extracting and scoring the phrases and creating the reordering model. When the models have been created, the development set is used to run the minimum error rate training algorithm to optimize their weights. We refer to that step as the optimization step in the rest of the paper. The test set is used to evaluate the quality of models on the data.
All experiments have been run using the default parameter configuration of Moses. GIZA++ has used IBM models 1, 2, 3, and 4 with number of iterations for model 1 equal to 5, model 2 equal to 0, model 3 and 4 equal to 3; SRILM has used n-gram order equal to 3 and the Kneser-Ney smoothing algorithm; Mert has been run fixing to 100 the number of nbest target sentence for each develop sentence, and it stops when none of the weights changed more than 1e-05 or the nbest list does not change. The training, development and test set sentences are tokenized and lowercased. The maximum number of tokens for each sentence in the training pair has been set to 50, whilst no limit is applied to the development or test set. TMs were limited to a phrase-length of 7 words and LMs were limited to 3.
Data
The Europarl Release v3 Spanish-English [12] corpus has been used for the experiments. All the pairs of sentences are extracted from the proceedings of the European Parliament. Europarl provides a vast number of language pairs inside the European Union.
We have chosen the Spanish-English pair. These two languages belong to two different branches of the Indo-European family. They are different in grammar and morphology, but the structure of the sentences are not so different. This pair is not one of the most difficult for a machine translation system, but in this paper we are not interested in the translation capability of the system, because we focus our attention on the SMT system as a learning system. This dataset is made of three sets of pairs of sentences, each of them has a different role: training, development and test set. The training set contains 1,259,914 pairs, while there are 2,000 pairs for development and test sets. The choice of the development and test set sizes will be described in detail in Sections 4.5 and 4.7. The number of words and distinct words for each set is reported in table 1.
This work contains several experiments on different types and sizes of data set. To be consistent and to avoid anomalies due to overfitting or particular data combinations, each set of pairs of sentences has been randomly sampled. The number of pairs is fixed and a program selects them randomly from the whole original training, development or test set using a uniform distribution. This process is iterated a certain number of time and redundancy of pairs is allowed inside each subset (bootstrap [10] , [23] and [11] for an application in PBSMT). 
Hardware
All the experiments have been run on a cluster machine, http://www.acrc.bris.ac.uk/acrc/hpc.htm. It includes 96 nodes each with two dual-core Opteron processors, 8 GB of RAM memory per node (2 GB per core); 4 thick nodes each with four dual-core opteron processors, 32 GB of RAM memory per node (4 GB per core); ClearSpeed accelerator boards on the thick nodes; SilverStorm Infiniband high-speed connectivity throughout for parallel code message passing; General Parallel File System (GPFS) providing data access from all the nodes; storage -11 terabytes. Each experiment has been run using one core and allocating 4Gb of RAM.
Performance Evaluation
The evaluation of a machine translation system is one of the most difficult problems in this field. Ideally, only human beings can take a decision on the quality of a translated sentence, but it is infeasible because it is expensive, slow, inconsistent and subjective. Therefore, instead of reporting human judgment of translation quality, various automatic measures have been proposed. An automatic score measures the quality of machine-translated sentences by comparing them to a set of human translations, called reference sentences. The score needs to be able to discriminate good translations from bad ones, whilst considering aspects such as adequacy and fluency.
Several metrics have been introduced: BLEU [16] , NIST [9] , Meteor [3, 17] and TER [25] . BLEU and NIST are based on measurement of the overlap between unigrams (single words) and higher order n-grams of words, between a translation being evaluated and a set of one or more reference translations. Precision (proportion of the matched n-grams out of the total number of n-grams in the evaluated translation) and Recall (proportion of the matched n-grams out of the total number of n-grams in the reference translation) are calculated separately for each n-gram order, and combined in different ways.
Meteor evaluates a translation by computing a score based on the word alignment between the translation and a given reference translation. TER uses the idea of edit distance and it is defined as the minimum number of edits needed to change an automatically translated sentence so that it exactly matches one of the references, normalized by the average length of the references.
In Table 2 we report the correlation coefficient between the measures (de-tails on how these values have been computed are in Section 4.7). Clearly, all measures correlate strongly with each other, such that the choice of the performance measure is fairly arbitrary, as long as one is consistent. For this reason, we have chosen to use BLEU throughout this paper as it is the most widely used automatic score in Machine Translation. As mentioned above, BLEU is based on n-gram precision that is the fraction of n-grams of the target sentences that occur in references. This quantity is affected by the fact that the same part of the reference sentences can be matched more than one time with a n-gram in the target sentence. This implies that ngram precision can produce misleading results. To avoid this situation, the BLEU score uses a modified n-gram precision that does not allow the same part of the reference sentence to be used twice. Modified n-gram precision is also used to penalise target sentences that are longer than their references, but it is not enough to enforce the proper length of the translation. To solve this a brevity penalty factor has been introduced to give better score to those target sentences that reflect the reference sentence length. BLEU score is the product of the geometric average of the modified n-gram precision with n-gram up to N and the brevity penalty. For more details about the BLEU score see [16] .
Experiments

Experiment 1: role of training set size on performance on new sentences
In this Section we analyse how performance is affected by training set size, by creating Learning Curves (BLEU score vs training set size).
We have created subsets of the complete corpus by sub-sampling from a uniform distribution. We have created 10 random subsets for each of the 20 chosen sizes, where each size represents 5%, 10%, etc of the complete corpus. For each subset a new instance of the PBSMT system has been created, for a total of 200 models. Two hundred experiments have then been run on an independent test set (of 2,000 sentences, also not included in any other phase of the experiment).
Using this framework, we run two different types of experiments. In the first one, we are interested to analyze the effect of the optimization step on the performance and the stability of the model on different training sets of the same size, so we sample the whole corpus with replacement and we optimize the model using a fixed size development set (of 2,000 sentences, not included in any other phase of the experiment). This kind of setting allows to us to produce Learning Curves with error bars, see Figure 2 . The small error bars that we have obtained also allow us to neatly observe the benefits of the optimization phase, which are small but clearly significant.
In the second set of experiments, we focus our attention to pure performance of the system, and to the growth rate of the Learning Curve, so we sample the whole corpus without replacement and we do not optimize the models. Sampling without replacement does not allow to show error bars, because error bar dimension reduces according to the increment of the training set size. In Figure 3 , each point of the same training set size has been averaged over 10 different subsets. While in most theoretical models of statistical learning algorithms the Learning Curves follow power laws, in this case the curve appears to be growing more slowly than a power law. To analyze this, we show it in the Linear Log scale, where we can study if the curve is logarithmic, slower that a power law. In Figure 4 , the curve is increasing linearly or slightly more slowly than that, suggesting a learning curve that is "at best" logarithmically increasing with the training set size. In any case, the addition of massive amounts of data from the same distribution will result in small improvements in the performance.
Experiment 2: role of training set size on performance on known sentences
The performance of a learning system depends both on the statistical estimation issues discussed in the previous subsection, and on functional approximation issues: how well can the function class reproduce the desired behaviour? In order to measure this quantity, we have performed an experiment much like the one described in Section 4.1, with one key difference: the test set was selected randomly from the training set (after cleaning phase). In this way we are guaranteed that the system has seen all the necessary information in training phase, and we can assess its limitations in these very ideal conditions. We are aware this condition is extremely idealized and it will never happen in Figure 5 : Three Learning Curves have been compared. "Test On Test Set" has been obtained using a fixed test set. "Test On Training Set" a test set selected by the training set for each training set size. "Human Translation" has been obtained by computing BLEU using the reference English sentence of the test set as target sentences.
real life, but we wanted to have an upper bound on the performance achievable by this architecture if access to ideal data was not an issue. We also made sure that the performance on translating training sentences was not due to simple memorization of the entire sentence, verifying that the vast majority of the sentences were not present in the translation table (where the maximal phrase size was 7), not even in reduced form. The effect of phrase size on performance is investigated in Section 4.3.
To find an ideal limitation given by the score that we use, we define as "Human Translation" the value that we obtain computing the BLEU score using the reference English sentence of the test set as target sentences. By construction this value is 1. It is well known in machine translation that a human can produce a good translation that has a small BLEU score and vice versa.
Under these favourable conditions, the system obtained a BLEU score of around 0.6, against a score of about 0.3 on unseen sentences. This suggests that the phrase-based Markov-chain representation is sufficiently rich to obtain a high score, when the necessary information is contained in the Translation and Language Models.
For each model to be tested on known sentences, we have sampled ten subsets of 2,000 sentences each from the training set.
The "Test on Training Set" Learning Curve, see Figure 5 , represents a possible upper bound on the best performance of this PBSMT system, since it has been computed in favourable conditions. It does suggest that this hypothesis class has the power of approximating the target behaviour more accurately than we could think based on performance on unseen sentences. If the right information has been seen, the system can reconstruct the sentences rather accurately. At this point, it seems likely that the process with which we learn the necessary tables representing the knowledge of the system is responsible for the performance limitations.
An interesting question is how to fill the gap between the "Test on Training Set" and "Test on Test Set" Learning Curves. To test if it is possible by increasing the size of the training dataset, we fit a line ax + b to the "Test on Test Set" Learning Curves in the linear-log scale using least squares [4] . The line that we obtain has the follow coefficients a = 0.014598070001694 and b = 0.109635436135025. The "approximated" Learning Curve will reach the "Test on Test Set" Learning Curves with 10 15 sentence pairs. The gap between translating training data and translating unseen data is even more interesting if related to the slow growth rate in the previous Learning Curve: although the system can represent internally a good model of translation, it seems unlikely that this will ever be inferred by increasing the size of training datasets in realistic amounts.
Experiment 3: role of phrase length in translation table (model selection)
The richness of the hypothesis class controls the trade-off between training and test error. Richer hypothesis classes can fit the training data more accurately but generalise less well than poorer classes, a phenomenon known as overfitting. The choice of the appropriate expressive power, within a parametrised class of models, is called model selection, and is one of the most crucial steps in the design of learning systems. In phrase-based SMT, this is controlled by selecting the maximum length of phrases to be used as building blocks for translation.
Using long phrases will help when the same situation is encountered as in training, but this becomes increasingly unlikely as the phrases become longer (overfitting). On the other hand short sentences are more often reused, but can lead to errors more often. This is where the trade off between representation and estimation errors is controlled. We expect training set performance to be higher for longer sentences (due to overfitting) but higher test set performance requires the right trade off.
In this Section we analyse how the phrase length can affect the performance in terms of BLEU score and computation time. We report the distribution of the phrases in the translation table as a function of the phrase length and how the system uses this information during the translation of the test set and of the training set.
We have created 10 random subsets with replacement of the complete corpus containing 629,957 pairs of sentences. For each subset, ten instances of the SMT have been created. Each instance has been trained using a different phrase Not Optimized, test on Test Set Not Optimized, test on Training Set Figure 6 : BLEU versus n-gram length. "Not Optimized, test on Test Set" has been obtained using a fixed test set and no optimization phase. "Not Optimized, Test On Training Set" a test set selected by the training set for each training set size and no optimization phase.
length, from 1 to 10. Each model has been tested on the test set, 2,000 sentences, and on a random subset of 2,000 sentence sampled by the training set. The optimization step has not been run. In Figure 6 , the Learning Curves represent how the performances are affected by the phrase length. The "Not Optimized, test on Test Set" Learning Curve is less influenced by the phrase length than the "Not Optimized, Test On Training Set". Both the Learning Curves show a big improvement moving from the word by word translation, phrase length equal 1, to the phrase based model, phrase length bigger than 1.
In the "test on Test Set" Learning Curve, no significant advantage seems to be present when phrase length is bigger than 4. Instead, when we test on a subset of the training set, the performance continues to grow with the phrase length. This unrealistic case is not affected by the Zipf's law, because all the words in the test set have been seen in the training set. This implies that long phrases in the Translation Model have perfect match into the test phrase, see Figures 9 and 10. This fact is partially true, because how we can see in Figure  11 the number of the unknown words is not zero.
If we set the phrase length equal to the maximum number of words in the longest sentence in the training set, can we fill the gap between the "Human Translation" Learning Curve and the "Optimized, Test on Training Set" in Figure 5 ? We set the phrase length to 50, the maximum length of the sentences in the training set, and we test the models as above. The results do not confirm the intuition, and it is due to the fact that the Moses decoder does not use a phrase length of more than 7 tokens. In Figure 7 , the training user time is plotted as function of the phrase length. An increment of the phrase length causes an increase of the training time.
Each entry in the translation table associates a source language phrase to a target language phrase. For each instance of the translation system, we also compute the distribution of the entries in the translation table as a function of the source language phrase length, see Figure 8 .
In this general analysis of a PBSMT system, we are interested in understanding how the decoder uses the entries in the translation table. In each instance of the system, we randomly select 2 sets of 500 sentences, one from the training set and another from the test set. For each sentence of each set, the length of all the source language phrases used during the translation has been counted. Words that are in the test set but not in the training set are called "Unknown" words. These are the direct effect of Zipf's law in a language. For each instance, we count also the number of unknown words for both sets.
In Figures 9 and 10 , we report the distribution of the entries used during the translation as function of the source language phrase length. When the system translates unseen sentences, it is not able to use big chunks of words, so it uses in majority short phrases. This behavior does not change when the the phrase length grows. When a subset of the training set is used as test set, the distribution of the used phrase is more flat because the system is able to fit longer phrases in the test sentences. When the phrase length grows up to 6, the scale of the plots does not allow to see the real usage of large n-grams. Zooming in, when we translate a subset of the training data, the usage of large n-grams is more or less ten times bigger than when we translate the test set.
The unknown words as function of the phrase length are shown in Figure  11 . Obviously, the number of unknown words is bigger when unseen sentences have been translated rather than the seen sentences and ideally, the number of unknown words should be zero when test set is selected from the training set, because there are not any words that have not been seen in the training set. Figure 11 shows that this last assumption is not true. as we will see in Section 4.4, when we describe the Unlearning Curve by randomisation of the training set, the alignment and the phrase extraction algorithms in particular cases lose words. This is the reason for the presence of unknown words when we translate subsets of the training set. According to the conclusions of Section 4.4 this effect is more present when we do not have enough or clear training data. It is possible to soften it by increasing the phrase length.
The gap between performances on training and on test sets is typically affected by model selection choices. In these experiments, the phrase length does not seem to be the right parameter to change to fill this gap. In fact, performance on test set, except for the step from the word to word translation to the phrase base approach, are not affected by the phrase length. It changes the dimension of the translation tables, but the system continues to prefer short phrases to long ones during the decoding phase.
Experiment 4: model perturbation: analysis and unlearning curves
Much research has focused on devising improved principles for the statistical estimation of the parameters in Language and Translation Models. The introduction of discriminative graphical models has marked a departure from traditional maximum likelihood estimation principles, and various approaches have been proposed. The question is: how much information is contained in the probabilities estimated by the model? Is the performance improving with more data because certain parameters are estimated better, or just because the lists are growing? In the second case, it is likely that more sophisticated statistical algorithms to improve the estimation of probabilities will have limited impact.
In this Section, we analyze what we call "Unlearning Curves". These are obtained by increasingly perturbing the parameters inferred by the system, in order to observe how performance deteriorates. This can either represent the effect of insufficient statistics in estimating them, or the use of imperfect parameter estimation biases. These parameters are contained inside Translation and Language Model tables. Each line of the Language Model table associates a probability p(e i ) to a phrase e i . Each Translation Model element can be decomposed as well in two pieces. The association part, that associates the source language phrase f i with relative target language phrase, e i . The numerical part, that contains the bidirectional translation probabilities, φ(f i |e i ) and φ(e i |f i ), and the lexicallized weighting probability lw, that provides a measurement of the quality of the association. The translation table contains millions of associations, while the Language Model table contains hundreds of thousands of lines.
We have performed two different types of perturbation. In the first one, we add random noise to the numeric parameters to test how robust the system is with respect to a reduced accuracy of its numeric parameters. In the second, we randomly perturb the models by swapping the contents of randomly chosen entries of its tables (both for numerical values and for n-grams). This is meant to test how robust the system is to perturbations of the all-important associations between phrases/numbers and to the associations between source/target phrases.
We will see in the Discussion part of this Section, that specific details of the Moses system prevent us from running a fair comparison between these two types of perturbations: disruptions in the pairing between n-grams are often compensated and corrected by the redundant nature of the translation table, where smaller n-grams are generated and separately stored every time a long n-gram is stored, in this way creating a very redundant system, that random perturbations are unlikely to damage.
All the perturbations have been applied on a model trained with 629,957 pairs of sentences that has been chosen from the Learning Curve experiments.
Unlearning by Adding Noise. A percentage of noise has been added to each probability, p, in the Language Model, including conditional probability, and Translation Model, bidirectional translation probabilities and lexicalized weighting. The noised probability is obtained as p = min(1, p + ν), where ν = rand(− p * k, + p * k) with percentage of noise k ∈ [0, 1]. Different noise levels k have been used. For each value of k, ten experiments have been run. The Unlearning Curve is shown in Figure 12 . In this case, we use two fixed training set sizes equal to 62,995 and 629,957 pairs of sentences.
Unlearning by Randomisation of Parameters. The second kind of noise that we add to the model is based on a swap of a particular quantity inside two entries of Language or Translation Model. We refer to "numerical swap" when, given two entries, the numerical parts are swapped. While we refer to "words swap" when, given two entries of the Translation Model, we swap the target language phrases.
Three different sets of experiments have been run applying "numerical swap" only to the Language Model, "numerical swap" only to the Translation Model and "words swap" only to the Translation Model. Different values of percentage of noise between 0 and 1 have been used. For each percentage value, ten experiments have been run. The Unlearning Curves are shown in Figure 13 .
Discussion. Various observations can be made based on these experiments. The first Unlearning Curve (Figure 12 ), obtained by adding to each parameter a random number (sampled from within a range) proportional to its size, is meant to test the role of detailed tuning of parameters. While the orders of magnitude are respected, the fine structure of the parameter set is randomised. The gentle decline in performance seems to suggest that fine tuning of parameters is not what controls the performance here, and that perhaps advanced statistical estimation or more observations of the same n-grams, would not lead to much better performance. This is also compatible with what is seen in the Learning Curve.
It is important to notice, however, that by introducing a more aggressive type of noise ( Figure 13(b) ) that essentially replaces entire parameters with random values, does lead to a more significant decline in performance. This was obtained by swapping random entries, and so after 100 percent of swaps essentially every entry is a random number (because the locations to swap are chosen with replacement). It is interesting to see that the decline of the Language Model is much less pronounced than that of the Translation Model.
The set of experiments in Figure 13 (a) is harder to explain without discussing the inner workings of Moses. Here we swapped n-grams in the translation table, essentially breaking the connection between words and their translation. A rapid decline should be expected. However, the mapping between words is stored in a very redundant way within Moses, and this depends on the way the translation table is created, based on sentence alignments. Once an alignment has been found between two sentences, essentially every n-gram (for every value of n) is a candidate for insertion in the translation table. So very often, longer n-grams are inserted, alongside shorter segments of the same n-grams, and are added to different entries of the table. So if we remove a n-gram, chances are that other similar (longer or shorter) other n-grams are present and can take over. In this way, it is not possible to directly compare the Unlearning Curve for the n-grams part with that for the numeric part of the tables.
Experiment 5: effect of data size in optimization set
In this Section, we study the role of the optimization/development set with regard to the quality of translation. In particular, we analyze how different sizes of the development set affect the performance and the computational cost of the optimization phase.
The training set has been randomly split in two parts without replacements. One, containing 1,159,914 pairs of sentences, has been used to train the model. This step has been done only once, and all the experiments use the same Translation, Language and Reordering Models. The second set has 100,000 pairs of sentences, and it is used to randomly select the development sets. The test set contains 2,000 pairs of sentences and is the same for all the experiments.
Different sizes of the development set (100, 250, 500, 750, 1,000, 1,250, 1,500, 1,750, 2,000, 2,250, 2,500, 2,750, 3,000, 4,000 and 5,000 pairs of sentences) have been chosen, focusing our attention on small, rather than large dimensions. Replacements are not allowed. These choices also depend on the high computational cost of the tuning algorithm. For each size, ten random sets have been selected. For each set an instance of the system has been run. The optimized model is used to test and the results are evaluated.
In Figure 14 BLEU score as function of the development size is reported. The optimization procedure increases the quality of the translations. This improvement does not seem to be significant after a certain size of the development set. In fact, when we increase the development set size beyond 2,000 sentence pairs, BLEU does not change significantly. On the other hand optimization is really expensive in terms of computational cost. In Figure 15 , it increases roughly linearly with the development set size. It is nice to note how the computational time is strongly related to the number of optimization steps in Figure 16 .
Experiment 6: Role of the Unknown Words
Understanding the most important reasons for failure of a PBSMT system is a fundamental task. In [31] , a classification of different types of error has been proposed. In this Section we focus our attention on a particular type of error: unknown words. This type of error is considered a source error because it depends on the source sentence and not the translation process. It has been distinguished between truly unknown words (or stems) and unseen forms of known stems. The unknown words are the direct effect of Zipf's law in a language, as new words can come, but the training set is not flexible enough to cover them. We have created 10 random subsets for each of the 10 chosen sizes, where each size represents 10%, 20% etc of the complete corpus. For each subset a new instance of the PBSMT system has been created, for a total of 100 models. Each model has been tested on the test set and on a subset of 2,000 pairs the training set. The optimization step has not been run. For each model, we count the unknown words. Figure 17 shows unknown words as function of the training model. It is clear that small training sets are able to cover a small part of the word space. When increasing the dimension of the training set, the number of unknown words decreases. These curves reflect how machine translation is strongly affected by Zipf's law and confirm the results of the previous Sections. A briefly discussion about the presence of unknown words when we test on a subset of the Training set is given by Section 4.3.
Experiment 7: role of test set size on measuring performance
BLEU score, the metric used in this work to evaluate the quality of the translation, is test set dependent. It means that different test sets regardless of the dimension can produce variation in the value of the BLEU score. In this Section, we investigate how BLEU is affected by the test set size. We have isolated 4,000 pairs of sentences from the training set, and we have selected from the remaining part 629,957 pairs with replacement. A model is trained using this set. Using the 4,000 sentences pairs, we have created 10 random subsets for each of the 16 chosen sizes, where each size can contain a number of pairs from 250 to 4,000 by a step of 250 pairs. The model is tested over all these subsets, and the Learning Curve is reported in Figure 18 . Small test set sizes produce a big variance in BLEU score. When increasing the test set size, the error bars tend to reduce.
In this work, a test set with 2,000 sentences pairs has been used. In the Learning Curve in Figure 18 , the average value and standard deviation for this size are equal to 0.29677 ± 0.0057. This implies that differences in BLEU score smaller that 1.9% using two different test sets of the same size depend on the test set choice and not on different techniques. In recent years, this trouble has been partially solved using a standard test set obtained by the Europarl corpus.
In Section 3.4, we report the correlation coefficient between all the measures. Each correlation coefficient is computed using the results of the 160 experiments described above.
Computational Cost
The computational cost of models creation and development-phase has been measured during the creation of the Learning Curves. Despite its efficiency in terms of data usage, the development phase has a high cost in computational terms, if compared with the cost of creating the complete language and Translation Models.
For each experiment, the user CPU time is computed as the sum of the user time of the main process and the user time of the children.
These quantities are collected for training, development, testing and evaluation phases. In Figure 19 , training, tuning and test user times are plotted as a function of the training set size. It is evident that increasing the training size causes an increase in training time in a roughly linear fashion.
It is hard to find a similar relationship for the tuning time of the development phase. In fact, the tuning time is strictly connected with the optimization algorithm and the sentences in the development set. We can also see in Figure  19 that even a small development set size can require a large amount of tuning time. Each point of the tuning time curve has a big variance. The tuning phase involves translating the development set many times and hence its cost depends very weakly on the training set size, since a large training set leads to larger tables and these lead to slightly longer test times as we can see in Figure 20 .
All these experiments highlight how the optimization step is the real bottleneck in term of computational time. Training time can be reduced using a smaller training set and the test time is not significant compared to training and optimization time.
Discussion and Conclusion
The impressive capability of current machine translation systems is not only a testament to an incredibly productive and creative research community, but can also be seen as a paradigm for other Artificial Intelligence tasks. Data driven approaches to all main areas of AI currently deliver the state of the art performance, from summarization to speech recognition to machine vision to information retrieval. And statistical learning technology is central to all approaches to data driven AI. Understanding how sophisticated behaviour can be learnt from data is hence not just a concern for machine learning, or to individual applied communities, such as Statistical Machine Translation, but rather a general concern for modern Artificial Intelligence. The analysis of Learning Curves, and the identification of the various limitations to performance is a crucial part of the machine learning method, and one where statistics and algorithms interact closely. In the case of Statistical Machine Translation, the analysis of Moses suggests that the current bottleneck is the lack of sufficient data, not the function class used for the representation of translation systems. We have measured the representation error of the system, by running it in ideal conditions, requesting it to translate sentences from the training set. We made sure that the system had no chance to "cheat" by memorising the sentences: in fact we limited the length of the building blocks to 7 words, so that no memorisation of the solution was possible and we also observe that 7 words blocks are anyway seldom used, Figures 9 and 10 .
The high performance observed in the system in these ideal conditions can be summarised as follows: there exists at least one choice of tunable parameters by which we mean the full translation and language models for which the translation system can deliver that performance. This is useful to bound the space of "possible performances", although in ideal situations. In fact, we can not estimate this ideal set of parameters, based on finite samples only. This difference is what we call estimation error. The clear gap between performance on training and testing set, together with the rate of the Learning Curves, suggests that improvements in BLEU score are theoretically possible, if the right information is present in the translation and language models. The evaluation of performance under controlled conditions on the training set is meant to measure the performance that the system can achieve for at least one (ideal) configuration of the tunable parameters. This is the definition of approximation error.
The results of perturbation analysis suggest that the limiting factor in those tables is not in the numeric part of the model -the parameters being estimated -but in the phrases contained in it. Together these observations point to limitations to the phrase-acquisition process, that under i.i.d. conditions is controlled by a Zipf law, and hence leads to very slow rate of discovery of new phrases. In other words, the essential limiting factor for SMT systems seems to be the Zipf law found in natural language.
Rather than focusing on more sophisticated parameter estimation methods, hence, the field should focus on ways to bypass this limitation. The fundamental step to take would be to bypass the i.i.d. distribution governing the knowledge acquisition process. One way to achieve this could be to devise systems that can be proactive in the creation of the entries of their own Language and Translation models. This can be achieved by either introducing an oracle to which the system can ask questions when needed or a process that uses linguistic knowledge to create new table entries based on existing table entries and some grammatical rules. An oracle could be formed by a web agent capable of locating useful bilingual sentences, for any given task, or even a linguistic-based system that could turn SMT models into richer ones by essentially generating new entries and removing unreliable ones. Any way to enforce linguistic constraints might result in a reduced need for data, and ultimately in more complete models, given the same corpus [13] . Both approaches would not change the statistical nature of the system, but would help it achieve its potential by bypassing the phrase acquisition bottleneck. Both approaches are already part of the agenda of the SMT community, and deserve its full attention.
The creation of active learning systems may involve solving the problem of Confidence Estimation, as classical active learning routines use that information as part of their operations. This is already a very active area of research in SMT [5, 28, 30, 29] .
It has been pointed out that a SMT system may deliver good performance even without achieving a maximal score, which is certainly true. But the entire SMT system is motivated by the principle that high scoring sentences are more desirable, and relying on the fact that low-scoring ones may turn out to be good does not seem scientifically satisfactory to us. We have simply analysed the performance of SMT systems that aim at translating by maximising a score, and we did not want to address the issue of human satisfaction in this investigation.
The results in this set of experiments should be compared with results reported in a paper and an online-presentation [6] and [19] . The paper [6] reports "almost linear" improvements in BLEU score by doubling the size of training set for Learning Models. The presentation [19] claims a constant increase in BLEU score with training set size for language (0.005) and translation (0.025) model, in the context of Arabic-English translation. They both seem to be qualitatively compatible with our observation of improvements that are at best logarithmic in the training set size, although we have estimated an increase of 0.01 BLEU score for each double of training set size for both LM and TM.
Future work will include separately assessing the contributions of LM and TM sample sizes, but both our experiments and the experiments mentioned above are compatible with improvements that are at best logarithmic in rate. Our conclusions about data requirements to reach the optimal region of hypothesis space -as estimated by training set error -are hence qualitatively compatible with all existing literature.
