This paper addresses the problem of one-to-many, or multicast, communication in wormhole-routed, n-dimensional torus networks. The proposed methods are designed for systems that support intermediate reception, which permits multi-destination messages to be pipelined through several nodes, depositing a copy at each node. A key issue in the design of such systems is the routing function, which must support both unicast and multicast tra c while preventing deadlock among messages.
1 Introduction Figure 1 . Pipelining operation of wormhole routing Communication operations for parallel and distributed computing can be classi ed as either point-to-point, involving a single source and a single destination, or collective, involving more than two nodes. The growing interest in the use of collective routines is evidenced by their inclusion in many commercial communication libraries and in the recent Message Passing Interface (MPI) standard 3] . Perhaps the most fundamental collective operation is multicast, in which a source node must deliver a copy of a message to every node in a speci ed set of destinations. Special cases of multicast include unicast, in which the destination set contains exactly one node, and broadcast, in which the destination set contains every node in the network. E cient multicast communication is useful in many parallel algorithms and in distributed multiparty applications. Multicast in wormhole-routed systems has been the subject of extensive research (see 4] for a recent survey) and at least two commercial systems, the nCUBE-2 and the CM-5, provide some hardware support for multicast.
One architectural feature that can be used to support multicast communication in wormholerouted networks is intermediate reception (IR) . The IR capability allows a router to deliver an incoming message to the local host while simultaneously forwarding it to another router, as depicted in Figure 2 . In this manner, a single worm may be routed through several destinations, depositing a copy of the message at each; such messages are called multi-destination messages 5]. An important issue in multi-destination message transmission is the underlying routing algorithm. The hold-and-wait property of wormhole routing makes it particularly susceptible to deadlock, and most wormhole-routed systems restrict message routing so as to prevent cycles of channel dependency 6]. For example, dimension-ordered routing, in which messages are routed through dimensions of the network in a predetermined order, has been used in many systems to route unicast messages 2]. Panda, et al. 5 ] studied the implementation of multi-destination messages using existing unicast routing algorithms. The main advantage of this approach is that it requires only minor modi cations to existing router logic. However, the number of nodes that can be reached by a single worm is limited. Multiple, multi-destination messages usually are needed to implement multicast and broadcast operations, and several such algorithms have been proposed 5, 7, 8] .
An alternative approach is to use a di erent underlying routing algorithm entirely, one that is designed speci cally to support both multi-destination and single-destination (unicast) messages. One way to do this is to base all message routing on a Hamiltonian Path (HP) in the network. Lin, et al. 9 ] used this path-based approach to develop a family of multicast routing algorithms for mesh and hypercube networks. The routing algorithm is designed so that messages always acquire channels in the same order as they appear on a particular HP, thereby preventing cyclicwhere 0 i (x) k i ? 1 for 0 i n ? 1. Two nodes x and y are neighbors if and only if i (x) = i (y) for all i, 0 i n ? 1, except one, j, where j (x) 1 = j (y) mod k j . In this paper, we assume for purposes of discussion that a torus is regular, that is, that k i = k j for all 0 i; j n ? 1, and we refer to the width, or arity, of the torus as simply k. However, the results we present are also applicable to certain non-regular tori, as described later. We further assume that the torus is unidirectional, that is, neighboring nodes are connected by physical channels in one direction only. Figure 3 shows the physical links associated with a 4 4 2D unidirectional torus. The unidirectional torus network permits the use of simpler routing hardware than a bidirectional torus, in which direct message transmission is possible in either direction between neighboring nodes. Moreover, in unidirectional torus networks, fewer virtual channels are required, as compared to bidirectional networks 6]. Although the average distance between nodes is greater in a unidirectional torus, this property is less important in wormhole-routed networks than in earlier store-and-forward switched systems, given the relative distance-insensitivity of wormhole routing 2]. Our studies of multicast communication in bidirectional torus networks are described elsewhere 13, 14] . In torus networks, the presence of wraparound channels can lead to routing cycles among messages. Channel-dependence cycles can be broken by multiplexing virtual channels 6] on a single physical communication channel. Each virtual channel has its own it bu er and control lines. In this paper, we assume that only two virtual channels, the minimum needed to prevent deadlock 6], are multiplexed on every physical channel.
Each router is connected to its local processor/memory by internal channels, or ports. The port model of a system refers to the number of internal channels at each node. In this paper, we assume that every node has two input ports and one output port. The two input ports are necessary in order to prevent deadlock among multiple multi-destination messages 8].
3 Path-Based Routing Function
The two major components of a multicast implementation are the routing function and the message preparation algorithm. The routing function, implemented in router hardware, determines the route taken by a message between the source and the rst destination, and between subsequent pairs of destination nodes. The message preparation algorithm, implemented in software at the source node, constructs the list of destination nodes and places it in the message header, thereby determining the order in which the destination nodes are visited. This order can a ect the channel dependencies created by the message, and hence, the deadlock properties of the system. In other words, it is the combination of the message preparation algorithm and the routing function that must be considered when designing a deadlock-free system.
Hamiltonian Circuits
The path-based routing method developed by Lin, et al. 9] for meshes and hypercubes uses a Hamiltonian Path (HP) in the network. In a unidirectional torus network, a Hamiltonian Circuit (HC) must be used. Figure 4 shows a 2D (6 6) unidirectional torus. The numbers near the upper-left corner of each node de ne a total ordering on the nodes. This total ordering corresponds to an HC that \begins and ends" at node (0; 0). Although a unidirectional torus generally contains more than one HC, the methods described here use only the particular type of HC illustrated in Figure 4 . We refer to this special HC in a particular torus, Figure 4 are boundaries, which are communication links whose direction is from a higher numbered node to a lower numbered node. Boundaries will be used when de ning a path-based routing function for torus networks. The same technique can be applied to higher-dimensional torus networks. Figure 5 shows the node orderings de ned by H in a 3D (4 4 4) torus where, for clarity, the communication channels in dimension 2 (inter-plane) are not shown. In addition to the boundaries shown explicitly Figure 4 . Hamiltonian circuit H in a 2D torus in Figure 5 , every channel from plane 3 to plane 0 is also a boundary. We de ne`T (u) to be the position, or label, of a node u in torus T as determined by H T . Again, when it is clear which torus network is under consideration, we use the notation`(u). For example, in Figure 4 ,`(0; 0) = 0, (0; 1) = 1,`(1; 0) = 7, and so forth. H is formally de ned in terms of labels. For a 1D torus, which is simply a ring,`(u) = 0 (u). For a 2D torus,
For the general case of a k-ary n-dimensional torus, H is de ned as follows:
This method is also applicable to certain classes of torus networks whose topologies are not regular. For example, if the size of the network is k n?1 k n?2 k 0 , then the desired HP exists if, for all i, k i is a multiple of k i?1 . We formally de ne boundaries as follows.
De nition 1 If u and v are two neighboring nodes (that is, if u i = v for some 0 i n ? 1), then channel (u; v) is a boundary if and only if`(u) >`(v). Figure 6 illustrates the virtual channels within a single dimension, d, of a unidirectional torus.
In this example, as in each row of the 2D torus in Figure 4 , the wraparound link happens to be a boundary.
. . . . . .
c dp 0 c dh (k−1) Figure 6 . Virtual channels in one dimension of a unidirectional torus
Besides deadlock caused by the usage of channels that interconnect routers, another type of deadlock, consumption channel deadlock 5, 8] must also be considered in systems that support multi-destination messages. Figure 7 illustrates a scenario in which two multi-destination messages are each attempting to deliver a message to nodes x and y. However, each message is holding the single input port (consumption channel) at one node, while waiting to use the input port at the other node, resulting in communication deadlock. Boppana, et al. 8] showed that by equipping each node with two input ports and restricting their use (one for \forward" messages and one for \backward" messages), deadlock can be prevented in path-based systems. We can use this approach to prevent consumption channel deadlock in unidirectional torus networks under UTPR. Each router is equipped with two input ports, a p-port and an h-port. A (unicast or multicast) message for which node i is a destination, upon arriving at node i's router via a p-channel, will be forwarded to the host via the p-port. Similarly, a message arriving via an h-channel will be forwarded by way of the h-port.
Formal Routing Function
A multi-destination routing implementation must provide e cient support for the special case of unicast communication. In particular, a unicast message should always follow a shortest path between the source and destination. To meet this requirement, the path-based routing function must restrict travel to those dimensions in which the addresses of the current node and the next destination node di er; these are called useful dimensions.
In order to route a message from a node u to a node v, where either`(u) <`(v) or`(u) >`(v), we use the following generalized routing rule: travel occurs in the lowest useful dimension that does not cross a boundary. If every useful dimension crosses a boundary, then travel occurs in the highest useful dimension. By using p-channels prior to crossing a boundary, and h-channels thereafter, cycles of dependency among virtual channels are prevented. We show later that an arbitrary multidestination message can be routed so that at most one boundary is crossed. Limiting a message to a single boundary crossing is important, since with only two virtual channel sets, allowing messages to cycle through the network multiple times could cause deadlock.
The path routing function for UTPR is described formally by the function R UTPR : N f`p',`h'g N ! C, which maps a (current node, incoming virtual channel set, destination node) triple into the next channel on the path. Let (u; v) be the set of useful dimensions for routing from u to v. That is, 
A multi-destination message is routed from a source node to a destination node (or between successive destination nodes) by applying the R UTPR function, rst at the source router, and then at each router through which the message travels, until the destination is reached. When a message enters the network, it is initially routed over a p-channel. As speci ed by Equation 2, the message continues to be routed over p-channels unless a boundary is crossed. After crossing a boundary, a message is routed on h-channels.
Single-Phase Multicast Communication
In order to perform a multicast operation using multi-destination messages, one or more communication steps may be used. Methods that reach all destination nodes in one communication step are termed single-phase 9], while those that require more than one step are called multiphase 5, 7] . During the rst phase of a multi-phase multicast, the source node sends a multidestination message to a subset of the destination nodes. During subsequent phases, some (perhaps all) of the nodes that have already received the message each send a multi-destination message to a distinct subset of the nodes that have not yet received the message. This process continues until the message has reached every destination node. In this section, the R UTPR routing function is used to develop a single-phase multicast algorithm for torus networks, while Section 5 describes multi-phase algorithms. The S-torus multicast algorithm (`S' for single phase) implements deadlock-free multicast communication by requiring each multi-destination message to visit its destination nodes in an order corresponding to H. Given the constraint of only two virtual channel sets, the message must be limited to one full cycle of H. In order to meet this requirement, we de ne an H-chain, which is simply a sequence of nodes whose order is consistent with the ordering established by H.
De nition 2 A sequence of nodes fu 0 ; u 1 ; u 2 ; : : : ; u m?1 g is an H-chain if and only if all elements of the sequence are distinct, and`(u i ) <`(u i+1 ) for 0 i < m ? 1.
The labels of the elements of an H-chain are strictly increasing. An H-cycle, on the other hand, is a sequence of nodes whose ordering is consistent with the cyclic ordering associated with H, and is de ned as an end-around rotation of an H-chain.
De nition 3 If = fu 0 ; u 1 ; u 2 ; : : : ; u m?1 g is an H-chain and u s is an element of , then fu s ; u s+1 ; : : : ; u m?1 ; u 0 ; u 1 ; : : : ; u s?1 g is an H-cycle with respect to u s .
As an example, we consider a multicast problem in a 2D (6 6) torus, depicted in Figure 8 . The source node (3; 2) is to deliver a message to nine destination nodes using a single multi-destination message. We assume that routing is based on the HC shown in Figure 4 where the rst element of is the source node, and the order of destination nodes is arbitrary.
For convenience, the source node is underlined, and the label`(u) of each node u is added as a superscript to the node address. First, is sorted according to labels of the node addresses to A single message can be routed, starting at the source node (3; 2), and then to each destination node in 00 , in turn, according to the path routing function R UTPR (Equation 2). The path of this multi-destination message is depicted with bold arrows in Figure 8 . Figure 9 gives the message preparation algorithm, which is executed by the source node in order to construct the multi-destination message header.
Theorem 1 If = fu 0 ; u 1 ; u 2 ; : : : ; u m?1 g is an H-cycle, then a multi-destination message, routed according to path routing function R UTPR , beginning at source node u 0 and routed through destination nodes u 1 ; u 2 ; : : : ; u m?1 , in that order, has the following properties:
1. All paths between successive destination nodes are minimal. 2. The network is deadlock-free under any and all combinations of such multi-destination messages. 3. All physical channels used by the message are distinct.
Proof: See the Appendix. Output: Message header M. Procedure:
1. Sort according to an ascending ordering of the node labels`(u i ) of each node u i . 2. Rotate so that u 0 is again the rst element of .
3. Set M = ? fu 0 g . Figure 9 . The message preparation algorithm for path-based routing Since a unicast message is a special case of a multi-destination message in which there is only one destination node, it follows that minimal, deadlock-free unicast routing is also provided by the above routing mechanism. Furthermore, all combinations of multi-destination and unicast messages can coexist without possibility of network deadlock.
There are several advantages to implementing multicast communication with a single multi-destination message. The operation requires only one communication step. Hence, for long messages, full advantage is taken of the communication pipelining of wormhole routing. Also, every destination node receives the message directly via its router; local processors are not required to relay the message. This feature may be very useful in wormhole-routed LANs, where per-switch destination sets are typically small and the streaming of multimedia data is important. However, the S-torus algorithm also su ers from some disadvantages. For example, a single message used to reach all N nodes in the network, as in the case of a broadcast operation, will have a total path length of N ? 1. Such extremely long paths can result in poor performance in large parallel computer networks because of transmission delays and network congestion 5]. Moreover, a single-phase approach to multicast does not exploit the communication parallelism that is possible when concurrent messages are used to complete the operation 5]. These considerations motivate the study of multi-phase multicast algorithms.
Multi-Phase Multicast Communication
The concept of using multiple multi-destination messages to implement broadcast operations was proposed by Panda et al. 5] and by Ho and Kao 7] for use in broadcast algorithms for meshes and hypercubes, respectively. In this section, we present several multi-phase multicast algorithms for unidirectional torus networks. Like the S-torus algorithm, all these algorithms use the R UTPR routing function.
The M-Torus Generalized Multicast Algorithm
As before, we assume that a multicast operation is described by an H-cycle, , where the rst element of is the source node. Since multiple worms will be used to deliver the message to the destinations, we need to partition the H-cycle. The M-torus multicast algorithm, given in Figure 10 , implements multi-phase multicast operations by recursively partitioning the H-cycle. Let be an H-cycle containing the source and destinations of a multicast operation. The ordering of the nodes depends strictly on the source node and the Hamiltonian Circuit used for routing. The H-cycle can be partitioned into smaller H-cycles in a variety of ways, but the order of the nodes remains xed. Let be a partition of .
In the rst phase of the algorithm, the source node sends a multi-destination message addressed to the rst node in each H-cycle in (except for the H-cycle containing the source node itself).
The rst node of each list, having just received the message, becomes the source node for the next iteration, and the algorithm proceeds recursively.
The M-Torus Multicast Algorithm Since there are many ways to partition a given H-cycle, a speci c instance of the M-torus algorithm is determined by the partition used in Step 1. For example, if the input H-cycle (of length m) is partitioned into m individual parts (whose lengths are all equal to one), then the M-torus algorithm will produce a single-phase multicast equivalent to the S-torus algorithm. On the other hand, if the input H-cycle is always partitioned into exactly two smaller H-cycles, then all messages generated by the algorithm will have only a single destination, resulting in a unicast-based implementation 13]. Between these two extremes are a multitude of partitioning methods, each resulting in a di erent version of the M-torus algorithm. An important property of the M-torus algorithm is that it is contention-free, regardless of the partition used in each suboperation.
Theorem 2 The M-torus algorithm applied to an H-cycle = fu 0 ; u 1 ; u 2 ; : : : ; u m?1 g results in a contention-free multicast from source node u 0 to destination nodes u 1 ; u 2 ; : : : ; u m?1 .
Proof: See the Appendix.
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Next, we examine two particular partitioning methods: dimensional partitioning and uniform partitioning. These two partitioning methods correspond to two instances of the M-torus algorithm termed the M d -torus and M u -torus multicast algorithms, respectively.
The M d -torus Multicast Algorithm
The dimensional partitioning method attempts to limit the path lengths of the constituent messages In an n-dimensional torus network, the M d -torus algorithm operates as follows (refer to Figure 10 ). During the rst communication phase, the partition is a dimensional partition of order n ? 1. During the second phase, a dimensional partition of order n ? 2 is used, and so forth, until the n th and last phase, where is a dimensional partition of order 0, which is simply a partition of into individual nodes.
As an example, consider the multicast problem in a 2D (64 64) The source node (15; 7) sends a multi-destination message addressed to the rst node in 1 (2; 50) and the rst node in 2 (5; 22). During the second phase, the rst node in each of the three H-cycles sends a multi-destination message addressed to all other nodes in their respective partition.
In the example, these three messages are sent to nine, one, and three destinations, respectively. The M d -torus algorithm completes the multicast in 2 phases because the dimensionality of the network is 2.
The M u -torus Multicast Algorithm
The M d -torus algorithm partitions the destination nodes based only on the structure of the underlying torus network, without regard to the actual destinations of the multicast operation.
In some cases, it may be useful to consider the structure of the H-cycle to be partitioned. For example, limiting the number of destination nodes reached by any single message reduces the length of the message header and tends to also reduce the message path length.
A method that allows the number of destinations per message to be controlled is termed uniform partitioning, in which the H-cycle is divided into a speci ed number of H-cycles whose sizes are as nearly equal as possible. We emphasize that the word`uniform' refers to the size of the H-cycles, and not to any randomized approach associated with a uniform distribution. Uniform partitioning is formally de ned as follows.
De nition 6 A partition of an H-cycle is a uniform partition of size r if and only if 1. j j = r; and 2. For each partition a 2 , either j a j = dm=re or j a j = bm=rc, where m = j j is the size of the multicast operation.
The M u -torus algorithm is a special case of the M-torus algorithm that uses uniform partitioning.
The M u -torus algorithm is parameterized by the size of the partition, r. In all but the last phase of the algorithm, r ? 1 is the number of destinations of each constituent message. In the last phase, messages may involve fewer destinations. Using this algorithm, the aggregate number of destinations reached will grow by a factor of r during each phase, leading to the following result:
The M u -torus algorithm, with partitioning parameter r, applied to a multicast operation of size m, requires dlog r me phases to complete the multicast operation.
We now apply the M u -torus algorithm, with parameter r = 4, to the multicast problem used During the second phase, the rst node in each of the four H-cycles applies uniform partitioning with parameter r = 4. In each case, the result is a partitioning of the sequence into individual nodes.
Thus, each node holding a copy of the message (speci cally, nodes (15; 7), (15; 22), (15; 35), and (5; 22)) sends a multi-destination message to the three remaining nodes in its respective H-cycle.
The M u -torus algorithm with parameter r = 4 completes the multicast of size m = 16 in 2 phases.
Discussion
The M d -torus multicast algorithm takes advantage of the underlying dimensional structure of the torus network. By partitioning the multicast problem according to dimension boundaries, subsequent phases of the multicast are con ned to sub-tori of decreasing dimension. This con nement is bene cial in limiting inter-destination path lengths of multi-destination messages. The M u -torus algorithm, on the other hand, uses the strategy of limiting the number of destination nodes for each multi-destination message, thereby preventing excessively long total path lengths. We compare the two algorithms through simulation in Section 6. In addition to the two methods described above, many other partitions can be used in the Mtorus algorithm. Even hybrid approaches are possible. For example, a partitioning method could combine H-cycles produced by dimensional partitioning whenever two or more adjacent sub-tori contain relatively few destination nodes, and could partition an H-cycle for a single sub-torus that contains many destination nodes. This method balances the purely \network view" imposed by dimensional partitioning with the \destination set" view of uniform partitioning.
Performance Evaluation
In order to better understand the performance of the multicast algorithms presented in the previous two sections, a simulation study was conducted. To our knowledge, the proposed routing function is the rst to o er a general framework for multicast algorithms in unidirectional torus networks, so it is not possible to compare our methods with alternative proposals with the same goal. However, the generality of the proposed algorithms makes it possible to compare certain special cases, some of which have appeared previously in the literature, and some of which are proposed in this paper.
Five speci c multicast algorithms were simulated: the single-phase S-torus algorithm, the M d -torus algorithm, two instances of the M u -torus algorithm, and for comparison, a unicast-based multicast algorithm 13]. In order to examine the e ect of the partitioning parameter, r, on the M u -torus algorithm, two such parameter values were chosen: r = 8 and r = 64. We refer to the corresponding algorithms as M u -torus(8) and M u -torus(64), respectively. The unicast-based algorithm, which also uses R UTPR , is essentially the M u -torus algorithm with parameter value r = 2. To complete a multicast of size m, the algorithm therefore requires dlog 2 me phases, or communication steps 13]. The S-torus algorithm, being very similar to the original single-phase path-based methods of Lin, et al. 9] , is included as a way of comparing this method to our M d -torus and M u -torus algorithms. Likewise, the unicast-based algorithm we examine here is very similar to existing multicast methods 13].
The system model for the simulation is the same as that assumed throughout this paper: a k-ary n-dimension torus with unidirectional communication links. All simulations were performed for a 4096-node torus. Both 2D (64 64) and 3D (16 16 16) topologies were examined, as well as various message lengths, multicast sizes, and startup latencies. In order to provide example cases for the simulation, each multicast set was produced by selecting randomly, from all nodes in the system, the appropriate number of unique nodes. Statistics for each con guration were averaged over 400 trials. Speci c values were chosen for the following parameters. The software overhead at the message source and destination node are represented respectively by the message send latency, S , and the message receive latency, R . The combined send and receive latencies are referred to as the message startup latency. The time required for a message in the network to advance one it is represented by the per-it network latency, n . We present performance results for two sets of message latencies: one corresponding to rst-generation wormhole-routed parallel computers, and a second set of smaller latencies consistent with current systems. Figure 11 shows the performance of the various multicast methods on a 2D (64 64) torus with message latency values of S = 95 sec, R = 75 sec, and n = 0:5 sec. These values re ect the relatively high message startup latencies reported for early wormhole-routed systems, such as the nCUBE-2 hypercube 2]. Both average (over all destinations) and maximum multicast delays are shown. Results are shown for message lengths of 8, 512, and 16384 its.
Performance under Large Startup Latencies
Under this con guration, the results show that all of the path-based methods, with their additional hardware support for intermediate reception, perform better than the unicast-based operation, except for very short messages. Even for those short messages, however, the M u -torus(8) algorithm performs much better than the unicast-based method. In general, as the message length is increased, methods that use fewer communication phases tend to perform better due to the pipelining of wormhole routing. Among path-based algorithms, the algorithms providing the best performance depends on the message length. The S-torus algorithm performs very well for long messages, due to lower relative startup costs, whereas the M u -torus(8) algorithm performs better with short and medium message lengths.
Performance under Small Startup Latencies
In another group of simulations, whose results are shown in Figure 12 , lower message startup latencies were used to re ect recent improvements in network interface designs. The respective latency values are S = 10 sec, R = 8 sec, and n = 0:5 sec. Again, message sizes of 8, 512, and 16384 its were simulated. Under this con guration, the unicast-based method exhibits performance that is nearly identical to the M u -torus(8) algorithm for short messages, but still performs poorly, compared to the path-based methods, for medium and long messages. For long messages, the S-torus algorithm shows the best performance.
The results for the 3D torus are similar and may be found in 15]. The results are similar to those for the 2D torus, though the performance of the S-torus, M d -torus, and M u -torus(64) algorithms improve somewhat due to the shorter average path lengths of the 3D topology.
E ect of Message Size
In Figure 13 , the multicast delays are plotted against the message length for a multicast involving 512 (out of 4096) nodes. Results for both high and low message startup latencies are presented. The results show that the amount by which the algorithm is a ected by an increase in the message size is directly related to the number of communication phases used by the algorithm. The S-torus algorithm, with only one phase, is least a ected by the message length, while at the other extreme, the unicast-based method, requiring dlog 2 512e = 9 phases, is most a ected. 
Link Utilization
An important attribute of any communication operation is the resultant amount of network tra c produced, which may a ect other communication in the network. In order to study this characteristic, the total number of link visits was recorded for each simulated multicast operation. Each link visit represents the use of one communication link by one message. Multiplying the number of link visits involved in a multicast operation by the message length and by the per-it network latency, n , produces a value equivalent to the summation, over all links in the network, of the total time during which the link is being used by the operation. Figure 14 plots the resultant link usage for both 2D and 3D 4096-node torus networks, over various multicast sizes. As shown, the path-based algorithms require the use of fewer communication links than does the unicast-based method, especially with the 2D topology. 
Algorithm Selection
We emphasize that any and all of the multicast algorithms presented in this paper can be used on the same system (see Section 7). While the R UTPR routing function is presumed to be implemented in hardware, a system could be tuned so that the source node chooses the algorithm that has been found to perform well under the current conditions. For example, in a system with low message startup latency, Figure 12 indicates that the single-phase S-torus algorithm is appropriate for very long messages, while the M u -torus(8) algorithm is better suited to shorter messages. Empirical studies on a particular system could be used to re ne this algorithm selection process. The choice of multicast algorithm is made in software at the source node and does not a ect the underlying routing hardware.
Of course, the particular HC used in the system also a ects performance. There may exist other HCs in a given network, and it may be possible that certain multicast operations executed on a di erent HC would use fewer communication links. However, only one HC may be used in a particular system, otherwise deadlock is possible. The particular HC (and routing function) that we have de ned in Section 3.1 was chosen because it provides minimal unicast routing and prevents deadlock among all combinations of unicast and multicast tra c. Moreover, we have shown that this HC supports a wide variety of multicast algorithms, allowing performance tuning to be implemented in software as described above. To our knowledge, this is the rst proposal for a uni ed approach to multicasting in unidirectional torus networks. Evaluation of alternative HCs is a topic for future research.
Implementation Issues
Because the path routing function must be implemented in hardware, it must be simple. The path routing function must be designed so that the output channel on which an incoming message is to be forwarded can be determined by examining only the rst few its of the message header. Also, the router must be able to determine quickly if the current node is a destination of the incoming message, and if so, whether there are additional destinations to which the message must be forwarded.
Boundary Identi cation
In order for the router at a node u to implement R UTPR given in Equation 2, the outgoing channels at node u that are boundaries must be identi ed. For any node u, and any dimension d (0 d n ? 1), channel (u; u d ) is a boundary if and only if P n?1 j=d j (u) mod k = k ? 1. The boundary dimensions for each node can be identi ed once during system startup, and need never be recomputed.
Algorithmic View of R UTPR
The formal de nition of the path routing function R UTPR , given by Equation 2, is intended to convey the concept of how the routing path of a message is determined. It does not, however,
represent an e cient implementation of the function. An algorithmic view of the function R UTPR , more suitable for implementation in a router, is given in Figure 15 . The predicate boundary simply indicates whether an outgoing channel on the speci ed dimension is a boundary. For messages originating at the local node, u (as opposed to those that arrive on network channels), the input parameter is set initially to`p'. When the dimension n of the torus is small, as is the case with commercial torus networks, the R UTPR path routing function can be easily implemented with a simple combinational logic circuit. Figure 15 . Implementation of the path routing function R UTPR
Multi-Destination Message Format
With unicast wormhole routing, the header it of a message contains either the address of the destination node (absolute addressing) or the direction and distance from the current node to the destination node (relative addressing). Similarly, in multi-destination routing, the message can be pre xed with either a list of absolute addresses or a list of relative addresses 9]. The order of these addresses corresponds to the order in which the destination nodes are to be visited. Once the message header reaches the rst destination node in the list, the router at that node removes its own address from the front of the list and forwards the remaining its towards the next destination node, while simultaneously copying the message contents to the local host memory. The router at the last destination node copies the message to the local host memory, but does not forward the message.
In order to identify the last destination address in the message header, and consequently, the beginning of the message body, the address of the last destination node can be duplicated in the message header. The occurrence of two consecutive and identical destination addresses then signi es the end of the destination address list. The message format corresponding to the H-cycle = fu 0 ; u 1 ; u 2 ; : : : ; u m?1 g is depicted in Figure 16 ; absolute addressing is used. As the message progresses through the network, the header becomes shorter as the routers at each destination node remove their respective addresses from the head of the message. In the case of relative addressing, rather than duplicating the address of the last destination node, the list of destination addresses can simply be appended with a zero o set (which, conceptually, is equivalent to duplicating the last address, since an o set of zero from the last destination is, indeed, the last destination). Absolute addressing is assumed; very minor adjustments are required to support relative addressing. This algorithm can be implemented in a router using relatively simple logic similar to that described in 16]. The recv function reads the next incoming it, while the send function transmits a it over the speci ed outgoing channel. In cases where channel contention occurs so that a it cannot be sent over the speci ed channel, the send function blocks until the channel is available. The send-local function copies a it to the local host memory. The router hardware need be only slightly more complex than routers in current systems that support single-destination messages.
Only two it bu ers are required for each incoming channel (corresponding to` it1' and` it2' in Figure 17 ). Decision logic in the it forwarding algorithm can be implemented using simple combinational logic.
Multi-Phase Implementation Issues
To implement the M-torus multi-phase algorithm, each intermediate destination node must be informed of the list of nodes to which it must send the message. The following are three potential mechanisms by which the dissemination of the multicast structure can be accomplished: (1) If a particular source node is to perform repeated multicasts to the same group of destination nodes, then the necessary information can be distributed once when the communication group is formed. During subsequent multicasts to that group, a group identi er (GID) is attached to the message body so that each destination node can refer to the local state information associated with the group; In the implementation of a system supporting path-based multicast, the choice between the above three methods of distributing the multicast structure depends on several factors. The rst method, in which the structure information is distributed initially upon creation of a group of communicating nodes, is e cient only in cases where the same source and destinations will be involved in repeated multicasts. This method also requires that each destination node maintain a local group table to store such information.
If the multicast structure is added to the message body, as in the second method, one di culty is that every destination node must receive the \structural" information intended for all of the other destination nodes. Without additional router support, the same message body must be delivered to each of the destination nodes of the message; there is no way to distinguish the structural information that is needed by a particular destination. Instead, the local host at each destination node must locate and use the correct H-cycle from the list of H-cycles received in the message body. An advantage of this method is that no additional hardware support is needed beyond that required for single-phase multicast.
The third method requires that the routers be able to process compound message headers. For succinct discussion, we introduce the following notation. Let u be the H-cycle that is used as input to the M-torus algorithm at node u. The H-cycle u thus contains those destination nodes for which node u is responsible. If u is the original source node, then u represents the entire multicast operation.
Figure 18 depicts a message that is to be transmitted from source node u 0 to destination nodes u 1 ; u 2 ; : : : ; u r?1 using a compound message header. Node u 0 has partitioned the multicast problem represented by H-cycle into r sub-lists 0 ; 1 ; 2 ; : : : ; r?1 , where u i is the rst element of i (0 i r ? 1). Each destination node address, u i , in the header of a compound message is followed by a count, ! i = j u i j, of the number of destination nodes for which u i will in later phases be responsible, as well as the list, u i , of those node addresses. The address of the last destination node, u r?1 , is duplicated to signify the end of the header. Minor enhancements to the routing hardware are required to support the compound message format. In addition to the activities required for a basic multi-destination message (Figure 17) , the router must perform two additional tasks: (1) When forwarding the message header to the next destination node, the proper H-cycles must also be forwarded; and (2) When the local node is a destination of the message, the H-cycle immediately following the local node address must be forwarded to the local host.
When using the compound message format for a simple multi-destination message, the H-cycle for each destination node is null; however, in order for the router to process the message header, the associated H-cycle size counts, all set to zero, must be included in the header. Thus, the compound message format incurs an overhead of one additional header it for each destination node when used for a simple (non-compound) message.
In order to support both compound and non-compound multi-destination message formats more e ciently, it is possible to place a message type indicator into the message header. This indicator would distinguish between the two types of multi-destination message formats, and could even identify a unicast message, so that the most e cient message format could be used for each type of message. However, in order to interpret the message type information and adjust the router functionality accordingly, additional hardware support is required.
Conclusions and Future Work
This paper has described and evaluated several path-based multicast algorithms for unidirectional wormhole-routed torus networks. The results are applicable to the design of architectures for both wormhole-routed parallel computers and high-speed LANs.
The S-torus multicast algorithm uses a single multi-destination message to perform an arbitrary multicast operation. The S-torus algorithm was extended to the M-torus algorithm, a generalized multi-phase multicast algorithm, in which a combination of multi-destination messages is used to perform a multicast in one or more communication phases. Two speci c instances of the M-torus algorithm, the M d -torus and M u -torus multicast algorithms, were presented. These algorithms produce contention-free multicast operations and are deadlock-free under all combinations of network tra c.
A simulation study was conducted to compare the expected performance of the di erent algorithms. The results of this study show that the path-based multicast algorithms o er signi cant performance gains over unicast-based multicast techniques. By using the proposed algorithms, unidirectional torus systems with IR capability are able to perform e cient unicast and path-based multicast operations within a variety of environments. Finally, we described several issues that must be considered in the implementation of such systems and presented possible solutions. A particularly important issue is the manner in which multi-phase multicast addressing is supported.
Our ongoing and future work in this area focuses on the design of path-based routing algorithms for other topologies and the use of path-based multicast to support \higher-level" collective operations, such as scan, global reduction, and all-to-all broadcast. A particularly intriguing topic is the use of this approach to support these operations, as well as multicast, within an \intelligent" LAN whose switch fabric is constructed from a wormhole-routed torus network. Lemma 5 Let u and v be any two distinct nodes in a unidirectional torus and let w be the rst node (after node u) on the path from u to v, as determined by the path routing function R UTPR . If (u) <`(v) then`(u) <`(w) `(v). If`(u) >`(v) then either`(u) <`(w) or`(w) `(v).
Lemma 6 Let u and v be any two distinct nodes in a unidirectional torus. If`(u) <`(v) then the path from u to v, as determined by the path routing function R UTPR , does not contain a boundary.
If`(u) >`(v) then the path contains exactly one boundary.
Theorem 1 If = fu 0 ; u 1 ; u 2 ; : : : ; u m?1 g is an H-cycle, then a multi-destination message, routed according to path routing function R UTPR , beginning at source node u 0 and routed through destination nodes u 1 ; u 2 ; : : : ; u m?1 , in that order, has the following properties.
and the sequence of h-channels on the path visit nodes in an ascending order of node labels,`(u). The label of the port used at the node immediately preceding the boundary is greater than those of all the p-channels visited thus far, and less than the label of the h-channel to be visited on the boundary. Thus, the order of all channels on the path from node u 0 to node u m?1 is consistent with the total ordering described above. Since all messages reserve virtual channels in an order that is consistent with the total ordering of virtual channels de ned above by , then cycles of channel dependency, and thus deadlock, cannot occur.
Assertion 3 (distinct physical channels): The above proof of Assertion 2 shows that the path from node u 0 to node u m?1 does not visit any node more than once. Therefore, it cannot contain a multiple occurrence of a physical channel. From Lemma 6, it follows that the above H-cycles are all disjoint, that is, range ( i ) T range ( j ) = ; whenever i 6 = j.
We now consider the multi-destination messages generated within i . The rst such message is generated by node u i;0 . Since the source and destination nodes of the message are ordered according to the H-cycle i , then by Lemma 6, every node visited by the message is an element of range ( i ). We conclude that, once the original multicast operation has been partitioned into r subproblems, each corresponding to an H-cycle, the messages generated by these subproblems do not visit common nodes. That is to say, there is no contention between any two subproblems.
Since the message generated in Step 2 of the algorithm ( Figure 10 ) precedes all other messages of the multicast, then it cannot contend with any other message produced by the operation.
Recursively, each multicast subproblem corresponding to one of the H-cycles i , is itself contentionfree. Therefore, the entire multicast operation is contention-free.
2
Since no assumptions are made in the above proof regarding the nature of any of the partitionings performed in Step 1 of the algorithm, the M-torus algorithm is contention-free regardless of the nature of the partitions used in the suboperations (for example, whether some are uniform and others are dimensional).
