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Abstract
Building Information Modeling (BIM) provides information regarding a building in
digital format for the comprehensive building life cycle, which comprises building
design, construction, and operation. Compared to traditional manual processes,
which are based mainly on 2D drawings, BIM has a huge potential to reduce time and
costs, and increase efficiency. The concept of classifications in BIM is particularly
crucial throughout the life cycle of BIM since it gives structure to the data and
helps users analyze different parts of the building model. Despite its importance,
only a few BIM tools offer accurate handling of classifications but still with great
limitations. They require human expertise and effort for manually assigning the
right categories or defining classification rules for assigning the categories. The main
objective of this thesis is to improve upon the conventional and largely manual
approach to element classifications by utilizing rich data in BIM. To achieve this,
three different types of information, which are numeric sizes, textual descriptions,
and 3D shape, are extracted from elements in the BIM model. To process this
information, a classification model, which concatenates outputs from a convolutional
neural network and a fully connected neural network, is trained. Furthermore, the
study defines metrics for measuring the quality of the data and examines their
relationship with system performance. Moreover, the prototype of the classification
system is deployed to a cloud environment to investigate the impact of system
configuration on the performance. The results of the experiments empirically prove
that a data-driven approach using the rich information of BIM enables automatic
classification using machine learning. Experiments on different system configurations
show that additional computing resources improve processing time with a trade-off
of cost. Analysis of the quality of data and time-accuracy trade-off offers an insight
into the optimal data selection and system configuration with practical examples.
Finally, this study illustrates the potential of machine learning for improving the
BIM classification tools that can be integrated into existing BIM tools.
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1 Introduction
In the architecture, engineering, and construction (AEC) industry, Building Informa-
tion Modeling (BIM) is a key element for the digital transformation of the industry.
It means the use of digital information on a building model over the course of the
entire building life cycle including design, construction, and operation phases [1].
The digital representation of a building model offers a framework for communication
and collaboration with consistent and coordinated information to all project partici-
pants, such as owners, architects, engineers, and constructors. As a result, it reduces
time, cost, and errors, and increases efficiency compared to the conventional manual
processes [2].
As all the information about a building is centralized and integrated, effective
ways of managing the increased amount of data have emerged as a critical issue
in BIM. Of all the features of BIM, this thesis will focus on classification since it
is a crucial tool to help the users keep control over the vast amounts of data that
typically accumulate in a construction project. Classification is used in BIM to
identify and organize building elements by grouping them into multiple categories
and adding labels to them based on specific matching characteristics. This helps
stakeholders manage, coordinate, and evaluate BIM models across disciplines by
making it easier to find and select appropriate building elements. As a result, this
supports standardized identification that is further used for project management,
scheduling, cost estimation, and quality assurance. Besides, the classification enables
the stakeholders to understand the structure of BIM information even without
manipulating the actual data. Various classification standards for building elements
have been developed and updated with the help of digital information and tools as the
available information expands in the building industry. For example, MasterFormat,
Uniformat, Uniclass, and OmniClass are the most popular ones that are widely used
all around the world [3].
In digital classification tools, there are three major approaches of assigning
category labels to building elements: information reuse, manual assignment, and
automatic assignment. Information reuse is when the building elements are copied
from an old BIM project of the previous work and used again for a new BIM project.
In this case, the elements keep the previously defined information as properties of
building elements including the category labels that are assigned in the old project.
Manual assignment can be done by many BIM tools such as ArchiCAD and Revit.
They are two popular examples of BIM authoring software that create the actual BIM
models. These software products provide classification tools: ArchiCAD Classification
Manager [4] and Revit Classification Manager [3]. Their classification tools allow
users to map selected elements to the desired category from pre-defined or custom
classification database. However, these tools require manual assignment, meaning
that users need to select the element and target category label to classify. Automatic
assignment is provided by Solibri software [5] which is a software tool that analyzes
the quality of BIM models. It finds, visualizes and reports problematic issues in a
building model for quality assurance. The classification in Solibri software works with
an improved approach based on rules on specific attribute fields of each element. This
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tool automatically selects the target elements that satisfy the classification rule and
adds a category label to the elements according to the rule definition. While detailed
instructions for adding the classification rules are given in the online manual of the
Solibri software product [6], an example of rule definitions in the Solibri software is
shown in Figure 1. In this example, a classification rule for the category Exterior
Walls searches all the elements whose Component field is Wall, or the Type property
contains both Basic Wall and Exterior. The processes of selecting target elements
and assigning them to corresponding categories are automated in Solibri software.
However, the classification rules still need to be defined by users.
1.1 Problem statement
Throughout the entire stages of design, construction, and operation in BIM, clas-
sification is used extensively for grouping and filtering the building elements. A
central problem, however, is that existing classification tools require either direct
category assignment or classification rule definition from human input. Despite
the time-consuming manual work, the result of manual classification does not al-
ways exhaustively assign all elements to the corresponding categories and may leave
some elements unclassified or misclassified due to different ways of modeling, slight
deviations, or errors. There are several risk factors in manual classification:
• Misuse of data: Elements are not used as planned due to users’ misunderstanding
Figure 1: Classification rule settings in Solibri software [6]
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about classification. For example, ceiling elements are used to represent floor
elements because they have similar shapes and properties.
• Inaccurate data: Users could make a mistake when they manually fill the value
of fields, such as from typos. Often customers download the BIM elements
from an internet website or copy elements from their old projects, and the
reused elements may still contain unintended values in certain fields that are
not related to the new project.
• Missing data: If an attribute field for a code is missing, it cannot be auto-
matically classified by defined rules at all, unless a user defines all possible
attributes that could have the target value.
Classification information is used not only to track down the target information
but also on other phases of BIM, such as structural analysis, cost estimation and
quality assurance. Therefore, the weaknesses associated with manual classification can
also negatively influence those stages. In structural analysis, engineers extract only
structural elements such as floors and columns from BIM to evaluate the building
structure. Cost estimation quantifies building elements in each category, and it
calculates the cost based on the result of classification. Quality assurance examines
problematic issues or requirements that the model should satisfy. Classification is
done before issue checking so the category can be used as a filter. For instance, when
a project requires all exit doors to operate in the correct direction, classification can
be applied to check only on the doors in the exit door category. If the classification
is incomplete or inaccurate, the issue checking cannot detect object clashing or cost
estimation can erroneously exclude certain elements. Hence, this study investigates
the problem of manual classification and suggests a solution to improve the current
classification tools.
1.2 Goals
The aim of this thesis is to design the architecture for a BIM element classification
system which does not require human intervention. In order to develop this solution,
the thesis will use a data-driven approach utilizing the rich amount of data in BIM
as shown in Figure 2. This will be accomplished by extracting relevant data from the
BIM model and applying suitable machine learning algorithms on the data. Finally,
the prototype of the system will be implemented to recommend its applicability to
practical system environments.
1.3 Scope
The thesis is limited to handle specific BIM file formats: Industry Foundation Classes
(IFC) and Solibri Model Checker (SMC) format. IFC is one of the most used standard
formats of exchanging digital building data. It is an open international standard
(ISO 16739-1:2018) developed by buildingSMART for BIM interoperability [7]. SMC
is a BIM model format for Solibri software that derives valuable data in addition to
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the original IFC file for quality assurance without changing the actual IFC data. The
detailed implementation of the data collection component in the system is excluded
from the scope of the thesis since this component is part of Solibri software.
1.4 Contribution of the thesis
The proposed classification system performs two major tasks: data collection and
machine learning. The data collection task determines the relevant and important
data about building elements within the BIM model. The machine learning task
automatically creates a classification rule based on the extracted data and applies
the rule to the unclassified elements. This machine learning-based classification
system complements existing automatic classification tools and helps users save time
so they can focus on other meaningful tasks instead of the tedious manual work.
There have been several pieces of research that apply machine learning methods
to BIM element classification, however, most of them are focused narrowly on only
machine learning tasks considering few types of building elements from a couple of
simple BIM models. On the contrary, this thesis studies BIM element classification
in an end-to-end manner from data collection to prototype deployment to different
computing environments. Also, many different BIM models and their individual
classifications are used to evaluate the performance of the system. Furthermore, this
thesis shows that the classification system performance depends on the data quality







Figure 2: BIM data in an IFC file visualized by Solibri software
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1.5 Thesis structure
This thesis is organized as follows. Section 2 provides a brief introduction to the
previous studies on machine learning regarding BIM element classification as well as
theoretical background of the overall approach to this research. Section 3 presents
an overview of the proposed classification system architecture and detailed approach
of each system component. Section 4 describes the implementation details of the
prototype system. Section 5 presents experiment settings to evaluate the system
and discusses potential factors that influence system performance. As a result of
the experiments, trade-offs between data quality, system configuration, and system
performance are analyzed in Section 6. Finally, Section 7 concludes the research by
summarizing the system performance and data quality analysis and suggests possible
future improvements in the system.
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2 Related Work
This section introduces literature on the issue of classification. This section first
summarizes and explains classification in the perspective of machine learning in
Section 2.1, and then, provides a general review of the state-of-the-art research into
3-dimensional (3D) object classification using machine learning approaches in Section
2.2. Section 2.3 presents several specific approaches to identifying building elements
in BIM models using machine learning.
2.1 Machine learning-based classification
Machine learning (ML) can be defined in multiple ways. One of the simple definitions
is that ML is to program computers to optimize parameters to predict or describe a
model using data from past experience [8]. Although there are many definitions of
ML, the fundamental idea of ML is to learn patterns from some observed data in
order to solve a complex problem without explicitly defined rules. There are many
advantages of using ML in classification problems [9]. ML classification provides an
automatic method, which is driven by data, instead of by human experts. And it is
often more accurate than human-crafted rules.
The two main types of ML are supervised learning and unsupervised learning
[10]. Supervised learning finds the mapping from input to output from data that
are associated with correct labels provided by a supervisor. In other words, this
requires the data to be a pair of input and output labels and finds a function that
infers the output label for the input. Classification and regression are examples of
supervised learning, which are designed to predict the correct answer of categorical
output or continuous numeric output. Unsupervised learning only comes with input
data. Instead of predicting the output variable for unseen inputs, unsupervised
learning tries to find the structure in, or distribution of, the given data. For instance,
clustering places similar examples from the input data into groups.
Classification, one instance of a supervised learning problem, is one of the most
frequent machine learning problems in which many different authors have developed
algorithms to solve the classification problems, as reviewed in [11]. In [11], the
key algorithms for classification problems are reviewed and compared. For exam-
ple, decision trees and rule-based classifiers are given as logic-based algorithms,
and multilayer perceptrons (MLPs) are explained as one of the perceptron-based
techniques. Additionally, Naive Bayes classifiers in statistical learning algorithms,
k-nearest neighbors (kNN) in instance-based learning, and support vector machines
(SVM) are introduced. In this thesis, Convolutional Neural Network (CNN), which is
inspired by MLP, is applied to building element classification problem. CNN is one
of the most popular algorithms for solving 3D object classification problems. This is
explained in Subsection 2.2 in detail.
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2.2 3D object classification
This subsection explains CNNs, a specialized class of multilayer perceptrons (MLPs).
MLPs, which are also called feedforward neural networks, consist of layers of neurons
whose structure is designed to imitate human brains structures. Training in algorithms
using feedforward neural networks with multiple layers is called Deep Learning. Deep
learning automatically learns the representations of data from different layers of
abstraction due to the deep network structure [12]. CNNs process data with a known
grid-like topology [10, 13], thus images that can be represented as a 2-dimensional
(2D) grid of pixels have been successfully analyzed by CNNs [10]. One topic of the
image analysis field in deep learning is image classification. Recent state-of-the-art
techniques for object classification in 2D images are considerably improved by CNNs
along with larger datasets and powerful Graphics Processor Units (GPUs).
As 3D shape representation has become more prevalent due to the availability
of inexpensive depth-sensing cameras, the approach for 2D CNNs has also been
applied to classify 3D objects in many computer vision publications [14, 15] using
a grid of 3D voxels instead of 2D pixels. The most popular dataset for 3D object
classification is ModelNet10 and ModelNet40 datasets, which contain 10 and 40
categories of general objects such as chair, bed, bathtub, and wall to name a few.
This method that extends the approach of 2D CNNs is called volumetric CNNs.
Another popular approach for 3D image recognition is multi-view CNNs. Multi-view
CNNs aggregate the result of 2D projections of 3D shape from different angles,
and can thus leverage the advances in 2D object classification and benefit from the
complicated structure of neural networks that are already trained from a large scale
image database such as ImageNet [16, 17]. For this reason, current state-of-the-art
multi-view CNNs outperform volumetric CNNs in accuracy [18]. However, the set
of 2D projections in multi-view CNNs cannot represent the 3D shape fully as some
detailed information (e.g., curvatures) can be lost during the conversion from 3D
to 2D shape [19]. For this reason, volumetric CNNs are used in this thesis for
classification system implementation and the algorithms that are introduced in [15]
will be reviewed in Section 3.
2.3 BIM element classification
This thesis will focus on 3D object classification in the specific field of BIM. As
introduced in Section 1, there exist tools for manual BIM element classification. How-
ever, automated BIM element classification including machine learning applications
have been researched to support BIM interoperability and detect misclassifications of
IFC entity types (IFC classes). To automate the BIM element classification, several
approaches were studied. One approach is using hand-crafted 3D shape features. [20]
proposed a rule-based algorithm to classify IFC objects into predefined categories
using geometric properties. They preliminarily experimented to find cone frustum-
shaped piers. To do this, three mathematical definitions of cone frustum shape were
identified: 1) There are two and only two circle faces, 2) The two faces are in parallel,
3) A line that connects the centers of the two faces is perpendicular to the faces.
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The experiment was done with three elements, however, the scope of the experiment
was limited to the cone frustum shaped objects and manual rule definition for each
different shape of the object are required. Therefore, it is challenging to define the
mathematical rules because it requires human expertise and significant time as there
are many objects to identify in building models. In addition, machine learning-based
approaches were also studied in [21] and [22]. [21] presented a machine learning
approach to anomaly detection for miscategorized wall elements in a single BIM
model using gyradius, volume, and area information. [22] extended the study of the
machine learning method in [21], using a Support Vector Machine (SVM), to classify
IFC classes based on geometric features including width, height, length, orientation,
area, volume, and gyration. They experimented on four IFC classes: ifcWallStandard-
Case and ifcDoor entities from three architectural models, and ifcWallStandardCase
and ifcColumn from six infrastructure models. Deep learning and CNNs have been
applied to classification problems in BIM data before, but the application has been
limited to specific object types or non-object level categories. [23] studied using
multi-view CNN methods to classify indoor point clouds into office furniture objects
for a web-based visualization application in the context of Facility Management (FM)
[24]. [25] applied 2D CNNs to classify building structure into one of three categories:
Apartment building, industrial building or other.
Limitations of previous works on BIM element classification are that the exper-
iments were done targeting only a few specific categories from a small number of
BIM models. Besides, the experiments require a manual rule definition. In most
cases, users define their custom classifications either based on IFC classes or interna-
tional classification standards, such as Uniformat [26] or Omniclass [27]. According
to the 2821 classifications from 414 model files that were used in the study, 60%
of classifications are custom classifications that do not follow any standard. This
means that each classification case has its own rules that need to work independently.
Therefore, this thesis presents a system that utilizes big data and automatically
learns the custom rules that users defined. In this way, the system supports all
different kinds of classification rules flexibly, instead of only some specific rules or
standards. The proposed classification system in this thesis uses the characteristics
of each element. This approach is similar to the existing studies that are introduced
in Section 1 as the previous works also considered element sizes and descriptions as
input data. However, the difference is that the proposed system does not necessarily
require the rules to be predefined such as specific code or shape features. In this
thesis, volumetric CNNs using VoxNet [15] will serve as the central method because
it offers the advantage that this method can fully represent the actual 3D shape.
Numeric features for the network will be globally defined from size information to
the location of the object. For textual information, it is enough if the code or specific
keywords exist in any form in it, because the suggested method considers all the
textual properties.
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3 Architecture and Functionality
This section will introduce the architecture and functionalities of the system that
is implemented for this study. The proposed ML-based classification system in
this thesis consists of five major components: data collection, data pre-processing,
feature selection, ML model training, and inference (prediction). An overview of the
architecture is shown in Figure 3. In this study, the classification system has two


































Figure 3: System Pipeline
Figure 3 (a) shows the configuration in which classification training and inference
happen in a sequence. Figure 3 (b) shows the configuration with an inference phase
only. The training phase is not needed here since a pre-trained classification model is
available to reuse. Two configurations were devised for the experimental classification
of BIM elements in two different situations.
1. Situation 1 (Configuration 1): Train a neural network based on the classified
elements in a BIM file. Then, predict the unclassified elements in the same
file. This is useful when unclassified building elements remain after manual or
rule-based classification. It also improves upon the classification rate of the
existing classification tools.
2. Situation 2 (Configuration 2): Train a neural network based on the classified
elements in one BIM file. Then, make a prediction using the classifier on all the
elements in other BIM files. This is more useful than Situation 1 when users
apply the same classification rules to multiple BIM models. This configuration
can also detect misclassified elements by comparing the actual category and
the predicted category.
Both configurations assign correct categories for unclassified elements. However,
the difference is that in Configuration 1, training and inference are done in one
17
model file while configuration 2 can be applied to multiple files. Once there is a
trained model, it does not need to be re-trained to classify the elements in a new
file. Re-training only needs to be done when new data requires a new category to be
added to the classification system.
3.1 Data collection
The data collection component receives IFC files and SMC files as source data. IFC
files consist of semantic descriptions and geometric representations. The semantic
information contains characteristics of building elements that are defined according
to the IFC schema. The semantic information is dynamically and externally added
by users as attributes of building elements. This semantic information is usually
in the format of a number, a Boolean truth value, and text. Along with semantic
descriptions, geometric information is represented by surfaces and volumetric solids
[1]. SMC is a native format of the Solibri software product [5]. SMC files contain
exported information from IFC files with further information about building models
that are either processed by Solibri software or defined by users. This rich information
that BIM models provide makes it possible to describe and identify elements. In
particular, the data collection component will extract the numeric attributes (dimen-
sions and location), textual attributes (descriptions), and 3D attributes (shape) of
BIM elements.
3.1.1 Numeric attributes
Each BIM element has many single numeric attributes that represent its characteristics
such as size, weight, amount, count, and index. These numeric values are either
continuous or discrete numbers that can distinguish one element from another. They
are naturally passed to the training component as input data for ML algorithms.
3.1.2 Textual attributes
As with numeric values, string values are used to describe the properties of the
building elements. All the string properties are extracted from an element even
though not all other elements have the properties. In this way, the training can use
all the textual properties to classify the elements.
3.1.3 3D attributes
Often a building element contains a description of its type or name as textual
properties. However, sometimes the element has insufficient information to be
classified into the correct category. In this case, the only reliable information of the
building element is geometric information that is represented as a 3D object in BIM.
From this geometric information, single numeric properties such as size and volume
can be calculated. However, small details that tell about the shape of the element are
not easily converted to a single numerical value. For example, a cube with a height
of 10 cm and a sphere with a diameter of 10 cm have the same bounding box height,
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width, and length in numeric size attributes although they are different objects.
To deal with this difficulty, the proposed classification system utilizes 3D shape
information in addition to the size information. 3D mesh information is represented
as a set of voxels on the occupancy grid as experimented in the work of Wu et al.
[14]. Wu et al. split the object area into 24 × 24 × 24 cubes since this would have
the same size of information as the high-resolution 2D 165 × 165 images [14]. In
this thesis, different resolutions of 3D array will be experimented with in addition to
24×24×24 resolution. If the cube overlaps the object, the tensor element has value 1
(true) in the corresponding location in the grid. The information is used as an input
variable for the 3D deep neural network. Since 3D convolutional neural networks can
use a 3D array as a training data, the geometric shape is extracted as a simplified
representation (a 3D voxel grid as in Figure 4). This consists of 24 × 24 × 24 size of
binary variables that indicate the occupancy of an object in a 3D space [14, 15].
Before calculating the occupancy grid, the object is first transformed to be object-
oriented. In this way, all the objects are aligned in a cube in local coordinates
independently of how the object is placed in the global space. Then, the voxel
occupancy is set to 1 if the object occupies the voxel, or 0 otherwise.
3.2 Data pre-processing
To improve the performance of ML training, the collected data is pre-processed
beforehand. Data pre-processing includes data cleansing and data transformation.
3.2.1 Data cleansing
The data pre-processing component performs data cleansing to make sure the object
does not contain invalid or useless information. For example, the ID of an object is
not passed to ML training since it is unique for each element in a BIM file. Also, if
the numeric attributes or geometric attributes are missing, the data is automatically
filled with 0 so that the training can be done based on the other available attributes.
3.2.2 Data transformation
The collected data is also transformed to improve the performance of the system and
converted into appropriate formats for neural networks.
Unit conversion All length properties are converted to mm, area to m2 and
volume to m2. Numeric values that are in string format are converted according to
the standard units above.





























































































Figure 4: Data Pipeline
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Text tokenization All texts are split into tokens. The tokens are changed to
lower case. Stemming or stop-word ignoring are not done here since most of the
textual values are independent basic-form words that are not in sentences. However,
unique IDs and special characters are removed from the texts.
Text vectorization For text input data, similar string values can be under many
different keys, and the applied machine learning algorithm will focus on the occurrence
of each string value, not their location or name of the keys. The conventional automatic
classification tool in Solibri software product is based on rules that check textual
values in specific properties. Therefore, users need to specify which property to look
up in order to classify the building element. For example, to find Wall elements, the
user would create a rule that checks if the property Name contains Wall. However,
this rule-based classification has the downside that the property name is not always in
a fixed location. Depending on the models, the property to look up can be Property
name or Short name. In this case, the rule cannot find the keyword Wall from
the pre-defined property Name. It is possible to add more rules that check other
properties. However, this still does not guarantee that all related properties are
checked. In this case, important keywords about the elements are described as a
text value, but these keywords are scattered everywhere in different properties. To
gather this information, all the terms should be combined into one document form.
In other words, the document is a collection of the terms, and this is transformed
and represented as a bag-of-words model [28]. The bag-of-words model is a common
method for representing the frequency of each keyword in a document.
As machine learning algorithms cannot use the raw description of element prop-
erties, these text descriptions need to be transformed into numeric values. The
bag-of-words model transforms the document (in this case, list of words) into simple
word-number pairs. The number is the frequency of the words, which indicates
how many times the word appears in the document. Using only the occurrence,
the ordering of the terms is ignored. Since the documents used in this thesis are
originally formed by simple concatenations of words, and therefore lack positional
information, the bag-of-words model is suitable for this case.
Finally, all property information in numeric and textual formats is transformed
into numeric values so that the proposed classification system can use the data
for training. Geometry input data is already in the numeric format as a 3D array,
therefore the data pre-processing component does not transform this data.
3.3 Feature selection
Attributes are often called features in ML. BIM models can have a huge amount of
properties and all properties are not related to the classification task. Therefore, to
reduce the dimension of feature space and improve the efficiency and performance
of training, not all attributes are used as input data. Using selected few features
also brings generalization and avoids problematic overfitting. Overfitting is a type
of error in ML training, where the machine learning algorithms fit the data into a
too complex model. The overfitted model cannot generalize the input and fails at
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predicting the result unless the input is the same as training examples. To prevent
overfitting, the system will take a limited number of numeric and textual properties
which are useful to identify the category of each BIM element.
One BIM element can have many different numeric properties, however, not
all elements have the same set of properties. If all BIM elements do not have the
same properties, ML training cannot be applied. Among other numeric properties
that BIM elements have, some size information can be extracted from the geometry
representation and all elements will have values for the properties. Therefore, the
bounding box size (length, width, height, volume, bottom area, and bottom elevation)
is calculated and extracted from the geometry.
The bag-of-words model which contains the occurrence frequency of each term
in each category has been generated in the data pre-processing phase. To find the
important keywords that characterize the document well and predict the correct
category, the dictionary (collection of ‘keywords’) needs to be created. Later, only the
selected keywords from the dictionary will remain in the bag-of-words model so that
the terms that cannot distinguish documents are not included as input data. Only
a few important term features are selected using two vocabulary feature selection
techniques, term frequency thresholding which is a simple technique for vocabulary
reducing, and Chi-Square test which is one of the feature selection methods [29].
Before the Chi-square test is applied, term frequency thresholding will be done since
it will reduce the number of vocabulary and make the expensive Chi-square test be
performed on fewer data.
3.3.1 Term frequency thresholding
To quantify the importance of the term, the concept of term frequency–inverse
document frequency (TF-IDF) [28] in information retrieval is used. TF-IDF measures
the importance of each term by counting how frequently the term occurs in a document
or all documents of the category.
TF If the term is mentioned many times in a category, this term is important. If
the term is referred to in only one document where there are hundreds of documents
in the category, it means the term does not play an important role in classifying the
category. Equation (1) describes how TF value is calculated for category c.
TF (c) = number of term occurrence in category ctotal number of documents in category c (1)
From this concept, terms that are used in less than 20% of all the documents in
the same category will be removed from the bag-of-words model.
IDF If the term is used only in some specific categories of document, the term
is important. If the term is used everywhere, this term cannot be used to classify
documents. The original IDF for term t is calculated as Equation (2).
IDF (t) = log total number of categoriesnumber of categories where t is mentioned (2)
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From this concept, terms that are used in more than 90% of all the categories
will be removed from the bag-of-words.
3.3.2 Chi-square test
Chi-square test, also known as X2 test is applied for feature selection. It measures
the dependence between two variables, each feature, and categories [28]. For example,
terms with 0 Chi-square value are not considered since it means the term and the
category are independent. The importance of a term t in category c is defined as
below, where A: the number of times t and c co-occur, B: the number of times the t
occurs without c, C: the number of times the c occurs without t, D: the number of
times neither c nor t occurs, N: the total number of documents:
X2(t, c) = N × (AD − CB)
2
(A + C) × (B + D) × (A + B) × (C + D) (3)
Then, X2(t) is calculated as Equation 4 to measure the importance of each term





From this result, terms with the top 200 X2 values are selected. If there are less
than 200 terms after thresholding, all terms without 0 chi-square value are selected.
3.4 Training
A neural network model is adopted to construct a classifier for each classification rule
in a building model. This machine-trained classifier will learn the category mapping
rules from the BIM elements that are already classified by users and pre-defined rules.
The architecture of the neural network has two branches for two different types of
inputs: 1-dimensional (1D) array which contains numeric values and bag-of-words
values, and 3D array for geometric occupancy grid. A CNN branch for 3D data and a
MLP branch for 1D numeric data are combined for the mixed types of input data. In
this thesis, the structure of VoxNet [15] is adopted and used as the CNN branch. It
is one of the earliest studies in volumetric CNNs for 3D object classification and also
showed the significant success of 3D CNN with a comparatively basic structure [30].
The implemented neural network structure for combining the 3D shape, bag-of-words
representation and numeric properties are presented in Figure 5.
3.4.1 Input layer
The input layer takes two different types of data: a 3D shape and numeric data which
consist of size measure and text information. The original 3D shape information
is represented as a 24 × 24 × 24 3D array as explained in Section 3.1 and 4 extra
voxels are added to the input data as a margin since CNN layers in VoxNet receive




























Figure 5: Structure of neural network in the pipeline
length of the term occurrences is maximum 200. The occupancy grid data is sent
to the CNN structured layer, and numeric input is sent to the fully connected layer
separately.
3.4.2 Convolutional neural network
3D shape information is processed as an input for the convolutional neural network
structure. The structure for CNN follows VoxNet suggested in [15] as it is fast and
accurate for its complexity of the structure. The layers of the CNN structure are
convolutional layers and a max-pooling layer.
Convolutional layer This layer receives a 3D array of voxel occupancy. In the
first convolutional layer, 32 filters of size 5 × 5 × 5 are applied to the 3D array with
a stride of 2. The stride means how many voxels the filter is moved at a time during
the convolution operation. In other words, the filter is shifted by 2 voxels in the first
layer. This reduces the size of input data for the next layer. The network learns
the filters that look for the specific patterns in the 3D shape classification resulting
in feature maps as an output. The second convolutional layer has 32 filters of size
3 × 3 × 3 with stride 1. The convolutional layers use a rectified linear unit (ReLU)
as an activation function. ReLU is used because of its fast convergence [31].
Max-pooling layer Max-pooling with downsampling is used in the network to
reduce dimensionality. The max-pooling takes the maximum value in the 2 × 2 size
of filters from the feature map. Downsampling the feature map reduces parameters,
and improves performance, and reduces overfitting.
3.4.3 Fully connected layer
In the CNN structure, the fully connected layer flattens the outputs of the pooling
layer so that it can be merged with numeric inputs. This has 128 outputs that
are connected to all neurons from the previous layer. The fully connected layer
for numeric inputs computes matrix multiplications as in a regular neural network.
The last output layer after concatenating two fully connected layers is also a fully
24
connected layer that calculates the classification scores. The last output layer has
a softmax function which outputs a list of the probability of each category in the
multi-class classification problem.
3.5 Validation
The validation of the trained model is done by comparing the suggested categories
and the true categories of unclassified BIM elements. F1-score is used to evaluate
the prediction accuracy of the classification model. Performance is calculated using
F1-score which is the harmonic mean of precision and recall. Since the problem is
multi-class classification, weighted F1-score is used.
Precision In a classification problem, the precision of a category tells how many
elements are predicted as the category are in the category. Precision is calculated
from the number of true positives (TP) and false positives (FP). TP is the number
of elements that are correctly predicted as a target category. FP is the number of
elements that are predicted as an element of the target category, but the actual
category of which are not the target category. Better models have higher precision.
Precision = TP/(TP + FP ) (5)
Recall This metric tells how many elements that are in the category are predicted
as the category. Recall is calculated from the number of TP and false negatives
(FN). FN is the number of elements that are predicted as an element of a non-target
category, but whose actual category is the target category. Better models have higher
recalls.
Recall = TP/(TP + FN) (6)
F1-score There is a trade-off between recall and precision such that the model
cannot have both 100% precision and 100% recall. Therefore F1-score is used as the
harmonic mean of recall and precision. Weighted F1-score is an average of F1-score
in all categories weighted by the number of elements (support) in each category.
F1 = 2 × Precision × Recall/(Precision + Recall) (7)
3.6 Prediction
The trained neural network model predicts how likely an unclassified element could
be in each category. The category with the highest prediction score is suggested to
users as a result.
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4 Prototype
The prototype system consists of three components: data storage, notification service,




























Figure 6: Prototype deployment
4.1 Data storage
All files and data are stored in the data storage component. The data storage is
deployed in Amazon Simple Storage Service (S3) which is a cloud data storage and
retrieval service with storage management features [32]. In S3, files are contained
as S3 objects in S3 buckets. The prototype system has three S3 buckets to store
different types of files from the system architecture.
Input bucket contains BIM files that are submitted to the system. These files are
original IFC files or SMC files that have classified and unclassified building elements.
Extract bucket is intermediate storage for the extracted data of building elements
that need to be retrieved for classification model training and prediction. Extracted
data includes 3D shape and size data from geometry information, textual descriptions
from semantic information and classification mapping information.
Output bucket is the place where the files with prediction results are stored. The
prediction files are retrieved from this bucket.
4.2 Notification service
This component controls the execution ordering by emitting notification events
between the data storage and the classification engine. The notification service is
deployed in Amazon Simple Queue Service (SQS), and SQS offers a queue system
that enables communication through messages. Two message queues in SQS are
created to manage the data collection job and the machine learning job.
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When a BIM file is uploaded to the input bucket, a message for the data collection
instance is delivered to the queue. Then, the data collection instance executes a new
job.
Similarly, the machine learning queue adds an item when the extract bucket
receives file upload events, and the queue delivers the event message to the ma-
chine learning instance. The notification system makes sure that instances in the
classification engine execute one job at a time in the pipeline.
4.3 Classification engine
The classification engine component consists of two sub-components, data collection
component and machine learning component. Both are deployed as Amazon Elastic
Compute Cloud (EC2) servers [33]. In the prototype system, there is one instance of
each for the sub-components.
The data collection application, Solibri software, is installed in the data collection
instance, and a data collection job is triggered when there is an unprocessed job in
the data collection queue.
The machine learning instance is configured to perform neural network training
and prediction based on the data that are extracted by the data collection instance
when the machine learning queue has job items. When training and prediction are
done, the instance uploads a result file back to the S3 output bucket so that it can be
retrieved. Internally, EC2 instances keep polling the queue until there are unhandled
messages and trigger the jobs one by one.
The data collection component is implemented with Solibri software. The machine
learning component is implemented with Keras and Scikit-learn library in Python.
Keras is a deep learning library written in Python [34]. It is a high-level API that
enables easy and fast implementation of neural network models. Also, it supports
running both on Central Processing Units (CPUs) and Graphics Processing Units
(GPUs). Scikit-learn is a machine learning library for Python [35]. It integrates a
wide range of machine learning algorithms.
4.4 Integration
The proposed classification system can be integrated with the existing classification
tools in Solibri software product. The input file can be uploaded to the S3 input
bucket to trigger the data collection and machine learning jobs. The resulting file
that contains object ID and its category mapping suggestion will be displayed in
Solibri software. Solibri classification shows the result in two big categories, Classified
and Unclassified in the current system. BIM elements that can be assigned to each
category are included in the Classified group, and other components all go to the
Unclassified group. Based on the automatic classification engine’s suggestions, a
new group Auto-classified can be created and reviewed by the user. The user can
accept the result of the automatic classification, or the user can reject and perform
classification manually. In the early phase of the implementation, this user feedback
about whether the classification satisfies the customer or not can be used to monitor
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the accuracy and further improve the performance of the machine learning algorithms
in the proposed classification system.
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5 Experiments
In this section, two different sets of experiments are designed to evaluate the imple-
mented system architecture from Section 3. The first experiment setting presents the
data quality metrics and studies the effect of quality of data on system performance.
The second experiment setting compares the system performance on different com-
puting capacities of the system. The two factors in experiment settings, quality of
data and system computing capacity, are closely related to classification performance.
Therefore, analysis of their relationships and trade-offs can suggest how to adjust
the factors to optimize the system and achieve the target system performance under
the constraints each BIM model has.
5.1 Experiment setting 1
The purpose of this experiment setting is to understand how system performance is
changed according to the quality of data. In this thesis, the following data quality
metrics that reflect the characteristics of a BIM model are introduced: model size,
data source, data completeness, and the number of categories. The definition and
detailed experiment setting for each metric are given in this section.
5.1.1 Effect of model size on execution time
The model size is measured by the number of building elements in the BIM model.
This metric is closely related to the execution time during classification. The execution
time is measured by data collection time (DC time) and machine learning time (ML
time). How DC time and ML time are measured will be explained in Section 5.4 in
detail. When the amount of data is large, classification tasks require more time to
process the data in general. This experiment measures the model size of 146 BIM
models and compares how the execution time of each phase of classification changes
depending on the model size.
5.1.2 Effect of data source on prediction accuracy
The data source metric tells whether the classification information in a BIM model
is trustworthy or not. The quality of classification information directly influences
the performance of the machine learning system, because the system trains the
classification model based on the data on how each building element is classified.
If a BIM model feeds wrong data into the machine learning system, it pollutes the
input data and the classification system builds a low-quality classification model as
a result. Since the quality of BIM models that are used in the experiments are not
validated, there is a chance of collecting BIM models with not only accurate data
but also some invalid data. BIM models could have invalid, incorrect, or irrelevant
data because of the following reasons.
• Users lack understanding of the classification. Thus, some building elements
are categorized into wrong groups.
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• Some classification information is added only for test use. For example, a user
might want to try out how they can add classifications to their BIM models.
• Some BIM tools automatically add classifications to BIM models when the file
is imported or exported. In this case, users often leave the classification even
when they do not use or maintain them.
To evaluate the performance of the proposed classification system, this experiment
considers if the classification information is generated and maintained by a human or
if it is from unknown sources. However, sources from where the data were generated
in the first place are undefined in BIM files. Instead, a metric is defined to be
Well maintained by human when the result of classification mapping is used for
filtering the building elements in BIM, and Unknown otherwise. For example, the
classification result is used in Rule Checking or Information Takeoff in Solibri software.
Rule Checking is one of the main functionalities in Solibri software which examines
problematic issues or requirements that the model should satisfy. Classification
is done before rule checking so that the category can be used as a filter. For
example, to make sure all doors have names, the checking rule can be applied only
on elements that are classified as doors. Information Takeoff (ITO) is a powerful tool
for collecting and reporting all the information in a BIM model. Using classification,
ITO groups components and quantifies them. This information can be used for cost
estimation or scheduling. It can be assumed that if the classification information is
used or mentioned as a reference in any of these functionalities in SMC file format,
the classification information is at least maintained by users and the content is
trustworthy. This experiment compares the relationship between the data source
metric and prediction accuracy.
5.1.3 Effect of data completeness on prediction accuracy
Data completeness means whether all 3D shape, numeric information, textual in-
formation is available in a BIM model. This thesis targets to utilize all different
types of data in a BIM model. However, some building elements have only geometry
information without any numeric or text attributes, or with only a limited number
of attributes. The data completeness metric indicates the quality of data not only
according to whether or not the BIM model contains only geometry of the building
elements, but also according to whether it has descriptions on additional size, loca-
tion, and text. This experiment examines the effect of data completeness in BIM.
The experiment compares the prediction accuracy when all three types of data are
available and when only the limited one or two types of data are available.
5.1.4 Effect of number of categories on prediction accuracy
The number of categories is considered when the classification has hierarchical
levels. For example, in Figure 7, building elements are categorized into three major
categories: furniture, kitchen, and door. In some cases, however, these categories












Figure 7: Example of different classification levels
in the furniture category. In this case, one element can have two labels which are
Furniture in high-level classification and sofa in low-level classification. Both are
meaningful depending on the situation where the classification is used. Generally, the
high-level classification has fewer categories compared to the low-level classification,
and this experiment compares the result of prediction accuracy in two different levels
of classification.
5.2 Experiment setting 2
The purpose of experiment setting 2 is to study relationships between system config-
uration and performance in the classification system. In other words, the experiment
compares the execution time of each component during classification in different
environments.
There are two different types of configuration settings that are adjustable in the
system: feature size and machine computation power. As the classification system
extracts the data from the original BIM model, it is possible to decide how much
data the system will extract during the data collection phase or the feature selection
phase. Feature size configuration changes the number of features that the system
uses for classification model training. Likewise, machine computation power is an
adjustable configuration. This experiment examines the effect of different computing
capacity on classification performance. Moreover, the prototype is deployed to virtual
machines in a cloud environment. On cloud systems, it is easier and cheaper to
control different computing resources, because the machines can be launched with as
much capacity as the user needs without large investment or maintenance for a data
center [36]. For example, it is possible to scale the system vertically by adding more
computational power such as CPUs and GPUs depending on demand. Therefore, it
is easier to test end-to-end performance on different computing machines for this
experimental setting.
Due to time limitations, the experiments were done with 13 files randomly chosen
from the BIM models from the experiment setting 1.
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5.2.1 Effect of feature size on prediction accuracy and execution time
Generally, the number of input features can affect performance and overall accuracy
in machine learning systems. In this experiment, the effect of the number of input
features is studied. As input data is extracted from the original BIM file by the
data collection component, the resolution of input data can be adjusted. Among the
three different types of data (geometric shape, geometric size, and text descriptions),
different representations of geometric shape and text description will be examined.
Metrics for input size are dimensions of the voxel grid and the size of the dictionary.
The dimension of a voxel grid is the resolution of geometry information which
influences data collection time, machine learning time, and prediction accuracy.
The dictionary size means the number of terms that are extracted when the
bag-of-words model is created. This will not affect the data collection time because
the keyword selection is done at pre-processing stage, not data collection stage.
However, dictionary size can affect machine learning time which is spent in the
machine learning component, and affect the accuracy of classification.
3D resolution Data resolution means how accurately the 3D representation is
extracted from the original shape. When the size of the 3D grid is bigger, it can
contain more information. Therefore, the 3D grid can have a smoother and much
more accurate representation. How 3D shapes are changed in different sizes of grid
space is shown in Figure 8. The resolution can be configured in the data collection
component setting as a metric that indicates the quality of the extracted data. As this
metric is adjustable, analysis of accuracy-time trade-off is done in this experiment.
Dictionary size Dictionary size means how many keywords from the bag-of-words
model are used as input data. During the data pre-processing phase, each term
is ranked by its importance in the classification task and only a fixed number of
useful terms is selected. Like the 3D resolution metric, this metric is configured in
advance to executing the system. Accuracy-time trade-off is analyzed by adjusting
this metric.
(b)	24x24x24	voxel	grid(a)	Original	3D	shape (c)	9x9x9	voxel	grid
Figure 8: Examples of different 3D resolution
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5.2.2 Effect of machine configuration on prediction accuracy and execu-
tion time
The performance of the classification system varies depending on the underlying
computing capabilities, particularly when it comes to data collection which is done
in Solibri software utilizing parallel computation in Java. The Keras backend and
Tensorflow in the machine learning component also utilize the GPU to optimize
the calculations. To examine the impact of the system capacity, the classification
system executes data collection and machine learning in two different machines. This
experiment is designed to compare the system performance in different machines with
different numbers of CPU cores and GPUs during the data collection and machine
learning phases.
Number of CPU threads Data collection is implemented to utilize multi-threading
in Java. This experiment compares the performance of data collection with different
numbers of CPU threads.
Availability of GPU Since computations in deep learning can be accelerated
with GPUs, two different types of machine learning instances are launched: machines
with only a CPU and machines with a CPU and a GPU.
5.3 Experiment data preparation
To validate the performance of the proposed classification system, BIM models that
include one or more classifications are used for training. Classifications with only
one category or categories without any classified elements are not considered.
To automate the training of classifiers for each classification, classified elements
from each category are split into two groups, a training set and a test set, according
to the following rules. Since the actual categories of unclassified elements are not
available, it is impossible to verify the result manually. Therefore, the experiments
consider only the elements that are classified in the BIM files. For training, the
classified elements are divided into both training data and test data. When dividing
the classified elements into training data and test data, the output label of test
data is not used as training so that the label information can be used to validate
the proposed classification system. The existing classification information is added
by either using the designing tool, rule definition or manually. The pre-classified
building elements are randomly split into 70% used for training and 30% used for
testing. Since classified elements in a category are used for both training and testing,
at least two classified elements are required for each category.
There is one more extra pre-processing step for this mock test data. If the
classification is done automatically by Solibri software, the classification is already
done in original building models by rules. This could contain the keywords that the
rules require. This means that the building elements might contain the keywords
in their properties and these keywords can affect the performance of the result.
Especially rule-defined components are classified already according to the fields that
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are defined in rules. For example, if there is a rule that classifies components with
a name Slab as Ceiling category, the keyword Slab should be removed from the
mock test data to assume that the components cannot be classified by the rule and
remained as unclassified after rule-classification in Solibri software. To evaluate if
the machine learning classifier predicts accurately without the pre-defined keywords
in the rules, all the keywords that are mentioned in the rule are removed from the
target properties.
5.4 Performance measurement
The experiment compares system performance in different settings. The performance
means the accuracy of the classification and the execution time of the system. The
accuracy is measured by F1-score, and the execution time is measured in seconds.
Specifically, data collection time and machine learning time are measured. The
details of the execution time in each component are presented in Figure 9.
5.5 Environments
Each component in the prototype system is configured in different environments for
the different purposes of the experiments. Environment A (Env A) is a local machine
that is used for development and testing the system. Batch execution for comparing
the result of multiple BIM files is done in this environment. The CPU in this machine
has 6 cores and 12 threads. Experiment setting 1 is done in Environment A because
the goal of this experiment is to understand the quality of data and how it changes
the system performance in one machine.
Environment B (Env B) and Environment C (Env C) are deployed EC2 instances
on AWS as prototype design. Different instance types for each component are
configured to compare the performance of the system in different environments.
Env B and Env C have different settings for the data collection component and the
machine learning component. Thread counts for AWS EC2 instances are converted
from Virtual Central Processing Unit (vCPU) count since vCPU is the number of
CPU cores multiplied by threads per core [37]. In Env B, data collection is on a
r5.large EC2 instance with 2 vCPUs and machine learning instance is on a r5.xlarge
instance with 4 vCPUs. R5 instances are suitable for memory-intensive tasks. Env
C has more compute capacity for both components, which use a r5.xlarge instance
for data collection and a g4dn.xlarge instance with a GPU [38] for machine learning.
Performance of the data collection component can be compared between two different
settings in CPU threads and memory, and can be examined on a machine without
a GPU and on a machine with a GPU. These two environments are used for the
experiment setting 2. Details on the environments are listed in Table 1.
The experiments in this study are performed in three different environments.
The experiments do not consider all possible combinations of the local machine or
EC2 instances. The experiments could be extended to use many different steps of
computation powers, for instance, using 10 different environments with 1 to 10 CPU

































Figure 9: Tasks in data collection time and machine learning time
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Platform Component Threads Memory GPU
Env A LocalMachine All 12 16
Nvidia
GTX 1660
Env B AWS Data Collection 2 16 N/AMachine Learning 4 32 N/A
Env C AWS Data Collection 4 32 N/AMachine Learning 4 16 Nvidia T4
Table 1: Environment list and specification for the data collection component and machine
learning component
environments which are enough to provide sufficient data to observe the potential
factors and trends of the behavior of the system.
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6 Results and Discussion
This section presents the results of the experiments that are carried out to implement
the ML-based classification system for BIM and find relationships between data
quality, system configuration, and system performance. Section 6.1 shows the effect
of the characteristics of a BIM model on classification performance using data quality
metrics that are defined in the experiment setting in Section 5.1. Section 6.2 evaluates
how the system configuration in the experiment setting in Section 5.2 affects the
classification performance, as the configuration can be adjusted.
6.1 Data quality
To determine the performance changes of the implemented system, separate experi-
ments were designed for each data quality metric. In this subsection, the results of
the experiments are discussed in detail.
6.1.1 Effect of model size on execution time
This experiment was done using 176 BIM models that are selected from sample BIM
models. Figure 10 shows the system performance against the model size metric. The
model size is defined as the total number of objects in a BIM model. As can be
seen in Figure 10 (a), data collection time which measures the execution time in
the data collection phase shows an increasing trend since there are more objects
in the BIM model. However, the result does not show a linear relation between
object count and data collection time. There are reasons for this behavior which
could be explained by understanding how the voxelization works in data collection.
In reality, total execution time in the data collection phase mostly comes from
geometry extraction. Therefore, when there are many elements to voxelize, more
time is required for data collection. However, voxelization is not executed for every
element because many elements share a common geometry representation in a BIM
model. The data collection time correlates directly with the number of different
geometric representations in the model. Multiple elements with identical geometric
representation but with different rotation can be processed as fast as a model with
one element only. Figure 10 (b) shows how data collection time changes against the
number of geometries in a BIM model. The relationship between data collection
time and geometry count is more linear than the relationship between data collection
time and object count. Still, the geometry count alone cannot be used to predict the
actual data collection time. One reason for this is that the voxelization time for one
geometry varies depending on the complexity of the geometry shape. Voxelization
requires more calculation steps and time when the geometry is for a sphere where
the 3D voxel grid consists of different numbers of 1 and 0 compared to a simple cube
which will be extracted as a 3D array that is filled with only 1.
Contrary to the relationship between model size and data collection time, machine
learning time has a linear correlation to the model size. In Figure 10 (c), the most
data points lie on the diagonal line of the graph. This is because each element is
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(a) Object vs. DC time (b) Geometry vs. DC time
(c) Object vs. ML time
Figure 10: Impact of object count
considered as one input data instance with a fixed length of data for classification
model training regardless of the complexity of the shape. This result demonstrates
that model size can be one of the data quality metrics that help users predict the
execution time of the classification system based on the object count in advance.
6.1.2 Effect of data source on prediction accuracy
Figure 11 shows the results of system validation for different data sources. There are
162 Used classifications and 236 Unused classifications. As a result, the BIM models
that are considered to be maintained by the user (Used category) have better average
accuracy compared to the BIM models for which the usage of the classification is
unknown. The mean and median accuracy of unused classifications are 0.81 and
0.91, respectively. And mean and median accuracy of Used classifications are 0.90
and 0.98. Also, in Figure 11, the position of the interquartile range of the Used
classification is closer to 1 compared to the range of Unused classification. This
result indicates that the implemented system performs better with BIM models that
have well-maintained data.
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Figure 11: Average result of maintained classification and unknown classification
6.1.3 Effect of data completeness on prediction accuracy
Figure 12 shows that the model prediction accuracy is higher on average when many
different types of data are combined. This experiment is done with 585 classification
cases and the result of each case is shown in Figure 12. The training model performs
better when both 3D shape information and size information are used compared to
when only 3D shape information is used. Similarly, when the textual description
information is used in addition to 3D and size information, the overall performance
increases precipitously. When only shape information is used for classification,
the average F1-score is 0.72, and when shape information and size are used for
classification, the F1-score is 0.75. Finally, when all the information—3D shape,
Figure 12: Accuracy improvements with different input data types
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size, and text—are available, the accuracy F1-score is improved up to an average
of 0.87. This result shows that as more training data is available, the classification
performance improves.
Let us investigate one test model as an example of the accuracy improvement.
Confusion matrices for experiments with different input data types are shown in
Figure 13. Confusion matrix is one effective way of visualizing the performance of
multi-class classifications [39]. In a confusion matrix, each row represents the true
category and each column represents the predicted category. For example, an element
that is on row Basic Wall and column Basic Wall means the number of Basic Wall
elements in the test data that are predicted as Basic Wall. Similarly, an element on
row Basic Wall and column Kitchen Sink means the number of Basic Wall elements
that are misclassified to Kitchen Sink. In other words, the confusion matrix gives
information on true positives, true negatives, false positives, and false negatives in
the classification result. Since there are many rows and columns in the experiment,
the elements in the matrix are represented in different colors, not numbers. When
the color is close to dark blue, it means most of the elements in this category are
classified into the correct category. When the color is lighter, the trained classifier
could not guess the true label for the elements in the category. When the overall
accuracy of prediction is high, a confusion matrix has dark blue elements in the
diagonal of the matrix since the order of categories in the row and the column are
the same.
This result shows that the prediction accuracy improves when the classification
model can use all 3D shapes, numeric, and text attributes. Different types of data
describe different aspects of the elements.
6.1.4 Effect of number of categories on prediction accuracy
In order to find the effect of the number of categories on prediction accuracy, two
BIM models, Model A and Model B that share the same classification rule, were
used in this experiment.
In this experiment, all the labels that are assigned manually to the elements in
Model B were removed, and the machine learning trained classifier assigns new labels
based on the categories in Model A. In Model A, classification was done in Level
1 and Level 2 that have a hierarchical difference. Level 1 classification categorizes
elements at a higher level and Level 2 categorizes the elements into more specific
categories using details of the elements. For example, Level 1 category Furniture can
have two Level 2 categories, Furniture:chair and Furniture:desk. These two Level 2
categories are meant to classify Furniture, but they are for different types of furniture
more specifically. In Table 2, the number of categories was described in different
classification levels in Model A and Model B.
The result of this experiment is shown in Figure 14 and Table 3. The prediction
accuracy is always higher when there are a smaller number of categories in BIM
models regardless of the available data types. With 3D shape, numeric, and text
information all available, Level 1 classification was trained with Model A to predict











Figure 13: Confusion matrices in an example BIM model
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Level Model A Model B
Level 1 194 79
Level 2 418 84
Table 2: Number of categories in different classification levels
whereas Level 2 classification was trained to predict 418 categories with Model A
and achieved 73% accuracy in predicting 84 categories in Model B.
Figure 14: Accuracy in different levels of classification




Table 3: Prediction accuracy (%) in different classification levels and data types
6.2 System configuration
The experiment results in this subsection are provided to determine the effect of
feature size and machine computing power on classification performance. As system
configuration is adjustable, appropriate strategies of system settings are given as a
trade-off analysis. The experiments are done using 13 files as described in Table 4.
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File1 1718 943 110
File2 2384 1153 242
File3 2236 989 79
File4 2870 1196 179
File5 6651 1124 39
File6 1570 85 15
File7 299 102 2
File8 1490 756 19
File9 22278 3531 23
File10 601 118 29
File11 487 303 20
File12 6166 1125 51
File13 6210 2205 5
Table 4: File list and quality metrics
6.2.1 Feature size
Feature size is the number of attributes that are used to represent the BIM element.
The system controls feature size by adjusting the 3D resolution and dictionary size.
3D resolution In Figure 15, it is shown that high-resolution input data extraction
requires more time for both data collection and the machine learning phase. Data
collection time is highly related to the number of geometries in the BIM file. Even
when there are many elements in one file, the elements can share the geometric
information, which means that the 100 different elements can have the same shape.
In this case, the data collection time is calculated only for one geometry, not 100
geometries. As shown in Figure 15 (a), files with higher data collection time, such as
Files 1–4 and File 12, contain more geometries for their number of objects. On the
other hand, Files 5, 9, and 13 also have many geometries, but the data collection
time is notably low for these files. This may have taken place due to the complexity
of the shapes being low in these files. When the data collection component voxelizes
the object shape, it takes more time for the objects with a more complex shape and
more polygons. On the contrary, machine learning time is directly related to the
number of elements in Figure 15 (b). This is because the input data rows are created
for each element even if multiple elements share the same geometry. In machine
learning algorithms, the input rows with duplicated data are often removed. However,
the elements with the same geometry do not necessarily have the same data in BIM
models since the elements with the same geometric shape can have a different size or
properties. There are some exceptions where the accuracy fluctuates inconsistently.
However, the average accuracy of the classifier increases as the voxelized 3D object
represents the original object more accurately, as shown in Figure 15 (c).
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Dictionary size Figure 16 (b) shows that the average accuracy tends to increase
as the dictionary size increases. However, the total time for processing a bigger
dictionary does not seem to be increased significantly in Figure 16 (a). The reason
can be that the ML time is related to the total keyword count in a BIM model, not
the selected keyword count. Especially, the result for File 9 shows significantly high
ML time in Figure 16 (c). This is because the total number of terms in the file is
much bigger than in other files. It also requires more time for selecting useful and
important keywords out of all the terms during the pre-processing phase.
6.2.2 Machine computing power
The classification system was experimented with in two different system environments,
Environment B (Env B) and Environment C (Env C). In general, Env C has a
more powerful computing capacity compared to Env B for both the data collection
component and the machine learning component.
(a) Impact of input resolution on DC time (b) Impact of input resolution on ML time
(c) Impact of input resolution on prediction ac-
curacy
Figure 15: Impact of different 3D voxel grid resolutions
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(a) Impact of selected keyword count on ML time (b) Impact of selected keyword count on accuracy
(c) Impact of total keyword count on ML time
Figure 16: Impact of different dictionary sizes
CPU In Figure 17 (a), the overall performance was improved in Environment C
compared to Environment B. Data collection is related to the number of threads
in the CPU since the extraction is executed in parallel. As the thread number is
doubled, the average DC time is reduced to around 55% as Table 5 represents.
GPU It is shown in Figure 17 (b) that the average machine learning time seems
to have more dramatic improvements in Environment C. In Table 6, the average
ML time in Environment C was around 20% of the time spent in Environment B.
However, the improvement in File 9, which is only 42%, was not as significant as in
other files. This is because pre-processing in the ML phase does not utilize GPU.
Therefore, as there are more elements in the file, the time for pre-processing increases
which leads to a long overall ML time.
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File ID Env B Env C Improvement (%)
File1 852 435 51.05
File2 944 465 49.25
File3 522 284 54.40
File4 557 303 54.39
File5 111 66 59.45
File6 55 32 58.18
File7 15 8 53.33
File8 138 73 52.89
File9 277 178 64.25
File10 256 131 51.17
File11 83 46 55.42
File12 871 511 58.66
File13 359 188 52.36
Average 54.99
Table 5: Improvements of DC time per file
6.3 Recommendation
This subsection provides several strategies for system and feature size configura-
tion based on the quality of data analysis. It helps recommend practical system
configurations for different situations and constraints.
One constraint in the ML-based classification system is that it should not take a
too long time compared to the current classification tools. The users would consider
a total execution time of more than 10 minutes to be unacceptable based on Solibri
user feedback. As discussed in the previous subsections, large-sized BIM models tend
to have longer execution times. One sample BIM model with the highest 25% of the
model size from the experiment results in Section 6.1.1 is an example of a large-sized
(a) Data collection time comparison (b) Machine learning time comparison
Figure 17: Impact of different compute capacities
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File ID Env B Env C Improvement (%)
File1 210 34 15.99
File2 279 48 17.42
File3 278 45 16.30
File4 358 63 17.76
File5 911 202 22.22
File6 198 31 15.65
File7 41 7 16.48
File8 183 26 13.98
File9 3934 1668 42.40
File10 75 12 15.87
File11 63 10 16.55
File12 837 185 22.16
File13 840 184 21.92
Average 19.59
Table 6: Improvements of ML time per file
BIM model. This BIM model has 5,891 elements and 3,480 geometry representations
and it spent 116 seconds (~2 minutes) for extracting the 3D shape in 24 × 24 × 24
resolution and all numeric and text attributes during the data collection phase. Its
machine learning time was 416 seconds (~7 minutes). The total execution time is
around 9 minutes in Environment A with 12 CPU threads and a GPU as stated in
Table 1.
Let us take a look at one more BIM model as an example, the one with the highest
model size from the experiment in Section 6.1.1. This model has 173,210 elements
and 12,855 geometry representations. For this model, data collection was done in
744 seconds (~12 minutes) and the machine learning phase took 54,074 seconds (~15
hours). In real life, spending 15 hours on classification is unreasonable. In this
case, it is recommended to use a lower 3D shape resolution, such as 16 × 16 × 16.
This will reduce the feature size of 3D shape data from 24 × 24 × 24 × 173, 210 =
2, 394, 455, 040 to 12 × 12 × 12 × 173, 210 = 299, 306, 880, which will be similar to
the feature size when the model size is 21,651 with configured 3D resolution of 24
(24 × 24 × 24 × 21651 = 299, 306, 880). Although the actual execution time can
vary depending on the other characteristics of the BIM model, a BIM model with
21,651 elements would spend around 100 seconds (~2 minutes) for data collection and
around 2,000 seconds (~33 minutes) for machine learning according to the experiment
result in Section 6.1.1, which would be a substantial improvement. This is still out of
the acceptance range from the user’s perspective, nevertheless, using a more powerful
GPU or multiple GPUs will accelerate the performance further. As a trade-off,
however, it is shown that the lower 3D data resolution yields a lower accuracy of the
classification result. As the system compresses the 3D shape data and loses some of
the information from the original 3D shape, adjusting the dictionary size to select as
many keywords as possible will compensate for the lower accuracy that might be
caused by lower 3D data resolution.
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7 Conclusion and Future Work
This section reviews the aim of the thesis and the solution that was introduced to apply
ML to a BIM element classification system. This section also briefly summarizes the
experiment results on data quality analysis in the proposed ML-based classification
system and its importance on the practical application of the study. Furthermore,
the result is evaluated, and potential improvements are discussed.
7.1 Conclusion
The goal of this thesis was to improve the existing classification tools for BIM elements.
From the experiment, it was found that the rich information of BIM, which consists
of two main parts: geometry and semantic information, improves the accuracy of the
classification system. Then, the suitable machine learning algorithms were adapted
so that the system can process the chosen data: 3D shape, size and text information.
It is empirically proven that the BIM data enables automatic classification that
does not require human intervention, unlike the conventional classification tools that
require users to either assign the correct categories or define the classification rules
manually. Also, through the experiments, trade-offs between the quality of data,
execution time and prediction accuracy were studied. This analysis of trade-offs was
done in a controlled environment of the prototype which was deployed on a cloud
system. The investigation showed that higher accuracy results require more time
for execution. However, as more computing resources can be added to the system,
it is possible to compensate for the increase in execution time by increasing the
computing power.
Moreover, this thesis has studied the quality metrics of BIM models that charac-
terize and represent the model. The metrics are the number of elements in the model,
the 3D voxelization dimension size, and dictionary size. Experiment results showed
that the accuracy of classification increases when using more accurate representations
of the element. This means that when the system extracts data, which are close to
the original element shape or description, the accuracy increases. However, it brings
significant growth of elapsed time in the data collection and machine learning phases.
Also, models with many elements tend to require more time to process the tasks,
although the rate of how many elements share the same geometry should also be
considered since data collection time is dependent on this factor. The experiments
showed how adjusting input resolution and the number of input features can improve
accuracy. On the other hand, there is a trade-off with the time spent during the
classification task. In particular, the time-accuracy trade-off is much more dramatic
in the 3D dimension size compared to the dictionary size. Therefore, it is recom-
mended to adjust dictionary size first before trying to increase the dimensions of the
3D voxel grid.
Also, the prototype system was deployed in different machines to study the
improvements in performance and accuracy. It is tested in two types of the en-
vironment on AWS, one machine with less compute capacity and one with more
compute capacity in CPU, memory, and GPU. More powerful machines may be
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costly, but provide remarkable improvements in the performance of the system. If
there is a large number of elements in a BIM model to be classified, and it is too
time-consuming, more powerful machines can come in handy.
7.2 Suggestions for improvements
Like all the other previous research on BIM element classification, this study has its
own limitations that have been left as future work. In terms of the applied machine
learning algorithm, a neural network technique with global settings is implemented
and applied to all different BIM models. In the future, the system can be upgraded
to automatically choose the suitable algorithm for each BIM model and optimize
the machine learning training to improve accuracy. Similarly, the system can be
automatically scaled vertically or horizontally depending on the characteristics of
each BIM model. Lastly, the overall pipeline can be upgraded by utilizing tools
and frameworks for machine learning, such as MLflow and Kubeflow for better
management of the ML life cycle [40].
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