Ⅰ. Introduction
Financial crises often come to a surprise realization with no systemic warnings. Furthermore, as Reinhart and Rogoff (2014) point out, harmful spillover effects on other sectors of the economy are likely to be severe because recessions followed by financial crises are often longer and deeper than other economic downturns. To avoid financial crises, Reinhart and Rogoff (2009) suggest to use an early-warning system (EWS) that alerts policy makers and financial market participants to incoming danger signs.
To design an EWS, it is crucially important to obtain a proper measure of the financial vulnerability that quantifies the potential risk in financial markets.
One may consider the conventional Exchange Market Pressure (EMP) index
proposed by Girton and Roper (1977) . Instead, this paper employs an alternative measure known as financial stress index (FSTI) that is rapidly gaining popularity since the recent financial crisis.
The EMP index is computed using a small number of monetary variables such as exchange rate depreciations and changes in international reserves. On the other hand, FSTI is constructed utilizing a broad range of key financial market variables. In the US, 12 financial stress indices have currently become available (Oet, Eiben, Bianco, Gramlich, and Ong, 2011) since the recent financial crisis. The Bank of Korea also developed FSTI (KFSTI) in 2007 and started to report it on a yearly basis in their Financial Stability Report.
In this paper, we employ the monthly frequency KFSTI data as a proxy variable for financial market risk in Korea, and propose an out-of-sample forecasting procedure that extracts potentially useful predictive contents for KFSTI from a large panel of monthly frequency macroeconomic data. 1) Conventional approaches to predict financial crises include the following. Frankel and Saravelos (2012) and Sachs, Tornell, and Velasco (1996) used linear regression approaches to test the statistical significance of various economic variables on the occurrence of historical crisis episodes. Others employed 1) High frequency KFSTI data are for internal use only. We appreciate the Bank of Korea for giving permission to use the monthly frequency data.
discrete choice models including parametric probit or logit models (Frankel and Rose, 1996; Eichengreen, Rose, and Wyplosz, 1995; Cipollini and Kapetanios, 2009 ) and nonparametric signals approach (Kaminsky, Lizondo, and Reinhart, 1998; Edison, 2003; EI-Shagi, Knedlik, and von Schweinitz, 2013; Christensen and Li, 2014) .
Our forecasting procedure is different from these earlier studies in the sense that we extract potentially useful predictive contents for a new measure of the financial vulnerability such as the KFSTI from a broad range of macroeconomic time series data. Our proposed method is suitable in a data-rich environment, and may be considered as an alternative to dynamic factor models that are widely employed in the recent macroeconomic forecasting literature.
Since the influential work of Stock and Watson (2002) , factor models often utilize principal components (PC) analysis to extract latent common factors from a large panel of predictor variables. Estimated factors, then, can be used to formulate forecasts of a target variable employing linear regressions of the target on estimated common factors. It should be noted that the PC method constructs common factors based solely on predictor variables. 2) Boivin and Ng (2006) , however, pointed out that the performance of the PC method may be poor in forecasting the target variable if predictive contents are in a certain factor that may be dominated by other factors.
To overcome this issue, we employ the partial least squares (PLS) method that is proposed by Wold (1982) . The method constructs target specific common factors from linear, orthogonal combinations of predictor variables taking the covariance between the target variable and predictor variables into account.
Even though Kelly and Pruitt (2015) demonstrate that PC and PLS generate asymptotically similar factors when the data has a strong factor structure, Groen and Kapetanios (2016) show that PLS models outperform PC-based models in forecasting the target variable in the presence of a weak factor structure.
In this paper, we estimate multiple common factors using PLS from a large panel of 198 monthly frequency macroeconomic data in Korea and the KFSTI 2) Cipollini and Kapetanios (2009) employed the dynamic factor model via the PC method for their out-of-sample forecasting exercises for financial crisis episodes.
from October 2000 to June 2016. We apply PLS to the first differenced macroeconomic data and the KFSTI to avoid issues that are associated with nonstationarity in the data. 3) Then, we augment two types of benchmark models, the nonstationary random walk (RW) and the stationary autoregressive (AR) models, with estimated PLS factors to out-of-sample forecast the KFSTI foreign exchange market index (KFSTI-FX) and the KFSTI stock market index (KFSTI-Stock).
We evaluate the out-of-sample forecast accuracy of our PLS-based models relative to these benchmark models using the ratio of the root mean squared prediction errors (RRMSPE) and the Diebold-Mariano-West (DMW) test statistics. We employed both the recursive (expanding window) method and the fixed-size rolling window method. Based on the RRMSPE and the DMW statistics, our models consistently outperform the benchmark RW models in out-of-sample predictability in all forecast horizons we consider for up to one year. On the other hand, our models outperform the AR benchmark model only in short-term forecast horizons.
Financial market stability is viewed an important objective of many central banks. To the best of our knowledge, the present paper is the first to predict the emergence of systemic risks in financial markets in Korea using PLS-based dynamic factor models. 4) We expect our models help provide useful early warning indicators of financial distress that may become prevalent in Korea's financial markets, resulting in harmful spillovers to other sectors of the economy.
The rest of the paper is organized as follows. Section 2 explains how we extract latent common factors and formulate out-of-sample forecasts using PLS factor-augmented forecasting models. We also describe our out-of-sample forecast strategies and model evaluation methods. In Section 3, we provide data descriptions and report our major empirical findings. Section 4 concludes.
3) Bai and Ng (2004) propose a similar method for their panel unit root test procedure that uses PC to estimate latent factors. 4) Kim, Shi, and Kim (2016) implemented similar forecasting exercises using factor estimates from the PC method, which utilizes 198 predictor variables but not the target variable.
Ⅱ. The Econometric Method

The Method of the Principal Components
Consider a panel of N macroeconomic time series predictor variables, ⅹ  ⅹ  ⅹ  ⋯ⅹ  , where ⅹ         ⋯   ′,   ⋯ . Dynamic factor models that are based on the principal component (PC) method (e.g., Stock and Watson, 2002) assume the following factor structure for x. Abstracting from deterministic terms,
where ｆ          ⋯   ′ is an  ×  vector of latent common factors at time t and           ⋯   ′ denotes an  ×  vector of time-invariant associated factor loading coefficients.    is the idiosyncratic error term.
As shown by Nelson and Plosser (1982) , most macroeconomic time series variables are better approximated by a nonstationary stochastic process.
Further, Bai and Ng (2004) pointed out that the PC estimator for f t from (1) may be inconsistent when    is an integrated process. As Bai and Ng (2004) suggested, one may estimate f t and   via the PC method for the first-differenced data. For this, rewrite (1) as follows.
for   ⋯. After normalizing ｘ  ｘ  ｘ  ⋯ｘ  , we apply PC to ｘｘ′ to obtain the factor estimates   ｆ  along with their associated factor loading coefficients    . 5) Estimates for the idiosyncratic components are naturally given by the residuals              ′   ｆ  . Level variables are recovered as 5) We first normalize the data prior to estimations, because the method of the principal components is not scale invariant.
follows,
The Partial Least Squares Method
Partial least squares (PLS) models for a scalar target variable   are motivated by the following linear regression model. Abstracting from deterministic terms,
where ⅹ         ⋯    ′ is an  ×  vector of predictor variables at time   ⋯  is an  ×  vector of associated coefficients, and   is an error term. Note that we use the first-differenced predictor variables, assuming that ｘ  is a vector of integrated processes.
PLS models are useful especially when N is large. Instead of running a regression for (4), one may employ a data dimensionality reduction method via the following regression with an  ×  vector of components
That is,
and ｗ  ｗ  ｗ  ⋯ｗ   is an  ×  matrix of each column PLS regression minimizes the sum of squared residuals from the equation (5) for  instead of  in (4). It should be noted, however, that we do not directly utilize  in the present paper. In what follows, we employ a two-step forecasting method so that our models are comparable with the PC-based forecasting models. That is, we estimate   via the PLS method, then augment our benchmark forecasting model with PLS factor estimates for   .
There are many available PLS algorithms (Andersson, 2009 ) that work well.
Among others, one may use the algorithm proposed by Helland (1990) to forecast the j-period ahead target variable     ,   ⋯. One may obtain these factors recursively as follows. First,    is determined by the following linear combinations of the predictor variables in ｘ  .
where the loading (weight)    is given by          .
Next, regress     and    on      to get residuals,      and      , respectively. The second factor estimate      is then obtained similarly as in (7) with                  . We repeat until the   factor      is obtained.
The PLS Factor Forecast Models
Our first PLS factor forecast model, the PLS-RW model, is motivated by a nonstationary random walk process augmented by     . Abstracting from deterministic terms,
that is, when    ,   obeys the random walk (RW) process.
Since the coefficient on   is fixed, we cannot use the unrestricted least squares estimator for (8). We resolve this problem by regressing        on     first to obtain the consistent estimate    . 6) Adding   back to the fitted value, we obtain the following j-period ahead forecast for     ,
The natural benchmark (BM) model of the PLS-RW model (8) is the following RW model.
where     in (9) 
Our second PLS factor forecast model, the PLS-AR model, is motivated by a stationary AR(1)-type stochastic process augmented by PLS factor estimates     . Abstracting from deterministic terms,
where   is less than one in absolute value for stationarity.
We again employ a direct forecasting approach by regressing the j-period ahead target variable (    ) directly on the current period target variable (  ) and the estimated factors (    ). Note that (12) is an AR (1) process for    6) That is, we assume that        is stationary.
extended by covariates     . Applying the ordinary least squares (LS) estimator
for (12), we obtain the following j-period ahead forecast for the target variable,
where    and    are the least squares coefficient estimates.
Naturally, the benchmark model for the PLS-AR (12) is the following stationary AR(1)-type or simply the AR model,
which relates     directly with the current value   . The j-period ahead forecast from this model is,
where    is obtained by regressing     directly on   as in (14). 7) Note that the PLS-AR model (12) nests the stationary benchmark model (14) when     does not contain any useful predictive contents for     , that is,    .
Out-of-Sample Forecast Strategies
We first implement out-of-sample forecast exercises employing a recursive We also employ a fixed-size rolling window method, which performs better than the recursive method in the presence of structural breaks. After we obtain the first forecast      using the initial
   ⋯  , we add one observation but drop one earliest observation for the next round forecasting.
That is, we re-estimate
maintaining the same number of observations (  ) to obtain the second round forecast,        . Again, we repeat until we forecast the last observation,   .
For model evaluations regarding the out-of-sample prediction accuracy, we use the ratio of the root mean square prediction error (RRMSPE) defined as follows,
where
Note that our PLS models outperform the benchmark models when RRMSPE is greater than 1.
We supplement our analyses by employing the Diebold-Mariano-West (DMW)
test. For this, we define the following loss differential function,
where the squared loss function can be replaced with the absolute value loss function.
The DMW statistic is defined as follows to test the null of equal predictive
where   is the sample average,
In the presence of serial correlations,     denotes the long-run variance of   ,
where ․ is a kernel function with the bandwidth parameter , and    is the   autocovariance function estimate.
Ⅲ. Empirical Findings
Data Descriptions
We employ the financial stress index (KFSTI) data to quantify the financial vulnerability in Korea. We use the following two KFSTI sub-indices, one for the foreign exchange market (KFSTI-FX) and the other one for the stock market (KFSTI-Stock). We do not report forecasting exercise results for the two other KFSTI sub-indices for the bond market and for the financial industry, since not only our PLS factor models but also PC models performed relatively poorly for these two indices. That is, these sub-indices seems to be somewhat disconnected from the common factor estimates in the present paper. Put it differently, such limited performances of our factor models might be due to the fact that our common factors are extracted from macroeconomic predictor variables even though the financial industries and bond markets are often influenced by non-economic political factors. variables other than those in percent (e.g., interest rates and unemployment rates) are log-transformed prior to estimations. We categorized these 198 time series data into 13 groups as summarized in Table 1 .
Group #1 includes 14 domestic and world nominal interest rates. Groups #2 through #4 are an array of prices and monetary aggregate variables, while group #5 consist of bilateral nominal exchange rates. That is, groups #1 through #5 represent nominal sector variables in Korea. On the other hand, groups #6 through #11 entail various kinds of real activity variables such as production, inventory, and labor market variables. The last two groups represent business condition indices and stock market indices in Korea, respectively.
Evaluations of the Model
This subsection discusses the in-sample fit and the out-of-sample prediction performance of our PLS factor models relative to those of the benchmark and PC factor models. indices, whereas that with PC factors is less than 0.3 and 0.2 for the foreign exchange index and the stock index, respectively. In a nutshell, the PLS method yields superior in-sample fit performance in comparison with the PC method.
Out-of-Sample Forecasting Performance
In Table 2 and Table 3 , we report RRMSPE's and the DMW statistics of the PLS-RW forecasting model (9) relative to the performance of the RW benchmark model (11) for the KFSTI-FX and the KFSTI-Stock, respectively. We implement out-of-sample forecast exercises using up to 12 () factor estimates obtained from PLS for          for up to 12-month forecast horizons ().
We used   for the sample split point, that is, initial 50% observations were used to formulate the first out-of-sample forecast in implementing forecasting exercises via the recursive (expanding window) scheme as well as the fixed-size rolling window scheme. Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. The critical values are from McCracken (2007) to avoid size distortion because the benchmark model is nested by our factor model. Table 2 and Table 3 Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. The critical values are from McCracken (2007) to avoid size distortion because the benchmark model is nested by our factor model.
Even though the performance of the PLS-AR model relative to the AR benchmark is not overwhelmingly good, it should be noted that the PLS-AR model can still provide useful early warning indicators of incoming danger to Korea's financial market. Financial crises often occur abruptly and unexpectedly.
Given such tendency, it is good to have an instrument that generates warning signs before the systemic risks materialize in the financial market.
We repeat the same exercises using combinations of     and   ｆ  and report the results in Table 6 through Table 9 . That is, we extended the benchmark forecasting models using equal numbers of factors obtained from the PLS and the PC methods. Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. The critical values are from McCracken (2007) to avoid size distortion because the benchmark model is nested by our factor model.
For example,    means that     ,     ,     , and     are used as condensed predictor variables. Results are qualitatively similar to previous performances reported in Table 2 through Table 5 . That is, marginal contributions of using PC factors (  ｆ  ) in addition to PLS factors (    ) are mostly negligibly small. Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. The critical values are from McCracken (2007) to avoid size distortion because the benchmark model is nested by our factor model. Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. The asymptotic critical values from the standard normal distribution are used. Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. The critical values are from McCracken (2007) to avoid size distortion because the benchmark model is nested by our factor model. Note: RRMSPE denotes the ratio of the root mean squared prediction errors, which is the mean squared prediction error (RMSPE) from the benchmark model divided by the RMSPE from the competing Partial Least Squares factor model. DMW is the Diebold-Mariano-West statistics. We repeat estimations and forecasting starting from the first 50% observations until we (out-of-sample) forecast the last observation of the KFSTI. DMW statistics in bold denote the rejection of the null hypothesis of equal predictability at the 5% significance level in favor of our factor models. The critical values are from McCracken (2007) to avoid size distortion because the benchmark model is nested by our factor model.
Comparisons with the PC Models
This sub-section compares the out-of-sample prediction performances of the PLS models relative to those of the PC models using the RRMSPE criteria, the RMSPE from the PLS model divided by the RMSPE from the corresponding PC model. That is, RRMSPE greater than 1 implies a better performance of the PLS model. As can be seen in Figure 6 for the KFSTI-FX, the PLS-RW model outperforms the PC-RW model in all forecast horizons we consider. It is interesting to see that the PLS-RW model's relative performance becomes better as we employ more factor estimates or when forecast horizons become longer. On the other hand, we observed qualitatively similar performance of the PLS-AR model and the PC-AR model in predicting the KFSTI-FX, even though the PLS-AR model tend to perform better in short-term forecast horizons with many factor estimates.
The PLS-RW model again demonstrates substantially better performance than the PC-RW model in predicting the KFSTI-Stock in all forecast horizons under both the recursive and the fixed-size rolling window schemes.
Interestingly, the PC-AR model overall outperforms the PLS-AR model for the KFSTI-Stock under the recursive scheme, while the latter outperforms the former under the fixed-size rolling window scheme. This seems to explain slight improvements in forecasting performance, see Table 5 and Table 9 , under the recursive scheme when we combine PLS and PC factors together.
Lastly, we compare the performances of the PLS-AR model and the PLS-RW model using the RRMSPE criteria. RRMSPE greater than 1 implies that the PLS-AR model outperforms the PLS-RW model. Results are reported in Figure  8 . It should be noted that both PLS models perform similarly well in short-term forecast horizons unless very small numbers of factors are employed. However, as the forecast horizon increases, the PLS-AR model tend to outperform the PLS-RW model. Note that the PLS-RW is based on the RW model, which is a "no change" prediction model. If the KFSTI obeys a mean reverting stochastic process, RW type models would not perform well in long-term forecast horizons. To check this possibility, we employed the conventional ADF test, which rejected the null of nonstationarity at the 5% significance level for both indices, confirming the conjecture described earlier. 10) 10) Results are available upon requests. Note: We report the RRMSPE defined as the RMSPE of the PC method divided the RMSPE of the PLS. That is, the PLS method outperforms the PC method when RRMSPE is greater than one.
Ⅳ. Concluding Remarks
This paper proposes a factor-augmented forecasting model for the systemic risks in Korea's financial markets using the partial least squares (PLS) method as an alternative to the method of the principal components (PC). Unlike PC factor models that estimate common factors solely from predictor variables, the PLS approach generates the target specific common factors utilizing covariances between the predictors and the target variable. two benchmark models, the random walk (RW) model and the stationary autoregressive (AR) type model, with estimated PLS factors to out-of-sample forecast the KFSTI for the foreign exchange market and the stock market. We then implemented an array of out-of-sample prediction exercises using the recursive (expanding window) and the fixed-size rolling window schemes for 1-month to 1-year forecast horizons.
We evaluate our proposed PLS factor-augmented forecasting models via the ratio of the root mean squared prediction error and the Diebold-Mariano-West statistics. Our PLS-RW models consistently outperform the nonstationary random walk benchmark model. On the other hand, the PLS-AR forecasting models perform better than the AR models only for short-term forecast horizons. That is, unlike the PLS-RW model, the performance of the PLS-AR model is not overwhelmingly better than its benchmark. However, it should be noted that the PLS-AR model, and of course the PLS-RW model, can still provide potentially useful early warning signs of financial distress before the systemic risks materialize in Korea's financial market within a month.
Combining all together, the PLS factor models perform much better than the PC factor models especially when the models are combined with the nonstationary random walk benchmark model.
