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INTRODUCCIO´N
1.1. Resumen
En los u´ltimos an˜os, se han descubierto un gran nu´mero de variantes gene´ticas de
distinta naturaleza, desde las ma´s simples que indican un cambio en un nucleo´ti-
do, Single Nucleotid Polymorphism (SNP), hasta otras ma´s complejas referentes
al nu´mero de copias de un segmento de la cadena de ADN, Copy Number Va-
riant (CNV). Existen otras variantes como son las inversiones, microsate´lites, etc.
Sin embargo, esta tesis se ha focalizado en los SNPs y en los CNVs, ya que son los
dos tipos de variantes ma´s analizadas en los estudios de epidemiolog´ıa gene´tica.
En muchas situaciones, los me´todos para analizar el efecto que tienen los SNPs o los
CNVs sobre las enfermedades esta´n bien resueltos. Sin embargo, en algunos casos,
los SNPs y los CNVs se observan con incertidumbre. Por ejemplo, a veces el genotipo
para un SNP no se observa directamente sino que se imputa. A su vez, establecer
el nu´mero de copias para un CNV se hace de forma indirecta a partir de la sen˜al
cuantitativa de su sonda (probe). Esto hace que se requieran me´todos estad´ısticos
“no esta´ndar” apropiados para estudiar la asociacio´n entre SNPs imputados o CNVs
incorporando esta incertidumbre.
En la literatura se han descrito diferentes estrategias para afrontar los estudios de
asociacio´n entre una variante gene´tica medida con incertidumbre y una variable res-
puesta: (i) la estrategia Naive y (ii) la estrategia conocida como Dosage. A grosso
modo, la primera no tiene en cuenta la incertidumbre, mientras que la segunda lo
hace de forma aproximada.
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En esta tesis doctoral se presentan me´todos estad´ısticos para tratar datos medidos
con incertidumbre que solventen las limitaciones que presentan los me´todos exis-
tentes. Esta aportacio´n es relevante y lo sera´ ma´s en el futuro ya que cada vez se
analizan variantes gene´ticas medidas con incertidumbre (CNVs, SNPs imputados,
variantes obtenidas a partir de datos de ultrasecuenciacio´n, inversiones, ...). Los estu-
dios gene´ticos suelen analizar el genoma completo (estudios conocidos como GWAS,
por sus siglas en ingle´s - Genome Wide Association Study) y miles de participantes.
Mientras el software y/o el hardware no aporten nuevas soluciones es poco eficien-
te utilizar una te´cnica precisa y potente que es poco eficiente computacionalmente
para dar solucio´n a este tipo de estudios. La solucio´n es una te´cnica de ana´lisis de
variantes gene´ticas que incorporen esta incertidumbre.
Se han propuesto y descrito anal´ıticamente modelos estad´ısticos para estudiar la
asociacio´n entre variantes gene´ticas medidas con incertidumbre y una variable res-
puesta. Dichos modelos tienen la caracter´ıstica de incorporar la incertidumbre de
forma adecuada en la funcio´n de verosimilitud. Se ha considerado los siguientes es-
cenarios, entre otros: que la variable respuesta sea de tipo binario (presencia o no de
cierta enfermedad), cuantitativa (nivel de colesterol en sangre) o´ censurada (tiempo
hasta reca´ıda). No so´lo se han disen˜ado te´cnicas para el ana´lisis de las variantes
gene´ticas de forma individual sino tambie´n para pares simulta´neamente (interaccio-
nes). Todo ello se ha implementado en distintas funciones estructuradas e integradas
como parte de un programa de uso comu´n en la epidemiolog´ıa gene´tica como es R.
Adema´s se ha escrito parte del co´digo de las funciones en lenguaje C++ a fin de que
los ca´lculos sean mucho ma´s ra´pidos.
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1.2. Estudios de asociacio´n gene´tica
Gracias a la mejora tecnolo´gica, durante los u´ltimos an˜os se han descubierto un gran
nu´mero de estructuras gene´ticas [1], lo cual ha sido sido de vital importancia para
entender mejor las diferencias entre individuos y predecir cua´les son ma´s suscepti-
bles de padecer ciertas enfermedades [2, 3, 4, 5].
En los primeros an˜os, los estudios de enfermedades o rasgos hereditarios, se llevaban
a cabo en familias [6, 7], y permit´ıan saber que´ grado de la enfermedad era explica-
do por la gene´tica. No obstante, su limitacio´n radicaba en la dificultad de precisar
las variantes gene´ticas y su estructura implicadas en la enfermedad. Adema´s, aun-
que tuvieron e´xito en identificar rasgos con gran carga gene´tica (o penetrancia) no
fue as´ı para rasgos en que la gene´tica explicaba una proporcio´n ma´s limitada como
suele ser el caso de enfermedades complejas (por ejemplo gran variedad de tipos
de ca´ncer o patolog´ıas cardiovasculares). A pesar de que los estudios en familias se
siguen llevando a cabo [8], e´stos dieron paso a los estudios de asociacio´n donde los
individuos participantes no esta´n emparentados y en que t´ıpicamente la muestra
es mucho mayor. Naturalmente, los estudio de asociacio´n son posibles gracias a la
vertiginosa disminucio´n de los costes en el proceso de genotipado [9].
Con el incremento del taman˜o de la muestra se gano´ en potencia estad´ıstica y fue
ma´s fa´cil identificar variantes gene´ticas aunque su asociacio´n con la enfermedad
fuera ma´s pequen˜a (baja penetrancia). Adema´s, los estudios de asociacio´n fueron
capaces de recopilar centenares de miles de variantes gene´ticas, donde se estudiaban
desde cambios de un so´lo nucleo´tido (SNPs) [10, 11, 12] a eliminaciones o repeticio-
nes de segmentos de varios miles de nucleo´tidos (CNVs) [13, 10, 14], y otro tipo de
variantes como las inversiones de segmentos [15], etc.
El gran nu´mero de variantes gene´ticas identificadas, lejos de ser una ventaja des
del punto de vista estad´ıstico “tradicional”, supone un reto para los estudios de
asociacio´n. Para su ana´lisis existen diferentes estrategias. La ma´s simple es estimar
la asociacio´n de cada variante una a una por separado con la variable respuesta,
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lo cual se traduce en ajustar el mismo modelo de asociacio´n repetidamente miles o
centenares de miles de veces. Esta estrategia es la que se suele realizar en la gran
mayor´ıa de estudios de asociacio´n donde se analizan hasta millones de variantes
gene´ticas a lo largo de todo el genoma (Genome Wide Association Study (GWAS)).
Otro tipo de estrategia ma´s compleja consiste en involucrar grupos de variantes a
la vez. El ejemplo ma´s sencillo de ello es el estudio de interacciones de pares de va-
riantes conocido tambie´n como epistatis [16]. En esta tesis nos hemos limitado a los
modelos de asociacio´n entre las variantes una a una y la enfermedad y los estudios
de interacciones de pares de variantes de SNPs.
1.2.1. Single Nucleotide Polymorphisms (SNPs)
Los SNPs fueron las primeras variantes gene´ticas analizadas en los estudios de aso-
ciacio´n, debido a que son las ma´s simples. En la literatura hay un gran nu´mero de
art´ıculos publicados reportando SNPs asociados con distintas enfermedades, como
son el Alzheimer [10], el ca´ncer [11], o las enfermedades cardiovasculares [12], entre
otras
Un SNP se define como la mutacio´n o cambio producido en una determinada posi-
cio´n o´ nucleo´tido (“locus”) de la cadena de ADN que ha sido favorecida en te´rminos
evolutivos por lo que lo presenta una proporcio´n “significativa” de individuos de la
poblacio´n. Normalmente, se toma una proporcio´n superior al 1 % para que sea con-
siderada como SNP, y si es inferior se define como mutacio´n. Aunque estos l´ımites
son arbitrarios. A menudo, cuando la proporcio´n es inferior a 1 % simplemente se
llaman rare SNPs, y common SNPs en caso contrario.
Debido que los seres humanos, como la mayor´ıa de seres vivos, tenemos dos cadenas
de ADN (cada una proveniente de uno de los dos progenitores), puede haber un
cambio en un locus (alelo) en las dos cadenas, en una de ellas o en ninguna. Por lo
tanto, un SNP es una variable discreta de 3 posibles valores (0, 1 o´ 2). El efecto que
puede tener un SNP sobre un rasgo (modelo de herencia) puede ser de varios tipos.
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Los ma´s comunes son: dominante, recesivo, aditivo o co-dominante. En el primer
caso, los individuos se pueden agrupar entre aquellos que tienen algu´n cambio (‘1’
o´ ‘2’) frente aquellos que no tienen ninguno (‘0’). En el segundo caso, recesivo,
los individuos se agrupan entre aquellos en que el cambio se ha producido en las
dos cadenas (‘2’) y los dema´s. Para el modelo aditivo, en cambio, se entiende que
hay un incremento progresivo en el riesgo o´ en los valores medios de la variable
respuesta al incrementar el nu´mero de alelos. Por u´ltimo, el modelo codominante,
no hace ninguna suposicio´n y trata la variable SNP como una variable catego´rica de
3 niveles.
1.2.2. Copy Number variants (CNVs)
Los CNVs son segmentos largos (t´ıpicamente de miles de nucleo´tidos de longitud) de
ADN que se repiten en distintas zonas de la cadena, contiguas o no. Teo´ricamente,
sus posibles valores (o genotipos) son los valores enteros desde cero a infinito. No
obstante, en la pra´ctica se suelen distinguir tres situaciones: (i) delecio´n: cuando un
segmento de una determinada zona del genoma que esta´ en la mayor´ıa de los indi-
viduos de la poblacio´n no aparece; (ii) wild type: cuando el segmente esta´ presente;
(iii) duplicacio´n: cuando el segmento esta´ repetido. As´ı, el CNV se puede tratar de
forma similar a un SNP (con 0, 1 o´ 2 copias), y los modelos de herencia pueden ser
igualmente aditivo, recesivo, dominante o codominante.
En [17], McCarrol manifiesta la importancia de estudiar estas variantes, ma´s alla´ de
los SNPs, para poder entender las bases gene´ticas de enfermedades con cierta com-
ponente hereditaria. Adema´s, algunos estudios recientes han descubierto CNVs aso-
ciados a ciertas enfermedades [13, 10, 14].
1.2.3. Genome Wide Association Studies (GWAS)
Los GWAS son estudios de asociacio´n aplicados a la poblacio´n cuyo objetivo es ave-
riguar que´ variantes gene´ticas a lo largo de todo el genoma esta´n asociados a una
determinada enfermedad.
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Gracias al proyecto HapMap (www.hapmap.org) [18, 19] se han descubierto hasta
la fecha ma´s de cuatro mil millones de SNPs. Una de las ventajas que ha aportado
el proyecto HapMAP a nivel pra´ctico es que ha evidenciado que no es necesario ge-
notipar todos los SNPs ya que muchos de ellos esta´n en desequilibrio de ligamiento,
Linkage Desequilibrium (LD), el cual representa la correlacio´n entre un par de SNPs.
Se ha visto que genotipando una pequen˜a proporcio´n de ellos, tag SNPs considera-
dos como “representantes” de una zona del genoma donde los SNPs esta´n en alta
correlacio´n, es suficiente [20]. As´ı, se han disen˜ado plataformas, como Illumina ©
[21] o´ Affymetrix © [22, 23] para genotipar los tag SNPs estrate´gicamente situados
cubriendo ma´s del 80 % de la variabilidad explicada por los cuatro mil millones de
SNPs. Actualmente estas plataformas son capaces de genotipar ma´s de un millo´n de
SNPs.
En los GWAS, el nu´mero de variantes gene´ticas estudiadas fa´cilmente sobrepasa el
millo´n cuando se trata de SNPs o´ miles para los CNVs. Adema´s, no se hace ningu-
na suposicio´n a priori sobre que´ variantes gene´ticas son ma´s susceptibles de estar
asociadas con la enfermedad, a diferencia de los estudios de genes candidatos donde
se estudian, como ma´ximo decenas de SNPs. Por este motivo es necesario situar el
nivel de significacio´n estad´ıstica en valores mucho ma´s pequen˜os, para mantener el
error de tipo I. Es decir, corregir por comparaciones mu´ltiples. En contrapartida,
para conseguir una potencia estad´ıstica suficiente se requiere un taman˜o de muestra
mucho mayor. En los estudios actuales se reclutan decenas de miles de participan-
tes. A menudo, para conseguir suficiente taman˜o de muestra, se constituyen grandes
consorcios para unir diferentes estudios, y en que ellos analizan los datos de cada
centro por separado para posteriormente meta-analizar los resultados [24, 25].
1.2.3.1. Estudios caso-control
Los estudios de tipo caso-control son los ma´s comunes en los GWAS ya que son
relativamente fa´ciles de llevar a cabo des del punto de vista log´ıstico a la hora de
conformar la muestra. El objetivo de este tipo de estudios es comparar la distribucio´n
de las variantes gene´ticas entre los casos (individuos que presentan la enfermedad) y
los controles (individuos sanos o que no presentan la enfermedad). Su disen˜o tiene la
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ventaja, a diferencia de los estudios de cohorte, de que se puede conseguir un gran
nu´mero de casos con facilidad. Mientras que los controles se seleccionan a partir
de una poblacio´n libre de la enfermedad comparable en edad y sexo o´ alguna otra
caracter´ıstica que se quiera tener en cuenta (estrategia matching).
Las herramientas y modelos estad´ısticos usados para estimar la asociacio´n entre las
variantes gene´ticas y la enfermedad en este tipo de estudios suelen ser muy simples:
cuando no se tiene en cuenta ninguna variable confusora o de ajuste, simplemente
se calcula el estad´ıstico χ2 o´ el estad´ıstico exacto F de Fisher [26, 27]; y cuando
se tienen en cuenta posibles variables confusoras, como por ejemplo la raza o´ las
componentes gene´ticas para controlar por el population stratification [28], se suele
aplicar una regresio´n log´ıstica donde la variable respuesta es la presencia/ausencia
de enfermedad y la asociacio´n con las/s variante/s gene´tica/s es ajustada por varia-
bles potencialmente confusoras de esta relacio´n [12].
Desde el punto de vista epidemiolo´gico, los estudios caso-control aportan un grado
de evidencia “bajo” en cuanto a la relacio´n causal entre la variante gene´tica y la
enfermedad debido a que son estudios retrospectivos o transversales. No obstante,
son de gran utilidad para descubrir potenciales variantes gene´ticas asociadas de for-
ma causal. Para posteriormente asegurarse o tener ma´s evidencia de que la variante
gene´tica esta´ realmente asociada de forma causal es necesario realizar un estudio de
seguimiento prospectivo (estudios de cohorte).
1.2.3.2. Estudios de cohorte
Los estudios de cohorte, a diferencia de los de caso-control, suelen ser ma´s costosos
ya que requieren de un seguimiento a lo largo del tiempo para observar que´ indi-
viduos padecen la enfermedad en el periodo de estudio. Adema´s de identificar los
individuos que padecen la enfermedad, tambie´n se registra en que´ momento aparece
e´sta. En estos estudios casi siempre la variable respuesta es “tiempo hasta el even-
to”, si desarrolla el evento o “tiempo hasta la censura” si acaba el seguimiento y no
ha desarrollado el evento.
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De entre todos los tipos de estudio observacionales, o sea, exceptuando los ensayos
cl´ınicos, los estudios de cohorte son los que aportan ma´s evidencia “causal” a la
posible asociacio´n entre las variantes gene´ticas y la enfermedad. El motivo es que,
a diferencia de los estudios caso-control, los casos no son elegidos de forma artificial
(por disen˜o) sino que forman parte de la cohorte inicial que idealmente es repre-
sentativa de la poblacio´n general. Por otra parte, la variable respuesta aporta ma´s
informacio´n que en los estudios caso-control ya que no se trata de una variable bi-
naria (caso o´ control) sino que es realmente una variable continua, y por lo tanto
tienen ma´s potencia estad´ıstica para detectar asociacio´n.
As´ı pues, no es de extran˜ar que en muchas ocasiones se disen˜e y analice un estudio
caso-control para “descubrir” posibles variantes gene´ticas asociadas a una deter-
minada enfermedad y posteriormente estimar y/o ratificar esta asociacio´n en un
estudio de cohorte.
Finalmente, el modelo estad´ıstico ma´s usado para analizar un estudio de cohorte
con la variable respuesta del tipo tiempo hasta evento con posible censura es la re-
gresio´n semiparame´trica de Cox de riesgos proporcionales o la regresio´n parame´trica
de Weibull.
1.2.3.3. Estudios de respuesta continua
Los estudios gene´ticos de poblacio´n conocidos como estudios de ‘respuesta conti-
nua’ (o´ rasgo continuo) son aquellos en que la enfermedad o variable respuesta es
de cara´cter cuantitativo y que adema´s se distribuye segu´n una ley normal, previa
transformacio´n si es necesarios (p.e. logaritmo). Un ejemplo de este tipo de estudio
se da cuando se estudia los niveles de colesterol, el ı´ndice de masa corporal o la
tensio´n arterial, por ejemplo.
Lo estudios en los que la respuesta es del tipo “continua” son transversales, es decir
que los participantes son una muestra representativa de la poblacio´n de estudio a
los que se le mide la variable respuesta en un determinado momento del tiempo (el
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mismo para todos), a diferencia de los estudios de cohorte que requieren un tiempo
de seguimiento, o los estudios caso-control donde los casos y los controles pueden
venir de dos fuentes o muestras distintas posiblemente reclutadas en diferentes pe-
riodos.
Al tratarse de una respuesta continua, estos estudios tienen una elevada potencia
estad´ıstica, es decir, es ma´s probable detectar asociacio´n para aquellas variantes
gene´ticas verdaderamente asociadas con la variable respuesta.
Una ventaja compartida con los estudios de cohorte, es que se puede analizar la
asociacio´n con distintas variables respuesta, siempre y cuando en el seguimiento se
hayan recopilado diferentes tipos de eventos. Por ejemplo, el ı´ndice de masa corporal
o el colesterol total en los estudios transversales, o ictus o enfermedad coronaria en
los estudios de cohortes.
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1.3. Incertidumbre en las variantes gene´ticas
La incertidumbre ocurre cuando en alguno o en todos los individuos de la muestra
no se ha podido observar directamente el valor de la variante gene´tica, sino que se
tiene una informacio´n parcial sobre que´ valor o valores ha tomado. Dependiendo del
tipo de variante y de los me´todos te´cnicos para medirla (genotipado), la informacio´n
que se tiene es ma´s o menos difusa. Estad´ısticamente hablando, este hecho puede
ser cr´ıtico en el uso de herramientas para describir su distribucio´n en la muestra o
hacer inferencia sobre la poblacio´n, o en u´ltimo te´rmino estimar su asociacio´n con
la enfermedad. Por ello, es necesario evaluar la fiabilidad de las herramientas exis-
tentes para llevar a cabo estos objetivos y, si es necesario, considerar herramientas
o modelos alternativos.
1.3.1. SNPs imputados
En los u´ltimos an˜os, y con la mejora de la tecnolog´ıa, los estudios gene´ticos de po-
blacio´n han incorporado un nu´mero creciente de SNPs, eso es, se han genotipado
ma´s variantes gene´ticas de este tipo en una misma muestra, creciendo su nu´mero de
forma exponencial: se ha pasado de genotipar desde pocas decenas de SNPs hasta
un millo´n.
Por otro lado, y gracias al proyecto HapMap , se conocen mejor los patrones que re-
lacionan los diferentes SNPs entre ellos. Y se sabe que´ regiones o conjuntos de SNPs
esta´n ma´s relacionados (bloques en LD). Esto es de gran utilidad, primero porque
no hace falta genotipar todos los SNPs, y segundo porque es posible “inferir” SNPs
que no se hayan genotipado pero que esta´n relacionados con otros a su alrededor que
s´ı se hayan observado. Usando los patrones de LD del HapMap, se pueden inferir,
o mejor dicho, imputar hasta 1,5 millones de SNPs a partir de 1 millo´n de genoti-
pados. Esto hace posible incorporar muchas ma´s variantes gene´ticas en un GWAS a
un coste adicional cero. Otra ventaja es que permite analizar muestras genotipadas
con distintas plataformas (Affymetrix © o Illumina © , por ejemplo) en que se han
observado conjuntos de SNPs diferentes, mediante un meta-ana´lisis. Gracias a la
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imputacio´n, el nu´mero de SNPs que se pueden estudiar es mucho mayor que el que
se tendr´ıa si so´lo se tienen en cuenta los SNPs genotipados en todas las plataformas
(interseccio´n).
Dependiendo del SNP a imputar, sobretodo del grado de LD con otros SNPs ge-
notipados, la incertidumbre sera´ mayor o menor. Aunque hay distintos algoritmos
para realizar la imputacio´n (MACH [29], IMPUTE [30], PLINK [31],...) y que en
general pueden dar resultados nume´ricamente distintos, [32], todos ellos reportan
las probabilidades de tener 0, 1 o´ 2 copias para cada variante imputada y para cada
individuo de la muestra. Visto as´ı, los valores de los SNPs imputados ya no son 0,
1 o´ 2, sino un vector de 3 probabilidades. Se entiende que hay menos incertidumbre
cuando estas probabilidades esta´n cercanas a 0 o´ 1. Y sabiendo que la suma de las 3
debe ser 1, se puede decir que habra´ poca incertidumbre si la probabilidad ma´xima
de las 3 es pro´xima a 1 y gran incertidumbre si cada una de las tres probabilidades
es pro´xima a 1/3. Finalmente, se puede tomar el promedio de este ı´ndice para todos
los individuos. No obstante, esta medida no es la que calculan la mayor´ıa de progra-
mas de imputacio´n. Por ejemplo, MACH o´ IMPUTE reportan un ı´ndice llamado R2
cuyo rango va de 0 a 1, siendo 0 el grado ma´ximo de incertidumbre y 1 la ma´xima
certeza en la imputacio´n.
La ventaja de asignar un valor nume´rico a cada SNP imputado permite ordenarlos
segu´n el grado de incertidumbre y si se cree necesario eliminar aquellos SNPs con un
grado de incertidumbre demasiado alto a partir de un determinado punto de corte.
Sin embargo, no esta´ claro cua´l debe ser este punto de corte, y e´sto es cr´ıtico porque
existe el peligro de descartar demasiados SNPs del ana´lisis por un lado o de estudiar
SNPs con demasiada incertidumbre para que los resultados sean fiables por el otro.
En [33] se describen y comparan con detalle los distintos me´todos de imputacio´n y
los distintos ı´ndices para medir el grado de incertidumbre, as´ı como las estrategias
para analizar distintas plataformas en la combinacio´n de diferentes cohortes (meta-
ana´lisis).
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1.3.2. CNVs
En los CNVs, la incertidumbre viene dada directamente por la te´cnica de deter-
minacio´n del nu´mero de copias. Los CNVs no se observan directamente sino que
se infieren a partir de una cantidad nume´rica observada de la intensidad de unas
sondas fluorescentes disen˜adas para adherirse al segmento a estudiar. La idea es que
cuantas ma´s sondas se adhieran, ma´s intensa es la sen˜al luminosa que se desprende
y probablemente ma´s copias del segmento tenga el individuo. Debido a que los seg-
mentos esta´n constituidos por miles de bases (nucleo´tidos), puede haber sondas que
no se adhieran correctamente y otras que directamente no lo hagan. Esto conlleva
un cierto grado de error, o sea, incertidumbre.
Despue´s de un proceso de normalizacio´n de la intensidad de las sondas, se estudia
la distribucio´n de todos los individuos de la muestra y se intenta clasificarlos en
distintos grupos segu´n el nu´mero de copias. Bajo el punto de vista estad´ıstico, se
trata de un problema de clustering a partir de una variable cuantitativa. Si la sen˜al
sigue una distribucio´n normal, se pueden aplicar te´cnicas de inferencia basadas en
mixturas de normales usando el algoritmo Expectation-Maximization (EM) [34]. Al-
ternativamente, si la distribucio´n no sigue una ley normal, se utilizan te´cnicas ma´s
robustas par este tipo de distribuciones [35].
Al igual que para los SNPs imputados, existen distintas medidas de incertidum-
bre dependiendo del algoritmo usado para inferir el nu´mero de copias. Asimismo,
tambie´n se suelen determinar puntos de corte eliminando los CNVs con demasiada
incertidumbre como proceso de control de calidad [12].
1.3.3. Estudios de asociacio´n con incertidumbre
Es importante tener en cuenta la posible incertidumbre a la hora de estimar la
asociacio´n entre la variante gene´tica y la variable respuesta, sea cual sea el tipo
de estudio (caso-control, cohorte o de respuesta cuantitativa) o el tipo de variante
(SNPs imputados o CNVs). No hacerlo puede llevar a resultados sesgados y a tener
poca potencia estad´ıstica para detectar diferencias significativas [36, 37]. Tampoco
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esta´ muy claro co´mo incorporar esta incertidumbre en los estudios de asociacio´n, co-
mo se apunta en [38]. Por lo tanto, es de suma importancia saber que´ grado de error
y bajo que´ escenarios usar una te´cnica inapropiada puede dar resultados demasiado
erro´neos, y cua´ndo las te´cnicas estad´ısticas que no tienen en cuenta la incertidumbre
esta´n demasiado sesgadas o por el contrario cua´ndo son suficientemente va´lidas.
1.3.3.1. Estrategias generales
Las te´cnicas estad´ısticas “cla´sicas” de asociacio´n de la forma “respuesta ∼ variables
explicativas” suponen que todas las variables, tanto la respuesta como la/s variables
explicativas en las que se incluyen lo´gicamente las variantes gene´ticas (SNPs o´ CNVs)
esta´n observadas para todos los individuos que conforman la muestra. En el caso
que no se sepa el valor de alguna variable pero se sepa su distribucio´n, se pueden
incorporar las probabilidades en el modelo a partir del teorema de probabilidades
totales: la verosimilitud para un individuo sera´ la suma ponderada sobre todos los
posibles valores que pueda tomar la variable:
L(Y |Θ) =∑
k
L(Y |X = k; Θ)P (X = k) (1.1)
donde Y es el valor de la variable respuesta, X es la variante gene´tica no observada,
Θ es el vector de para´metros del modelo y P (X = k) es la probabilidad de que la
variante gene´tica tome el valor k. El vector de probabilidades P (X = k) se obtiene
a partir de los algoritmos de imputacio´n en el caso de los SNPs o de la distribucio´n
de la intensidad para los CNVs.
Se puede observar que cuando la incertidumbre es nula, la ecuacio´n 1.1 se simplifica
a un so´lo sumando. As´ı, la funcio´n de verosimilitud es mucho ma´s simple y de hecho
el modelo equivale a un modelo de regresio´n “cla´sica” (regresio´n lineal, log´ıstica, de
Cox o´ de Weibull segu´n sea la distribucio´n de la variable respuesta). Pero cuando
hay incertidumbre, el sumatorio en 1.1 no se puede simplificar y la estimacio´n de
los para´metros por ma´xima verosimilitud es ma´s compleja. Consecuentemente, es
necesario aplicar te´cnicas de optimizacio´n nume´rica incluso cuando la respuesta se
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ajusta a una distribucio´n ‘normal’.
Por otro lado, se podr´ıa tener en cuenta ma´s de una variante con incertidumbre a la
vez. La misma fo´rmula 1.1 es va´lida si se interpreta X como la variable resultante de
la combinacio´n de todos los posibles valores de las variantes y k sus combinaciones
posibles. Esto hace que el nu´mero de sumandos en 1.1 se incremente exponencial-
mente y la complejidad del modelo sea demasiado elevada. Por este motivo, esta
tesis se ha restringido a los modelos de asociacio´n gene´tica de una variante o de dos
variantes con una interaccio´n como ma´ximo. A la pra´ctica, pero, no es una gran li-
mitacio´n ya que estos son, con diferencia, los estudios ma´s frecuentemente realizados.
Cabe notar, tambie´n, que la estrategia descrita en este apartado es va´lida siempre y
cuando las variables explicativas con incertidumbre sean cualitativas, dicoto´micas o
discretas con un nu´mero finito de posibles valores. Es fa´cil darse cuenta, pues, que la
misma argumentacio´n hecha para SNPs o CNVs se podr´ıa aplicar tambie´n a otras
variantes gene´ticas o incluso a variables no gene´ticas.
Finalmente, es importante recalcar que esta tesis se ha centrado en los modelos de
asociacio´n y no en los algoritmos de imputacio´n de SNPs o de inferencia del nu´mero
de copias de los CNVs. El modelo estad´ıstico de asociacio´n propuesto tiene el reto de
incorporar de forma apropiada la incertidumbre, eso s´ı, habiendo hallado/estimado
previamente el vector de probabilidades P (X = k) para cada individuo de la mues-
tra. Aunque existen otras estrategias en que se estiman estas probabilidades y se
ajusta el modelo de asociacio´n en un solo paso [39, 40], e´stas no se han considerado
en esta tesis. El motivo es que estos algoritmos son mucho ma´s complejos siendo in-
factibles cuando se estudian muchas variantes gene´ticas (por ejemplo en un GWAS).
1.3.3.2. Aplicacio´n a los CNVs
Como se ha mencionado anteriormente, el nu´mero de copias de un CNV se infiere
a partir de una medida continua como es la intensidad de la sen˜al de las sondas.
Existen diferentes te´cnicas para ello (poner puntos de corte “a ojo” a partir de la
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distribucio´n o simplemente fijar puntos arbitrarios “a priori”) a fin de separar los
distintos grupos de la muestra segu´n el nu´mero de copias. Otra estrategia existen-
te ma´s sofisticada consiste en usar te´cnicas estad´ısticas de discriminacio´n (clu´ster
jera´rquico o no jera´rquico, o la mixtura de normales, etc.). Aunque esta u´ltima es-
trategia tiene un criterio estad´ıstico, no deja de asignar a cada individuo el nu´mero
de copias (su valor) sin tener en cuenta la posible incertidumbre en esta asignacio´n.
En la siguiente figura se ilustran las intensidades de dos CNVs distintos con 0, 1
y 2 copias posibles, donde se puede apreciar el diferente grado de incertidumbre.
Claramente se ve como el CNV2 tiene mucha ma´s incertidumbre ya que las inten-
sidades de los diferentes grupos esta´n ma´s solapadas y es ma´s dif´ıcil clasificar a los
individuos, aunque, como se puede apreciar, los puntos de corte resultantes (tanto si
se hace “a ojo” como si se usan te´cnicas estad´ısticas discriminantes) son los mismos.
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copy number estimation
0 1 2
Con esta incertidumbre es necesario no so´lo asignar el nu´mero de copias, sino te-
ner presente esta incertidumbre. Esto se consigue en considerar las probabilidades
obtenidas en la inferencia del nu´mero de de copias y utilizando una herramienta
estad´ıstica apropiada que sea capaz de calcular la probabilidad de tener un deter-
minado nu´mero de copias para cada individuo dada la intensidad de la sen˜al de la
sonda. Por u´ltimo, y una vez obtenidas estas probabilidades, se puede construir la
funcio´n de verosimilitud como 1.1, donde X es el CNV estudiado.
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1.3.3.3. Aplicacio´n a los SNPs imputados
Para los SNPs imputados, la estrategia es la misma que para los CNVs. So´lo que
ahora las probabilidades P (X = k) se obtienen a partir de algu´n algoritmo de
imputacio´n como MACH, IMPUTE o´ PLINK que proveen estas probabilidades y a
continuacio´n se ajusta la funcio´n de verosimilitud donde X es el SNP imputado a
estudiar. En el proceso de imputacio´n, si el SNP a imputar esta´ en una zona con
poco LD a los SNPs de su alrededor no estara´ claro que´ genotipo (0, 1 o´ 2 copias
del alelo de riesgo) tendra´ el individuo y por lo tanto las probabilidades sera´n rela-
tivamente bajas (pro´ximas a 1/3).
El siguiente paso sera´ ajustar un modelo de asociacio´n entre el SNP y la variable
respuesta que incorpore de alguna manera esta incertidumbre, de la misma forma
que se hace con los CNVs.
CAPI´TULO 1. INTRODUCCIO´N pa´g. 27
1.4. Creacio´n de paquetes en R
En la actualidad, existen diferentes softwares, entre ellos PLINK [31], para llevar a
cabo un ana´lisis de GWAS con SNPs o con CNVs. Muchos o la mayor´ıa de ellos esta´n
escritos en C++ y no esta´n integrados en ningu´n programa demasiado “amigable”
con el usuario, sino que suelen ser bastante r´ıgidos en el sentido que no permiten
manipular los datos de “entrada” y e´stos deben estar en un formato espec´ıfico para
que sean le´ıdos. Adema´s, los resultados son ma´s bien dif´ıciles de leer y no son “per-
sonalizables”.
Como alternativa, en esta tesis, se ha considerado implementar el modelo estad´ısti-
co para el estudio de asociacio´n gene´tica de variantes con incertidumbre, basado en
la verosimilitud presentado en el seccio´n anterior, dentro del software estad´ıstico R
[41]. Las ventajas de incorporar la herramienta en R son varias, entre ellas: (i) en
la actualidad hay muchos usuarios de este programa, (ii) es muy flexible y potente
a la hora de leer datos y obtener resultados a “medida”, (iii) un usuario familia-
rizado con R fa´cilmente puede modificar algunas opciones por su cuenta ya que el
co´digo es abierto, (iv) es posible incorporar funciones para representar gra´ficamente
los resultados y R contiene infinidad de funciones para crear gra´ficos de gran calidad.
En contrapartida, una de las desventajas de R es la lentitud en ejecutar operacio-
nes computacionalmente complejas o que se tengan que repetir muchas veces. No
obstante, es posible solventar este inconveniente escribiendo algunas funciones en
lenguaje C++ y llamarlas desde R, de manera que el usuario trabaje exclusivamente
desde R sin que “lo note” [42]. Escribir partes del algoritmo en C++ de forma adecua-
da puede acelerar much´ısimo las operaciones llegando a ser ma´s de 100 veces ma´s
ra´pido y haciendo factible el ana´lisis de centenares de miles de variantes gene´ticas.
Este hecho es de vital importancia, ya que, aunque el modelo estad´ıstico diera es-
timaciones muy precisas, ser´ıa de nula utilidad para estudios con muchas variantes
implicadas como son los GWAS.
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OBJETIVOS
2.1. Objetivo general
El objetivo de esta tesis consiste en desarrollar modelos estad´ısticos y herramientas
bioinforma´ticas eficientes para analizar estudios gene´ticos de asociacio´n de variantes
medidas con incertidumbre, tanto para estudios de casos y controles como para
estudios de cohorte o transversales con respuesta continua. Para evaluar los modelos
desarrollados, se han analizado tanto datos simulados bajo diferentes escenarios
(variando la magnitud de la asociacio´n, el grado de incertidumbre, etc.), como datos
reales, y se han comparado los resultados con otros me´todos ya existentes.
2.2. Objetivos espec´ıficos
1. Formulacio´n del modelo propuesto para analizar la asociacio´n entre las va-
riantes gene´ticas con incertidumbre y una variable respuesta, en estudios caso-
control y en estudios con rasgos cuantitativos.
2. Extensio´n del modelo a estudios de cohorte con datos censurados. Evaluacio´n
de la precisio´n y potencia estad´ıstica a la aplicacio´n a SNPs imputados.
3. Extensio´n del modelo para el ana´lisis de interacciones de variantes gene´ticas
medidas con incertidumbre en estudios de cohorte y de caso control.
4. Implementacio´n del algoritmo correspondiente al me´todo propuesto al software
libre R mediante la creacio´n de un nuevo paquete de R, CNVassoc. Elabora-
cio´n de una documentacio´n extensa ilustrando el uso de las diferentes funcio-
nes (vignette). Integracio´n de funciones escritas con lenguaje C++ al paquete
29
pa´g. 30 CAPI´TULO 2. OBJETIVOS
CNVassoc a fin de acelerar notablemente los ca´lculos y hacer factible estudios
donde se analizan centenares de miles de variantes (GWAS).
Para los objetivos (1 a 3) se han analizado tanto datos reales como datos simula-
dos. Para el objetivo (1), los datos reales proceden de un array CGH, mientras que
para los objetivos de (2) y (3), se han utilizado datos reales procedentes del estudio
Framingham (http://www.framinghamheartstudy.org), y las simulaciones se han ba-
sado en estos datos, variando algunos para´metros como la magnitud de asociacio´n,
etc.
DISCUSIO´N DE LOS RESULTA-
DOS Y CONCLUSIONES
Esta tesis se ha centrado en el ana´lisis de datos obtenidos en estudios gene´ticos
en los que las variantes gene´ticas se han medido con incertidumbre. En los cuatro
art´ıculos que se han publicado y que conforman esta tesis (ver cap´ıtulo 5) se ha pro-
puesto un me´todo para analizar la asociacio´n entre variantes gene´ticas medidas con
incertidumbre (CNVs o los SNPs imputados) para distintos tipos de estudios (de
casos y controles, de cohorte o de respuesta cuantitativa). Tambie´n se ha adaptado
el modelo al ana´lisis de interacciones de pares de SNPs imputados (epistasis). Todo
ello se ha implementado en un paquete del software estad´ıstico R llamado CNVassoc
con un extenso manual donde se ilustran multitud de ejemplos (vignette). En el pa-
quete CNVassoc se ha insertado co´digo escrito en lenguaje C++ para que los ca´lculos
sean mucho ma´s eficientes y as´ı hacer factible el ana´lisis de centenares de miles de
variantes (GWAS).
A continuacio´n se presentan y discuten los resultados ma´s relevantes de esta tesis.
3.1. Incertidumbre en estudios de asociacio´n
El principal problema que aparece en el ana´lisis de datos gene´ticos medidos con in-
certidumbre es que si se usan modelos “cla´sicos” se induce un sesgo en la estimacio´n
de la asociacio´n entre la variante gene´tica y la respuesta. La razo´n de ello es que
estos modelos suponen que todas las variables, tanto las explicativas como la res-
puesta, esta´n medidas con total certeza en los individuos de la muestra. E´ste no es
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el caso que nos ocupa, sino que la variable explicativa de intere´s (el SNP imputado o
el CNV) esta´ medida con cierto grado de error en todos los individuos de la muestra.
Dependiendo del tipo de variable respuesta, el modelo que se ajusta es diferente: si
la variable respuesta es continua y normalmente distribuida se construye un modelo
de regresio´n lineal [43, 44], mientras que si la variable respuesta es binaria (presen-
cia o ausencia de enfermedad, etc.) se suele usar un modelo de regresio´n log´ıstica
[12, 45, 46], o si se trata de un estudio de cohorte con seguimiento, se ajusta un
modelo de regresio´n de Cox [47, 48] o de Weibull [49].
El reto principal que intenta abordar esta tesis es co´mo incorporar la incertidumbre
observada en las variantes gene´ticas al ajustar modelos (regresio´n lineal, log´ıstica,
de Cox, etc). En la literatura, se han descrito e implementado distintas alternati-
vas, desde la ma´s naive que supone que no hay incertidumbre y asigna el genotipo
o nu´mero de copias ma´s probable en cada individuo, hasta me´todos mucho ma´s
complejos que estiman la probabilidad genot´ıpica, a la vez que ajustan el modelo
de asociacio´n mediante modelos Bayesianos [39, 50, 51]. No obstante, esta tesis se
ha centrado centrado en dos estrategias llamadas Naive y Dosage descartando las
otras, ba´sicamente por dos motivos: (i) estas dos estrategias son, sin ningu´n ge´nero
de dudas, las ma´s usadas e implementadas y (ii) son bastante simples y computacio-
nalmente muy eficientes.
A pesar que hasta la fecha hay algunos estudios que analizan el comportamiento
de estos dos me´todos (Naive y Dosage), como por ejemplo Zheng et al en [52] pa-
ra SNPs imputados, no se han encontrado en la literatura estudios de simulacio´n
suficientemente exhaustivos que comparen estos dos me´todos con algu´n me´todo de
caracter´ısticas similares al propuesto en esta tesis. Adema´s, hay pocos estudios don-
de se hayan simulado datos bajo un disen˜o de cohorte, lo cual s´ı que se ha estudiado
exhaustivamente a lo largo de los trabajos de esta tesis (art´ıculos 2 y 3). Finalmen-
te, otra aspecto novedoso de esta tesis es el ana´lisis del comportamiento del me´todo
Naive y Dosage en el estudio de asociacio´n de interacciones de SNPs imputados,
poco o nada estudiados en la literatura, y se han comparado los resultados con los
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obtenidos mediante el me´todo propuesto.
3.2. Modelo propuesto
En los trabajos de esta tesis, se ha propuesto un modelo para el ana´lisis de asocia-
cio´n de variantes gene´ticas medidas con incertidumbre. Este modelo se ha descrito
formalmente y se ha planteado de forma expl´ıcita su verosimilitud (ver art´ıculo 1).
Su complejidad no es mucho mayor a la de los modelos cla´sicos de regresio´n donde
las variables son medidas con certeza: se pueden ajustar utilizando me´todos esta´ndar
de optimizacio´n como el procedimiento de Newton-Raphson (N-R) que esta´ imple-
mentado en muchos softwares, tambie´n en el programa R [41].
Existen adaptaciones “nume´ricas” del me´todo N-R, donde las primeras y segun-
das derivadas se aproximan de forma nume´rica dada la funcio´n de verosimilitud
[53, 54, 55, 56]. No obstante, en este trabajo se han hallado de forma anal´ıtica to-
das sus derivadas, lo cual es de gran importancia en nuestra modelo porque se ha
demostrado que acelera de forma “sorprendente” el proceso de optimizacio´n.
3.3. Aplicacio´n a los CNVs
Para cada CNV se obtiene una intensidad de sen˜al de una sonda predisen˜ada para
detectar la variante en cuestio´n. Dependiendo del nu´mero de copias del segmento
que tenga un individuo, esta intensidad sera´ mayor o menor ya que se adhieren ma´s
o menos sondas a las cadenas de ADN. A partir de una muestra suficientemente
grande de participantes, se obtiene una distribucio´n de esta intensidad, que se es-
pera que sea multimodal, donde cada “moda” corresponde a un grupo formado por
todos los individuos con el mismo nu´mero de copias.
En el primer trabajo (art´ıculo 1), se ha discutido co´mo los me´todos ma´s “naive”
aplicados para inferir el nu´mero de copias a partir de la intensidad de la sonda pro-
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ducen resultados sesgados en el posterior ana´lisis de asociacio´n entre el CNV y la
variable respuesta tanto en estudios de casos y controles como en estudios de res-
puesta binaria o respuesta continua. Estos me´todos “naive” consisten en clasificar a
los individuos a partir de puntos de corte sobre la distribucio´n de la sen˜al. Si la sen˜al
en cada grupo de individuos es muy homoge´nea y al mismo tiempo entre los grupos
hay una separacio´n clara, no habra´ incertidumbre en clasificar a los individuos. Por
el contrario, si estas distribuciones se solapan mucho, se pueden clasificar erro´nea-
mente un gran nu´mero de individuos, dando lugar a un sesgo en la asociacio´n debido
a que e´sta queda diluida y por consiguiente se infraestima su efecto. Este hecho ya
es bien conocido y se ha descrito en varios art´ıculos, como en [36, 37], y tambie´n se
ha visto en los resultados de este trabajo de la tesis.
Para cuantificar el grado de sesgo de los me´todos existentes con el me´todo propues-
to, se han analizado datos simulados bajo distintos escenarios variando el efecto del
CNV sobre la enfermedad y el grado de incertidumbre, o sea, el solapamiento de
las distribuciones de la sen˜al. Los resultados han sido muy concluyentes, siendo el
modelo propuesto insesgado en todas las situaciones mientras que el me´todo Naive
infraestima mucho el efecto y es mucho menos potente.
La novedad del primer trabajo de la tesis ha sido la presentacio´n e implementacio´n de
una te´cnica estad´ıstica que optimiza la verosimilitud, la cual se ha demostrado que
es teo´ricamente la correcta en un modelo de asociacio´n en que la variable explicativa
(que en este caso es la variante gene´tica) es medida con incertidumbre. Se ha visto
tambie´n que el modelo propuesto converge en la gran mayor´ıa de situaciones y
computacionalmente no es mucho ma´s costoso y que, por lo tanto, resulta factible
analizar centenares e incluso miles de CNVs.
3.4. Aplicacio´n a los SNPs imputados
Hasta la actualidad, la variante gene´tica ma´s estudiada con diferencia en los estu-
dios de gene´tica de poblaciones son los SNPs. Estas variantes son las ma´s simples
con lo que son ma´s fa´ciles de genotipar y analizar. Gracias a la gran acumulacio´n
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de datos, ha sido posible estudiar patrones (LD) entre los SNPs, con los cuales es
posible imputar o inferir un SNP no genotipado mediante otros SNPs cercanos o
en gran LD a e´l. Ello ha permitido que los estudios de SNP a gran escala (GWAS)
incorporen tambie´n SNPs no genotipados pasando de 1 millo´n de SNPs a 2 o´ 3
millones ma´s. Por consiguiente, es de vital importancia analizar de forma correcta
los SNPs imputados en un estudio de asociacio´n, ya que fa´cilmente pueden llegar a
ser ma´s de dos tercios del total de variantes estudiadas.
Como ocurre con los CNVs, no tener en cuenta la incertidumbre derivada de la
imputacio´n puede llevarnos a resultados sesgados y tener menos potencia para de-
tectar SNPs asociados con la variable respuesta [37].
Existen varios tipos de algoritmos para imputar SNPs que pueden dar resultados
distintos. No obstante, todos dan como output las probabilidades de cada uno de los
tres genotipos para cada individuo de la muestra.
En el segundo trabajo de esta tesis (art´ıculo 2) se ha demostrado como la aplica-
cio´n del modelo propuesto inicialmente para CNVs se puede ampliar tambie´n a los
SNPs imputados y que su funcionamiento es muy parecido a los CNVs: partiendo
de las probabilidades imputadas para cada genotipo, es posible estimar el modelo de
asociacio´n optimizando la funcio´n de verosimilitud 1.1. Adema´s, se ha comparado
el me´todo propuesto con un me´todo Naive y con otro me´todo ya implementado en
muchos softwares y co´munmente usado en el ana´lisis de SNPs imputados conoci-
do como Dosage [37, 31]. Aunque existen otros me´todos ma´s complejos, estos dos
me´todos son con diferencia los ma´s usados. El me´todo Naive asigna el genotipo ma´s
probable a cada individuo y procede luego en el modelo de asociacio´n como si no
hubiera incertidumbre. El me´todo Dosage, en cambio, s´ı que tiene en cuenta la in-
certidumbre, incorporando el nu´mero esperado de copias de cada individuo (Dosage)
como variable predictora en el modelo [37]. Mientras que es conocido que el me´todo
Naive produce resultados sesgados y es poco potente, en teor´ıa no esta´ tan claro que
el me´todo Dosage asegure resultados insesgados y potentes, aunque e´sto se afirme
en [37]. Es importante, pues, no so´lo comparar el modelo propuesto con las otras
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dos estrategias (Naive y Dosage), sino que tambie´n es de igual importancia evaluar
el comportamiento de estos dos me´todos y en que´ situaciones esta´n sesgados, etc.
Hasta la fecha ningu´n estudio ha abordado la bondad del me´todo Dosage. En uno de
los art´ıculos de esta tesis se analiza el posible sesgo y potencia estad´ıstica del me´to-
do Dosage, bajo diversos escenarios que cubren un exhaustivo rango de posibilidades.
Los resultados obtenidos a partir de las simulaciones han demostrado que el me´todo
Dosage, en contra de lo comu´nmente aceptado [37], es sesgado aunque este sesgo
parece ser so´lo importante en escenarios bastante extremos con efectos e incertidum-
bres de imputacio´n grandes. El nuevo me´todo propuesto en esta tesis se ha visto
que se comporta de forma muy similar al Dosage, pero ha reportado resultados in-
sesgados incluso en situaciones ma´s extremas. Por u´ltimo, el me´todo Naive ha dado
resultados muy sesgados y poco potentes en casi todos los escenarios, excepto cuan-
do el grado de incertidumbre es casi nulo.
Todo ello, nos ha llevado a la conclusio´n de que el me´todo Dosage se puede utilizar
en casi todos los escenarios a menos que tanto el grado de incertidumbre con el que
se ha imputado el SNP y/o efecto de de este SNP sean muy grandes, en cuyo caso
es mejor usar el me´todo propuesto. Mientras que el me´todo Naive es mejor que sea
evitado siempre que se analicen SNPs imputados. Por u´ltimo, el me´todo propuesto
puede ser usado en cualquier escenario.
Des del punto de vista computacional, los me´todos Dosage y Naive son equivalentes,
dado que los dos ajustan modelos esta´ndar, mientras que el me´todo propuesto, al
maximizar la funcio´n de verosimilitud 1.1 es ma´s complejo. Au´n as´ı, en este trabajo
se ha demostrado, despue´s de computar los tiempos requeridos para el ana´lisis de
datos reales con centenares de miles de variantes, que es factible analizar un GWAS
con el modelo propuesto y la diferencia de tiempo es imperceptible.
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3.5. Aplicacio´n a la interaccio´n de SNPs impu-
tados
Los estudios GWAS han tenido e´xito en encontrar muchas variantes (SNPs) asocia-
das a distintas enfermedades o rasgos. Sin embargo, han dejado sin explicar gran
parte de la variabilidad gene´tica [57]. Se han buscado alternativas a los GWAS como
son los estudios de otras variantes gene´ticas ma´s complejas, por ejemplo los CNVs.
Otros estudios han optado por averiguar si existen asociaciones en las interacciones
de SNPs, con la premisa de que algunos SNPs por si solos no afectan al fenotipo
estudiado o su efecto es demasiado pequen˜o, pero s´ı que interaccionan con otros
SNPs y que el efecto de esa interaccio´n es notable. Algunos de ellos han tenido
e´xito en encontrar interacciones asociadas con distintas enfermedades [58]. Con este
objetivo, el tercer trabajo de esta tesis se ha centrado en el estudio de los modelos
de asociacio´n de interacciones de pares de SNPs imputados con cierta enfermedad
(variable respuesta) en un estudio de cohorte y de casos y controles, denominados
Genome Wide Interaction Study (GWIS).
Como ya se ha comentado anteriormente, hay muchos estudios alertando de la im-
portancia de tener en cuenta la incertidumbre en la imputacio´n de SNPs a la hora
de estimar la asociacio´n. Pero hay muy pocos art´ıculos hasta la fecha que hayan
analizado la influencia de esta incertidumbre en la interaccio´n de SNPs imputados.
Y es que un aspecto fundamental en los estudios de interaccio´n (GWIS) es que la
incertidumbre puede ser mucho ma´s elevada que en los SNPs de forma individual
(GWAS). Para los GWAS, a menudo se fija un punto de corte a partir del cua´l
se considera que la incertidumbre es suficientemente baja como para no tenerse en
cuenta y en este caso se puede usar con “tranquilidad” el me´todo Naive. Sin embar-
go, en los estudios de interaccio´n, la incertidumbre tiene que ser evaluada por pares
y no en cada SNP de forma individual. As´ı, una incertidumbre pequen˜a en los dos
SNPs por separado, puede ser substancial en la interaccio´n.
Para abordar el tema de la interaccio´n, se ha supuesto que la incertidumbre en la
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imputacio´n del par de SNPs es independiente el uno del otro (no hay que confundir
la independencia en la incertidumbre a la hora de imputar con el LD entre los dos
SNPs). De esta forma, se puede calcular la probabilidad de cada par de SNPs (las
nueve combinaciones) como el producto de las probabilidades. Se ha acomodado el
modelo propuesto para el ana´lisis de SNPs imputados o CNVs a interacciones de
SNPs, y se ha aplicado a datos simulados bajo distintos escenarios variando el grado
de incertidumbre de ambos SNPs, frecuencias ale´licas y la magnitud de la asociacio´n
de la interaccio´n. Adema´s, al igual que para el estudio de SNPs “individuales”, se
han analizado datos reales procedentes del estudio de Framingham.
Los resultados obtenidos (art´ıculo 3) han sido distintos de los obtenidos en los estu-
dios de SNPs imputados “individuales”: (i) el me´todo Dosage empieza a ser sesgado
con grados de incertidumbre ma´s moderados, y este sesgo puede ser positivo o nega-
tivo dependiendo de las frecuencias ale´licas, hecho que a priori no es nada intuitivo,
y (ii) el me´todo propuesto ha sido ma´s potente que el me´todo Dosage en escenarios
de gran incertidumbre y efecto, a diferencia de lo mostrado anteriormente, cuando se
analizaba un GWAS sin interaccio´n y que tanto el me´todo propuesto como el Dosage
se mostraron casi equivalentes. Finalmente, al igual que en los GWAS, el me´todo
Naive ha sido muy sesgado y poco potente, si bien este hecho se ha manifestado con
mayor grado si cabe que en los GWAS.
Otro hecho a destacar es que no se han encontrado programas donde se haya imple-
mentado el me´todo Dosage para el estudio de GWIS con SNPs imputados. Este es
un hecho remarcable ya que, (i) el me´todo Dosage es muy usado para los GWAS, y,
(ii) en este trabajo se ha demostrado que es trivial ampliar el me´todo Dosage para
GWAS a estudios de interaccio´n de pares de SNPs imputados.
3.6. Implementacio´n en un paquete de R
Cuando se disen˜a un modelo o´ me´todo estad´ıstico para el ana´lisis de datos, no so´lo
es importante que e´ste sea preciso y computacionalmente eficiente, sino que tam-
bie´n es importante que pueda ser manejado de forma fa´cil para el ma´ximo nu´mero
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de usuarios. En el entorno de los ana´lisis gene´ticos y tambie´n en el a´mbito de la
bioestad´ıstica, uno de los softwares ma´s utilizado y conocido es R. El programa R
contiene numerosas funciones y paquetes para el ana´lisis de estudios gene´ticos de
poblaciones, entre otros campos como son la econometr´ıa, la ecolog´ıa, etc. As´ı pues,
no es de extran˜ar que en esta tesis se haya optado por implementar e integrar las
funciones y algoritmos correspondientes al modelo propuesto en R.
En el u´ltimo y cuarto trabajo de esta tesis (art´ıculo 4), se ha descrito con detalle
la estructura de las funciones, objetos, clases, etc, juntamente con los documentos
de ayuda debidamente escritos, que conforman el paquete llamado CNVassoc dispo-
nible en el repositorio CRAN de R. Adema´s, se ha elaborado un manual (vignette)
con numerosos y detallados ejemplos para que el usuario pueda reproducir y seguir,
donde aparecen todas las funciones principales y sus opciones.
En el paquete CNVassoc se han construido funciones para analizar miles de SNPs
a la vez. Estas funciones incorporan una opcio´n para el ana´lisis en paralelo a fin
de acelerar el proceso. No obstante, se sabe que el co´digo de R no es muy eficiente,
as´ı que tambie´n se ha escrito el algoritmo del modelo propuesto al lenguaje C++ el
cual es llamado desde la funcio´n principal de R. Con ello, la velocidad de ejecucio´n
del ana´lisis se acelera notablemente y es factible analizar centenares de miles de
SNPs en poco tiempo. El co´digo en C++ queda integrado dentro del paquete sin
que el usuario “lo note’. Es decir, no tiene que escribir ninguna instruccio´n en C++,
so´lo en R. Ma´s concretamente, el co´digo traducido a C++ fue el correspondiente al
algoritmo de N-R para maximizar la funcio´n de verosimilitud del modelo propuesto
con las primeras y segundas derivadas.
Otro reto a nivel computacional ha sido la simulacio´n de los datos de cohorte en
el segundo y tercer trabajo, donde la variable respuesta se ha generado a partir de
la distribucio´n emp´ırica. Una vez ma´s, debido a que el uso de co´digo propio de R
era muy ineficiente para generar la gran cantidad de datos que compon´ıan todas las
simulaciones, se ha tenido que crear el co´digo necesario en C++.
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3.7. Conclusiones finales
1. Muchos de los estudios de asociacio´n en epidemiolog´ıa gene´tica analizan va-
riantes que no son medidas directamente sino que se infieren o imputan, dando
lugar a incertidumbre. Este es el caso de los CNVs o de los SNPs imputados.
2. Las herramientas existentes hasta la fecha proponen modelos estad´ısticos ma´s
o menos fiables y precisos para estimar la asociacio´n de las variantes gene´ticas
con cierta enfermedad (variable repuesta). Se sabe que el hecho de no tener
en cuenta la incertidumbre inherente en la medicio´n de la variante gene´tica
conlleva resultados sesgados y poco potentes.
3. En esta tesis se ha propuesto e implementado un modelo que maximiza la
verosimilitud teo´rica. Este modelo se ha formulado y comparado con otras
te´cnicas comu´nmente utilizadas hasta la fecha en los estudios de asociacio´n
gene´tica para analizar CNVs por un lado, y SNPs imputados, por otro.
4. Hasta la fecha no se ha encontrado ningu´n estudio que discuta anal´ıticamente
porque´ y hasta que´ punto los me´todos ma´s utilizados son sesgados. Mediante
exhaustivas simulaciones variando los escenarios en el grado de asociacio´n e in-
certidumbre de las variantes gene´ticas, se ha visto que el me´todo propuesto no
es sesgado y tiene incluso ma´s potencia estad´ıstica que los me´todos existentes.
5. Tambie´n se han analizado datos reales llegando a la conclusio´n que el modelo
propuesto es u´til para analizar estudios de GWAS con miles o centenares de
miles de variantes y miles de individuos. Esto ha sido posible gracias a la
implementacio´n de parte del co´digo al lenguaje C++, y al hecho de hallar de
forma anal´ıtica las primeras y segundas derivadas en el proceso de optimizacio´n
de la funcio´n de verosimilitud.
6. El modelo propuesto se ha extendido y adaptado a diferentes tipos de estudio,
entre los cua´les, los de casos y controles y los de cohorte que son los ma´s usuales
en los estudios de asociacio´n gene´tica. Adema´s, tambie´n se ha programado
el modelo para soportar los ana´lisis de interacciones de pares de variantes
(epistasis), concretamente con SNPs imputados.
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7. Finalmente, se ha creado un paquete integrado en el software R llamado
CNVassoc donde se han ensamblado las diferentes funciones para el ana´lisis
de asociacio´n en objetos y clases, a fin de que su uso sea familiar e intuiti-
vo para los usuarios de este software. Tambie´n se ha escrito un manual con
mu´ltiples ejemplos (vignette).
3.8. Trabajos futuros
3.8.1. Aplicaciones a otras variantes gene´ticas
En esta tesis se ha ilustrado co´mo analizar datos gene´ticos medidos con incertidum-
bre para estimar su asociacio´n con una variable respuesta (enfermedad/rasgo), y
ma´s concretamente para las variantes CNVs y SNPs imputados. Se ha propuesto
un modelo para ello, el cual se ha demostrado que es va´lido y eficiente mediante
estudios de simulacio´n y ana´lisis de datos reales.
Sin embargo, es fa´cil pensar que el modelo propuesto tambie´n podr´ıa aplicarse a
otras variantes gene´ticas como son las inversiones, etc., siempre y cuando se veri-
fiquen los siguientes requisitos: (a) que la variante gene´tica sea catego´rica con un
nu´mero limitado (a poder ser reducido) de categor´ıas, (b) se haya medido con incer-
tidumbre y que se obtenga, a partir de algu´n algoritmo, las distintas probabilidades
de pertenecer a cada categor´ıa para cada individuo de la muestra. El primer requi-
sito har´ıa referencia a los genotipos de los SNPs o al nu´mero de copias de los CNVs
que suelen ser limitados (3 o´ 4 como ma´ximo), y el segundo ser´ıa el ana´logo a las
probabilidades resultantes de los algoritmos de imputacio´n de SNPs o de la infe-
rencia de la sen˜al de las sondas (mixturas de normales, etc) de los CNVs. Por otro
lado, dados estos dos requisitos, y vistos los resultados satisfactorios obtenidos para
los SNPs imputados y para los CNVs, tambie´n ser´ıa interesante aplicar el me´todo
Dosage a otras variantes gene´ticas y evaluar sus resultados.
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3.8.1.1. Next Generation Sequencing (NGS)
La secuenciacio´n de nueva generacio´n, Next Generation Sequencing (NGS), es una
te´cnica novedosa de genotipado de alto rendimiento capaz de determinar el orden de
los nucleo´tidos de una cadena de ADN a alta densidad y a muy bajo coste, ya que
es capaz de paralelizar un gran nu´mero de operaciones en la secuenciacio´n [59, 60].
Existen diferentes herramientas bioinforma´ticas disponibles para analizar datos de
NGS. En concreto, Bioconductor (http://www.bioconductor.org/) es un repositorio
de R [41] donde se encuentran numerosos paquetes para tratar datos de este tipo, des-
de el ana´lisis partiendo de datos crudos (normalizacio´n, lectura, pre-procesamiento,
...) hasta el ana´lisis de datos pre-procesados (ana´lisis estad´ıstico, visualizacio´n, ...).
A grosso modo esta te´cnica replica segmentos de la cadena para posteriormente
alinearlas con una de referencia para ese individuo. Dependiendo del nu´mero de
re´plicas y de la longitud de los segmentos se tiene ma´s o menos cobertura. Una
vez alineados los segmentos, se contabiliza la proporcio´n de cada posible nucleo´tido
(‘A’, ‘T’, ‘C’ o´ ‘G’) en cada “locus”. Es evidente que si so´lo aparece un nucleo´ti-
do se concluira´ que en aquel locus el individuo es homozigoto. Por el contrario, si
aparecen dos nucleo´tidos distintos se dira´ que es heterozigoto. La ambigu¨edad viene
dada cuando hay nucleo´tidos distintos en un mismo “locus” y estos porcentajes son
por ejemplo 95 % y 5 %, ya que al poder existir cierto error en el alineamiento no
queda claro que sea heterozigoto o monozigoto. Lo mismo ocurre cuando hay ma´s
de 2 nucleo´tidos distintos, en cuyo caso todav´ıa es ma´s dif´ıcil determinar el genotipo
del individuo. Adema´s, y de forma ana´loga a los SNPs imputados o a los CNVs, se
define una medida del grado de incertidumbre que tiene que ver con la cobertura y
la frecuencia ale´lica estimada para cada “locus”.
En resumen, la te´cnica de NGS, aunque permite genotipar gran cantidad de ADN
a un coste muy bajo (tiempo y dinero), tiene como contrapartida el hecho de que
acarrea cierto error por lo explicado en el apartado anterior. Ello conlleva incer-
tidumbre a la hora de determinar el genotipo. De igual forma que para los SNPs
imputados o los CNVs es de vital importancia tener en cuenta esta incertidumbre en
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estimar la asociacio´n de las variantes gene´ticas determinadas por NGS y el fenotipo
en cuestio´n, donde se podr´ıa aplicar el modelo propuesto en esta tesis adapta´ndolo
a datos de NGS.
3.8.2. Aplicaciones a variantes no gene´ticas
Siguiendo los argumentos del apartado anterior, es lo´gico pensar que tambie´n se
podr´ıan analizar variables no gene´ticas con las mismas caracter´ısticas que los SNPs
imputados o los CNVs. Por ejemplo, en un estudio epidemiolo´gico en que se desea
estimar el efecto de la diabetes sobre el riesgo cardiovascular, posiblemente ajus-
tando por otras variables. A veces, no es posible saber si un individuo es diabe´tico
o no, pero s´ı que se tienen otras variables relacionadas (los niveles de glucosa en
sangre, etc) a partir de las cuales se puede inferir o estimar la probabilidad que cada
individuo de la muestra sea diabe´tico. En estos casos, se podr´ıa aplicar el modelo
propuesto, donde el estatus de diabetes ocupar´ıa el lugar de la variante gene´tica
(SNP imputado por ejemplo) y el hecho de ser diabe´tico o no equivaldr´ıa al geno-
tipo. Visto de esta manera, en este ejemplo, en lugar de haber 3 genotipos habr´ıa
so´lo 2.
Otro ejemplo interesante podr´ıa ser la aplicacio´n del modelo propuesto como alterna-
tiva a las te´cnicas de imputacio´n mu´ltiple en el tratamiento de datos faltantes. Ello
se podr´ıa hacer, lo´gicamente, siempre y cuando los datos faltantes estuvieran en una
sola variable explicativa y e´sta fuera catego´rica. En tal caso, los resultados obtenidos
mediante imputaciones mu´ltiples y usando el modelo propuesto ser´ıan equivalentes.
La ventaja, pero, es que el modelo propuesto ser´ıa computacionalmente ma´s eficiente
que las te´cnicas de imputacio´n mu´ltiple, las cuales requieren simular unas cuantas
veces la base de datos y ejecutar todos los ana´lisis repetidamente (tantos como base
de datos se hayan simulado).
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Abstract
Background: Copy number variations (CNVs) may play an important role in disease risk by
altering dosage of genes and other regulatory elements, which may have functional and, ultimately,
phenotypic consequences. Therefore, determining whether a CNV is associated or not with a given
disease might be relevant in understanding the genesis and progression of human diseases. Current
stage technology give CNV probe signal from which copy number status is inferred. Incorporating
uncertainty of CNV calling in the statistical analysis is therefore a highly important aspect. In this
paper, we present a framework for assessing association between CNVs and disease in case-
control studies where uncertainty is taken into account. We also indicate how to use the model to
analyze continuous traits and adjust for confounding covariates.
Results: Through simulation studies, we show that our method outperforms other simple methods
based on inferring the underlying CNV and assessing association using regular tests that do not
propagate call uncertainty. We apply the method to a real data set in a controlled MLPA experiment
showing good results. The methodology is also extended to illustrate how to analyze aCGH data.
Conclusion: We demonstrate that our method is robust and achieves maximal theoretical
power since it accommodates uncertainty when copy number status are inferred. We have made
R functions freely available.
Background
With the recent technological advances, various genome-
wide studies have uncovered an unprecedented number
of structural variants throughout the human genome
[1-3], mainly in the form of copy number variations
(CNVs). The considerable number of genes and other
regulatory elements that fall within these variable
regions make CNVs very likely to have functional and,
ultimately, phenotypic consequences [4,5]. In fact, recent
studies have reported a correlation between copy
number of specific genes and degree of disease predis-
position [6-8], indicating that identification of DNA
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copy number is important in understanding genesis and
progression of human diseases.
Several techniques and platforms have been developed
for genome-wide analysis of DNA copy number, such as
array-based comparative genomic hybridization (aCGH).
The goal of this approach is to identify contiguous DNA
segments where copy number changes are present. The
ability of aCGH to distinguish between different numbers
of copies is limited, so various quantitative techniques are
required for more precise, targeted analysis of genomic
regions. For known CNVs, real time PCR assays can be
used to compare the copy number status of particular loci
in cases and controls. Individuals are typically binned
into copy number categories using pre-defined thresholds
of probe signal intensity. Recently, Multiplex Ligation-
dependent Probe Amplification (MLPA) [9] has also been
used to quantify copy number classes. This method
allows the analysis of several loci at the same time in a
single assay. MLPA is usually used to identify gains or
losses in test samples with respect to controls [10], but it
can also be used in the context of association studies in a
case-control or cohort settings [11,12].
The statistical methods used in CNV-disease association
studies are currently very simple. Quantitative methods
give CNV probe signal intensity measurements for each
individual as a continuous variable, from which copy
number status is inferred, generally using pre-defined
thresholds. Differences in copy number distribution
between cases and controls are then assessed using c2,
Fisher or Mann-Whitney tests [6,13,14]. However, the
distribution of CNV probe measurements is continuous
and multimodal, meaning that signal intensity should be
considered as a mixture of curves. In many instances,
these curves overlap with various underlying distribu-
tions leading to uncertainty. Therefore, scoring copy
number by binning and then assessing the association
may lead to misclassification and unreliable results.
Ionita-Laza et al. (2009) pointed out that it is not
inmediately clear how this uncertainty of CNV calling
should be incorporated in the statistical analysis [15]. To
overcome this difficulty in assessing association between
CNVs and disease, we propose a latent class (LC) model
that incorporates possible uncertainty that appear when
CNV calling is performed. After inferring copy number
using Gaussian finite mixture distributions, or any other
calling algorithm, the model assesses the relationship
between the trait and a CNV using a mixture of
generalized linear models. Association is then tested
using a likelihood ratio procedure. We validate and
compare our method with existing methods through a
simulation study. We then illustrate how to test
association between CNVs and the trait by using two
real examples. One of them corresponds to a case-
control study using data from a MLPA experiment where
the true copy number status is known. The second
example belongs to a study where breast cancer cell lines
are analyzed using aCGH.
Methods
Inference of copy number status
Let us assume that we observe I individuals from a given
population, consisting of C mutually exclusive latent
classes c = 1, ..., C (e.g. copy number status). Instead of
observing these classes, we observe a surrogate variable, X,
corresponding to a continuous variable arising from any
quantitative method. For instance, in targeted studies using
MLPA or real-time PCR, X corresponds to peak intensities
for each CNV probe. In the context of a whole genome scan,
one may have quantitative data from aCGH or any other
platform such as Illumina or Affymetrix, where, for each
probe, the variable X corresponds to a ratio of intensities.
Figure 1 shows a number of possible distributions that
signal intensities may have. Some variants clearly show
different underlying copy number status with multimodal
signal intensities distributions (CNV2, CNV4 andCNV6). In
other cases, where the existence of different copy numbers
is not clear, inferring copy number by binning the data may
be difficult or unfeasible.
For each CNV variant, we are interested in classifying the
subjects into the C classes using the surrogate variable X.
We propose to model the unobserved latent classes using
a finite mixture model with C components of the form
f x N xc
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Figure 1
CNV quantitative measurements. Examples of CNV
data showing different clustering quality and copy number
status.
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where N(·|hc, s c
2 ) is the Gaussian distribution with Θ
denoting all model parameters (e.g., Θ = (hc, s c
2 ), c = 1, ...,
C ), and x is the surrogate variable that corresponds to the
quantitative measure of copy number status. For the
component weights πc it holds that
p pc
c
c c= ≥ =
=
∑ 1 0 1
1
C
Cand , ,..., .
The value of C to be used is chosen by applying Bayesian
Information Criteria (BIC) [16]. This mixture model
approach for calling is similar to some used for the analysis
of aCGH data [17,18] where correlation among probes
should be considered.When analyzingMLPAdata, it should
be pointed out that in some instances, especially when there
are individuals with 0 copies, the intensity distributions (see
CNV2 and CNV4 in Figure 1) for a null allele is meant to be
equal to 0. However, due to experimental noise it is fact that
in some cases this ratio shows values that slightly deviate
from this theoretical value. After our experience with
hundreds of home-made MLPA probes, the value for null
alleles is typically below 0.1; nevertheless, we recommend
this parameter to be determined experimentally for each of
the probes used in the MLPA experiments using the
appropriate control samples. For these cases, the procedure
used to estimate the parameters in (1) fails because the
underlying distribution of individuals with 0 copies is not
normal. In these situations we propose to fit the following
mixture model to determine the latent classes
f x N xx c c c
c
x( | ) ( | , ) ,{ } { }Q = +
⎛
⎝
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⎞
⎠
⎟⎟≤
=
>∑p p h st t1 2
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I I
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(2)
where τ is given by the user, as previously indicated,
p t1 =
≤∑ I{ }x
I
, ℐ denotes an indicator function, and
p p p1 2
2
1 0 2+ = ≥ =
=
∑
c
c c
C
Cand ,..., .
The posterior probabilities are used to segment data by
assigning each individual to a given copy number status
corresponding to the class with maximum posterior
probability (MAP). After fitting this finite mixture model,
we can perform a goodness-of-fit test using c2 test statistic.
Finite mixture parameters can be estimated using the EM
algorithm [19,20] or Newton-type procedures [20]. Then,
the posterior probability that individual i with an observed
value x belongs to copy number class j is given by
w j x
jN x j j
cN x c cc
ij = =
∑
P( | , )
( | , )
( | , )
.Θ
p h s
p h s
2
2
(3)
Latent class model
Discrete traits
Let us suppose that copy number status is associated with
a binary phenotype (case-control). The association is
typically assessed using a c2 test for the contingency table
(Table 1). Misclassification in the table (due to uncer-
tainty when inferring CNVs) is incorporated when we
assign each individual to a given class c using maximum
a-posteriori probability (MAP). Thus, this problem can be
seen as an association study with misclas-sification
("measurement error") [21]. It is well known that
misclassification of covariates has important implications
for parameter estimates and statistical inference [22].
Some approaches account for such error [23,24]. These
are, however, based on performing validation studies in a
subsample. In the present context, this is unfeasible
because hundreds of genes are normally analyzed at a
time, and the technology may have a different sensitivity
and specificity for each of the inspected loci. Therefore, we
propose to use the posterior probability of belonging to
each latent class to model the degree of misclassification
of copy number status. We then take this information into
account in the association model.
Conditioning on cluster c, we have that
P( | , ) ( ) ,y ci i ic
y
ic
yi iC = = − −b m m1 1 (4)
where b = (b1, ..., bc), c = 1, ..., C is our vector of
parameters, and
logit( ) .m bic c≡
Then, equation (4) can be rewritten as
P( | , ) .y c
e yi c
e c
i iC = =
+
b
b
b1
Now, we consider that copy number status ismeasuredwith
error (i.e., the latent class is not known). Therefore, we are
modeling the probability of being an affected individual as a
mixture of C binomial variables, as follows:
P P( | ) ( | , ),y w y ci ic i i
c
b b= =
=
∑ CC
1
Table 1: Contingency table of disease status and copy number
category
Copy number status
Disease 1 2 ... C Total
Cases r1 r2 ... rC R
Controls s1 s2 ... sC S
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where wic is the posterior probability that individual i
belongs to copy number class c, given in (3). Therefore,
assuming conditional independence of case-control
status, given latent class, the likelihood function for
model parameters b can be written as
w y c w
eyi c
e c
ic i i
c
ic
ci
I
i
I
P( | , ) .C
C C
= =
+
= ===
∑ ∑∏∏ b
1 111 1
b
b (5)
We can then simply compute the odds ratio (OR) of
belonging to class c with respect to a given reference r as
OR c r e c r/ .=
−b b (6)
Quantitative traits
We now consider the case where our phenotype, Y, is
continuous. We assume that Y |c N(μc, s2). In this case,
conditioning on cluster c
P( | , )
( )
,y c e
yi ic
i iC = =
−
−
b
ps
m
s1
2
2
2 2
(7)
where
m bic c≡ .
Similar to the case of discrete traits, the likelihood
function for model parameters b is given by
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In this case we are interested in evaluating the difference
between the mean effect of individuals with c copies and
r copies. This can simply be computed as
yc r c r/ .= −b b
Covariate Adjustment
In some instances researchers are interested in assessing the
effect of CNVs after adjusting for other covariates, Z1, ..., ZK
(usually called confounding variables). In this case, the
likelihood function can be written as
w P y c Zic i i c
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for discrete traits, and
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for quantitative traits. In both cases
y b g gic c i K iKZ Z= + + +1 1 … . (11)
Parameter estimation
In this section we address parameter estimation for the
general situation of having covariates and either discrete
or quantitative traits. For brevity, let θ ≡ (b, g, s) (notice
that for discrete traits s = 1). We consider that the
weights, wic , are known and that they are given by the
surrogate variable X from equation (3). Therefore, they
can be used in the log-likelihood calculation, resulting in
log ( | , , ) log ( | , , ).P c Z w P y c Zi
i
I
ic i i
c
Y C C
C
= = =
= =
∑ ∑q q
1 1

(12)
Here P(yi| Ci = c, Z, θ) is given by equations (9) and (10)
for discrete and quantitative traits, respectively. The
maximum likelihood estimators (MLE) of the model
parameters maximize this log-likelihood function. We
propose to use a Newton-Raphson procedure to find
parameter estimates. The k-th component of the score, S,
is given by
S y
P
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The k-th element of the Hessian, H, is
H
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where
h w P y c Zic ic i i≡ = ( | , , ).C q
Formulae for the derivatives of hic for covariates and for
discrete and qualitative traits are given in the Appendix.
MLE can be used to estimate, under the multiplicative
model, the OR between individuals with copy number
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status c with respect to a reference category (e.g.,
individuals with copy number status r) as
ORm c r e c r/ .= −b b (13)
Similarly, when analyzing continuous traits, the esti-
mated mean effect among individuals with c copies with
respect to those with r copies is
ˆ ˆ ˆ ./yc r c r= −b b (14)
The asymptotic variance-covariance matrix of maximum
likelihood estimates of θ can be estimated using the
observed information matrix, F, as
Varn( ) ( ) ( ).q q q= = −− −F H1 1  (15)
Therefore, we can compute a 95% confidence interval
(CI95%) for ORc/r using the expression
CI exp z Var Var Vac r c r c c r r1 2 2− ≈ − ± + −a ab b( ) ( ) ( ) ( )/ / [ , ] [ , ]ORm n nq q r c rn( ) ,[ , ]q( )
(16)
and for ˆ /yc r
CI y z Var Var Varc r c r c c r r1 2 2− ≈ − ± + −a ab b( ) ( ) ( ) ( ) ( )/ / [ , ] [ , ]n n nq q q [ , ] ,c r    
(17)
where za/2 denotes the (1 - a/2)-th quantile of a standard
normal distribution, a is the desired type-I error, and
subindex [·, ·] denotes the position in the inverse of
Fisher's information matrix.
Hypothesis testing
We propose to use a likelihood ratio test to assess disease
association, taking the model without the copy number
variable as reference. Twice the increase in the log-
likelihood provides the asymptotic c2 statistic that tests
H0: b1 = b2 = ... = bC . In many instances, we are
interested in studying the trend in effect with respect to
copy number status (e.g., additive model). This can be
done by generalizing equation (11) in the form
y zic icm cm
m
M
D=
=
∑
1
, (18)
where D is a I × M design matrix, and ζ is a vector of
dimension M having the model parameters. M is the
total number of variables included in the model,
including copy number status and confounding vari-
ables (e.g.,M = C + K). For example, a trend test on copy
number status without covariates D would have the form
′ =
− −
⎛
⎝⎜
⎞
⎠⎟D C C
1 1 1 1 1 1
0 0 1 1 1 1
… … … …
… … … …
and the trend hypothesis on copy number status is tested
using a likelihood ratio test, comparing this model with
the null model. Notice that this formulation allows us to
accommodate different or common effects for each
latent class. In this case, parameter estimates are
obtained as shown above. Formulae for the derivatives
obtained in the score and Hessian, where coefficients are
not shared by each latent class, are shown in the
Appendix. R language functions for the methods
discussed in this paper are freely available at http://
www.creal.cat/jrgonzalez/software.htm [25]
Results
Simulation study
We performed computer simulation studies to empiri-
cally examine the properties of the parameter estimators
developed in the previous sections. The specific goals of
these studies were: (i) to evaluate the performance of the
proposed likelihood ratio trend test based on the latent
class model for a number of CNV measurement
distributions; (ii) to examine the effect of sample size
(I) on the distributional properties of the estimators;
(iii) to examine the bias and mean square error (MSE) of
the estimators; (iv) to assess the accuracy whether of the
variance and parameter estimates obtained using the
observed information matrix. Simulations were per-
formed as follows: To study (i), we simulated a binary
trait using 300 cases and 300 controls. The unobserved
copy number statuses (e.g. latent classes) were simulated
depending on 3 different copy number status ( C = 3),
with the proportion of individuals in each category set as
π = (0.5, 0.4, 0.1). The trend OR was set equal to 1.5. The
observed signal intensity ratio (X variable) were simu-
lated as a finite mixture of C normal distributions using
different means, h, and variances, s2, to assess whether
the separation of clusters and their variance affects
power.
To study (ii)–(iv) we simulated binary and quantitative
traits. For the binary trait, simulation was performed as
above but simulating various scenarios of sample size
(I), OR and proportion of individuals with each copy
number status, π. Again, we simulated different CNV
distributions by varying h and s2. For quantitative traits,
we used the same simulation procedure but copy
number status was simulated depending on a fixed
mean trait level for the reference copy number status and
a desired mean difference with respect to other copy
number statuses. Next, we describe the settings for the
different simulation parameters. Sample size: We chose
the values of I: I Œ {50, 300}. Although current studies
BMC Bioinformatics 2009, 10:172 http://www.biomedcentral.com/1471-2105/10/172
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are analyzing thousands of individuals, these values were
chosen to evaluate the performance of our proposed
method in moderately large samples. Copy number status:
Since we were interested in evaluating the performance of
the parameter estimates, we only simulated two different
copy number statuses C = {1, 2}. Odds ratio: To assess the
impact of the strength of association between the disease
and CNV, we chose two values for OR: OR Œ {1.3, 2} in
order to consider a moderate association and a strong one.
Proportion of cases with normal copy number status: To evaluate
the impact of classes with different number of individuals
we set πŒ {(0.8, 0.2), (0.5, 0.5)}. Finite mixture: To asses the
impact of distribution of intensity ratio,X, we simulated two
normal distributions with the following parameters: hŒ {1,
1.5}, which correspond to having 2 (considered as normal
copy number status) and 3 copies, respectively, and s Œ
{(0.15, 0.15), (0.15, 0.2), (0.2, 0.2)}. In this case, these
scenarios also helped us to model different situations
regarding misclassification or how latent classes were
separated.
We compared three different approaches. The first (NAIVE)
was based on assessing association between disease and
copy number status obtained using MAP from the finite
mixture model (2). That is, association was assessed using a
c2 test from Table 1. The second is the approach that has
been used predominantly to date when analyzing this kind
of data and is based on assigning CNV status using pre-
defined thresholds (THRES). Association is then assessed
using a c2 test. As mentioned previously, we simulated data
from two mixtures of normal distributions with means of 1
and 1.5. This is equivalent to simulating individuals with 2
and 3 copies, respectively. In this situation, it is considered
that individuals with intensity (or intensity-ratio) greater
than 1.33 correspond to individuals with 3 copies [10]. The
third method is the one proposed in this paper, based on
latent class (LC) using a c2 test. In order to make the results
comparable, the performance of LC based on likelihood
ratio trend test was compared with that of the two other
methods using a c2 trend test (e.g. 1 degree of freedom). To
evaluate bias and MSE of parameter estimates, c2 of
association was used for all three methods.
Simulation results for evaluating the performance of the
likelihood ratio trend test in our proposed model are
shown in Figure 2. The top figures show the power for all
methods analyzed under two scenarios (other scenarios
are given in Additional file 1).
The left panel shows the power for each method, varying
the CNV measurement distribution with regard to the
mean of each latent class, h, while the right panel gives
the same information but with fixed means and varying
variances, s2. Figure 2 also depicts the distribution of
CNV signal intensities for various scenarios. We observe
that our proposed latent class model performs better in
all cases, even when distribution of copy number status
are not very well separated (e.g. more uncertainty).
Simulation results to evaluate parameter estimates for
discrete traits are presented in Table 2 and in Table S1 and
Figures S3 and S4 (see Additional file 1). Similar results and
conclusions are obtained for a quantitative trait. Table 2 and
Figures S3 and S4 (see Additional file 1) summarize the OR
obtained by comparing individuals with 3 copies to those
with 2 copies (reference category) and give the MSE for two
different sample sizes, I, two different proportions of
individuals with 2 copies, π, and two different variances
for each component of the mixture, s. Table S1 (see
Additional file 1) compares different methods to compute
Figure 2
Empirical power for simulation studies. Empirical power for the three different approaches analyzed, varying the quality
of clustering for underlying copy number status. Left panel is for fixed variance and varying means, while the right panel is for
fixed mean and varying variances.
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the standard error of the ORs for the various scenarios
described above. The results compare asymptotic variance
based on an observed information matrix (ASYM) with
respect to empirical variance (EMP). Supplementary Table
S1 also shows coverage and power of confidence intervals
based on the threemethods analyzed. As expected, when the
sample size increased, the performance of the estimators of
the finite-dimensional parameters improved (Table 2). In
all cases, the LCmethod performs better than the others. LC
has less bias than NAIVE and THRES in all cases, and also
shows better MSE.
Regarding variance estimates, the estimation based on ASYM
showed good performance in all scenarios (see Additional
file 1, Table S1). Despite slightly overestimating of EMP, the
bias was less pronounced for I = 300, as expected.
Confidence intervals based on the LC method outperform
those obtained by other methods with regard to power.
Application to real data
MLPA example
The first data set used to analyze CNV and disease was
generated and kindly provided by one of the coauthors
of the current work. Although data is still unpublished, it
has been made available in a blinded format for
reproducing our findings using the approach presented
herein, and for other validation studies. Some candidate
genes were identified after performing a whole genome
scan analysis using aCGH, where a pool of controls and
cases were compared. In order to further investigate the
relationship between the disease and altered the genes, a
targeted study including several variants was designed
using the MLPA technique. We obtained signal inten-
sities of MLPA assays for 360 cases and 291 controls.
Figures 3 and 4 show the intensities for cases and
controls for two selected genes. In both cases, we observe
3 latent classes, corresponding to 0, 1, and 2 copies of
the gene. We found that the finite mixture model fits
very well (c2 goodness-of-fit test, P = 0.6615 and P =
0.4888). The main difference between these two cases is
that copy number status for gene 1 can be established
using a threshold method, while for the second gene this
classification seems more arbitrary. As a consequence,
misclassification should be taken into account when
analyzing gene 2. Table 3 shows the classification of
individuals as having 0, 1, 2 copies, estimated using
equation (2) and the true copy number obtained by
breakpoint cloning and assessing allele presence by PCR,
which unequivocally reports the exact number of copies.
Table 2: Simulation study
e bˆ Mean Square Error (×10
3)
I π eb s SIM NAIVE THRES LC NAIVE THRES LC
50 0.8 1.3 (0.15,0.15) 1.23 1.17 1.15 1.20 57 87 42
50 0.8 1.3 (0.2,0.2) 1.24 1.14 1.09 1.21 107 131 114
50 0.8 1.3 (0.15,0.2) 1.28 1.18 1.15 1.24 134 148 112
50 0.8 2 (0.15,0.15) 1.60 1.40 1.28 1.48 54 85 44
50 0.8 2 (0.2,0.2) 1.82 1.36 1.29 1.52 152 158 126
50 0.8 2 (0.15,0.2) 1.89 1.42 1.33 1.57 180 253 162
50 0.5 1.3 (0.15,0.15) 1.26 1.24 1.21 1.26 39 51 32
50 0.5 1.3 (0.2,0.2) 1.32 1.28 1.25 1.35 82 79 97
50 0.5 1.3 (0.15,0.2) 1.26 1.23 1.20 1.26 66 72 60
50 0.5 2 (0.15,0.15) 2.04 1.94 1.83 2.05 40 67 34
50 0.5 2 (0.2,0.2) 2.04 1.76 1.68 2.05 107 128 92
50 0.5 2 (0.15,0.2) 2.06 1.78 1.72 1.99 87 107 71
300 0.8 1.3 (0.15,0.15) 1.30 1.25 1.18 1.30 13 32 10
300 0.8 1.3 (0.2,0.2) 1.32 1.25 1.15 1.34 27 50 29
300 0.8 1.3 (0.15,0.2) 1.30 1.22 1.16 1.29 24 42 21
300 0.8 2 (0.15,0.15) 2.01 1.87 1.49 2.01 21 120 13
300 0.8 2 (0.2,0.2) 2.03 1.70 1.36 1.99 69 203 43
300 0.8 2 (0.15,0.2) 2.03 1.62 1.38 1.86 78 189 38
300 0.5 1.3 (0.15,0.15) 1.31 1.27 1.26 1.30 7 9 5
300 0.5 1.3 (0.2,0.2) 1.30 1.23 1.22 1.30 15 17 12
300 0.5 1.3 (0.15,0.2) 1.30 1.24 1.23 1.29 12 14 9
300 0.5 2 (0.15,0.15) 2.00 1.87 1.77 2.00 11 23 5
300 0.5 2 (0.2,0.2) 2.00 1.72 1.66 2.02 36 51 15
300 0.5 2 (0.15,0.2) 2.00 1.76 1.71 1.97 26 37 10
Odds ratio (eb) and mean square error obtained in 1,000 simulations using the three different approaches, NAIVE, THRES and LC (see text for a
description of each). Results are given for different scenarios, varying the number of individuals (I), the proportion of individuals with each copy
number status (π), the odds ratio (eb), and the variance for CNV quantitative measurements.
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From the table, we can see that the finite mixture model
gives a perfect classification for gene 1 and some
misclassification for gene 2. Goodness-of-fit test revealed
that the proposed mixture model to determine CNV
status was appropriate (p = 0.6615 and p = 0.1586).
Table 4 shows the ORs and their 95%CI for the two
genes analyzed. The first three columns show the results
obtained in the laboratory using PCR, while the other
columns show the results obtained after estimating the
copy number status using our proposed finite mixture
model and computing the ORs using a naïve approach
(e.g. assuming that there is no misclassification) and the
LC model that accounts for misclassification. As we can
see, the results are the same for gene 1, since no
misclassification is observed (see Figure 3 and Table 3).
However, for gene 2, copy number status could not be
determined as easily as for gene 1. Thus, we observe a
different OR estimation and, more importantly, a
different P-value for association. For instance, the order
of magnitude of the association between the disease and
gene 2 is better captured by the LC model than by the
NAIVE approach. Regarding the OR estimates, the
analysis using the true copy number status shows that
individuals with one copy of gene 2 have a 63% decrease
in disease risk with respect to individuals with 0 copies.
As the 95%CI shows, this difference is statistically
significant. We arrive at the same conclusion when we
compare individuals with 2 copies with respect to those
with 0 copies. Note that in both cases we observe that the
naïve approach underestimates the OR, as shown by the
simulation study.
aCGH example
The analysis of aCGH data requires additional steps to
take into account the dependency across probes. Table 5
shows four steps we recommend for the analysis of this
kind of data. First, MAP should be obtained with an
algorithm that considers probe correlation. We use, in
particular, the CGHcall R program which includes a
mixture model to infer CNV status [18]. Second, we
build blocks/regions of consecutive clones with similar
signatures. To perform this step the CGHregions R
library was used [26]. Third, the association between
the CNV status of blocks and the trait is assessed by
incorporating the uncertainty probabilities in the LC
model. And fourth, corrections for multiple comparisons
must be performed. We use the Benjamini-Hochberg
(BH) correction [27]. This is a heuristic method that is
robust against positive dependence and increasingly
conservative as correlation increases [28].
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Figure 4
Association between Gene 2 and disease. Graphical
representation of peak intensities (CNV quantitative
measurement) of individuals for Gene 2 analyzed in the
example. The various colors indicate copy number status
inferred using our proposed finite mixture model.
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Figure 3
Association between Gene 1 and disease. Graphical
representation of peak intensities (CNV quantitative
measurement) of individuals for Gene 1 analyzed in the
example. The various colors indicate copy number status
inferred using our proposed finite mixture model.
Table 3: Contingency table of estimated and true copy number
status for the two genes examined in the real data example
True copy number status
0 1 2
Gene 1
0 426 0 0
1 0 201 0
2 0 0 24
Gene 2
0 85 0 0
1 5 287 0
2 0 73 204
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We applied the methodology to the breasts cancer data
studied byNeve et al. [29], which is freely available from the
bioconductor website http://www.bioconductor.org/ [30].
The data consists on CGH arrays of 1 MB resolution [31].
The authors chose the 50 samples that could be matched to
the name tokens of caArrayDB data (June 9th 2007).
In this example the association between strogen receptor
positivity (dichotomous variable; 0: negative, 1: positive)
and CNVs was tested. We contrasted the association as
given by the LC and the NAIVE models. The original data
set contained 2621 probes which were reduced to 459
blocks after the application of CGHcall and CGHregions
functions. Table 6 shows the number of CNV blocks
associated with strogen receptor positivity for different
significance levels. We observe that incorporating classi-
fication uncertainty with the LC model substantially
increased the level of association, as compared to the
NAIVE approach. The number of positive association at
5% of significance after applying BH correction was 49
and 24 for LC and NAIVE approach, respectively.
Discussion
In this paper we have shown that the assessment of
association between CNVs and disease using analysis
methods that do no take into account uncertainty when
inferring copy number status lead to larger p-values and
underestimate the model parameters. This confounds the
need to increase statistical power, which is reduced by
the multiple comparison correction for the simultaneous
testing of several loci. False positives are typically
controlled by a dramatic reduction in the nominal
p-value, such that very low values are required to reach
statistical significance. Thus, a precise computation of
these values is essential in genetic association studies.
Here we have proposed a latent class model (LC) that
accounts for the uncertainty of assessing CNV status and
also accommodates potential confounding factors. In the
case of analyzing quantitative traits, we also provide
formulae to further propagate call uncertainty, as other
authors have proposed in another context [32]. By
analyzing quantitative traits, we have assumed that the
response variable follows a normal distribution, although
this assumption does not hold in some instances. In this
situation, one possibility is to analyze the log-trans-
formed variable, although log transformation may not be
not sufficient. The model could easily be extended to fit a
response variable that has any exponential family
distribution (e.g. normal, gamma, Poisson). However,
we have not yet implemented this option in the functions
reported here. The extension of our proposed latent-class
Table 5: Steps used to assess association between CNVs and
traits when aCGH is used
Step 1. Use any aCGH calling procedure that provides MAP
(uncertainty)
Step 2. Build blocks/regions of consecutive probes with similar
signatures
Step 3. Use the signature that occurs most in a block to perform
association unsing LC model
Step 4. Correct for multiple testing considering dependency among
signatures
Table 6: Number of CNV blocks (out of 459) associated with
estrogen receptor positivity from 50 aCGH breast cancer cell lines
Significance level
10-6 10-5 10-4 10-3 10-2
Latent class model 1 4 27 64 117
Chi-square test 0 2 10 41 93
Results are given for different levels of association and comparing our
proposed model with the naïve approach that does not consider
uncertainty.
Table 4: Association analysis of disease status and copy number category using the true copy number status and the estimated status
obtained using the finite mixture proposed
True CN Estimated CN
Co Ca OR (CI95%) Co Ca ORnaïve (CI95%) ORLC (CI95%)
Gene 1
0 210 216 1 210 216 1 1
1 75 126 1.63 (1.16,2.30) 75 126 1.63 (1.16,2.30) 1.63 (1.16,2.30)
2 6 18 2.92 (1.14,7.49) 6 18 2.92 (1.14,7.49) 2.92 (1.14,7.50)
P association 0.0027 0.0027 0.0023
P trend 5.0 × 10-4 5.0 × 10-4 5.0 × 10-4
Gene 2
0 24 66 1 22 63 1 1
1 159 201 0.46 (0.27,0.77) 129 178 0.44 (0.26,0.75) 0.47 (0.27,0.82)
2 108 93 0.31 (0.18,0.54) 140 119 0.33 (0.19,0.57) 0.31 (0.18,0.54)
P association 7.2 × 10-5 2.3 × 10-4 8.4 × 10-5
P trend 2.1 × 10-5 1.0 × 10-4 2.1 × 10-5
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model to assess survival time, possibly with right-
censored data, is not trivial but could be a very interesting
avenue for future investigation. The parameter estimation
procedure proposed here, allows the estimation of
confidence intervals. The LC model was remarkably
consistent with simulated data. In particular, we found
that the p-values obtained with the LC model were more
similar to the expected values than those obtained by the
threshold and naïve methods.
We maximize the likelihood function, assuming fixed
weights for each copy number status, which accounts for
possible misclassification. The main advantage of con-
sidering weights as known constants is that the Newton-
Raphson procedure is much simpler, faster and feasible
for obtaining the Hessian matrix analytically. We
confirmed that the proposed model captures very well
the nature of the synthetic data and variance estimates.
Interestingly, we observed that the variance estimates
using MLE were also reproduced when a bootstrap
procedure was used (see Additional file 1, Table S2). In
the interest of generalization, one can consider max-
imizing the likelihood function for both model para-
meters and weights. In that case, an EM algorithm
should be used instead. However, one should bear in
mind that EM does not allow for estimation of the
variance of the model parameters and is computationally
expensive, which may be particularly costly if this
method is used in whole genome scan settings.
Conclusion
We have shown that the LC model can incorporate
uncertainty of CNV calling in the analysis. We have also
illustrated how to analyze quantitative traits as well as how
to accomodate confounding variables. This is of particular
importance in complex diseases studies where other clinical
or biochemical factors need to be taken into account. The
formulation can also be generalized to assess survival times
or counts in longitudinal studies. The model has showed
good performance when analyzing both targeted (MLPA
data) and whole genome (aCGH data) studies.
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To obtain parameter estimates, we maximize the log-
likelihood function
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Herein we provide formulae for the derivatives of hic for all
cases discussed in this paper. Although the following
expressions may appear complicated, they are straightfor-
ward to program and are included in the >R functions
available at http://www.creal.cat/jrgonzalez/software.htm.
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Binary Traits with covariates
In this case, the hic function takes the form
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Quantitative traits
Quantitative traits without covariates and shared
variance
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Trend test
In this situation we can write the linear predictor of
equation (18) as
y b bic c= + −1 1 1( ).
In other words, b1 plays the role of an intercept and b2 is
the slope. In this case, we consider that both b1 and beta2
are shared for each latent class. In this situation, bearing
in mind that h wic ic
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ABSTRACT: In this paper we propose a new method to analyze time-to-event data in longitudinal genetic studies. This
method address the fundamental problem of incorporating uncertainty when analyzing survival data and imputed single-
nucleotide polymorphisms (SNPs) from genome-wide association studies (GWAS). Our method incorporates uncertainty in
the likelihood function, the opposite of existing methods that incorporate the uncertainty in the design matrix. Through
simulation studies and real data analyses, we show that our proposed method is unbiased and provides powerful results.
We also show how combining results from different GWAS (meta-analysis) may lead to wrong results when effects are not
estimated using our approach. The model is implemented in an R package that is designed to analyze uncertainty not only
arising from imputed SNPs, but also from copy number variants.
Genet Epidemiol 00:1–13, 2013. C© 2013 Wiley Periodicals, Inc.
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Introduction
Genome-wide association studies (GWAS) have found a
large number of single-nucleotide polymorphisms (SNPs)
associated with several complex diseases such as Alzheimer
[Rovelet-Lecrux et al., 2006], cancer [Xing et al., 2011], or
cardiovascular diseases [Myocardial InfarctionGeneticsCon-
sortium, 2009], among others. Some of these GWAS are
based on cohort studies such as Framingham [Granada et al.,
2011], INMA [Morales et al., 2011], and CHARGE [Fornage
et al., 2011]. Therefore, when longitudinal data is available
researchers are interested not only in discovering genes re-
lated to susceptibility but also in determining genes related to
progression [Frey et al., 2006b;Gonza´lez et al., 2011], survival
[Frey et al., 2006a; Heist et al., 2007], time to relapse or re-
currence [Wojnar et al., 2009; Xing et al., 2011], or response
to treatment [Alakus et al., 2009; Ueno et al., 2008]. Con-
versely to case-control studies, some of these cohort studies
have found genetic variants with very high effects. For ex-
ample, Frey et al. [2005] discovered that patients diagnosed
with colorectal cancer who carried CC genotype of T393C
polymorphism were at highest risk for death (hazard ra-
tio [HR], 12.1) compared with TT genotypes. On the other
hand, Gonza´lez et al. [2011] estimated that the probability of
multiple sclerosis progression for those individuals who car-
ried two copies of the CD24 gene was 3.4 times higher than
Supporting Information is available in the online issue at wileyonlinelibrary.com.
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for those who carried the frequent allele. Probably, these high
HR are overestimated and have to be replicated. Nonetheless,
these HR are normally larger than the odds ratio (OR) found
in case-control studies that lay between 1.1 and 1.5.
Statistical methods to analyze time-to-event data in ge-
netic studies are based on standard survival analysis tech-
niques. The hazard risk of observing the event of interest for
a given SNP is normally estimated using either a parametric
(Weibull, log-normal, ...) [Del Greco et al., 2011; Park et al.,
2010] or a semiparametric model (Cox regression) [Morgan
et al., 2011; Takeuchi et al., 2009]. To improve power, current
GWAS combine information across cohorts. Each study may
use different platforms to get genotype information, resulting
in different numbers of genotyped SNPs. Therefore, in order
to analyze the same number of SNPs for all studies, imputed
data are normally obtained from each study. These SNPs are
normally estimated with uncertainty; hence, standard statis-
tical techniques cannot be used to assess association between
the SNPs and the outcome. Imputing methods provide for
each SNP a vector with three probabilities, corresponding to
each genotype, that indicates the probability of having 0, 1,
or 2 copies of the rare allele. The simplest method to estimate
the HR for an imputed SNP is to consider the genotype with
the highest probability as if it were observed without uncer-
tainty (best guess). Aulchenko et al. [2010] pointed out that
this approach, which does not incorporate the uncertainty in
the model, is biased and underpowered.
Statistical models to analyze survival data with imputed
SNPs should incorporate uncertainty. To our knowledge, the
only existing method to do so in cohort studies is the one
C© 2013 WILEY PERIODICALS, INC.
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proposed by Aulchenko et al. [2010], which incorporates the
probabilities of each genotype of the imputed SNP in the de-
sign matrix. SNPTEST software [Marchini et al., 2007] also
implements methods to incorporate uncertainty, but only
for case-control studies and does not accommodate time-to-
event responses. Parametric or semiparametric methods can
then be used to estimate the HR. The authors argue that this
procedure gives unbiased results. However, they did not pro-
vide any justification,maybedue to the fact that thismethod is
beingwidely used inmost of the recent papers that use logistic
regressionmodels [Kooner et al., 2011; Trompet et al., 2011].
Theoretically, this approach should work in linear models
(because it is not biased) but its use cannot be correct when
logistic regression is used for case-control studies or with
any other nonlinear regression, as in survival data models. In
order to overcome this difficulty, we propose an alternative
approach based on a model that incorporates uncertainty in
the likelihood function. The main aim of this paper is to in-
vestigate whether a best-guess approach, to incorporate the
uncertainty as covariates DOSAGE, and our proposed method
can be used to analyze follow-up cohort genetic studies when
analyzing imputed SNPs. We are also interested in assessing
the impact of the proposed method (mainly in terms of bias
of the pooled HR) when performing meta-analysis by com-
bining HR estimated for imputed SNPs in different studies.
The remainder of the paper is organized as follows: First
section, “Methods,” briefly describes the main existing pro-
grams to get imputed SNPs. We also provide the likeli-
hood function for the three studied methods: best guess,
uncertainty as covariates, and our new proposed method.
The second section, “Simulation Study,” describes the sim-
ulation studies carried out to check whether each method
is biased when estimating HRs and to assess power un-
der different scenarios (allele frequency, effect, and uncer-
tainty degree). Also we evaluate the impact of combin-
ing HR of imputed SNPs in meta-analyses. Simulations are
based on imputed SNPs from the Framingham Study cohort
(http://www.framingham.com/heart/) to mimic real situa-
tions. The third section, “Application to Real Data,” presents
the results from a real data set using imputed SNPs as well as
phenotypes from the Framingham Study cohort. Finally, we
present our conclusions.
Methods
Imputation programs
Programs to impute SNPs include PLINK, IMPUTE,
MACH, and fast-PHASE. They have been used in differ-
ent studies, mainly in case-control settings [Meyre et al.,
2009; Nair et al., 2009]. Each program uses its own criteria,
data elements, and algorithms to perform the imputation
of nongenotyped SNPs. A comprehensive comparison of all
these methods can be found in Biernacka et al. [2009]. All
of them provide a quality score that gives an idea about how
well each genotype is imputed. Most of them return a vec-
tor with three probabilities for each individual and for each
imputed SNP, i.e., the probability that a particular individual
has the genotype “aa,” “aA,” or “AA” (0, 1, or 2 risk alle-
les, respectively). There also exist other imputation methods
that only return the most likely genotype for each individual.
This result is less informative than providing the three prob-
abilities because uncertainty is not taken into account. It is
obvious that, for instance, having a 99% probability of pre-
senting “AA” genotype is not the same risk as having a 51%
probability. In both situations “AA” will be considered as the
most likely genotype but in the second case we are not so
sure that it is true, i.e., there is much more uncertainty when
assigning the “AA” genotype. Therefore, we strongly recom-
mend discarding methods that do not return probabilities
because uncertainty is important when assessing association
[Aulchenko et al., 2010].
Model to Analyze Imputed SNPs in Longitudinal Studies
We consider that each individual is being followed up over
a study period [0,C], where C may represent time of study
termination or some other right-censoring variable (e.g., an-
other event different from the oneunder study). The response
variable is the time until the event of interest, T, that cannot
be observed if the event appears after the censoring time.
Therefore, the observable response variable is (Y, δ), where
Y = min(T,C),
and
δ =
{
1 if Y ≥ T
0 if Y < T.
(1)
The probability of having k = 0, 1, 2 copies of the risk allele
for a given imputed SNP can be denoted by
P(SNP = k) ≡ wk.
Other possible nongenetic covariates (in GWAS we need at
least to consider principal components), Z =
(
Z 1, . . . ,Zp
)
can also be observed. Consequently, if the study has n indi-
viduals we will observe the following data
D ≡ {(Yi, δi), (wi0,wi1,wi2),Z i, i = 1, 2, . . . , n}, (2)
where Z i =
(
Zi1, . . . ,Zip
)
is the vector of nongenetic covari-
ates observed for the ith individual. We propose tomodel the
hazard rate process at time t conditionally on the imputed
SNP and the observed covariates via the following Weibull
model:
λ(t |wikZ) = φtφ–1 exp(α + βk + Zγ′), (3)
where φ denotes the Weibull shape parameter. Then, using
the total probability theorem, it is straightforward to see that
the likelihood function for the observable data is:
L () =
n∏
i=1
2∑
k=0
P(Yi, δi | SNPi = k,Z i ;)wik, (4)
where P(Yi, δi | ·) is the density function, f (Yi | ·), if
δi = 1 or the survival function, S(Yi|·), if δi = 0 and
2 Genetic Epidemiology, Vol. 00, No. 00, 1–13, 2013
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 =
(
α, β, γ1, . . . , γp , φ
)
is the vector of parameters, α cor-
responds to the constant in the linear predictor, β denotes the
coefficient (e.g., log-HR) for the imputed SNP assuming an
additive effect (other genetic models can also be considered),
γ =
(
γ1, . . . , γp
)
encode the effects of covariates, and φ is the
shape parameter.
By maximizing equation (4), we ensure that model pa-
rameter estimates are asymptotically nonbiased and efficient
by maximizing the likelihood function. Note that our for-
mulation considers that wik are known. In particular, we
propose to obtain them from any of the existing imputed
methods. This approach was also adopted in the context of
case-control studies, with excellent results [Gonzalez et al.,
2009]. The Newton-Rapshon iterative algorithm can be used
to compute the maximum likelihood parameter estimates,
ˆ.
Model Parameter Estimation and Likelihoods
Two existing approaches can be used tomaximize (4). Both
of them depend on how uncertainty is incorporated into the
model. These twomethods have some drawbacks mainly due
to the fact that they do notmaximize the true likelihood func-
tion. To overcome this problem, we propose a third approach
to maximize the observed likelihood. The three methods can
be summarized as follows:
1. Best guess approach (Naive): this classical method con-
siders the most probable genotype for each individual
and proceeds as if it is the real genotype. This method
can be used even if the imputationmethod only provides
the most likely genotype. This approach corresponds to
the classical survival models used when analyzing ob-
served SNPs.
2. Probabilities as covariates (DOSAGE): this method ad-
dresses uncertainty by introducing it as a covariate in
the design matrix. If an additive inheritance model is as-
sumed, a linear transformation of the three probabilities
results in a single value per individual, ranging from 0 to
2. This quantity is known as dosage.
3. Latent Class (LC): this method incorporates the uncer-
tainty in the likelihood function (4). Model parameters
can be estimated using the Newton-Raphson algorithm
using score and Hessian matrices (derived in the present
paper—see Appendix). The LC approach has been incor-
porated to the R software [R Development Core Team,
2012] package CNVassoc [Subirana et al., 2011].
Next, we introduce the likelihood function used to obtain
model parameters for the Naive, DOSAGE, and LC methods
and discuss the adequacy of each one.
Best Guess Approach (Naive)
This approach does not maximize (4). Rather, it maxi-
mizes the function that results from replacing the probabili-
ties wik by 0 and 1 depending on the maximum probability
observed for each genotype. That is, wik = 1 if wik is equal
to maxk(wik) and 0 otherwise. Therefore, this method maxi-
mizes this pseudo-likelihood function:
L () =
n∏
i=1
P(Yi, δi | SNPi = k∗i ,Z i ;), (5)
where k∗i is the most likely genotype for the ith individual.
It is clear that (5) will be similar to (4) when maxk(wik)
is close to 1 for all individuals (i.e., low uncertainty). How-
ever, when uncertainty is moderate or high, (5) will be very
different from (4), leading to biased parameter estimates.
Probabilities as Covariates (DOSAGE)
DOSAGE approach considers the probabilitieswik as covari-
ates by incorporating them into the design matrix. In this
case, it maximizes this pseudo-likelihood function:
L () =
n∏
i=1
P(Yi, δi | di,Z i ;), (6)
where di is a covariate (or covariates) that depends on the
inheritance model as follows:
di ≡
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 ∗ wi0 + 1 ∗ wi1 + 2 ∗ wi2 for additive models
(dosage)
0 ∗ wi0 + 0 ∗ wi1 + 1 ∗ wi2 for recessive models
0 ∗ wi0 + 1 ∗ wi1 + 1 ∗ wi2 for dominant models
(di1, di2) = (wi1,wi2) for model free
.
Note that, for the model free, two dummy variables are
needed, which in this case are the probability of having 1
copy and the probability of having 2 copies, taking 0 copies
as the reference category group. The coefficient of di can be
interpreted as the effect of the SNP. For the model free, the
coefficient of di1 and di2 are the effect of having 1 copy and 2
copies vs. 0 copies, respectively.
The quantity di is also known as dosage effect when an
additive inheritance model is assumed. This quantity is a
standardoutput formost impute software (IMPUTE,PLINK,
etc.). It is important tonote that although it is easy to compute
the dosage from the probabilities wik, it is not possible to
obtain the probabilities from the dosage.
Latent Class (LC)
The two previous methods have some drawbacks because
they do not maximize the proper likelihood (4). There-
fore, nonbiased and efficient estimates are not guaranteed.
Nonetheless, equation (4) can be maximized using an itera-
tive procedure and the analytic score and Hessian function
that are derived in the Appendix.
Although Naive and DOSAGE approaches maximize their
corresponding likelihood functions using standard algo-
rithms, LC requires a more sophisticated one because (4)
is a product of a sum that is not simplified when taking the
logarithms, as in (5) or (6).
It is important to note that, although Naive and
DOSAGE strategies rely on incorporating the imputed SNP
Genetic Epidemiology, Vol. 00, No. 00, 1–13, 2013 3
CAPI´TULO 5. PUBLICACIONES pa´g. 69
probabilities as covariates and fit an standard regression
model including a semiparametric Cox regression model,
LC cannot only support a fully parametric model such as a
Weibull distributed response. However, Weibull distribution
is flexible enough to fit on most of real data.
Simulation Study
We carried out simulation studies to examine properties of
estimators of parameters using Naive, DOSAGE, and LC ap-
proaches. Our primary aim was to ascertain the robustness
of hazard rate estimators of imputed SNPs, β = log(HR). Our
second aim was to assess the impact when combining HR es-
timated in different GWASusing imputed SNPs.We illustrate
both simulations in the next sections.
Accuracy to Estimate HR
In order to mimic available imputed SNP data, 5,000 data
sets were simulated using the following scheme:
1. Imputed SNPs: Imputed SNPs were randomly se-
lected from the Framingham Heart Study cohort
(http://www.framingham.com/heart/), a sample
with more than 8,477 individuals containing about a
million genotyped SNPs and approximately 2.5 million
imputed SNPs.Differentminor allele frequencies (MAF)
and different degrees of imputation uncertainty were
considered. The uncertainty measure used was R2 de-
fined as the correlation between actual genotype and
most probable genotype. This definition of R2 is incor-
porated by imputation software MACH [Li et al., 2010],
which was used to impute SNPs in the Framingham
cohort. R2 ranges from 0 (no information, huge uncer-
tainty) to 1 (complete information, no uncertainty). We
selected 100 SNPs from each combination of MAF in
[0.01, 0.05), [0.05, 0.15), [0.25, 0.35), and [0.45, 0.50)
and R2 in [0.05, 0.15), [0.25, 0.35), [0.45, 0.55), [0.65,
0.75), and [0.85, 0.95). Table 1 shows the total number
of imputed SNPs from the Framingham cohort in each
of these combination of R2 by MAF bins.
2. Nonobserved genotypes: Because imputed Framing-
ham genotype data do not include actual genotype,
they have been simulated as follows: from each indi-
vidual and each imputed SNP, one of the three possible
genotypes were sampled from the imputed probabilities
Table 1. Distribution of imputed SNPs according to combination
of R 2 and MAF from the Framingham cohort
MAF (%)
R2 (%) 1–5 5–15 25–35 45–50
5–15 9,322 3,862 1,513 600
25–35 13,279 9,708 3,893 1,537
45–55 13,258 14,892 6,797 2,795
65–75 17,687 26,508 14,362 5,773
85–95 56,875 93,339 68,742 29,429
vector. Therefore, we proceeded differently from Zheng
et al. [2011]. Of course, our strategy in obtaining the
actual genotype assumes that the imputed probabilities
are correct. We considered two reasons for adopting this
strategy: (1) it saves a lot of time in avoiding the need
to perform SNP imputation again (Framingham data
contains already imputd SNPs); and (2) it removes the
possible effect of imputation bias in assessing the asso-
ciation test, which is not the aim of our study.
3. Response (time-to-event) simulation: Two different
strategies have been adopted when simulating the re-
sponse: (1) assuming a Weibull distribution; or (2) tak-
ing the empirical observed time-to-coronary event from
Framingham cohort. In the two scenarios, baseline dis-
tribution functions has beenobtained for the three geno-
types assuming a proportional hazard:
F (t) = 1 – S(t)exp(βSNP),
where F is the distribution function, S is the baseline
survival function, and SNP is the genotype coded as (0,
1, 2) which represents the number of risk alleles and β is
the logarithm of HR.
For (1), scale and shape parameters for S has been ob-
tained from the estimates using the Framingham data,
whereas for (2) S has been obtained as the Kaplan-Meier
estimates also from Framingham data. Different scenar-
ios for the SNP effect (i.e., HR) has been performed,
ranging from low to very high (1.5, 2, 2.5, 3, 3.5, and 4),
also including an scenario with no effect (HR = 1).
For the first strategy (a Weibull distributed response),
the following strategy has been followed to simulate cen-
sored events: simulated values exceeding the maximum
follow-up time observed in Framingham have been cen-
sored; in addition, some extra values within the follow-
up interval has been censored, too, in order to achieve a
similar number of events as observed in the Framingham
cohort. In (2), two Kaplan-Meier curves have been per-
formed, one taking the observed events and the other
taking the censored events. From the first one, time-
to-event values, T, have been generated, and censoring
times, C, from the second one. The observed times, Y,
have been defined as Y = min{C,T}. Finally, if C > T,
the value has been considered censored, and noncen-
sored otherwise (i.e., C ≤ T). For all strategies, the rate
of noncensored events has been similar to the observed
coronary events rate in the Framingham cohort (i.e., 8%
approximately).
Results from empirical response are shown in the Sup-
plementary Materials.
4. Estimation: For each simulated data element (time-
to-response, nonobserved genotype, and imputed SNP
probabilities), four models were estimated: a propor-
tional hazard Cox regression model using the actual
(nonobserved) genotype (True), the Naive model us-
ing the most probable SNP number of alleles, (DOSAGE)
with the dosage formulation as a predictor, and LC using
imputed SNP probabilities. Finally, an additive mode of
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inheritance was assumed for all the fitted models. The
True model was used as the gold standard and can be
used as a reference. Note that, it is not feasible to use
the proportional hazard Cox model for LC approach.
Therefore, the first three approaches uses a semipara-
metric model (Cox regression) although LC uses a full
parametric model (Weibull regression).
In each simulation andmodel, the followingmeasureswere
computed: (1) Bias: defined as the difference of the expected
and the trueHR; (2)MSE:mean-squared error, defined as the
expected squared difference between estimated log-HR and
the true log-HR; (3) Power: power of detecting an associ-
ated SNP; (4) Coverage: probability that the 95% confidence
interval includes the true HR.
Impact when Combining Hazard Ratios for GWAS
Meta-Analysis
Using simulated data from noncensored Weibull distribu-
tion, five data sets are taken as if they correspond to five
different GWAS for which the HR was estimated using the
true SNP. This will be considered as the gold-standard results.
Another five data sets were used to compute the HR using
the three compared approaches (Naive, DOSAGE, and LC).
Pooled HR was fitted using the rmeta package assuming a
random-effect model. We repeated this process 5,000 times.
For each simulation, pooled HR, heterogeneity P-value and
τ2 estimation were recorded. The heterogeneity P-value tests
whether there is an excess of heterogeneity, although τ2 is a
measure of that heterogeneity.
From the same simulated data, we have taken 10 data sets at
random,as if they correspond to10differentGWASestimated
using each of the three approaches as well as the true SNP. For
eachof the three approaches and the true SNP, ameta-analysis
has been computed to assess the possible bias in estimating
the pooled HR.
Results of Simulation Study
We computed the bias, power, MSE, and coverage after es-
timating HR for the imputed SNP. All the results have been
plotted in different figures including different panels corre-
sponding to the different scenarios when varying MAF and
R2 index. The figure in each panel shows the results for differ-
ent HRs. In the discussion of the simulation results, we first
focus on the estimation of HR. Then, we analyze the results
to determine the effect of each of the three methods when
computing pooled HR in meta-analysis settings.
We are illustrating the results for censored Weibull re-
sponse. For this case, we computed the bias (Figure 1), power
(Figure 2),MSE (Supplementary Fig. S1), and coverage (Sup-
plementary Fig. S2) after estimatingHR for the imputed SNP.
All these figures include different panels corresponding to the
different scenarios when varyingMAF and R2 index. The fig-
ure in each panel shows the results for different HRs.
Figure1 shows that the estimatedHRusing theLC approach
is almost identical to those estimated using the gold-standard
method (true SNP) in all scenarios. The DOSAGE method is
biased for those HRs larger than 2.5. For this model, we can
also observe that the more uncertainty and the higher the
MAF, the more bias exists. For instance, when the R2 index
is 0.3 and MAF is equal to 0.5, DOSAGE reports biased results
for HR larger than 2. Finally, as one may expect, the Naive
approach is completely biased for all scenarios.
Figure 2 shows the power of each approach for a GWAS
significance level assuming 2.5 million of imputed SNPs (α =
2 · 10e – 8). We can observe that LC and DOSAGE have similar
power to detect association between the imputed SNP and
the event of interest, although Naivemethod is less powerful
than the other two when uncertainty increases.
Regarding to MSE, Supplementary Fig. S1 indicates the LC
approach as the best one, although DOSAGE achieve almost
the same accuracy. Naive behaves much worse than than LC
and DOSAGE methods in almost all scenarios except when
uncertainty is low (R2 > 85%).
Finally,LC also is the best approachwith regard to coverage.
Supplementary Fig. S2 shows that our proposed method has
an observed coverage about 95% in all scenarios and for all
HRs although the coverage dramatically decreases when HR
increases for DOSAGE and Naive approaches.
Very similar results are obtained when simulating empir-
ical distributed response in terms bias (Supplementary Fig.
S3), power (Supplementary Fig. S4), accuracy (Supplemen-
tary Fig. S5), and coverage (Supplementary Fig. S6). It it
remarkable to note that LC gives no bias estimates even when
using a fully parametric Weibull model (Supplementary Fig.
S3), and behaves as well as for censored Weibull-distributed
response. Maybe this is due to empirical data could be fitted
satisfactorily to a Weibull distribution.
Moving tometa-analysis simulations, Figures 3 and 4 sum-
marize our main findings. Previous simulation studies have
mainly shown that Naive and DOSAGE approaches are biased
when estimating the risk of observing the event of interest.
This has twomain limitations when combining HR from dif-
ferent studies that use these approaches: first, the pooled HR
is also biased and second, the variance of the pooled HR is
inflated because the heterogeneity between studies increases
and a random-effectmodel has to be used to pool the individ-
ualHRs. The first problem can be observed in Figure 3, which
shows the simulation results when the trueHR is equal to 2.5.
Each panel corresponds to the meta-analysis results when
combining the individual HRs estimated using eachmethod.
We can observe that the pooled HR is biased when using
Naive and DOSAGE, although LC is not. The second problem
is demonstrated in Figure 4, which shows the false positive
rate of declaring that heterogeneity exists when combining
five HRs estimated from one of the three approaches and five
more HRs estimated from the Truemodel. We simulated in-
dividual studies using the same expected HR. Therefore, the
null hypothesis of heterogeneity between studies should not
be rejected (e.g., false positive rate should be around 5%).
However, Figure 4 shows that the type I error when using
Naive and DOSAGE is inflated, and this inflation increases
when HR is bigger. In practical terms, when heterogeneity is
observed, a random-effects model has to be used to estimate
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Figure 1. Hazard ratio according to minor allele frequency and uncertainty (R 2).
the pooled HR. This may increase the variance of pooled HR,
decreasing the power to detect a significant pooled HR.
Finally, it must be emphasized that the failure rate (i.e., the
number of iterations in which models have not converged)
has been very low or null (data not shown). Only in very
extreme scenarios (MAF below 5% and R2 below 15%) has
the failure rate been high (up to about 10% and 20% for
DOSAGE andLC, respectively), andup to about 45% forNaive
method. Therefore, in this scenario, the obtained results from
the simulation study and meta-analysis study may not be
reliable.
Application to Real Data
We illustrate our proposed method by analyzing SNPs
and nongenetic variables from the Framingham Study
data. We obtained access to phenotype and genotype (im-
puted SNPs) data under the Framingham Share initiative
via the Database of Genotypes and Phenotypes (dbGaP,
ncbi.nlm.nih.gov/dbgap; Project number 1534). From all im-
puted SNPs existing in the database, we discarded all the rare
ones (with a MAF ≤ 1%) and the ones imputed with almost
no uncertainty (R2 ≥ 99%). Also, those SNPs with a very
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Figure 2. Power according to minor allele frequency and uncertainty (R 2), taking GWA significance level, α = 2·10e-8.
poor imputation quality (R2 ≤ 10%) were removed. Finally,
a set of 1,464,340 imputed SNPs were analyzed.
For each imputed SNP, the three approaches (Naive,
DOSAGE, and LC) were fitted taking the time to coronary
heart disease as the response. For the Naive and DOSAGE
approaches, a proportional Cox regression was adjusted. As
covariates, we considered age, sex, and the five first princi-
pal components to take into account family structure data.
The first five principal components capture more than 80%
of the variability. Finally, we analyzed 3,008 individuals from
the Framinghamoffspring cohort with response information
and all covariate data available.
To address an excess of familial or ethnic data structure
of the data (not captured by the first five principal com-
ponents), P-values were corrected by the genomic inflation
factor λ (1.062, 1.069, and 1.058 for Naive, DOSAGE, and LC
approaches, respectively). Note that, genomic inflation fac-
tor is very close to one. One explanation could be that the
incorporation of the five principal components captures well
the familiar structure in all three approaches.
Genetic Epidemiology, Vol. 00, No. 00, 1–13, 2013 7
CAPI´TULO 5. PUBLICACIONES pa´g. 73
Figure 3. Meta-analysis of 10 studies, simulating censored Weibull response, a hazard ratio of 2.5, uncertainty of R 2 = 0.3, and a minor allele
frequency = 0.5.
LC or DOSAGE approaches gave very similar results, with
a pairwise Spearman correlation >99%. The correlation be-
tween the Naive approach and any other two is smaller but
also high (approximately 93%).
None of the three approaches produced any significant re-
sults, except that one SNPachieved a significance level slightly
beyond theBonferroni-corrected thresholdusing theDOSAGE
approach (see Manhattan plots represented in Figure 5).
This is probably an artifact because the rest of SNPs are far
from the significance level. On another hand, there seems to
be no inflation of type I error rate according to QQ-plots
represented in Figure 6 for none of the three approaches.
The failure rate (i.e., the number of imputed SNPs for
which models have not converged have achieved a nonre-
liable estimation) has been very low for all three methods:
<0.4%.
Computational Time
AlthoughAulchenko et al. [2010] cites that theLC approach
is computationally demanding, observed times required to
analyze Framingham-imputed SNPs on real data phenotypes
did not confirm this. The number of iterations required to
achieve convergence is low for the vast majority of SNPs (5
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Figure 4. False positive rate (P-value < 0.05) of a meta-analysis taking 5 + 5 studies simulated from a censored Weibull response.
or 6 iterations). This makes the computation time consumed
in fitting the LC approach model similar to that of a standard
Cox regressionmodel. To analyze 1,464,340 imputed SNPs on
3,008 individuals and adjusting by age, sex, and five genetic
principal components, it took 16.7, 17.4, and 29.8 hours for
Naive, DOSAGE, and LCmethods, respectively, using a Linux
platform x86 64-redhat-linux-gnu (64-bit) CPU with 2GHz
and 16G of RAM memory, and using version 2.15.1 of R
software. Therefore, we have shown that, once first and sec-
ond derivatives expressions from the likelihood functions are
specified, LC is not more computationally demanding than
Naive or DOSAGE approaches, and it is feasible to perform
GWAS analysis using the LC approach using a multicore pro-
cessor; for example, with just 10 cores, analysis of a GWAS
may take less than three hours.
Discussion
We studied how to incorporate uncertainty when analyz-
ing imputed SNP in cohort design studies and conducted
a comprehensive analysis comparing two existing methods
with our proposed one. The simulations demonstrated that
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Figure 5. Manhattan plot representing minus log P-values of each analyzed imputed SNP from the Framingham real data.
DOSAGE is biased. This bias is negligible for small HRs, but
for moderate-large effects (HR > 2 –3) the results are not
correct. This may explain why DOSAGE (and other similar
methods like SNPTEST) can be a good option for analyz-
ing case-control studies, where ORs are between 1.1 and 1.5.
However, longitudinal studies have shown that the effect of a
given SNP may be very strong. For instance, Gonza´lez et al.
[2011] and Frey et al. [2005] reported a HR of 3.1 and 12.1,
respectively. Our proposedmethod, which truly incorporates
uncertainty in the likelihood function properly, showed ex-
cellent results in all scenarios, in particular formoderate-high
risk estimates. What is clear from our simulation studies is
that the Naivemethod (e.g., best guess) should not be used
any more, at least not when uncertainty exists.
Using real data, we also showed that none of the three
methods inflates the type I error, i.e., they produce no excess
of false positives. Indeed, we have shown that our proposed
method takes comparable amount of time to fit the data than
standard regression models such as Cox, making feasible to
analyze a GWAS with 1.5 million of imputed SNPs.
Although LC and DOSAGE have very similar power for all
scenarios, the latter is less accurate (it is more biased and
the coverage rate is lower when the effect increases). LC
and DOSAGE achieve similar power in all scenarios, although
Naive is much less powerful when uncertainty increases.
Good power is important to discover associated SNP. How-
ever, accurate estimations can be crucial in practical terms,
suchas in the caseof developing a genetic riskmodel function.
Figure 6. P-values Q-Q plot of each analyzed imputed SNP from the Framingham real data.
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A risk model requires knowledge of the effect of a given SNP.
It can be estimated using data from a single study or a better
risk estimation can be obtained from a meta-analysis using
published papers. In both cases a nonbiased estimation is
important to achieving an accurate genetic risk model.
Our approach would also be useful in comparing the ef-
fect observed in our cohort with a published study. Let us
assume that the interested SNP is not genotyped in our co-
hort because we use a different or less dense platform. After
imputing, the LC method guarantees that both effects will
be comparable; using the DOSAGE or Naive approaches may
obtain a different risk estimate and we will not be able to say
whether it is a real difference or is biased.
In conclusion, when analyzing longitudinal data from co-
hort studies, the LC approach is the onlymethod (of the three
considered) that maximizes the proper likelihood function.
Therefore, it is the only one that guarantees the good proper-
ties of themaximum likelihood estimates and yields unbiased
andpowerful results. Inpractical terms,wehaveobserved that
when the effect of the SNP is high ( HR > 2) only LC has fully
satisfactory estimates in terms of bias, coverage, and power
regardless of the degree of uncertainty. In other situations
(low HRs) DOSAGE and LC behave similarly.
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Appendix: Likelihood, Score, and Hessian
Functions
The logarithm of the likelihood function (log-likelihood)
for the Latent Class model is
logL () =
n∑
i=1
log
{
2∑
k=0
P(Yi, δi | SNPi = k,Z i ;)wik
}
,
where  =
(
α, β, γ1, . . . , γp , φ
)
is the vector of parameters.
For convenience, wewill denote θs as the sth component of
vector, which can be either the constantα, the SNP coefficient
β, the covariates coefficients γj (j = 1, . . . , p ), or the scalar
parameter φ.
The first derivatives of the log-likelihood function with
respect to the sth component of:
∂ log L ()
∂θs
=
n∑
i=1
2∑
k=0
∂hik
∂θs
g i
,
and the second derivatives of the log-likelihood function:
∂2 log L ()
∂θs∂θs ′
=
n∑
i=1
2∑
k=0
∂hik
∂θs∂θs ′
g i –
2∑
k=0
∂hik
∂θs
2∑
k=0
∂hik
∂θs ′
g 2i
,
where
hik ≡ P(Yi, δi | SNPi = k,Z i ;)wik,
g i ≡
2∑
k=0
hik.
Finally, we define the linear predictor as
ηik ≡ α + βk + Z j γ′,
where k is the number of risk alleles (i.e., 0, 1, or 2 copies),
and Z j is the covariate vector for the ith individual.
Two situations must be considered: whether the time to
response for the ith individual (δi = 1) has been observed or
not (δi = 0), where δ is called the censor indicator or variable.
If δi = 0:
hik function takes the form:
hik = wike
–λikY
φ
i ,
where λik = exp(ηik).r First derivatives:
– with respect to α, β, or γj (θs ∈ {α, β, γj }):
∂hik
∂θs
= hikxisk(–Y
φ
i λik),
where xisk takes the value of 1, k or Zij depending on
whether the derivative is with respect to α, β, or γj ,
respectively, and Zij is the value of j th covariate for the
ith individual.
– with respect to the shape parameter φ:
∂hik
∂φ
= –hikλikY
φ
i log(Yi).
r Second derivatives:
– with respect to α, β, or γj (θs, θs ′ ∈ {α, β, γj }):
∂2hik
∂θs∂θs ′
= xisk
[
–Yφi λik
(
xis ′khik –
∂hik
∂θs ′
)]
,
where xisk takes the value of 1, k, or Zij depending on
whether θs is equal to α, β, or γj , respectively. Similarly,
xis ′k takes the value of 1, k, or Zij depending on whether
θs ′ is equal to α, β, or γj , respectively.
– with respect to shape parameter φ:
∂2hik
∂φ2
= –λik log(Yi)Y
φ
i
(
∂hik
∂φ
+ hik log(Yi)
)
.
r Cross-derivatives between the constant/coefficients (θs ∈
{α, β, γj }) and the shape parameter φ:
∂2hik
∂θs∂φ
= xisk
[
–λikY
φ
i
(
∂hik
∂φ
+ hik log(Yi)
)]
,
where xisk takes the value of 1, k, or Zij depending on
whether θs is equal to α, β, or γj , respectively.
If δi = 1:
hik function takes the form:
hik = wikλikφY
φ–1
i e
–λikY
φ
i .
r First derivatives
– with respect to α, β, or γj (θs ∈ {α, β, γj }):
∂hik
∂θs
= hikxisk(1 – Y
φ
i λik),
where xij takes the value of 1, k, or Zij depending on
whether the derivative is with respect to α, β, or γj ,
respectively, and Zij is the value of j th covariate for the
ith individual.
– with respect to the shape parameter φ:
∂hik
∂φ
= –hik
(
λikY
φ
i log(Yi) – log(Yi) –
1
φ
)
.
r Second derivatives:
– with respect to α, β, or γj (θs, θs ′ ∈ {α, β, γj }):
∂2hik
∂θs∂θs ′
= xisk
[
∂hik
∂θs ′
(
1 – λikY
φ
i
)
– hikλikY
φ
i xis ′k
]
,
where xisk takes the value of 1, k, or Zij depending on
whether θs is equal to α, β, or γj , respectively. Similarly,
xis ′k takes the value of 1, k, or Zij depending on whether
θs ′ is equal to α, β, or γj , respectively.
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– with respect to shape parameter φ:
∂2hik
∂φ2
= –
∂hik
∂φ
(
Yφi log(Yi)λik – log(Yi) –
1
φ
)
– hik
(
Yφi log
2(Yi)λik +
1
φ2
)
.
r Cross-derivatives between the constant/coefficients (θs ∈
{α, β, γj }) and the shape parameter φ :
∂2hik
∂θs∂φ
= xisk
[
∂hik
∂φ
(
1 – λikY
φ
i
)
– hikλikY
φ
i log(Yi)
]
,
where xisk takes the value of 1, k, or Zij depending on
whether θs is equal to α, β, or γj respectively.
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CNVassoc: Association analysis of CNV data using R
Isaac Subirana1,2,3, Ramon Diaz-Uriarte4, Gavin Lucas2 and Juan R Gonzalez5,1*
Abstract
Background: Copy number variants (CNV) are a potentially important component of the genetic contribution to
risk of common complex diseases. Analysis of the association between CNVs and disease requires that uncertainty
in CNV copy-number calls, which can be substantial, be taken into account; failure to consider this uncertainty can
lead to biased results. Therefore, there is a need to develop and use appropriate statistical tools. To address this
issue, we have developed CNVassoc, an R package for carrying out association analysis of common copy number
variants in population-based studies. This package includes functions for testing for association with different
classes of response variables (e.g. class status, censored data, counts) under a series of study designs (case-control,
cohort, etc) and inheritance models, adjusting for covariates. The package includes functions for inferring copy
number (CNV genotype calling), but can also accept copy number data generated by other algorithms (e.g.
CANARY, CGHcall, IMPUTE).
Results: Here we present a new R package, CNVassoc, that can deal with different types of CNV arising from
different platforms such as MLPA o aCGH. Through a real data example we illustrate that our method is able to
incorporate uncertainty in the association process. We also show how our package can also be useful when
analyzing imputed data when analyzing imputed SNPs. Through a simulation study we show that CNVassoc
outperforms CNVtools in terms of computing time as well as in convergence failure rate.
Conclusions: We provide a package that outperforms the existing ones in terms of modelling flexibility, power,
convergence rate, ease of covariate adjustment, and requirements for sample size and signal quality. Therefore, we
offer CNVassoc as a method for routine use in CNV association studies.
Background
The proportion of variation in risk of complex diseases
explained by the single nucleotide polymorphisms (SNPs)
that have been discovered in recent years using the gen-
ome-wide association approach appears to limited. This
has lead to the suggestion that other, possibly more com-
plex, genetic variants could partly explain the remaining
disease susceptibility. Technological advances now allow a
class of genetic variants known as copy number variants
(CNV) to be genotyped with increasing levels of accuracy,
and several studies have recently explored the relationship
between these variants and risk of complex disease [1,2].
Genotyping these kinds of complex genetic markers is still
a challenge and current laboratory techniques and plat-
forms often contain a non-negligible percentage of errors.
In order to minimise bias in the results of association
studies involving CNVs, uncertainty in these copy number
calls must be taken into account in the analysis. In addi-
tion, large-scale CNV genotyping projects need a tool to
automate the analysis of thousands of CNVs. Here, we
present CNVassoc, an R package [3] designed to analyze
CNV data. Methodological details of the algorithms and
applications implemented in CNVassoc are described in
[4]. In addition to these, other techniques, such as
accounting for batch effects in inferring copy number sta-
tus, or modelling other response distributions (Poisson or
Weibull for censored data) have now been incorporated
into CNVassoc. In this application note we present an
overview of the package. The Additional file 1 contains a
tutorial (the vignette for the package) together with techni-
cal notes on the derivation of the likelihoods for the differ-
ent models.
Implementation
We developed a set of functions to analyse copy number
variants and integrated them as an R package called
* Correspondence: jrgonzalez@creal.cat
5Center for Research in Environmental Epidemiology (CREAL), Barcelona,
Spain
Full list of author information is available at the end of the article
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CNVassoc. Also, we created a very extensive manual of
the package (vignette) with several examples of real and
simulated data explaining how to use the package func-
tions and their capabilities.
The R software is a general purpose and open source
program commonly used in all type of statistical analysis.
Having incorporated the functions as an R package
allows user to take advantage of R flexibility in manipu-
lating the input and the results when analysing CNVs
with CNVassoc. In addition, we structured CNVassoc
functions and results in methods and classes to make the
package usage easier and more intuitive.
Software main features
To date, only one other R package, CNVtools[5], has
been developed that can appropriately incorporate CNV
copy number call uncertainty in the test for association
between CNVs and disease. However, CNVtools has
some limitations, mainly related to the fact that the copy
number calling and association testing steps are com-
bined in a single procedure. The current version of
CNVtoolshttp://bioconductor.org uses complex and
computationally intensive algorithms, cannot adjust for
covariates, and can only model binary and normally dis-
tributed responses. By separating these two steps,
CNVassoc offers significant advances in terms of analy-
tical flexibility and computational speed.
Inferring copy number status
By separating the CNV calling and association testing
steps, CNVassoc allows the user to test for association
between CNVs and disease using copy number probabil-
ities from any source. While the use of probability data
from more powerful calling algorithms such as CGHcall
[6], IMPUTE [7,8] or CANARY [9] is recommended,
CNVassoc provides several tools for inferring copy
number status, where necessary. For example, CNVas-
soc can fit a mixture of normal distributions to CNV
signal intensity data [10], or assign copy number status
by defining a set of signal intensity cut points, which
might be useful when analysing probe intensity data
from MLPA [11] or qPCR [12]. In addition, there is an
option to take batch effects into account, in order to
reduce false positives and provide robust estimates, as
discussed in [5].
Considering batch effect
In CNVassoc, the batch effect has been handled in the
following way:
Formally, the intensity signal distribution, y, is sup-
posed to follow a mixture of gaussian distributions,
f (yib) =
∑
c
φ(μcb, σkb)wc
where, j is the gaussian density function, μcb and scb
is the mean and standard deviation respectively of inten-
sity signal for c copy number variants in b-th batch, and
wc is the proportion of individuals with c copies in the
population. Notice that mean and standard deviation
can vary not only between copy number status but also
between batches, but the copy number status preva-
lences (wc) not. If μcb and scb varies between batches
and batches are associated with the disease/response,
then the batch effect exists by definition, and can lead
to false association if it is not taken into account [5].
In CNVassoc, specific means, standard deviations and
prevalences estimates are calculated separately using
data from each batch. Then, prevalences estimates are
obtained averaging from specific prevalences:
wˆc =
B∑
b=1
nbwˆcb/n
where nb is the number of sample individuals in the b-
th batch, B is the total number of batches in the sample,
and n is the total number of individuals in the sample.
Improved association test
To incorporate CNV copy number uncertainty in the
association test, CNVassoc uses a simpler model for-
mulation than that of CNVtools. This allows us to use
the faster Newton-Raphson procedure, which yields not
only the effect estimate for the CNV, but also its confi-
dence interval.
Adjustment for covariates
CNVassoc can fit association models adjusted for cov-
ariates (age, gender, smoking, etc.), which may be parti-
cularly important where it is necessary to adjust for
population stratification [13].
Response phenotypes
CNVassoc can be used to analyse dichotomous (Bino-
mial), count (Poisson), or continuous (Gaussian)
response phenotypes, as well as data from cohort studies
(Weibull).
Inheritance models
CNVassoc can perform association analysis under a
codominant (additive) model, which assumes a constant
effect on phenotype per unit change in copy number, or
under a model-free design, which treats each copy num-
ber as an independent category.
Analysis of multiple CNVs
To perform association testing of multiple CNVs with
greater computational efficiency, a function called
Subirana et al. BMC Medical Genomics 2011, 4:47
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multiCNVassoc has been implemented. When multiple
processors are available, it can parallelize association
tests using the Snow package http://www.sfu.ca/~sblay/
R/snow.html. An example of association tests involving
several CNVs is shown in Section 3 of the Additional
file 1 where data from a CGH array is analysed.
Computational Efficiency
Using the same sample sizes and probe signal intensity
distributions as used in [5], we performed a simulation
study in order to compare the performance of the meth-
ods implemented in CNVassoc and CNVtools. We
observed that both methods performed well, but we
note that CNVassoc has a number of important advan-
tages over CNVtools in terms of computational speed
and robustness in situations of limited sample sizes.
Performing association tests
First, an object of class cnv must be created by CNVas-
soc or using probabilities from other algorithms. Then,
an association test between the CNV and disease can be
performed using the CNVassoc function, which returns
an object of class ‘CNVassoc’. Associated print and
summary functions give exhaustive outputs. The
(CNVtest) function computes an overall p-value to test
whether a CNV is associated with the disease
Functions to simulate CNV data
In CNVassoc package, function to simulate CNV data
have been implemented. It is possible to simulate data
from different type of responses and studies: case-control
(simCNVdataCaseCon), cohort with binary response
(simCNVdataBinary), counting process with poisson-
distributed response (simCNVdataPois), quantitative
normal-distributed response (simCNVdataNorm) and
time-to-event with right-censored-weibull-distributed
response (simCNVdataWeibull).
Association analysis on imputed SNPs
Also, it is possible to analyse association of imputed
SNPs and response. Taking the genotypes probabilities
obtained from any software capable to impute SNPs,
such as IMPUTE [7,8], association analysis for case-con-
trol studies, cohort, quantitative or counting response
can be performed with CNVassoc. In section 5 of the
Additional file 1 we show in detail how to analyse a
data set downloadable from SNPTEST website which
contains probabilities of different imputed genotypes
from different SNPs among a set of cases and controls.
Results and Discussion
In this section we show the results obtained in inferring
copy number status and association analysis on a real
data set including 360 cases and 291 controls (data
described in [4]). The data contains peaks intensities for
two genes arising from an MLPA assay. From this
example, we present the main CNVassoc functions and
illustrate how to use them to infer copy number copies
and estimate association on case-control status.
A more detailed description of all these analyses and
others (imputed SNPs, aCGH data, other phenotypes
distributions -poisson, weibull and normal-) can be
found in Additional file 1.
Inferring copy number status
Previous to association analysis, inferring copy number
status process must be done. To do so, the function cnv
is used. In this subsection, gene 2 from MLPA data
example is used. This data set can be load from the
CNVassoc package.
>library(CNVassoc)
>data(dataMLPA)
>CNV <- cnv(x = dataMLPA$Gene2, threshold.0 =
0.01, mix.method = “mixdist”)
The peak intensities of gene 2 are assumed to follow a
mixture of normal distributions, and the method used
to estimate this distribution is specified by the mix.
method argument. When threshold.0 = 0.01, all indivi-
duals with peak intensities lower than 0.01 are assumed
to carry 0 copies. The CNV object is of class cnv, which
can be printed and plotted (Figure 1).
>CNV
Inferred copy number variant by a quanti-
tative signal
Method: function mix {package: mixdist}
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Figure 1 Plot of a cnv object generated from CNV signal
intensity data.
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-. Number of individuals: 651
-. Copies 0, 1, 2
-. Estimated means: 0, 0.2435, 0.4469
-. Estimated variances: 0, 0.0041, 0.0095
-. Estimated proportions: 0.1306,
0.4187, 0.4507
-. Goodness-of-fit test: p-value =
0.4887659
-. Note: number of classes has been
selected using the best BIC
>plot(CNV)
A measure that quantifies the amount of uncertainty
in the CNV calling estimation can be computed using
the function getQualityScore. Various measures are
available; the following is an example of how to obtain
the quality score (uncertainty measure) described in the
CNVtools paper [5]:
>getQualityScore(CNV, type = “CNVtools”)
–CNVtools Quality Score: 3.057171
In some cases, it may be preferable to infer copy num-
ber status using another algorithm that is not implemen-
ted in CNVassoc, e.g. if the probe signal intensities do
not follow a mixture of normal distributions. A matrix of
copy number probabilities obtained from other algo-
rithms can be used as input for the cnv function to create
a cnv class object, which can then be used to perform
association analysis. Also, it is possible to take suspected
batch effects in the signal intensity distributions into
account by specifying the batch variable using the batch
argument in the cnv function. This is important in order
to avoid false positives in the posterior association model
estimation, as suggested in [5]. A more detailed explana-
tion and example of this issue can be found in section 4.2
of Additional File 1.
Performing association models
To carry out association analysis between CNV and dis-
ease, the function CNVassoc is used. This function incor-
porates copy number call uncertainty by using a latent
class model as described in [4]. The response variable (dis-
ease) can be: binary, quantitative (normally distributed),
from a counting process, time to event (Weibull distribu-
ted). Also, an additive or model-free pattern of inheritance
can be analysed. The result returned by the CNVassoc
function is an object that can be printed and summarized
and its structure is very similar to other well known R
functions such as glm.
Here, we continue with the same MLPA data taking
the CNV object for gene 2 in the previous section. To
fit a logistic regression model with case-control status as
a response and CNV copy number as a predictor, and
assuming an additive genetic effect, we type
>mod <- CNVassoc(casco ~ CNV, data = dataMLPA)
>summary(mod)
Call:
CNVassoc(formula = casco ~ CNV, data =
dataMLPA)
Deviance: 876.396
Number of parameters: 3
Number of individuals: 651
Coefficients:
ORlower.limupper.lim SE Stat pvalue
CNV0 1.0000
CNV1 0.4772 0.2742 0.8304 0.2827 -
2.6172 0.009
CNV2 0.3169 0.1834 0.5477 0.2791 -
4.1169 3.84e-05
(Dispersion parameter for binomial
family taken to be 1)
Covariance between coefficients:
CNV0 CNV1 CNV2
CNV0 0.0613 0.0000 0.0000
CNV1 0.0186 -0.0032
CNV2 0.0166
By applying the summary function to the result, we
obtain odds ratios, confidence intervals, and p-values for
every copy number status with respect to the reference
copy number category.
To compute the global CNV significance p-value, the
CNVtest function can be used as follows:
>CNVtest(mod, “LRT”)
——CNV Likelihood Ratio Test——
Chi = 18.75453 (df = 2), pvalue =
8.462633e-05
In this example, a Likelihood Ratio Test (LRT) is com-
puted, comparing a model containing CNV to a model
lacking CNV (i.e. a model without predictors or the null
model).
Using the CNVassoc function it is possible to change
the inheritance model to additive (changing the model
argument), or adjust for other covariates (such as age,
sex, or principal components) in the formula argument
in the usual way. Also, other types of response can be
analysed changing the family argument. More detailed
examples are in the Additional file 1.
Response phenotypes: Weibull
In this section, we illustrate how to analyse a time-to-
event response variable (Weibull distributed) using
simulated data generated with the function simCNVda-
taWeibull. In the following example, a CNV has been
generated with 0, 1 and 2 possible copies with probabil-
ities of 25%, 50% and 25% respectively, with intensity
signal standard deviation of 0.4 for each copy status,
and means of 0, 1 and 2 respectively. The response vari-
able has been simulated under a Weibull distribution
with shape parameter equal to 1 and disease incidence
equal to 0.05 (per person-year) among the population
Subirana et al. BMC Medical Genomics 2011, 4:47
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with zero copies (reference). The proportion of observed
events (non-censored) was set to 10%. Finally, these data
have been generated assuming a additive CNV effect
with a Hazard Ratio of 1.5 per copy.
>set.seed(123456)
>n <- 5000
>w <- c(0.25, 0.5, 0.25)
>mu.surrog <- 0:2
>sd.surrog <- rep(0.4, 3)
>hr <- 1.5
>incid0 <- 0.05
>lambda <- c(incid0, incid0 * hr, incid0 * hr^2)
>shape <- 1
>scale <- lambda^(-1/shape)
>perc.obs <- 0.1
>time.cens <- qweibull(perc.obs, mean(shape), mean
(scale))
>dsim <- simCNVdataWeibull(n, mu.surrog, sd.surrog,
w, lambda,
+ shape, time.cens)
Once the CNV data and phenotype has been gener-
ated, inferring copy number status and fitting the asso-
ciation model is performed in the following two steps:
(1) Inferring copy number status, as for case-control
studies:
>CNV <- cnv(dsim$surrog, mix = “mclust”)
>attr(CNV, “num.copies”) <- 0:2
Note that 3 copy number statuses has been esti-
mated by BIC criteria. By default 1, 2 and 3 copies
are assigned. The number of copies for each status
can be changed to 0, 1 and 2 respectively by modify-
ing the num.copies attribute.
2) Testing for association between CNV and time-
to-event, specifying the family argument as “weibull":
>fit <- CNVassoc(Surv(resp, cens) ~ CNV, data =
dsim, family = “weibull”,
+ model = “add”)
>coef(summary(fit))
HR lower.lim upper.
lim SE stat pvalue
trend 1.385556 1.205619 1.592348 -
0.07097498 4.594595 4.335896e-06
Note that, Hazard Ratios (HR) are displayed instead
of Odds Ratios. In this case, an additive CNV effect
has been assumed in performing the association
model.
Computational Efficiency
In this section, we compare the performance of CNVas-
soc in terms of speed and convergence rate to that of
CNVtools, which is the only other tool that is currently
available for performing CNV association analysis, while
correctly taking copy number uncertainty into account.
Simulated case-control data was generated for different
sample sizes (500 cases and 500 controls; 2,000 cases and
2,000 controls), and different degrees of call uncertainty,
from very little uncertainty (Q = 6) to a moderate-high
degree of uncertainty (Q = 3). A single CNV marker has
been simulated using 1,000 iterations (simulations), under
the described scenarios. In each simulation, univariate
probe signal intensities (similar to MLPA) have been gen-
erated from a gaussian mixture distribution, and copy
number status has been inferred from them. After this, an
association model has been performed using the proposed
method (Latent Class model). The uncertainty measure,
Q, was proposed by [5] (see page 3); values of Q below 3
indicate moderate-high uncertainty and this must be tak-
ing into account in the association analysis, while values of
Q bigger than 4.5 or 5 indicate that uncertainty is almost
insignificant. Table 1 shows the number of times model
estimation fails using CNVassoc and CNVtools under
these various scenarios. CNVassoc converges in all simu-
lations, except when sample size is small and uncertainty
is high. When sample size is high (2,000 cases and 2,000
controls) CNVassoc converges in all situations, while
CNVtools fails in some simulations when uncertainty is
high. And when sample size is moderate-low (500 cases
and 500 controls), CNVassoc converges almost in all
times except when uncertainty is high (Q < 3.5), while
CNVtools fails in some simulations even when the
degree of uncertainty is low (Q = 6) and starts to fail in
the majority of situations when uncertainty is moderate
(Q < 4) and performs even worse when is high.
We have also observed a marked difference in the
speed of each procedure: when analyzing 10,000 CNVs
in 2,000 cases and 2,000 controls, and with a Q = 4,
CNVtools took 1 day and 17 hours to complete the
Table 1 Number of failed convergence simulations out of
500 using CNVassoc and CNVtools according to inferring
copy number uncertainty Q and number of cases N
N = 2000 N = 500
Q CNVassoc CNVtools CNVassoc CNVtools
6.0 0 0 0 15
5.5 0 0 0 20
5.0 0 0 0 65
4.5 0 0 0 92
4.2 0 0 0 187
4.0 0 0 0 246
3.7 0 0 0 294
3.5 0 1 0 299
3.2 0 13 212 389
3.0 0 65 331 400
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analysis, whereas CNVassoc took just 90 minutes; with
Q = 3, CNVtools took 6 days and 16 hours, but
CNVassoc took only 2 hours. More comparisons
between CNVassoc and CNVtools are shown in sec-
tion 4.3.1 of Additional file 1.
Conclusions
We present a new package for performing analysis of
association between copy number variants and disease,
appropriately taking uncertainty in CNV copy number
calls into account. The numerical procedure for fitting
the model is simple and computationally efficient, hand-
ling thousands of CNVs in reasonable time. In addition,
it is possible to adjust for covariates which may be neces-
sary to control for population stratification. A central fea-
ture of CNVassoc is that input data can come from any
CNV calling algorithm that produces copy number prob-
abilities. Note that the CNVassoc package can also be
applied to SNPs. For instance, in the context of imputed
SNPs (e.g., IMPUTE [7,8], BIMBAM [14], MACH1
http://www.sph.umich.edu/csg/abecasis/MACH/, etc.)
the probability estimates of each genotype coming from
this software can easily be incorporated to our functions.
We intend to continue developing the package, and
expect to incorporate CNV * non-genetic predictor inter-
actions, and CNV * CNV interactions, in the near future.
In conclusion, considering the advantages in terms of
modelling flexibility, power, convergence rate, ease of
covariate adjustment, and requirements for sample size
and signal quality, we offer CNVassoc as a method for
routine use in CNV association studies.
Availability and requirements
1. Project name: CNVassoc
2. Project home page: http://www.creal.cat/jrgonzalez/
software.htm and http://www.cran.r-project.org
3. Operating system(s): Platform independent
4. Programming language: R
5. R Dependencies: mixdist, mclust, survival
6. R Suggested: CGHcall, CGHregions, snow, CNVtools
7. License: GPL or newer
Additional material
Additional file 1: User’s manual. CNVassoc_manual.pdf is the
user’s guide of CNVassoc package, where detailed examples with real
and simulated data are shown, illustrating how to use the CNVassoc
package functions.
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para implementar toda la metodolog´ıa estad´ıstica propuesta en esta tesis doctoral,
tal y como queda reflejado en en el apartado de “Author’s contribution”.
Ninguno de los art´ıculos cient´ıficos incluidos en esta tesis doctoral forman parte de
otra tesis o ningu´n otro trabajo acade´mico.
Firmado por el director de la tesis:
Juan Ramo´n Gonza´lez Ruiz

CAPI´TULO 5. PUBLICACIONES pa´g. 89
5.3. Resumen de las publicaciones
5.3.1. Art´ıculo 1: Accounting for uncertainty when asses-
sing association between copy number and disease:
a latent class model.
Me´todos
En este articulo se ha presentado el me´todo estad´ıstico propuesto en esta tesis, que
se ha denominado Latent Class, para analizar los estudios de asociacio´n entre los
CNVs en los disen˜os de tipo caso-control y en los de respuesta cuantitativa. El me´to-
do propuesto se ha comparado con dos de los me´todos ma´s usados en el estudio de
asociacio´n de CNVs: threshold y Naive.
A diferencia del Latent Class, ni el me´todo threshold ni el me´todo Naive tienen en
cuenta la posible incertidumbre en los CNVs. La caracter´ıstica comu´n de ambos es
que imputan el nu´mero de copias a partir de las intensidades para posteriormente
ajustar un modelo de regresio´n lineal o regresio´n log´ıstica para respuesta cuantita-
tiva o binaria respectivamente, o un test χ2 o de Fisher cuando no se incorporan
covariables. Esto es, como si el nu´mero de copias asignado fuera el correcto para
todos los individuos de la muestra. La diferencia recae en la manera que tienen de
asignar el nu´mero de copias: mientras que el me´todo threshold usa puntos de corte
fijados a priori y a menudo arbitrarios, el me´todo Naive usa puntos de corte a partir
de me´todos estadisticos de clustering y por lo tanto no tan “subjetivos”. No obstan-
te, es conocido que no tener en cuenta la posible incertidumbre en los CNVs conlleva
estimaciones sesgadas y una falta de potencia estad´ıstica en estimar la asociacio´n
entre los CNVs y la respuesta.
As´ı pues, el objetivo de este trabajo ha sido averiguar bajo que´ escenarios, segu´n el
grado de incertidumbre en los CNVs y el tipo de variable respuesta (binaria o cuan-
titiva), etc., los me´todos threshold y Naive esta´n “demasiado” sesgados, confirmar
que el me´todo propuesto (Latent Class) da estimaciones insesgadas, y compararlo
con los otros dos en cuanto a potencia estad´ıstica (probabilidad de detectar CNVs
asociados).
En primer lugar se ha descrito formalmente el modelo propuesto. En segundo lugar,
se han mencionado los distintos me´todos que proveen de las probabilidades de tener
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k nu´mero de copias para cada individuo de la muestra y que son necesarias para
posteriormente poder ajustar el modelo Latent Class y estimar la asociacio´n entre
el CNV y la variable respuesta. Por u´ltimo, y para llevar a cabo la evaluacio´n del
modelo propuesto y su comparacio´n con los me´todos existentes, se ha realizado
un estudio con datos simulados bajo distintos grados de incertidumbre y magnitud
de asociacio´n. Esto ha servido para cuantificar el sesgo, la precisio´n y la potencia
estad´ıstica de cada me´todo, bajo cada escenario simulado. Adema´s, se ha analizado
una muestra de datos reales consistente en un array CGH (metodolog´ıa para medir
CNVs a lo largo del genoma).
Resultados
A partir del estudio con datos simulados, se ha visto como tanto el me´todo threshold
como el Naive dan estimaciones negativamente sesgadas en todos los escenarios,
mientras que el me´todo propuesto es insesgado en todos ellos. Adema´s, la potencia
estad´ıstica alcanzada con el me´todo propuesto ha sido mucho mayor que en los otros
dos, siendo el me´todo Naive ma´s potente que el me´todo threshold.
Para el estudio con datos reales, se han analizado dos CNVs, ambos medidos bajo
una te´cnica mucho ma´s precisa y cara (PCR) con lo que pra´cticamente no se tie-
ne incertidumbre, y al mismo tiempo se ha medido la intensidad de la sen˜al. Esta
u´ltima te´cnica, en cambio, al no medir el CNV directamente, conduce a una mayor
incertidumbre. Los resultados, comparando ambas te´cnicas, han indicado que las
estimaciones obtenidas con el me´todo Latent Class a partir de las intensidades es
muy similar a la obtenida del CNV medido sin incertidumbre.
En resumen, mediante el me´todo propuesto se han obtenido resultados muy satisfac-
torios en el ana´lisis de estudios de asociacio´n de CNVs, aunque e´stos este´n medidos
con alto grado de incertidumbre, tanto en disen˜os de caso-control como de respuesta
continua. Por otro lado, los me´todos “cla´sicos” comu´nmente usados no son fiables
para en el ana´lisis de CNVs con cierto grado de incertidumbre. En la pra´ctica, esto
se traduce en descartar gran parte de CNVs considerados en un estudio de asocia-
cio´n, mientras que con el me´todo propuesto se pueden analizar todos ellos de forma
o´ptima.
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5.3.2. Art´ıculo 2: Genetic association analysis and meta-
analysis of imputed SNPs in longitudinal studies.
Me´todos
En este art´ıculo se ha estudiado el papel que juega la incertidumbre en los SNPs
imputados en los estudios de asociacio´n. Para ello, se ha aplicado el modelo propues-
to presentado en el primer art´ıculo para los SNPs imputados en lugar de los CNVs.
Adema´s se ha adaptado la ecuacio´n desarrollada para estudios de casos y controles
o para respuesta cuantitativa a estudios de cohorte con seguimiento (longitudinales).
En los u´ltimos an˜os, y gracias al proyecto HapMap, cada vez se imputan un ma-
yor nu´mero de SNPs. Paralelamente, algunos estudios de cohorte han reportado un
gran efecto entre algunos SNPs y enfermedades comunes tales como el ca´ncer, el
Alzheimer o patolog´ıas cardiovasculares. Por ello, es de gran importancia evaluar
las herramientas usadas para estimar la asociacio´n de SNPs imputados y la enfer-
medad en estudios de cohorte. Debido a que las enfermedades comunes tienen una
incidencia pequen˜a en la poblacio´n, los GWAS con datos longitudinales requieren
de un gran taman˜o de muestra. Por este motivo se suelen juntar diferentes muestras
para posteriormente meta-analizar sus resultados (consortiums).
El objetivo de este art´ıculo ha sido desarrollar modelos estad´ısticos para SNPs
imputados en estudios longitudinales, ampliando el me´todo presentado en el pri-
mer art´ıculo a este tipo de variante gene´tica y a estudios con respuesta del tipo
“tiempo hasta evento” con censura. Se ha evaluado el me´todo propuesto con otros
dos me´todos ya existentes y implementados en muchos softwares, como son el me´to-
do Naive y el Dosage.
El me´todo Naive no tiene en cuenta la incertidumbre: al estimar la asociacio´n, se
ajusta un modelo de regresio´n para datos censurados (Cox o de Weibull) asignan-
do a cada individuo el genotipo ma´s probable derivado de la imputacio´n. Por el
contrario, el me´todo Dosage s´ı que tiene en cuenta la incertidumbre, pero de una
forma “especial”: tambie´n ajusta un modelo de Cox o Weibull introduciendo el SNP
imputado como variable explicativa, pero no como el genotipo ma´s probable sino
como la esperanza del nu´mero de copias segu´n las probabilidades resultantes de la
imputacio´n. A esta esperanza tambie´n se la conoce como dosage. Esta te´cnica puede
producir valores esperados extran˜os, en el sentido que mientras que un SNP no pue-
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de tomar ma´s de 3 valores distintos (genotipos), el dosage es una variable continua
que puede tomar cualquier valor entre 0 y 2.
Los modelos de Cox y de Weibull son los ma´s usados para el ana´lisis de datos
longitudinales. El primero es semiparame´trico, mientras que el segundo es comple-
tamente parame´trico, siendo la regresio´n de Cox algo ma´s robusta. Dado que el
me´todo propuesto necesita de la expresio´n expl´ıcita de la funcio´n de verosimilitud,
se ha descartado adaptar el modelo de Cox. En cambio s´ı que se ha podido adaptar
el modelo de Weibull ya que es totalmente parame´trico.
A priori, ninguno de los dos me´todos existentes (ni el Naive ni el Dosage) parecen
satisfactorios: el Naive porque no tiene en cuenta la incertidumbre y esto se sabe
que lleva a resultados sesgados y poco potentes, y el me´todo Dosage por incorpo-
rar en el modelo una variable continua que no equivale al SNP (catego´rica con 3
niveles o categor´ıas). Otros estudios anteriores han mencionado que este segundo
me´todo (Dosage) da resultados insesgados pero no lo justifican. Por lo tanto, en este
art´ıculo se ha tratado de cuantificar en que´ escenarios de incertidumbre, frecuencia
ale´lica, magnitud de la asociacio´n, etc., los me´todos existentes son suficientemente
buenos o dan resultados poco sesgados. Estos resultados se han comparado con el
me´todo propuesto, que en teor´ıa incorpora de forma apropiada la incertidumbre.
Concretamente, se ha medido el sesgo y la potencia estad´ıstica de los estimado-
res de la asociacio´n del SNP imputado y el tiempo hasta el evento. Tambie´n se
han analizado datos reales procedentes del estudio de Framingham con aproximada-
mente 2,5 millones de SNPs imputados y una cohorte de ma´s de 3.000 participantes
con un seguimiento de unos 10 an˜os de eventos cardiovasculares (variable respuesta).
En el estudio de datos simulados no se han generado datos de una Weibull (lo cual
invalidar´ıa los resultados al usar el mismo modelo para generar los datos que para
ajustarlos) sino que se han generado a partir de la funcio´n emp´ırica derivada de los
datos de la cohorte de Framingham. Por u´ltimo, para los me´todos Naive y Dosage
se ha ajustado una regresio´n de Cox, incluyendo el genotipo ma´s probable y la
esperanza (dosage) como variable explicativa, respectivamente.
Resultados
Los resultados del estudio con datos simulados han demostrado que el me´todo pro-
puesto no tiene sesgo, incluso en los escenarios de alto grado de incertidumbre y
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gran magnitud de asociacio´n (Hazard Ratio), mientras que el me´todo Dosage pre-
senta algo de sesgo cuando la incertidumbre es alta y la asociacio´n tambie´n lo es.
En el resto de escenarios (incertidumbre y asociacio´n bajas o moderadas) estos dos
me´todos han dado resultados muy similares. Por el contrario, el me´todo Naive ha
resultado sesgado o muy sesgado en todos los escenarios, excepto, como era de espe-
rar, cuando no hay asociacio´n. Por u´ltimo, los me´todos Dosage y el propuesto han
alcanzado una potencia estad´ıstica similar en todos los escenarios, mientras que el
me´todo Naive ha sido mucho menos potente.
Los resultados del ana´lisis de los datos reales procedentes de la cohorte de Framing-
ham han mostrado como ninguno de los tres me´todos aporta un exceso de falsos
positivos. En cuanto al tiempo requerido para el ana´lisis de todos lo SNPs impu-
tados analizados (ma´s de un millo´n en total), el me´todo propuesto ha sido so´lo 2 o´ 3
veces ma´s lento que los otros dos. As´ı, pues, y desmintiendo a otros estudios, se ha
demostrado como el me´todo propuesto, aunque ajuste un modelo ma´s complejo que
los “convencionales” (regresio´n lineal, log´ıstica o de Cox), no es mucho ma´s costo-
so. Una explicacio´n de ello es la rapidez del me´todo implementado para ajustar el
modelo propuesto (algoritmo de N-R), donde adema´s se han facilitado las derivadas
anal´ıticas.
pa´g. 94 CAPI´TULO 5. PUBLICACIONES
5.3.3. Art´ıculo 3: Interaction association analysis of impu-
ted SNPs in case control and longitudinal studies.
Me´todos
Hasta la fecha, pocos GWAS han conseguido explicar un porcentaje alto de la varia-
bilidad gene´tica de la enfermedad estudiada. Para solventarlo, se han estudiado otras
variantes gene´ticas diferentes de los SNPs, como son los CNVs. Adema´s, gracias a
la imputacio´n, se han podido incorporar ma´s SNPs en los estudios. Au´n as´ı so´lo
se ha conseguido explicar una parte pequen˜a de la variabilidad gene´tica en muchas
enfermedades. Otra alternativa a los CNVs ha consistido en el estudio de las inter-
acciones de SNPs, tambie´n conocido como epistasis. La hipo´tesis es que parte de la
variabilidad no explicada reside en el exceso de riesgo que aporta una combinacio´n
de SNPs respecto a la suma de todos ellos por separado.
Existen varios modelos estad´ısticos para estimar la asociacio´n de varios SNPs y la
variable respuesta incluyendo las posibles interacciones: regresio´n lo´gica, a´rboles de
regresio´n, random forests, etc. Aunque ninguno de ellos esta´ pensado (que se sepa
hasta la fecha) para incorporar incertidumbre en los SNPs imputados. As´ı que su
aplicacio´n queda limitada a SNPs genotipados o imputados con muy poca incerti-
dumbre. Por otro lado, los softwares que pueden tratar con SNPs imputados (usando
el me´todo Naive o el Dosage) no esta´n disen˜ados para los estudios de interaccio´n
con SNPs imputados.
En este trabajo se ha presentado una extensio´n del modelo propuesto pero ahora
incluyendo interacciones de pares de SNPs imputados, tanto para estudios de caso-
control como para estudios de cohorte o longitudinales (con seguimiento). Se ha
comparado el me´todo propuesto con los equivalentes a los me´todos Naive y Dosage.
A pesar de que este u´ltimo (Dosage) no esta´ implementado en ningu´n software, es
fa´cil formularlo: se trata de incorporar los dosages de los dos SNPs y su interaccio´n o
producto como variables explicativas en una regresio´n de Cox (estudios de cohorte)
o log´ıstica (caso control o´ respuesta binaria). El me´todo Naive consiste simplemente
en asignar el genotipo ma´s probable a cada uno de los dos SNPs imputados y pro-
ceder como si no hubiera incertidumbre.
Para evaluar el me´todo propuesto y los dos me´todos existentes (Dosage y Naive) se
ha calculado el sesgo y la potencia estad´ıstica sobre datos simulados bajo distintos
CAPI´TULO 5. PUBLICACIONES pa´g. 95
escenarios variando la frecuencia ale´lica y el grado de incertidumbre de ambos SNPs
as´ı como la magnitud del efecto de la interaccio´n. Adema´s, se han analizado datos
reales procedentes de la cohorte de Framingham con ma´s de 3.000 participantes.
Se ha realizado un estudio de interaccio´n sobre aquellos SNPs que hayan alcanzado
una asociacio´n marginal con un p-valor inferior a 0,001 de forma univariada. De esta
forma, se han analizado aproximadamente un millo´n de pares de SNPs. A este tipo
de estudios de interacciones (epistasis) a lo largo de todo el genoma se les denomina
GWIS.
As´ı como existen algunos estudios evaluando los me´todos existentes (Naive, Do-
sage,...) para SNPs imputados en los GWAS, no hay ninguno hasta la fecha que
haya analizado el efecto de la incertidumbre en la imputacio´n en los GWIS. Sin
embargo, es de vital importancia estudiar el efecto de la incertidumbre en los GWIS
con SNPs imputados, ya que la incertidumbre crece exponencialmente cuando se
combinan SNPs. En este trabajo se ha estudiado en que´ situaciones (grado de incer-
tidumbre, magnitud de la interacccio´n, ...) los me´todos Naive y Dosage son va´lidos
y cua´ndo el me´todo propuesto mejora significativamente a los otros dos.
Resultados
A partir de los resultados sobre datos simulados, se ha visto como el me´todo pro-
puesto es insesgado en todos los escenarios, incluso en situaciones extremas donde
el grado de incertidumbre y la magnitud de la interaccio´n son elevados. En cambio,
el me´todo Dosage ha presentado un sesgo negativo o positivo dependiendo de la fre-
cuencia ale´lica, mientras que el me´todo Naive ha sido sesgado en todos los escenarios
con algu´n grado de incertidumbre. En cuanto a la potencia estad´ıstica, el me´todo
propuesto y el Dosage se han comportado de forma similar y en algunos escenarios
el primero ha sido mejor, sobretodo cuando la magnitud de la incertidumbre y el
efecto de la interaccio´n son elevados. Finalmente, el me´todo Naive ha conseguido
bastante menos potencia estad´ıstica que los otros dos.
Del estudio con datos reales, los tres me´todos han dado resultados similares, y nin-
guna interaccio´n ha alcanzado la significacio´n estad´ıstica. Por otro lado, el tiempo
requerido para analizar los datos reales con el me´todo propuesto no ha sido mucho
mayor que para los otros dos, los cuales utilizan modelos “convencionales” (regresio´n
de Cox). As´ı pues, se ha podido concluir que es indistinto, en tiempo computacional,
utilizar los tres me´todos (inclusive el modelo propuesto) para analizar este tipo de
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estudios (GWIS).
Cabe destacar que el punto de corte para considerar que hay demasiada incertidum-
bre en los estudios de interaccio´n (GWIS) no puede ser el mismo que para los estudios
sin interacciones (GWAS), sino que hay que ser ma´s restrictivo. Esta estrategia con-
lleva descartar muchos ma´s SNPs a priori. Por lo tanto, es muy recomendable usar
alguna estrategia que tenga en cuenta la incertidumbre, ya sea el me´todo Dosage o el
propuesto, siendo este u´ltimo especialmente recomendable cuando la incertidumbre
es mayor.
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5.3.4. Art´ıculo 4: CNVassoc: Association analysis of CNV
data using R.
El objetivo de este art´ıculo ha sido implementar una herramienta informa´tica que
permita ajustar los modelos de asociacio´n entre CNVs y la variable respuesta para
estudios de caso-control, cohorte con seguimiento, de respuesta continua o conteos,
usando el modelo propuesto presentado en los art´ıculos anteriores de la tesis, ha-
ciendo posible ajustar por covariables, modificar el modelo de herencia a aditivo,
dominante, recesivo o co-dominante, etc. Aunque el modelo estad´ıstico se penso´ ini-
cialmente para analizar CNVs, el programa permite analizar tambie´n SNPs impu-
tados.
A parte de las funciones propias para estimar el modelo de asociacio´n entre el CNV o
el SNP imputado y la variable respuesta, el software permite utilizar otras funciones
u´tiles para inferir el nu´mero de copias o para graficar la intensidad de la sen˜al de
la sonda obtenida durante el genotipado de los CNVs, etc. A fin de incrementar su
rapidez en los ca´lculos en los estudios GWAS o con mu´ltiples CNVs, se han incor-
porado funciones que realizan los ca´lculos en paralelo y en C++.
Todas las instrucciones que configuran el programa implementado se han estructu-
rado conformando un paquete dentro del software R. Ello ha permitido una mejor
documentacio´n de todas las funciones y una optimizacio´n organizando el co´digo en
objetos, clases y me´todos. El paquete desarrollado se llama CNVassoc y esta´ dis-
ponible en el repositorio CRAN de R http://cran.rstudio.com/. Para ilustrar su
funcionamiento, se ha escrito un extenso manual con ejemplos en que se analizan
datos reales disponibles en el mismo paquete.
Los motivos para implementar la herramienta en R han sido varios: R es uno de los
programas estad´ısticos ma´s usado cuya comunidad de usuarios es cada vez mayor,
es gratuito y de co´digo abierto, y muy flexible. A diferencia de otros programas
existentes para realizar GWAS co´mo PLINK, el co´digo implementado en R se puede
modificar, as´ı como los “inputs” (ficheros de datos) y los “outputs” (resultados), etc.
Otro objetivo de este art´ıculo ha sido comparar la eficiencia y utilidad del paque-
te CNVassoc con otro existente para el ana´lisis de asociacio´n con CNVs llamado
CNVtools implementado tambie´n en R. La metodolog´ıa con la que se basa CNVtools
es ma´s compleja que CNVassoc dado que realiza la inferencia del nu´mero de copias
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y la estimacio´n de los para´metros de asociacio´n en un solo paso. Aunque desde el
punto de vista teo´rico, esta estrategia sea ma´s so´lida, la computacio´n es mucho ma´s
lenta y en situaciones de moderada o gran incertidumbre se ha visto que el modelo
no converge. Los resultados del ana´lisis sobre datos reales disponibles en CNVtools
han sido muy parecidos para ambos paquetes, aunque CNVassoc ha demostrado ser
mucho ma´s robusto y ra´pido.
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Abstract
A new method is described to assess the interactions of imputed SNPs (single nucleotide polymorphisms) in
case-control and cohort studies, properly incorporating SNP imputation uncertainty in the likelihood model.
Using simulation studies and analysis of real data obtained from the Framingham study cohort, we compare the
performance of this new method to the DOSAGE and NAIVE (also known as Best-Guess) methods, developed
in the context of single SNP and extended to SNP-by-SNP interaction. The results show that only our new
method is unbiased under all examined scenarios regarding allele frequencies, imputation uncertainty degree and
interaction effect size. In addition, our method achieves at least as much power as the other two, and exceeds
their statistical power in certain cohort analysis situations. This method has been implemented in C-code and
integrated into R software, and is fast enough to perform Genome Wide Interaction Studies (GWIS) with hundreds
of thousand of interactions.
Introduction
Genome-wide association studies (GWAS) have become very popular in the last decade as the power of
genotyping technology has increased. It is now feasible to conduct studies with a million Single Nucleotide
Polymorphisms (SNP), spread throughout the whole genome. However, to date, GWAS have identified only
a small proportion of heritability in most of the common complex diseases [1]. For example, it has been
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estimated that genetic factors explain between 35% and 60% of thrombosis cases, but all identified SNPs
explain only 5% of the phenotype variability [2].
In order to overcome these difficulties, genetic variants other than SNPs, such as copy number variants, have
been studied with some success [3]. Another approach to explain missing heritability consists in analyzing
interactions between SNPs (epistasis) where moderate and large interaction effects between SNPs have been
found [4]. This contrasts with the small effects usually estimated in GWAS, with odds ratios ranging from
1.1 to 1.5 in common or complex diseases (e.g., [5–10])). Therefore, in the GWAS context, studies of SNP
interaction (known as GWIS) have received much attention in recent years.
Currently, GWAS/GWIS incorporate information about non-genotyped SNPs by incorporating the infor-
mation on the surrounding genotyped SNPs and Hap Map platform (e.g., imputed SNPs). This has been
made possible due to major efforts to develop bioinformatics tools for imputing SNPs (see a description
of existing algorithms in [11]). Estimates of genotypes provided by existing methods must be considered
to contain uncertainty, which must be included in association analysis in order to avoid biased and/or
underpowered estimates [12–14]. Therefore, statistical analysis of GWIS with imputed SNPs should also
be performed by incorporating such uncertainty in the models. There are several strategies to address
this issue in the context of single association analysis (e.g., GWAS). The first places the most probable
genotype for each individual as if it were the genotype (NAIVE). The second places the expected number
of alleles for each individual according to the imputed genotype probabilities (DOSAGE). Finally, the third
approach maximizes the proper likelihood by using a latent class (LC) model. For case-control studies,
the DOSAGE approach is implemented in SNPTEST [11], PLINK [15] and ProbABEL [16], while LC is
available at CNVassoc R package [17]. Version 2 of SNPTEST software also deals with quantitative traits,
and CNVassoc is capable of analyzing quantitative [13] and survival data [18].
Several authors have analyzed the behaviour of these three approaches in GWAS settings for both binary
and quantitative variables. The main conclusion is that for small effects, DOSAGE and LC methods behave
correctly in all situations, while NAIVE is biased and underpowered [13, 14]. For moderate and large
effects, LC outperforms the DOSAGE approach, and the advantage increases with greater uncertainty [13].
Similar results are obtained when analyzing survival data [18]. Nonetheless, no studies have explored
how uncertainty can affect the results of SNP-by-SNP interaction analysis in the case of imputed data.
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Theoretically, interaction effects should be much greater than those observed when analyzing a single SNP.
This would imply that LC would provide better estimates than the DOSAGE approach. In addition,
uncertainty is much higher in the case of analyzing the interaction between two imputed genotypes than
in the analysis of a single SNP because two sources of uncertainty are combined. This would also favour
using the LC approach in order to increase the power to detect statistically significant interactions. A large
number of bioinformatics tools have been described for analyzing GWIS (see an exhaustive list in [19]).
However, the vast majority of them are limited to case-control studies and none of them supports imputed
SNPs.
In this paper we aim to address the existing limitations when analyzing SNP-by-SNP interaction with
imputed SNPs, from both a theoretical and practical point of view. First, we formulate the theory behind the
different strategies (NAIVE, DOSAGE and LC) to assess interaction of imputed SNPs in both case-control
and longitudinal studies. Then, using exhaustive simulation studies we investigate the behaviour of these
three approaches in terms of bias and power. The simulations model a wide range of the exhaustive possibility
of scenarios with varying allele frequencies, interaction effects and degree of uncertainty in imputed SNPs.
Simulation results are complemented by GWIS using ∼ 2.5M of imputed SNPs from a Framingham cohort
data set collected by a longitudinal study on time-to-coronary event (http://www.framingham.com/heart/).
Finally, R functions implementing the proposed method have been included in the CNVassoc package.
Methods
Model
In this section, we provide the formal association model for imputed SNPs interactions and a trait adjusting
for possible covariates, such as age, sex, etc., or principal components to take into account in population
stratification. We develop the model’s likelihood for a case-control study (binary trait) or cohort study
(Weibull distributed trait). Finally, we discuss theoretical aspects of this model, and compare different
strategies to approach the parameter estimation.
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Likelihood
When uncertainty is present in imputed SNPs, the likelihood function takes the form (applying the Bayes’
theorem):
L(Y;Θ) =
N∏
i=1
2∑
k=0
2∑
l=0
Prob(Yi|SNP1 = k,SNP2 = l,C i;Θ) Prob(SNP1 = k,SNP2 = l|i) (1)
where Y = (Y1, . . . , Yn) is the vector of observed values of the response variable for all sample subjects,
Prob(Yi|SNP1 = k, SNP2 = l;Θ) is the probability or density function for continuous or discrete response,
respectively, given the number of alleles for SNP1 and SNP2, Θ are the model parameters (the odds ratio
for a logistic regression or hazard ratio for a time-to-event response, etc.), C i is the vector of covariates (e.g.
sex, age, etc.) and Prob(SNP1 = k, SNP2 = l|i) is the probability of having k and l risk alleles in the first
and second SNP, respectively, for the i-th individual. If independence in genotype imputation is assumed,
this last probability can be decomposed as the product of genotype imputation of each SNP, which can be
seen as the outer product of the 3 vector probabilities:
Prob(SNP1 = k,SNP2 = l|i) = Prob(SNP1 = k|i) Prob(SNP2 = l|i) (2)
Note that the likelihood function (1) has no standard form because it contains a double summation for
each individual. Therefore, no “standard” regression methods can be used to maximize it, i.e. to find the
Maximum-Likelihood (ML) estimates of parameters (Θˆ).
Prob(Yi|SNP1 = k, SNP2 = l;Θ) could be estimated in the same model. This approach is also known
as one-step algorithms. Although this could be a good strategy from a theoretical point of view [20],
calculation of these algorithms is not feasible when SNP imputation involves hundreds of SNPs in Linkage
Disequilibrium (LD) from the same sample or/and from an external Hap Map reference sample.
Another much more practical approach to maximize (1) consists of taking the SNP probabilities previously
estimated from any imputation algorithm such as IMPUTE [21, 22] or MACH [23], instead of estimating
them directly from the likelihood equation (1). However, imputation algorithms do not provide pairwise
joint imputation probability, and therefore independence in SNP imputation must be assumed. Although
this assumption is difficult to verify, it does not seem unrealistic. This strategy is known as a two-step
algorithm, which first estimates the probability of having each genotype (aa, aA or AA) for each individual
and each imputed SNP (using any imputation software), and then uses these estimated or imputed
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probabilities to estimate the association model, i.e., to maximize (1).
Once Prob(Yi|SNP1 = k, SNP2 = l;Θ) is known or estimated by any imputation algorithm, maximization
of (1) is feasible and not much more computationally demanding than standard regression (e.g. logistic or
Cox regression). To search for ML estimates we took advantage of the Newton-Raphson (NR) procedure,
which is known to be very fast in maximizing non-linear functions, i.e., converging to the maximum in just
a few steps. Also, using NR can obtain not only a point estimate of parameters but also their standard
errors and thus their confidence intervals. To speed up the process, we derived analytic first and second
derivatives instead of simply plugging numerical ones into the NR procedure, which multiplied the speed by
more than 10. A very detailed description of the likelihood functions for a case-control and cohort study, as
well as their first and second derivatives required to performed the NR procedure in assessing interaction of
imputed SNPs, is shown in Additional file 1.
Case-control studies
When analyzing data from a case-control study, it is common to fit a logistic regression model where the
response is coded as 0 for controls and 1 for cases, and SNPs and possible other variables (covariates,
adjusting or confounding variables) are taken as predictors. When SNPs are not observed but imputed, the
likelihood function (1) is taken, where
Prob(Yi|SNP1 = k,SNP2 = l;Θ) = e
yiηikl
1 + eηikl
(3)
and the linear predictor (ηikl) is:
ηikl = β0 + β1k + β2l + β12kl +
Q∑
j=1
γjCij (4)
where k and l are the number of risk alleles (0, 1 or 2) for the first and second SNPs, respectively, and Cij
is the value of the j-th covariate (predictor different from the SNPs) for the i-th sample individual.
Therefore the parameter vector, Θ, consists of the constant, (β0), response probability when all predictors
are equal to zero; main effect slope (β1 and β2); log-Odds Ratio of incrementing one allele of the first SNP
and the second SNP, respectively; the interaction (β12) term, log-Odds Ratio of incrementing one extra risk
allele for one of the two SNPs; and covariate coefficients (γj , j = 1, . . . , Q), log-Odds Ratio for each possible
covariate.
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According to the way that the linear predictor is defined, an additive effect for both SNPs as well as for the
interaction term is supposed. Although several combinations of other types of genetic effects (e.g. dominant,
recessive or codominant) for each main effect and interaction term can be considered, we have considered
only the additive effect, both for simplicity and because it is the most used GWAS or GWIS model of
inheritance.
Cohort studies
Cohort studies may attempt to predict not only whether or not an individual had an event, but also when
it occurs. Therefore, response consists of two variables, Y and δ, where Y is the observed time and δ is
the censored variable indicator, coded as 0 if the event does not occur during the follow-up time and 1
otherwise.
The most commonly used models to analyze this type of data are Proportional Hazard Cox regression and
Weibull regression. The first is a semiparametric model, the second is fully parametric. Although the Cox
regression does not make any assumption about response distribution and therefore is more flexible than
Weibull, the latter fits well on the vast majority of real data. Moreover, it is not feasible to adapt the
likelihood function for imputed SNPs (1) to a model like Cox regression that is not fully parametric. We
implemented the likelihood function when assuming a Weibull distributed response (Weibull regression) to
imputed SNPs. In this case, the above probability takes the form:
Prob(Yi|SNP1 = k, SNP2 = l;Θ) =
{
e−λiklY
φ
i if δi = 0
λiklφY
φ−1
i e
−λilkY φi if δi = 1
(5)
where λikl = exp(ηikl) and ηikl is the linear predictor defined as for case-control studies, except that now
beta and γ coefficients are interpreted as log-Hazard Ratios instead of log-Odds Ratio. The scale parameter
(φ) is added to this calculation.
Estimation strategies
The main goal of this paper is to compare different strategies to estimate the interaction effect (β12).
More specifically, we want to compare a method we propose, following [13] but extended to incorporate
SNP-by-SNP interaction (Latent Class), to two other widely used methods, DOSAGE and NAIVE.
All three strategies are two-step approaches, as they take previously imputed probabilities obtained by any
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imputation software and fit the association model (logistic regression, Weibull regression, etc. regression).
The differences between them exist mostly in the way they incorporate these probabilities into the association
likelihood model.
• Latent Class (LC): The LC strategy uses the proper likelihood of the model (1), and estimates the
actual parameters by Maximum Likelihood. Therefore, by the maximum likelihood theorem, estimators
are unbiased and achieve the minimum variance, at least asymptotically. This method uses the NR
procedure to obtain the ML estimates.
• NAIVE: The NAIVE strategy, also known as Best-guess, consists in fitting a classical model (linear,
logistic, Weibull, etc., depending on the response distribution) to the data, introducing the SNPs as
if they were genotyped or observed; for each individual, the most probable genotype for each SNP is
placed. It is known that this strategy does not capture the possible uncertainty in SNP imputation,
since it is not the same to have 0.95, 0.01 and 0.04 chance of having 0, 1 or 2 copies, compared to
0.5, 0.3 and 0.2. In both cases, the most probable genotype is 0 risk alleles but it is clear that in the
second case there is much more uncertainty. The consequence is that the effect estimation is biased
and underpowered.
• Probabilities as covariates (DOSAGE) The DOSAGE approach is similar to the NAIVE approach
in the sense that both fit classical models, but the first one introduces the expected number of alleles
instead of the most probable genotype. Thus, DOSAGE approach captures more information about
uncertainty.
Since DOSAGE and NAIVE methods fit classical models, they are computationally less demanding and
standard software is available to fit them. However, there is no available genetic software that supports
SNP-by-SNP interaction for imputed SNPs using the DOSAGE approach. Moreover, the LC approach,
which maximizes the proper likelihood, has not yet been implemented in any software.
Another key difference between fitting a complex likelihood (LC strategy) or a classical model (DOSAGE
or NAIVE strategies) is that the first requires more sample size to converge. Therefore, for small samples
and/or rare SNPs, the LC strategy may have some difficulty obtaining satisfactory estimates, while the
other two strategies (NAIVE or DOSAGE) may give better estimations. By contrast, for big enough
samples or less rare SNPs, the LC strategy may give better results in terms of accuracy and power.
7
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Simulation
Data simulation
We carried out two simulation studies to examine the behaviour of interaction effect (β12) estimation when
using each of the three strategies described in previous section. The first study investigates their behaviour
in the context of case-control studies, while the second one focuses on longitudinal data. Data simulation
was performed using data from the Framingham Study (http://www.framingham.com/heart/) that contain
more than 2 million of imputed SNPs. The data were simulated as follows:
1) Imputed SNPs: Imputed SNPs were randomly selected from the Framingham heart cohort study
(http://www.framingham.com/heart/), a sample with more than 8,477 individuals, about a million
genotyped SNPs and approximately 2.5 million imputed SNPs. Different Minor Allele Frequencies (MAF)
and different degrees of imputation uncertainty were considered. The uncertainty measure used was R2,
defined as the correlation between actual genotype and most probable genotype. This definition of R2 is
incorporated by imputation software MACH, which was used to impute SNPs in the Framingham cohort.
R2 ranges from 0 (no information, huge uncertainty) to 1 (complete information, no uncertainty). We
selected 100 SNPs from each MAF combination [0.05, 0.15), [0.25, 0.35) and [0.45, 0.50) and R2 in [0.05,
0.15), [0.25, 0.35), [0.45, 0.55), [0.65, 0.75) and [0.85, 0.95), covering from rare to common SNPs and
from very low to very high uncertainty. Table 1 shows the total number of imputed SNPs from the
Framingham cohort in each of these combination of R2 by MAF bins.
2) Response simulation: Response was simulated by genotype status, i.e., the number of risk alleles.
Since imputed Framingham genotype data do not include any genotyped SNPs, they were generated
randomly: from each individual and each imputed SNP, one of the 3 possible genotypes was sampled
from the imputed probabilities. Therefore, we proceeded differently from [14]. Of course, our strategy in
obtaining the genotype assumes that the imputed probabilities are correct. We adopted this strategy for
two reasons: (i) it saves a lot of time in avoiding the need to perform SNP imputation again (Framingham
data contains already imputed SNPs), and (ii) it removes the possible effect of imputation bias in assessing
the association test, which is not the aim of our study. This step is required to simulate the response in
the next step, which is generated given the genotype of simulated SNPs.
After obtaining the genotype status, response was generated for the case-control study on one hand and
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for cohort studies on the other.
For cohort study simulation, we simulate the response assuming no specific distribution. Only propor-
tional hazard was supposed:
F (t) = 1− S(t)exp(β1 SNP1 +β2 SNP2 +β12 SNP1 SNP2)
The baseline survival function (S(t)) was generated from the empirical observed time-to-coronary event
from Framingham cohort. Using the previous equation, observed incidence strongly depends on risk allele
frequencies as well as main and interaction effects. To avoid this we used the following equation instead:
F (t) = 1− S(t)exp(β1 SNP1 +β2 SNP2 +β12 SNP1 SNP2−µ−σ2/2)
where µ and σ2 is the expectancy and the variance of β1 SNP1 +β2 SNP2 +β12 SNP1 SNP2, respectively.
Using this equation guarantees obtaining approximately the same incidence for all simulated scenarios
(8%). To simulate the response from the Framingham cohort, two Kaplan-Meier curves were performed,
one taking the observed events and the other the censored events. From the first one, time-to-event
values, T , were generated, and censoring times, C, from the second one. The observed times, Y , have
been defined as Y = min{C, T}. Finally, if C > T , the value was considered censored, and non-censored
otherwise (i.e. C ≤ T ). For all strategies, the rate of non-censored events was similar to the observed
coronary events rate in the Framingham cohort (i.e., 8% approximately).
For case-control study simulation, we simulated a binary variable given the SNPs genotypes with proba-
bility:
Prob(Y = 1) =
1
1 + exp(β0 + β1 SNP1 +β2 SNP2 +β12 SNP1 SNP2−µ)
where µ is defined the same as for the cohort study. The constant β0 is set to zero, to mimic a case-control
study with as many cases as controls; subtracting µ guarantees approximately 50% cases and controls
independently of the simulated scenario (i.e. risk allele frequency, uncertainty degree and interaction
effect.
3) Estimation: For each simulated data element (response, non-observed genotype, and imputed SNP
probabilities for the two SNPs), 3 models were adjusted corresponding to LC, DOSAGE and NAIVE
strategies. For the case-control simulation study, a logistic model was fitted, taking the most probable
genotype or expected number of alleles as predictors for NAIVE and DOSAGE, respectively, while for LC
the proper likelihood function for case-control studies described in the Simulation section was maximized.
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For the cohort simulation study and for NAIVE and DOSAGE, we proceeded in the same way as for
case-control, but fitting a proportional hazard Cox model. However, for the LC strategy, it is not feasible
to fit a Cox model and a fully parametric model had to be used instead; more concretely, a Weibull
regression described in the Model section.
Different scenarios were simulated, varying the minor allele frequency (MAF), degree of uncertainty (R2)
and interaction effect (β12). For the interaction effect, we simulated scenarios with no effect (β12 = 0),
which is equivalent to a Hazard Ratio, or Odds Ratio, of 1 for cohort or case-control simulation studies,
respectively, to moderate, high or very high effect (i.e. HR/OR ∈ 1.5, 2, 2.5, 3). This results in 450 different
scenarios, taking into account different MAF and R2 for both SNPs and different interaction effects. Finally,
for both case-control and cohort simulation studies, SNPs main effects (β1 and β2) were fixed to zero. We
repeated each step 1,000 times for each scenario.
In each simulation and model, the following measures were computed: 1) Bias: difference between the
expected and the true interaction OR or HR; 2) Power: Power of detecting an associated SNP; and 3)
Coverage: Probability that the 95% confidence interval includes the true interaction OR or HR.
Simulation results
The results obtained from all 450 different simulated scenarios were tabulated in Supplementary Table 1
and 2 for cohort and case-control simulation studies, respectively. Both tables contain bias, power, and
coverage as well as failure rate obtained in the simulated study for all 450 scenarios.
Due to the large number of simulated scenarios, we summarized them in figures split into different panels
according to MAF and R2, where we illustrated only the scenarios with the same MAF and R2 in both
SNPs, for simplicity (Figures 1 to 3 for cohort and Supplementary Figures 1 to 3 for case-control simulation
studies).
Cohort simulation study
The LC strategy presents no bias, regardless of the amount of uncertainty and minor allele frequency. The
DOSAGE strategy begins to have bias when the effect (HR) is moderate or large (HR ≥ 2), especially when
uncertainty and MAF are large. For example, when MAF is approximately 50% and R2 <70%, DOSAGE
strategy estimates are underestimated. We also observed that DOSAGE strategy overestimates the true
10
CAPI´TULO 6. APE´NDICE pa´g. 109
HR when MAF is low (10% approximately), and has a smaller bias for intermediate MAF (around 30%).
Finally, in almost all scenarios, the NAIVE strategy largely underestimates the true HR, except in the
scenarios with very little uncertainty (both SNPs with R2 >85%).
The LC and DOSAGE strategies are much more powerful than NAIVE for all scenarios with a certain
amount of uncertainty and LC achieves at least as much power as DOSAGE in all scenarios. It is
considerably more powerful when there is more uncertainty and MAF is high. For example, when MAF is
approximately 50% for both SNPs and R2 is around 50% for both SNPs, LC has a power of almost 80%
while DOSAGE does not reach 40% for a HR=2.5.
The LC strategy presents an observed coverage almost identical to the nominal one (i.e., 95%) in all scenarios.
By contrast, DOSAGE strategy coverage dips below 90% when uncertainty and HR increase; for example,
when MAF is approximately 50% and R2 is around 50% for both SNPs and HR=2.5, observed coverage
for DOSAGE strategy is below 70% while for LC it is 95%. NAIVE strategy had a very rapid decrease in
observed coverage when HR was increased for all MAF and R2 scenarios, even when uncertainty was not high.
Regarding failure in model convergence, the DOSAGE strategy failed less; NAIVE and LC failure rates
were similar. However, in most of the scenarios, all three methods converged in fitting all the simulated
data. The most critical scenarios have very high uncertainty and small MAF. In the most extreme scenario,
i.e., R2 around 10% and MAF around 10% for both SNPs, both LC and NAIVE strategies failed 30% and
even 70% of the times depending on HR, while DOSAGE could fail up to 20% of the times. However, when
LC could achieve results (converged), this has been shown to be less biased and more powerful than the
other two strategies.
Finally, the results show no type I error inflation or excess of false positives. Although it is not possible to
demonstrate that observed power approximates the GWAS significance level due to the limited availability
of simulated data for each scenario (i.e., 1,000), it was very low (< 0.001) for all simulated scenarios with
no interaction effect (OR=1) for all three strategies. Also, observed coverage approximates 95% and there
is no or very little bias for all strategies with no interaction effect scenarios, except for the most extreme
scenario (with very high uncertainty and low MAF for both SNPs) where NAIVE and LC strategies slightly
overestimate HR.
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Case control simulation study
Supplementary Table 2 and Supplementary Figures 1 to 3 show that interaction estimation properties
for all three strategies were similar in terms of bias and coverage with respect to the cohort simulation
study results: LC is not biased and achieves the desired 95% coverage, while DOSAGE is biased when
effect is moderate or large (OR bigger or equal to 2) and uncertainty increases, and Naive method largely
underestimates the true OR in all scenarios.
However, LC is not more powerful than DOSAGE, in contrast from what was seen in the cohort simulation
study, and both strategies achieve similar power. Finally, as in the cohort simulation study, the NAIVE
strategy has much less power than LC or DOSAGE strategies.
We observed results very similar to those obtained in the cohort regarding scenarios with no interaction
effect. Therefore, no type I error inflation for any of the three methods is observed when simulating a case
control study.
Analysis of real data
Aside from performing a simulation study taking imputed SNPs from the Framingham study data, we also
took real phenotype data from the same study. We obtained access to phenotype and genotype (imputed
SNPs) data under the Framingham Share initiative via the Database of Genotypes and Phenotypes (dbGaP,
ncbi.nlm.nih.gov/dbgap; Project number 1534). From all imputed SNPs existing in the database, we
discarded all the non-common ones (minor allele frequency ≤10%) and the ones imputed with almost no
uncertainty (R2 ≥ 99%) or too much uncertainty (R2 ≤10%).
Before performing the interaction analysis, we conducted a single-SNP association analysis of each imputed
SNP and time-to-coronary event (response), adjusting by age, sex and the first five principal components
to take into account an excess of familial or ethnic data structure. To do so, the three strategies (Naive,
DOSAGE and LC) were fitted on the data similarly to the description in the Simulation section but
assuming an additive genetic effect for a single SNP.
The SNPs achieving marginal significance with a p-value<0.001 in the univariate analysis were further
analyzed in the interaction analysis, similarly to the strategy adopted by [24]. The idea is that those SNPs
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interacting with others will have a non-null side effect, in the sense that some effect should be observed
when performing association with one-by-one response. The significance level of 0.001 was chosen to make
the interaction study feasible, i.e., expecting about 1,000 SNPs to be selected for interaction analysis, which
translates to about a million of interactions.
Finally, we performed an association test of SNP-by-SNP interaction, adjusting by the same covariates used
in the single SNP association (i.e., sex, age and five principal components). In all analyses, p-values were
computed after correcting by genomic inflation factor λ to address an excess of familial or ethnic data
structure of the data not captured by the first five principal components.
Results
We analyzed 3,007 individuals from the offspring cohort with complete data available, i.e., imputed SNPs,
time-to-coronary event, age, sex and five principal components. Among the 1,021,307 imputed SNPs
tested in the univariate association, 1,334 achieved the significance level of 0.001 in at least one of the
three strategies (LC, DOSAGE or NAIVE). Therefore, 889,111 pairs of SNPs were further tested in the
interaction analysis.
None of the three strategies gave any significant result after Bonferroni correction (α=5.6e-08). The
most significant interaction achieved a p-value of 1.95e-06 after correcting for the genome inflation factor.
According to the QQ-plot of p-values (Figure 4), there seemed to be no type I error inflation. The estimated
genomic inflation factor, λ, was very close to one for all strategies (1.054, 1.044 and 1.056 for NAIVE,
DOSAGE and LC, respectively), suggesting that adjusting for the principal components was sufficient.
Analysis of 889,111 pairs of imputed SNPs in 3,007 individuals and adjusting for age, sex and five genetic
principal components took 11.0, 11.3 and 37.6 hours for NAIVE, DOSABE and LC methods, respectively,
using a Linux platform x86 64-redhat-linux-gnu (64-bit) CPU with 2GHz and 16G of RAM Memory, and R
software version 2.15.1. Therefore, using a multicore with 10 processors, for example, it may take less than
4 hours to carry out a similar GWIS analysis.
Finally, the failure rate (i.e., the number of imputed SNPs for which models have not converged or have
achieved a non-reliable estimation) was very low for all 3 methods: less than 0.3%.
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Discussion
This is the first study analyzing the properties of existing strategies in terms of bias and power to perform
interactions between pairs of imputed SNPs. We have assessed how uncertainty affects the efficiency of
these estimates.
According to the simulation study results, we found that the NAIVE approach is biased and underpowered
in all scenarios (MAF, uncertainty and effect), while both DOSAGE and LC methods behave satisfactorily.
It is important to note that some differences exist between these last two, depending on the type of study
performed, case-control or longitudinal. In a case-control study, LC and DOSAGE have very similar power
in all scenarios but DOSAGE gives underestimated results when the interaction effect is high, while in
longitudinal studies DOSAGE overestimates results when MAF is low, and LC achieves more power when
the interaction effect is moderate to large. Finally, we have observed that LC is accurate and has no bias in
any scenarios for both case-control and longitudinal studies.
In many situations, it is crucial to achieve good power but also non-biased estimates. For example, (i)
meta-analyses using different platforms, (ii) building prediction function of a disease where SNP-by-SNP
interaction is included, or (iii) the measurement of the phenotype variability explained by genetic factors,
including interactions. In the first example, we can conclude a false heterogeneity between studies and
obtaining underpowered results, in the second the function may provide biased predictions and in the third
we can conclude that we explain less heritability than what exists.
When analyzing real data, the three approaches show no inflation of false positives and give results
concordant to other studies of coronary heart disease in case-control studies [24]. Therefore, any of them
can be used without returning an excess of false positives.
Finally, our proposed method (LC) did not take much more time than the two standard approaches
(DOSAGE and NAIVE), making the analysis of one million interactions with LC method doable in a
standard PC.
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Conclusions
The NAIVE strategy is not suggested for assessing interaction of pairs of imputed SNPs in case-control or
longitudinal studies because it is biased and underpowered. Both LC and DOSAGE perform very well in
almost all scenarios, with LC being the best choice when the interaction effect is bigger. Our proposed
method, LC, is the only one with no bias in any scenario and its use is also feasible in a GWIS because it
consumes similar time to NAIVE, DOSAGE or any other standard regression model.
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Figures
Figure 1 - Bias.
Estimated Hazard Ratio using the three strategies (NAIVE, DOSAGE and LC) according to minor allele
frequency (MAF) and uncertainty (R2), in the cohort simulation study. Reference line (in grey) indicates
no bias.
Figure 2 - Power.
Power (significance level of α=10e-6) using the three strategies (NAIVE, DOSAGE and LC) according to
minor allele frequency (MAF) and uncertainty (R2), in the cohort simulation study.
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Figure 3 - Coverage.
Observed coverage using the three strategies (NAIVE, DOSAGE and LC) according to minor allele frequency
(MAF) and uncertainty (R2), in the cohort simulation study.
Figure 4 - QQ-plot.
Minus log10 p-values Quantile-Quantile plot corresponding to the 889,111 analyzed interactions using the
three strategies (NAIVE, DOSAGE and LC) on the Framingham cohort data and taking time-to-coronary
event as response variable.
Tables
Table 1 - Distribution of imputed SNPs according to combination of uncertainty (R2) and minor allele
frequency (MAF) from the Framingham cohort
MAF (%)
R2 (%) 5 to 15 25 to 35 45 to 50
5 to 15 3,862 1,513 600
25 to 35 9,708 3,893 1,537
45 to 55 14,892 6,797 2,795
65 to 75 26,508 14,362 5,773
85 to 95 93,339 68,742 29,429
Additional Files
Additional file 1 — Likelihood, score and Hessian functions
This document provides formulas corresponding to likelihood functions for the LC model strategy as well
as the first and second derivatives (Hessian matrix) in order to be able to perform the Newton-Raphson
algorithm in obtaining parameter estimates and their standard errors.
Additional file 2 — Supplementary results
This document provides results for the case-control simulation study, as well as a table containing all simu-
lated scenarios results from the cohort simulation study.
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6.2. Material suplementario de las publicaciones
Art´ıculo 1. Accounting for uncertainty when assessing association between
copy number and disease: a latent class model. (pa´g. 122).
Art´ıculo 2. Genetic association analysis and meta-analysis of imputed SNPs
in longitudinal studies. (pa´g. 128)
Art´ıculo 3. Interaction association analysis of imputed SNPs in case control
and longitudinal studies. (pa´g. 135)
Art´ıculo 4. CNVassoc: Association analysis of CNV data using R. (pa´g. 168).
Se trata de la vignette del package CNVassoc disponible en el repositorio CRAN
(http://www.r-project.org/).
Supplementary material of the paper: Accounting for uncertainty when assessing
association between copy number and disease: a latent class model. Juan R. Gonza´lez,
Isaac Subirana, Geo`rgia Escaramı´s, Solymar Peraza, Alejandro Ca´ceres, Xavier Estivill, Llu´ıs
Armengol.
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Figure S1. Empirical power for simulation studies. Empirical power for the three different
approaches analyzed varying the quality of clustering for underlying copy number status. Left pannel is
for a fixed set of variance and varying means, while the rigth pannel is for a fixed mean and varying
variances.
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for a fixed set of variance and varying means, while the rigth pannel is for a fixed mean and varying
variances.
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Figure S3. Empirical distribution of effect estimates (log OR) for each copy number
status. Results for 1000 simulated case-control data sets (300/300), for different degrees of
association (e.g. different OR) and different distributions of quantitative CNV measurements
(e.g. varying clustering quality)
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Figure S4. Empirical distribution of effect estimates (log OR) for each copy number
status. Results for 1000 simulated case-control data sets (50/50), for different degrees of
association (e.g. different OR) and different distributions of quantitative CNV measurements
(e.g. varying clustering quality)
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Table S1. Simulation study. Empirical coverage and power obtained in 1,000 simulations using the three different approaches, NAIVE,
THRES and LC (see text for a description of each). Results are given for different scenarios, varying the number of individuals (I), the
proportion of individuals with each copy number status (pi), the odds ratio (eβ), and the variance for CNV quantitative measurements.
The table also shows the variance of parameter estimates using the asymptotic (ASYM) variance compared with the empirical (EMP)
variance.
σβˆ Coverage (%) Power (%)
I pi eβ σ EMP ASYM SIM NAIVE THRES LC SIM NAIVE THRES LC
50 0.8 1.3 (0.15,0.15) 0.5821 0.5898 94.2 96.2 95.8 96.8 6.6 5.4 6.4 4.6
50 0.8 1.3 (0.2,0.2) 0.5679 0.6605 93.0 94.0 93.0 96.2 5.2 4.8 4.2 3.6
50 0.8 1.3 (0.15,0.2) 0.5326 0.5846 96.6 96.2 95.4 97.4 6.8 4.8 4.8 3.0
50 0.8 2 (0.15,0.15) 0.6382 0.6512 94.2 92.6 89.0 94.0 22.0 16.8 11.2 15.4
50 0.8 2 (0.2,0.2) 0.6103 0.7057 92.8 92.2 82.8 95.2 16.8 9.4 7.4 7.0
50 0.8 2 (0.15,0.2) 0.6174 0.6407 95.6 87.0 79.4 93.0 19.4 10.6 9.8 9.6
50 0.5 1.3 (0.15,0.15) 0.4168 0.4367 94.0 94.2 95.2 93.8 11.6 10.0 9.2 10.0
50 0.5 1.3 (0.2,0.2) 0.4298 0.4838 94.6 93.8 94.0 95.4 12.6 7.0 7.0 7.2
50 0.5 1.3 (0.15,0.2) 0.3984 0.4578 95.2 95.2 95.2 95.6 11.4 8.6 9.4 8.2
50 0.5 2 (0.15,0.15) 0.4231 0.4495 95.6 94.6 93.8 94.6 39.4 32.4 32.4 32.6
50 0.5 2 (0.2,0.2) 0.4022 0.5020 97.0 95.0 94.6 98.2 42.2 23.8 23.2 25.2
50 0.5 2 (0.15,0.2) 0.4345 0.4696 94.4 93.4 94.4 95.6 47.4 30.8 29.8 33.4
300 0.8 1.3 (0.15,0.15) 0.2291 0.2341 94.0 94.0 89.2 93.2 20.4 15.2 17.0 17.8
300 0.8 1.3 (0.2,0.2) 0.2208 0.2667 94.6 94.4 88.6 96.4 23.0 17.0 11.0 16.2
300 0.8 1.3 (0.15,0.2) 0.2192 0.2373 94.2 93.6 89.2 96.0 23.4 15.8 13.2 18.0
300 0.8 2 (0.15,0.15) 0.2452 0.2610 94.2 93.6 66.0 94.6 85.4 78.4 58.6 79.2
300 0.8 2 (0.2,0.2) 0.2334 0.2996 95.8 89.8 43.2 96.0 84.2 60.8 42.6 66.6
300 0.8 2 (0.15,0.2) 0.2455 0.2591 93.8 83.0 43.8 94.6 85.8 62.8 44.8 67.4
300 0.5 1.3 (0.15,0.15) 0.1711 0.1775 93.6 93.8 94.0 93.8 37.0 30.8 31.2 32.4
300 0.5 1.3 (0.2,0.2) 0.1709 0.1970 94.4 93.8 92.8 93.6 36.6 24.4 25.0 28.2
300 0.5 1.3 (0.15,0.2) 0.1582 0.1866 96.8 95.2 94.4 95.2 34.6 22.8 24.6 25.2
300 0.5 2 (0.15,0.15) 0.1621 0.1823 95.8 95.2 90.4 95.8 98.4 96.8 93.0 97.2
300 0.5 2 (0.2,0.2) 0.1692 0.2030 96.2 84.0 82.4 96.0 99.2 89.4 90.0 94.2
300 0.5 2 (0.15,0.2) 0.1793 0.1904 95.4 88.2 83.0 95.2 98.2 92.4 88.2 94.4
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Table S2. Simulation study. Empirical coverage and power obtained in 1,000 simulations using the three different approaches: NAIVE,
THRES and LC (read text to have a description of each one. LCa means LC using Newton-Raphson procedure and LCb is LC using
bootstrap approach). The results are given for different scenarios varying number of individuals (I), proportion of individuals in each copy
number status (pi), odds ratio (eβ) and variance for CNV quantitative measurements. The table also shows the variance of parameter
estimates using the asymptotic (ASYM) variance and variance obtained using bootstrap procedure (BOOT) compared with the empirical
(EMP) variance.
σβˆ Coverage (%) Power (%)
n pi eβ σ EMP ASYM BOOT SIM NAIVE THRES LCa LCb SIM NAIVE THRES LCa LCb
50 0.8 1.3 (0.15,0.15) 0.4539 0.5629 0.6234 66.4 66.4 65.4 66.8 66.2 1.6 1.2 1.6 1.2 1.4
50 0.8 1.3 (0.2,0.2) 0.5064 0.5985 0.6730 58.0 58.0 57.0 59.4 58.2 2.6 1.4 0.6 0.8 1.2
50 0.8 1.3 (0.15,0.2) 0.5412 0.5547 0.5991 76.2 75.8 74.6 76.6 76.2 4.2 1.8 3.6 1.6 2.4
50 0.8 2 (0.15,0.15) 0.4677 0.5886 0.6609 43.0 42.0 39.2 42.8 42.8 3.6 1.2 1.2 1.4 1.8
50 0.8 2 (0.2,0.2) 0.5105 0.6312 0.7813 46.4 43.6 39.0 45.8 45.8 6.4 2.2 3.0 2.6 4.6
50 0.8 2 (0.15,0.2) 0.5589 0.6021 0.7131 66.8 61.8 58.4 65.6 65.2 10.4 5.6 4.0 4.6 6.4
50 0.5 1.3 (0.15,0.15) 0.4357 0.4377 0.4517 94.0 93.8 94.0 94.0 93.2 10.2 9.4 7.6 7.6 8.4
50 0.5 1.3 (0.2,0.2) 0.4042 0.4864 0.5055 93.8 92.6 93.2 93.0 92.0 12.0 9.6 9.0 8.8 10.4
50 0.5 1.3 (0.15,0.2) 0.4180 0.4572 0.4765 95.0 95.2 94.6 95.6 94.4 10.2 7.6 5.6 7.4 8.8
50 0.5 2 (0.15,0.15) 0.4134 0.4500 0.4682 95.0 95.2 95.8 94.8 93.0 42.4 36.4 34.0 34.6 37.2
50 0.5 2 (0.2,0.2) 0.4461 0.5010 0.5272 91.8 89.8 90.4 91.6 90.8 42.0 29.0 27.4 30.0 33.4
50 0.5 2 (0.15,0.2) 0.4059 0.4670 0.4860 94.2 92.0 90.8 94.0 91.4 42.0 31.0 30.6 32.4 35.2
300 0.8 1.3 (0.15,0.15) 0.2167 0.2357 0.2381 95.6 96.4 91.6 96.4 95.6 23.8 18.2 14.6 19.8 23.0
300 0.8 1.3 (0.2,0.2) 0.2001 0.2680 0.2717 96.6 95.0 89.0 96.2 94.6 23.2 16.2 10.8 15.8 19.4
300 0.8 1.3 (0.15,0.2) 0.2132 0.2371 0.2400 95.8 94.4 90.2 95.0 94.0 23.2 14.6 12.8 16.6 19.2
300 0.8 2 (0.15,0.15) 0.2398 0.2592 0.2644 95.2 94.2 64.0 96.0 94.2 85.8 74.6 55.2 78.2 79.6
300 0.8 2 (0.2,0.2) 0.2469 0.2963 0.3065 93.6 87.2 38.2 95.6 94.0 86.0 56.0 39.2 63.2 66.0
300 0.8 2 (0.15,0.2) 0.2395 0.2589 0.2633 94.4 82.8 42.2 94.4 92.8 86.2 61.0 42.8 65.0 68.6
300 0.5 1.3 (0.15,0.15) 0.1580 0.1774 0.1779 95.8 96.2 94.4 95.8 94.6 35.6 28.6 27.6 29.8 32.4
300 0.5 1.3 (0.2,0.2) 0.1742 0.1967 0.1968 93.0 92.0 92.0 92.8 91.6 38.6 27.2 23.4 28.2 31.6
300 0.5 1.3 (0.15,0.2) 0.1686 0.1864 0.1878 94.0 93.8 92.4 94.6 94.2 36.6 25.6 25.2 26.6 29.2
300 0.5 2 (0.15,0.15) 0.1642 0.1825 0.1834 96.4 94.2 89.4 95.2 94.2 99.0 97.0 93.8 97.4 97.8
300 0.5 2 (0.2,0.2) 0.1681 0.2033 0.2054 95.4 86.8 80.4 94.4 92.4 98.6 90.4 88.2 94.6 94.4
300 0.5 2 (0.15,0.2) 0.1647 0.1903 0.1911 96.2 89.4 84.4 94.2 92.4 98.8 93.6 91.2 95.4 95.4
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Simulation study with censored Weibull response
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Supplementary Figure 1: Accuracy measured as Mean Squared Error (MSE) according to minor allele frequency
and uncertainty (R2).
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Supplementary Figure 2: 95% confidence interval coverage according to minor allele frequency and uncertainty
(R2).
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Simulation study with empirical response
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Supplementary Figure 3: Hazard ratio according to minor allele frequency (MAF) and uncertainty (R2).
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Supplementary Figure 4: Power according to minor allele frequency (MAF) and uncertainty (R2), taking GWA
significance level, α = 2·10e-8.
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Supplementary Figure 5: Accuracy measured as Mean Squared Error (MSE) according to minor allele frequency
and uncertainty (R2).
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Supplementary Figure 6: 95% confidence interval coverage according to minor allele frequency and uncertainty
(R2).
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The logarithm of the likelihood function (log-likelihood) for the Latent Class model is
logL(Y ;Θ) =
n∑
i=1
log
{
2∑
k=0
2∑
l=0
Prob(Yi| SNP1 = k,SNP1 = l,C i;Θ)wikl
}
where Θ is the parameter vector. Finally, wikl is the joint probability of having k and l risk alleles for the first
and second SNP, respectively:
wikl ≡ Prob(SNP1 = k,SNP2 = l|i) = Prob(SNP1 = k|i) Prob(SNP2 = l|i)
For convenience, we will denote θs as the s-th component of Θ vector. The first derivatives of the Log-
likelihood function with respect to the s-th component of Θ:
∂ logL(Y ;Θ)
∂θs
=
n∑
i=1
∑2
k=0
∑2
l=0
∂hikl
∂θs
gi
and the second derivatives of the log-likelihood function:
∂2 logL(Y ;Θ)
∂θs∂θs′
=
n∑
i=1
∑2
k=0
∑2
l=0
∂hikl
∂θs∂θs′
gi −
∑2
k=0
∑2
l=0
∂hikl
∂θs
∑2
k=0
∑2
l=0
∂hikl
∂θs′
g2i
1
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where
gi ≡
2∑
k=0
2∑
l=0
hikl
and
hikl ≡ Prob(Yi| SNP1 = k, SNP2 = l,C i;Θ)wikl,
Finally, we define the linear predictor as
ηikl ≡ β0 + β1k + β2l + β12kl +C iγ ′
where, β0 is the constant, β1 and β2 are the main effects, β12 is the interaction effect,C i is the covariate vector,
γ is the covariate coefficients parameter vector and k and l are the number of risk alleles (0, 1 or 2) for the first
and second SNP, respectively.
Case control study
For case-control study, the hikl function takes the form
hikl = wikl
eyiηikl
1 + eηikl
The vector of parameters, Θ, consists of the constant, β0, the main effects log-Odds Ratio for SNP1 and SNP2,
β1 and β2, the log-Odds Ratio for the interaction effect, β12, and the log-Odds Ratio for the covariates, γj .
The first and second derivatives of the function hikl are:
• First derivatives:
∂hikl
∂θs
= xikhikl(yi − pikl)
• Second derivatives:
∂2hikl
∂θs∂θs′
=
∂hikl
∂θs
xis(1− pikl)− hiklxis′pikl(1− pikl)
2
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The term pikl is the probability of being a case, Yi = 1, given that the number of risk alleles is k and l for the
first and second SNP, respectively:
pikl ≡ Prob(Yi = 1| SNP1 = k, SNP2 = l;Θ) = 1
1 + e−ηikl
Cohort study
For cohort studies, two situations must be considered: whether the time to response for the i-th individual has
been observed (δi = 1) or not (δi = 0), where δ is called the censor indicator or variable.
Censored observations:
hikl function takes the form:
hikl ≡ wikle−λikly
φ
i
where λikl = eηikl .
The first and second derivatives of the function hikl are:
• First derivatives
– with respect to any parameter but φ:
∂hikl
∂θs
= hiklxis(−yφi λikl)
– with respect to the shape parameter φ:
∂hikl
∂φ
= −hiklλiklyφi log(yi)
• Second derivatives:
– with respect to any parameter but φ:
∂2hikl
∂θs∂θs′
= xis
[
−yφi λikl
(
xis′hikl − ∂hikl
∂θs′
)]
3
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– with respect to shape parameter φ:
∂2hikl
∂φ2
= −λikl log(yi)yφi
(
∂hikl
∂φ
+ hikl log(yi)
)
• Cross-derivatives between the constant/coefficients (θs ∈ {β0, β1, β2, β12, γj}) and the shape parameter
φ
∂2hikl
∂θs∂φ
= xis
[
−λiklyφi
(
∂hikl
∂φ
+ hikl log(yi)
)]
Non censored observations:
hikl function takes the form:
hikl = wiklλiklφy
φ−1
i e
−λiklyφi
The first and second derivatives of the function hikl are:
• First derivatives
– with respect to any parameter but φ:
∂hikl
∂θs
= hiklxis(1− yφi λikl)
– with respect to the shape parameter φ:
∂hikl
∂φ
= −hikl
(
λikly
φ
i log(yi)− log(yi)−
1
φ
)
• Second derivatives:
– with respect to any parameter but φ:
∂2hikl
∂θs∂θs′
= xis
[
∂hikl
∂θs′
(
1− λiklyφi
)
− hiklλiklyφi xis′
]
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– with respect to shape parameter φ:
∂2hikl
∂φ2
= −∂hikl
∂φ
(
yφi log(yi)λikl − log(yi)−
1
φ
)
− hikl
(
yφi log
2(yi)λikl +
1
φ2
)
• Cross-derivatives between the constant/coefficients (θs ∈ {β0, β1, β2, β12, γj}) and the shape parameter
φ
∂2hikl
∂θs∂φ
= xis
[
∂hikl
∂φ
(
1− λiklyφi
)
− hiklλiklyφi log(yi)
]
For all previous expressions, including case-control and cohort studies, the term xis takes the value of 1, k, l,
kl or Cij depending on whether θs is equal to β0, β1, β12 or γj , respectively. Similarly, xis′ takes the value of
1, k, l, kl or Cij depending on whether θs′ is equal to β0, β1, β12 or γj respectively. And the term Cij is the
value of j-th covariate for the i-th individual.
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Supplementary Figure 1: Estimated Odds Ratio using the three strategies (NAIVE, DOSAGE and LC) according
to minor allele frequency (MAF) and uncertainty (R2), in the case control simulation study. Reference line (in grey)
indicates no bias.
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Supplementary Figure 2: Power (significance level of α=10e-6) using the three strategies (NAIVE, DOSAGE
and LC) according to minor allele frequency (MAF) and uncertainty (R2), in the case control simulation study.
True OR
Po
w
e
r
0.0
0.2
0.4
0.6
0.8
1.0
1.0 1.5 2.0 2.5 3.0
 : R2 [5−15]
 : MAF [5−15]
 : R2 [25−35]
 : MAF [5−15]
1.0 1.5 2.0 2.5 3.0
 : R2 [45−55]
 : MAF [5−15]
 : R2 [65−75]
 : MAF [5−15]
1.0 1.5 2.0 2.5 3.0
 : R2 [85−95]
 : MAF [5−15]
 : R2 [5−15]
 : MAF [25−35]
 : R2 [25−35]
 : MAF [25−35]
 : R2 [45−55]
 : MAF [25−35]
 : R2 [65−75]
 : MAF [25−35]
0.0
0.2
0.4
0.6
0.8
1.0
 : R2 [85−95]
 : MAF [25−35]
0.0
0.2
0.4
0.6
0.8
1.0
 : R2 [5−15]
 : MAF [45−55]
1.0 1.5 2.0 2.5 3.0
 : R2 [25−35]
 : MAF [45−55]
 : R2 [45−55]
 : MAF [45−55]
1.0 1.5 2.0 2.5 3.0
 : R2 [65−75]
 : MAF [45−55]
 : R2 [85−95]
 : MAF [45−55]
NAIVE DOSAGE LC
3
pa´g. 142 CAPI´TULO 6. APE´NDICE
Supplementary Figure 3: Observed coverage using the three strategies (NAIVE, DOSAGE and LC) according
to minor allele frequency (MAF) and uncertainty (R2), in the case control simulation study.
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Supplementary Table 1: Case control simulation study results. NAIVE / DOSAGE / LC
SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
5-15 5-15 5-15 5-15 1.0 1.02 / 1.09 / 1.09 99.1 / 96.1 / 100.0 0.0 / 0.0 / 0.0 41.6 / 19.8 / 27.6
5-15 25-35 5-15 5-15 1.0 1.02 / 1.03 / 1.03 97.0 / 95.2 / 99.7 0.0 / 0.0 / 0.0 9.6 / 2.1 / 5.2
5-15 45-55 5-15 5-15 1.0 1.02 / 1.00 / 1.00 96.5 / 96.2 / 99.0 0.0 / 0.0 / 0.0 2.8 / 0.4 / 1.1
5-15 65-75 5-15 5-15 1.0 1.02 / 1.02 / 1.02 97.1 / 95.8 / 99.1 0.0 / 0.0 / 0.0 2.3 / 0.6 / 0.7
5-15 85-95 5-15 5-15 1.0 1.00 / 1.00 / 0.99 96.5 / 93.8 / 96.3 0.0 / 0.0 / 0.0 1.7 / 0.1 / 0.3
5-15 25-35 5-15 25-35 1.0 0.99 / 1.00 / 1.00 94.9 / 95.1 / 98.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.2
5-15 45-55 5-15 25-35 1.0 1.00 / 1.00 / 1.00 93.6 / 94.9 / 95.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 65-75 5-15 25-35 1.0 1.00 / 1.01 / 1.01 95.6 / 94.9 / 96.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 25-35 1.0 1.00 / 1.00 / 1.00 94.6 / 95.5 / 96.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 45-55 5-15 45-55 1.0 1.01 / 1.01 / 1.01 94.5 / 94.6 / 95.5 0.0 / 0.0 / 0.0 0.1 / 0.1 / 0.1
5-15 65-75 5-15 45-55 1.0 1.00 / 1.00 / 1.00 95.3 / 94.9 / 95.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 45-55 1.0 1.00 / 1.00 / 1.00 95.7 / 94.4 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 1.0 1.00 / 1.01 / 1.01 94.9 / 95.5 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 65-75 1.0 1.00 / 1.00 / 1.00 96.1 / 95.7 / 95.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 1.0 0.99 / 0.99 / 0.99 94.0 / 93.8 / 93.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 1.0 1.02 / 1.01 / 1.02 95.1 / 95.4 / 99.7 0.0 / 0.0 / 0.0 0.4 / 0.0 / 1.8
25-35 25-35 5-15 5-15 1.0 0.99 / 0.98 / 0.98 94.5 / 95.8 / 97.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
25-35 45-55 5-15 5-15 1.0 1.00 / 0.99 / 0.99 95.6 / 93.6 / 96.0 0.0 / 0.0 / 0.0 0.2 / 0.1 / 0.1
25-35 65-75 5-15 5-15 1.0 0.98 / 0.98 / 0.98 94.7 / 94.8 / 96.0 0.0 / 0.0 / 0.0 0.2 / 0.0 / 0.0
25-35 85-95 5-15 5-15 1.0 1.01 / 1.00 / 1.00 93.7 / 94.4 / 95.4 0.0 / 0.0 / 0.0 0.1 / 0.0 / 0.0
25-35 25-35 5-15 25-35 1.0 0.99 / 0.99 / 0.99 95.3 / 94.4 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 5-15 25-35 1.0 1.00 / 0.99 / 0.99 95.2 / 95.4 / 96.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 1.0 1.00 / 1.00 / 1.00 95.0 / 96.0 / 96.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 25-35 1.0 1.01 / 1.01 / 1.01 94.3 / 95.2 / 95.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 1.0 1.00 / 1.00 / 1.00 95.2 / 94.7 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 1.0 1.00 / 1.00 / 1.00 95.1 / 95.9 / 96.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 1.0 1.00 / 1.00 / 1.00 95.8 / 95.2 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 1.0 1.00 / 0.99 / 0.99 95.0 / 95.2 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 1.0 1.00 / 1.00 / 1.00 95.8 / 95.8 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 1.0 1.00 / 1.00 / 1.00 94.8 / 94.9 / 94.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 1.0 0.98 / 1.00 / 1.01 96.0 / 95.5 / 99.8 0.0 / 0.0 / 0.0 4.7 / 1.4 / 3.5
45-55 25-35 5-15 5-15 1.0 0.99 / 1.00 / 1.00 95.1 / 92.8 / 97.4 0.0 / 0.0 / 0.0 0.2 / 0.0 / 0.1
45-55 45-55 5-15 5-15 1.0 1.02 / 1.01 / 1.01 94.8 / 93.9 / 96.6 0.0 / 0.0 / 0.0 0.1 / 0.0 / 0.0
45-55 65-75 5-15 5-15 1.0 1.00 / 0.99 / 0.99 94.6 / 95.0 / 96.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 5-15 1.0 1.00 / 0.99 / 0.99 93.9 / 95.1 / 95.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 25-35 5-15 25-35 1.0 1.01 / 1.01 / 1.01 95.1 / 94.7 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 5-15 25-35 1.0 1.00 / 0.99 / 0.99 94.7 / 95.9 / 96.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
continued on next page
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Supplementary Table 1 – continued from previous page
SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
45-55 65-75 5-15 25-35 1.0 1.00 / 1.00 / 1.00 95.1 / 94.3 / 94.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 1.0 1.00 / 1.00 / 1.00 94.2 / 94.5 / 94.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 1.0 1.00 / 1.00 / 1.00 94.9 / 94.1 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 1.0 1.00 / 1.00 / 1.00 94.2 / 94.5 / 94.9 0.1 / 0.1 / 0.1 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 1.0 1.00 / 1.00 / 1.00 95.0 / 96.0 / 96.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 1.0 1.00 / 1.00 / 1.00 95.0 / 95.1 / 95.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 1.0 1.00 / 1.00 / 1.00 94.0 / 94.1 / 94.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 1.0 1.00 / 1.00 / 1.00 95.0 / 94.2 / 94.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 1.0 1.00 / 0.98 / 0.98 94.5 / 95.3 / 97.6 0.0 / 0.0 / 0.0 1.2 / 1.2 / 1.4
25-35 25-35 25-35 5-15 1.0 1.00 / 1.00 / 1.00 94.9 / 94.9 / 95.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 25-35 5-15 1.0 1.00 / 1.01 / 1.01 94.3 / 95.3 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 5-15 1.0 1.00 / 1.01 / 1.01 94.8 / 94.5 / 94.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 5-15 1.0 1.00 / 1.00 / 1.00 95.6 / 94.8 / 95.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 25-35 25-35 25-35 1.0 1.00 / 0.99 / 0.99 95.7 / 95.0 / 95.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.2
25-35 45-55 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.8 / 94.9 / 95.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.5 / 94.7 / 94.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.9 / 94.3 / 94.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 1.0 1.00 / 1.00 / 1.00 95.3 / 95.7 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
25-35 65-75 25-35 45-55 1.0 1.00 / 1.00 / 1.00 95.3 / 95.1 / 95.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 1.0 1.00 / 1.00 / 1.00 95.0 / 95.2 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 65-75 1.0 1.00 / 0.99 / 0.99 95.2 / 95.6 / 95.6 0.0 / 0.0 / 0.0 0.1 / 0.1 / 0.3
25-35 85-95 25-35 65-75 1.0 1.00 / 1.00 / 1.00 95.6 / 95.2 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 1.0 1.00 / 1.00 / 1.00 94.5 / 94.9 / 94.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 1.0 1.00 / 1.00 / 1.00 94.9 / 95.5 / 98.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 25-35 25-35 5-15 1.0 1.00 / 1.00 / 1.00 95.7 / 94.3 / 95.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 5-15 1.0 1.00 / 1.00 / 1.00 95.3 / 94.8 / 95.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 5-15 1.0 1.00 / 1.00 / 1.00 94.8 / 95.5 / 95.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 1.0 1.00 / 1.01 / 1.01 95.3 / 95.3 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 25-35 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.8 / 95.8 / 96.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.7 / 95.8 / 96.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.6 / 94.7 / 95.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 1.0 1.00 / 1.00 / 1.00 95.4 / 95.0 / 95.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 1.0 1.00 / 1.00 / 1.00 95.0 / 94.8 / 95.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 1.0 1.00 / 1.00 / 1.00 94.6 / 95.3 / 95.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 45-55 1.0 1.00 / 1.00 / 1.00 95.3 / 96.0 / 96.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 1.0 1.00 / 1.00 / 1.00 94.4 / 95.5 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 1.0 1.00 / 1.00 / 1.00 95.2 / 95.0 / 95.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 1.0 1.00 / 1.00 / 1.00 94.4 / 94.2 / 94.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
continued on next page
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
45-55 5-15 45-55 5-15 1.0 1.01 / 0.99 / 0.99 96.1 / 94.6 / 99.2 0.0 / 0.0 / 0.0 2.9 / 2.9 / 5.4
45-55 25-35 45-55 5-15 1.0 1.00 / 1.00 / 1.00 94.7 / 93.8 / 95.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 45-55 5-15 1.0 1.00 / 1.00 / 1.00 95.1 / 94.7 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 5-15 1.0 1.00 / 0.99 / 0.99 95.7 / 94.7 / 94.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 5-15 1.0 0.99 / 0.99 / 0.99 94.7 / 94.8 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 25-35 45-55 25-35 1.0 1.00 / 1.00 / 1.00 94.8 / 95.6 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.2
45-55 45-55 45-55 25-35 1.0 1.00 / 1.00 / 1.00 96.1 / 95.8 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 1.0 1.00 / 1.00 / 1.00 96.1 / 96.3 / 96.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 1.0 1.00 / 0.99 / 0.99 94.6 / 94.9 / 94.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 1.0 1.00 / 1.00 / 1.00 95.7 / 95.9 / 95.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.2
45-55 65-75 45-55 45-55 1.0 1.00 / 1.00 / 1.00 95.4 / 95.3 / 95.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 1.0 1.00 / 1.00 / 1.00 94.0 / 94.6 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 1.0 1.00 / 1.00 / 1.00 94.3 / 93.3 / 93.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
45-55 85-95 45-55 65-75 1.0 1.00 / 1.00 / 1.00 95.2 / 95.3 / 95.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 1.0 1.00 / 1.00 / 1.00 96.4 / 95.4 / 95.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 1.5 1.09 / 1.41 / 1.34 97.1 / 97.4 / 99.8 0.0 / 0.0 / 0.0 44.9 / 20.6 / 29.9
5-15 25-35 5-15 5-15 1.5 1.13 / 1.49 / 1.56 92.9 / 95.4 / 99.1 0.0 / 0.0 / 0.0 10.3 / 2.3 / 4.7
5-15 45-55 5-15 5-15 1.5 1.18 / 1.46 / 1.50 90.0 / 94.9 / 98.0 0.0 / 0.0 / 0.0 3.1 / 0.2 / 1.4
5-15 65-75 5-15 5-15 1.5 1.19 / 1.52 / 1.57 91.6 / 95.0 / 98.2 0.0 / 0.0 / 0.0 2.5 / 0.3 / 0.7
5-15 85-95 5-15 5-15 1.5 1.24 / 1.48 / 1.53 92.0 / 95.2 / 96.9 0.0 / 0.0 / 0.0 2.4 / 0.0 / 0.1
5-15 25-35 5-15 25-35 1.5 1.18 / 1.48 / 1.53 86.3 / 95.1 / 98.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.7
5-15 45-55 5-15 25-35 1.5 1.22 / 1.48 / 1.51 82.4 / 95.9 / 97.0 0.1 / 0.1 / 0.0 0.0 / 0.0 / 0.0
5-15 65-75 5-15 25-35 1.5 1.24 / 1.51 / 1.54 83.7 / 95.2 / 95.9 0.1 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 25-35 1.5 1.28 / 1.49 / 1.51 85.4 / 95.1 / 95.4 0.0 / 0.2 / 0.1 0.0 / 0.0 / 0.0
5-15 45-55 5-15 45-55 1.5 1.25 / 1.50 / 1.52 79.0 / 95.1 / 95.8 0.2 / 0.4 / 0.0 0.0 / 0.0 / 0.0
5-15 65-75 5-15 45-55 1.5 1.28 / 1.49 / 1.50 82.0 / 94.9 / 95.3 0.1 / 0.2 / 0.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 45-55 1.5 1.33 / 1.50 / 1.52 85.8 / 93.6 / 93.9 0.5 / 1.5 / 0.9 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 1.5 1.32 / 1.49 / 1.50 83.9 / 95.6 / 95.8 0.9 / 1.5 / 1.1 0.0 / 0.0 / 0.0
5-15 85-95 5-15 65-75 1.5 1.38 / 1.50 / 1.51 90.6 / 95.9 / 95.7 1.9 / 2.6 / 2.3 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 1.5 1.43 / 1.49 / 1.49 93.6 / 95.9 / 96.1 6.1 / 6.3 / 6.0 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 1.5 1.09 / 1.56 / 1.63 81.1 / 95.3 / 99.3 0.0 / 0.0 / 0.0 0.4 / 0.4 / 2.7
25-35 25-35 5-15 5-15 1.5 1.11 / 1.50 / 1.56 79.6 / 95.7 / 97.6 0.0 / 0.0 / 0.0 0.3 / 0.0 / 0.2
25-35 45-55 5-15 5-15 1.5 1.17 / 1.50 / 1.55 81.9 / 95.8 / 96.7 0.0 / 0.1 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 5-15 5-15 1.5 1.21 / 1.49 / 1.53 82.3 / 94.8 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 5-15 1.5 1.25 / 1.50 / 1.54 84.5 / 95.9 / 95.8 0.0 / 0.3 / 0.2 0.1 / 0.0 / 0.0
25-35 25-35 5-15 25-35 1.5 1.16 / 1.50 / 1.54 56.7 / 95.3 / 96.1 0.1 / 0.3 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 5-15 25-35 1.5 1.21 / 1.49 / 1.52 61.4 / 96.2 / 96.4 0.1 / 0.5 / 0.1 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 1.5 1.24 / 1.48 / 1.50 65.3 / 95.3 / 95.5 0.4 / 1.3 / 0.6 0.0 / 0.0 / 0.0
continued on next page
7
pa´g. 146 CAPI´TULO 6. APE´NDICE
Supplementary Table 1 – continued from previous page
SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
25-35 85-95 5-15 25-35 1.5 1.27 / 1.48 / 1.50 68.5 / 95.0 / 95.0 1.0 / 2.9 / 1.9 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 1.5 1.23 / 1.49 / 1.51 47.7 / 95.5 / 95.6 0.8 / 2.5 / 1.4 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 1.5 1.27 / 1.49 / 1.51 58.7 / 94.9 / 94.7 4.5 / 6.3 / 5.1 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 1.5 1.32 / 1.49 / 1.51 71.7 / 94.3 / 94.8 6.7 / 12.7 / 10.8 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 1.5 1.31 / 1.48 / 1.49 67.5 / 94.6 / 94.6 9.2 / 13.7 / 11.8 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 1.5 1.37 / 1.49 / 1.50 80.6 / 94.8 / 95.0 22.2 / 27.5 / 25.2 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 1.5 1.44 / 1.50 / 1.50 92.6 / 95.1 / 95.1 48.7 / 50.9 / 50.3 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 1.5 1.09 / 1.50 / 1.52 89.4 / 95.0 / 99.6 0.0 / 0.0 / 0.0 4.9 / 0.8 / 4.5
45-55 25-35 5-15 5-15 1.5 1.11 / 1.42 / 1.48 78.8 / 93.4 / 96.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.4
45-55 45-55 5-15 5-15 1.5 1.17 / 1.48 / 1.53 78.4 / 94.5 / 96.0 0.0 / 0.0 / 0.0 0.1 / 0.0 / 0.1
45-55 65-75 5-15 5-15 1.5 1.20 / 1.47 / 1.52 78.8 / 95.5 / 95.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 5-15 1.5 1.22 / 1.46 / 1.50 82.4 / 94.8 / 95.0 0.0 / 0.3 / 0.0 0.1 / 0.0 / 0.0
45-55 25-35 5-15 25-35 1.5 1.16 / 1.49 / 1.53 51.8 / 95.3 / 96.4 0.0 / 0.2 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 5-15 25-35 1.5 1.19 / 1.48 / 1.50 52.6 / 94.5 / 95.0 0.4 / 0.8 / 0.4 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 1.5 1.23 / 1.47 / 1.50 60.5 / 94.7 / 95.5 0.8 / 1.4 / 0.8 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 1.5 1.27 / 1.48 / 1.51 68.4 / 95.2 / 95.8 1.4 / 4.4 / 2.9 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 1.5 1.23 / 1.48 / 1.50 39.4 / 94.7 / 94.6 1.8 / 4.4 / 2.9 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 1.5 1.27 / 1.49 / 1.51 52.5 / 94.6 / 94.7 6.0 / 12.6 / 10.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 1.5 1.31 / 1.48 / 1.50 63.9 / 95.0 / 94.7 12.2 / 18.7 / 17.1 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 1.5 1.32 / 1.49 / 1.50 61.6 / 94.5 / 94.7 15.0 / 21.3 / 19.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 1.5 1.37 / 1.49 / 1.50 78.6 / 95.4 / 95.6 31.5 / 38.5 / 37.1 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 1.5 1.43 / 1.49 / 1.50 89.4 / 95.1 / 95.2 61.9 / 65.4 / 65.1 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 1.5 1.05 / 1.51 / 1.58 6.6 / 95.0 / 96.9 0.0 / 0.0 / 0.0 0.8 / 0.8 / 1.4
25-35 25-35 25-35 5-15 1.5 1.08 / 1.48 / 1.53 2.2 / 96.2 / 97.1 0.0 / 0.2 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 25-35 5-15 1.5 1.11 / 1.49 / 1.53 2.3 / 96.3 / 96.4 0.1 / 0.5 / 0.2 0.0 / 0.0 / 0.0
25-35 65-75 25-35 5-15 1.5 1.13 / 1.48 / 1.51 3.1 / 94.8 / 95.6 0.1 / 1.1 / 0.6 0.0 / 0.0 / 0.0
25-35 85-95 25-35 5-15 1.5 1.14 / 1.48 / 1.50 2.5 / 96.1 / 96.5 0.4 / 1.9 / 1.0 0.0 / 0.0 / 0.0
25-35 25-35 25-35 25-35 1.5 1.13 / 1.47 / 1.50 3.2 / 95.6 / 95.8 0.3 / 1.2 / 0.2 0.0 / 0.0 / 0.1
25-35 45-55 25-35 25-35 1.5 1.17 / 1.48 / 1.51 4.3 / 95.5 / 95.4 2.1 / 6.8 / 4.9 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 1.5 1.20 / 1.49 / 1.51 7.6 / 95.0 / 94.9 7.5 / 18.4 / 14.9 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 1.5 1.24 / 1.49 / 1.51 13.0 / 94.8 / 95.0 16.3 / 32.4 / 28.9 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 1.5 1.22 / 1.49 / 1.51 7.2 / 94.1 / 94.4 12.4 / 27.2 / 23.5 0.0 / 0.0 / 0.3
25-35 65-75 25-35 45-55 1.5 1.26 / 1.48 / 1.50 15.8 / 94.9 / 94.8 30.9 / 50.5 / 47.1 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 1.5 1.30 / 1.49 / 1.50 30.8 / 94.6 / 94.9 59.3 / 75.1 / 73.9 0.0 / 0.0 / 0.0
25-35 65-75 25-35 65-75 1.5 1.31 / 1.49 / 1.51 34.4 / 95.5 / 95.3 67.6 / 80.3 / 78.7 0.0 / 0.0 / 0.0
25-35 85-95 25-35 65-75 1.5 1.37 / 1.49 / 1.50 62.3 / 94.6 / 95.1 90.0 / 93.9 / 93.5 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 1.5 1.43 / 1.50 / 1.50 85.7 / 94.2 / 94.2 98.5 / 98.7 / 98.6 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 1.5 1.06 / 1.48 / 1.57 31.6 / 96.0 / 98.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
45-55 25-35 25-35 5-15 1.5 1.08 / 1.45 / 1.50 1.5 / 94.6 / 96.0 0.0 / 0.1 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 5-15 1.5 1.10 / 1.47 / 1.52 0.5 / 94.7 / 95.7 0.1 / 0.8 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 5-15 1.5 1.12 / 1.47 / 1.51 1.4 / 96.0 / 96.6 0.6 / 1.4 / 0.9 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 1.5 1.14 / 1.47 / 1.51 1.5 / 95.6 / 95.6 1.3 / 4.0 / 2.3 0.0 / 0.0 / 0.0
45-55 25-35 25-35 25-35 1.5 1.14 / 1.48 / 1.51 1.9 / 95.0 / 95.1 0.7 / 2.0 / 0.9 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 1.5 1.17 / 1.48 / 1.51 1.1 / 94.8 / 95.7 3.0 / 11.1 / 7.3 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 1.5 1.20 / 1.47 / 1.50 4.0 / 93.9 / 94.2 11.2 / 27.4 / 24.6 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 1.5 1.23 / 1.48 / 1.50 7.9 / 96.0 / 95.3 24.1 / 45.3 / 42.6 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 1.5 1.21 / 1.48 / 1.50 2.6 / 94.3 / 95.4 16.9 / 35.5 / 32.9 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 1.5 1.26 / 1.49 / 1.51 9.8 / 94.0 / 94.4 48.8 / 68.0 / 66.3 0.0 / 0.0 / 0.0
45-55 85-95 25-35 45-55 1.5 1.30 / 1.49 / 1.50 23.3 / 95.9 / 95.6 72.1 / 86.7 / 86.3 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 1.5 1.31 / 1.49 / 1.50 24.6 / 95.9 / 96.1 80.9 / 91.3 / 91.1 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 1.5 1.37 / 1.49 / 1.50 53.1 / 95.2 / 95.5 95.5 / 98.0 / 98.1 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 1.5 1.44 / 1.50 / 1.51 85.0 / 95.3 / 95.2 99.7 / 99.8 / 99.8 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 1.5 1.07 / 1.45 / 1.53 57.6 / 94.7 / 98.3 0.0 / 0.1 / 0.0 3.6 / 3.6 / 6.0
45-55 25-35 45-55 5-15 1.5 1.09 / 1.44 / 1.49 25.0 / 93.8 / 95.2 0.1 / 0.2 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 45-55 5-15 1.5 1.12 / 1.48 / 1.52 21.7 / 94.1 / 94.6 0.1 / 1.1 / 0.1 0.0 / 0.0 / 0.0
45-55 65-75 45-55 5-15 1.5 1.15 / 1.49 / 1.53 22.7 / 94.9 / 95.1 0.4 / 2.5 / 1.3 0.0 / 0.0 / 0.0
45-55 85-95 45-55 5-15 1.5 1.18 / 1.48 / 1.52 30.8 / 95.3 / 95.4 1.3 / 4.8 / 2.4 0.0 / 0.0 / 0.0
45-55 25-35 45-55 25-35 1.5 1.14 / 1.48 / 1.52 1.8 / 94.7 / 95.5 0.7 / 3.7 / 1.9 0.0 / 0.0 / 0.0
45-55 45-55 45-55 25-35 1.5 1.17 / 1.47 / 1.51 1.5 / 93.9 / 94.7 5.1 / 15.3 / 11.5 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 1.5 1.20 / 1.47 / 1.50 2.5 / 94.3 / 94.5 14.2 / 35.0 / 30.7 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 1.5 1.24 / 1.47 / 1.49 6.3 / 94.2 / 95.5 32.2 / 55.1 / 52.2 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 1.5 1.21 / 1.47 / 1.50 0.9 / 95.3 / 95.9 25.1 / 47.0 / 43.6 0.2 / 0.2 / 0.5
45-55 65-75 45-55 45-55 1.5 1.25 / 1.48 / 1.50 3.9 / 94.0 / 94.2 58.1 / 78.0 / 77.5 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 1.5 1.30 / 1.48 / 1.50 16.3 / 95.3 / 95.8 84.5 / 94.0 / 93.5 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 1.5 1.31 / 1.48 / 1.50 17.0 / 94.9 / 95.6 91.1 / 97.2 / 97.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 65-75 1.5 1.37 / 1.49 / 1.50 46.4 / 94.0 / 93.9 98.9 / 99.7 / 99.7 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 1.5 1.44 / 1.49 / 1.50 82.9 / 94.4 / 94.3 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 2.0 1.14 / 1.94 / 1.75 94.1 / 98.3 / 100.0 0.0 / 0.0 / 0.0 45.7 / 21.4 / 32.9
5-15 25-35 5-15 5-15 2.0 1.22 / 1.92 / 1.99 86.8 / 95.8 / 98.7 0.0 / 0.0 / 0.0 10.0 / 2.5 / 7.9
5-15 45-55 5-15 5-15 2.0 1.29 / 1.90 / 2.04 79.0 / 94.4 / 96.8 0.0 / 0.0 / 0.0 4.4 / 0.8 / 3.1
5-15 65-75 5-15 5-15 2.0 1.35 / 1.88 / 2.01 82.0 / 94.9 / 96.8 0.0 / 0.0 / 0.0 3.4 / 0.5 / 1.9
5-15 85-95 5-15 5-15 2.0 1.46 / 1.94 / 2.08 81.6 / 94.8 / 96.6 0.0 / 0.7 / 0.1 2.2 / 0.2 / 0.9
5-15 25-35 5-15 25-35 2.0 1.35 / 1.99 / 2.13 70.9 / 94.9 / 97.5 0.0 / 0.3 / 0.0 0.1 / 0.0 / 1.2
5-15 45-55 5-15 25-35 2.0 1.36 / 1.87 / 1.97 58.9 / 95.4 / 96.3 0.0 / 0.5 / 0.0 0.0 / 0.0 / 0.1
5-15 65-75 5-15 25-35 2.0 1.45 / 1.97 / 2.08 63.0 / 96.0 / 97.2 0.1 / 1.4 / 0.4 0.0 / 0.0 / 0.0
5-15 85-95 5-15 25-35 2.0 1.52 / 1.94 / 2.02 69.1 / 94.5 / 95.3 1.6 / 4.6 / 2.0 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
5-15 45-55 5-15 45-55 2.0 1.43 / 1.96 / 2.05 49.6 / 94.1 / 95.7 1.6 / 4.3 / 1.6 0.0 / 0.0 / 0.0
5-15 65-75 5-15 45-55 2.0 1.50 / 1.95 / 2.02 57.1 / 94.7 / 95.3 4.6 / 8.9 / 4.5 0.0 / 0.0 / 0.0
5-15 85-95 5-15 45-55 2.0 1.59 / 1.95 / 2.00 62.4 / 95.0 / 95.9 10.6 / 18.7 / 14.1 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 2.0 1.60 / 1.96 / 2.01 63.1 / 94.7 / 94.7 12.8 / 17.8 / 13.4 0.0 / 0.0 / 0.0
5-15 85-95 5-15 65-75 2.0 1.72 / 1.98 / 2.01 77.9 / 95.0 / 95.1 29.4 / 36.5 / 31.7 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 2.0 1.87 / 1.99 / 2.01 91.0 / 95.6 / 95.5 58.7 / 62.7 / 61.3 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 2.0 1.15 / 1.80 / 1.90 57.5 / 94.3 / 98.1 0.0 / 0.0 / 0.0 0.4 / 0.6 / 5.4
25-35 25-35 5-15 5-15 2.0 1.23 / 1.89 / 2.12 56.2 / 94.3 / 96.2 0.0 / 0.1 / 0.0 0.0 / 0.0 / 0.7
25-35 45-55 5-15 5-15 2.0 1.28 / 1.85 / 2.05 58.8 / 93.9 / 95.4 0.0 / 0.7 / 0.1 0.0 / 0.0 / 0.0
25-35 65-75 5-15 5-15 2.0 1.36 / 1.87 / 2.01 60.8 / 94.7 / 96.5 0.2 / 1.1 / 0.2 0.0 / 0.0 / 0.2
25-35 85-95 5-15 5-15 2.0 1.41 / 1.91 / 2.08 67.7 / 94.0 / 94.5 0.1 / 3.3 / 0.8 0.1 / 0.0 / 0.0
25-35 25-35 5-15 25-35 2.0 1.27 / 1.87 / 2.02 16.7 / 94.2 / 96.0 0.1 / 1.4 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 5-15 25-35 2.0 1.35 / 1.88 / 2.00 21.3 / 94.5 / 95.5 1.8 / 7.4 / 2.4 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 2.0 1.42 / 1.92 / 2.04 29.6 / 95.5 / 96.3 4.5 / 17.4 / 10.7 0.0 / 0.0 / 0.0
25-35 85-95 5-15 25-35 2.0 1.49 / 1.91 / 2.01 38.1 / 95.2 / 96.4 10.2 / 31.8 / 23.9 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 2.0 1.40 / 1.92 / 2.01 11.1 / 94.4 / 95.5 13.1 / 33.0 / 22.7 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 2.0 1.49 / 1.94 / 2.02 22.8 / 93.9 / 94.8 36.8 / 55.7 / 47.9 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 2.0 1.58 / 1.94 / 2.01 34.9 / 93.8 / 94.0 57.5 / 75.5 / 71.2 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 2.0 1.59 / 1.96 / 2.01 31.6 / 94.8 / 95.2 64.5 / 75.5 / 71.9 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 2.0 1.69 / 1.95 / 1.99 53.7 / 94.6 / 94.9 85.0 / 89.7 / 88.2 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 2.0 1.85 / 1.98 / 2.00 83.5 / 95.1 / 95.7 97.1 / 98.0 / 97.6 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 2.0 1.14 / 1.77 / 1.87 74.9 / 96.6 / 99.0 0.0 / 0.0 / 0.0 6.0 / 1.7 / 7.3
45-55 25-35 5-15 5-15 2.0 1.23 / 1.84 / 2.06 53.7 / 95.7 / 97.8 0.0 / 0.1 / 0.0 0.3 / 0.0 / 0.5
45-55 45-55 5-15 5-15 2.0 1.27 / 1.82 / 2.02 51.9 / 94.0 / 96.8 0.0 / 0.4 / 0.0 0.0 / 0.0 / 0.3
45-55 65-75 5-15 5-15 2.0 1.34 / 1.85 / 2.04 55.4 / 93.5 / 96.0 0.0 / 2.2 / 0.1 0.0 / 0.0 / 0.1
45-55 85-95 5-15 5-15 2.0 1.42 / 1.87 / 2.06 63.2 / 94.6 / 96.2 0.1 / 4.5 / 1.0 0.0 / 0.0 / 0.0
45-55 25-35 5-15 25-35 2.0 1.26 / 1.87 / 2.04 14.6 / 94.4 / 95.5 0.1 / 2.3 / 0.2 0.0 / 0.0 / 0.0
45-55 45-55 5-15 25-35 2.0 1.32 / 1.87 / 2.01 16.0 / 93.3 / 95.2 2.0 / 9.8 / 3.7 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 2.0 1.40 / 1.87 / 2.00 19.8 / 93.1 / 95.7 7.1 / 22.7 / 15.3 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 2.0 1.47 / 1.89 / 2.01 33.7 / 93.4 / 95.6 14.0 / 39.0 / 32.9 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 2.0 1.39 / 1.91 / 2.02 8.4 / 93.6 / 94.5 18.7 / 40.4 / 30.2 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 2.0 1.48 / 1.92 / 2.01 13.7 / 94.1 / 96.2 45.8 / 65.7 / 60.9 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 2.0 1.57 / 1.92 / 2.00 26.7 / 92.2 / 94.2 64.5 / 81.1 / 78.1 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 2.0 1.58 / 1.94 / 2.01 25.7 / 95.0 / 95.9 76.4 / 86.7 / 84.1 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 2.0 1.69 / 1.95 / 2.00 48.6 / 92.5 / 93.4 89.1 / 93.1 / 92.2 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 2.0 1.85 / 1.99 / 2.01 82.3 / 94.3 / 94.9 99.1 / 99.5 / 99.5 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 2.0 1.08 / 1.90 / 2.15 0.1 / 94.7 / 97.1 0.0 / 0.2 / 0.0 0.8 / 0.9 / 1.9
25-35 25-35 25-35 5-15 2.0 1.13 / 1.83 / 2.01 0.0 / 92.7 / 93.7 0.2 / 1.5 / 0.1 0.0 / 0.0 / 0.0
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MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
25-35 45-55 25-35 5-15 2.0 1.17 / 1.86 / 2.03 0.0 / 94.4 / 96.1 0.9 / 6.2 / 2.8 0.0 / 0.0 / 0.0
25-35 65-75 25-35 5-15 2.0 1.20 / 1.89 / 2.02 0.0 / 94.3 / 96.2 3.6 / 15.8 / 12.5 0.0 / 0.0 / 0.0
25-35 85-95 25-35 5-15 2.0 1.24 / 1.88 / 2.02 0.0 / 93.1 / 95.1 11.2 / 30.6 / 27.6 0.0 / 0.0 / 0.0
25-35 25-35 25-35 25-35 2.0 1.22 / 1.89 / 2.04 0.0 / 94.7 / 97.1 5.4 / 21.9 / 13.2 0.0 / 0.0 / 0.1
25-35 45-55 25-35 25-35 2.0 1.28 / 1.87 / 1.99 0.0 / 91.4 / 96.1 26.0 / 56.0 / 50.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 2.0 1.34 / 1.89 / 2.00 0.0 / 91.8 / 94.5 56.3 / 84.1 / 80.6 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 2.0 1.42 / 1.91 / 2.01 0.2 / 92.8 / 94.8 84.2 / 96.8 / 96.6 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 2.0 1.36 / 1.89 / 2.00 0.1 / 91.6 / 95.6 73.5 / 93.6 / 91.9 0.0 / 0.0 / 0.1
25-35 65-75 25-35 45-55 2.0 1.45 / 1.92 / 2.00 0.6 / 92.3 / 94.8 97.0 / 99.4 / 99.4 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 2.0 1.55 / 1.94 / 2.00 1.5 / 93.4 / 96.9 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 65-75 2.0 1.56 / 1.94 / 2.01 2.2 / 93.4 / 96.6 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 65-75 2.0 1.68 / 1.95 / 2.00 16.9 / 93.5 / 94.6 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 2.0 1.84 / 1.98 / 2.00 68.3 / 95.3 / 95.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 2.0 1.09 / 1.80 / 2.05 2.7 / 92.6 / 96.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 1.2
45-55 25-35 25-35 5-15 2.0 1.13 / 1.82 / 2.04 0.0 / 92.9 / 95.7 0.2 / 2.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 5-15 2.0 1.16 / 1.83 / 2.02 0.0 / 92.9 / 95.0 2.1 / 8.2 / 3.1 0.0 / 0.0 / 0.0
45-55 65-75 25-35 5-15 2.0 1.20 / 1.85 / 2.03 0.0 / 91.8 / 95.3 6.2 / 22.1 / 16.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 2.0 1.22 / 1.84 / 2.00 0.0 / 91.7 / 96.1 11.6 / 35.8 / 32.2 0.0 / 0.0 / 0.0
45-55 25-35 25-35 25-35 2.0 1.22 / 1.82 / 1.99 0.0 / 92.6 / 95.4 5.0 / 26.0 / 16.2 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 2.0 1.28 / 1.86 / 2.01 0.0 / 90.3 / 95.4 35.2 / 69.8 / 65.1 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 2.0 1.33 / 1.86 / 2.00 0.0 / 89.1 / 95.4 67.4 / 92.3 / 91.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 2.0 1.39 / 1.87 / 1.99 0.0 / 88.5 / 95.1 87.4 / 98.4 / 98.5 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 2.0 1.36 / 1.88 / 2.01 0.1 / 89.7 / 94.1 84.4 / 96.5 / 95.5 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 2.0 1.44 / 1.90 / 2.00 0.0 / 89.5 / 95.1 98.5 / 99.9 / 99.9 0.0 / 0.0 / 0.0
45-55 85-95 25-35 45-55 2.0 1.53 / 1.92 / 2.01 0.5 / 91.7 / 95.7 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 2.0 1.57 / 1.94 / 2.01 1.1 / 93.1 / 95.0 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 2.0 1.68 / 1.95 / 2.00 11.2 / 93.0 / 94.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 2.0 1.84 / 1.98 / 2.00 65.6 / 95.6 / 96.4 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 2.0 1.12 / 1.75 / 2.01 23.3 / 95.1 / 97.8 0.1 / 0.2 / 0.0 3.4 / 3.4 / 8.0
45-55 25-35 45-55 5-15 2.0 1.15 / 1.79 / 2.03 1.1 / 92.5 / 95.2 0.1 / 1.8 / 0.1 0.0 / 0.0 / 0.0
45-55 45-55 45-55 5-15 2.0 1.19 / 1.82 / 2.04 1.0 / 91.4 / 96.0 0.3 / 7.2 / 0.8 0.0 / 0.0 / 0.0
45-55 65-75 45-55 5-15 2.0 1.23 / 1.83 / 2.01 0.8 / 92.8 / 96.7 1.7 / 16.8 / 9.8 0.0 / 0.0 / 0.0
45-55 85-95 45-55 5-15 2.0 1.27 / 1.86 / 2.02 1.4 / 92.9 / 96.4 6.2 / 35.1 / 28.8 0.0 / 0.0 / 0.0
45-55 25-35 45-55 25-35 2.0 1.22 / 1.82 / 2.03 0.0 / 90.7 / 94.6 9.9 / 34.8 / 25.8 0.0 / 0.0 / 0.5
45-55 45-55 45-55 25-35 2.0 1.28 / 1.84 / 2.01 0.0 / 89.2 / 94.8 41.1 / 78.4 / 75.4 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 2.0 1.34 / 1.86 / 2.01 0.0 / 88.5 / 95.1 76.0 / 95.8 / 95.4 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 2.0 1.41 / 1.89 / 2.01 0.1 / 90.2 / 95.4 94.9 / 99.9 / 99.8 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 2.0 1.35 / 1.86 / 2.00 0.0 / 88.8 / 95.4 90.2 / 98.5 / 98.4 0.1 / 0.1 / 0.6
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
45-55 65-75 45-55 45-55 2.0 1.44 / 1.88 / 1.99 0.0 / 87.0 / 94.9 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 2.0 1.53 / 1.90 / 2.00 0.1 / 88.9 / 94.9 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 2.0 1.55 / 1.91 / 2.00 0.3 / 89.0 / 95.6 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.2
45-55 85-95 45-55 65-75 2.0 1.68 / 1.95 / 2.01 8.0 / 93.5 / 95.4 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 2.0 1.84 / 1.98 / 2.00 59.3 / 95.0 / 95.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 2.5 1.14 / 1.99 / 1.77 87.3 / 96.2 / 98.5 0.0 / 0.0 / 0.0 42.3 / 21.6 / 35.5
5-15 25-35 5-15 5-15 2.5 1.35 / 2.22 / 2.27 78.4 / 94.4 / 96.7 0.0 / 0.0 / 0.0 10.8 / 2.8 / 11.9
5-15 45-55 5-15 5-15 2.5 1.42 / 2.32 / 2.57 68.8 / 94.6 / 96.2 0.1 / 0.2 / 0.0 3.7 / 0.3 / 4.6
5-15 65-75 5-15 5-15 2.5 1.47 / 2.31 / 2.54 70.5 / 93.3 / 95.5 0.0 / 0.2 / 0.0 2.9 / 0.2 / 2.8
5-15 85-95 5-15 5-15 2.5 1.61 / 2.29 / 2.59 73.3 / 92.9 / 95.3 0.1 / 1.9 / 0.1 2.2 / 0.4 / 1.4
5-15 25-35 5-15 25-35 2.5 1.43 / 2.30 / 2.59 53.7 / 94.8 / 96.5 0.0 / 0.4 / 0.0 0.0 / 0.0 / 1.9
5-15 45-55 5-15 25-35 2.5 1.48 / 2.27 / 2.52 41.2 / 94.2 / 95.6 0.3 / 2.2 / 0.1 0.0 / 0.0 / 0.2
5-15 65-75 5-15 25-35 2.5 1.59 / 2.35 / 2.57 45.3 / 95.9 / 97.1 1.2 / 5.5 / 0.9 0.0 / 0.0 / 0.2
5-15 85-95 5-15 25-35 2.5 1.71 / 2.36 / 2.55 50.9 / 94.0 / 95.6 5.2 / 14.5 / 5.9 0.0 / 0.0 / 0.0
5-15 45-55 5-15 45-55 2.5 1.58 / 2.37 / 2.59 28.0 / 92.9 / 94.6 3.4 / 13.2 / 3.9 0.0 / 0.0 / 0.0
5-15 65-75 5-15 45-55 2.5 1.71 / 2.40 / 2.57 39.0 / 94.4 / 95.0 13.6 / 25.7 / 13.9 0.0 / 0.0 / 0.0
5-15 85-95 5-15 45-55 2.5 1.83 / 2.38 / 2.51 46.2 / 93.4 / 94.8 32.5 / 47.6 / 36.3 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 2.5 1.86 / 2.45 / 2.57 49.8 / 95.5 / 95.2 35.0 / 45.7 / 34.9 0.0 / 0.0 / 0.0
5-15 85-95 5-15 65-75 2.5 2.02 / 2.43 / 2.51 65.9 / 93.6 / 94.8 59.7 / 66.5 / 62.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 2.5 2.28 / 2.49 / 2.53 88.8 / 94.3 / 94.3 85.4 / 88.3 / 87.1 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 2.5 1.20 / 2.12 / 2.30 40.4 / 94.9 / 97.5 0.1 / 0.2 / 0.0 0.4 / 0.9 / 8.6
25-35 25-35 5-15 5-15 2.5 1.30 / 2.20 / 2.65 40.0 / 95.3 / 97.2 0.1 / 0.3 / 0.0 0.3 / 0.0 / 1.5
25-35 45-55 5-15 5-15 2.5 1.39 / 2.17 / 2.57 41.1 / 93.3 / 94.7 0.1 / 1.8 / 0.1 0.2 / 0.0 / 0.4
25-35 65-75 5-15 5-15 2.5 1.49 / 2.25 / 2.64 47.6 / 93.1 / 95.1 0.3 / 4.3 / 1.2 0.2 / 0.0 / 0.2
25-35 85-95 5-15 5-15 2.5 1.54 / 2.24 / 2.58 49.5 / 92.9 / 94.9 0.6 / 11.0 / 5.6 0.2 / 0.0 / 0.1
25-35 25-35 5-15 25-35 2.5 1.34 / 2.24 / 2.58 5.7 / 92.2 / 95.3 1.0 / 6.1 / 0.7 0.0 / 0.0 / 0.0
25-35 45-55 5-15 25-35 2.5 1.46 / 2.26 / 2.56 8.4 / 91.9 / 95.1 6.2 / 22.2 / 11.1 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 2.5 1.56 / 2.28 / 2.54 11.8 / 90.7 / 94.3 17.4 / 46.0 / 31.6 0.0 / 0.0 / 0.0
25-35 85-95 5-15 25-35 2.5 1.67 / 2.29 / 2.52 21.3 / 90.6 / 94.4 30.0 / 63.0 / 52.7 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 2.5 1.53 / 2.29 / 2.51 2.8 / 91.6 / 95.1 35.0 / 63.9 / 51.3 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 2.5 1.67 / 2.34 / 2.54 7.2 / 91.8 / 94.8 68.2 / 84.7 / 79.7 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 2.5 1.80 / 2.35 / 2.52 16.9 / 92.0 / 95.2 84.6 / 94.8 / 92.2 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 2.5 1.81 / 2.39 / 2.54 13.9 / 92.6 / 94.1 91.0 / 96.1 / 94.2 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 2.5 1.99 / 2.40 / 2.51 36.4 / 92.8 / 95.4 98.5 / 99.3 / 99.2 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 2.5 2.24 / 2.46 / 2.51 75.3 / 93.8 / 93.7 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 2.5 1.18 / 2.02 / 2.16 60.0 / 94.4 / 97.8 0.0 / 0.0 / 0.0 5.9 / 1.8 / 10.9
45-55 25-35 5-15 5-15 2.5 1.26 / 2.07 / 2.50 35.4 / 92.5 / 96.6 0.0 / 0.6 / 0.0 0.2 / 0.0 / 2.1
45-55 45-55 5-15 5-15 2.5 1.36 / 2.11 / 2.59 36.2 / 92.2 / 95.4 0.1 / 1.5 / 0.1 0.0 / 0.0 / 0.5
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
45-55 65-75 5-15 5-15 2.5 1.42 / 2.13 / 2.57 36.3 / 91.0 / 95.1 0.9 / 4.7 / 1.6 0.0 / 0.0 / 0.0
45-55 85-95 5-15 5-15 2.5 1.52 / 2.14 / 2.59 40.8 / 90.5 / 95.7 1.2 / 11.6 / 7.1 0.0 / 0.0 / 0.0
45-55 25-35 5-15 25-35 2.5 1.34 / 2.16 / 2.52 3.4 / 93.2 / 96.1 1.8 / 7.7 / 0.9 0.0 / 0.0 / 0.1
45-55 45-55 5-15 25-35 2.5 1.43 / 2.21 / 2.57 5.1 / 90.7 / 95.2 6.0 / 30.3 / 13.9 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 2.5 1.53 / 2.21 / 2.53 6.4 / 89.0 / 95.2 20.3 / 51.6 / 41.2 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 2.5 1.63 / 2.22 / 2.52 11.7 / 87.7 / 96.1 36.1 / 70.5 / 63.4 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 2.5 1.53 / 2.29 / 2.56 2.0 / 89.8 / 94.5 45.9 / 71.9 / 64.0 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 2.5 1.64 / 2.29 / 2.53 4.3 / 88.0 / 94.0 74.1 / 91.7 / 89.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 2.5 1.77 / 2.30 / 2.52 9.8 / 87.1 / 95.3 90.3 / 97.0 / 96.3 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 2.5 1.80 / 2.34 / 2.50 9.6 / 91.5 / 95.1 94.8 / 98.2 / 97.3 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 2.5 1.96 / 2.37 / 2.51 27.3 / 91.6 / 95.6 99.3 / 99.8 / 99.6 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 2.5 2.23 / 2.45 / 2.50 72.1 / 94.1 / 95.8 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 2.5 1.10 / 2.17 / 2.66 0.1 / 93.9 / 96.4 0.0 / 0.2 / 0.0 1.2 / 1.2 / 2.3
25-35 25-35 25-35 5-15 2.5 1.17 / 2.16 / 2.58 0.0 / 92.7 / 96.3 1.0 / 4.2 / 0.7 0.0 / 0.0 / 0.0
25-35 45-55 25-35 5-15 2.5 1.21 / 2.18 / 2.55 0.0 / 91.4 / 94.9 4.7 / 19.5 / 12.7 0.0 / 0.0 / 0.0
25-35 65-75 25-35 5-15 2.5 1.26 / 2.19 / 2.51 0.0 / 88.8 / 95.0 11.7 / 37.3 / 34.4 0.0 / 0.0 / 0.0
25-35 85-95 25-35 5-15 2.5 1.30 / 2.22 / 2.50 0.0 / 90.1 / 95.3 24.8 / 60.5 / 62.7 0.0 / 0.0 / 0.0
25-35 25-35 25-35 25-35 2.5 1.28 / 2.16 / 2.50 0.0 / 88.5 / 95.6 16.7 / 50.1 / 38.7 0.0 / 0.0 / 0.1
25-35 45-55 25-35 25-35 2.5 1.36 / 2.21 / 2.51 0.0 / 86.2 / 95.4 57.6 / 91.1 / 89.3 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 2.5 1.45 / 2.25 / 2.50 0.0 / 85.5 / 96.0 89.7 / 98.8 / 98.7 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 2.5 1.55 / 2.28 / 2.50 0.0 / 85.2 / 94.5 98.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 2.5 1.49 / 2.27 / 2.53 0.0 / 83.6 / 95.1 96.9 / 99.8 / 99.7 0.0 / 0.0 / 0.3
25-35 65-75 25-35 45-55 2.5 1.61 / 2.30 / 2.50 0.0 / 85.2 / 94.8 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 2.5 1.75 / 2.34 / 2.50 0.2 / 85.7 / 94.6 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 65-75 2.5 1.78 / 2.36 / 2.51 0.0 / 89.1 / 95.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.1
25-35 85-95 25-35 65-75 2.5 1.97 / 2.40 / 2.50 4.5 / 89.8 / 94.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 2.5 2.24 / 2.46 / 2.51 51.2 / 95.3 / 95.3 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 2.5 1.11 / 2.07 / 2.56 0.1 / 93.3 / 97.3 0.0 / 0.5 / 0.0 0.0 / 0.0 / 3.6
45-55 25-35 25-35 5-15 2.5 1.16 / 2.07 / 2.55 0.0 / 88.5 / 95.2 0.7 / 6.7 / 1.2 0.0 / 0.0 / 0.0
45-55 45-55 25-35 5-15 2.5 1.20 / 2.13 / 2.57 0.0 / 89.4 / 96.7 4.9 / 24.6 / 15.4 0.0 / 0.0 / 0.0
45-55 65-75 25-35 5-15 2.5 1.24 / 2.14 / 2.55 0.0 / 86.4 / 95.0 16.2 / 46.8 / 44.7 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 2.5 1.28 / 2.12 / 2.50 0.0 / 82.3 / 95.2 28.0 / 65.8 / 70.5 0.0 / 0.0 / 0.0
45-55 25-35 25-35 25-35 2.5 1.28 / 2.14 / 2.52 0.0 / 84.0 / 95.6 21.8 / 60.2 / 51.7 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 2.5 1.35 / 2.16 / 2.51 0.0 / 79.1 / 94.9 64.6 / 93.6 / 92.9 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 2.5 1.43 / 2.20 / 2.52 0.0 / 79.3 / 95.5 95.3 / 99.6 / 99.6 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 2.5 1.52 / 2.22 / 2.51 0.0 / 76.1 / 94.6 99.1 / 99.8 / 99.9 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 2.5 1.47 / 2.22 / 2.50 0.0 / 77.2 / 94.6 97.8 / 100.0 / 99.9 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 2.5 1.59 / 2.26 / 2.51 0.0 / 78.4 / 96.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
45-55 85-95 25-35 45-55 2.5 1.71 / 2.29 / 2.50 0.1 / 79.7 / 95.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 2.5 1.76 / 2.33 / 2.51 0.0 / 85.0 / 95.7 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 2.5 1.95 / 2.37 / 2.51 1.3 / 86.5 / 95.4 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 2.5 2.22 / 2.45 / 2.50 44.5 / 93.7 / 95.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 2.5 1.13 / 2.03 / 2.50 7.3 / 91.8 / 97.0 0.1 / 0.0 / 0.0 4.0 / 4.0 / 14.7
45-55 25-35 45-55 5-15 2.5 1.18 / 2.03 / 2.59 0.0 / 89.4 / 95.9 0.1 / 4.2 / 0.1 0.0 / 0.0 / 0.1
45-55 45-55 45-55 5-15 2.5 1.23 / 2.05 / 2.51 0.0 / 83.6 / 97.1 1.5 / 16.8 / 8.5 0.0 / 0.0 / 0.0
45-55 65-75 45-55 5-15 2.5 1.28 / 2.10 / 2.51 0.0 / 83.0 / 95.4 6.5 / 40.9 / 34.3 0.0 / 0.0 / 0.0
45-55 85-95 45-55 5-15 2.5 1.35 / 2.14 / 2.52 0.1 / 83.8 / 94.6 12.9 / 57.5 / 63.5 0.0 / 0.0 / 0.0
45-55 25-35 45-55 25-35 2.5 1.27 / 2.05 / 2.50 0.0 / 74.6 / 95.3 20.5 / 64.3 / 52.9 0.0 / 0.0 / 0.3
45-55 45-55 45-55 25-35 2.5 1.35 / 2.12 / 2.52 0.0 / 71.0 / 94.4 68.5 / 95.7 / 95.5 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 2.5 1.44 / 2.16 / 2.50 0.0 / 70.1 / 96.3 95.9 / 99.9 / 99.9 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 2.5 1.54 / 2.22 / 2.51 0.0 / 74.5 / 95.6 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 2.5 1.45 / 2.17 / 2.52 0.0 / 69.2 / 94.9 99.7 / 100.0 / 100.0 0.0 / 0.0 / 0.2
45-55 65-75 45-55 45-55 2.5 1.57 / 2.22 / 2.50 0.0 / 69.3 / 94.7 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 2.5 1.71 / 2.27 / 2.50 0.0 / 74.9 / 95.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 2.5 1.74 / 2.29 / 2.50 0.0 / 76.0 / 95.7 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 65-75 2.5 1.94 / 2.36 / 2.51 0.4 / 84.6 / 96.1 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 2.5 2.20 / 2.43 / 2.50 35.4 / 92.2 / 94.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 3.0 1.18 / 2.32 / 1.99 82.9 / 96.3 / 98.4 0.0 / 0.0 / 0.0 45.5 / 21.8 / 38.2
5-15 25-35 5-15 5-15 3.0 1.32 / 2.61 / 2.68 69.3 / 95.4 / 96.2 0.0 / 0.0 / 0.0 9.2 / 2.6 / 15.9
5-15 45-55 5-15 5-15 3.0 1.47 / 2.58 / 2.93 62.1 / 94.2 / 95.1 0.2 / 0.4 / 0.0 3.2 / 0.6 / 7.1
5-15 65-75 5-15 5-15 3.0 1.63 / 2.67 / 3.05 63.5 / 95.5 / 97.5 0.0 / 0.5 / 0.0 3.2 / 0.3 / 5.4
5-15 85-95 5-15 5-15 3.0 1.67 / 2.60 / 3.00 65.2 / 94.7 / 97.1 0.1 / 2.9 / 0.1 2.5 / 0.0 / 2.6
5-15 25-35 5-15 25-35 3.0 1.47 / 2.56 / 2.96 37.7 / 93.5 / 95.4 0.2 / 0.6 / 0.0 0.0 / 0.1 / 3.3
5-15 45-55 5-15 25-35 3.0 1.58 / 2.66 / 3.08 27.8 / 94.3 / 96.1 0.6 / 5.5 / 0.0 0.0 / 0.0 / 0.9
5-15 65-75 5-15 25-35 3.0 1.73 / 2.74 / 3.15 32.9 / 93.7 / 96.3 4.8 / 13.6 / 3.2 0.0 / 0.0 / 0.8
5-15 85-95 5-15 25-35 3.0 1.89 / 2.78 / 3.15 40.1 / 93.5 / 96.4 8.7 / 27.5 / 10.7 0.0 / 0.0 / 0.0
5-15 45-55 5-15 45-55 3.0 1.72 / 2.71 / 3.09 20.3 / 93.6 / 95.6 8.2 / 25.9 / 7.3 0.1 / 0.1 / 0.3
5-15 65-75 5-15 45-55 3.0 1.86 / 2.79 / 3.09 24.0 / 93.3 / 96.6 25.1 / 43.3 / 26.9 0.0 / 0.0 / 0.2
5-15 85-95 5-15 45-55 3.0 2.05 / 2.78 / 3.02 34.7 / 92.6 / 95.1 49.6 / 64.8 / 54.1 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 3.0 2.06 / 2.84 / 3.07 38.6 / 93.8 / 95.4 50.8 / 62.0 / 49.3 0.0 / 0.0 / 0.0
5-15 85-95 5-15 65-75 3.0 2.32 / 2.89 / 3.05 56.0 / 94.0 / 95.3 76.4 / 83.1 / 77.9 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 3.0 2.66 / 2.95 / 3.02 84.7 / 95.0 / 95.3 95.2 / 95.5 / 95.3 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 3.0 1.23 / 2.46 / 2.73 30.7 / 95.8 / 96.8 0.0 / 0.1 / 0.0 0.6 / 1.1 / 14.2
25-35 25-35 5-15 5-15 3.0 1.32 / 2.38 / 3.01 29.3 / 91.6 / 95.5 0.0 / 0.8 / 0.0 0.0 / 0.0 / 2.6
25-35 45-55 5-15 5-15 3.0 1.46 / 2.47 / 3.18 30.7 / 92.1 / 95.8 0.2 / 3.4 / 0.2 0.0 / 0.0 / 1.0
25-35 65-75 5-15 5-15 3.0 1.57 / 2.51 / 3.13 35.0 / 90.3 / 96.4 0.7 / 8.9 / 2.2 0.0 / 0.0 / 0.3
continued on next page
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Supplementary Table 1 – continued from previous page
SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
25-35 85-95 5-15 5-15 3.0 1.63 / 2.46 / 3.08 36.9 / 87.2 / 94.2 1.8 / 16.8 / 9.5 0.0 / 0.0 / 0.2
25-35 25-35 5-15 25-35 3.0 1.40 / 2.51 / 3.10 1.5 / 90.8 / 96.5 2.1 / 13.4 / 1.1 0.0 / 0.0 / 0.1
25-35 45-55 5-15 25-35 3.0 1.53 / 2.55 / 3.08 2.1 / 89.8 / 96.1 9.7 / 38.9 / 18.6 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 3.0 1.67 / 2.59 / 3.06 5.7 / 86.7 / 94.2 27.9 / 65.9 / 47.5 0.0 / 0.0 / 0.0
25-35 85-95 5-15 25-35 3.0 1.80 / 2.61 / 3.05 9.1 / 86.5 / 94.9 46.6 / 81.4 / 71.1 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 3.0 1.63 / 2.60 / 3.01 0.5 / 87.9 / 96.4 55.2 / 82.3 / 70.9 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 3.0 1.81 / 2.67 / 3.03 3.5 / 87.2 / 94.6 81.4 / 93.0 / 89.3 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 3.0 1.98 / 2.69 / 3.00 8.1 / 84.0 / 94.1 94.8 / 99.6 / 98.8 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 3.0 2.00 / 2.76 / 3.02 6.6 / 88.2 / 94.2 96.9 / 98.8 / 98.5 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 3.0 2.24 / 2.80 / 3.01 23.9 / 88.3 / 93.4 99.4 / 99.7 / 99.6 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 3.0 2.62 / 2.93 / 3.02 68.6 / 94.2 / 95.6 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 3.0 1.20 / 2.34 / 2.47 53.2 / 94.2 / 97.9 0.0 / 0.0 / 0.0 4.0 / 2.3 / 18.3
45-55 25-35 5-15 5-15 3.0 1.35 / 2.33 / 3.03 28.0 / 91.3 / 96.1 0.0 / 1.2 / 0.0 0.3 / 0.0 / 3.0
45-55 45-55 5-15 5-15 3.0 1.42 / 2.31 / 3.08 24.9 / 87.4 / 95.8 0.2 / 3.1 / 0.2 0.1 / 0.0 / 1.0
45-55 65-75 5-15 5-15 3.0 1.49 / 2.34 / 3.09 27.0 / 84.1 / 95.4 0.8 / 10.4 / 4.5 0.1 / 0.0 / 0.3
45-55 85-95 5-15 5-15 3.0 1.62 / 2.36 / 3.05 32.4 / 82.0 / 95.0 2.1 / 17.1 / 12.8 0.1 / 0.0 / 0.0
45-55 25-35 5-15 25-35 3.0 1.39 / 2.43 / 3.08 0.8 / 87.0 / 96.2 2.5 / 16.3 / 3.0 0.0 / 0.0 / 0.0
45-55 45-55 5-15 25-35 3.0 1.52 / 2.48 / 3.12 1.5 / 85.6 / 96.6 14.3 / 44.6 / 26.0 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 3.0 1.61 / 2.43 / 2.99 2.4 / 79.3 / 94.6 32.2 / 67.9 / 56.3 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 3.0 1.76 / 2.49 / 3.05 5.3 / 77.4 / 95.1 51.2 / 83.7 / 78.8 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 3.0 1.61 / 2.56 / 3.03 0.5 / 83.1 / 96.2 63.1 / 85.4 / 77.5 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 3.0 1.78 / 2.61 / 3.04 1.3 / 81.4 / 97.3 87.0 / 96.9 / 94.8 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 3.0 1.95 / 2.63 / 3.02 6.5 / 77.6 / 94.7 97.2 / 99.5 / 99.3 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 3.0 1.98 / 2.72 / 3.02 3.9 / 88.2 / 94.9 99.0 / 99.6 / 99.6 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 3.0 2.20 / 2.75 / 3.01 16.1 / 85.9 / 93.8 99.7 / 99.9 / 99.9 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 3.0 2.62 / 2.93 / 3.03 64.2 / 93.2 / 94.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 3.0 1.11 / 2.33 / 3.00 0.2 / 91.3 / 96.2 0.2 / 0.7 / 0.0 1.6 / 1.6 / 4.3
25-35 25-35 25-35 5-15 3.0 1.20 / 2.39 / 3.07 0.0 / 86.8 / 97.4 1.0 / 9.9 / 2.3 0.0 / 0.0 / 0.0
25-35 45-55 25-35 5-15 3.0 1.25 / 2.46 / 3.09 0.0 / 85.4 / 94.7 9.5 / 35.1 / 27.4 0.0 / 0.0 / 0.0
25-35 65-75 25-35 5-15 3.0 1.30 / 2.48 / 3.03 0.0 / 82.6 / 94.4 22.7 / 60.2 / 62.4 0.0 / 0.0 / 0.0
25-35 85-95 25-35 5-15 3.0 1.36 / 2.51 / 3.01 0.0 / 81.3 / 96.3 41.5 / 76.1 / 83.2 0.0 / 0.0 / 0.0
25-35 25-35 25-35 25-35 3.0 1.33 / 2.44 / 3.02 0.0 / 77.7 / 96.3 29.1 / 73.2 / 63.6 0.0 / 0.0 / 0.3
25-35 45-55 25-35 25-35 3.0 1.43 / 2.51 / 3.04 0.0 / 74.4 / 95.6 80.5 / 97.9 / 97.4 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 3.0 1.54 / 2.55 / 3.00 0.0 / 73.9 / 94.8 97.4 / 100.0 / 99.9 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 3.0 1.66 / 2.62 / 3.00 0.0 / 74.3 / 94.8 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 3.0 1.58 / 2.57 / 3.01 0.0 / 71.9 / 95.4 99.6 / 100.0 / 99.7 0.0 / 0.0 / 0.1
25-35 65-75 25-35 45-55 3.0 1.74 / 2.65 / 3.01 0.0 / 75.9 / 93.6 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 3.0 1.92 / 2.73 / 3.01 0.0 / 78.5 / 95.4 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
continued on next page
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) OR Expected OR Coverage (%) Power(%) Failure rate (%)
25-35 65-75 25-35 65-75 3.0 1.95 / 2.72 / 2.99 0.0 / 77.6 / 94.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.1
25-35 85-95 25-35 65-75 3.0 2.23 / 2.82 / 3.00 0.8 / 86.1 / 95.8 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 3.0 2.59 / 2.92 / 3.00 37.7 / 92.5 / 95.0 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 3.0 1.13 / 2.25 / 2.86 0.1 / 90.0 / 96.6 0.0 / 0.4 / 0.0 0.0 / 0.0 / 9.4
45-55 25-35 25-35 5-15 3.0 1.19 / 2.32 / 3.14 0.0 / 83.9 / 96.6 1.6 / 11.6 / 1.7 0.0 / 0.0 / 0.0
45-55 45-55 25-35 5-15 3.0 1.23 / 2.30 / 3.02 0.0 / 75.3 / 95.2 8.8 / 36.5 / 30.4 0.0 / 0.0 / 0.0
45-55 65-75 25-35 5-15 3.0 1.27 / 2.34 / 3.02 0.0 / 70.4 / 94.6 23.1 / 60.9 / 68.2 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 3.0 1.33 / 2.39 / 3.04 0.0 / 68.9 / 95.8 43.8 / 81.0 / 89.7 0.0 / 0.0 / 0.0
45-55 25-35 25-35 25-35 3.0 1.32 / 2.39 / 3.04 0.0 / 73.8 / 95.1 32.6 / 79.7 / 76.4 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 3.0 1.41 / 2.41 / 3.01 0.0 / 59.4 / 96.1 81.4 / 99.4 / 99.3 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 3.0 1.50 / 2.45 / 3.00 0.0 / 56.6 / 96.7 98.7 / 99.9 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 3.0 1.62 / 2.52 / 3.01 0.0 / 56.8 / 94.6 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 3.0 1.55 / 2.51 / 3.01 0.0 / 60.9 / 95.8 99.8 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 3.0 1.71 / 2.58 / 3.00 0.0 / 61.4 / 95.0 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 45-55 3.0 1.87 / 2.64 / 2.99 0.0 / 65.5 / 95.0 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 3.0 1.94 / 2.70 / 2.99 0.0 / 71.5 / 95.4 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 3.0 2.18 / 2.76 / 2.99 0.3 / 76.6 / 94.9 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 3.0 2.59 / 2.91 / 3.01 31.6 / 90.0 / 95.4 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 3.0 1.14 / 2.07 / 2.83 3.7 / 88.3 / 96.6 0.0 / 0.3 / 0.0 3.1 / 3.1 / 15.8
45-55 25-35 45-55 5-15 3.0 1.21 / 2.17 / 3.11 0.0 / 76.8 / 95.4 0.6 / 8.5 / 0.6 0.0 / 0.0 / 0.2
45-55 45-55 45-55 5-15 3.0 1.27 / 2.26 / 3.10 0.0 / 73.2 / 96.9 3.1 / 30.1 / 16.6 0.0 / 0.0 / 0.0
45-55 65-75 45-55 5-15 3.0 1.33 / 2.32 / 3.05 0.0 / 70.6 / 95.2 10.5 / 52.1 / 55.1 0.0 / 0.0 / 0.0
45-55 85-95 45-55 5-15 3.0 1.41 / 2.38 / 3.02 0.0 / 69.6 / 93.6 21.1 / 72.6 / 86.1 0.0 / 0.0 / 0.0
45-55 25-35 45-55 25-35 3.0 1.31 / 2.27 / 3.05 0.0 / 55.9 / 94.6 31.8 / 80.6 / 74.1 0.0 / 0.0 / 0.4
45-55 45-55 45-55 25-35 3.0 1.40 / 2.33 / 3.04 0.0 / 47.4 / 94.3 83.0 / 98.8 / 99.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 3.0 1.51 / 2.41 / 3.02 0.0 / 45.5 / 96.0 98.8 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 3.0 1.63 / 2.50 / 3.01 0.0 / 52.2 / 96.6 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 3.0 1.52 / 2.41 / 3.01 0.0 / 39.5 / 95.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.3
45-55 65-75 45-55 45-55 3.0 1.68 / 2.51 / 3.02 0.0 / 44.6 / 95.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 3.0 1.86 / 2.60 / 3.01 0.0 / 54.8 / 95.3 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 3.0 1.90 / 2.63 / 3.02 0.0 / 55.9 / 94.7 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 65-75 3.0 2.17 / 2.75 / 3.01 0.0 / 71.7 / 96.0 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 3.0 2.55 / 2.87 / 3.00 21.8 / 88.1 / 94.9 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
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Supplementary Table 2: Cohort simulation study results. NAIVE / DOSAGE / LC
SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
5-15 5-15 5-15 5-15 1.0 2.13 / 1.01 / 1.33 88.7 / 99.3 / 93.4 0.0 / 0.0 / 0.0 71.6 / 17.9 / 49.5
5-15 25-35 5-15 5-15 1.0 1.39 / 0.94 / 0.99 93.9 / 97.9 / 95.7 0.0 / 0.0 / 0.0 38.8 / 3.4 / 37.4
5-15 45-55 5-15 5-15 1.0 1.17 / 0.93 / 0.86 94.5 / 94.7 / 97.4 0.0 / 0.0 / 0.0 24.1 / 1.2 / 29.5
5-15 65-75 5-15 5-15 1.0 1.07 / 0.99 / 0.91 96.3 / 96.3 / 97.9 0.0 / 0.0 / 0.0 20.7 / 0.5 / 23.1
5-15 85-95 5-15 5-15 1.0 1.10 / 0.96 / 0.90 94.5 / 95.0 / 97.0 0.0 / 0.0 / 0.0 15.7 / 0.1 / 19.1
5-15 25-35 5-15 25-35 1.0 0.95 / 0.90 / 0.86 95.3 / 95.0 / 97.6 0.0 / 0.0 / 0.0 6.3 / 0.4 / 20.1
5-15 45-55 5-15 25-35 1.0 0.97 / 0.95 / 0.89 95.8 / 95.0 / 97.1 0.0 / 0.0 / 0.0 1.1 / 0.0 / 9.3
5-15 65-75 5-15 25-35 1.0 0.95 / 0.97 / 0.93 95.6 / 94.3 / 96.2 0.0 / 0.0 / 0.0 0.3 / 0.1 / 5.1
5-15 85-95 5-15 25-35 1.0 0.96 / 0.97 / 0.93 96.0 / 95.7 / 96.7 0.0 / 0.0 / 0.0 0.1 / 0.0 / 1.2
5-15 45-55 5-15 45-55 1.0 0.96 / 0.97 / 0.94 95.5 / 95.3 / 96.4 0.0 / 0.0 / 0.0 0.1 / 0.0 / 1.6
5-15 65-75 5-15 45-55 1.0 0.97 / 0.99 / 0.96 95.7 / 95.3 / 96.8 0.0 / 0.0 / 0.0 0.1 / 0.1 / 0.7
5-15 85-95 5-15 45-55 1.0 0.99 / 0.99 / 0.98 95.4 / 95.9 / 96.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.3
5-15 65-75 5-15 65-75 1.0 0.98 / 0.98 / 0.96 96.7 / 95.3 / 96.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
5-15 85-95 5-15 65-75 1.0 0.98 / 0.97 / 0.97 95.1 / 95.2 / 96.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
5-15 85-95 5-15 85-95 1.0 0.98 / 0.98 / 0.98 94.3 / 93.9 / 94.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 1.0 1.02 / 0.95 / 1.07 96.8 / 97.6 / 95.7 0.0 / 0.0 / 0.0 7.1 / 3.6 / 28.5
25-35 25-35 5-15 5-15 1.0 1.02 / 1.00 / 0.94 95.9 / 95.9 / 98.6 0.0 / 0.0 / 0.0 4.7 / 0.0 / 18.2
25-35 45-55 5-15 5-15 1.0 0.97 / 0.98 / 0.94 96.5 / 94.4 / 97.7 0.0 / 0.0 / 0.0 2.6 / 0.1 / 13.2
25-35 65-75 5-15 5-15 1.0 0.99 / 1.00 / 0.95 95.4 / 95.9 / 97.4 0.0 / 0.0 / 0.0 2.3 / 0.0 / 7.0
25-35 85-95 5-15 5-15 1.0 1.03 / 0.99 / 0.96 96.6 / 93.9 / 96.4 0.0 / 0.0 / 0.0 2.9 / 0.0 / 4.6
25-35 25-35 5-15 25-35 1.0 0.99 / 0.98 / 0.94 94.6 / 95.7 / 97.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 3.4
25-35 45-55 5-15 25-35 1.0 0.99 / 1.00 / 0.98 95.1 / 94.6 / 96.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.2
25-35 65-75 5-15 25-35 1.0 0.98 / 0.98 / 0.97 94.4 / 95.3 / 96.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.3
25-35 85-95 5-15 25-35 1.0 0.98 / 0.99 / 0.98 95.1 / 94.5 / 95.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.2
25-35 45-55 5-15 45-55 1.0 0.99 / 0.99 / 0.98 94.8 / 95.7 / 96.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 1.0 0.98 / 0.99 / 0.98 94.9 / 96.0 / 96.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 1.0 1.00 / 1.01 / 1.00 95.9 / 95.2 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 1.0 1.00 / 1.00 / 1.00 95.2 / 95.4 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 1.0 0.99 / 0.99 / 0.99 94.9 / 94.4 / 94.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 1.0 1.00 / 1.00 / 1.00 96.7 / 96.6 / 96.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 1.0 1.04 / 0.96 / 0.94 92.6 / 97.1 / 99.3 0.0 / 0.0 / 0.0 7.6 / 3.8 / 26.0
45-55 25-35 5-15 5-15 1.0 1.03 / 1.02 / 1.04 95.6 / 95.7 / 99.5 0.0 / 0.0 / 0.0 1.1 / 0.2 / 15.5
45-55 45-55 5-15 5-15 1.0 1.01 / 1.04 / 1.02 95.4 / 95.5 / 97.5 0.0 / 0.0 / 0.0 1.0 / 0.0 / 8.0
45-55 65-75 5-15 5-15 1.0 0.98 / 0.98 / 0.98 96.1 / 96.1 / 97.5 0.0 / 0.0 / 0.0 1.6 / 0.0 / 5.2
45-55 85-95 5-15 5-15 1.0 1.00 / 1.03 / 1.01 96.2 / 94.4 / 96.1 0.0 / 0.0 / 0.0 1.4 / 0.0 / 4.5
45-55 25-35 5-15 25-35 1.0 1.01 / 1.03 / 1.03 95.1 / 95.7 / 97.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 1.9
45-55 45-55 5-15 25-35 1.0 1.00 / 1.00 / 1.01 94.2 / 95.0 / 96.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
45-55 65-75 5-15 25-35 1.0 1.00 / 1.00 / 1.00 95.6 / 95.2 / 95.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
45-55 85-95 5-15 25-35 1.0 1.01 / 1.02 / 1.01 95.1 / 95.6 / 95.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 1.0 1.01 / 1.01 / 1.01 95.3 / 94.9 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 1.0 1.00 / 1.00 / 1.00 95.9 / 95.2 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 1.0 1.00 / 1.00 / 1.00 94.8 / 95.3 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 1.0 1.00 / 1.00 / 1.00 94.8 / 95.3 / 95.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 1.0 0.99 / 0.99 / 0.99 95.2 / 93.8 / 94.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 1.0 1.00 / 1.00 / 1.00 95.0 / 95.7 / 95.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 1.0 0.99 / 0.96 / 0.96 95.2 / 94.5 / 95.4 0.0 / 0.0 / 0.1 0.1 / 0.1 / 13.9
25-35 25-35 25-35 5-15 1.0 1.00 / 1.02 / 0.98 94.4 / 94.7 / 95.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 4.2
25-35 45-55 25-35 5-15 1.0 1.00 / 1.00 / 0.97 95.7 / 94.8 / 93.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 2.3
25-35 65-75 25-35 5-15 1.0 1.00 / 0.99 / 0.98 95.1 / 94.9 / 92.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 1.8
25-35 85-95 25-35 5-15 1.0 1.00 / 1.00 / 0.99 96.3 / 96.1 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.6
25-35 25-35 25-35 25-35 1.0 0.99 / 0.99 / 0.98 95.2 / 95.5 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 25-35 25-35 1.0 1.00 / 1.01 / 1.00 94.6 / 95.3 / 95.5 0.0 / 0.1 / 0.1 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.6 / 95.9 / 95.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 1.0 1.00 / 1.00 / 1.00 96.1 / 95.1 / 94.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 1.0 1.00 / 1.00 / 1.00 95.0 / 94.5 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
25-35 65-75 25-35 45-55 1.0 1.00 / 1.00 / 1.00 95.1 / 94.3 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 1.0 0.99 / 0.99 / 0.99 95.6 / 95.2 / 95.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 65-75 1.0 1.00 / 1.00 / 1.00 95.2 / 95.0 / 95.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 65-75 1.0 1.00 / 1.00 / 1.00 95.1 / 94.5 / 94.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 1.0 1.00 / 1.00 / 1.00 95.0 / 94.9 / 95.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 1.0 1.00 / 1.00 / 1.01 93.6 / 95.4 / 95.4 0.0 / 0.0 / 0.0 0.0 / 0.4 / 13.5
45-55 25-35 25-35 5-15 1.0 0.99 / 0.99 / 0.99 95.6 / 94.4 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 4.8
45-55 45-55 25-35 5-15 1.0 1.01 / 1.02 / 1.01 95.3 / 96.2 / 94.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 1.9
45-55 65-75 25-35 5-15 1.0 1.00 / 1.00 / 0.99 94.9 / 94.9 / 93.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.9
45-55 85-95 25-35 5-15 1.0 0.99 / 1.00 / 1.00 94.6 / 94.7 / 92.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.5
45-55 25-35 25-35 25-35 1.0 1.00 / 1.00 / 1.00 95.1 / 94.9 / 93.8 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 1.0 1.00 / 0.99 / 0.99 94.3 / 95.0 / 94.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 1.0 1.00 / 1.00 / 1.00 94.9 / 94.4 / 94.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 1.0 1.00 / 1.00 / 1.00 95.3 / 94.4 / 94.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 1.0 1.00 / 1.00 / 1.00 96.2 / 95.5 / 95.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 1.0 1.00 / 1.00 / 1.00 94.5 / 94.6 / 94.4 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 45-55 1.0 1.00 / 1.00 / 1.00 94.7 / 94.0 / 94.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 1.0 1.01 / 1.00 / 1.00 94.0 / 94.6 / 94.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 1.0 1.00 / 1.00 / 1.00 94.1 / 94.0 / 94.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 1.0 1.00 / 1.00 / 1.00 94.1 / 94.0 / 94.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
45-55 5-15 45-55 5-15 1.0 1.01 / 1.07 / 1.04 94.9 / 95.3 / 95.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 21.2
45-55 25-35 45-55 5-15 1.0 1.00 / 1.00 / 1.01 95.3 / 96.0 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 3.9
45-55 45-55 45-55 5-15 1.0 1.01 / 0.99 / 1.00 95.4 / 95.8 / 94.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 2.2
45-55 65-75 45-55 5-15 1.0 1.01 / 1.00 / 1.00 94.1 / 94.7 / 91.9 0.0 / 0.0 / 0.1 0.0 / 0.0 / 1.6
45-55 85-95 45-55 5-15 1.0 1.01 / 1.00 / 1.00 96.0 / 95.7 / 91.9 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.9
45-55 25-35 45-55 25-35 1.0 1.00 / 1.00 / 1.00 94.8 / 95.6 / 95.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.1
45-55 45-55 45-55 25-35 1.0 1.00 / 1.01 / 1.01 95.0 / 94.9 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 1.0 1.00 / 1.00 / 1.00 95.5 / 94.9 / 94.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 1.0 1.00 / 1.00 / 1.00 94.4 / 94.5 / 94.1 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 1.0 1.00 / 1.00 / 1.00 94.8 / 94.2 / 94.3 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 45-55 1.0 1.00 / 1.00 / 1.00 95.8 / 95.2 / 95.2 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 1.0 1.00 / 1.00 / 1.00 93.9 / 94.5 / 94.6 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 1.0 1.00 / 1.00 / 1.00 95.1 / 94.8 / 94.7 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 65-75 1.0 1.00 / 1.00 / 1.00 95.5 / 95.1 / 95.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 1.0 1.00 / 1.00 / 1.00 95.6 / 94.9 / 95.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 1.5 2.14 / 1.20 / 1.61 94.7 / 99.9 / 95.7 0.0 / 0.0 / 0.8 67.5 / 18.9 / 42.2
5-15 25-35 5-15 5-15 1.5 1.42 / 1.44 / 1.37 97.9 / 98.1 / 97.5 0.0 / 0.0 / 0.1 31.4 / 4.1 / 27.0
5-15 45-55 5-15 5-15 1.5 1.33 / 1.55 / 1.42 97.5 / 96.1 / 97.9 0.1 / 0.0 / 0.0 18.7 / 0.4 / 14.3
5-15 65-75 5-15 5-15 1.5 1.33 / 1.54 / 1.42 97.1 / 94.8 / 96.7 0.0 / 0.0 / 0.0 15.5 / 0.8 / 10.9
5-15 85-95 5-15 5-15 1.5 1.30 / 1.52 / 1.40 96.9 / 94.8 / 97.7 0.1 / 0.0 / 0.1 12.6 / 0.2 / 6.9
5-15 25-35 5-15 25-35 1.5 1.12 / 1.46 / 1.32 96.1 / 94.7 / 97.4 0.0 / 0.1 / 0.0 3.5 / 0.1 / 7.6
5-15 45-55 5-15 25-35 1.5 1.21 / 1.53 / 1.42 94.0 / 95.3 / 96.8 0.0 / 0.1 / 0.0 0.3 / 0.0 / 2.1
5-15 65-75 5-15 25-35 1.5 1.22 / 1.49 / 1.42 94.0 / 96.1 / 97.4 0.0 / 0.1 / 0.2 0.4 / 0.0 / 1.1
5-15 85-95 5-15 25-35 1.5 1.26 / 1.50 / 1.44 92.7 / 94.4 / 96.7 0.1 / 0.1 / 0.1 0.1 / 0.0 / 0.4
5-15 45-55 5-15 45-55 1.5 1.23 / 1.49 / 1.44 90.8 / 94.5 / 95.7 0.3 / 0.3 / 0.1 0.0 / 0.0 / 0.2
5-15 65-75 5-15 45-55 1.5 1.28 / 1.49 / 1.46 92.8 / 95.1 / 96.6 0.2 / 0.2 / 0.2 0.0 / 0.0 / 0.3
5-15 85-95 5-15 45-55 1.5 1.32 / 1.49 / 1.46 92.9 / 94.7 / 95.5 0.3 / 0.5 / 0.2 0.0 / 0.0 / 0.2
5-15 65-75 5-15 65-75 1.5 1.32 / 1.49 / 1.46 92.2 / 94.5 / 95.4 0.2 / 0.5 / 0.4 0.0 / 0.0 / 0.0
5-15 85-95 5-15 65-75 1.5 1.38 / 1.49 / 1.47 94.4 / 95.6 / 96.0 0.7 / 0.7 / 1.1 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 1.5 1.44 / 1.49 / 1.49 95.7 / 95.7 / 95.7 1.4 / 1.5 / 1.5 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 1.5 1.10 / 1.56 / 1.47 91.5 / 98.6 / 97.4 0.0 / 0.0 / 0.3 5.3 / 2.9 / 19.6
25-35 25-35 5-15 5-15 1.5 1.13 / 1.56 / 1.44 89.8 / 95.2 / 97.8 0.0 / 0.0 / 0.0 3.4 / 0.2 / 8.2
25-35 45-55 5-15 5-15 1.5 1.18 / 1.60 / 1.46 92.9 / 94.0 / 96.9 0.0 / 0.0 / 0.0 2.2 / 0.1 / 5.5
25-35 65-75 5-15 5-15 1.5 1.21 / 1.60 / 1.48 90.3 / 95.2 / 96.5 0.0 / 0.0 / 0.0 1.4 / 0.0 / 2.0
25-35 85-95 5-15 5-15 1.5 1.28 / 1.61 / 1.47 93.6 / 95.3 / 96.1 0.0 / 0.2 / 0.1 1.9 / 0.0 / 0.6
25-35 25-35 5-15 25-35 1.5 1.19 / 1.61 / 1.54 83.3 / 95.1 / 97.5 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.5
25-35 45-55 5-15 25-35 1.5 1.21 / 1.56 / 1.49 84.5 / 93.3 / 95.4 0.1 / 0.3 / 0.2 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 1.5 1.26 / 1.54 / 1.48 85.0 / 94.3 / 94.7 0.2 / 0.4 / 0.3 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
25-35 85-95 5-15 25-35 1.5 1.29 / 1.55 / 1.50 89.6 / 94.4 / 95.2 0.3 / 0.8 / 0.3 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 1.5 1.25 / 1.55 / 1.50 79.6 / 95.9 / 96.6 0.2 / 0.6 / 0.3 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 1.5 1.30 / 1.54 / 1.50 82.9 / 96.2 / 96.4 0.4 / 1.2 / 1.1 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 1.5 1.34 / 1.52 / 1.49 87.3 / 93.2 / 93.2 1.4 / 3.0 / 3.0 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 1.5 1.34 / 1.53 / 1.51 86.0 / 95.1 / 95.5 1.7 / 2.8 / 2.6 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 1.5 1.40 / 1.52 / 1.50 90.0 / 94.4 / 94.9 5.2 / 6.6 / 7.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 1.5 1.44 / 1.50 / 1.49 93.9 / 95.3 / 95.2 12.9 / 14.0 / 14.1 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 1.5 1.13 / 1.46 / 1.48 89.7 / 96.7 / 97.6 0.0 / 0.0 / 0.0 7.8 / 4.2 / 19.7
45-55 25-35 5-15 5-15 1.5 1.15 / 1.63 / 1.55 90.3 / 95.7 / 98.1 0.0 / 0.0 / 0.0 0.9 / 0.1 / 5.3
45-55 45-55 5-15 5-15 1.5 1.16 / 1.60 / 1.49 90.9 / 95.2 / 96.5 0.0 / 0.0 / 0.0 0.9 / 0.0 / 2.8
45-55 65-75 5-15 5-15 1.5 1.25 / 1.64 / 1.54 91.8 / 94.8 / 95.2 0.0 / 0.1 / 0.0 1.7 / 0.0 / 2.3
45-55 85-95 5-15 5-15 1.5 1.26 / 1.60 / 1.49 91.6 / 95.7 / 95.5 0.0 / 0.2 / 0.0 1.3 / 0.0 / 0.7
45-55 25-35 5-15 25-35 1.5 1.19 / 1.57 / 1.52 79.4 / 94.4 / 95.8 0.0 / 0.1 / 0.0 0.0 / 0.0 / 0.4
45-55 45-55 5-15 25-35 1.5 1.22 / 1.56 / 1.51 77.0 / 94.2 / 95.2 0.2 / 0.3 / 0.2 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 1.5 1.26 / 1.56 / 1.50 82.5 / 93.9 / 95.1 0.2 / 0.8 / 0.2 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 1.5 1.30 / 1.56 / 1.50 86.7 / 94.4 / 95.1 0.0 / 0.9 / 0.6 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 1.5 1.25 / 1.53 / 1.51 73.4 / 94.6 / 95.3 0.2 / 0.7 / 0.2 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 1.5 1.30 / 1.53 / 1.50 78.2 / 94.8 / 95.7 0.5 / 1.1 / 0.7 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 1.5 1.35 / 1.54 / 1.50 86.0 / 94.7 / 94.3 1.8 / 3.0 / 2.3 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 1.5 1.34 / 1.51 / 1.50 84.3 / 95.1 / 95.5 1.9 / 3.1 / 2.7 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 1.5 1.41 / 1.54 / 1.52 91.7 / 95.3 / 95.5 6.3 / 8.5 / 7.9 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 1.5 1.45 / 1.51 / 1.50 94.4 / 95.1 / 94.7 13.5 / 16.4 / 15.8 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 1.5 1.06 / 1.59 / 1.48 44.1 / 94.7 / 94.6 0.0 / 0.0 / 1.1 0.0 / 0.0 / 11.8
25-35 25-35 25-35 5-15 1.5 1.10 / 1.55 / 1.47 40.5 / 93.9 / 93.0 0.0 / 0.0 / 0.2 0.0 / 0.0 / 1.5
25-35 45-55 25-35 5-15 1.5 1.11 / 1.52 / 1.46 33.0 / 94.8 / 94.8 0.0 / 0.1 / 0.2 0.0 / 0.0 / 0.6
25-35 65-75 25-35 5-15 1.5 1.13 / 1.51 / 1.46 34.4 / 94.6 / 94.9 0.3 / 0.3 / 1.0 0.0 / 0.0 / 0.1
25-35 85-95 25-35 5-15 1.5 1.16 / 1.54 / 1.49 38.6 / 93.9 / 94.2 0.1 / 0.5 / 1.5 0.0 / 0.0 / 0.1
25-35 25-35 25-35 25-35 1.5 1.15 / 1.56 / 1.52 39.7 / 94.5 / 94.1 0.1 / 0.5 / 0.5 0.0 / 0.0 / 0.0
25-35 45-55 25-35 25-35 1.5 1.19 / 1.53 / 1.50 43.6 / 96.1 / 95.8 0.1 / 0.4 / 0.9 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 1.5 1.22 / 1.52 / 1.49 49.3 / 94.3 / 94.8 0.8 / 2.3 / 2.4 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 1.5 1.26 / 1.52 / 1.50 58.3 / 93.4 / 94.6 2.6 / 5.8 / 6.8 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 1.5 1.23 / 1.52 / 1.50 46.0 / 94.7 / 95.3 2.0 / 4.2 / 4.2 0.0 / 0.0 / 0.0
25-35 65-75 25-35 45-55 1.5 1.27 / 1.50 / 1.49 56.8 / 94.0 / 93.8 4.0 / 8.5 / 8.6 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 1.5 1.32 / 1.51 / 1.50 68.4 / 94.6 / 94.5 11.7 / 17.2 / 17.7 0.0 / 0.0 / 0.0
25-35 65-75 25-35 65-75 1.5 1.33 / 1.51 / 1.50 71.9 / 95.5 / 95.5 13.7 / 19.6 / 19.8 0.0 / 0.0 / 0.0
25-35 85-95 25-35 65-75 1.5 1.38 / 1.50 / 1.49 83.4 / 94.3 / 94.8 28.9 / 35.0 / 35.2 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 1.5 1.44 / 1.50 / 1.50 93.5 / 96.0 / 96.1 53.6 / 55.8 / 56.5 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 1.5 1.08 / 1.50 / 1.42 69.3 / 95.1 / 93.8 0.0 / 0.0 / 0.2 0.0 / 0.2 / 15.4
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
45-55 25-35 25-35 5-15 1.5 1.09 / 1.52 / 1.49 34.9 / 95.7 / 94.7 0.0 / 0.1 / 0.1 0.0 / 0.0 / 2.6
45-55 45-55 25-35 5-15 1.5 1.11 / 1.51 / 1.48 27.0 / 95.7 / 94.9 0.0 / 0.1 / 0.4 0.0 / 0.0 / 0.7
45-55 65-75 25-35 5-15 1.5 1.14 / 1.55 / 1.50 31.4 / 94.6 / 94.0 0.0 / 0.6 / 1.3 0.0 / 0.0 / 0.3
45-55 85-95 25-35 5-15 1.5 1.16 / 1.54 / 1.50 35.3 / 95.6 / 95.0 0.1 / 0.2 / 1.8 0.0 / 0.0 / 0.0
45-55 25-35 25-35 25-35 1.5 1.15 / 1.52 / 1.51 36.7 / 95.3 / 94.6 0.1 / 0.4 / 0.8 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 1.5 1.18 / 1.49 / 1.48 32.4 / 94.6 / 94.7 0.0 / 1.0 / 1.3 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 1.5 1.22 / 1.52 / 1.51 42.9 / 95.0 / 95.1 1.0 / 2.4 / 3.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 1.5 1.26 / 1.52 / 1.51 52.7 / 94.9 / 94.8 3.2 / 5.8 / 7.1 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 1.5 1.22 / 1.50 / 1.50 38.2 / 95.8 / 95.2 2.1 / 3.2 / 4.2 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 1.5 1.28 / 1.51 / 1.51 53.3 / 94.3 / 95.3 6.0 / 10.8 / 11.9 0.0 / 0.0 / 0.0
45-55 85-95 25-35 45-55 1.5 1.32 / 1.51 / 1.50 67.5 / 95.6 / 95.5 11.4 / 19.0 / 20.4 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 1.5 1.32 / 1.50 / 1.50 67.8 / 95.7 / 96.0 16.4 / 23.2 / 23.9 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 1.5 1.38 / 1.50 / 1.50 82.2 / 94.6 / 94.2 34.2 / 40.6 / 40.8 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 1.5 1.44 / 1.50 / 1.50 92.7 / 95.1 / 95.7 57.9 / 60.7 / 61.5 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 1.5 1.07 / 1.53 / 1.46 80.5 / 95.9 / 94.3 0.0 / 0.0 / 0.2 0.0 / 0.2 / 17.0
45-55 25-35 45-55 5-15 1.5 1.10 / 1.45 / 1.44 66.9 / 93.4 / 91.8 0.0 / 0.2 / 0.4 0.0 / 0.0 / 3.7
45-55 45-55 45-55 5-15 1.5 1.10 / 1.44 / 1.42 58.2 / 94.5 / 93.5 0.1 / 0.1 / 0.4 0.0 / 0.0 / 1.5
45-55 65-75 45-55 5-15 1.5 1.16 / 1.48 / 1.47 66.3 / 94.5 / 94.2 0.1 / 0.1 / 1.2 0.0 / 0.0 / 1.1
45-55 85-95 45-55 5-15 1.5 1.17 / 1.47 / 1.47 68.4 / 94.9 / 94.0 0.0 / 0.2 / 1.3 0.0 / 0.0 / 0.5
45-55 25-35 45-55 25-35 1.5 1.14 / 1.47 / 1.50 29.1 / 95.7 / 95.4 0.2 / 0.4 / 0.6 0.0 / 0.0 / 0.0
45-55 45-55 45-55 25-35 1.5 1.17 / 1.46 / 1.49 28.0 / 95.6 / 96.0 0.1 / 0.5 / 0.8 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 1.5 1.20 / 1.47 / 1.49 35.3 / 94.1 / 94.7 0.9 / 1.5 / 3.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 1.5 1.24 / 1.48 / 1.50 45.7 / 96.2 / 95.7 1.9 / 3.7 / 6.2 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 1.5 1.20 / 1.46 / 1.48 26.5 / 94.2 / 94.7 1.0 / 2.7 / 3.6 0.0 / 0.0 / 0.0
45-55 65-75 45-55 45-55 1.5 1.26 / 1.48 / 1.50 43.7 / 95.4 / 95.5 5.0 / 9.4 / 11.3 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 1.5 1.30 / 1.48 / 1.49 57.1 / 95.0 / 95.0 11.3 / 17.4 / 19.2 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 1.5 1.31 / 1.49 / 1.51 61.7 / 95.0 / 95.5 16.3 / 23.8 / 26.2 0.0 / 0.0 / 0.0
45-55 85-95 45-55 65-75 1.5 1.37 / 1.49 / 1.50 78.6 / 95.5 / 95.8 33.4 / 42.3 / 44.1 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 1.5 1.43 / 1.49 / 1.50 91.9 / 95.3 / 95.5 57.9 / 61.0 / 61.8 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 2.0 2.12 / 1.63 / 1.79 95.3 / 99.7 / 95.4 0.0 / 0.0 / 0.9 61.4 / 17.2 / 34.2
5-15 25-35 5-15 5-15 2.0 1.56 / 2.06 / 1.83 97.3 / 97.1 / 97.5 0.0 / 0.0 / 0.6 26.3 / 5.6 / 17.9
5-15 45-55 5-15 5-15 2.0 1.49 / 2.20 / 1.93 92.7 / 95.1 / 97.4 0.0 / 0.0 / 0.2 15.7 / 1.2 / 9.3
5-15 65-75 5-15 5-15 2.0 1.41 / 2.12 / 1.81 92.2 / 93.7 / 97.2 0.1 / 0.2 / 0.2 12.1 / 0.3 / 6.6
5-15 85-95 5-15 5-15 2.0 1.53 / 2.23 / 1.96 94.4 / 93.4 / 96.9 0.0 / 0.5 / 0.8 8.6 / 0.1 / 2.9
5-15 25-35 5-15 25-35 2.0 1.34 / 2.20 / 1.91 90.8 / 94.3 / 97.8 0.3 / 0.2 / 0.3 1.4 / 0.2 / 2.8
5-15 45-55 5-15 25-35 2.0 1.39 / 2.19 / 1.96 83.2 / 94.6 / 97.4 0.1 / 0.2 / 0.2 0.4 / 0.0 / 1.0
5-15 65-75 5-15 25-35 2.0 1.44 / 2.11 / 1.94 82.8 / 93.4 / 97.1 0.9 / 1.4 / 0.8 0.1 / 0.0 / 0.3
5-15 85-95 5-15 25-35 2.0 1.56 / 2.13 / 1.98 86.9 / 94.4 / 96.1 1.2 / 3.1 / 2.7 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
5-15 45-55 5-15 45-55 2.0 1.48 / 2.13 / 1.97 75.3 / 95.9 / 97.5 0.6 / 2.1 / 2.0 0.0 / 0.0 / 0.1
5-15 65-75 5-15 45-55 2.0 1.58 / 2.12 / 2.00 79.5 / 93.4 / 95.1 3.1 / 6.8 / 5.2 0.0 / 0.0 / 0.1
5-15 85-95 5-15 45-55 2.0 1.68 / 2.09 / 2.01 87.4 / 93.8 / 95.4 8.2 / 13.6 / 11.5 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 2.0 1.66 / 2.06 / 1.98 84.4 / 95.4 / 96.2 7.5 / 10.8 / 9.7 0.0 / 0.0 / 0.0
5-15 85-95 5-15 65-75 2.0 1.78 / 2.05 / 2.00 91.0 / 94.6 / 94.7 17.9 / 22.7 / 21.5 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 2.0 1.90 / 2.02 / 2.01 94.6 / 93.6 / 94.4 35.7 / 38.8 / 38.6 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 2.0 1.17 / 2.12 / 1.95 78.0 / 97.9 / 97.0 0.0 / 0.0 / 0.4 4.1 / 4.8 / 20.7
25-35 25-35 5-15 5-15 2.0 1.27 / 2.32 / 1.97 78.6 / 95.1 / 96.7 0.0 / 0.0 / 0.3 2.2 / 0.5 / 4.0
25-35 45-55 5-15 5-15 2.0 1.33 / 2.28 / 1.99 79.9 / 93.3 / 95.9 0.0 / 0.4 / 0.4 1.2 / 0.2 / 1.5
25-35 65-75 5-15 5-15 2.0 1.44 / 2.37 / 2.01 80.4 / 92.8 / 95.0 0.1 / 1.4 / 1.7 1.5 / 0.0 / 0.2
25-35 85-95 5-15 5-15 2.0 1.49 / 2.38 / 2.04 84.1 / 92.9 / 94.5 0.0 / 2.1 / 3.4 1.2 / 0.0 / 0.7
25-35 25-35 5-15 25-35 2.0 1.32 / 2.20 / 2.02 50.5 / 94.3 / 95.3 0.2 / 1.2 / 1.5 0.0 / 0.0 / 0.2
25-35 45-55 5-15 25-35 2.0 1.41 / 2.18 / 2.01 54.2 / 95.6 / 95.8 0.5 / 3.6 / 2.2 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 2.0 1.49 / 2.17 / 2.01 63.8 / 93.7 / 94.1 2.0 / 9.0 / 7.6 0.0 / 0.0 / 0.0
25-35 85-95 5-15 25-35 2.0 1.58 / 2.16 / 2.00 72.6 / 93.5 / 95.6 5.2 / 16.8 / 14.2 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 2.0 1.47 / 2.09 / 2.00 41.8 / 94.1 / 94.7 5.9 / 15.5 / 12.7 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 2.0 1.58 / 2.09 / 2.01 56.6 / 92.8 / 93.8 18.4 / 33.5 / 29.2 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 2.0 1.68 / 2.10 / 2.01 71.7 / 94.4 / 95.2 32.9 / 52.2 / 49.8 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 2.0 1.66 / 2.07 / 2.02 67.5 / 95.3 / 95.3 41.6 / 52.9 / 50.8 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 2.0 1.77 / 2.03 / 2.00 80.4 / 94.8 / 95.2 57.1 / 66.4 / 65.6 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 2.0 1.87 / 2.00 / 1.99 90.1 / 94.2 / 94.6 84.1 / 85.9 / 85.4 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 2.0 1.23 / 2.15 / 1.99 83.9 / 97.0 / 96.4 0.0 / 0.0 / 0.0 6.1 / 4.4 / 16.6
45-55 25-35 5-15 5-15 2.0 1.30 / 2.35 / 2.02 72.7 / 94.6 / 96.1 0.0 / 0.0 / 0.0 0.7 / 0.0 / 3.7
45-55 45-55 5-15 5-15 2.0 1.33 / 2.34 / 2.03 72.2 / 93.5 / 95.5 0.0 / 0.5 / 0.0 0.9 / 0.2 / 1.3
45-55 65-75 5-15 5-15 2.0 1.41 / 2.37 / 2.03 76.1 / 92.5 / 93.6 0.0 / 1.0 / 2.0 0.7 / 0.0 / 0.3
45-55 85-95 5-15 5-15 2.0 1.49 / 2.35 / 2.01 81.0 / 93.3 / 95.4 0.1 / 1.8 / 2.0 0.5 / 0.0 / 0.1
45-55 25-35 5-15 25-35 2.0 1.32 / 2.15 / 2.05 43.9 / 95.5 / 95.9 0.3 / 0.9 / 0.6 0.0 / 0.0 / 0.1
45-55 45-55 5-15 25-35 2.0 1.39 / 2.12 / 2.00 45.3 / 95.8 / 95.8 0.5 / 3.9 / 2.1 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 2.0 1.52 / 2.20 / 2.04 59.2 / 92.3 / 94.1 3.2 / 11.7 / 9.5 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 2.0 1.60 / 2.18 / 2.02 69.0 / 94.3 / 95.6 6.7 / 21.9 / 19.6 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 2.0 1.45 / 2.07 / 2.03 30.7 / 93.6 / 94.6 6.7 / 17.7 / 13.4 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 2.0 1.55 / 2.06 / 2.01 45.1 / 95.2 / 95.4 19.0 / 37.0 / 34.6 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 2.0 1.68 / 2.09 / 2.02 69.4 / 94.0 / 95.7 41.0 / 59.3 / 58.6 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 2.0 1.64 / 2.02 / 2.00 55.5 / 94.5 / 95.2 47.2 / 57.9 / 55.7 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 2.0 1.77 / 2.04 / 2.01 80.3 / 95.0 / 94.3 71.4 / 78.1 / 76.9 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 2.0 1.88 / 2.01 / 2.01 90.1 / 95.5 / 96.0 92.9 / 94.0 / 93.9 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 2.0 1.11 / 2.03 / 1.88 4.8 / 94.0 / 91.5 0.0 / 0.1 / 2.5 0.3 / 0.4 / 11.4
25-35 25-35 25-35 5-15 2.0 1.17 / 2.07 / 1.99 2.8 / 94.0 / 92.9 0.1 / 0.5 / 3.7 0.0 / 0.0 / 1.7
continued on next page
22
CAPI´TULO 6. APE´NDICE pa´g. 161
Supplementary Table 2 – continued from previous page
SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
25-35 45-55 25-35 5-15 2.0 1.20 / 2.04 / 2.00 1.2 / 95.1 / 94.0 0.3 / 1.7 / 6.3 0.0 / 0.0 / 0.3
25-35 65-75 25-35 5-15 2.0 1.24 / 2.02 / 1.99 2.1 / 95.6 / 94.8 1.0 / 3.0 / 10.2 0.0 / 0.0 / 0.0
25-35 85-95 25-35 5-15 2.0 1.28 / 2.03 / 1.99 3.4 / 96.0 / 96.2 2.5 / 7.3 / 17.5 0.0 / 0.0 / 0.1
25-35 25-35 25-35 25-35 2.0 1.26 / 1.98 / 1.99 3.5 / 95.7 / 95.1 1.6 / 3.5 / 6.7 0.0 / 0.0 / 0.0
25-35 45-55 25-35 25-35 2.0 1.33 / 1.98 / 2.00 2.2 / 94.5 / 94.1 5.5 / 17.6 / 22.5 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 2.0 1.40 / 1.99 / 2.00 5.5 / 94.1 / 95.3 17.3 / 40.0 / 42.7 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 2.0 1.47 / 1.99 / 2.01 10.1 / 95.5 / 95.4 35.2 / 62.6 / 67.7 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 2.0 1.41 / 1.97 / 2.00 4.1 / 94.9 / 94.5 25.0 / 51.0 / 52.4 0.0 / 0.0 / 0.0
25-35 65-75 25-35 45-55 2.0 1.50 / 1.99 / 2.02 9.8 / 96.3 / 96.2 60.5 / 81.4 / 82.8 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 2.0 1.58 / 1.98 / 2.00 23.8 / 94.7 / 95.0 82.0 / 93.8 / 94.6 0.0 / 0.0 / 0.0
25-35 65-75 25-35 65-75 2.0 1.61 / 2.00 / 2.01 25.9 / 95.2 / 94.8 91.0 / 96.1 / 96.6 0.0 / 0.0 / 0.0
25-35 85-95 25-35 65-75 2.0 1.73 / 2.00 / 2.01 54.0 / 94.3 / 94.5 99.1 / 99.8 / 99.9 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 2.0 1.87 / 2.00 / 2.01 83.8 / 94.6 / 94.0 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 2.0 1.11 / 1.87 / 1.87 31.2 / 95.1 / 90.4 0.0 / 0.0 / 1.5 0.0 / 0.4 / 14.1
45-55 25-35 25-35 5-15 2.0 1.15 / 1.91 / 2.00 1.1 / 94.0 / 92.4 0.0 / 0.2 / 3.0 0.0 / 0.0 / 1.9
45-55 45-55 25-35 5-15 2.0 1.20 / 1.98 / 2.01 1.0 / 94.5 / 93.5 0.6 / 1.4 / 6.8 0.0 / 0.0 / 0.1
45-55 65-75 25-35 5-15 2.0 1.24 / 1.98 / 1.99 2.0 / 94.8 / 95.7 0.9 / 2.9 / 12.7 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 2.0 1.28 / 2.00 / 1.99 3.0 / 95.5 / 94.2 2.1 / 5.2 / 22.4 0.0 / 0.0 / 0.1
45-55 25-35 25-35 25-35 2.0 1.25 / 1.91 / 2.03 1.9 / 95.3 / 94.0 1.5 / 4.4 / 7.3 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 2.0 1.30 / 1.91 / 2.00 1.1 / 94.4 / 96.0 5.0 / 15.1 / 21.9 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 2.0 1.38 / 1.94 / 2.01 2.6 / 92.9 / 93.6 14.2 / 35.8 / 45.1 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 2.0 1.45 / 1.96 / 1.99 9.0 / 94.0 / 94.7 32.4 / 53.2 / 63.8 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 2.0 1.38 / 1.91 / 2.02 2.2 / 92.5 / 95.3 23.2 / 45.1 / 52.2 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 2.0 1.47 / 1.92 / 2.00 5.3 / 93.8 / 95.1 52.5 / 73.2 / 79.9 0.0 / 0.0 / 0.1
45-55 85-95 25-35 45-55 2.0 1.57 / 1.95 / 1.99 18.1 / 94.8 / 95.7 82.3 / 91.2 / 93.5 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 2.0 1.57 / 1.92 / 1.99 15.0 / 93.2 / 94.7 88.3 / 94.9 / 96.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 2.0 1.71 / 1.97 / 2.00 51.5 / 94.3 / 94.0 98.2 / 99.3 / 99.4 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 2.0 1.85 / 1.97 / 2.00 81.4 / 94.2 / 94.7 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 2.0 1.11 / 1.69 / 1.84 58.1 / 95.6 / 94.3 0.0 / 0.0 / 0.7 0.0 / 0.1 / 16.1
45-55 25-35 45-55 5-15 2.0 1.14 / 1.71 / 1.84 24.0 / 93.2 / 94.8 0.0 / 0.1 / 1.0 0.0 / 0.0 / 6.9
45-55 45-55 45-55 5-15 2.0 1.18 / 1.72 / 1.91 18.1 / 93.4 / 94.3 0.0 / 0.2 / 3.7 0.0 / 0.0 / 3.0
45-55 65-75 45-55 5-15 2.0 1.23 / 1.77 / 1.93 24.4 / 93.1 / 94.4 0.2 / 0.9 / 11.0 0.0 / 0.0 / 0.2
45-55 85-95 45-55 5-15 2.0 1.27 / 1.79 / 1.93 29.3 / 92.5 / 94.6 0.3 / 2.7 / 17.9 0.0 / 0.0 / 0.3
45-55 25-35 45-55 25-35 2.0 1.19 / 1.72 / 1.97 0.7 / 91.4 / 94.2 0.5 / 1.4 / 7.5 0.0 / 0.0 / 0.1
45-55 45-55 45-55 25-35 2.0 1.26 / 1.77 / 1.98 0.4 / 89.7 / 95.0 2.1 / 7.1 / 16.4 0.0 / 0.0 / 0.1
45-55 65-75 45-55 25-35 2.0 1.32 / 1.79 / 1.99 0.9 / 89.7 / 95.4 7.4 / 18.5 / 32.8 0.0 / 0.0 / 0.1
45-55 85-95 45-55 25-35 2.0 1.40 / 1.86 / 2.02 4.6 / 92.1 / 94.5 20.5 / 40.0 / 56.4 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 2.0 1.33 / 1.81 / 2.00 0.1 / 90.5 / 94.8 13.1 / 27.3 / 39.7 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
45-55 65-75 45-55 45-55 2.0 1.42 / 1.85 / 2.00 2.8 / 89.9 / 94.3 39.0 / 58.9 / 69.4 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 2.0 1.51 / 1.88 / 2.00 10.4 / 91.3 / 96.0 64.5 / 79.5 / 85.7 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 2.0 1.54 / 1.88 / 2.00 12.8 / 89.7 / 93.9 76.5 / 86.7 / 90.2 0.0 / 0.0 / 0.1
45-55 85-95 45-55 65-75 2.0 1.67 / 1.92 / 2.01 41.7 / 92.4 / 94.1 94.3 / 97.0 / 97.8 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 2.0 1.83 / 1.96 / 2.01 81.0 / 93.4 / 95.1 99.7 / 99.9 / 99.8 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 2.5 2.18 / 2.10 / 2.40 97.5 / 99.3 / 93.6 0.2 / 0.0 / 1.1 59.1 / 21.1 / 33.2
5-15 25-35 5-15 5-15 2.5 1.67 / 2.95 / 2.42 94.1 / 98.3 / 95.0 0.0 / 0.1 / 2.0 23.7 / 5.9 / 13.7
5-15 45-55 5-15 5-15 2.5 1.55 / 2.81 / 2.33 87.4 / 94.6 / 96.6 0.1 / 0.3 / 1.4 10.7 / 2.9 / 6.6
5-15 65-75 5-15 5-15 2.5 1.69 / 2.91 / 2.44 88.3 / 93.0 / 95.1 0.0 / 0.8 / 1.6 11.2 / 1.7 / 4.8
5-15 85-95 5-15 5-15 2.5 1.66 / 2.87 / 2.42 86.8 / 94.0 / 96.7 0.0 / 1.5 / 2.2 5.8 / 0.5 / 2.1
5-15 25-35 5-15 25-35 2.5 1.54 / 3.04 / 2.52 78.9 / 93.5 / 96.1 0.5 / 1.2 / 1.3 1.2 / 0.7 / 1.6
5-15 45-55 5-15 25-35 2.5 1.59 / 2.87 / 2.50 70.7 / 93.0 / 95.8 1.5 / 5.1 / 3.6 0.3 / 0.1 / 0.4
5-15 65-75 5-15 25-35 2.5 1.68 / 2.73 / 2.45 70.9 / 93.8 / 96.4 2.8 / 7.9 / 6.0 0.0 / 0.0 / 0.0
5-15 85-95 5-15 25-35 2.5 1.82 / 2.74 / 2.50 75.9 / 93.2 / 94.9 6.2 / 16.4 / 13.8 0.0 / 0.0 / 0.0
5-15 45-55 5-15 45-55 2.5 1.70 / 2.71 / 2.48 58.7 / 94.1 / 96.0 6.5 / 15.1 / 11.4 0.0 / 0.0 / 0.0
5-15 65-75 5-15 45-55 2.5 1.83 / 2.67 / 2.49 65.3 / 93.7 / 95.7 13.2 / 25.3 / 21.9 0.0 / 0.0 / 0.1
5-15 85-95 5-15 45-55 2.5 1.98 / 2.66 / 2.54 74.1 / 94.9 / 95.7 28.9 / 44.7 / 42.0 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 2.5 1.99 / 2.63 / 2.51 73.2 / 93.8 / 95.3 30.6 / 39.3 / 38.0 0.0 / 0.0 / 0.1
5-15 85-95 5-15 65-75 2.5 2.13 / 2.56 / 2.49 85.0 / 94.6 / 94.8 51.3 / 57.6 / 57.6 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 2.5 2.35 / 2.55 / 2.53 92.8 / 94.5 / 95.0 78.5 / 79.8 / 80.4 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 2.5 1.24 / 2.80 / 2.41 64.1 / 97.1 / 97.0 0.0 / 0.0 / 1.2 3.7 / 6.9 / 15.7
25-35 25-35 5-15 5-15 2.5 1.36 / 2.97 / 2.43 61.9 / 95.0 / 95.8 0.0 / 0.3 / 1.2 2.2 / 0.3 / 3.9
25-35 45-55 5-15 5-15 2.5 1.47 / 3.07 / 2.51 62.7 / 94.1 / 96.9 0.5 / 2.2 / 2.6 1.4 / 0.2 / 0.6
25-35 65-75 5-15 5-15 2.5 1.56 / 3.05 / 2.49 65.4 / 92.6 / 94.4 0.5 / 5.9 / 8.0 1.2 / 0.0 / 0.5
25-35 85-95 5-15 5-15 2.5 1.67 / 2.97 / 2.49 70.4 / 92.5 / 94.5 0.8 / 9.7 / 13.3 1.1 / 0.1 / 0.2
25-35 25-35 5-15 25-35 2.5 1.43 / 2.75 / 2.49 24.4 / 94.7 / 96.2 0.8 / 4.7 / 6.1 0.0 / 0.0 / 0.1
25-35 45-55 5-15 25-35 2.5 1.55 / 2.72 / 2.54 26.3 / 94.8 / 95.7 3.5 / 16.2 / 16.2 0.0 / 0.0 / 0.0
25-35 65-75 5-15 25-35 2.5 1.66 / 2.71 / 2.49 36.0 / 92.7 / 95.2 11.0 / 34.4 / 30.3 0.0 / 0.0 / 0.0
25-35 85-95 5-15 25-35 2.5 1.81 / 2.73 / 2.52 47.6 / 92.7 / 95.6 25.7 / 57.9 / 55.8 0.0 / 0.0 / 0.0
25-35 45-55 5-15 45-55 2.5 1.63 / 2.55 / 2.50 14.8 / 94.9 / 95.7 24.4 / 50.1 / 47.7 0.0 / 0.0 / 0.0
25-35 65-75 5-15 45-55 2.5 1.78 / 2.58 / 2.53 25.8 / 94.1 / 93.8 54.1 / 78.1 / 75.4 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 2.5 1.93 / 2.56 / 2.50 43.4 / 93.6 / 95.1 74.1 / 88.6 / 87.5 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 2.5 1.91 / 2.52 / 2.50 37.4 / 95.3 / 96.0 82.5 / 90.7 / 89.6 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 2.5 2.09 / 2.51 / 2.49 63.1 / 95.5 / 95.9 95.0 / 97.7 / 97.5 0.0 / 0.0 / 0.0
25-35 85-95 5-15 85-95 2.5 2.30 / 2.50 / 2.52 85.6 / 95.0 / 95.6 99.6 / 99.6 / 99.6 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 2.5 1.22 / 2.43 / 2.18 73.0 / 97.5 / 96.1 0.0 / 0.0 / 0.1 6.6 / 4.8 / 15.4
45-55 25-35 5-15 5-15 2.5 1.37 / 2.89 / 2.52 53.9 / 93.0 / 96.2 0.1 / 0.5 / 0.5 0.6 / 0.4 / 3.8
45-55 45-55 5-15 5-15 2.5 1.44 / 2.91 / 2.51 54.4 / 92.8 / 95.0 0.0 / 2.1 / 3.6 0.6 / 0.1 / 0.8
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
45-55 65-75 5-15 5-15 2.5 1.56 / 2.96 / 2.51 59.8 / 93.0 / 94.7 0.3 / 5.3 / 10.0 0.4 / 0.0 / 0.1
45-55 85-95 5-15 5-15 2.5 1.66 / 2.98 / 2.49 68.0 / 92.1 / 95.3 0.1 / 10.8 / 20.9 0.5 / 0.0 / 0.1
45-55 25-35 5-15 25-35 2.5 1.40 / 2.55 / 2.50 15.4 / 95.6 / 96.6 0.6 / 4.1 / 6.7 0.0 / 0.0 / 0.1
45-55 45-55 5-15 25-35 2.5 1.51 / 2.58 / 2.50 17.6 / 94.0 / 94.4 3.5 / 18.2 / 18.9 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 2.5 1.63 / 2.61 / 2.50 25.4 / 92.6 / 93.2 12.0 / 40.1 / 41.7 0.0 / 0.0 / 0.0
45-55 85-95 5-15 25-35 2.5 1.78 / 2.68 / 2.52 41.9 / 93.2 / 94.9 24.1 / 62.3 / 65.8 0.0 / 0.0 / 0.0
45-55 45-55 5-15 45-55 2.5 1.58 / 2.44 / 2.53 8.2 / 93.9 / 94.4 25.6 / 54.4 / 55.1 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 2.5 1.75 / 2.48 / 2.51 20.1 / 93.7 / 94.4 59.5 / 81.8 / 83.4 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 2.5 1.90 / 2.51 / 2.50 36.8 / 95.1 / 95.6 81.6 / 93.8 / 94.8 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 2.5 1.88 / 2.45 / 2.52 27.9 / 93.9 / 95.6 88.4 / 94.3 / 94.2 0.0 / 0.0 / 0.0
45-55 85-95 5-15 65-75 2.5 2.07 / 2.48 / 2.49 55.3 / 94.7 / 95.4 97.7 / 98.9 / 98.9 0.0 / 0.0 / 0.1
45-55 85-95 5-15 85-95 2.5 2.27 / 2.47 / 2.51 79.6 / 94.3 / 94.8 99.9 / 99.9 / 99.9 0.0 / 0.0 / 0.1
25-35 5-15 25-35 5-15 2.5 1.12 / 2.26 / 2.36 0.4 / 95.7 / 93.2 0.1 / 0.0 / 7.4 0.0 / 0.2 / 10.2
25-35 25-35 25-35 5-15 2.5 1.20 / 2.28 / 2.47 0.0 / 94.6 / 93.6 0.4 / 0.6 / 14.1 0.0 / 0.0 / 1.8
25-35 45-55 25-35 5-15 2.5 1.24 / 2.30 / 2.52 0.0 / 93.0 / 94.0 0.9 / 3.9 / 23.8 0.0 / 0.0 / 0.6
25-35 65-75 25-35 5-15 2.5 1.30 / 2.33 / 2.51 0.0 / 94.0 / 94.2 2.2 / 10.6 / 35.2 0.0 / 0.0 / 0.1
25-35 85-95 25-35 5-15 2.5 1.36 / 2.35 / 2.51 0.0 / 92.6 / 94.7 6.7 / 22.5 / 56.3 0.0 / 0.0 / 0.0
25-35 25-35 25-35 25-35 2.5 1.33 / 2.26 / 2.53 0.1 / 92.6 / 94.2 4.0 / 13.7 / 34.2 0.0 / 0.0 / 0.1
25-35 45-55 25-35 25-35 2.5 1.40 / 2.25 / 2.54 0.0 / 90.6 / 94.2 16.1 / 45.9 / 61.9 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 2.5 1.50 / 2.29 / 2.51 0.0 / 90.4 / 95.4 43.6 / 73.3 / 83.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 2.5 1.59 / 2.32 / 2.51 0.6 / 90.2 / 94.3 69.5 / 90.6 / 95.4 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 2.5 1.51 / 2.25 / 2.51 0.0 / 87.9 / 93.7 56.0 / 84.3 / 87.8 0.0 / 0.0 / 0.0
25-35 65-75 25-35 45-55 2.5 1.64 / 2.30 / 2.52 0.1 / 89.4 / 94.9 91.8 / 97.7 / 98.6 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 2.5 1.78 / 2.36 / 2.53 1.7 / 91.9 / 94.6 99.1 / 99.8 / 100.0 0.0 / 0.0 / 0.1
25-35 65-75 25-35 65-75 2.5 1.80 / 2.36 / 2.53 2.6 / 89.8 / 95.1 99.5 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 65-75 2.5 1.99 / 2.41 / 2.53 19.3 / 92.5 / 95.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 2.5 2.24 / 2.45 / 2.51 69.9 / 93.5 / 94.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.1
45-55 5-15 25-35 5-15 2.5 1.12 / 1.99 / 2.34 11.7 / 94.8 / 90.9 0.0 / 0.1 / 5.6 0.0 / 0.2 / 14.5
45-55 25-35 25-35 5-15 2.5 1.17 / 2.09 / 2.51 0.0 / 91.8 / 92.2 0.1 / 0.6 / 9.3 0.0 / 0.0 / 1.5
45-55 45-55 25-35 5-15 2.5 1.22 / 2.15 / 2.53 0.0 / 92.4 / 92.8 0.7 / 2.6 / 21.9 0.0 / 0.0 / 0.2
45-55 65-75 25-35 5-15 2.5 1.27 / 2.18 / 2.52 0.0 / 90.9 / 94.5 1.0 / 6.5 / 37.7 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 2.5 1.34 / 2.26 / 2.49 0.1 / 92.7 / 93.5 4.0 / 13.7 / 55.4 0.0 / 0.0 / 0.0
45-55 25-35 25-35 25-35 2.5 1.27 / 2.03 / 2.53 0.0 / 86.0 / 92.7 1.1 / 6.6 / 26.2 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 2.5 1.35 / 2.10 / 2.50 0.0 / 84.3 / 93.6 9.9 / 29.3 / 52.9 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 2.5 1.45 / 2.18 / 2.51 0.0 / 86.1 / 93.8 30.1 / 59.2 / 80.7 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 2.5 1.57 / 2.25 / 2.51 0.9 / 86.9 / 94.3 56.8 / 83.3 / 94.8 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 2.5 1.45 / 2.14 / 2.52 0.0 / 79.8 / 94.5 45.7 / 72.4 / 84.8 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 2.5 1.59 / 2.19 / 2.50 0.1 / 79.4 / 94.3 81.6 / 94.7 / 97.9 0.0 / 0.0 / 0.0
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
45-55 85-95 25-35 45-55 2.5 1.74 / 2.27 / 2.50 1.3 / 86.1 / 95.7 97.3 / 99.7 / 99.8 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 2.5 1.75 / 2.27 / 2.51 1.2 / 83.8 / 94.6 98.7 / 99.7 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 2.5 1.97 / 2.36 / 2.52 17.4 / 90.7 / 95.8 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 2.5 2.21 / 2.42 / 2.51 66.2 / 94.4 / 95.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 2.5 1.11 / 1.58 / 2.09 42.0 / 91.9 / 95.6 0.0 / 0.0 / 1.6 0.0 / 0.3 / 19.0
45-55 25-35 45-55 5-15 2.5 1.15 / 1.76 / 2.29 6.5 / 87.1 / 95.5 0.0 / 0.2 / 4.3 0.0 / 0.0 / 8.2
45-55 45-55 45-55 5-15 2.5 1.20 / 1.84 / 2.38 4.8 / 85.2 / 92.3 0.0 / 0.3 / 12.2 0.0 / 0.0 / 4.3
45-55 65-75 45-55 5-15 2.5 1.27 / 1.92 / 2.38 7.0 / 84.6 / 93.4 0.4 / 1.8 / 23.7 0.0 / 0.0 / 0.8
45-55 85-95 45-55 5-15 2.5 1.33 / 1.99 / 2.43 9.4 / 87.3 / 94.6 0.4 / 3.9 / 35.4 0.0 / 0.0 / 0.0
45-55 25-35 45-55 25-35 2.5 1.22 / 1.83 / 2.49 0.0 / 75.4 / 94.2 0.4 / 2.4 / 18.9 0.0 / 0.0 / 0.2
45-55 45-55 45-55 25-35 2.5 1.28 / 1.88 / 2.48 0.0 / 70.0 / 95.2 2.4 / 9.8 / 35.8 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 2.5 1.37 / 1.97 / 2.49 0.0 / 71.9 / 95.4 12.5 / 32.2 / 61.4 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 2.5 1.48 / 2.07 / 2.49 0.1 / 78.7 / 95.9 28.3 / 55.4 / 81.1 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 2.5 1.38 / 1.97 / 2.50 0.0 / 66.3 / 95.0 21.4 / 42.7 / 68.9 0.0 / 0.0 / 0.0
45-55 65-75 45-55 45-55 2.5 1.51 / 2.07 / 2.50 0.1 / 72.1 / 94.8 56.7 / 78.8 / 91.1 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 2.5 1.65 / 2.16 / 2.51 0.5 / 79.1 / 94.3 85.2 / 93.6 / 97.2 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 2.5 1.68 / 2.16 / 2.51 0.9 / 76.1 / 95.5 91.5 / 97.6 / 99.2 0.0 / 0.0 / 0.0
45-55 85-95 45-55 65-75 2.5 1.89 / 2.26 / 2.51 13.1 / 83.9 / 95.7 99.4 / 99.9 / 99.9 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 2.5 2.17 / 2.38 / 2.51 62.0 / 91.7 / 93.1 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
5-15 5-15 5-15 5-15 3.0 2.38 / 2.60 / 2.71 95.9 / 99.3 / 93.1 0.0 / 0.0 / 2.3 58.3 / 23.7 / 27.8
5-15 25-35 5-15 5-15 3.0 1.80 / 3.42 / 2.85 88.7 / 97.3 / 95.1 0.4 / 0.1 / 2.8 21.0 / 11.0 / 13.4
5-15 45-55 5-15 5-15 3.0 1.69 / 3.65 / 2.86 79.5 / 94.3 / 94.4 0.1 / 1.1 / 3.4 11.8 / 3.1 / 5.1
5-15 65-75 5-15 5-15 3.0 1.75 / 3.61 / 2.88 79.1 / 93.4 / 95.3 0.1 / 2.9 / 2.8 8.6 / 1.3 / 3.1
5-15 85-95 5-15 5-15 3.0 1.84 / 3.58 / 2.98 79.0 / 93.2 / 95.4 1.0 / 4.8 / 5.3 5.1 / 0.3 / 1.5
5-15 25-35 5-15 25-35 3.0 1.64 / 3.87 / 3.07 69.6 / 92.5 / 95.2 0.6 / 3.1 / 4.2 1.4 / 1.2 / 2.5
5-15 45-55 5-15 25-35 3.0 1.78 / 3.57 / 3.05 56.3 / 92.3 / 94.2 3.0 / 12.5 / 9.7 0.1 / 0.2 / 0.3
5-15 65-75 5-15 25-35 3.0 1.87 / 3.38 / 3.00 56.2 / 93.3 / 94.9 6.8 / 21.0 / 18.8 0.0 / 0.0 / 0.2
5-15 85-95 5-15 25-35 3.0 2.01 / 3.29 / 2.98 59.1 / 91.7 / 94.1 15.0 / 34.4 / 31.2 0.0 / 0.0 / 0.0
5-15 45-55 5-15 45-55 3.0 1.92 / 3.33 / 3.00 43.7 / 92.6 / 95.4 13.7 / 32.3 / 31.6 0.0 / 0.0 / 0.1
5-15 65-75 5-15 45-55 3.0 2.06 / 3.26 / 3.03 52.4 / 93.4 / 95.4 31.6 / 48.1 / 45.4 0.0 / 0.0 / 0.0
5-15 85-95 5-15 45-55 3.0 2.23 / 3.14 / 3.02 58.0 / 94.0 / 95.9 52.7 / 71.1 / 71.2 0.0 / 0.0 / 0.0
5-15 65-75 5-15 65-75 3.0 2.26 / 3.15 / 3.01 62.5 / 93.5 / 95.2 54.8 / 65.7 / 65.6 0.0 / 0.0 / 0.3
5-15 85-95 5-15 65-75 3.0 2.47 / 3.08 / 3.01 74.9 / 94.1 / 95.2 78.5 / 84.5 / 84.5 0.0 / 0.0 / 0.0
5-15 85-95 5-15 85-95 3.0 2.76 / 3.05 / 3.04 88.7 / 94.8 / 95.7 94.0 / 94.5 / 94.7 0.0 / 0.0 / 0.0
25-35 5-15 5-15 5-15 3.0 1.24 / 2.94 / 2.59 45.5 / 97.7 / 94.5 0.0 / 0.0 / 3.0 2.3 / 8.6 / 13.5
25-35 25-35 5-15 5-15 3.0 1.41 / 3.56 / 2.91 43.1 / 94.5 / 93.9 0.0 / 1.1 / 3.8 1.8 / 1.4 / 3.2
25-35 45-55 5-15 5-15 3.0 1.55 / 3.56 / 2.97 47.3 / 93.3 / 95.1 0.0 / 4.4 / 8.0 0.5 / 0.4 / 0.4
25-35 65-75 5-15 5-15 3.0 1.66 / 3.57 / 2.96 50.3 / 92.6 / 94.9 1.2 / 10.9 / 17.2 0.5 / 0.4 / 0.1
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SNP1 SNP2
MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
25-35 85-95 5-15 5-15 3.0 1.81 / 3.57 / 2.95 56.0 / 91.5 / 95.9 1.0 / 20.1 / 31.9 0.8 / 0.0 / 0.0
25-35 25-35 5-15 25-35 3.0 1.49 / 3.10 / 2.90 10.1 / 94.3 / 95.7 1.1 / 11.0 / 12.6 0.0 / 0.0 / 0.4
25-35 45-55 5-15 25-35 3.0 1.66 / 3.15 / 3.01 13.0 / 93.0 / 95.9 10.2 / 37.7 / 42.4 0.0 / 0.0 / 0.1
25-35 65-75 5-15 25-35 3.0 1.79 / 3.17 / 3.00 19.1 / 92.3 / 96.3 22.5 / 63.1 / 64.7 0.0 / 0.0 / 0.0
25-35 85-95 5-15 25-35 3.0 1.97 / 3.17 / 3.00 29.4 / 92.2 / 95.0 42.9 / 83.8 / 85.2 0.0 / 0.0 / 0.1
25-35 45-55 5-15 45-55 3.0 1.73 / 2.86 / 2.94 3.9 / 92.3 / 96.2 46.0 / 74.1 / 75.1 0.0 / 0.0 / 0.1
25-35 65-75 5-15 45-55 3.0 1.94 / 2.94 / 2.98 9.8 / 93.4 / 96.4 78.9 / 94.5 / 94.0 0.0 / 0.0 / 0.0
25-35 85-95 5-15 45-55 3.0 2.12 / 2.96 / 3.00 22.2 / 93.1 / 95.8 93.2 / 99.3 / 98.9 0.0 / 0.0 / 0.0
25-35 65-75 5-15 65-75 3.0 2.12 / 2.92 / 3.01 20.1 / 90.6 / 93.6 95.9 / 98.5 / 98.4 0.0 / 0.0 / 0.0
25-35 85-95 5-15 65-75 3.0 2.37 / 2.95 / 3.00 41.0 / 92.6 / 96.3 99.6 / 99.7 / 99.6 0.0 / 0.0 / 0.1
25-35 85-95 5-15 85-95 3.0 2.66 / 2.95 / 3.02 73.6 / 93.6 / 95.5 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 5-15 5-15 3.0 1.29 / 2.77 / 2.52 63.3 / 97.6 / 95.1 0.0 / 0.0 / 0.3 5.9 / 4.9 / 10.0
45-55 25-35 5-15 5-15 3.0 1.40 / 3.25 / 2.88 38.0 / 93.3 / 95.8 0.0 / 0.6 / 2.6 0.3 / 1.1 / 1.1
45-55 45-55 5-15 5-15 3.0 1.50 / 3.40 / 2.96 40.3 / 92.7 / 95.4 0.1 / 5.1 / 12.5 0.4 / 0.3 / 0.5
45-55 65-75 5-15 5-15 3.0 1.59 / 3.29 / 2.88 41.5 / 94.3 / 94.3 0.2 / 8.5 / 24.0 0.3 / 0.0 / 0.3
45-55 85-95 5-15 5-15 3.0 1.77 / 3.51 / 2.98 52.7 / 92.5 / 94.5 0.9 / 20.6 / 46.0 0.0 / 0.1 / 0.0
45-55 25-35 5-15 25-35 3.0 1.44 / 2.81 / 2.93 4.6 / 92.6 / 95.6 0.9 / 9.0 / 19.1 0.0 / 0.0 / 0.1
45-55 45-55 5-15 25-35 3.0 1.56 / 2.86 / 2.95 4.1 / 91.1 / 96.1 6.4 / 33.7 / 48.1 0.0 / 0.0 / 0.0
45-55 65-75 5-15 25-35 3.0 1.73 / 2.94 / 2.97 10.2 / 92.3 / 94.8 20.2 / 64.5 / 75.9 0.0 / 0.0 / 0.1
45-55 85-95 5-15 25-35 3.0 1.89 / 3.02 / 2.99 19.6 / 92.1 / 96.8 38.8 / 86.3 / 92.5 0.0 / 0.0 / 0.1
45-55 45-55 5-15 45-55 3.0 1.66 / 2.69 / 2.98 1.6 / 88.4 / 95.2 43.9 / 76.0 / 85.4 0.0 / 0.0 / 0.0
45-55 65-75 5-15 45-55 3.0 1.86 / 2.78 / 3.01 5.1 / 88.5 / 95.4 80.7 / 95.9 / 97.8 0.0 / 0.0 / 0.0
45-55 85-95 5-15 45-55 3.0 2.07 / 2.82 / 2.98 16.4 / 90.9 / 94.3 95.5 / 99.1 / 99.6 0.0 / 0.0 / 0.0
45-55 65-75 5-15 65-75 3.0 2.03 / 2.76 / 2.99 9.9 / 87.6 / 93.9 97.3 / 99.3 / 99.7 0.0 / 0.0 / 0.2
45-55 85-95 5-15 65-75 3.0 2.32 / 2.88 / 3.00 33.5 / 92.6 / 94.2 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 5-15 85-95 3.0 2.59 / 2.89 / 3.00 62.7 / 92.1 / 95.0 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 5-15 25-35 5-15 3.0 1.13 / 2.41 / 2.70 0.1 / 95.2 / 97.0 0.0 / 0.1 / 13.5 0.0 / 0.1 / 3.3
25-35 25-35 25-35 5-15 3.0 1.20 / 2.34 / 2.89 0.0 / 88.7 / 95.8 0.2 / 1.0 / 30.6 0.0 / 0.0 / 0.3
25-35 45-55 25-35 5-15 3.0 1.25 / 2.34 / 2.96 0.0 / 85.4 / 95.5 0.8 / 6.0 / 49.8 0.0 / 0.0 / 0.3
25-35 65-75 25-35 5-15 3.0 1.31 / 2.41 / 2.95 0.0 / 85.8 / 95.4 3.7 / 15.5 / 66.3 0.0 / 0.0 / 0.0
25-35 85-95 25-35 5-15 3.0 1.37 / 2.44 / 2.97 0.0 / 82.9 / 95.5 8.1 / 26.3 / 82.1 0.0 / 0.0 / 0.0
25-35 25-35 25-35 25-35 3.0 1.34 / 2.31 / 2.97 0.0 / 78.6 / 95.5 4.8 / 18.7 / 59.3 0.0 / 0.0 / 0.0
25-35 45-55 25-35 25-35 3.0 1.44 / 2.34 / 3.00 0.0 / 73.7 / 95.9 23.6 / 52.7 / 84.7 0.0 / 0.0 / 0.0
25-35 65-75 25-35 25-35 3.0 1.54 / 2.42 / 3.02 0.0 / 71.3 / 96.1 55.3 / 84.4 / 95.7 0.0 / 0.0 / 0.0
25-35 85-95 25-35 25-35 3.0 1.65 / 2.45 / 3.00 0.0 / 69.1 / 94.9 81.2 / 95.9 / 99.1 0.0 / 0.0 / 0.0
25-35 45-55 25-35 45-55 3.0 1.55 / 2.36 / 2.99 0.0 / 61.2 / 96.0 69.0 / 91.8 / 98.0 0.0 / 0.0 / 0.0
25-35 65-75 25-35 45-55 3.0 1.70 / 2.46 / 3.02 0.0 / 61.7 / 93.3 95.6 / 99.4 / 99.7 0.0 / 0.0 / 0.0
25-35 85-95 25-35 45-55 3.0 1.87 / 2.54 / 3.02 0.1 / 66.5 / 93.6 99.8 / 100.0 / 100.0 0.0 / 0.0 / 0.0
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MAF(%) R2(%) MAF(%) R2(%) HR Expected HR Coverage (%) Power(%) Failure rate (%)
25-35 65-75 25-35 65-75 3.0 1.90 / 2.56 / 3.00 0.0 / 66.5 / 94.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.1
25-35 85-95 25-35 65-75 3.0 2.16 / 2.68 / 3.01 2.4 / 76.2 / 97.0 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
25-35 85-95 25-35 85-95 3.0 2.53 / 2.83 / 3.01 43.7 / 89.6 / 95.2 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 25-35 5-15 3.0 1.13 / 1.98 / 2.84 4.0 / 90.1 / 93.2 0.0 / 0.0 / 13.8 0.0 / 0.3 / 10.1
45-55 25-35 25-35 5-15 3.0 1.17 / 2.07 / 3.07 0.0 / 83.1 / 93.1 0.1 / 0.7 / 25.9 0.0 / 0.0 / 2.0
45-55 45-55 25-35 5-15 3.0 1.22 / 2.14 / 3.05 0.0 / 79.7 / 91.9 0.7 / 2.0 / 41.0 0.0 / 0.0 / 0.1
45-55 65-75 25-35 5-15 3.0 1.28 / 2.22 / 3.01 0.0 / 80.6 / 94.8 1.7 / 7.0 / 59.5 0.0 / 0.0 / 0.0
45-55 85-95 25-35 5-15 3.0 1.36 / 2.39 / 3.07 0.0 / 84.5 / 94.7 4.2 / 15.5 / 82.7 0.0 / 0.0 / 0.1
45-55 25-35 25-35 25-35 3.0 1.27 / 2.05 / 3.05 0.0 / 64.4 / 92.4 1.3 / 7.5 / 53.0 0.0 / 0.0 / 0.0
45-55 45-55 25-35 25-35 3.0 1.37 / 2.16 / 3.06 0.0 / 58.0 / 93.9 11.3 / 31.4 / 75.9 0.0 / 0.0 / 0.0
45-55 65-75 25-35 25-35 3.0 1.48 / 2.27 / 3.06 0.0 / 61.0 / 93.7 34.5 / 66.9 / 93.8 0.0 / 0.0 / 0.0
45-55 85-95 25-35 25-35 3.0 1.61 / 2.36 / 3.02 0.0 / 64.6 / 92.4 62.9 / 86.0 / 98.2 0.0 / 0.0 / 0.0
45-55 45-55 25-35 45-55 3.0 1.47 / 2.21 / 3.02 0.0 / 46.8 / 94.0 51.7 / 78.9 / 95.7 0.0 / 0.0 / 0.0
45-55 65-75 25-35 45-55 3.0 1.64 / 2.34 / 3.04 0.0 / 50.9 / 93.5 88.4 / 97.5 / 99.6 0.0 / 0.0 / 0.0
45-55 85-95 25-35 45-55 3.0 1.82 / 2.46 / 3.01 0.1 / 61.9 / 95.2 98.2 / 99.3 / 99.9 0.0 / 0.0 / 0.0
45-55 65-75 25-35 65-75 3.0 1.83 / 2.45 / 3.01 0.1 / 55.5 / 95.1 99.5 / 99.9 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 65-75 3.0 2.11 / 2.61 / 3.01 1.5 / 72.7 / 95.1 99.9 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 25-35 85-95 3.0 2.50 / 2.80 / 3.01 40.3 / 87.4 / 94.8 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 5-15 45-55 5-15 3.0 1.10 / 1.60 / 2.69 24.2 / 87.1 / 95.9 0.0 / 0.0 / 4.7 0.0 / 0.1 / 21.8
45-55 25-35 45-55 5-15 3.0 1.14 / 1.73 / 2.77 1.7 / 76.8 / 96.1 0.0 / 0.0 / 11.5 0.0 / 0.0 / 7.5
45-55 45-55 45-55 5-15 3.0 1.21 / 1.81 / 2.84 1.0 / 72.5 / 95.8 0.0 / 0.5 / 21.1 0.0 / 0.0 / 3.6
45-55 65-75 45-55 5-15 3.0 1.27 / 1.90 / 2.87 1.2 / 70.1 / 95.4 0.4 / 0.6 / 34.8 0.0 / 0.0 / 1.2
45-55 85-95 45-55 5-15 3.0 1.36 / 2.07 / 2.99 4.5 / 76.3 / 95.2 0.6 / 3.4 / 55.5 0.0 / 0.0 / 0.2
45-55 25-35 45-55 25-35 3.0 1.21 / 1.81 / 3.00 0.0 / 49.5 / 93.4 0.4 / 2.1 / 27.9 0.0 / 0.0 / 0.4
45-55 45-55 45-55 25-35 3.0 1.28 / 1.91 / 2.98 0.0 / 39.4 / 94.0 3.0 / 11.6 / 48.1 0.0 / 0.0 / 0.0
45-55 65-75 45-55 25-35 3.0 1.39 / 2.03 / 3.00 0.0 / 43.1 / 94.4 12.2 / 31.4 / 73.2 0.0 / 0.0 / 0.0
45-55 85-95 45-55 25-35 3.0 1.52 / 2.18 / 2.99 0.0 / 53.5 / 94.7 31.8 / 56.5 / 87.6 0.0 / 0.0 / 0.0
45-55 45-55 45-55 45-55 3.0 1.39 / 2.02 / 3.00 0.0 / 35.2 / 94.4 19.9 / 44.5 / 76.7 0.0 / 0.0 / 0.0
45-55 65-75 45-55 45-55 3.0 1.54 / 2.15 / 2.98 0.0 / 37.0 / 95.2 57.3 / 78.7 / 94.3 0.0 / 0.0 / 0.0
45-55 85-95 45-55 45-55 3.0 1.72 / 2.33 / 3.00 0.1 / 53.2 / 94.0 84.5 / 94.2 / 98.6 0.0 / 0.0 / 0.0
45-55 65-75 45-55 65-75 3.0 1.76 / 2.32 / 3.01 0.0 / 47.5 / 94.8 94.0 / 98.0 / 99.1 0.0 / 0.0 / 0.0
45-55 85-95 45-55 65-75 3.0 2.05 / 2.53 / 3.00 3.3 / 67.2 / 95.4 99.4 / 100.0 / 100.0 0.0 / 0.0 / 0.0
45-55 85-95 45-55 85-95 3.0 2.47 / 2.75 / 3.02 49.3 / 87.2 / 95.1 100.0 / 100.0 / 100.0 0.0 / 0.0 / 0.0
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1 Introduction
CNVassoc allows users to perform association analysis between CNVs and disease incorporating uncer-
tainty of CNV genotype. This document provides an overview on the usage of the CNVassoc package.
For more detailed information on the model and assumption please refer to article [3] and its supple-
mentary material. We illustrate how to analyze CNV data by using some real data sets. The first
data set belongs to a case-control study where peak intensities from MLPA assays were obtained for
two different genes. The second example corresponds to the Neve dataset [6] that is available at Bio-
conductor. The data consists of 50 CGH arrays of 1MB resolution for patients diagnosed with breast
cancer. All datasets are available directly from the CNVassoc package. Finally, we show examples
with Poisson and Weibull-distributed phenotypes
Start by loading the package CNVassoc:
> library(CNVassoc)
and some required libraries
> library(xtable)
2 CNV from a single probe
2.1 The data
In order to illustrate how to assess association between CNV and disease, we use a data set including
360 cases and 291 controls. Data is to be published soon as described in [3]. The data contains
peaks intensities for two genes arising from an MLPA assay. Note that Illumina or Affymetrix data,
where log2 ratios are available instead of peak intensities, can be analyzed in the same way as we are
illustrating.
The MLPA data set contains case control status as well as two simulated covariates (quanti and
cov) that have been generated for illustrative purposes (e.g., association between a quantitative trait
and CNV or how to adjust for covariates). To load the MLPA data just type
> data(dataMLPA)
> head(dataMLPA)
id casco Gene1 Gene2 PCR.Gene1 PCR.Gene2 quanti cov
1 H238 1 0.51 0.5385080 wt wt -0.61 10.83
2 H238 1 0.45 0.6392029 wt wt -0.13 10.69
3 H239 1 0.00 0.4831572 del wt -0.57 9.63
4 H239 1 0.00 0.4640072 del wt -1.40 9.87
5 H276 1 0.00 0.0000000 del del 0.83 10.25
6 H276 1 0.00 0.0000000 del del -2.07 10.40
First, we look at the distribution of peak intensities for each of the two genes analyzed: see Figure
1.
Figure 1 shows the signals for Gene 1 and Gene 2. For both genes it is clear that there are 3 clusters
corresponding to 0, 1 and 2 copies. However, the three peaks for Gene 2 are not so well separated as
those of Gene 1 (the underlying distributions overlap much more). This fact leads to more uncertainty
when inferring the copy number status for each individual. This will be illustrated in the next section.
In the CNVassoc package, a function called plotSignal has been implemented to plot the peak
intensities for a gene. To illustrate this, a plot of the intensities of Gene 2 for each individual,
distinguishing between cases and controls, can be performed by typing (see figure 2)
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Figure 1: Signal distributions for Gene 1 and Gene 2
> plotSignal(dataMLPA$Gene2, case.control = dataMLPA$casco)
or, similarly but correlating the peak intensities with a quantitative phenotype (see figure 3) type
> plotSignal(dataMLPA$Gene2, case.control = dataMLPA$quanti)
In figure 3, the quantitative phenotype is plotted on the x-axis, instead of distinguishing points by
shape, as in figure 2.
Also, it is possible to specify the number of cutoff points and place them interactively via locator
on the previous plot, in order to infer the copy number status in a naive way. (More sophisticated
ways of inferring copy number status will be dealt with in subsequent sections). To place 2 cutoff
points, thereby defining 3 copy number status values or clusters, (note use of argument n=2) and store
them as cutpoints:
\dontrun{
cutpoints<-plotSignal(dataMLPA$Gene2,case.control=dataMLPA$casco,n=2)
}
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Figure 2: Signal distribution for Gene 2 using plotSignal
The plot generated in figure 4, is similar to that of 2, but using colours to distinguish copy number
status values inferred from the cutoff points.
In this example, the cutoff points have been placed at:
> cutpoints
[1] 0.08470221 0.40485249
These stored cutoff points will be used in the following sections.
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Figure 3: Signal distribution for Gene 2 using plotSignal
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Figure 4: Signal distribution for Gene 2 using plotSignal once cutoff points have been set with locator
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2.2 Inferring copy number status from signal data
2.2.1 From univariate signal intensity
The cnv function is used to infer the copy number status for each subject using the quantitative signal
for an individual probe. This signal can be obtained from any platform (MLPA, Illumina, . . .).
This function assumes a normal mixture model as other authors have proposed in the context of
aCGH [7, 9]. It should be pointed out that in some instances, the intensity distributions (see Gene 1 in
Figure 1) for a null allele are expected to be equal to 0. Due to experimental noise these intensities can
deviate slightly from this theoretical value. For these cases, the normal mixture model fails because
the underlying distribution of individuals with 0 copies is not normal. In these situations we fit a
modified mixture model (see [3] for further details).
Figure 1 presents two distinctly different scenarios. For Gene 1 there are clearly three different
status values, but for Gene 2 the situation is not so clear.
Function cnv provides various arguments to cope with all these issues. The calling for Gene 1 can
be done by executing
> CNV.1 <- cnv(x = dataMLPA$Gene1, threshold.0 = 0.06, num.class = 3,
+ mix.method = "mixdist")
The argument threshold.0=0.06 indicates that individuals with peak intensities lower than 0.06
will have 0 copies. Since there are three underlying copy number status values, we set argument
num.class to 3. Argument mix.method indicates what algorithm to use in estimating the normal
mixture model. "mixdist" uses a combination of a Newton-type method and the EM algorithm
implemented in the mixdist library, while "mclust" uses the EM algotithm implemented in the
Mclust library.
When the exact number of components for the mixture model is unknown (which may be the
case for Gene 2), the function uses the Bayesian Information Criteria (BIC) to select the number of
components. This is performed when the argument num.class is missing. In this case the function
estimates the mixture model admitting from 2 up to 6 copy number status values.
> CNV.2 <- cnv(x = dataMLPA$Gene2, threshold.0 = 0.01, mix.method = "mixdist")
As we can see, the best model has a copy number status of 3. This result, obtained by using BIC,
is as expected because we already know that this gene has 0, 1 and 2 copies (see [3]).
2.2.2 From other algorithms
The result of applying function cnv is an object of class cnv that, among other things, contains the
posterior probabilities matrix for each individual. This information is then used in the association
analysis where the uncertainty is taken into account. Posterior probabilities from any other calling
algorithms can also be encapsulated in a cnv object to be further used in the analysis.
To illustrate this, we will use the posterior probability matrix that has been computed when
inferring copy number for Gene 2 by using the normal mixture model. This information is saved as
an attribute for an object of class cnv. A function called getProbs has been implemented to simplify
accessing this attribute. Thus the probability matrix can be saved in an object probs.2 like this:
> probs.2 <- getProbs(CNV.2)
Imagine that probs.2 contains posterior probabilities obtained from some calling algorithm such
as CANARY (from PLINK) or GCHcall (this will be further illustrated in Section 3). In this case, we
create the object of class cnv that will be used in the association step by typing
> CNV.2probs <- cnv(probs.2)
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2.2.3 From predetermined thresholds
Inferring copy number status for Gene 2 from previously specified threshold points (stored in vector
cutpoints) can be done using the same cnv function but setting the argument cutoffs to cutpoints.
> CNV.2th <- cnv(x = dataMLPA$Gene2, cutoffs = cutpoints)
Now, the inferred copy number object CNV.2th contains the same information as it would if it had
been created directly from probabilities.
2.3 Summarizing information
We have implemented two generic functions for an object of class cnv. The generic print function
gives the results on inferred copy number status. It includes the means, variances and proportions of
copy number clusters as well as the p value corresponding to the goodness-of-fit test for the selected
number of classes.
> CNV.1
Inferred copy number variant by a quantitative signal
Method: function mix {package: mixdist}
-. Number of individuals: 651
-. Copies 0, 1, 2
-. Estimated means: 0, 0.2543, 0.4958
-. Estimated variances: 0, 9e-04, 0.0012
-. Estimated proportions: 0.6544, 0.3088, 0.0369
-. Goodness-of-fit test: p-value= 0.6615318
and for Gene 2
> CNV.2
Inferred copy number variant by a quantitative signal
Method: function mix {package: mixdist}
-. Number of individuals: 651
-. Copies 0, 1, 2
-. Estimated means: 0, 0.2435, 0.4469
-. Estimated variances: 0, 0.0041, 0.0095
-. Estimated proportions: 0.1306, 0.4187, 0.4507
-. Goodness-of-fit test: p-value= 0.4887659
-. Note: number of classes has been selected using the best BIC
This report differs slightly when the object was created from only posterior probabilities:
> CNV.2probs
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-. Copy number variant
Input data: called probabilities
-. Number of individuals: 651
-. Copies 0, 1, 2
-. Estimated proportions: 0.1306, 0.4187, 0.4507
Figure 5 shows the result of invoking the generic plot function on these objects.
> pdf("./figures/fig2a.pdf")
> plot(CNV.1, case.control = dataMLPA$casco, main = "Gene 1")
> dev.off()
windows
2
> pdf("./figures/fig2b.pdf")
> plot(CNV.2, case.control = dataMLPA$casco, main = "Gene 2")
> dev.off()
windows
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Figure 5: Signal distribution by case control, and inferred number of copies
In figure 5 the signal is coloured by the inferred (most probable) copy number, while cases and con-
trols are distinguished by shape. This last option is specified by the argument case.control. On the
right side of the plot, a density function of signal distribution is drawn. The p-value of goodness-of-fit
test is the same as this described in the beginning of this section. It indicates whether the assumed
normal mixture model (with a given number of components) is correct or not. Notice that for both
genes the intensity data fits our the model well (goodness-of-fit p-values > 0.1).
The action of plot when only posterior probabilities are available gives a different result (Figure
6). Two barplots are created for cases and controls (when argument case.control is used). Both are
split by the copy number frequency.
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Figure 6: Estimated copy number frequencies for Gene 1 and Gene 2
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2.4 Measuring uncertainty in inferring copy number status
The function getQualityScore uses information from an object of class cnv to compute a value
that indicates how much the underlying copy number distribution (peak intensities) are mixed or
overlapped. The more separated these peaks are (less uncertainty), the larger the quality score is.
Three measures of uncertainty are currently implemented. The first one is the same as that defined
in the CNVtools package, the second is the estimated probabilty of good classification (PGC), and the
third is defined as the the proportion of individuals with a confidence score (described in [4]) bigger
than 0.1.
To choose PGC method type
> CNVassoc::getQualityScore(CNV.1, type = "class")
--Probability of good classification: 0.9999963
> CNVassoc::getQualityScore(CNV.2, type = "class")
--Probability of good classification: 0.9096771
To choose the measure defined in the CNVtools package:
> CNVassoc::getQualityScore(CNV.1, type = "CNVtools")
--CNVtools Quality Score: 25.16849
> CNVassoc::getQualityScore(CNV.2, type = "CNVtools")
--CNVtools Quality Score: 3.057171
And to choose the third measure:
> CNVassoc::getQualityScore(CNV.1, type = "CANARY")
--Probability to have a 'CANARY confidence index' > 0.1 : 0
> CNVassoc::getQualityScore(CNV.2, type = "CANARY")
--Probability to have a 'CANARY confidence index' > 0.1 : 0.3024652
It is clear that in Gene 1 there is much less uncertainty, because the PGC is greater than 99%,
the measure of CNVtools package is higher than 25 (CNVtools recommends a quality score of 4 or
larger), or the ”CANARY” measure is almost 0. This fact can also be seen in Figure 5 where the
underlying distributions of signal intensity are very well separated. On the other hand, the PGC
for Gene 2 is 91.3%, and the CNVtools package value is about 3 indicating that more uncertainty is
present, and the ”CANARY” type measure for Gene 2 tells that up to 30% of individuals have a poor
confidence score. When cnv object has been created directly from probabilities (obtained from any
other calling algorithm), only type="CANARY" method can be computed. In [5], it is suggested that,
when proportion of individuals with confidence score > 0.1 is greater than 10%, this particular CNV
should be removed from the analysis under a best-guess strategy in performing the association test.
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2.5 Assessing associations between CNV and disease
The function CNVassoc carries out association analysis between CNV and disease. This function
incorporates calling uncertainty by using a latent class model as described in [3]. The function can
analyze both binary and quantitative traits. In the first case, a linear regression is performed, and,
in the second, a logistic regression. The regression model can be selected by using the argument
case.control. Nonetheless, the program automatically detects whether or not a quantitative trait is
being analyzed so it need not be specified.
The function also allows the user to fit a model with additive or multiplicative effects of CNV.
This can be set through the argument model. Possible values are ”add” for an additive effect or ”mul”
for a multiplicative effect.
The function CNVassoc returns an object of class CNVassoc. This class of object has some properties
in common with objects of class glm, such as coef or summary among others.
2.5.1 Modelling association
The effect of a given CNV on case/control status (casco variable) can be fitted by typing
> model1mul <- CNVassoc(casco ~ CNV.1, data = dataMLPA, model = "mul")
> model2mul <- CNVassoc(casco ~ CNV.2, data = dataMLPA, model = "mul")
By default, a short summary is printed (similar to glm objects)
> model1mul
Call: CNVassoc(formula = casco ~ CNV.1, data = dataMLPA, model = "mul")
Coefficients:
CNV0 CNV1 CNV2
CNVmult 0.0281709 0.5187566 1.0989109
Number of individuals: 651
Number of estimated parameters: 3
Deviance: 883.03
> model2mul
Call: CNVassoc(formula = casco ~ CNV.2, data = dataMLPA, model = "mul")
Coefficients:
CNV0 CNV1 CNV2
CNVmult 1.0520923 0.3122567 -0.0970782
Number of individuals: 651
Number of estimated parameters: 3
Deviance: 876.396
Note that the coefficients are a matrix with one row per variable and a column for each distinct
copy number status. In this model, because there are no covariates and the CNV has a multiplicative
effect, there is just one row (one intercept) and this is different among columns (copy number status).
By using the generic function summary we can obtain a more exhaustive output. In particular the
odds ratio and its confidence intervals are printed as well as its p-value.
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> summary(model1mul)
Call:
CNVassoc(formula = casco ~ CNV.1, data = dataMLPA, model = "mul")
Deviance: 883.0297
Number of parameters: 3
Number of individuals: 651
Coefficients:
OR lower.lim upper.lim SE stat pvalue
CNV0 1.0000
CNV1 1.6333 1.1588 2.3020 0.1751 2.8017 0.005
CNV2 2.9175 1.1359 7.4937 0.4813 2.2247 0.026
(Dispersion parameter for binomial family taken to be 1 )
Covariance between coefficients:
CNV0 CNV1 CNV2
CNV0 0.0094 0.0000 0.0000
CNV1 0.0213 0.0000
CNV2 0.2223
> summary(model2mul)
Call:
CNVassoc(formula = casco ~ CNV.2, data = dataMLPA, model = "mul")
Deviance: 876.396
Number of parameters: 3
Number of individuals: 651
Coefficients:
OR lower.lim upper.lim SE stat pvalue
CNV0 1.0000
CNV1 0.4772 0.2742 0.8304 0.2827 -2.6172 0.009
CNV2 0.3169 0.1834 0.5477 0.2791 -4.1169 3.84e-05
(Dispersion parameter for binomial family taken to be 1 )
Covariance between coefficients:
CNV0 CNV1 CNV2
CNV0 0.0613 0.0000 0.0000
CNV1 0.0186 -0.0032
CNV2 0.0166
By default, CNVassoc treats the response variable as a binary phenotype coded as 0/1. Since
CNVassoc can handle other distributions such as Poisson or Weibull, the family argument must be
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specified when the response is not distributed as a bernoulli. For instance, to deal with a normally
distributed response variable, specify family="gaussian"
The following example presents the case of analyzing a quantitative normally distributed trait and
adjusting the association by other covariates:
> mod <- CNVassoc(quanti ~ CNV.2 + cov, family = "gaussian", data = dataMLPA,
+ model = "add", emsteps = 10)
> mod
Call: CNVassoc(formula = quanti ~ CNV.2 + cov, data = dataMLPA, model = "add", family = "gaussian", emsteps = 10)
Coefficients:
CNV0 CNV1 CNV2
intercept -0.1403761 -0.1403761 -0.1403761
CNVadd -0.0792367 -0.0792367 -0.0792367
cov 0.0241877 0.0241877 0.0241877
Number of individuals: 651
Number of estimated parameters: 4
Deviance: 1824.57
Notice that in this case, we use new argument called emsteps. This is necessary for computational
reasons. Initially performing some preliminary steps using the EM algorithm makes it easier to maxi-
mize the likelihood function using the Newton-Raphson procedure. In general, it is enough to perform
a few iterations (no more than 10). As usual, the model is then summarized by typing
> summary(mod)
Call:
CNVassoc(formula = quanti ~ CNV.2 + cov, data = dataMLPA, model = "add",
family = "gaussian", emsteps = 10)
Deviance: 1824.573
Number of parameters: 4
Number of individuals: 651
Coefficients:
beta lower.lim upper.lim SE stat pvalue
(Intercept) -0.14038 -0.90687 0.62612 0.39108 -0.35895 0.720
trend -0.07924 -0.19714 0.03866 0.06015 -1.31722 0.188
cov 0.02419 -0.05068 0.09906 0.03820 0.63321 0.527
(Dispersion parameter estimation for gaussian family is 0.9650261 )
Covariance between coefficients:
intercept CNVadd cov
intercept 0.1529 -0.0041 -0.0146
CNVadd 0.0036 -0.0001
cov 0.0015
Remember that for quantitative traits we obtain mean differences instead of odds ratios.
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2.5.2 Testing associations
In the previous analysis we obtained p values corresponding to the comparison between every copy
number status versus the reference (zero copies). Nonetheless, we are normally interested in testing
the overall effect of CNV on disease. We have implemented the Wald test and the likelihood ratio
test (LRT) to perform such omnibus testing. Both are available through the function CNVtest which
requires an object of class CNVassoc as the input. To specify the type of test, set the argument type
to "Wald" or "LRT", respectively. For Gene 1,
> CNVtest(model1mul, type = "Wald")
----CNV Wald test----
Chi= 11.55332 (df= 2 ) , pvalue= 0.003099052
> CNVtest(model1mul, type = "LRT")
----CNV Likelihood Ratio Test----
Chi= 12.12081 (df= 2 ) , pvalue= 0.002333458
and for Gene 2,
> CNVtest(model2mul, type = "Wald")
----CNV Wald test----
Chi= 17.32966 (df= 2 ) , pvalue= 0.0001725492
> CNVtest(model2mul, type = "LRT")
----CNV Likelihood Ratio Test----
Chi= 18.75453 (df= 2 ) , pvalue= 8.462633e-05
Other generic functions like logLik, coef, summary or update can be applied to an object of class
CNVassoc to get more information.
For a multiplicative CNV effect model and for a binary traits, it is possible to change the reference
category of copy number status. This can be done by using the argument ref when executing the
summary function. For example, if we want to one copy as the reference category just type:
> coef(summary(model1mul, ref = 2))
OR lower.lim upper.lim SE stat pvalue
CNV1 1.0000000 NA NA NA NA NA
CNV0 0.6122677 0.4344016 0.8629612 0.1751053 -2.801661 0.005084028
CNV2 1.7863140 0.6790498 4.6990928 0.4934862 1.175624 0.239745087
The same kind of results can be obtained if we assume an additive effect of CNV on the trait. In
this case we need to set the model argument to "add"
> model2add <- CNVassoc(casco ~ CNV.2, data = dataMLPA, model = "add")
> model2add
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Call: CNVassoc(formula = casco ~ CNV.2, data = dataMLPA, model = "add")
Coefficients:
CNV0 CNV1 CNV2
intercept 0.932028 0.932028 0.932028
CNVadd -0.537731 -0.537731 -0.537731
Number of individuals: 651
Number of estimated parameters: 2
Deviance: 877.061
Notice that under an additive CNV effect the structure of coefficients are different from the mul-
tiplicative CNV effect. Now there are two rows, one for intercept and the other one for the slope
(change of risk in increasing by one copy). These two values remain constant for every column (copy
number status).
> summary(model2add)
Call:
CNVassoc(formula = casco ~ CNV.2, data = dataMLPA, model = "add")
Deviance: 877.0606
Number of parameters: 2
Number of individuals: 651
Coefficients:
OR lower.lim upper.lim SE stat pvalue
trend 0.5841 0.4530 0.7530 0.1296 -4.1477 3.36e-05
(Dispersion parameter for binomial family taken to be 1 )
Covariance between coefficients:
intercept CNVadd
intercept 0.0374 -0.0228
CNVadd 0.0168
Finally, one might be interested in testing the additive effect. To do this, one can compare both
additive and multiplicative models. It is straightforward to see that the additive model is a particular
case of the multiplicative one, and therefore the first is nested in the second one.
To compare two nested models we use the generic function anova (NOTE: it is only implemented
for comparing two models, both fitted with the CNVassoc function).
> anova(model2mul, model2add)
--- Likelihood ratio test comparing 2 CNVassoc models:
Model 1 call: CNVassoc(formula = casco ~ CNV.2, data = dataMLPA, model = "mul")
Model 2 call: CNVassoc(formula = casco ~ CNV.2, data = dataMLPA, model = "add")
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Chi= 0.6645798 (df= 1 ) p-value= 0.4149477
Note: the 2 models must be nested, and this function doesn't check this!
The likelihood ratio test is performed. In this case the p-value is not significant, indicating that
an additive CNV effect can be assumed. In any case, one should consider the power of this test before
making conclusions.
2.6 Analysing other genetic models
In assessing copy number variant effect on a disease CNVassoc package can deal with additive or mul-
tiplicative (see more details in [3]). The first one (’additive’) suppose an equal increase in logit of
risk (for case-control studies) or in mean (for a quantitative traits) for example, while ’multiplicative’
makes no assumptions on CNV effect.
In the particular case that CNV has 3 categories (’copy lose’, ’normal’ or ’copy gain’), it may be
useful to assume CNV effect not being additive or multiplicative, but dominant or recessive. That is,
to compare the effect of ’copy lose’ vs. the other two if a dominant effect is assumed, or to compare
’copy gain’ vs. the other two if a recessive effect is assumed.
It is possible to assesse such ’dominant’ or ’recessive’ effect using CNVassoc package functions. To
do so, few simple steps have to be done before performing the associations analysis. Here, we illustrate
the required instructions to perform the association analysis assuming a recessive or a dominant effect,
taking MLPA example data already present in the CNVassoc package.
a) Package and data loading: First, CNVassoc package and MLPA data are loaded
> library(CNVassoc)
> data(dataMLPA)
b) Inferring copy number status: Then, CNV from Gene2 signal intensities is inferred. And its
copy number probabilities matrix is stored in ’probs’ object.
> CNV <- cnv(x = dataMLPA$Gene2, threshold.0 = 0.01, mix.method = "mixdist")
> CNV
Inferred copy number variant by a quantitative signal
Method: function mix {package: mixdist}
-. Number of individuals: 651
-. Copies 0, 1, 2
-. Estimated means: 0, 0.2435, 0.4469
-. Estimated variances: 0, 0.0041, 0.0095
-. Estimated proportions: 0.1306, 0.4187, 0.4507
-. Goodness-of-fit test: p-value= 0.4887659
-. Note: number of classes has been selected using the best BIC
> probs <- attr(CNV, "probabilities")
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c) Updating CNV to dominant or recessive: Once CNV is inferred, some previous modifications
to CNV object have to be done: For assessing the recessive effect, first and second copy number
status has to be joined. To do so, first and second columns of ’probs’ are added. Also, copy number
status labels must be modified from ’CNVrec’ and ’CNVdom’ objects. In both cases, they can be
set to 0,1:
> probsrec <- cbind(rowSums(probs[, 1:2]), probs[, 3])
> CNVrec <- cnv(probsrec, num.copies = c(0, 1))
> CNVrec
-. Copy number variant
Input data: called probabilities
-. Number of individuals: 651
-. Copies 0, 1
-. Estimated proportions: 0.5493, 0.4507
And for assessing the dominant effect, we proceed the same way but adding the second and third
columns:
> probsdom <- cbind(probs[, 1], rowSums(probs[, 2:3]))
> CNVdom <- cnv(probsdom, num.copies = c(0, 1))
> CNVdom
-. Copy number variant
Input data: called probabilities
-. Number of individuals: 651
-. Copies 0, 1
-. Estimated proportions: 0.1306, 0.8694
d) Performing association test: Finally, association analysis is performed as usual, specifying a
’multiplicative’ effect in the ’model’ argument (note that an ’additive’ effect could be set and the
same results would be obtained). In this example, the Odds Ratio of category labelled as ’1’ vs ’0’
is displayed. When assessing the dominant model effect, ’1’ will contain ’copy-gain’ and ’normal’
categories, while ’0’ will contain ’copy-lose’. On the other hand, when assessing the recessive model
effect, ’1’ will contain ’copy-gain’, and ’0’ will contain ’normal’ and ’copy-lose’ categories.
The results of the association test are:
 for recessive
> summary(CNVassoc(casco ~ CNVrec, data = dataMLPA))
Call:
CNVassoc(formula = casco ~ CNVrec, data = dataMLPA)
Deviance: 883.644
Number of parameters: 2
Number of individuals: 651
Coefficients:
OR lower.lim upper.lim SE stat pvalue
CNV0 1.0000
CNV1 0.5309 0.3672 0.7677 0.1882 -3.3650 0.001
18
CAPI´TULO 6. APE´NDICE pa´g. 185
(Dispersion parameter for binomial family taken to be 1 )
Covariance between coefficients:
CNV0 CNV1
CNV0 0.0141 -0.0024
CNV1 0.0165
 and for dominant
> summary(CNVassoc(casco ~ CNVdom, data = dataMLPA))
Call:
CNVassoc(formula = casco ~ CNVdom, data = dataMLPA)
Deviance: 880.4668
Number of parameters: 2
Number of individuals: 651
Coefficients:
OR lower.lim upper.lim SE stat pvalue
CNV0 1.0000
CNV1 0.3856 0.2309 0.6438 0.2616 -3.6438 0.000269
(Dispersion parameter for binomial family taken to be 1 )
Covariance between coefficients:
CNV0 CNV1
CNV0 0.0613 0.0000
CNV1 0.0071
3 CNV from aCGH
The analysis of aCGH data requires taking additional steps into account, due to the dependency
across probes and the fact that CNVs are not measured with a unique probe. Table 1 shows four
steps we recommend for the analysis of this kind of data. First, posterior probabilities should be
obtained with an algorithm that considers probe correlation. We use, in particular, the CGHcall R
program which includes a mixture model to infer CNV status [9]. Second, we build blocks/regions of
consecutive clones with similar signatures. To perform this step the CGHregions R library was used
[10]. Third, the association between the CNV status of blocks and the trait is assessed by incorporating
the uncertainty probabilities in CNVassoc function. And fourth, corrections for multiple comparisons
must be performed. We use the Benjamini-Hochberg(BH) correction [2]. This is a heuristic method
that is robust against positive dependence and increasingly conservative as correlation increases.
To illustrate, we apply these steps to the breast cancer data studied by Neve et al. [6]. The data con-
sists of CGH arrays of 1MB resolution and is available from Bioconductor http://www.bioconductor.org/.
The authors chose the 50 samples that could be matched to the name tokens of caArrayDB data (June
9th 2007). In this example the association between strogen receptor positivity (dichotomous variable;
0: negative, 1: positive) and CNVs was tested. The original data set contained 2621 probes which
were reduced to 459 blocks after the application of CGHcall and CGHregions functions as we illustrate
bellow.
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Table 1: Steps to assess association between CNVs and traits for aCGH
Step 1. Use any aCGH calling procedure that provides posterior
probabilities (uncertainty) (CGHcall)
Step 2. Build blocks/regions of consecutive probes with similar
signatures (CGHregions)
Step 3. Use the signature that occurs most in a block to perform
association(multiCNVassoc)
Step 4. Correct for multiple testing considering dependency
among signatures (getPvalBH)
The data is saved in an object called NeveData. This object is a list with two components. The
first component corresponds to a dataframe containing 2621 rows and 54 columns with aCGH data (4
columns for the annotation and 50 log2ratio intensities). The second component is a vector with the
phenotype analyzed (strogen receptor posistivity). The data can be loaded as usual
> data(NeveData)
> intensities <- NeveData$data
> pheno <- NeveData$pheno
The calling can be performed using CGHcall package by using the following instructions:
\dontrun{
######################################################
### chunk number 1: Class of aCGH data
######################################################
library(CGHcall)
Neve <- cghRaw(intensities)
######################################################
### chunk number 2: Preprocessing
######################################################
cghdata <- preprocess(Neve, maxmiss=30, nchrom=22)
######################################################
### chunk number 3: Normalization
######################################################
norm.cghdata <- normalize(cghdata, method="median", smoothOutliers=TRUE)
######################################################
### chunk number 4: Segmentation
######################################################
seg.cghdata <- segmentData(norm.cghdata, method="DNAcopy")
######################################################
### chunk number 5: Calling
######################################################
NeveCalled <- CGHcall(seg.cghdata)
}
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This process takes about 20 minutes, but to avoid wasting your time, we have saved the final object
of class cghCall that can be loaded as
> data(NeveCalled)
We can then obtain the posterior probabilities. CGHcall function does not estimates the underlying
number of copies for each segment but assigns the underlying status: loss, normal or gain. For each
segment and for each individual we obtain three posterior probabilities corresponding to each of these
three statuses. This is done by executing
> probs <- getProbs(NeveCalled)
This is a dataframe that looks like this:
> probs[1:5, 1:7]
Clone Chromo BPstart BPend X600MPE X600MPE.1 X600MPE.2
RP11-82D16 RP11-82D16 1 2008651 2008651 0.022 0.932 0.046
RP11-62M23 RP11-62M23 1 3367844 3367844 0.022 0.932 0.046
RP11-111O5 RP11-111O5 1 4261844 4261844 0.022 0.932 0.046
RMC01P070 RMC01P070 1 5918606 5918606 0.022 0.932 0.046
RP11-51B4 RP11-51B4 1 6068980 6068980 0.022 0.932 0.046
This table can be read as following. The probability that the individual X600MOE is normal for the
signature RP11-82D16 is 0.932, while the probability of having a gain is 0.046 and 0.022 of having a
loss.
In order to determine the regions that are recurrent or common among samples, we use the
CGHregions function that takes an object of class cghCall (e.g. object NeveCalled in our case).
This algorithm reduces the initial table to a smaller matrix that contains regions rather than individ-
ual probes. The regions consist of consequtive clones with similar signatures [10]. This can be done
by executing
\dontrun{
library(CGHregions)
NeveRegions <- CGHregions(NeveCalled)
}
This process takes about 3 minutes. We have stored the result in the object NeveRegions that can
be loaded as usual
> data(NeveRegions)
Now we have to get the posterior probabilities for each block/region. This can be done by typing
> probsRegions <- getProbsRegions(probs, NeveRegions, intensities)
Finally, the association analysis between each region and the strogen receptor positivity can be
analyzed by using the multiCNVassoc function. This function repeatedly calls CNVassoc returning
the p-value of association for each block/region
> pvals <- multiCNVassoc(probsRegions, formula = "pheno~CNV", model = "mult",
+ num.copies = 0:2, cnv.tol = 0.01)
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Notice that the arguments of multiCNVassoc function are the same as those of CNVassoc. In
this example, we have set the argument num.copies equal to 0, 1, and 2 that corresponds to loss,
normal, gain status used in the CGHcall function.
Multiple comparisons can be addressed by using the Benjamini & Hochberg approach [2]. The
function getPvalBH produces the corrected p-values
> pvalsBH <- getPvalBH(pvals)
> head(pvalsBH)
region pval pval.BH
1 319 2.891862e-06 0.001324473
2 318 1.633799e-05 0.002494267
3 320 1.576279e-05 0.002494267
4 316 8.998845e-05 0.010303677
5 9 2.865773e-04 0.011217002
6 298 2.027325e-04 0.011217002
Table 6 in [3] can be obtained by typing
> cumsum(table(cut(pvalsBH[, 2], c(-Inf, 1e-05, 1e-04, 0.001, 0.01,
+ 0.05))))
(-Inf,1e-05] (1e-05,0.0001] (0.0001,0.001] (0.001,0.01] (0.01,0.05]
1 4 27 64 117
4 Illumina data
In this section an example set of data from ILLUMINA will be analyzed. This data is included in the
CNVassoc package, and is the same one as analyzed in the CNVtools package vignette [8]. The goal of
this section will be to compare the results yielded by CNVtools in fitting the association model with
those obtained with the CNVassoc function.
A first look at the data
> data(A112)
> head(A112)
subject cohort SNP0 SNP1 SNP2 SNP3
1 WTCCC01-11474A1 58C -0.12647400 -0.1214220 -0.1423570 0.0449446
2 WTCCC01-11474A2 58C -0.21574200 0.0265778 -0.0964269 0.0617480
3 WTCCC01-11474A3 58C -0.00150499 0.0820076 -0.2853430 0.1589580
4 WTCCC01-11474A4 58C -0.05538290 -0.1691450 -0.0592800 0.0264289
5 WTCCC01-11474A5 58C -0.12926900 0.2014540 -0.8474870 -0.2647420
6 WTCCC01-11474A6 58C -0.06209860 0.1826130 0.1245160 -0.1731720
SNP4 SNP5 SNP6 SNP7 SNP8 SNP9
1 0.0259435 0.1351870 0.0746991 0.40581000 -0.18601600 0.0990579
2 0.1521360 -0.0445652 -0.3751110 -0.39122600 0.10114500 0.1816270
3 0.0320422 0.1823220 0.0699921 0.29014900 0.00885492 -0.0387201
4 -0.0208353 -0.2740840 0.0310302 0.20566300 0.12842100 -0.2219500
5 -0.0502723 -0.2150250 -0.2254730 0.00162372 0.08069250 0.0562238
6 -0.0870918 -0.0902743 -0.0634414 -0.80391700 0.37845800 -0.1880560
SNP10 SNP11 SNP12 SNP13 SNP14 SNP15 SNP16
1 -0.1969750 0.0448241 -0.0193997 0.13117800 -0.163383 0.1545760 0.0253607
2 0.0688791 -0.1166620 0.0217019 -0.05719720 -0.138044 -0.0554405 -0.0536655
3 0.1131100 0.0609800 0.2402140 0.23635400 -0.111235 0.5082330 0.0272966
4 -0.2299260 0.0198905 -0.3210060 0.14955900 -0.534339 -0.7596830 -0.1940050
5 -0.0636589 -0.0433160 -0.5579070 0.13913000 -0.778225 -0.9224910 0.0343805
6 -0.1368910 -0.0779523 0.1212290 0.00857489 0.179257 -0.0675581 -0.1812210
SNP17 SNP18 SNP19 SNP20 SNP21 SNP22 SNP23
1 -0.0560689 -0.0751385 -0.485160 -0.0288187 -0.1945410 -0.0456346 0.0929479
2 0.1212250 0.1018410 -0.200404 -0.1797650 -0.0456029 0.2835270 -0.0813351
3 -0.1532160 -0.1135340 0.183407 -0.0960403 0.1230410 -0.1076840 -0.0180287
4 -0.1035420 0.1661650 -0.318173 -0.7149550 -0.7436040 -0.2483910 -0.2552810
5 -0.0130905 0.1538550 -0.589194 -0.4773230 -0.6345150 0.1788480 -0.4428020
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6 -0.1676740 0.3261350 -0.199970 0.0908316 0.1268390 0.1787620 0.1138070
SNP24 SNP25 SNP26 SNP27 SNP28 SNP29 SNP30
1 -0.222375 -0.368043 -0.1448800 -0.00706918 0.0356588 -0.346104000 -0.1318280
2 -0.143908 -0.105819 -0.2330800 -0.07807670 0.0980952 -0.152811000 0.0728393
3 0.401502 0.240364 -0.1334340 -0.00942116 -0.0514102 -0.254315000 0.0708932
4 -0.106774 0.203908 0.3008000 -0.24017000 0.1681400 0.298436000 0.1303020
5 -0.124996 -0.191220 -0.1863940 -0.08408520 -0.2589270 -0.000203031 -0.0516899
6 -0.228779 -0.409863 0.0208064 0.01472170 0.2187790 -0.384239000 -0.0265277
SNP31 SNP32
1 0.0140277 0.0583939
2 -0.2176910 0.0172098
3 -0.1251580 -0.1050300
4 -0.0139433 0.0432413
5 0.0381275 -0.0992932
6 -0.2410430 -0.0577618
In this case, intstead of having just one signal, a considerable number of them define a single gene.
In CNVtools vignette [8] these are all summarized using principal components analysis, and the first
component is taken in order to obtain one signal value per individual. The following steps to obtain
peak intensities are the same as in [8].
To begin, load CNVtools package, since some function from it will be used to execute some previous
steps in order to mimic the analysis performed in [8]:
> library(CNVtools)
4.1 Preparing signal data
The raw signal from all probes of the data is subtracted typing
> raw.signal <- as.matrix(A112[, -c(1, 2)])
> dimnames(raw.signal)[[1]] <- A112$subject
Then, the unidimensional data is summarized using principal component techinque from raw signal
data
> pca.signal <- apply.pca(raw.signal)
In the article on CNVtools [1] it is suggested not to use this summarized intensity, pca.signal.
Instead, the probability of occurrence of each of the 3 copy number status values (loss, normal and gain)
is estimated after fitting a normal-mixture model to pca.signal using the function CNVtest.binary
from CNVtools package.
> ncomp <- 3
> batches <- factor(A112$cohort)
> sample <- factor(A112$subject)
> fit.pca <- CNVtest.binary(signal = pca.signal, sample = sample,
+ batch = batches, ncomp = ncomp, n.H0 = 3, n.H1 = 0, model.var = "~ strata(cn)")
and after this, a linear discriminant analysis on raw signal data and these probabilities is performed
> pca.posterior <- as.matrix((fit.pca$posterior.H0)[, paste("P",
+ seq(1:ncomp), sep = "")])
> dimnames(pca.posterior)[[1]] <- (fit.pca$posterior.H0)$subject
> ldf.signal <- apply.ldf(raw.signal, pca.posterior)
4.2 Inferring copy number status considering batch effect
Once all signal probe intensities from the same gene have been summarized (ldf.signal), regardless
of the techinque used, a normal mixture model is fitted using function cnv as already explained in
Section 2. A possible batch effect in inferring copy number status has been considered, as mentioned
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in [1]. Therefore, and in order to better mimic the example as presented in CNVtools vignette [8],
copy number status is inferred taking into account the batches, simply by incorporating an argument
to function cnv, called batches:
> CNV <- cnv(ldf.signal, batches = batches, num.class = 3, mix = "mclust")
> CNV
Inferred copy number variant by a quantitative signal
Method: function Mclust {package: mclust}
-. Number of individuals: 2593
-. Copies 1, 2, 3
-. Estimated means:
CNV 1 CNV 2 CNV 3
58C -1.9703 -0.2361 0.7752
NBS -2.1398 -0.1708 0.9074
-. Estimated variances:
CNV 1 CNV 2 CNV 3
58C 0.0941 0.0941 0.0941
NBS 0.0847 0.0847 0.0847
-. Estimated proportions: 0.1524, 0.4973, 0.3503
In this case, the method ”mclust” has been used in order to make the mixture model converge.
Thus, a normal mixture is fitted separately per batch, and copy number status probability is updated
pooling the copy number frequency among all batches. Notice that although specific means and
variances are estimated per batch, only one pooled set of copy number frequencies is produced.
Also note that plot behaves slightly differently for CNV estimated taking into account the batch
effect, drawing specific density curves and mean lines for each batch (see figure 7)
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Figure 7: Signal distribution and inferred number of copies by batch
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4.3 Association model: comparison with results from CNVtools
Now, the same batch variable will be the response as in [8], and an association model considering and
additive effect test will be fitted. Since there are only 2 batches, a logistic regression will be performed.
To compute the Likelihood Ratio Test on CNV:
> trait <- ifelse(A112$cohort == "58C", 0, 1)
> fit <- CNVassoc(trait ~ CNV, model = "add")
> CNVtest(fit, "LRT")
----CNV Likelihood Ratio Test----
Chi= 1.812608 (df= 1 ) , pvalue= 0.1781957
This results in a χ2 = 1.81 which does not differ greatly from the one given in CNVtools vignette
[8] (1.55), neither being statistically significant.
And if a multiplicative model is assumed,
> fit <- CNVassoc(trait ~ CNV)
> CNVtest(fit, "LRT")
----CNV Likelihood Ratio Test----
Chi= 2.860054 (df= 2 ) , pvalue= 0.2393024
a χ2 of 2.86 is obtained, similar to that in CNVtools-vignette [8] (3.11). Again, neither is statistically
significant.
4.3.1 Power and computation time of CNVassoc and CNVtools
We simulated, under the same conditions as used by [1], a range of scenarios with different sample
sizes, probe signal intensity distributions, etc., in order to explore the behavior of both methods when
the copy number signals are not clearly separated. We observe that both methods performed well
although CNVassoc outperforms CNVtools in the case of having a moderate number of individuals
(e.g. 500) , see figures 8 and 9. However, we encounter and important problem of practical relevance
related to convergence. CNVtools frequently fails to converge with moderate sample sizes: with 500
cases and 500 controls and Q = 3 1, CNVtools failed to converge in more than 75% of the simulations
and this failure rate reached 86% when Q = 2.5. Even with much larger sample sizes (2,000 cases and
2,000 controls) CNVtools failed to converge in 38% of the simulations when Q = 2.5. In constrast,
CNVassoc converged in all scenarios with large sample size (2,000 and 2,000 controls) and with mod-
erate sample sizes (500 cases and 500 controls) CNVassoc did not fail under low/moderate uncertainty
Q ≥ 3.5 and failed but much less than CNVtools when Q ≤ 3, see table 2. Thus, for many studies
being analyzed currently, CNVtools simply cannot provide a solution. When a solution is reached, the
high rate of failure to converge raises questions about possible biases and imprecision of the results
and, in any case, the solution is unlikely to be powerful enough to detect an association between copy
number and phenotype.
We have also observed a marked difference in the speed of each procedure: when analyzing 10,000
CNVs in 2,000 cases and 2,000 controls, and with a Q = 4, CNVtools took 1 day and 17 hours to
complete the analysis, whereas CNVassoc took just 90 minutes; with Q = 3, CNVtools took 6 days
and 16 hours, but CNVassoc took only 2 hours.
1Q is the measure of uncertainty in inferring copy number status defined by CNVtools package (obtained by specifiyng
the argument type="CNVtools" in getQualityScore function)
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N = 2000 N = 500
Q CNVassoc CNVtools CNVassoc CNVtools
6.0 0 0 0 15
5.5 0 0 0 20
5.0 0 0 0 65
4.5 0 0 0 92
4.2 0 0 0 187
4.0 0 0 0 246
3.7 0 0 0 294
3.5 0 1 0 299
3.2 0 13 212 389
3.0 0 65 331 400
Table 2: Number of failed convergence simulations out of 500 using CNVassoc and CNVtools according to
inferring copy number uncertainty Q and number of cases N .
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Figure 8: Power achieved by CNVassoc and CNVtools, depending on sample size, inferring copy number
uncertainty (Q), degree of differencial bias (∆µ) and sample size (N) under an scenario where the power to
decect associated CNV is 90% if no inferring copy number uncertainty was present.
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Figure 9: Power achieved by CNVassoc and CNVtools, with different values of copy number uncertainty (Q)
and sample size (N) under an scenario where the power to decect associated CNV is 90% if no inferring copy
number uncertainty was present.
28
CAPI´TULO 6. APE´NDICE pa´g. 195
5 Imputed data (SNPTEST format)
In this section we will show how CNVassoc can also be used to analyse SNP data when the SNPs
have been imputed or genotyped with some degree of error. Notice that the same procedure can be
applied to analyze data from Birdsuite/Canary software (developed by Broad Institute and available on
http://www.broadinstitute.org/). An example from SNPTEST software (available on http://www.stats.ox.ac.uk/ mar-
chini/software/gwas/snptest.html) has been incorporated in the CNVassoc package, but in the same
format as used by IMPUTE software (downloable from SNPTEST website). IMPUTE is a program to
infer a set non observed SNPs from other that have been genotyped, using linkage desequilibrium and
other information, usually from the HapMap project (http://snp.cshl.org/). The data of the following
example can be downloaded freely from the SNPTEST software website, and consists of a set of 500
cases and 500 controls, and 100 SNPs. For all of the SNPs the probabilities of each genotype is given,
not the genotype itself, simulating having been obtained from IMPUTE. The names of the SNPs have
been masked, as also the name of the disease.
Let’s load the data. There are 2 data frames, one for cases and the other for controls
> data(SNPTEST)
> dim(cases)
[1] 100 1505
> dim(controls)
[1] 100 1505
> cases[1:10, 1:11]
V1 V2 V3 V4 V5 V6 V7 V8 V9
1 1 1 1000 A T 0.9959626125 0.0023620260 0.0016753615 0.992634932
2 2 2 2000 A T 0.0765213302 0.0073893102 0.9160893596 0.027811741
3 3 3 3000 A T 0.0050670931 0.0020722897 0.9928606172 0.009646064
4 4 4 4000 A T 0.9920997158 0.0003108851 0.0075893991 0.012288000
5 5 5 5000 A T 0.0048796013 0.0283927739 0.9667276249 0.990459821
6 6 6 6000 A T 0.0029449045 0.9965970143 0.0004580812 0.993531065
7 7 7 7000 A T 0.9844537961 0.0147126387 0.0008335652 0.003635098
8 8 8 8000 A T 0.0002854996 0.0019421881 0.9977723123 0.005000345
9 9 9 9000 A T 0.0052202003 0.0037747406 0.9910050592 0.003845385
10 10 10 10000 A T 0.0145463505 0.9603995477 0.0250541018 0.010122825
V10 V11
1 0.0003516265 7.013442e-03
2 0.0086429180 9.635453e-01
3 0.0026860830 9.876679e-01
4 0.9815783730 6.133627e-03
5 0.0092745162 2.656632e-04
6 0.0023760942 4.092840e-03
7 0.9945822710 1.782631e-03
8 0.0024962428 9.925034e-01
9 0.0011333510 9.950213e-01
10 0.9898094554 6.771937e-05
> controls[1:10, 1:11]
V1 V2 V3 V4 V5 V6 V7 V8 V9
1 1 1 1000 A T 9.822425e-01 0.003358295 0.014399242 0.9910275077
2 2 2 2000 A T 1.333922e-02 0.969099360 0.017561421 0.0070884674
3 3 3 3000 A T 3.989599e-03 0.004256366 0.991754036 0.0014208265
4 4 4 4000 A T 3.406932e-03 0.007333515 0.989259553 0.0006075389
5 5 5 5000 A T 9.881081e-01 0.010474830 0.001417104 0.9828012172
6 6 6 6000 A T 3.595319e-03 0.990430376 0.005974305 0.0003284885
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7 7 7 7000 A T 6.072451e-05 0.997494894 0.002444382 0.0034642921
8 8 8 8000 A T 6.322546e-03 0.006265613 0.987411841 0.0016109147
9 9 9 9000 A T 3.073608e-04 0.007901964 0.991790675 0.0160832317
10 10 10 10000 A T 9.748969e-03 0.978622828 0.011628203 0.0076508106
V10 V11
1 0.001110983 0.007861509
2 0.028424366 0.964487167
3 0.984644304 0.013934870
4 0.997842168 0.001550293
5 0.011371321 0.005827462
6 0.995963534 0.003707978
7 0.989251393 0.007284314
8 0.006935266 0.991453820
9 0.981741626 0.002175142
10 0.973590298 0.018758891
The structure of the data is as follows:
 every row is a SNP
 the first 3 columns are the SNP identification codes,
 the 4th and 5th are the alleles.
 columns 6 through to the end provide the probabilities of each genotype, each group of 3 columns
corresponds to one individual.
For example, the first individual in the data set of cases has probabilities of 0.996, 0.0024 and
0.0017 of having the genotypes for the first SNP of AA, AT and TT respectively. And the second
individual has a probabilities of 0.0278, 0.0086 and 0.9635 of having the genotypes for the second SNP
of AA, AT and TT respectively.
Of course, cases and controls must have the same number of rows, because the i-th row of cases
and the i-th row of controls correspond to the same SNP.
First in order to use CNVassoc certain preliminary data management steps are needed. The goal
is to have one matrix of probabilities with 3 columns corresponding to the 3 genotypes and 1000
individuals (500 cases plus 500 controls), for each of the 100 SNPs.
> nSNP <- nrow(cases)
> probs <- lapply(1:nSNP, function(i) {
+ snpi.cases <- matrix(as.double(cases[i, 6:ncol(cases)]),
+ ncol = 3, byrow = TRUE)
+ snpi.controls <- matrix(as.double(controls[i, 6:ncol(controls)]),
+ ncol = 3, byrow = TRUE)
+ return(rbind(snpi.cases, snpi.controls))
+ })
Now probs is a list of 100 components, each one containing the probability matrix of each SNP,
and the first 500 rows of each matrix refers to the cases and the rest to the controls.
In this point, we can use multiCNVassoc as shown in section 3, to perform an association test of
each SNP with case control status. But first, a casecontrol variable must be defined, which, in this
example, will be a simple vector of 500 ones and 500 zeros.
> casecon <- rep(1:0, c(500, 500))
Now, we have the data ready to fit a model. For example, to compute the association p-value
between every SNP and case control status assuming an additive effect:
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> pvals <- multiCNVassoc(probs, formula = "casecon~CNV", model = "add",
+ num.copies = 0:2, cnv.tol = 0.001)
And, as in section 3, it is necessary to correct for multiple tests:
> pvalsBH <- getPvalBH(pvals)
> head(pvalsBH)
region pval pval.BH
1 1 0.29083371 0.8400958
2 3 0.13235295 0.8400958
3 5 0.08296301 0.8400958
4 6 0.18826664 0.8400958
5 7 0.24967318 0.8400958
6 9 0.30321197 0.8400958
A frecuency tabulation of how many SNP achieve different levels of significance is obtained by:
> table(cut(pvalsBH[, 2], c(-Inf, 0.001, 0.01, 0.05, 0.1, Inf)))
(-Inf,0.001] (0.001,0.01] (0.01,0.05] (0.05,0.1] (0.1, Inf]
0 0 2 7 91
From these results, no SNP appears to be associated with case control status.
6 Other phenotype distributions
The examples of the previous section dealt with continuous normally distributed phenotypes, and
binary traits. However, there are situations where we may be interested in associating CNV with a
phenotype that is not normally distributed, or which is not a binary trait.
6.1 Poisson distributed phenotype
One example of a phenotype that doesn’t fit with previous examples is a counting process, that could
be the number of times that a patient replapses from a specific cancer. This could be modelled with
a Poisson distribution.
CNVassoc incorporates the possibility to fit a Poisson distribution by specifying family=”poisson”.
Also, CNVassoc has a function to simulate CNV data and Poisson phenotype. Therefore, in this sec-
tion simulated data from this function will be analysed.
Data for 4000 individuals has been simulated under the following scenario:
 CNV copy number of 0, 1 and 2 with probabilities of 0.25, 0.5 and 0.25 respectively,
 CNV intensity signal means of 0, 1 and 2 for 0, 1 and 2 copies respectively,
 CNV intensity signal standard deviation of 0.4 for each copy,
 an additive effect with a risk ratio of 1.7 for each increment in copy number status,
 incidence of 0.12 of relapsing among individuals with zero copies (which means a probability of
0.6737 of having at least one relapse).
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> set.seed(123456)
> rr <- 1.7
> incid0 <- 0.12
> lambda <- c(incid0, incid0 * rr, incid0 * rr^2)
> dsim <- simCNVdataPois(n = 4000, mu.surrog = 0:2, sd.surrog = rep(0.4,
+ 3), w = c(0.25, 0.5, 0.25), lambda = lambda)
> head(dsim)
resp cnv surrog
446 0 1 0.1626554
2214 0 2 1.1287803
3535 1 3 1.4992945
3579 1 3 1.9024086
678 0 1 -0.2533025
2813 2 2 0.4879491
The result is a data frame with 3 variables, and as many rows as individuals. The description of
these variables is:
 resp: response, distributed as a Poisson given the copy number status,
 cnv: the real copy number status, which, in practice, will be unknown and not considered in
testing the association,
 surrog: the CNV intensity signal.
First an object of class cnv is obtained fitting a normal mixture to the intensity signal, as in section
... Note that to make the normal mixture converge ”mclust” method is specified:
> CNV <- cnv(dsim$surrog, mix = "mclust")
> CNV
Inferred copy number variant by a quantitative signal
Method: function Mclust {package: mclust}
-. Number of individuals: 4000
-. Copies 1, 2, 3
-. Estimated means: 0.0141, 0.9774, 1.9636
-. Estimated variances: 0.1631, 0.1631, 0.1631
-. Estimated proportions: 0.2479, 0.4804, 0.2717
-. Note: number of classes has been selected using the best BIC
Note that 3 copy number status have been inferred by BIC criteria. By default 1, 2 and 3 copies
are assigned. To change the copy number status to 0, 1 and 2 copies, just change the num.copies
attribute properly:
> attr(CNV, "num.copies") <- 0:2
> CNV
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Inferred copy number variant by a quantitative signal
Method: function Mclust {package: mclust}
-. Number of individuals: 4000
-. Copies 0, 1, 2
-. Estimated means: 0.0141, 0.9774, 1.9636
-. Estimated variances: 0.1631, 0.1631, 0.1631
-. Estimated proportions: 0.2479, 0.4804, 0.2717
-. Note: number of classes has been selected using the best BIC
Then, an association model with CNV and the phenotype assuming an additive effect is performed
as usual, but specifying family="poisson" in the call to function CNVassoc:
> fit <- CNVassoc(resp ~ CNV, data = dsim, family = "poisson",
+ model = "add")
> coef(summary(fit))
RR lower.lim upper.lim SE stat pvalue
trend 1.613005 1.450285 1.793982 0.05425561 8.811971 0
The same generic functions are appliable as for normal and binary traits. Note that, now, summary
prints ”RR” instead of ”OR”.
We can compare this to the ”gold standard” model, where the phenotype is regressed to the true
copy number status:
> fit.gold <- glm(resp ~ cnv, data = dsim, family = "poisson")
> table.gold <- c(exp(c(coef(fit.gold)[2], confint(fit.gold)[2,
+ ])), coef(summary(fit.gold))[2, 4])
> names(table.gold) <- c("RR", "lower", "upper", "p-value")
> table.gold
RR lower upper p-value
1.701183e+00 1.547603e+00 1.871468e+00 5.752637e-28
The confidence interval of the estimate contains the true relative risk, and the ”gold standard”
model gives similar results as the one fitted using CNVassoc function (latent class model).
Because the data has been simulated from a fixed scenario, we may be interested in comparing
with an estimation made under a naive strategy, i.e. compared to fitting a standard log-linear Poisson
model assigning the most probable copy number to each individual (best guess approach):
> fit.naive <- glm(resp ~ CNV, data = dsim, family = "poisson")
> table.naive <- c(exp(c(coef(fit.naive)[2], confint(fit.naive)[2,
+ ])), coef(summary(fit.naive))[2, 4])
> names(table.naive) <- c("RR", "lower", "upper", "p-value")
> table.naive
RR lower upper p-value
1.555179e+00 1.415058e+00 1.710412e+00 6.646768e-20
To sum up, table 3 gives the relative risk estimated under different models (gold standard, latent
class and naive):
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RR lower upper
Gold 1.70 1.55 1.87
LC 1.61 1.45 1.79
Naive 1.56 1.42 1.71
Table 3: Comparison of RR estimated by the gold standard model, a latent class model (LC) and
naive approach
6.2 Weibull distributed phenotype
Similarly to a Poisson distributed phenotype, we may be interested in fitting data that comes from
a followed cohort, where we want to estimate associations of time to death or onset of a particular
disease with copy number variant. Probably some individuals will be censored, i.e. at the end of
follow-up they are alive or free of disease. As for classical survival analysis is important to take into
account these censored individuals and not to remove them from the analysis.
Function CNVassoc can handle this situation, simply by specifying family=”weibull” rather than
poisson or gaussian. In considering censoring status, function Surv must be invoked in the left hand
term of the formula argument (as for coxph function for example).
In this subsection we illustrate how to fit a model with time to event, possibly censored, by fitting
simulated data, in a similar manner to the previous subsection (Poisson distributed phenotype), and
using function simCNVdataWeibull implemented in the CNVassoc package.
The following scenario has been simulated for 5000 individuals:
 CNV copy number of 0, 1 and 2 with probabilities of 0.25, 0.5 and 0.25 respectively,
 CNV intensity signal means of 0, 1 and 2 for 0, 1 and 2 copies respectively,
 CNV intensity signal standard deviation of 0.4 for each copy,
 an additive effect with a hazard ratio of 1.5 for each increment of copy number status
 shape parameter of the weibull distribution equal to one,
 disease incidence equal to 0.05 (per person-year) among the population with zero copies.
 proportion of non-censored individuals (who suffered the disease during the study) of 10%.
> set.seed(123456)
> n <- 5000
> w <- c(0.25, 0.5, 0.25)
> mu.surrog <- 0:2
> sd.surrog <- rep(0.4, 3)
> hr <- 1.5
> incid0 <- 0.05
> lambda <- c(incid0, incid0 * hr, incid0 * hr^2)
> shape <- 1
> scale <- lambda^(-1/shape)
> perc.obs <- 0.1
> time.cens <- qweibull(perc.obs, mean(shape), mean(scale))
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> dsim <- simCNVdataWeibull(n, mu.surrog, sd.surrog, w, lambda,
+ shape, time.cens)
> head(dsim)
resp cens cnv surrog
739 1.482852 0 1 0.1436988
1282 1.482852 0 2 0.8899417
1339 1.482852 0 2 1.6149953
872 1.482852 0 1 -0.2586166
3718 1.482852 0 2 1.2688898
123 1.482852 0 1 -0.9089759
The result is a data frame with 4 variables (one additional variable, compared to the Poisson
example, that corresponds to censoring indicator), and, as before, as many rows as individuals:
 resp: time to disease (weibull distributed) or censoring (end of follow-up),
 cens: censoring indicator (0: without disease at the end of follow-up period, 1: with disease
within the follow-up period),
 cnv: the real copy number status, which, in practice, will be unknown and not considered in
testing the association,
 surrog: the CNV intensity signal.
As before, the CNV signal is fitted under a normal mixture distribution with function cnv and
specifying the ”mclust” method:
> CNV <- cnv(dsim$surrog, mix = "mclust")
> CNV
Inferred copy number variant by a quantitative signal
Method: function Mclust {package: mclust}
-. Number of individuals: 5000
-. Copies 1, 2, 3
-. Estimated means: 0.0081, 0.9805, 1.9833
-. Estimated variances: 0.1663, 0.1663, 0.1663
-. Estimated proportions: 0.2439, 0.4947, 0.2615
-. Note: number of classes has been selected using the best BIC
As for the Poisson example, 1, 2 and 3 copy number have been assigned. So, we need to change
the copy number status to 0, 1 and 2 copies, and we proceed as before:
> attr(CNV, "num.copies") <- 0:2
> CNV
Inferred copy number variant by a quantitative signal
Method: function Mclust {package: mclust}
-. Number of individuals: 5000
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-. Copies 0, 1, 2
-. Estimated means: 0.0081, 0.9805, 1.9833
-. Estimated variances: 0.1663, 0.1663, 0.1663
-. Estimated proportions: 0.2439, 0.4947, 0.2615
-. Note: number of classes has been selected using the best BIC
Then, an association model with CNV and the phenotype assuming an additive effect is performed
as usual, this time specifying family="weibull", and introducing the censored status using function
Surv in the left hand side of the formula argument: CNVassoc function:
> fit <- CNVassoc(Surv(resp, cens) ~ CNV, data = dsim, family = "weibull",
+ model = "add")
> coef(summary(fit))
HR lower.lim upper.lim SE stat pvalue
trend 1.385556 1.205619 1.592348 0.07097498 4.594595 4.335896e-06
Again, the same generic functions are applicable as for normal, binary traits and poisson distributed
phenotype. Note that, now, summary prints ”HR” instead of ”OR” (binary) or ”RR” (poisson).
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6.3. Otras publicaciones relacionadas
En el siguiente art´ıculo se ha usado el modelo propuesto en esta tesis doctoral
(mediante las funciones del paquete CNVassoc) y en el que se descubrieron CNVs
asociados a distintas enfermedades.
Influence of fetal glutathione S-transferase copy number variants on adverse
reproductive outcomes. (pa´g. 206).
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A nested case–control association study was designed to
investigate the influence of maternal and fetal copy number
variants (CNVs) on reproductive outcomes. Genotypes of ten
CNVs encompassing GST and CYP genes were assessed.
Significant associations were only found for child CNV genotypes.
In particular, the child GSTM1 insertion allele was associated with
prematurity protection (odds ratio, 95% CI: 0.67, 0.51–0.89;
P < 0.01), whereas the child GSTT2B insertion allele was
associated with an increased risk of being small for gestational age
(odds ratio, 95% CI: 1.33, 1.07–1.67; P = 0.01). The study
highlights the role of the fetal genome in prenatal development
and also the need to analyse CNVs in a systematic manner.
Keywords Copy number variant, glutathione S-transferase, pre-
term, small for gestational age.
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Introduction
A large proportion of perinatal and infant mortality is
accounted for preterm and very-low-birthweight newborns.
Moreover, these adverse reproductive outcomes lead to
high risks of developing several disorders later in life.
The heritabilities for gestational age and birthweight
have been estimated between 25% and 50%. Gestational
age exhibits slightly lower heritability than birthweight,
and, in contrast to birthweight, maternal genetic factors
have been found to be more important in preterm deliv-
ery than fetal factors.1 Several genes have been associated
with birthweight-related outcomes and the only genome-
wide association study performed until now revealed two
new loci: ADCY5 and CCNL1.2 Association studies in
candidate genes for preterm birth have been reviewed
elsewhere.3
Given that both genetic and environmental factors are
important in determining reproductive outcome suscepti-
bility, genes involved in detoxification of xenobiotics have
been extensively investigated. Glutathione S-transferases
(GSTs) are phase II enzymes that catalyse detoxification of
electrophilic compounds, endogenous or exogenous, by
conjugation to glutathione.4 In addition to the glutathione
activity, some GSTs can act as peroxidades, isomerases and
thiol transferases, and they can also participate in signalling
processes. Although GST proteins exhibit some overlap,
specificities have also been observed. While GSTs a,
l and p are close in terms of structure and substrate
specificity, the h family (GSTT) presents some particular
ª 2012 The Authors BJOG An International Journal of Obstetrics and Gynaecology ª 2012 RCOG 1141
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characteristics.4 The GSTTs show preference for conjuga-
tion of gluthatione to small xenobiotics and they can bio-
activate particular xenobiotics and produce metabolites
with higher reactivity.4
Genetic polymorphisms in GST genes account for part
of the variability in GST enzymatic activity observed
between individuals. Some GST genes (GSTM1, GSTT1 and
GSTT2B) are known to be located in copy number variable
(CNV) regions.4,5 Effect on adverse reproductive outcomes
of the GSTT1 and GSTM1 deletion polymorphisms has not
been consistently replicated. The irreproducibility of the
results might be attributed, in addition to epidemiological
bias, to the noncomprehensive analysis of the CNVs. First,
not all of the CNVs located in GST clusters have been anal-
ysed with respect to disease,5 and second, in the association
studies the exact number of copies has not been deter-
mined.
Here we undertook a comprehensive analysis of ten
CNVs encompassing detoxification genes (GSTs and CYPs
[cytochrome P450]). Only four of them were common in
the population and their effects on adverse reproductive
outcomes were explored.
Methods
Study population
Study participants were part of four European birth
cohorts that participated in the Health Impacts of Long-
Term Exposure to Disinfection By-Products in Drinking
Water (HIWATE) project: INfancia y Medio Ambiente,
Spain (INMA), including three subcohorts: INMA-Sabadell,
INMA-Gipuzkoa, INMA-Valencia; Rhea (Greece); Pelagie
(Perturbateurs endocriniens: E´tude Longitudinale sur les
Anomalies de la Grossesse, l’Infertilite´ et l’Enfance, France);
and Kaunas (Lithuania).
Samples and outcome definitions
Preterm birth was defined as being born before 37 com-
pleted weeks of gestation. Gestational age was calculated
based on the last menstrual period date if the last men-
strual period and ultrasound-based (<20 weeks) estima-
tions were consistent by 7 days or fewer. If not, we used
gestational age estimated by ultrasound. If neither of these
measures was available, then we used the gestational age
registered by the maternity records. Almost all the infants
were late preterm and <10% of them were born before 32
completed weeks of gestation. Small-for-gestational-age
(SGA) infants were defined as having a birthweight below
the 10th centile based on existing local scales or based on
new customised scales, depending on the availability of
adequate growth curves. In the INMA and Kaunas cohorts,
SGA was defined based on local standard scales, whereas
customised scales were used in Rhea. A combination of
local and customised scales was used in Pelagie. Controls,
matched to cases by sex and country within each cohort,
were randomly sampled. First, children that followed the
inclusion criteria for controls (not preterm, not SGA, not
large for gestational age) were preselected and grouped into
subsets defined by country and sex. Then, from these sub-
sets, a random sampling of children needed to equal the
number of cases was performed using the sample command
in STATA 8.0 (STATA Corp., College Station, TX, USA).
The same controls were used for preterm and SGA analy-
ses. Ethnicity was assessed with a self-administered ques-
tionnaire. Information on covariates was harmonised
between cohorts and used for adjustment.
DNA extraction
DNA from cord blood or from maternal peripheral blood
was extracted using different protocols (see Appendix S1),
quantified using the PicoGreen dsDNA kit (Invitrogen,
Carlsbad, CA, USA) and normalised to 40–60 ng/ll. A total
of 2005 samples with available DNA were included in the
study, 1003 maternal DNAs and 1002 child DNAs. Mater-
nal DNA was not available in the Pelagie cohort.
Genotyping
Ten putative CNVs encompassing or near detoxification
genes, GSTs or CYPs, were identified using data from the
Database of Genomic Variants, from the Wellcome Trust
Sanger Institute database and from the literature. The
CNVs were genotyped with the Multiplex Ligation-depen-
dent Probe Amplification (MLPA) method (MRC-Holland,
Amsterdam, the Netherlands) following the manufacturer’s
instructions with minimal modifications. MLPA data were
normalised using the reference probes included in the assay
and CNV status probability was inferred using the mclust
algorithm implemented in the CNVassoc package (R envi-
ronment). To ensure the correct genotyping of the CNVs,
we compared intertechnique and interlaboratory variability.
Nine-hundred and ninety maternal DNAs (average call rate
98.7%) and 938 child DNAs (average call rate 93.6%) were
successfully genotyped. Four samples out of 648 mother–
child pairs (0.6%) showed Mendelian errors in GSTT1
CNV (using a 0.9 CNV inference cut-off), so they were
excluded from the analysis. Linkage disequilibrium parame-
ters—the standardised coefficient of linkage disequilibrium
(D’) and the squared correlation coefficient measure of
linkage disequilibrium between two loci (r2)—were esti-
mated using the Haplo.view programme. (See Supporting
information, Appendix S1, for details on the MLPA geno-
typing process and validation.)
Statistical analysis
Families with genotypic data but lacking information of
covariates were excluded (see Appendix S1). Hardy–
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Weinberg equilibrium was explored in controls using a
chi-square test. Logistic regression models were applied
to the data under a codominant genetic model (and in
some cases dominant and recessive models were fitted).
Crude models were adjusted for cohort, whereas fully
adjusted models contained, in addition to cohort, infor-
mation about child sex, maternal age, maternal prepre-
gnancy body mass index (BMI), maternal education,
maternal smoking during first trimester of pregnancy and
parity. As no large differences were observed between
crude and adjusted models, only the adjusted models are
shown. To take into account heterogeneity between
cohorts (including genetic heterogeneity), random effects
meta-analyses were performed. Statistical packages STATA
8.0, SPSS v17.0 and SNPassoc, CNVassoc and rmeta
in R environment were used. A P value <0.05 was con-
sidered significant.
Results
Study samples
Complete data were available for 884 child DNAs and 913
maternal DNAs from four European birth cohorts. The
main characteristics of the families are shown in Support-
ing information, Table S1. All covariates were similar in
cases and controls, except for parity, maternal prepregnan-
cy BMI and smoking during the first trimester of preg-
nancy. Preterm newborns were more frequent in second or
subsequent pregnancies. In contrast, SGA children tended
to be delivered to nulliparous mothers. Mothers who
smoked tended to have smaller children. High maternal
prepregnancy BMI was associated with preterm birth,
whereas low BMI was associated with SGA.
CNV and haplotype frequencies
Seven CNVs in GST genes and three in CYP genes were
evaluated. CNVs in the CYP genes (CYP2D6, CYP2E1 and
CYP2A6) were not further analysed because the genotyping
classification quality score was not good enough. On the
other hand, three of the GST CNVs (GSTA2, GSTA3-A4
and GSTM5) were found to be monomorphic. Finally, four
common CNVs (GSTM4-5¢, GSTM1, GSTT2B and GSTT1)
in two GST loci were analysed in relation to adverse
reproductive outcomes. All four of these CNVs were in
Hardy–Weinberg equilibrium in the controls, except for
GSTT1 which slightly deviated from the equilibrium in
children (see Supporting information, Table S2). The
GSTM CNVs were not in linkage disequilibrium (see
Supporting information, Table S3, Figure S1a). In contrast,
D’ between GSTT CNVs was > 0.7 and r2 was > 0.5
(Supporting information, Table S3, Figure S1b). Tag single
nucleotide polymorphisms and GSTT CNVs showed an
r2 > 0.6.
CNV association analysis
Child GSTM1 CNV was associated with preterm birth
(Table 1). The GSTM1 insertion allele conferred protection
against preterm birth (odds ratio 0.67, 95% CI 0.51–0.89;
P < 0.01; additive model). On the other hand, child
GSTT2B CNV was associated with SGA and a trend was
observed for preterm birth (Table 1). In particular, children
bearing the GSTT2B insertion had an increased risk for
being SGA (odds ratio 1.33, 95% CI 1.07–1.67; P = 0.01;
additive model). Other CNVs were not associated with the
outcomes. Random-effect meta-analysis for the estimates
by cohort showed similar effects and P values for hetero-
geneity were 0.16 and 0.87 for child GSTM1 and child
GSTT2B CNVs, respectively (see Figure S2).
Regarding maternal genotypes, none of the CNVs was
associated with the reproductive outcomes (see Supporting
information, Table S4); however, maternal GSTM1 CNV
showed a trend similar to that described in children. When
maternal genotypes were taken into consideration in the
statistically significant models for child genotypes, no large
differences in the estimation of the effects were detected
(between 4% and 11%) (see Supporting information,
Table S5).
CNV haplotype association analysis
We then tested the effect of child GST CNV haplotypes on
adverse reproductive outcomes (see Supporting informa-
tion, Table S6). An increased risk gradient was observed for
each insertion allele in the GSTT locus. SGA cases were less
frequent among those children bearing the deletion-dele-
tion GSTT haplotype. A nominal association was found for
preterm birth in the GSTM locus, but no clear pattern was
observed.
Discussion
In the present study, we undertook a comprehensive analysis
of CNVs in GST and CYP genes and, after filtering for quality
control and CNV frequency, four common CNVs in or near
GST genes were further explored in relation to adverse repro-
ductive outcomes. We found that child GSTM1 and GSTT2B
CNVs, but not maternal CNVs, were associated with preterm
birth and SGA, respectively. The haplotypic analysis sug-
gested that not only the GSTT2 CNV, but also the GSTT1,
had an effect on SGA phenotype.
In general, mother or child GSTM1 deletion has been
reported to increase the risk for adverse reproductive out-
comes, alone or in combination with certain exposures, and
this is in the same direction as the association found in
children in this study. According to these findings, the dele-
tion of the GSTM1 gene, and plausibly the decrease in
detoxification capacity, conferred a higher risk for preterm
delivery.
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On the other hand, we found that child GSTT2B CNV
insertion allele, and so the insertion of the GSTT2B gene,
conferred a higher risk for SGA. The increased risk
observed for the presence of GSTT2B gene could be
explained by bioactivation processes.4 Alternatively, the
effect of the GSTT2B CNV might be indirect modifying the
expression of nearby genes, as previously reported,5 or it
might tag other genetic variants in the region (see Figure
S1b). In fact, the GSTT2B CNV insertion allele is correlated
with the GSTT1 CNV deletion allele,5 and the GSTT1 dele-
tion allele has been reported to increase the risk of low
birthweight in mothers, alone or in combination with pre-
natal exposures.
A strength of this study is that we tested both maternal
and child genotypes, and with this, and the adjustment of
one by the other, we tried to disentangle which genome is
responsible for the phenotype.1 Data from this study sug-
gest that child GST CNV genotypes are responsible for the
effects. However, a nonsignificant association for GSTM1
CNV was detected in mothers. This can be just a conse-
quence of the fact that mother and child share half of their
genome. Detoxification during prenatal life depends on
mother, placenta and embryo–fetal capacities. Although it
is known that detoxification genes suffer changes in their
expression and activity in mothers during pregnancy and at
different stages of development in the fetus, not much is
known about the expression of genes located within CNVs.
In particular, Raijmakers et al.6 found that the main GST
gene expressed in embryo and fetus was GSTP1, followed
by GSTA and GSTM1, and no expression of GSTT1 was
detected, but specimen donors were null for the GSTT1
CNV. In addition to the detoxification activity, some GST
family members have been involved in metabolism and sig-
nalling processes that might be relevant for fetal develop-
ment.
Another important aspect of the study is that we have
explored GST CNVs in relation to adverse reproductive
outcomes in a comprehensive manner. We have analysed
not only the largely explored GST CNVs, but also five
other putative CNVs situated in GSTT, GSTM and GSTA
loci. As far as we know, this is the first time that GSTT2B
CNV has been studied in relation to disease.5 Furthermore,
Table 1. Adjusted association analysis between child copy number variants and adverse reproductive outcomes*
Genetic model Genotype N** (control/case) Preterm N** (control/case) Post-term
OR 95% CI P value OR 95% CI P value
GSTM4-5¢
Codominant 0 147/72 1 147/134 1
1 186/87 0.93 0.62–1.39 0.72 186/141 0.8 0.57–1.11 0.18
2 58/29 0.95 0.55–1.65 0.85 58/51 0.92 0.58–1.45 0.72
Codominant 0 170/105 1 170/160 1
1 168/68 0.64 0.43–0.94 0.02 168/126 0.83 0.60–1.15 0.27
2 53/15 0.49 0.25–0.95 0.03 53/40 0.85 0.52–1.40 0.52
GSTM1
Dominant 0 170/105 1 – – – nt.****
1 + 2 221/83 0.6 0.42–0.87 <0.01 – – –
Additive Linear trend 391/188 0.67 0.51–0.89 <0.01 – – – nt.****
GSTT2B
Codominant 0 143/53 1 143/91 1
1 190/109 1.49 0.98–2.25 0.06 190/171 1.37 0.97–1.94 0.08
2 58/26 1.41 0.78–2.52 0.25 58/64 1.76 1.12–2.78 0.02
Dominant 0 – – – nt**** 143/91 1
1 + 2 – – – 247/233 1.46 1.05–2.03 0.02
Additive Linear trend – – – nt**** 391/326 1.33 1.07–1.67 0.01
GSTT1***
Codominant 0 77/29 1 77/62 1
1 165/107 1.56 0.93–2.60 0.09 165/153 1.15 0.76–1.73 0.52
2 149/52 0.84 0.48–1.46 0.54 149/111 0.95 0.62–1.46 0.81
*Adjusted for cohort, parity, maternal age, maternal prepregnancy BMI, child sex, maternal education, smoking during first trimester of preg-
nancy.
**Estimated number of individuals for each genotype.
***Not in Hardy–Weinberg equilibrium in the controls in child DNAs.
****Not tested because codominant P values > 0.1.
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we have reported the CNV status as zero, one or two cop-
ies and this seems to be crucial given the linear trend
found in the associations. We validated the CNV genotypes
with different methods, genotype classification probabilities
were considered using latent class statistical models, tag
single nucleotide polymorphisms validated the genotyping,
and a sensitivity analysis excluding low-quality genotypes
was performed. Although quality controls were applied,
we have to acknowledge that the deviation from Hardy–
Weinberg equilibrium of GSTT1 CNV in children, probably
because of a lower classification score, could have had an
impact on our results.
We designed a case–control study to increase the statistical
power; however, the sample size was limited. Hence, we can-
not discard the possibility that some associations have been
overlooked, especially given the fact that some overlap exists
between both phenotypes and that some nonsignificant asso-
ciations were observed. Another limitation is the broad range
definition used for preterm, which includes spontaneous
preterm labour, delivery because of maternal or fetal infec-
tions and premature prelabour rupture of the membranes.
We have not subdivided preterm infants according to clinical
subphenotypes because of the limited sample size. Although
different genetic factors might produce these subtypes of
prematurity, the joint analysis allowed us to increase the
statistical power to detect those genes that might play a gen-
eral role in gestational age independently of the
pathophysiological characteristics of each subtype. Finally
data from different European cohorts have been pooled, and
although no genetic test has been performed to deal with
population substratification, women reporting not to be
white European were excluded, controls were selected
matched by country of origin within each cohort and all of
the analyses were adjusted for cohort. Moreover, random-
effect meta-analysis did not reveal any heterogeneity.
Conclusion
Child CNV genotypes in GST detoxification genes
(GSTM1 and GSTT2B), but not maternal genotypes, were
associated with adverse reproductive outcomes. These
data suggest a role for the fetal genome in prenatal
development, and also highlights the need to analyse
CNVs in a systematic manner improving genotype calling
and exploring haplotypes.
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