Abstract-Experimental structure analysis of biological molecules (e.g, proteins) or macromolecular complexes (e.g, viruses) can be used to generate three-dimensional density maps of these entities. Such a density map can be viewed as a three-dimensional gray-scale image where space is subdivided in voxels of a given size. The focus of this paper is the analysis of virus density maps. The hull of a virus consists of many copies of one or several different proteins. An important tool for the study of viruses is cryo-electron microscopy (cryo-EM), a technique with insufficient resolution to directly determine the arrangement of the proteins in the virus. We therefore created a tool that locates proteins in the three-dimensional density map of a virus. The goal is to fully determine the locations and orientations of the protein(s) in the virus given the virus' three-dimensional density map and a database of density maps of one or more protein candidates.
I. INTRODUCTION
There are many variants of 3D matching. They differ in the representation of data they work on and the type of matching required. The differences between discrete 3D objects and discretized continuous data are very significant for the choice of algorithm. It is also important to note that approximate matching is far more challenging than exact matching. Another significant problem parameter is whether matching of complete objects against each other (global matching), smaller objects against parts of larger objects (semi-local matching) or parts of objects against parts of objects (local matching) is necessary. Semi-local and local matching are inherently more complex than global matching. It is, for example, quite pointless to compute global invariants and use them as a base for local matching.
Our research originated in the analysis of the 3D structure of viruses. Its goal is the determination of the physical structure of a virus, i.e. the type of protein molecules it consists of and their location and orientation. Since viruses are too large for X-ray crystallography, cryo-EM reconstruction is used to determine their density distribution. This generates a voxel-based representation in which every voxel is assigned a density value. However, due to limited resolution of these density maps, it is impossible to directly derive the location and orientation of hull proteins from this data set. Therefore, the goal of our work was an algorithm that solves this problem. Since we need to match parts of proteins with parts of the virus under rigid motion and have to compensate for measurement errors, we are faced with local approximate 3D matching. It is not semilocal since we only get sufficient information about the surface of the virus to compare surface regions with parts of the surface of proteins. Those surface areas of the proteins in the virus that are within the virus and border other proteins in the virus are impossible to directly detect in the experimental data of the virus. Figure 1 shows 3 instances of a cut through a viral density map. The left is the Fig. 1 . 3 copies of a cut through the density map of a virus with a protein and the surfaces coinciding with the surface of the virus marked in the center and right cut. map itself, in the center a protein is marked and in the right cut the surface of the protein which coincides with the surface of the virus is marked. Only the portion of the protein's surface marked in the right cut can be used to detect similarity and thereby assign this location and translation of the protein a high similarity score.
In this paper we present an algorithm based on geometric hashing techniques for solving this problem. While relatively slow, it produces good results for a test dataset obtained from public databases (EMDB [1] and PDB [2] ).
II. ALGORITHM
The algorithm we developed is faced with two different data representations. While the virus is described by a 3D-density map, the proteins we want to detect in it are given as sets of point clouds describing the spatial arrangement of their atoms, for example as PDB files. Therefore we convert the PDB representation of the protein into a 3D density map using a tool called EMAN [3] . Another such tool is contained in the SITUS package [4] . The scale of the experimental data set is known and it is possible to generate a density map with the same scale using EMAN. However, a much more complicated problem arises from differences in the density value curves. EMAN does not produce density values that are directly comparable to the experimental data. We therefore decided to use a feature based approach for comparing the two data sets. Feature based methods have two main advantages over direct methos. They are relatively density scale invariant and reduce the amount of data that needs to be processed by the matching algorithm.
Previous work has already shown that edge detection can be used to improve quality and efficiency of matching [4] . In principle this means computing gradients for all voxels and considering all voxels above a user-defined threshold as edges/surfaces. The sets of these voxels are then treated as point clouds that represent the virus' and the protein's surface. We use an algorithm by Monga et al. [5] .
The actual amount of data reduction depends on the surface of the molecules. For a sphere enclosed in a cube with n voxels on each side the point set generated using edge detection would be of size . After preprocessing the data we want to compare, and converting it into compatible formats, we are faced with the problem of local approximate matching of 3D point clouds. In order to achieve this, we have to determine the rotation and translation which correctly overlays one cloud onto the other.
A classical approach for comparing one point cloud with another is the so-called geometric hashing [6] . It is based on partitioning space into cells and assigning each point of the target point cloud to its corresponding cell. The partition it uses is the straightforward discretization into voxels. In a second stage, for each point in the query cloud we determine its cell and determine if there is a matching point from the target in that cell. Counting the number of matching points provides us with a method to approximate the similarity of the two point clouds. This technique can easily be extended to matching one point cloud with several others. In this case, for every cell of the partition we have to determine and store the list of point clouds that have a point in the respective cell.
In order to determine the translation and rotation required to match one point cloud to another, we separate the determination of translation and rotation by selecting an arbitrary base point in the target point cloud and translating the point cloud to place the base point into the origin. We then generate a set of rotational samples, i.e. instances of the target point cloud rotated around the base point, and store this set in a database (see the pseudocode for PreprocessProtein). In order to determine the correct translation we then proceed to select every point in the query as its base point, translate it and the point cloud to place it into the origin and attempt to match it with the database of rotational samples using geometric hashing (see the pseudocode for MatchVirus). In order to reduce the amount of work in this phase we only consider points of the query in a neigborhood r around the base point. The size of this neighborhood is twice the diameter of the protein. In essence this moves evaluation of all rotations into preprocessing, while the evaluation of all translations is done at runtime through the selection of the base point.
Generating the rotational samples in 3D-space is non-trivial. Our first approach was to use evenly distributed sets of the three rotational angles, however, this leads to a very uneven sampling and is highly inefficient since some areas are heavily oversampled. We therefore used a simple, more promising approach, random sample generation [7] . Deterministic sample generation with good properties is challenging and application of existing results could be a topic of further research.
Comparison of points from a query point cloud with a rotational sample that is off by a few degrees of rotation in one or more angles but shares the same base point is faced with two types of error: rotational and radial error. While the radial error (i.e. the difference in distance from the respective base points) is independent of the angular difference between the point clouds, this is not the case for the rotational error. Here the absolute error value linearly increases with the distance of a pair of points from their base point. The classical partition of space into equally sized voxels does not address this phenomenon. We therefore decided to implement a more advanced spatial partition, the cube-based partition. First we divide space into 6 pyramidal cones by centering a cube around the base point of a point cloud and defining the cones through the base point and the 4 corners of each of the faces of the cube. We then proceed to lay a rectangular grid over the faces of the cube by shooting rays with equal angular spacing from the base point through the face of the cube. This approach results in smaller cones which are not fully symmetrical anymore but still of roughly similar shape and size. We then divide these cones into intervals with respect to the distance from the base point. This provides us with a spatial partition that allows for a constant rotational and a nearly constant radial error since the angle covered by all the cells in one cone remains constant independent of the distance from the base point and only varies slightly between different cones. Figure 2 contains a cut through a cube-based partition that divides each face of the cube into 5 by 5 cones. The use of a single designated base point for a target point cloud can lead to problems in the case of local matching. Since it is possible that a base point from one point cloud is missing in the second point cloud, we could miss a match if no other points are sufficiently close. An example for such a base point would be one that is marked in the center cut of Figure 1 but not in the right cut. A simple solution to this problem is the use of two or even more base points. This leads to a linear increase in the number of sample point clouds in the database and increases the probability of a common base point. If we assume that a fraction ¦ of the surface of the protein coincides with the surface of the virus, the probability of missing a match when using just one base point is
In geometric hashing, this process is often called voting. For the trivial spatial partition into sufficiently small voxels it is guaranteed that there will be at most one point from the query and any rotational sample per cell. This property significantly simplifies the voting process. For each point in the query there can be at most one point in the target point cloud so we simply have to loop over all query points and count the number of matching points in their respective voxels. However, with larger voxels or when using the cube-based spatial partition, it is possible that two or even more points of a point cloud are within the same cell. In this case the voting algorithm becomes more complex. Assuming there are points of the query point cloud and points of the target point cloud in the same cell, the trivial implementation would be a loop over all points that increases the number of matching points by in each iteration. This would lead to ¢ votes, clearly an exaggeration. The cleanest implementation would be to count
matching points. However, this requires slightly more computation. In our current implementation we use a compromise and count matching points if G ¤
. Since we typically use relatively small cells, the exaggeration in the number of votes caused by this simplification turned out to be acceptable.
A further problem we have to handle is the occurrence of duplicate matches. Our algorithm generates a list of hits, i.e. pairs of base points and rotational samples which are sorted by their votes. In case we have two or more very similar hits, we have to detect and remove all but one of them. A second source of duplicate matches is the use of multiple base points. In this case, each occurence of the pattern typically matches at least one rotational sample for each base point. We use a simple greedy algorithm to remove duplicate matches from this list. It generates an empty 3D image the size of the virus and places the best matching protein in the list in the 3D image and deletes it from the list. It then proceeds to greedily select the best matching protein and attempts to place it into the 3D image. If there is a significant amount of overlap with proteins already in the image, the match is scrapped, otherwise it is added to the image. In principle, the list of matches contains all possible translations and rotations, but processing them would be far too time-consuming. We decided to use a user-defined maximum list length to limit the number of candidates that have to be processed with the duplicate removal algorithm.
III. ALGORITHM ANALYSIS The naive algorithm to solve our problem would consist of translating the protein into each possible position in the virus, rotating it into a number of rotational samples and comparing each instance generated in this way with the virus. Its runtime could be described as: is the number of faces we subdivide a cube in the spatial partition into. Due to our use of edge detection this value drops (for our data) to: IV. ALTERNATIVE APPLICATIONS While our algorithm was designed for the specific problem of matching proteins in viral structures, it is quite generic and could be applied to other problem instances in computational biology and beyond. We are currently starting to use it to match proteins and other molecules in cryo-EM density maps of larger complexes. A good example for this application is given in work by Rath et al. [8] . They present an algorithm targeted at a problem similar to ours. It is based on computing cross-correlation coefficients between query and target using FFT (fast Fourier transform). They use it to locate ribosomal proteins and RNA in a (unfortunately unpublished) cryo-EM map of the ribosome 70S from E. coli. The main difference to our problem is that the query occurs only once in the target.
V. EXPERIMENTAL RESULTS
To evaluate our algorithm in a practical setting, we selected PRD1, a virus for which the location and arrangement of the hull proteins is already known [1] , [9] . Figure 3(b) shows a cut through its cryo-EM density map. The virus' hull consists mainly of the protein P3, a total of 720 copies of the protein arranged in a regular, symmetric fashion. All instances of the protein exist in a trimer, a compound of 3 instances of the protein.
We therefore decided to use the P3-trimer as input instead of just one copy of the protein and match it against the 3D density map of PRD1 to find its 240 instances in the hull. Figure 3(a) shows a 3D model of the trimer.
The cryo-EM density map of the virus has a resolution of 256 voxels in each dimension for a total of roughly 16 million voxels. Edge detection reduced this data set to a point cloud with 595,113 points. For the P3-trimer we generated a density map with 72 voxels in each dimension (373,248 voxels) which was then transformed into a point cloud containing 2086 points using edge detection. Figure 4 shows slices of the virus and protein data after edge detection.
We used 8000 rotational samples of the P3-trimer and either one, two or three randomly selected base points. We subdivided each side of our cube-based partition into 19 times 19 faces. Table I contains the number of successfully detected proteins and the runtime of our algorithm on a 2.66 GHZ Pentium 4 with 1 GB of RAM. The number of matches is based on a visual comparison of an overlay of the cryo-EM map of the virus and the assembly of the trimers generated by our algorithm. In each run we processed the 20000 best candidates with the duplicate removal algorithm. This explains why there are actually less matches for the case of 3 base points since there were roughly three times as many duplicates. Figure 5 (a) shows a slice of the reconstructed 3D image generated by the duplicate removal algorithm while using two base points. There are 5 obvious holes in the hull of the virus. The four on the corners are positions of proteins different from P3, the fifth is the position of the one protein we were unable to detect with our algorithm. cryo-EM map which illustrates the positioning of the proteins in the hull.
Apart from this experiment we also applied our software to one of the problems in [8] . Given proteins in PDB format as queries they attemp to locate them in a cryo-EM density map of a larger complex, the E. coli ribosome 70S. Unfortunately their cryo-EM data set is not publicly available so we generated an artificial data set with EMAN. This of course led to nearly non-existent errors since we were matching two density maps generated by the same program from the same structure. Nevertheless it is worth mentioning that our algorithm was able to detect the correct location of a sample protein in 5 minutes. It remains to be seen, whether this will still work with the noisy experimental data set. Our software can be downloaded at www.cs. helsinki.fi/u/ojamies/gesh.
VI. CONCLUSION
The algorithm and its implementation presented in this paper represent a pragmatic solution to a practical problem from computational biology. While the usefulness of the current algorithm is somewhat limited by its runtime, it is nevertheless a powerful tool for instances where the number of potential hull protein candidates is limited. In the future a faster screening approach to run on larger protein databases could be an interesting option.
As a side note, we would like to point out, that the spatial partition and the generation of rotational samples are very closely related. In principle, a spatial partition could also be used to generate rotational samples. We are currently investigating potential benefits of using the same approach for rotational sample generation and spatial partition. For example, we plan to use the cube-based partition to generate rotational samples around the central rays of each of the cones defined by the partition.
An inherent problem of any spatial partition is the discretization of space which can cause errors when matching points. While unlikely, it is quite possible, that points that are very close to each other end up in different cells of space. This problem could be alleviated by processing some or all neighborhoods of each cell that we access. It remains to be seen, whether the improvement of accuracy would be worth the increased runtime. This research would be closely related to possible improvement of the spatial partition used and the rotational sample generation.
Further possible improvements could involve a clever selection of the base points, i.e. according to chemical/physical properties of the proteins.
