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GUMBEL DISTRIBUTION IN EXIT PROBLEMS
YURI BAKHTIN
Abstract. We explain the connection between the Gumbel limit for
diffusion exit times and the theory of extreme values.
1. Introduction
The Gumbel distribution Λ is one of the max-stable distributions. Its
distribution function is
Λ(x) = e−e
−x
, x ∈ R,
and its density is given by
(1) λ(x) = e−x−e
−x
, x ∈ R.
The Gumbel distribution is mostly well-known as a limit law in the ex-
treme value theory, see, e.g., [dHF06, Chapter 1]. Surprisingly, it also ap-
pears as a limiting distribution (in the limit of vanishing noise) for normal-
ized exit times of diffusions conditioned on unlikely exit locations. The first
result of this kind was obtained in [Day90] where exits through a charac-
teristic repelling boundary were considered. In a recent paper [CGLM13]
(see also references therein for related results) a similar result was obtained
for the case where the prescribed exit location for the diffusion is separated
from the starting point by a potential wall. Let us state the main result
from [CGLM13].
Let Xε be a strong solution of the following one-dimensional stochastic
differential equation driven by a drift vector field b and a Wiener processW :
dXε(t) = b(Xε(t))dt+ εdW (t),(2)
Xε(0) = x0,(3)
where ε > 0 is a constant diffusion coefficient and x0 is a nonrandom starting
point. This diffusion process is considered on a segment [A,B] containing 0
and x0, until the first exit time
τε = inf
{
t ≥ 0 : Xε(t) ∈ {A,B}
}
.
It is assumed that the drift b is smooth on [A,B] and satisfies b(0) = 0,
b′(0) > 0, b(x) < 0 for x ∈ [A, 0), and b(x) > 0 for x ∈ (0, B].
Let us assume that x0 < 0. Then the event Cε = {Xε(τε) = B} is
unlikely for small ε because on Cε the process Xε has to travel against the
drift. The probability of Cε decays exponentially in ε
−2 as follows from
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the celebrated Freidlin–Wentzell theory of large deviations for small white
noise perturbations of dynamical systems, see [FW84]. Nevertheless, one
can study the behavior of τε conditioned on this unlikely event.
Theorem 1 ([CGLM13]). Under the conditions given above, there are con-
stants c1, c2, c3 such that as ε→ 0,
Law
[
τε − c1 ln 1
ε
∣∣∣ Cε
]
⇒ Law [c2Z + c3] ,
where Z is a Gumbel random variable and “⇒” denotes weak convergence
of probability measures.
Although it is clear that the behavior of both extreme values and exit
times depends on the tails of the random variables involved, the precise
reason why the Gumbel distribution appears as a limit in both cases has
not been known. The goal of this note is to explain the connection which
is provided by the theory of residual life times developed in the classical
work [BdH74].
We stress that the computations in the present note are not new and
go back at least to [Day90]. What is new is the realization that these
computations can be viewed as a specific case of those in the heart of residual
life times theory. In fact, this link between exit times and residual life times
is absent in the literature known to the author (and MathSciNet).
In Section 2 we consider a simple model problem that simultaneously
captures the essence of the mechanism of generating asymptotically Gumbel
exit times, and allows for elementary computations. In Section 3 we explain
the necessary facts on extreme values and residual life times. In Section 4,
we revisit the computations of Section 2 and explain them from the point
of view of the theory of residual life times.
Acknowledgements. The author is grateful to Jon Wellner for pointing
to [BdH74]. The author thanks Gautam Goel for stimulating discussions and
computer simulations. The partial support from NSF through CAREER
Award DMS-0742424 is gratefully acknowledged.
2. A simple exit problem
Here we consider the following model problem. Let us suppose that the
drift is linear, i.e., b(x) ≡ βx for an arbitrary constant β > 0 and, the
constants A andB are equal to −1 and 1, respectively. Instead of considering
a fixed value of x0 ∈ (−1, 0), we will assume that x0 = −εa for some a > 0,
and then sequentially take the limits ε → 0 and a → +∞. This model
is different from the one considered in [CGLM13],[Day90],[Day92],[Day95],
and our results are not equivalent to the results therein. However, we choose
this model and the limiting procedure since this is the simplest setting that
suits our goal of demonstrating a natural connection between exit problems
and extreme values theory.
Let us first study the limiting behavior of τε as ε→ 0.
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Theorem 2. Let us fix a > 0 and introduce r = a
√
2β. As ε→ 0,
Law
[
τε − 1
β
ln
1
ε
∣∣∣ Xε(τε) = 1
]
⇒ Law
[
− 1
β
ln(N − r) + 1
2β
ln(2β)
∣∣∣ N > r
]
,
where N is a standard Gaussian random variable.
Proof: In the case of linear drift, the solution Xε can be represented by
the following Duhamel principle:
Xε(t) = e
βt
(
x0 + ε
∫ t
0
e−βsdW (s)
)
= eβt
(
−εa+ ε
∫ t
0
e−βsdW (s)
)
(4)
= εeβt
(
−a+
∫ t
0
e−βsdW (s)
)
.
conditioned on the exit through the right end of [−1, 1], i.e., on {X(τε) = 1}.
Let us introduce
It =
∫ t
0
e−βsdW (s), t ∈ [0,+∞],
and I∗ = supt≥0 |It|. Representing It as a time changed Wiener process, we
see that I∗ is a.s.-finite. Since |Xε(τε)| = 1, equation (4) implies
τε ≥ 1
β
ln
1
ε(I∗ + a)
,
and we can conclude that τε → +∞ a.s. Combining this with (4) and
continuity of It on [0,+∞], we see that
Xε(τε)
εeβτε
= −a+ Iτε a.s.−→ −a+ I∞.
Recalling that |Xε(τε)| = 1, we conclude that
τε − 1
β
ln
1
ε
a.s.−→ − 1
β
ln | − a+ I∞|.
Also,
Xε(τε)
a.s.−→ sgn(−a+ I∞).
Now the Theorem follows since I∞ is a centered Gaussian random variable
with variance 1/(2β), i.e., I∞ = N/
√
2β for a standard Gaussian random
variable N . 
The limiting distribution provided for the first part of the limiting pro-
cedure (ε → 0) by Theorem 2 is a linear transformation of the conditional
distribution Law
[− ln(N − r) ∣∣ N > r], where r = a√2β. In fact, this con-
ditional distribution can be computed explicitly. For example, its density is
given by
(5) pr(x) =
1√
2pi
e−x−(e
−x+r)2/2
1−G(r) ,
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where G is the standard Gaussian distribution function.
Similar arguments were used to study exits from neighborhoods of unsta-
ble equilibria in [Day90, Day92, Day95, BG04, Bak08, Bak10, Bak11, Bak12,
BC12, BG13].
The second part of the analysis is letting a→∞ or, equivalently, r →∞.
Our next statement claims that as r → ∞, under a proper normalization
(shift by ln r), the limit of the distributions described in Theorem 2 is the
Gumbel distribution.
Theorem 3. Let λ and pr be defined by (1) and (5). Then
lim
r→∞
pr(x− ln r) = λ(x), x ∈ R.
Proof: For any x ∈ R,
pr(x− ln r) =
1√
2pi
e−x−ln r−(e
−x−ln r+r)2/2
1−G(r)
=
1√
2pir
e−r
2/2
1−G(r) e
−x−e−2x/(2r2)−e−x → λ(x), r →∞,
where we used the fact that 1−G(r) ∼ 1√
2pir
e−r
2/2. 
Corollary 1. As r →∞,
Law
[− ln(N − r)− ln r ∣∣ N > r]⇒ Λ.
Proof: This claim is a direct consequence of Theorem 3 and Scheffe´’s theo-
rem (see [Sch47] or [Bil68, Appendix II]) stating that pointwise convergence
of densities implies convergence of distributions in total variation and hence
weak convergence. One can also give a direct proof:
P{− ln(N − r)− ln r < x}
P{N > r} =
P{N > r + e−x/r}
P{N > r}(6)
∼
1√
2pi(r+e−x/r)
e−(r+e
−x/r)2/2
1√
2pir
e−r2/2
∼ e−e−x

Although this convergence statement along with Theorem 3 is a result of
a straightforward computation that in some form appeared for the first time
in the diffusion context in [Day90], we still need to explain the connection
to the theory of extreme values and residual life times, and we proceed to
recall some related basic facts.
3. Gumbel distribution in extreme value theory and residual
life time theory
Let us start with some results from [Gne43] where basins of attraction
of Λ and other max-stable distributions were studied. If random variables
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X1,X2, . . . are i.i.d. with common distribution function F , then
P{max(X1, . . . ,Xn) ≤ x} = Fn(x), x ∈ R, n ∈ N.
The following is a version of Lemma 3 in [Gne43]:
Lemma 1. Let F be a distribution function, Φ a continuous distribution
function, and let (an), (bn) be number sequences, an > 0 for all n. Then
(7) lim
n→∞
Fn(anx+ bn) = Φ(x), x ∈ R,
if and only if
(8) Φ(x) 6= 0 ⇒ lim
n→∞
n[1− F (anx+ bn)] = − ln Φ(x).
Proof: Let us recall the proof of this statement from [Gne43]. Condi-
tion (7) is equivalent to
(9) Φ(x) 6= 0 ⇒ lim
n→∞
n lnF (anx+ bn) = lnΦ(x).
To deal with the l.h.s. of (9) we notice that (7) implies
(10) Φ(x) 6= 0 ⇒ lim
n→∞
F (anx+ bn) = 1,
which in turn implies
(11)
Φ(x) 6= 0 ⇒ lnF (anx+ bn) = −(1− F (anx+ bn))(1 + o(1)), n→∞.
Now, (8) follows from (9) and (11).
If (8) holds, then so does (10) and, therefore, (11), which implies (9)
which is equivalent to (7). 
If (7) holds for some sequences (an) and (bn) with an > 0, then we will
write F ∈ D(Φ).
Let G be the distribution function of the standard Gaussian distribution.
The following simple result shows that G ∈ D(Λ).
Lemma 2. Let bn satisfy 1−G(bn) = n−1 and let an = b−1n . Then
lim
n→∞
Gn(anx+ bn) = Λ(x), x ∈ R.
Proof: Noticing that as n→∞, one has bn →∞, an → 0, anx+ bn →∞,
we can write
n(1−G(anx+ bn)) ∼ n 1√
2pi(anx+ bn)
e−(anx+bn)
2/2
∼ n 1√
2pibn
e−b
2
n
/2e−bnanxe−a
2
n
x2/2
∼ n(1−G(bn))e−x ∼ e−x,
i.e.,
lim
n→∞
n(1−G(anx+ bn)) = − ln Λ(x), x ∈ R,
and the result follows from Lemma 1. 
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Let us now turn to residual life times. For a random variable X with
distribution function F (x) = P{X ≤ x} and tail
(12) R(x) = P{X > x} = 1− F (x),
the distribution tail of residual life time after time t is
(13) Rr(x) = P{X − r > x|X > r} = R(r + x)
R(t)
.
In [BdH74], a theory of scaling limits for residual life times was developed
and connections with the theory of scaling limits of extreme values were
established. The following is a version of Theorem 3 from [BdH74].
Theorem 4 ([BdH74]). Let F be a distribution function, let R and Rr be
defined by (12) and (13), and let (an), (bn) be number sequences satisfying
an > 0 for all n. Then the following two conditions are equivalent:
(1) For all x ∈ R, F (x) < 1 and limn→∞ Fn(anx+ bn) = Λ(x).
(2) There are functions a(r) > 0 and b(r) such that
lim
n→∞
R(a(r)x+ b(r))
R(r)
= − lnΛ(x) = e−x, x ∈ R.
Sketch of proof: Suppose condition 1 is satisfied. Lemma 1 implies
that
(14) lim
n→∞
nR(anx+ bn) = − ln Λ(x) = e−x, x ∈ R,
and condition 2 follows with a and b satisfying a(r) = an and b(r) = bn for
all r such that (n+ 1)−1 ≤ R(r) < n−1. We omit the proof of the converse
implication and only mention that it is also based on (14). 
Remark 1. In fact, the function b in condition 2 of the theorem can be
chosen to be b(r) = r (see [BdH74], Corollary 2), so that condition 2 can be
rewritten as
(15) lim
n→∞
R(r + a(r)x)
R(r)
= − ln Λ(x) = e−x, x ∈ R.
4. Logarithmic transformation of residual life times
Let X be a random variable with distribution function F and tail function
R = 1 − F . Motivated by the results of Section 2, we would like to study
the limiting behavior of Law[− ln(X − r) | X > r], so we are interested in
Hr(x) = P{− ln(X − r) ≤ x|X > r}.
Theorem 5. Let F ∈ D(Λ). Let R be defined by (12). If (15) holds for
some function a(·), then
lim
n→∞
Hr(x− ln a(r)) = Λ(x).
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Proof: We can rewrite Hr(x) as
Hr(x) = P{X − r > e−x|X > r} = R(r + e
−x)
R(r)
.
Since
Ht(x− ln a(r)) = R(r + a(r)e
−x)
R(r)
,
Theorem 4, Remark 1, and the basic identity
(16) − lnΛ(e−x) = Λ(x),
imply our claim. 
Theorem 5 can be applied to the Gaussian distribution as the following
lemma shows.
Lemma 3. If F is the standard Gaussian distribution function G, then one
can choose a(t) = t−1 in (15).
Proof: The following computation for R = 1 − G is essentially the same
as (6) in the proof of Corollary 1:
R(t+ x/t)
R(t)
∼
1√
2pi(t+x/t)
e−(t+x/t)
2/2
1√
2pit
e−t2/2
∼ e−x, t→∞.

Now Corollary 1 responsible for the Gumbel limit for exit times can be
seen as a direct consequence of Theorem 5 and Lemma 3. This puts the
Gumbel limit of exit times in the context of the residual life time theory. In-
terestingly, this connection of exit times to the residual times theory depends
on a trivial but seemingly random property (16) of the Gumbel distribution.
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