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1Introduction.
Purpose of this book.
This book stems from lectures given at the Universities of To¯hoku and
Hokkaido¯.
Its main purpose is to introduce the reader to p-adic analytic geometry
and to the theory of p-adic analytic functions and differential equations, by
focusing on the theme of period mappings. Of course, this approach is not
meant to replace more systematic expositions of p-adic analysis or geometry
found in a number of good treatises, but to complement them.
It is our general rule, in this book, to follow as closely as possible the
complex theory, and to go back and forth between the complex and the p-
adic worlds. We hope that this will make the text of interest both to some
complex geometers and to some arithmetic geometers.
In the course of Chapter I, this approach will eventually become a kalei-
doscope of half-correspondences and broken echoes. We hope that the reader
will then have gained enough hindsight and wariness about these analogies,
and will enjoy seeing unity being restored at a deeper level in Chapters II
and III.
We have chosen the theme of period mappings because of its central
role in the nineteen-century mathematics as a fertile place of interaction
between differential equations, group theory, algebraic and differential ge-
ometry, topology (and even number theory). In fact, it was a guiding thread
in the early harmonious development of these branches of mathematics, from
Gauss and Riemann to Klein and Poincare´ (cf. [Gray86]).
The origins lie in Gauss’ largely unpublished work on elliptic functions
on one hand (rediscovered and extended by Abel and by Jacobi), and on
the hypergeometric differential equation in the complex domain on the other
hand. Gauss knew the connection between the two topics: the inverse of
the indefinite integral
∫
dx√
(1−x2)(1−k2x2) is a single-valued function with two
independent periods ω1 and ω2 which are solutions of the hypergeometric
differential equation with parameters (12 ,
1
2 ; 1) in the variable k
2.
Riemann’s point of view of the ‘Riemann surface’ of a multivalued com-
plex function has given a geometric framework for all of complex analysis.
He applied this idea with equal success to Jacobi’s inversion problem for
more general indefinite algebraic integrals on one hand; and to the eluci-
dation of the paradoxical polymorphism of hypergeometric functions which
had puzzled Gauss and Kummer by introducing the concept of monodromy,
on the other hand. He studied in detail the monodromy of the multivalued
map k2 7→ τ = ω2/ω1 , the first and basic example of a ‘period mapping’ ,
whose inverse is single-valued. He also showed (and Schwarz rediscovered)
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that under certain conditions, the quotient of two solutions of more gen-
eral hypergeometric equations maps the upper half-plane onto a curvilinear
triangle.
Group-theoretic aspects of monodromy were studied by Jordan, and
the geometrization of complex analysis around the concept of automorphic
function was carried on by Klein, who once described his work as ‘blending
Galois with Riemann’(1). The achievement fell to Poincare´. Starting from
Fuchs’ problem of finding all second-order differential equations for which a
quotient of solutions τ admits a single-valued inverse, Poincare´ founded the
theory of ‘uniformizing differential equations’ (in modern terminology), and
eventually recognized that every Riemann surface of genus > 1 should arise
from the action of a discrete group of non-euclidean moves on the upper
half-plane.
What about non-archimedean analogues of this saga?
It is clear that the development of p-adic analysis and geometry took a
strikingly different route.
The very beginnings looked similar, indeed: J. Tate introduced rigid ge-
ometry as a proper framework for the uniformization C×p /qZ of elliptic curves
with multiplicative reduction; B. Dwork developed p-adic analysis start-
ing from the hypergeometric differential equation with parameters (12 ,
1
2 ; 1),
where he discovered the essential notion of ‘Frobenius structure’. But it
was immediately clear that since solutions of p-adic differential equations do
not converge up to the next singularity, no faithful counterpart of complex
monodromy could take place.
From there on, different p-adic theories grew apart, with their own lan-
guages, most of them relying on sophisticated parts of contemporary alge-
braic geometry, and all claiming some analogy with “the complex case”:
– the theory of differential equations matured slowly (with a strong
orientation toward applications to exponential sums), struggling with
the problems of singularities, without being able to tackle global prob-
lems,
– crystalline theory offered a global viewpoint on differential equations
(oriented toward the cohomology of varieties in positive characteris-
tic), but did not help to understand singularities,
– the theory of p-adic representations and p-adic Hodge theory devel-
oped independently of differential equations, as did the several avatars
of rigid geometry, motivated by idiosyncratic problems.
However, it is the author’s opinion that the situation has somewhat
changed over the last years, that isolated branches are merging by fits and
(1)quoted from [Gray86, p. 179].
3starts(2), and that a synthesis is gradually emerging. This encourages to
hope that, after many twists and turns, period mappings can indeed become
a unifying theme in the p-adic context. This book is intended to be a
contribution in this direction, by bringing closer the p-adic theory to its
complex precursor — from periods and monodromy up to triangle groups.
Much remains to be done in order to achieve comparable harmony and
clarity.
Contents of this book.
Chapter I is preparatory. It deals with the problems of analytic contin-
uation — with emphasis on the case of solutions of differential equations —
and periods of abelian integrals, in the p-adic context.
Multivalued complex-analytic functions can be handled in two different,
but essentially equivalent, ways:
1) in a geometric way using Riemann surfaces, coverings and paths;
2) as limits of algebraic functions; this less orthodox way leads to a more
Galois-theoretic viewpoint on analytic continuation.
Both ways are practicable in the p-adic context, but eventually lead to
completely different theories of analytic continuation.
Following the first way demands to have at disposal p-adic spaces which
are locally arcwise connected. Surprisingly enough in view of the fractal
nature of p-adic numbers, such a nice p-adic geometry does exist: it has
been built by V. Berkovich (from the categorical viewpoint, it is essentially
equivalent to rigid geometry, in the sense of Tate and Raynaud). In this
framework, the monodromy of differential equations can be analyzed in the
usual way; but a new phenomenon occurs: it is no longer true that there
exists a basis of solutions around every ordinary point. This approach is
therefore limited to a rather special class of connections. We shall see in
the sequel how the theory of p-adic period mappings provides interesting
examples in this class.
Following way 2), one encounters Dwork’s notion of Frobenius structure,
which has often been considered as a plausible substitute for monodromy
in the p-adic context. We discuss so-called unit-root crystals and overcon-
vergence, and illustrate these notions by Dwork’s treatment of the p-adic
Gamma function Γp, the Gross-Koblitz formula, and by a detailed study of
the p-adic hypergeometric function F (12 ,
1
2 , 1; z).
Abelian periods show themselves in two different ways:
1) as integrals of algebraic differentials over loops,
(2)let us mention notably the incursion of rigid geometry into the crystalline viewpoint
and into the geometric theory of finite coverings, the maturity of index theory and its
applications to algebraic geometry in positive characteristic, the new connections between
p-adic representations and differential equations on annuli...
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2) when the integrand depends on a parameter z, as solutions of certain
linear differential equations in z (Picard-Fuchs, or Gauss-Manin).
Both ways are passable in the p-adic context, and again lead to com-
pletely different theories.
Following up the first way — integrals being interpreted as Riemann
sums — leads to P. Colmez’ construction of abelian p-adic periods (in
the sense of Fontaine-Messing). These periods relate the Tate module (p-
primary torsion points) to the first De Rham cohomology module of a given
abelian variety over a p-adic field. They do not live in Cp, but in a certain
p-adic ring B+dR (of which Cp is a quotient), and it is not possible in general
to express them function-theoretically, when the abelian variety moves in a
family. Nevertheless, we stress some particular cases where this can actually
be done, throwing a bridge between ways 1) and 2).
The second way — Dwork’s viewpoint of periods as solutions of Gauss-
Manin connections — will prevail at the modular level, when p-divisible
groups and filtered De Rham modules attached to families of abelian vari-
eties will be compared not directly, but via their moduli spaces by the period
mapping.
This way of looking at periods lacks arithmetic structure: namely, a
rational, or at least a Q-structure, on the Cp-space of solutions, to convey
some arithmetical meaning to the periods. We discuss some cases where
such a canonical structure exists (‘p-adic Betti lattices’), notably the case of
abelian varieties with supersingular reduction. We get here well-defined p-
adic periods (completely different from the Fontaine-Messing periods), and
compute them in terms of Γp-values in the case of elliptic curves with com-
plex multiplication (p-adic analogue of the Lerch-Chowla-Selberg formula).
Chapter II is an introduction to the geometric theory of p-adic period
mappings, in the sense of Drinfeld-Rapoport-Zink.
We have tried to keep prerequisites at a minimum, and to emphasize as
much as possible the analogies between the complex and p-adic contexts.
Basic definitions about p-divisible groups and crystals are recalled, and the
proof of some basic results is sketched.
The theory of period mappings attaches to a family of algebraic varieties
its periods, viewed abstractly as a moving point in a suitable grassmannian.
Due to constraints of Riemann-type, the period mapping actually takes its
values in an open subset of the grassmannian, the period domain, which is
a symmetric domain. It is multivalued, the ambiguity being described by
the projective monodromy of the Gauss-Manin connection.
The younger p-adic theory is far less advanced: at present, there is
a theory of p-adic period mappings only for p-divisible groups or closely
related geometric objects. For want of wide range, it has nevertheless gained
richness and depth.
5In the presentation of Drinfeld-Rapoport-Zink, one starts by construct-
ing a moduli space M for p-divisible groups which are (quasi-)isogenous to
a given one in characteristic p. The p-adic period mapping P then relates
this moduli space to a suitable grassmannian which parametrizes the Hodge
filtration in the Dieudonne´ module. There are again constraints of Riemann-
type, which force the period mapping to take its values in an open subset of
the grassmannian, the period domain, which is a ‘symmetric domain’. The
best known example of such a period domain is the Drinfeld space Cp \Qp,
a p-adic analogue of the double-half-plane C \R.
In the situation where the p-divisible groups are algebraizable, i.e. come
from p-primary torsion of abelian varieties parametrized by a certain Shimura
variety Sh, the moduli space M provides a uniformization of some tubular
region in the Shimura variety Sh.
We show that, just as in the complex case, P can be described in terms
of quotients of solutions of the associated Gauss-Manin connection (this
feature does not seem to appear in the literature, except in the old special
case of Dwork’s period mapping for elliptic curves with ordinary reduction).
This allows to give explicit formulas ‘a` la Dwork’ for P in many cases.
The most interesting cases, investigated by Drinfeld-Rapoport-Zink, arise
when Sh itself (more accurately: a whole connected component) is uni-
formized byM: Sh is then a quotient ofM by an arithmetic discrete group
Γ. We show that, up to replacing Sh by a finite covering (to kill torsion
in Γ), the solutions of the Gauss-Manin connection extend to global mul-
tivalued functions: in other words, the Gauss-Manin connection has global
monodromy in the sense of chapter I, and the projective monodromy group
coincides with Γ.
We review the case of Shimura curves attached to quaternion algebras
over totally real fields (Cˇerednik-Drinfeld-Boutot-Zink): there is a global
p-adic uniformization when p divides the discriminant of the quaternion
algebra. We then construct, using the p-adic Betti lattices of chapter I,
a canonical Q-space of solutions of the Gauss-Manin connection which is
stable under global monodromy.
Chapter III explores the group-theoretic aspects of the theory of period
mappings, in the p-adic context.
The modern presentation of ramified coverings, uniformization, and of
the Gauss-Riemann-Fuchs-Schwarz theory uses the notions of orbifold and
uniformizing differential equation. We develop p-adic counterparts of these
notions.
The right notion of ramified covering to adopt is not obvious, because
e´tale coverings are only exceptionally topological coverings, in the p-adic
context. Berkovich’s geometry provides a very convenient framework for
this kind of problems, since his spaces are locally arcwise connected. In the
first section, we discuss the formalism of fundamental groups attached to
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categories of (possibly infinite) e´tale coverings satisfying simple axioms. Al-
though the definition of these topological groups is simple and natural, their
topology itself may be very complicated (not locally compact in general).
It turns out that there are too few topological coverings and too many
e´tale coverings, in general, to provide a workable theory of monodromy. To
remedy this, we introduce in the second section the notion of temperate
e´tale covering. Such coverings are essentially built from (possibly infinite)
topological coverings of finite e´tale coverings. They are classified by temper-
ate fundamental groups, which seem to be the right p-adic equivalents, in
many ways, of fundamental groups of complex manifolds. These groups are
not discrete in general, but nevertheless often possess many infinite discrete
quotients. We present a large selection of examples.
Temperate e´tale coverings are well-suited to the definition of p-adic orb-
ifold charts and of the category of p-adic orbifolds (they replace the un-
ramified coverings, over C). As in the complex case, orbifolds and orbifold
fundamental groups are the tools for a theory of ramified coverings, devel-
oped in section 4.
Before turning to the p-adic analogue of the uniformizing differential
equation attached to an orbifold of dimension one (via Schwarzian deriva-
tives), we discuss local and global monodromy of p-adic differential equations
in section 3.
We outline the Christol-Mebkhout theory of p-adic slopes of differential
equations over annuli, and the relation with Galois representations of local
fields of characteristic p.
We then define and study the p-adic e´tale Riemann-Hilbert functor,
which attaches a vector bundle with integrable connection to any discrete
representation of the e´tale fundamental group of a p-adic manifold; connec-
tions in the image are characterized by the fact that the e´tale sheaf of germs
of solutions is locally constant. This is a vast generalization of the phenom-
ena of global monodromy studied in Chapter I; for instance, the differential
equation y′ = y over the affine line belong to this class.
Uniformizing differential equations of orbifolds of dimension one also
belong to this class, and the representation actually factors through the
temperate fundamental group. The case of a Shimura orbifold is of special
interest: the period mapping (complex or p-adic) is given by a quotient of
two solutions of a fuchsian differential equation defined over a number field,
which can be interpreted as uniformizing differential equation either over C
or over Cp.
In Section 5, we examine the case of Schwarz orbifolds: the projective
line with 0, 1,∞ as branched points (endowed with suitable finite multiplic-
ities). Over C, the uniformizing differential equations are of hypergeometric
type, with projective monodromy group identified with the orbifold funda-
mental group, namely with a (cocompact) triangle group.
In the p-adic case, we define p-adic triangle groups to be projective mon-
odromy groups of those hypergeometric differential equations which are in
7the image of the p-adic e´tale Riemann-Hilbert functor: thus by definition,
there exists a finite e´tale covering of Cp \ {0, 1} over which the hypergeo-
metric function extends to a global multivalued analytic function.
We give a purely geometric description of these discrete subgroups of
PSL2(Cp) (without reference to differential equations; it is perhaps here that
we are closest to Fuchs and Schwarz). From this, and recent combinatorial
work by F. Kato, it follows that infinite p-adic triangle groups exist only for
p ≤ 5.
We then construct the p-adic analogues of Takeuchi’s list of arithmetic
triangle groups, i.e. the list of all “arithmetic” p-adic triangle groups for
every p, using the Cˇerednik-Drinfeld-Boutot-Zink uniformization of Shimura
curves and p-adic period mapping. Special values of the corresponding hy-
pergeometric functions at CM points are expressed in terms of Γp-values.
On the style.
The first chapter is rather down-to-earth. It has kept something of the
informal style of lecture notes, and this also holds to a lesser extent for
the second chapter; the level is inhomogeneous, the pace may sometimes
be brisk, proofs are often omitted and replaced by references. In contrast,
the last and longest chapter is devoted to a systematic exposition of new
material.
We hope that our constant function-theoretic viewpoint brings some
unity to the exposition, throughout the chapters. We have tried to keep
them (and even the sections) as logically independent as possible. Thus, for
example:
only subsections 1.5 and 5.3 of chapter I are needed in the sequel;
until section 7, chapter II is almost self-contained;
until subsection 4.7, chapter III is almost self-contained;
reading fragments of III should be enough to grasp the ins and outs of
p-adic triangle groups.
Sections I.3 and III.6 are small pieces of ‘computational mathematics’
(without computer) intended as testing ground for notions developed in the
preceding sections.
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10 I. ANALYTIC ASPECTS OF p-ADIC PERIODS.
1. Analytic continuation; topological point of view.
Abstract: Thanks to Berkovich’s presentation of p-adic analytic geometry, it
is possible to make sense of the familiar monodromy principle in the exotic world
of p-adic manifolds. Its application is however more limited than in the classical
case, because (1) sheaves of solutions of linear differential equations are usually not
locally constant, and (2) many spaces (for instance, annuli) are simply connected.
1.1. The Monodromy principle.
Let S be a topological space, and F an abelian sheaf on S. For an
open set U ⊆ S and a section f ∈ Γ(U,F), the support of f is the subset
Supp(f) = {u ∈ U | fu 6= 0}, which is easily seen to be closed in U .
Definition 1.1.1. We say that the sheaf F satisfies the principle of unique
continuation if for any open set U ⊆ S and any section f ∈ Γ(U,F) the
support Supp(f) is open in U .
Note that the principle of unique continuation is a local property.
Lemma 1.1.2. If F satisfies the principle of unique continuation, then any
two sections f, g ∈ Γ(U,F) on a connected open subset U ⊆ S coincide if
(and only if) their germs fs, gs at some point s ∈ U coincide. The converse
also holds if S is locally connected.
Proof. The first assertion is clear. For the converse, let u be a point
adherent to the complement of Supp(f). There exists a sufficiently small
connected open neighborhood V of u contained in U . Since fs = 0 at some
point s ∈ V , f ≡ 0 on V . Hence u 6∈ Supp(f). This shows that Supp(f) is
open.
Lemma 1.1.3. Let p : F → S be the local homeomorphism canonically
attached to F : F(U) is the set of (continuous) sections of p over U . If
F is separated (i.e. Hausdorff), then F satisfies the principle of unique
continuation. The converse also holds if S is separated.
Proof. If F is separated, then for any two sections f, g of p over an open
subset U ⊂ S, the set of s ∈ U such that f(s) = g(s) is closed. Applying
this to the zero-section g = 0, we see that the support of f is open.
Conversely, let x, y be two points of F . If p(x) 6= p(y), there are disjoint
open neighborhoods Vx, Vy of p(x) and p(y) respectively in the separated
space S; then p−1Vx and p−1Vy are disjoint open neighborhoods of x and y
respectively. If p(x) = p(y), there are open neighborhoods Ux, Uy of x and
y respectively, an open subset V ⊂ S, and sections f, g of p over V , such
that f(V ) = Ux, g(V ) = Uy. By the principle of unique continuation, f 6= g
defines an open subsetW ⊂ V containing p(x) = p(y); then f(W ) and g(W )
are disjoint open neighborhoods of x and y respectively.
Definition 1.1.4. We say that the sheaf F satisfies the monodromy prin-
ciple if it has the following property:
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let Γ : [a, b] × [0, 1] → S be any continuous map with Γ({a} × [0, 1]) =
{xa},Γ({b}× [0, 1]) = {xb}. Let fxa be an element of the stalk Fxa . Assume
that for any t ∈ [0, 1], fxa extends to a global section fΓt of Γ∗tF on [a, b].
Then this extension is unique and fΓt(b) ∈ Fxb is independent of t.
In this situation, the section fΓt of Γ∗tF is called the continuation of fxa
along the path Γt, and f
Γt(b) ∈ Fxb its value at xb.
Proposition 1.1.5. If F satisfies the principle of unique continuation, then
it satisfies the principle of monodromy. The converse also holds if S is locally
arcwise connected.
Proof. Assume that F satisfies the principle of unique continuation. This
guarantees the uniqueness of the continuation fΓt of fxa along the path Γt
for any t. Moreover, by a special case of the proper base change theorem
(applied to the first projection [a, b]× [0, 1]→ [a, b], cf. [Iv86, IV, 1.4]) fΓt
extends to a section of Γ∗F on a suitable subset of the form [a, b]×(t−ǫ, t+ǫ).
By unicity, these sections glue together to a global section of Γ∗F . The
restriction of this sheaf to {b} × [0, 1] is the constant sheaf with stalk Fxb .
Therefore the value fΓt(b) ∈ Fxb is independent of t.
Conversely, let U be an arcwise connected open subset of S, let xa, xb
be two points of U , and let f be a section of F over U . Let γ : [a, b] → S
be any path from xa to xb. It follows from the unicity of continuation of
fxa along γ (requested in the monodromy principle) that if fxa is 0, so is
fxb.
Example 1.1.6. (1) Any locally constant abelian sheaf F on a topological
space S satisfies the principle of unique continuation, hence the principle of
monodromy.
In fact, for any Γ : [a, b] × [0, 1] → S as in Lemma 1.1.3, the inverse
image Γ∗F is locally constant, hence constant and canonically isomorphic
to the constant sheaf attached to Fxa . Therefore the extension fγ of any
fxa ∈ Fxa along any path γ exists, and the value at the other extremity
xb = γ(b) depends only on the homotopy class of γ.
(2) When S is a complex manifold, the structure sheaf OS satisfies the
principle of unique continuation, hence the principle of monodromy.
1.1.7. Let S be a topological space, connected and locally arcwise (or sim-
ply) connected, and F a locally constant abelian sheaf on S. We fix a point
s ∈ S, and denote by π1(S, s) the fundamental group based at s.(1) To any
loop γ : [0, 1]→ S based at s, let us associate the so-called monodromy along
γ, defined by the composite
Fs
∼−→ (γ∗F)0 ∼−→ Γ([0, 1], γ∗F) ∼−→ (γ∗F)1 ∼−→ Fs.
(1)to remove any ambiguity, let us say that we adopt Deligne’s convention: the com-
position in π1(S, s) is induced by the juxtaposition of loops in the reverse order. As such,
π1(S, s) acts on the right on the pointed universal covering.
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By 1.1.6 (1), the monodromy Fs
∼−→ Fs depends only on the class of γ in
π1(S, s), hence gives rise to a left Z[π1(S, s)]-module structure on Fs. This
construction yields an equivalence of the categories
{locally constant sheaves on S} ∼−→ {left Z[π1(S, s)]-modules} :
giving a locally constant sheaf amounts to giving its value at s together with
the monodromy action.
1.2. Rigid geometry and the problem of unique continuation.
1.2.1. For p a prime number, let Qp denote as usual the completion of Q
for the p-adic absolute value | |p : |pn ab |p = p−n if the rational integers a, b
are prime to p. This ultrametric absolute value extends in a unique way to
each finite extension of Qp. These finite extensions are locally compact and
totally disconnected. They are all complete, but “the” algebraic closure Qp
of Qp itself is not complete. Its completion, denoted by Cp, turns out to be
algebraically closed, and plays the role of C in p-adic analysis.
In the sequel, D(a, r+) (resp. D(a, r−)) stands for the disk — archimedean
or not — of radius r centered at a with (resp. without) circumference.
It might be surprising at first that geometries can be built upon p-adic
numbers, whose “fractal” nature makes them hardly amenable to intuition
as a continuum. Nevertheless, Bourbaki’s presentation of analytic geometry
[Bou83] treats the real, complex and p-adic cases on equal footing. This
approach is based on a local definition of analytic functions as sums of
convergent power series. Its major drawback is that these analytic functions
fail to satisfy the principle of unique continuation, essentially because two
ultrametric disks are either concentric or disjoint (like drops of mercury)
Figure 1
1.2.2. M. Krasner had the idea to remedy this by using a definition of an-
alytic functions a` la Runge. He properly founded ultrametric analysis by
introducing his analytic elements defined as uniform limits of rational func-
tions, a global notion which overcomes, to some extent, problems stemming
from the disconnectedness of the p-adics.
The next step is due to J. Tate. In order to deal with more general spaces
than just subsets of the line, he introduced and developed the so-called rigid
analytic geometry (as opposed to Bourbaki’s “wobbly” analytic geometry),
based on affinoid algebras (topological K-algebras isomorphic to quotients
of rings of restricted formal power series, i.e. whose coefficients tends to 0)
and a suitable Grothendieck topology [Ta71].
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In a connected rigid analytic variety S, one has the following avatar of
analytic continuation [Be96, 0.1.13]: assume that there is no admissible
covering formed by two disjoint non-empty open subsets, and let f be an
analytic function on S. If there is a connected open subset U over which f
vanishes, then f = 0.
1.2.3. The first achievement of rigid geometry was Tate’s representation
of an elliptic curve with “bad reduction at p” as a rigid analytic quotient
C×p /qZ of the multiplicative group by the discrete group generated by q.
Here q is given by the usual series 1j + . . . in the j-invariant of the elliptic
curve (|j| > 1), interpreted p-adically. The quotient is obtained by gluing
two affinoid annuli of width |q|−1/2 along their boundary; the inverse image
in C×p of each of these annuli consists of countably many disjoint copies of
it. This is analogous to Jacobi’s partial uniformization C×/qZ of a complex
elliptic curve.
1.2.4. This result was extended by D. Mumford to curves of higher genus
[Mu72b]. Here, the partial uniformization which serves as a complex model
is the Schottky uniformization of complex curves of genus g > 1, which we
briefly recall (cf. [Heh75]). Let D be an open subset of P1(C), limited by
2g disjoint circles C1, C
′
1, . . . , Cg, C
′
g. One assumes the existence, for any
i = 1 . . . , g, of an element γi ∈ PGL2(C), with two distinct fixed points,
which sends Ci to C
′
i andD outside itself. Then the subgroup Γ generated by
the γi’s is discrete and freely generated by them, the complement Ω ⊂ P1(C)
of the topological closure of the set of fixed points of Γ is an open dense
subset (=
⋃
γ∈Γ γ(D)), and Ω/Γ is a projective smooth complex curve of
genus g.
When C is replaced by Cp, the same construction applies. The rigid an-
alytic quotient Ω/Γ exists and is called a Mumford curve. Among projective
smooth curves of genus g over Cp, Mumford curves are characterized by the
existence of a reduction over the residue field Fp such that every irreducible
component is isomorphic to P1 and intersect the others at double points, cf.
[GvdP80].
Let us mention that T. Ichikawa has proposed a unified theory of the
archimedean and non-archimedean Schottky-Mumford uniformizations, cf.
[Ic97].
1.3. Berkovich geometry and the principle of monodromy
1.3.1. Rigid analytic spaces are endowed with a Grothendieck generalized
topology, and their structure sheaf is a sheaf with respect to this topology.
Hence it cannot be said to satisfy the principle of unique continuation in
the strict sense of Definition 1.1.1. Moreover, there is no non-trivial path in
such spaces. Therefore, rigid geometry is not a suitable setting for discussing
p-adic analytic continuation in an intuitive way.
In contrast, Berkovich’s viewpoint on p-adic geometry does not suffer
from these drawbacks: Berkovich’s analytic spaces are genuine locally ringed
14 I. ANALYTIC ASPECTS OF p-ADIC PERIODS.
topological spaces, which are even locally arcwise connected. We refer to
[Ber99] for a compact technical presentation.
1.3.2. The buildings blocks are the same: affinoid algebras A (called strictly
affinoid algebras by Berkovich), i.e. topological K-algebras isomorphic to
quotients of rings of restricted power series. However, instead of attaching
to A its maximal spectrum Spm(A) as in rigid geometry, Berkovich analytic
geometry deals with the affinoid space M(A) of all bounded multiplicative
seminorms on A.
This “spectrum” contains “more points” than the maximal spectrum
Spm(A), namely something like “generic points”, which “complete” Spm(A).
There is a natural inclusion Spm(A) ⊆ M(A) which identifies Spm(A) with
the subspace of all seminorms | · | with A/Ker | · | = Cp. This “completion”,
in fact, simplifies the topology; e.g. Berkovich analytic spaces are locally
arcwise connected.
1.3.3. Berkovich’s affinoids. Let us be a little more precise about the
definition of affinoid spaces in Berkovich geometry. Let A be an affinoid
algebra over a complete subfield K of Cp.
(i) A point of M(A) is a bounded multiplicative seminorm on A.
(ii) The topology of M(A) is the weakest one so that the mappingM(A) ∋
χ 7→ χ(f) ∈ R≥0 is continuous for any f ∈ A.
(iii) The sheaf of rings OM(A) is defined by Γ(U,OM(A)) = lim←−AV , where
V runs over finite unions
⋃
Vi of affinoid domains contained in U ,
and AV = Ker
(∏
i AVi ⇉
∏
ij AVi∩Vj
)
, AVi being the affinoid algebra
attached to the affinoid domain Vi.
The value of a “function” f ∈ A at a point χ ∈ M(A) is its image in
the field A/Kerχ. This field inherits the absolute value induced by the
seminorm χ, and its completion is denoted by H(χ).
Example 1.3.4. Let K{t} denote the ring of restricted power series in one
variable. Let us assume, for simplicity, that K is algebraically closed. In
rigid geometry, the maximal spectrum Spm(K{t}) is just the closed disk
D(0, 1+) in K of radius 1 in the usual sense. In M(K{t}), the following four
kinds of points occur:
(1) classical points (i.e. those coming from Spm(K{t})): x ∈ D(0, 1+),
χx(f) = |f(x)|K for f ∈ K{t},
(2) generic points of disks: χ = ηx,r for 0 < r ≤ 1 with r ∈ |K×|,
χ(f) = |f |D(x,r+) (the sup-norm),
(3) the same, for r 6∈ |K×|,
(4) generic points of infinite decreasing families {Dα} of closed disks with
radius ≤ 1: χ(f) = inf|f |Dα .
Therefore, two arbitrary distinct points in M(K{t}) can be connected by
a unique path. For example, two points of type (1), x and y, are connected
by a path consisting of points of type (2) and (3) associated to the disks
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Figure 2. Generic points and paths on a Berkovich space.
D(x, r+) and D(y, r+) for 0 < r ≤ |x − y|. The complement of a point of
type (1) or (4) is connected. The affine line A1 is the union of the affinoid
spaces associated to the algebras of power series convergent in D(0, r+), and
the projective line P1 is the Alexandroff compactification of A1.
Remark 1.3.5. Adding generic points to rigid spaces to come up with Berkovich
spaces simplifies the topology in contrast to what happens in algebraic ge-
ometry, when generic points are added to varieties to produce schemes.
Actually Berkovich’s generic points are closed, unlike Grothendieck’s ones.
1.3.6. The construction of (strictly) analytic K-spaces by gluing affinoid
spaces together is a little delicate (one is not gluing open subspaces); we
refer to [Ber93]. These spaces are locally compact, locally countable at
infinity, and locally arcwise connected.
There is a fully faithful functor between Berkovich’s Hausdorff (strictly)
analytic K-spaces and rigid analytic varieties: at the level of underlying sets,
this functor sends a space S to the subset of “classical points”, i.e. points s
for which [H(s) : K] <∞.
This functor establishes an equivalence of categories between the category
of paracompact (strictly) analytic K-spaces and quasi-separated rigid spaces
over K having an admissible affinoid covering of finite type.
This equivalence respects the notion of dimension (topological dimension
in the case of Berkovich analytic spaces), as well as the standard properties
of local rings such as: reduced, normal, smooth..., and the properties: finite,
e´tale... of morphisms. Also, a paracompact analytic space is connected (in
the usual sense) if and only if the corresponding rigid space does not admit
an admissible covering by two disjoint non-empty open subsets.
Furthermore, there is a canonical functor “analytification” separated schemeslocally of finite type
over K
→
{
paracompact (strictly)
analytic K-spaces
}
and a canonical functor “generic fiber”{
separated formal schemes locally
finitely presented over OK
}
→
{
paracompact (strictly)
analytic K-spaces
}
.
1.3.7. p-adic manifolds. We shall be mainly concerned with paracompact
(strictly) K-analytic spaces S which satisfy the following assumption:
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any s ∈ S has a neighborhood U(s) which is isomorphic to an
affinoid subdomain of some space Vs which admits locally an
e´tale morphism to the affine space AdimS .
For convenience, we shall call such a space S a K-manifold, and simply a
p-adic manifold if K = Cp.
It is an important result of V. Berkovich [Ber99] that p-adic manifolds are
locally contractible. Therefore they have universal coverings.
Proposition 1.3.8. The structure sheaf of any p-adic manifold S satis-
fies the principle of unique continuation, and (equivalently) the principle of
monodromy.
Proof. Since the principle of unique continuation is local, we may replace
S by the neighborhood U(s) of any point s given in advance. Thus we may
assume that S itself is affinoid: S = M(A), and connected, and we have to
show that the homomorphism ιs : A → As ≃ lim−→
s∈V
AV is injective (V runs
over the affinoid neighborhoods of s). This follows from the fact that the
homomorphism of completion at s : A → Âs = lim←−
n
A/Ins is injective and
factors through ιs.
In the case of curves (i.e. p-adic manifolds of dimension 1), analytic
continuation is particularly intuitive, because there is a basis of open subsets
U with finite boundary such that two arbitrary points in U are connected
by a unique geometric path lying in U .
1.4. Topological coverings and e´tale coverings.
1.4.1. Complex manifolds are locally contractible, and have universal cov-
erings. There is no need to distinguish between topological coverings and
e´tale coverings (finite or infinite).
In p-adic rigid geometry, the situation is more complicated. It is natural
to call topological covering any morphism f : Y → X such that there is an
admissible cover (Xi) of X and an admissible cover (Yij) of f
−1(Xi) with
disjoint Yij isomorphic to (Xi) via f . Indeed, such topological coverings
correspond to locally constant sheaves of sets on X. It is still true that
topological coverings are e´tale, but the converse is wrong, even if one restricts
to finite surjective morphisms. Indeed, the Kummer covering z 7→ zn of the
punctured unit disk is an e´tale covering, but not a topological covering, if
n > 1.
1.4.2. It is again more convenient to tackle these questions in the framework
of Berkovich’s geometry. For instance, one sees immediately that a Kummer
covering z 7→ zn as above is not a topological covering because a classical
point has n preimages, while the “generic point” η0,1 (corresponding to the
sup-norm on the disk) is its own single preimage. Topological coverings of a
p-adic manifold X are defined in the usual way; they correspond to locally
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constant sheaves of sets on X. They coincide [Ber90, 3.3.4] with topological
coverings of the rigid analytic variety associated to X.
1.4.3. There are only three one-dimensional simply connected complex man-
ifolds up to isomorphism: the projective line P1(C), the affine line C, and
the disk D (≃ h, the complex upper half plane). In contrast, there are
plenty of simply-connected one-dimensional p-adic manifolds, for instance:
any annulus, the line deprived from a finite number of points, more gener-
ally any connected p-adic manifold homeomorphic to a subset of P1(Cp),
any smooth projective curve with “good reduction”... (all these Berkovich
spaces look like “bushy trees”).
1.4.4. One defines the (discrete) topological fundamental group πtop1 (S, s)
of a pointed p-adic manifold (S, s) in the usual way. The general topological
theory of coverings applies: (S, s) is naturally isomorphic to the quotient of
the pointed universal covering (S˜, s˜) by πtop1 (S, s), and π
top
1 (S, s) classify the
topological coverings of (S, s). In the one-dimensional case, the topological
fundamental group is a discrete free group (more precisely, it is isomor-
phic to the fundamental group of the dual graph of the so-called semistable
reduction of S ([dJ95b, 5.3])).
For instance, if S = Ω/Γ is the uniformization of a Mumford curve
(cf. 1.2), Ω is the universal covering of S and the Schottky group Γ is iso-
morphic to the topological fundamental group.
On the other hand, one can define the (profinite) algebraic fundamental
group πalg1 (S, s) a` la Grothendieck, classifying the finite e´tale coverings of
(S, s). In contrast to the complex situation, the natural map πalg1 (S, s) →
πtop1 (S, s)
∧ to the profinite completion of πtop1 (S, s) is generally not injective
(e.g. for annuli).
1.5. Connections with locally constant sheaves of solutions.
1.5.1. Let us briefly recall the complex situation. Let S be a complex
connected manifold, (M,∇) a vector bundle of rank r with integrable con-
nection on S. The classical Cauchy theorem shows that for any s ∈ S, the
solution space (M⊗ OS,s)∇ at s has dimension r. Analytic continuation
along paths gives rise to a homomorphism πtop1 (S, s)→ AutC((M⊗OS,s)∇)
(the monodromy). The sheaf of germs of solutions M∇ is locally constant
on S: its pull-back over the universal covering S˜ of S is constant. Con-
versely, any complex representation V of πtop1 (S, s) of dimension r gives
rise naturally to a vector bundle M of rank r with integrable connection
∇: M = (V × S˜)/πtop1 (S, s), ∇(V ) = 0. This sets up an equivalence of
categories:{
finite dimensional
representations of πtop1 (S, s)
}
≃
{
S-vector bundles with
integrable connection
}
.
1.5.2. Let (S, s) be now a pointed connected p-adic manifold. It is still
true that any Cp-linear representation V of π
top
1 (S, s) of dimension r gives
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rise to a vector bundleM =MV a vector bundle of rank r with integrable
connection ∇ = ∇V (same formula). The functor{
finite dimensional
representations of πtop1 (S, s)
}
→
{
S-vector bundles with
integrable connection
}
is still fully faithful, but no longer surjective; its essential image consists of
those connections whose sheaf of solutions is locally constant, i.e. becomes
constant over S˜. In fact, the classical “Cauchy theorem” according to which
the solution space (M⊗OS,s)∇ at s has dimension r holds for every classical
point s of S — which corresponds to a point of the associated rigid variety
—, but does not hold for non-classical points s of the Berkovich space S in
general.
1.5.3. Any non-trivial connection over the projective line minus a few points
gives an example when the p-adic analogue of the “Cauchy theorem” does
not hold: indeed, in this case, the topological fundamental group is trivial.
However, a p-adic variant of Cauchy’s theorem in the neighborhood of
a non-classical point s may be restored as follows (Dwork’s technique of
generic points): it suffices to extend the scalars from Cp to a complete
algebraically closed extension of H(s). This transforms s into a classical
point, and neighborhoods of s after scalar extensions are “smaller” than
before.
1.5.4. When “Cauchy’s theorem” holds at every point of S, one can con-
tinue the local solutions along paths and get the monodromy representation
just as in the complex situation.
This nice category of p-adic connections has not yet attracted much
attention.
Example 1.5.5. Let us consider the case when S is a Tate elliptic curve: S =
C×p /qZ, with s = its origin. Then π
top
1 (S, s) = q
Z, and the connections on S
which arise from representations of qZ are those which become trivial over
S˜ = C×p . In this correspondence, the multivalued solutions ~y (i.e. horizontal
sections) of such a connection are the solutions of the associated linear q-
difference equation ~y(qt) =M(q)~y(t), where t is the standard coordinate on
C×p and the matrixM(q) is the image of q in the monodromy representation.
The simplest example is given by the obvious one-dimensional represen-
tation M(q) = q. It corresponds to M = OS , ∇(1) = ωcan (the canon-
ical differential on S induced by dt/t); here the q-difference equation is
t.dy = y.dt with obvious solution y = t.
Let us now look at the representation M(q) =
√
q. The associated
q-difference equation is t.dy = 12y.dt. There is the obvious solution
√
t,
which leads to M = OS , ∇(1) = 12ωcan. Here we encounter an interesting
paradox:
√
t is not a multivalued analytic function on S (i.e. it is not an
analytic function on the universal covering C×p . In the complex situation, a
similar paradox arose in the work of G. Birkhoff in his theory of q-difference
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equations, which was pointed out and analyzed by M. van der Put and
M. Singer in the last chapter of their book [SvdP97]. The solution of
the paradox is that the vector bundle M associated to the representation
q → √q of qZ (or to the q-difference equation y(qt) = √q.t) is in fact a
non-trivial vector bundle of rank one, and the basic solution is not
√
t, but
θ(t/
√
q)
θ(t) , where θ(t) =
∏
n>0(1− qnt)
∏
n≤0(1− qn/t).
1.5.6. In the previous example, it is easily seen that rank-one vector bundles
with connection on S which arise from a representation of πtop1 (S, s) form a
space of dimension one, while the space of all rank-one vector bundles with
connection on S has dimension two.
We next consider the case of a p-adic manifold S which “is” a geo-
metrically irreducible algebraic Cp-curve. Let S be its projective comple-
tion. It follows from the Van Kampen theorem, together with the fact that
punctured disks are simply-connected, that πtop1 (S, s) → πtop1 (S, s) is an
isomorphism. It follows that the vector bundles with connection attached
to representations of πtop1 (S, s) automatically extend to S. Hence we may
assume without loss of generality that S is compact.
Vector bundles with connection on S are algebrizable, and one can use
C. Simpson’s construction ([Si94]) to define the moduli space of connections
of rank r over S, denoted by MdR(S, r). On the other hand, we have seen
that the topological fundamental group πtop1 (S, s) is free on b1(∆) generators,
being isomorphic to the fundamental group of the dual graph ∆ of the
semistable reduction of S. Simpson has also studied the moduli space of
representations of dimension r of such a group. We denote it by MB(S, r);
in fact, it depends only on the couple of integers (b1(∆), r).
Let us assume that S is of genus g ≥ 2. Simpson shows that MdR(S, r)
is algebraic irreducible of dimension 2(r2(g − 1) + 1). On the other hand,
MB(S, r) is an algebraic irreducible affine variety of dimension (r
2(b1(∆) −
1) + 1). We note that this dimension is maximal when the Betti number
b1(∆) takes its maximal value, namely g. This corresponds to the case where
S is a Mumford curve (a curve with totally degenerate reduction).
It turns out that the functor which associates a vector bundle with
connection to any finite-dimensional representation of the topological fun-
damental group induces an injective analytic map of moduli spaces ι :
MB(S, r)→MdR(S, r).
[The map is induced by the functor V → (MV ,∇V ), and its injectivity
follows from the faithfulness of this functor. The difficulty in showing that
ι is analytic is that MdR(S, r) is a priori a moduli space for algebraic con-
nections, not for all analytic connections; we shall not pursue here in this
direction].
In the complex situation, the corresponding map ι would always be
an analytic isomorphism (Riemann-Hilbert-Simpson). In the p-adic cases,
we see that the connections which satisfy Cauchy’s theorem a
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(classical or not) form a stratum of maximal dimension half of the dimension
of the total moduli space.
We shall leave the closer analysis of this kind of p-adic differential equa-
tions with global monodromy until later chapters, where we show how they
arise in the context of period mappings. In the next section, we shall deal
with a very different kind of differential equations, which play a distinguished
role in p-adic analysis under the name of unit-root F-crystals.
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2. Analytic continuation; algebraic approach.
Abstract: An equivalent, but more algebraic, approach to analytic continua-
tion consists in interpreting complex analytic multivalued functions as limits of
algebraic functions. Since the concept of topological coverings and that of e´tale
coverings do not coincide in the p-adic setting, the algebraic approach leads in that
case to a theory quite different from that of the previous section. It turns out to be
well-suited to the function-theoretic study of so-called unit-root F -isocrystals, and
induces us to revisit two fundamental notions due to Dwork: Frobenius structure
and overconvergence.
2.1. Limits of rational functions.
2.1.1. Over C. Let us briefly survey the complex analytic situation. Let
S be a connected complex analytic curve, and U an open set of S (not
necessarily connected) which is holomorphically convex; i.e. S \ U has no
compact connected component. Then O(S) is dense in O(U) for the topol-
ogy of uniform convergence on every compact set. We denote this situation
by O(U) = Ô(S)U (cf. e.g. [Re89, 13]).
Moreover, if S is the Riemann surface coming from an affine algebraic
curve Salg, then we also have O(U) = ̂O(Salg)U , which generalizes the the-
orem of Runge on approximation by rational functions. Indeed, considering
an embedding Salg →֒ (AN )alg, we may extend analytic functions on S to
analytic functions on (AN )alg (due to the vanishing of the first cohomol-
ogy group of the coherent ideal sheaf defining S). An analytic functions on
(AN )alg can be approximated by polynomials, which we restrict to S.
2.1.2. Over the p-adics. We have an analogous situation. Let K be a
complete subfield of Cp, and let S be an analytic curve coming from a smooth
affine algebraic curve over K. We consider a closed immersion S →֒ AN .
For any r > 0, Sr := S ∩DAN (0, r+) is an affinoid domain in S. The same
argument of polynomial approximation used in 2.1.1 shows that O(Sr) is
the completion of O(Salg).
For any compact Z ⊂ S (e.g. an affinoid domain), we define the
topological ring H(Z) of analytic elements on Z to be the completion of
Γ(Z,OS) = lim−→ Z⊂U : openΓ(U,OS) under the sup-norm. Whenever Z is con-
tained in a Sr, H(Z) is also the completion of O(Sr)Z , where the subscript
Z denotes the localization with respect to the set of elements which do not
vanish on Z (cf. [Ber90] and [Ray94] for a more precise version of the
Runge theorem).
The holomorphic convexity condition on Z is that for some r, Z is the
intersection of affinoid neighborhoods defined by inequalities of the form
|fi| ≤ 1 in Sr. If this condition is satisfied, H(Z) is in fact the completion
of O(Sr) itself.
2.1.3. The Krasner-Dwork viewpoint. For S = A1, and K = Cp, we deduce
H(Z) = ̂(K[z]Z), which is nothing but the M. Krasner’s original definition
of analytic elements on Z.
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Let K̂(z) be the completion of K(z) by means of Gauss norm. One can
interpret its elements as the analytic elements on a generic disk, and then
specialize in the complement Z ⊆ P1 of a finite union of disks D(ai, 1−),
(i = 1, 2, . . . ). This viewpoint leads us to understand analytic continuation
as a specialization.
2.2. Limits of algebraic functions; complex case.
Let S be a Riemann surface coming from a complex affine algebraic
curve Salg, smooth and connected. Let S˜ be the universal covering of S
(here we tacitly fix a base point s ∈ S). We endow O(S˜) with the topology
of uniform convergence on every compact; note that the group π1(S) acts
(continuously) on O(S˜).
On the other hand, let O(Salg)et be the maximal unramified integral
extension of O(Salg). Elements in O(Salg)et can be regarded as unramified
algebraic functions on Salg; thus we have O(Salg)et ⊂ O(S˜).
Proposition 2.2.1. O(Salg)et is dense in O(S˜).
For example, when Salg = P1 \ {0,∞}, the function log z ∈ O(S˜) can be
written as lim
n→∞n(z
1/n − 1), uniformly on every compact subset of S˜ ≃ A1.
We can use this formula to compute logγ 1 = limn(ζn − 1) = 2iπ, where γ
is the counter-clockwise loop around 0 with the base point 1.
.
0
.
1
Figure 3
Proof of 2.2.1. (after O. Gabber). Consider a countable covering of S˜
(≃ P1(C),C or D(0, 1−)) by relatively compact contractible open subsets
which are oriented manifolds Un (e.g. disks), such that Un ⊂ Un+1. For any
n, let us consider the set
Fn = {γ ∈ π1(S, s) | γ 6= 1 and γUn ∩ Un 6= ∅}.
If this set were infinite, we could find a sequence of pairwise distinct elements
γm ∈ π1(S, s) and a sequence of points sm ∈ Un such that γmsm ∈ Un. By
compacity of Un, we might assume that the sequences sm and γmsm converge
to points s′ and s′′ respectively. Then the sequence γms′ converges to s′′,
which contradicts the discreteness of the π1(S, s)-orbits in S˜. So Fn is finite.
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On the other hand, S is topologically a surface of genus g with t ≥ 1
punctures, so π1(S) is generated by 2g + t generators γi subject to the
relation
[γ1, γg+1] · · · [γg, γ2g]γ2g+1 · · · γ2g+t = 1.
Thus π1(S) is free with 2g+ t−1 generators. Therefore it is residually finite
(cf. [Bou64, p. 150, ex. 34]); so we can find a subgroup Γn ⊆ π1(S) of
finite index which avoids Fn.
We immediately see that
(
(Γn \ {1})·U n
) ∩ Un = ∅. The restriction to
Un of the canonical projection S˜ → Sn := S˜/Γn is thus an embedding. We
identify Un with its image.
The part of the exact sequence of cohomologies with compact support
· · · −→ H1(Un,Z) −→ H2c(Sn \ Un,Z) −→ H2c(Sn,Z) −→ · · ·
which can also be written as
. . .→ H1(Un,Z) = 0→ H0(Sn \ Un,Z)→ H0(Sn,Z) = Z→ . . .
and from which we deduce that Sn \ Un is connected. Because ∂Un ⊂
Un+1 \ Un, we have Sn \ Un = Sn \ Un, hence Sn \ Un is connected. Since
Sn \ Un is not compact, Un is holomorphically convex in Sn. Riemann’s
existence theorem assures that Sn is the analytification of an affine algebraic
curve Salgn . Here we can apply 2.1.1 to deduce O(Un) = ̂O(Salgn )Un . Note
that O(Salgn ) ⊂ O(Salg)et. Since every compact set of S˜ is contained in some
Un, we conclude the desired equality O(S˜) = ̂O(Salg)et.
2.2.2. It follows from Proposition 2.2.1 that if Ω/Γ is a Schottky partial
uniformization of S, then the intersection O(Salg)et∩O(Ω) is dense in O(Ω).
A variant of this statement (with a similar proof) holds, in the p-adic case,
for a Mumford curve. We leave it to the reader.
2.3. Limits of algebraic functions; p-adic case.
2.3.1. In the p-adic situation, we have seen that there are “much more”
e´tale coverings than topological coverings. For instance, the unit disk D =
D(0, 1+) is simply-connected, but admits many non-trivial finite e´tale cov-
erings, e.g. the Artin-Schreier covering D → D, y 7→ z = yp − y.
Proposition 2.2.1 suggests to replace, in the p-adic case, the ring O(S˜),
which is often too small, by some kind of completion of O(S)et = lim−→O(S′),
where S′ runs over the finite e´tale connected coverings of S.
Let us now assume that S is an affinoid curve with good reduction (hence
simply connected). Then there is a Gauss p-adic norm on O(S), which
extends uniquely to O(S)et. The completion Ô(S)et is however pathological
in several senses: for instance, it is difficult to give a function-theoretic
meaning to its elements, and the continuous derivations of O(S) extends to
O(S)et but not to Ô(S)et in a natural way.
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2.3.2. To bypass such problems, we are going to look for some convenient
subring of Ô(S)et. For simplicity, let us limit ourselves to the following
situation:
• K = Q̂urp ⊂ Cp is the completion of the maximal unramified algebraic
extension of Qp,
• v = Ẑurp is its ring of integers (the Witt ring of Fp),
• S0 is the affine line over Fp, deprived from finitely many points
ζ1 . . . , ζν ; we choose a point s0 on S0,
• R is the p-adic completion of v[z, 1(z−ζ1)...(z−ζν) ], where ζ1 . . . ζν are
liftings of ζ1 . . . , ζν in v; its residue ring is O(S0),
• S = M(R[1p ]) = D(0, 1+)\⋃D(ζi, 1−), the associated affinoid domain
over K. There is a natural specialization map sp : S → S0 from
characteristic 0 to characteristic p.
Let us consider the integral closure Ret of R in O(S)et and its p-adic
completion R̂et ⊂ Ô(S)et. It is thus endowed with (a natural extension of)
the p-adic valuation, and its residue ring is O(S0)et. Moreover, there is a
natural structure of “differential ring” (better: a connection) on R̂et with
v as ring of constants. The “remarkable equivalence of categories” of A.
Grothendieck [EGA IV, 18.1.2] allows to identify Autcont(R̂et/R) with the
algebraic fundamental group πalg1 (S0, s0).
2.3.3. “Analytic continuation” as specialization. Let D(s0, 1
−) = sp−1{s0}
be the residue class of s0 in S. The morphism R → O(D(s0, 1−)) ex-
tends non-canonically to a continuous morphism R̂et[1p ] → O(D(s0, 1−)),
determined only up to the action of πalg1 (S0, s0). This allows to interpret
elements of R̂et[1p ] as certain multivalued locally analytic functions (in the
“wobbly” sense).
The main difference here with Krasner’s analytic continuation (cf. §§2.1)
is the ambiguity coming from πalg1 (S0, s0). This provides a kind of multival-
ued analytic continuation, which may be interpreted as analytic continuation
in characteristic 0 along an “e´tale path” in characteristic p (figure 4).
D(s0, 1
−)
s0 s′0
× ×. .
Figure 4. analytic continuation along an underground path
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This is very close to the Robba-Christol theory of “algebraic elements”
[C86], in which the main player is the complete subalgebra ofH∞(DCp(0, 1−))
(the algebra of bounded analytic functions) generated the algebraic functions
analytic on DCp(0, 1
−). Underlying this “algebraic” analytic continuation,
there is a combinatorics of automata (whereas a combinatorics of graphs
underlies the “topological” analytic continuation, as we have seen).(2)
Remark 2.3.4. The complex formula log z = limn n
(
z
1
n−1) has the following
p-adic analogue: log z = limn p
−n(zpn − 1) for z ∈ D(1, 1−). However, the
convergence is not uniform on D(1, 1−), and the analytic function log z is
not bounded on that disk. Nevertheless log : D(1, 1−) → A1 defines an
infinite Galois e´tale covering of the p-adic affine line (not at all a topological
covering), with Galois group µp∞ , the p-primary torsion in Cp.
2.4. R̂et and unit-root F -crystals.
2.4.1. Let us assume for technical simplicity that p 6= 2. Let M be a free
R-module of finite rank µ, endowed with a connection ∇ :M→ ΩR⊗RM,
where ΩR is the rank-one module of continuous differentials (relative to v).
In general, solutions make sense only very locally: typically, analytic
solutions exist in disks of radius p
−1
p−1 (the radius of p-adic convergence of
the exponential function, which is the basic example). A very important
criterion, due to B. Dwork, for the convergence of analytic solutions in any
open disk of radius 1, is the existence of a so-called Frobenius structure.
2.4.2. F -crystals. Let σ be the Frobenius automorphism of v lifting the pth-
power map in Fp. There are many σ-linear endomorphisms φ of R which
reduce to the pth-power map of O(S0) in characteristic p. For instance, we
can take φ(z) = zp, so that φ
(
(z − ζ1) . . . (z − ζν)
)
= (zp − σ(ζ1)) . . . (zp −
σ(ζν)) ≡
(
(z − ζ1) . . . (z − ζν)
)p
(mod p). One can show that any lifting φ
extends uniquely to a πalg1 (S0, s0)-equivariant endomorphism of R̂et.
A Frobenius structure on (M,∇) is a rule F which associates to every
lifting φ a homomorphism F (φ) : φ∗M → M (that is to say, a φ-linear
endomorphism of M) such that:
(i) F (φ)⊗Q is an isomorphism,
(ii) F (φ) is horizontal, i.e. compatible with the connections φ∗∇ and ∇
respectively,
(iii) for any two liftings φ and φ′, the homomorphisms F (φ) and F (φ′) are
related by F (φ′) = F (φ) ◦ χ(φ′, φ), where χ(φ′, φ) : φ′∗M → φ∗M
(2)for these and further aspects of the Krasner, resp. Christol-Robba, analytic contin-
uation, we refer to [MoRo69] and to the mimeographed notes of the numerous conferences
of the Groupe d’e´tude d’analyse ultrame´trique, Paris, devoted to this subject (1973-1980).
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is the “Taylor isomorphism” given by the formulas
χ(φ′, φ)(φ′∗m) =
∑
n≥0
φ∗
(
∇
( d
dz
)n
(m)
)
(φ′(z)− φ(z))n/n!
=
∑
n≥0
φ∗
(
∇
(
z
d
dz
)n
(m)
)(
log
φ′(z)
φ(z)
)n/
n!.
In virtue of (iii), a Frobenius structure amounts to the data of the semi-
linear horizontal endomorphism F (φ), for the standard φ(z) = zp.
The triple (M,∇, F ) is called an F -crystal, cf. [Ka73](3). The very ex-
istence of a horizontal isomorphism φ∗M⊗ Q ≃ M ⊗ Q implies that the
radius of convergence ρ of any local solution of (M,∇) satisfies min(1, ρ) =
min(1, ρp), that is to say: ρ ≥ 1 (since ρ 6= 0).
2.4.3. Unit-root F -crystals. This is the case where F (φ) (not only F (φ)⊗Q)
is an isomorphism (for one, or equivalently, for all φ). The name comes from
their first appearance in Dwork’s computation of the p-adic units among the
reciprocal zeroes of the zeta-function of hypersurfaces in characteristic p.
N. Katz has constructed a functor:(
continuous Zp-representations
of πalg1 (S0, s0)
)
−→ (unit-root F -crystals)
which associates to any free Zp-module V of rank r with a continuous action
of πalg1 (S0, s0) a unit-root F -crystal (UV ,∇V , FV ) over R of rank r. Let
us recall its definition at the level of objects. For any m ∈ N, we set
Sm = Spec R/pmR. Starting from a representation ρ of πalg1 (S0, s0), let Gn
denote the image of ρ inGL(V/pnV ). The homomorphism πalg1 (S0, s0)→ Gn
corresponds to an e´tale covering Sn,0 → S0, which has a unique e´tale lifting
πn,m : Sn,m → Sm. The action of Gn on Sn,0 extends uniquely to Sn,m;
on the other hand, the action of φ on Sm extends uniquely to Sn,m, and
the φ- and Gn-actions commute. The opposite action makes OSn,m into a
right Gn-module. If we set Un = πn,n∗OSn,n ⊗(v/pnv)[Gn] V , we then have a
compatible system of isomorphisms
Φn = φ⊗ id : φ∗Un → Un
and a compatible system of connections
∇n = d⊗ id : Un → πn,n∗ΩSn,n ⊗R/pmR Un ≃ ΩR ⊗R Un
The unit-root crystal attached to ρ is given by U = lim←− nUn,∇ = lim←− n∇n,Φ =
lim←− nΦn.
The next statement summarizes results of Katz and R. Crew [Cr85].
Proposition 2.4.4. (i) The Katz functor is an equivalence of categories;
(3)the endomorphism FS0 of S0 given by the pth-power map, as well as σ, φ and F are
all called “Frobenius” in the usual jargon, without causing too much confusion, it seems...
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(ii) any unit-root F -crystal (U ,∇, F ) is solvable in R̂et, i.e. : U⊗RR̂et ≃
(U ⊗R R̂et)∇ ⊗v R̂et;
(iii) the rule (U ,∇, F ) 7→ (U⊗R R̂et)∇=0,F (φ)=id (with Galois action com-
ing from that on R̂et) provides an inverse of the Katz functor.
More precisely, we have the action of φ and d/dz on R̂et commute with
the action of πalg1 (S0, s0), and we have a canonical isomorphism
U ⊗R R̂et ≃ V ⊗Zp R̂et
compatible with φ, d/dz and πalg1 (S0, s0) (diagonal action of φ, d/dz on the
left hand side, diagonal action of πalg1 (S0, s0) on the right hand side), which
allows to reconstruct the representation V from the unit-root F -crystal and
conversely. In fact, the connection as well as V can be reconstructed from
(U ,Φ) alone.
This proposition may be compared with 1.5.4, though it applies to a
quite different type of p-adic connections. In 1.5.4 (for dimension 1), the
analytic curve S had typically bad reduction and the main player was the
discrete fundamental group π1(∆) of the dual graph of the semistable re-
duction, together with the π1(∆)-module O(S˜). Here the curve S has good
reduction S0 and the main player is the compact fundamental group π
alg
1 (S0),
together with the πalg1 (S0)-module R̂et.
Before presenting one of Dwork’s classical unit-root F -crystals, let us
just mention that the above theory extends with little change to the case
when the base ring v is a finite ramified extension of Ẑurp : one has to fix an
extension of σ to v, to replace Zp by vσ, and to impose some mild nilpotence
constraint on ∇ if the ramification index is ≥ p− 1 (also, it is customary to
extend the definition of Frobenius structure on replacing φ by some power).
Example 2.4.5. Dwork’s exponential. We denote by π a fixed (p− 1)th root
of −p, and set v = Ẑurp [π], with σ(π) = π. Let us consider the differential
equation
f ′(z) = −πf(z)(∗)
over S = D(0, 1+), which has the analytic solution fa = e
−π(z−a) in any
residue class D(a, 1−) ⊂ D(0, 1+). The change of variable z 7→ zp leads to
the differential equation
g′(z) = −pπzp−1g(z) = πpzp−1g(z)(∗p)
Dwork’s exponential function is
Eπ(z) = e
π(z−zp) ∈ Zp[π][[z]].
This is an invertible element of R, the π-adic completion of v[z]. This
function provides the unit-root Frobenius structure which relates (∗) and
(∗p).
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Let us reformulate this in the setting of 2.4.3: the relevant F -crystal
is (R,∇, F ), with ∇(1) = πdz, F (φ)(1) = Eπ(z) for the standard φ. This
is the unit-root F -crystal attached to the finite character of πalg1 (A
1
Fp
, 0)
corresponding to the Artin-Schreier covering z = yp − y. The solution f0 of
(∗) belongs to R̂et: indeed, e−πz = Eπ(y) ∈ v̂[y] ⊂ R̂et; explicitly, e−πz =
limn(1− πpnz)p−n .
Dwork has computed the value of his exponential for any (p− 1)th root
of unity ζp−1 (e.g. ζp−1 = 1): this is
Eπ(ζp−1) = ζ
ζp−1
p
where ζp is the unique pth root of unity ≡ 1 + π (mod π) (cf. [La90,
chap. 14]). In the spirit of 2.3.3, this may be understood as follows:
ζ
ζp−1
p = the value at (z = 0) of the analytic continuation of f0 along
the “wild loop” corresponding to the path from (y = 0) to (y = ζp−1) on
the Artin-Schreier covering z = yp − y in characteristic p (figure 5). If one
changes ζp−1, this value ζ
ζp−1
p is multiplied by some pth root of unity.
ζp−1.
0 .
yp−y=x
0 .
y
x
Figure 5. a wild underground loop
In our special case, the discussion of 2.3.3 tells us that e−πz admits an
extension to any disk D(a, 1−) ⊂ D(0, 1+), analytic in that disk, and well-
defined up to multiplication by some pth root of unity. It is easy to find
a formula for this extension: it must be proportional to eπ(a−z), and by
evaluation at a, we find that it is eπ(a−z)Eπ(b), where b is any solution of
the equation bp − b = a. Its pth power is, as expected, e−pπz itself.
Therefore, this multivalued exponential e−πz on D(0, 1+) appears as a
multivalued section of the logarithmic e´tale covering −1π log : D
(
1, p
− 1
p−1
+)→
D(0, 1+). This is just the opposite way from the complex situation, where
the logarithm is a multivalued section of the e´tale covering of C× given by
the exponential.
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2.5. p-adic chiaroscuro: overconvergence.
2.5.1. In fact, Dwork’s exponential Eπ is more than just an element of the
π-adic completion of v[z]: it is overconvergent, i.e. extends to an analytic
function on a disk of radius ρ > 1 (ρ = p(p−1)/p
2
).
Overconvergence is a fundamental notion in p-adic analysis: dimming
the contours of an affinoid turns out to be the key to the finiteness prop-
erties of p-adic cohomology, as was recognized by Dwork, and subsequently
developed by P. Monsky, G. Washnitzer, P. Berthelot (rigid cohomology,
D†-modules)...
.
Figure 6
2.5.2. Let again S be D(0, 1+) \⋃D(ζi, 1−). For any ρ > 1, let us consider
the bigger affinoids Sρ = D(0, ρ
+) \⋃D(ζi, 1ρ−). The ring of overconvergent
analytic functions on S is
H†(S) =
⋃
ρ>1
O(Sρ).
Its relevance to the algebraic viewpoint on analytic continuation comes from
the following result [BDR80]:
Proposition 2.5.3. Let f ∈ O(S) satisfy a monic polynomial equation with
coefficients in H†(S). Then f ∈ H†(S).
2.5.4. A F -crystal (M,∇, F ) is overconvergent if (M,∇) as well as F (φ)
extends over some Sρ. This is the case in example 2.4.5. For unit-root
F -crystals, Crew has given the following characterization:
Proposition 2.5.5. The unit-root F -crystal (UV ,∇V , FV ) attached to a p-
adic representation V is overconvergent if and only if the images in GL(V )
of the inertia groups at the missing points ζ1 . . . , ζν ,∞ are finite.
2.6. (Overconvergence and Frobenius) Dwork’s derivation of the
p-adic Gamma function and exponential sums.
2.6.1. We come back to the situation of 2.4.5. For any α ∈ Zp, let us
consider M †α := zαeπzH†(S) endowed with the derivation z ddz . A simple
computation shows that
zαeπzzk+1 ≡ −α+ k
π
zαeπzzk
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in M †α/z ddzM
†
α, from which one deduces that this cokernel has dimension 1
over K and is generated by [zαeπz].
Following Dwork, let us introduce the operator ψ defined by
ψ
(∑
anz
n
)
=
∑
apnz
n.
This is a left inverse of the Frobenius operator induced by φ : z 7→ zp. It
acts on H†(S) and commutes with z ddz up to multiplication by p: ψ ◦ z ddz =
pz ddz ◦ ψ. The operator ψ can also be applied to any element of M †α for
α ∈ N: one finds that
ψ(zαeπzf) = zβeπzψ
(
zα−pβEπ(z)f
)
where β is the successor of α ∈ Zp, i.e. the unique p-adic integer β such
that pβ−α ∈ Z∩ [0, p[ (note that since α−pβ > −p , the terms containing a
negative power of z disappear when applying ψ). This formula makes sense
for any α ∈ Zp, and we can see that ψ applies M †α into M †β , and commutes
with z ddz . Let us write the induced map of one-dimensional cokernels [ψ] :
M †α/z ddzM
†
α →M †β/z ddzM †β in the form
[ψ]([zαeπz]) = πpβ−αΓp(α)[zβeπz].
2.6.2. This function Γp is then nothing but Morita’s p-adic Gamma func-
tion, characterized by its continuity and the functional equation
Γp(0) = 1, Γp(α+ 1)/Γp(α) =
{
−α if α is a unit,
−1 if |α|p < 1.
Let us check this functional equation:
• for α = 0, one has [zkeπz] = 0 if k > 0; hence Γp(0)[eπz ] = [eπz][ψ(Eπ(z))]
= [eπz];
• if |α|p = 1, β is also the successor of α + 1, and Γp(α + 1)[zβeπz] =
πα−pβ+1[ψ]([zα+1eπz]) = πα−pβ+1[ψ](−απ [zαeπz]) = −aΓp(α)[zβeπz];• finally, if |α|p < 1, one has α = pβ, and β+1 is the successor of α+1;
one gets Γp(α+1)[z
β+1eπz] = π−p+1[ψ]([zα+1eπz]) = −1p [ψ](−απ [zαeπz])
= βπΓp(α)[z
βeπz] = −Γp(α)[zβ+1eπz].
2.6.3. Let us now check the continuity of Γp on Zp, or better, its analyticity
on any disk D(−k, |p|+), k = 0, 1, . . . , p−1. Let us write Eπ(z) = eπ(z−zp) =∑∞
0 enz
n.
For any α ∈ Zp ∩D(−k, 1−), one has
ψ(zαeπz) ≡ πkΓp(α)zβeπz = zβeπzψ(z−kEπ(z))
= zβeπz
∞∑
n=0
epn+kz
n ≡ zβeπz
∞∑
n=0
epn+k(−π)−n(β)n,
where (β)n = (
α+k
p )n is the Pochhammer symbol. Easy estimates now show
that Γp(α) =
∑∞
0 epn+k(−π)−n−k(α+kp )n is analytic on D(−k, |p|+).
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2.6.4. Gross-Koblitz formula: for k = 0, 1, . . . , p− 2, one has
Γp
(
k
p− 1
)
= −π−k
∑
ζp−1
ζ−kp−1ζ
ζp−1
p ∈ Qp[π] ∩Q
where ζp−1 runs over the (p− 1)th roots of unity, and ζζp−1p is as before the
unique pth root of unity ≡ 1 + ζp−1π (mod π).
Let us sketch the proof. We choose α = kp−1 , so that α = β and
ψ acts on the ind-Banach-space M †α via the formula: ψ(z−kEπ(z)f) =
(zαeπz)−1ψ(zαeπzf). Coming back to the definition of ψ, one observes that
for any g ∈ H†(S),
ψ(z−kg)(z) =
1
p
∑
t∈φ−1(z)
t−kg(t).
Using the fact that the domain of analyticity of this function is bigger than
the domain of analyticity of g itself, one shows that ψ is a nuclear operator
of M †α. In particular, it has a trace, which is the trace of the “composition
operator” Ψ : g ∈ H†(S) 7→ 1p
∑
t∈φ−1(z) t
−kEπ(t)g(t). The computation
of this trace is done by approximating Eπ by polynomials and studying
the resulting action on the subspace of polynomials. One finds TrΨ =
1
p−1
∑
ζp−1
ζ−kp−1Eπ(ζp−1).
At last, because ψ ◦ z ddz = pz ddz ◦ ψ, one has
πkΓp
(
k
p− 1
)
= Tr
(
[ψ]
∣∣∣M †α/z ddzM †α
)
= (1− p)Tr(ψ∣∣M †α)
=−
∑
ζp−1
ζ−kp−1Eπ(ζp−1) = −
∑
ζp−1
ζ−kp−1ζ
ζp−1
p .
We refer to [CR94] for a detailed account. A more general form of the
Gross-Koblitz, proved along the same lines, shows that for any 1 ≤ k < pr,
the product
r−1∏
0
Γp
(
pik
pr − 1
)
belongs to the cyclotomic field Q(ζpr).
2.6.5. A more straightforward and elementary proof has been discovered
by A. Robert. It goes as follows.
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As we have just seen, the right hand side of the Gross-Koblitz formula
can be written
− π−k
∑
ζp−1
ζ−kp−1Eπ(ζp−1) = −π−k
∞∑
n=0
(∑
ζp−1
ζn−kp−1
)
en
= (1− p)π−k
∞∑
m=0
e(p−1)m+k.
Using the expansion of Γ(α) given in 2.6.3, in the case of α = kp−1 , we
thus have to show that
∞∑
n=0
epn+k(−π)−n
(
k
p− 1
)
n
= (1− p)
∞∑
m=0
e(p−1)m+k.
Denote the left hand side by Gk (for any k ∈ N). Due to the overconvergence
of Eπ, it is not difficult to see that lim
k→∞
Gk = 0. One has Robert’s formula:
Gk −Gp−1+k = (1− p)ek.
Summing up consecutive expressions, one gets a telescoping sum which yields
the desired equality Gk = Gk − lim
m→∞G(p−1)m+k = (1 − p)
∞∑
m=0
e(p−1)m+k.
It remains to prove Robert’s formula. One first observes that z ddzEπ =
(πz − pπzp)Eπ(z), which yields the relation nen = π(en−1 − pen−p) for
n ≥ p, hence πep−1+m = pπem + (m+ p)em+p for m ≥ 0. Then
Gk −Gp−1+k
= ek +
∞∑
0
ep(n+1)+k(−π)−n−1
(
k
p− 1
)
n+1
−
∞∑
0
ep−1+pn+k(−π)−n
(
k
p− 1 + 1
)
n
= ek +
∞∑
0
[
k
p− 1ep(n+1)+k + πep−1+pn+k
]
(−π)−n−1
(
k
p− 1 + 1
)
n
= ek +
∞∑
0
[
p
(k + (n+ 1)(p − 1))
p− 1 ep(n+1)+k + pπepn+k
]
(−π)−n−1
(
k
p− 1 + 1
)
n
= (1− p)ek + p
∞∑
0
(k + (n+ 1)(p − 1))
p− 1 ep(n+1)+k(−π)
−n−1
(
k
p− 1 + 1
)
n
− p
∞∑
1
k + n(p− 1)
p− 1 epn+k(−π)
−n
(
k
p− 1 + 1
)
n−1
= (1− p)ek.
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2.6.6. The right hand side of the Gross-Koblitz formula is a special case of
an exponential sum, i.e. an expression of the form
Sr(f , g, h) =
∑
x1,... ,xd∈Fpr , h(x)6=0
χ
(
NFpr/Fpg(x)
)
exp
(
2πi
p
TrFpr/Fp f(x)
)
where h is a polynomial with coefficients in Fpr , f and g are rational func-
tions with coefficients in Fpr with no pole where h vanishes, and where χ is
a character of F×p . This includes Gauss, Jacobi and Kloosterman sums as
special cases. In fact, it is known, after the classical works of Gauss, Artin,
Weil, that counting solutions of systems of polynomial equations in finite
fields amounts to the computation of exponential sums Sr(f , g, h). They
are studied via their generating series, the so-called L-series:
L(f, g, h; t) = exp
(∑
r≥1
Sr(f, g, h)
tr
r
)
.
Dwork’s methods, refined by P. Robba and others, allow to tackle the ques-
tions of the rationality of L, its degree, and of the functional equation relat-
ing L(f, g, h; t) to L(f, g, h; 1prt). In the one-dimensional case, the solution
is elementary and follows the pattern sketched in 2.6.4. Namely [CR94]:
(i) One considers liftings f, g, h of f, g, h in characteristic zero, and one
introduces the affinoid set S defined by |h| = 1. One sets F =
g(z)1/p−1 exp(πf(z)). Then F ′/F is a rational function, and one
shows that the differential operator
d
dz
+
F ′
F
has an index in H†(S)
(in a slightly generalized sense, and which can be computed thanks to
the work of Robba). This is the crucial point. Hence the cohomology
spaces of the de Rham complex: Ω0 = FH†(S) → Ω1 = FH†(S)dz
are finite-dimensional over Cp.
(ii) One observes that E := Fφ−id (i.e. E(z) = F (zp)/F (z)) is an element
of H†(S). This allows to define two endomorphisms of the de Rham
complex by setting:
φ0(F.g) = FEgφ, φ1(Fgdz) = FEφ′gφdz (with φ′(z) = pzp−1);
ψ0(F.g)(z) = F (z)
∑
φ(t)=z
g(t)
E(t)
, ψ1(Fgdz) =
∑
φ(t)=z
g(t)
E(t)φ′(t)
.
One has ψ∗ ◦φ∗ = p · id. In particular, the operators Hi(ψ∗), i = 0, 1,
are invertible on the cohomology spaces. The same argument as in
2.6.4 shows that ψi is nuclear on Ωi. In particular, it has a trace.
(iii) Polynomial approximation allows to prove the trace formula:
tr(ψ1)− tr(ψ0) = tr(H1(ψ∗))− tr(H0(ψ∗)) = Sr(f, g, h).
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It follows that
L(f , g, h; t) =
det(id−tH1(ψ∗))
det(id−tH0(ψ∗)) .
This is a rational function since the cohomology is finite-dimensional.
Moreover, since the Hi(ψ∗) are invertible, the computation of its de-
gree amounts to the computation of the index of
d
dz
+
F ′
F
(the com-
putation of the dimension of H0, 0 or 1, being essentially trivial).
(iv) The functional equation follows from a topological “dual theory” in
which the transpose of φ and ψ play the roles of ψ and φ respectively.
Let us remark at last that this method has an archimedean analogue in
the so-called thermodynamic formalism —in dimension one. The analogy
is especially striking in the presentation of D. Mayer [May91]: exponen-
tial sums correspond to “partition functions”, L to the Ruelle zeta-function,
Frobenius to the “shift”, Dwork’s operator φ∗ to the “transfer operator” (or
Ising-Perron-Frobenius-Ruelle operator) and is given by a “composition op-
erator” (loc. cit. 7.2.2), its nuclearity is established by the same argument,
and the trace formula has the same form (loc. cit. 7.17).
In view of this close analogy, one could dream of an archimedean proof
of the rationality of Weil zeta functions, parallel to Dwork’s p-adic proof...
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3. The tale of F (12 ,
1
2 , 1; z).
Abstract: This is a detailed concrete illustration of the somewhat abstract non-
archimedean notions discussed in the previous section. We refer to [Yo97] (and
[Hu87, 9]) for an excellent account of the archimedean tale of F (1
2
, 1
2
, 1; z).
3.1. Dwork’s hypergeometric function.
Let us consider the Legendre pencil of elliptic curves with parameter
z 6= 0, 1,∞, given in inhomogeneous coordinates by
y2 = x(x− 1)(x − z).
As a scheme over Z[z, 12z(1−z) ], we denote it by X. The first de Rham co-
homology module H1dR(X) is free of rank 2 over Z[z,
1
2z(1−z) ], and endowed
with the Gauss-Manin connection ∇ (derivation with respect to the param-
eter z); it is generated by the class ω of dxy , and ∇( ddz )(ω). The canonical
symplectic form (cup-product) satisfies 〈ω,∇( ddz )(ω)〉 = 2z(z−1) . The Gauss-
Manin connection is given by the hypergeometric differential equation with
parameters (12 ,
1
2 , 1)
∇(L 1
2
, 1
2
,1)(ω) = 0, with L 1
2
, 1
2
,1 = z(1− z)
d2
dz2
+ (1− 2z) d
dz
− 1
4
.
Let p be an odd prime. The Hasse invariant is the polynomial hp(z) ∈
Z[12 ][z] obtained by truncating the hypergeometric series (−1)
p−1
2 F (12 ,
1
2 , 1; z)
at order p−12 . It enjoys the following well-known properties:
• functional equations: hp(z) ≡ (−1)
p−1
2 hp(1−z) ≡ z
p−1
2 hp(
1
z ) (mod p),
• for any ζ ∈ Fp \ {0, 1}, one has hp(ζ) = 0 if and only if the elliptic
curve Xζ over Fp is supersingular, i.e. has no geometric point of order
p, cf. [Hu87, 13.3].
The roots of hp (mod p) are distinct and lie in Fp2: we denote them by
ζ1, . . . , ζ(p−1)/2, and choose liftings ζ1, . . . , ζ(p−1)/2 in Ẑurp .
Non-supersingular elliptic curves are called ordinary; they have exactly
p points of order p.
Dwork’s hypergeometric function is
fp(z) = (−1)
p−1
2
F (12 ,
1
2 , 1; z)
F (12 ,
1
2 , 1; z
p)
∈ Z
[1
2
]
[[z]].
One has fp(z) ≡ hp(z) (mod p). Dwork discovered that although the
p-adic radius of convergence of this series is exactly 1, fp does extend to a p-
adic analytic function on A1 deprived from the supersingular disks D(ζj , 1−);
we denote this extension by the same symbol fp.
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In terms of this function, he obtained in 1958 his famous p-adic formula
for the number of rational points of an ordinary elliptic curve defined over
Fpn:
for any s0 ∈ Fpn, s0 6= 0, 1, ζj , the number of Fpn-points of Xs0 is
1−
n−1∏
k=0
fp(ω
pk) + pn
(
1−
n−1∏
k=0
fp(ω
pk)−1
)
,
where ω denotes the unique (pn − 1)th root of unity ≡ s0 (mod p).
3.2. The ordinary unit-root F -crystal.
On completing Ẑurp [z,
1
2z(1−z) ] p-adically, (H
1
dR(X),∇) gives rise to an
overconvergent F -crystal (H,∇, F ). We do not discuss here the construction
of the Frobenius structure, which is a general p-adic feature of Gauss-Manin
connections. In fact, various analytic or geometric constructions are avail-
able, but in our present case, the Frobenius structure can be made quite
explicit, cf. [Dw69].
Let us introduce a few notations:
• R = the p-adic completion of Ẑurp
[
z, 1hp(z)
]
• Rord = the p-adic completion of Ẑurp
[
z, 1z(1−z)hp(z)
]
• S = M(R[1p ]) = D(0, 1+) \
(⋃
D(ζj , 1
−)
)
• Sord = M(Rord[1p ]) = S \
(
D(0, 1−) ∪D(1, 1−)) is the ordinary locus
• Snss = A1 \
(⋃
D(ζj , 1
−)
)
is the non-supersingular locus.
The restriction of (H,∇, F ) to the ordinary locus possesses a unique non-
zero unit-root sub-F -crystal (U ,∇, F ). This unit-root F -crystal extends
over S (and even over Snss as an F -isocrystal with logarithmic singularity
at ∞ in the sense of [Scho85]) cf. also [O00]; we use the same symbol for
the extension. It can be described along the following lines:
• U is the unique rank-one horizontal submodule of H.
• U ⊗Rord R̂etord = (H ⊗Rord R̂etord)∇ ⊗Ẑurp R̂
et
ord. (Here R̂etord is defined as
in 2.3.2.)
• for any ordinary s0 ∈ Fp, the associated p-adic representation of
πalg1 (S0, s0) is (H⊗Rord R̂etord)∇=0,F (φ)=id ≃ H1et(Xs0 ,Zp).
• For any u ∈ (U ⊗R R̂et)∇, “the” image of u in O(D(s0, 1−)) is a
bounded solution of the differential operator L 1
2
, 1
2
,1 on DCp(s0, 1
−);
this also characterizes U .
• U|∇
D(0,1−) has a canonical Z-submodule, which can be identified with
H1((Xz)
an,Z) for any z ∈ D(0, 1−) \ {0}; for a generator u, one has
〈ω, u〉 = √−1F
(1
2
,
1
2
, 1; z
)
in O(D(0, 1−))
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(
√−1 appears as residue of dxy
∣∣
z=0
at x = 0), cf. [And90]. Similarly,
U|∇
D(1,1−) has a canonical Z-submodule; for a generator u, one has
〈ω, u〉 = √−1F
(1
2
,
1
2
, 1; 1 − z
)
in O(D(1, 1−)).
The existence of the unit-root F -crystal (U ,∇, F ) over R then amounts to
the two function-theoretic facts:
dlogF
(1
2
,
1
2
, 1; z
)
and fp(z) =
(√−1F(1
2
,
1
2
, 1; z
))1−σ
both extend to units in R.
The inertia at any supersingular point maps onto AutH1et(Xs0 ,Zp) ≃ Z×p
(J.-I. Igusa, cf. e.g. [vdP87]). The inertia at ∞ acts as ±1. According to
Crew’s criterion, the F -crystal (U ,∇, F ) is not overconvergent.
We refer to [SPM91] for a study in the same spirit of more general
hypergeometric equations and other differential equations “coming from ge-
ometry”.
3.3. Analytic continuation: a pre´cis.
3.3.1. We have seen that Dwork’s hypergeometric function extends to an
analytic function on the whole of Snss. Some of its special values have been
computed. Let us mention [Ko79], [You92]
(i) fp(1) = 1 (Koblitz),
(ii) if p ≡ 1 (mod 4),
fp(−1) = (−1)
p−1
4
Γp(1/4)
2
Γp(1/2)
=
Γp(1/4)
Γp(1/2)Γp(3/4)
(Young).
(the condition p ≡ 1 (mod 4) ensures that −1 is an ordinary modulus);
fp(−1) is a Gauss integer (Van Hamme).
3.3.2. We have seen that the logarithmic derivative dlogF (12 ,
1
2 , 1; z) also
extends to an analytic function on Snss. It satisfies the functional equations
dlogF
(1
2
,
1
2
, 1; z
)
= − dlogF
(1
2
,
1
2
, 1; 1 − z
)
= − 1
2z
− 1
z2
dlogF
(1
2
,
1
2
, 1;
1
z
)
.
3.3.3. Let us turn to the more subtle case of F (12 ,
1
2 , 1; z) itself. The general
discussion of 2.3.3/2.4.3 applies to the ordinary unit-root F -crystal and tells
us that F (12 ,
1
2 , 1; z) admits an extension to any unit disk D(s, 1
−) ⊂ S,
analytic in that disk, and well-defined up to multiplication by a unit in Zp. In
other words, F (12 ,
1
2 , 1; z) is the specialization of an element (in fact, a unit)
of R̂etnss. It may be suggestive to denote such an element by F (12 , 12 , 1; η),
where η stands for the Berkovich generic point of S corresponding to the
sup-norm).
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In D(1, 1−), this extension is F (12 ,
1
2 , 1; 1 − z) (up to Z×p ). The refined
structure of F -isocrystal with logarithmic singularity at ∞ allows to con-
struct an extension of F (12 ,
1
2 , 1; z)
2 to D(∞, 1−), analytic in that disk: it is
1
zF (
1
2 ,
1
2 , 1;
1
z )
2 (up to Z×p ); notice the square, which comes from the exponent
±1/2 at ∞.
3.3.4. The Krasner representation of fp(z) and dlogF (
1
2 ,
1
2 , 1; z) as uniform
limits of rational functions without pole (nor zero) on S can be made explicit:
for n > 0, let gn be the polynomial obtained by truncating F (
1
2 ,
1
2 , 1; z)
at order pn − 1; then fp(z) = lim(−1)
p−1
2
gn+1(z)
gn(zp)
and dlogF (12 ,
1
2 , 1; z) =
limdlog gn(z) [Dw69, 3.4]. On the other hand, F (
1
2 ,
1
2 , 1; z) cannot be ap-
proximated by rational functions on S, but L 1
2
, 1
2
,1(gn) tends uniformly to 0
on D(0, 1+) [Ro75]. One has
√−1F
(1
2
,
1
2
, 1; z
)
≡ (hp(z))− 1p−1 (mod p)
but we do not know any explicit representation of F (12 ,
1
2 , 1; z) as a p-adic
limit of algebraic functions on S.
3.3.5. Any solution of L 1
2
, 1
2
,1 on an ordinary disk D(s, 1
−), which is not
proportional to (the extended) F (12 ,
1
2 , 1; z), is not bounded in DCp(s, 1
−),
hence does not extend to neighboring disks in any reasonable analytic sense.
In spite of this obstruction to continuation, one can nevertheless “jump from
disk to disk” (see figure 7) and extend them as locally analytic functions, in
D(ζcan, 1−)
Figure 7
the following way.
For each ζ ∈ S0 \ {0, 1}, there is a canonical lifting ζcan ∈ Zurp : namely,
the modulus ζcan for whichXζcan has complex multiplication by the quadratic
order End(Xζ). Let us fix a branch of F (
1
2 ,
1
2 , 1; z) in D(ζcan, 1
−), i.e. an
analytic solution Fζ ∈ Ẑurp [[z − ζcan]] of L 12 , 12 ,1 in D(ζcan, 1
−) which is a
specialization of F (12 ,
1
2 , 1; η) ∈ (R̂et)× (any other branch is of the form c.Fζ
with c ∈ Z×p . Let uζ ∈ U|∇D(ζcan ,1−) be defined by
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〈ω, uζ〉 =
√−1Fζ in O(D(ζcan, 1−)).
On the other hand, let vζ ∈M|∇D(ζcan ,1−) be defined by√−1Fζ(ζcan).vζ = ω(ζcan), so that 〈vζ , uζ〉 = 1.
Then 〈ω, vζ〉 defines an unbounded solution of L 1
2
, 1
2
,1 in DCp(ζcan, 1
−).
3.3.6. Finally, in any supersingular disk DCp(ζi, 1
−), there is no non-zero
bounded solution of L 1
2
, 1
2
,1.
3.4. The Tate and Dwork-Serre-Tate parameters.
3.4.1. It turns out that the formal group X̂
(R̂etord)
of X over R̂etord is iso-
morphic to Ĝm (cf. [vdM89, I]). Any such isomorphism transforms the
canonical differential ωcan on Ĝm into Θdxy , for a suitable element Θ ∈ R̂etord
well-defined up to multiplication by an element of Z×p . It is possible to
arrange normalizations so that the following relation hold (loc. cit.):
Θ =
(√−1F(1
2
,
1
2
, 1; η
))−1
.
Let ζ ∈ Ẑurp , ζ 6= 0, 1, be a point of S. By specialization, the element
Θ(ζ) ∈ Ẑurp
×
(well-defined up to Z×p ) links up ωcan and
dx
y on X̂ζ ≃ Ĝm; it
is called the Tate parameter or Tate constant of Xζ . It is well-defined up to
multiplication by an element of Z×p .
This is the p-adic analogue of the following familiar situation: let us
consider the two-step uniformization of a complex elliptic curve
C
exp
(
2ipi
ω1
·
)
−−−−−−−→ C× −→ C×/qZ ≃ C/(ω1Z+ ω2Z)
with q = exp(2iπω2ω1 ). If the elliptic curve is Xζ with ζ ∈ D(0, 1−) \{0}, and
if ω1 and ω2 are fundamental periods of
dx
y (ω1 being the period attached
to the vanishing cycle), then 2iπω1 appears as the analogue of Θ(ζ), and it is
well-known that ω1/2iπ = iF (
1
2 ,
1
2 , 1; ζ) (up to sign).
3.4.2. We come back to the symplectic basis vζ , uζ and write
1√−1Fζ
ω in
the form vζ + τuζ , where
τ = −〈ω, vζ〉〈ω, uζ〉
∈ (z − ζcan)Q̂urp [[z − ζcan]].
This defines an unbounded element of O(DCp(ζcan, 1−)) (notice that another
choice of uζ multiplies τ by an element of Z
×
p ).
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Applying ∇(d/dz) to 1√−1Fζω = vζ + τuζ and using
〈
ω,∇( ddz )(ω)
〉
= 2z(z−1) ,
one derives:
dτ
dz
=
2
z(1 − z)F 2
ζ
.
The exponential of τ is called the Dwork-Serre-Tate parameter. We shall
recall later its meaning as a parameter for p-divisible groups. It satisfies the
following remarkable integrality property [Dw69, Th.4], [Ka73]
q = eτ ∈ 1 + (z − ζcan)Ẑurp [[z − ζcan]].
This suggests the following question: does q arise from an element of R̂etord ?
The answer is no. This may be seen by considering q (mod p): the for-
mula for dτ/dz = dlog(q) shows that q (mod p) is non-constant (dlog(q) ≡
2(hp)2/p−1
z(z−1) (mod p)). If q comes from an element of R̂etord which specializes to
1 at every canonical modulus ζcan, one has q ≡ 1 (mod p), a contradiction.
3.5. Complex counterpart: the supersingular locus.
Let us now revert things and try to understand the complex situation
from the p-adic viewpoint!
Let D+ and D− be the (complex-conjugate) connected components of
D(12 ,
3
2
−
) \ (D(−14 , 34+) ∪ D(54 , 34+)). Let S be the complement of D+ ∪
D− in the complex plane. Note that S is closed and arcwise connected,
and that πtop1 (S) is a free group with two generators γ
+, γ− (see figure 8).
Its interior S◦ has three connected (simply-connected) components D0 =
D(−14 ,
3
4
−
), D1 = D(
5
4 ,
3
4
−
) and D∞.
D+
D−
D∞
D0 D1
−1 0. 1/2 1
.
2
γ+
γ−
Figure 8
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Let O(S) denote the ring of continuous functions on S analytic in S◦.
According to Mergelyan’s theorem [Mer54], they are uniform limits of ra-
tional functions on every compact K ⊂ S such that π0(C \ K, 0) is finite.
This ring is however not stable under differentiation, and we consider its
differential closure R in O(S◦). We also consider the integral closure Ret
of R in O(S◦). Every element of Ret defines a multivalued locally analytic
function on S, i.e. an analytic germ which may be analytically continued
along any path of S not ending at −1, 12 , 2, in such a way that the germ at
the other extremity is analytic.
For instance, F (12 ,
1
2 , 1; z) may be viewed as an element of Ret: in fact,
F (12 ,
1
2 , 1; z)
4 ∈ O(S). An explicit continuous extension of F (12 , 12 , 1; z)4 from
D0 to S is given by F (
1
2 ,
1
2 , 1; 1− z)4 in D1, 1z2F (12 , 12 , 1; 1z )4 in D∞, and the
values Γ(1/4)
8
64π6
, Γ(1/4)
8
16π6
, Γ(1/4)
8
64π6
at −1, 12 , 2 respectively [Car61, p.189]. On
the other hand, note that dlogF (12 ,
1
2 , 1; z) is in R but not in O(S).
The de Rham cohomology of the Legendre elliptic pencil gives rise to an
R[1/z(1 − z)]-module with connection (H,∇). It admits a unique non-zero
horizontal submodule U which extends to S; we use the same symbol for the
extension. It can be described along the following lines:
• For any u ∈ (U⊗RRet)∇, “the” image of u in O(Dj)(j = 0, 1, or ∞),
is a bounded solution of the differential operator L 1
2
, 1
2
,1.
• U ⊗R Ret[ 1z(1−z) ] =
(H⊗R[ 1
z(1−z)
] Ret[ 1z(1−z) ]
)∇ ⊗C Ret[ 1z(1−z) ].
• (H⊗R[ 1
z(1−z)
]Ret[ 1z(1−z) ]
)∇
has a canonical Z[i]-submodule (i =
√−1)
which can be locally identified with the part H1(Xanz ,Z[i])isotriv of
H1(Xanz ,Z[i]) where π
top
1 (S, z) acts through a finite group.
• U|∇
D0
has a canonical Z-submodule, which can be identified with the
part of H1(Xanz ,Z[i])isotriv invariant under complex conjugation. One
of the two generators u satisfies〈
ω,
u
2iπ
〉
= iF
(1
2
,
1
2
, 1; z
)
in O(D0).
Similarly, U|∇
D1
has a canonical Z-submodule, and for one of the two
generators u, one has〈
ω,
u
2iπ
〉
= iF
(1
2
,
1
2
, 1; 1 − z
)
in O(D1).
Note the occurrence of 2iπ in these formulas.
• The local monodromy γ+ around D+ maps onto
AutH1(Xs,Z[i])isotriv ≃ Z/4Z.
Same for γ−. The local monodromy at ∞ acts as ±1.
• In D+ and in D−, there is no non-zero bounded analytic solution of
L 1
2
, 1
2
,1.
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This is quite similar to §§3.2, §§3.3, D+ ∪ D− playing the role of the
supersingular locus. This picture is assuredly very different from the tradi-
tional view of monodromy for F (12 ,
1
2 , 1; z), and may shed some light upon
the divergences between the topological and algebraic approaches to analytic
continuation in the p-adic case (here of course, the coexistence of the two
pictures is explained by the fact that the principle of unique continuation
(Definition 1.1.1) fails for the sheaf of germs of continuous functions on S,
analytic on S◦).
The tale of F (12 ,
1
2 , 1; z) is not finished: we have not yet explored the
islands of supersingularity. We shall reach them in §§5.2.
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4. Abelian periods as algebraic integrals.
Abstract: We discuss periods of abelian varieties. Their p-adic counterparts
live naturally in Fontaine’s ring BdR. We present Colmez’ construction of abelian
p-adic periods, which relies on p-adic integration and reflects as closely as possible
the complex picture. We also deal with the concrete evaluation of elliptic p-adic
periods.
4.1. Over C.
Let A be an abelian variety over C of dimension g, and ω1, . . . , ωg a
basis of invariant differential forms. Let Λ be the image of the map
ι : H1(A(C),Z)→ Cg ; γ 7→
(∫
γ
ωi
)
i
.
One has a canonical isomorphism
Cg/Λ ∼−→ A(C).
Let us denote the projection Cg → A(C) by pr. For any differential one-
form ω of the second kind, one can consider a primitive function fω of pr
∗ω;
it is meromorphic (univalued) on Cg, because all residues of ω are 0 by
definition, and it is unique up to addition of an arbitrary constant. Then
fω(z1+z2+z3)−fω(z1+z2)−fω(z1+z3)+fω(z1) defines a periodic function
on (Cg)3, hence induces a meromorphic function on A(C)3, which we denote
by F 3ω . Note that the function F
3
ω can also be defined purely algebraically
by the following conditions:
• F 3ω(z1, 0, z3) = F 3ω(z1, z2, 0) = 0.
• dF 3ω = m∗123ω −m∗12ω −m∗13ω +m∗1ω,
where m123 is the addition A
3 → A sending (z1, z2, z3) to z1 + z2 + z3, etc.
For γ ∈ H1(A(C),Z) the value fω
(
i(γ) + a
) − fω(a) does not depend on
a ∈ Cg (a being chosen so that i(γ) + a and a are not poles of fω), and one
has the equality
fω
(
i(γ) + a
)− fω(a) = ∫
γ
ω,
which describes the period pairing
H1dR(A) ×H1(A(C),Z) −→ C
(or equivalently, the isomorphism H1dR(A) ⊗ C
∼→ H1B(A(C),Z) ⊗ C.) Here
H1dR(A) denotes the first algebraic de Rham cohomology group of A, which
coincides with the group of differential forms of the second kind modulo
exact forms.
4.2. Over the p-adics; prolegomena
If we try to translate this into the p-adic setting, one has to face at once
the problem: what is integration over a loop?
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4.2.1. One tentative way is via Berkovich’s theory, where loops do exist.
Let us for instance consider the Legendre elliptic curve Xz. Viewed as a p-
adic space, for z ∈ D(0, 1−)\{0} (p 6= 2), this is a Tate curve: Xanz ≃ C×p /qZ.
The canonical differential ωcan inherited from C×p and
dx
y are proportional:
ωcan = Θ(z).
dx
y
with 1/Θ(z) =
√−1F
(1
2
,
1
2
, 1; z
)
.
The basic element γ of H1(X
an
z ,Z) can be identified with the generator
q of qZ, and it is natural to set
∫
γ ωcan =
∫ q
0
dt
t = log(q) (choosing a branch
of the p-adic logarithm). One then has
ω
(p)
2 :=
∫ (p)
γ
dx
y
=
√−1F
(1
2
,
1
2
, 1; z
)
log(q).
This formula, as well as
√
q =
z
16
e
F∗( 12 ,
1
2 ,1;z)
F ( 12 ,
1
2 ,1;z)(
with F ∗
(1
2
,
1
2
, 1; z
)
= 4
∑
n>0
(
2n
n
)2( 2n∑
1
(−1)m−1
m
)( z
16
)n)
are the same as those encountered in the complex situation. This leaves
the open problem: how can one construct “the other period” ω
(p)
1 , i.e. the
p-adic analogue of ω1 = 2π
√−1F (12 , 12 , 1; z), since the corresponding loop is
missing?
4.2.2. One simple tentative answer would be to replace the topological cov-
ering C×p → Xanz by other e´tale coverings. Natural candidates for this pur-
pose are e´tale coverings of order pn, especially those corresponding to torsion
points of order pn which are close to the origin. Let ζpn be a p
nth root of
unity in C×p and let xn be its image in Xanz . In the corresponding complex
case, taking ζpn = e
2iπ/pn would give the right answer pn
∫ xn
0
dx
y = ω1. In
the p-adic case, we get instead pn
∫ xn
0
dx
y = 0. Indeed, already in the case
of the multiplicative group, we have pn
∫ ζpn
1
dt
t = p
n log(1 + (ζpn − 1)) = 0
p-adically: in other words, 2iπ “is missing”.
4.2.3 (Riemann-Shnirelman sums.). It is appropriate to evoke here Shnirel-
man’s approach to integration over loops, indeed one of the earliest works in
p-adic analysis. This is an adaptation to the p-adic case of the computation
of integrals by Riemann sums
1
2iπ
∫
C(a,r)
f(z)dz =
∫ 1
0
f(a+ re2iπθ)re2iπθdθ = lim
m→∞
1
m
∑
ζm=1
f(a+ rζ)rζ.
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Now, let a, r ∈ Cp and let f be a Cp-valued function on the circumference
C(a, |r|). Let us denote the limit
lim
m→∞
1
m
∑
ζm=1
f(a+ rζ).rζ
symbolically by
∫
C(a,r) f(z)dz. For better convergence, Shnirelman actually
restricted the limit to those integers m prime to p. In the case of an analytic
function f on C(a, |r|), this restriction is unnecessary (one can even take
m = pk) and one has the following analogue of Cauchy’s theorem of residues
(cf. [Ko80, app.])
Lemma 4.2.4. Assume that f is a meromorphic function on D(a, |r|+),
and that its poles z1, . . . , zν all lie in D(a, |r|−). Then
∫
C(a,r) f(z)dz exists
and equals
∑
Reszi f .
In the (trivial) special case f = 1/z, we get
∫
C(0,1) dz/z = 1 (not 0 as in
4.2.2!), but 2iπ is still missing.
4.2.5. Actually, there is no way to remedy this if one remains in Cp. A
deeper reason for that, due to Tate, is that while Gal(Qp/Qp) acts on the
inverse system of pnth roots of unity (n ≥ 0) through the cyclotomic char-
acter χ, there is no element (2iπ)p in Cp such that g((2iπ)p) = χ(g)(2iπ)p
for every g ∈ Gal(Qp/Qp).
It turns out that (2iπ)p is in a sense the only “missing piece”: there is a
good theory of p-adic periods (due to J.M. Fontaine, W. Messing [FM87],
G. Faltings) which lives in some Qp-algebra isomorphic to Cp[[(2iπ)p]], and
which we shall now describe in the case of abelian varieties.
4.3. The Fontaine ring BdR.
4.3.1. The ring R. Let OCp be the ring of integers of Cp, i.e. {x ∈ Cp,
|x|p ≤ 1}. Let us set
R := lim←−
x 7→xp
OCp ,
i.e. R is the set of all series
(
x(n)
)
n∈N such that
(
x(n+1)
)p
= x(n). This is in
fact a ring of characteristic p with((
x(n)
)
+
(
y(n)
))(n)
= lim
m→∞
(
x(n+m) + y(n+m)
)pm
and ((
x(n)
) · (y(n)))(n) = x(n) · y(n).
Let W(R) be the Witt ring with coefficients in R. for x ∈ R, let [x] denote
the Teichmu¨ller representative in W(R).
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4.3.2. The ring B+dR. To any element (x0, x1, . . . , xn, . . . ) =
∑
pn[xp
−n
n ] in
W(R), we associate
θ((xn)) =
∞∑
n=0
pnx(n)n .
This defines a surjective homomorphism θ : W(R) → OCp , whose kernel is
principal. It extends to a homomorphism θ : W(R)
[
1
p
]
→ Cp, and B+dR is
defined as the (Ker θ)-adic completion
B+dR := lim←−W(R)
[
1
p
]/
(Ker θ)n.
By continuity, θ further extends to a homomorphism θ : B+dR → Cp. Then
B+dR is a complete discrete valuation ring with maximal ideal Ker θ and
residue field Cp. Moreover, the Galois group Gal(Qp/Qp) acts on B+dR in
such a way that θ is equivariant with respect to this Galois action,
Gr
.
B+dR ≃
⊕
r∈N
Cp(r),
where Gr
.
refers to the filtration by the powers of Ker θ, and where the
“twist” (r) indicates that the Gal(Qp/Qp)-action is twisted by the rth power
of the cyclotomic character.
It turns out that B+dR contains naturally a copy of Qp (which θ maps
isomorphically to Qp ⊂ Cp). More precisely, P. Colmez [Co94] has shown
that B+dR is the separated completion of Qp with respect to the topology
defined by taking
(
pnO(k)
Qp
)
n,k
as a basis of neighborhoods of 0, where O(k)
Qp
denotes the subring of Zp defined inductively as
O(0)
Qp
= Zp, O(k)Qp = Ker
(
d : O(k−1)
Qp
→ Ω1O(k−1)
Qp
/Zp
⊗ Zp
)
.
It is easy to deduce from this description that B+dR contains Ẑ
ur
p .
4.3.3. Some remarkable elements of B+dR. For any x ∈ B+dR such that |θ(x)−
1|p < 1, the series log(x) = −
∑
n>0
(1−x)n
n converges in B
+
dR. In particular,
let z = (. . . , z(1), z(0)) be an element of R such that z(0) ∈ Zp or Ẑurp . Then
one can define the element Log z = log
(
z(0)
[z]
)
(4). Note that θ(Log z) = 0.
In the special case where each z(n) = ζpn is a primitive p
nth root of
unity, Log(. . . , ζpn , . . . , 1) is the element (2iπ)p we were looking for. This
is a generator of Ker θ, and Gal(Qp/Qp) acts on it through the cyclotomic
character; in other words, we have a Gal(Qp/Qp)-equivariant isomorphism
Gr
.
B+dR ≃ Cp[(2iπ)p].
(4)we follow Colmez’ sign convention; Fontaine’s LOG is log−Log.
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Note that another choice of (. . . , ζpn , . . . , 1) changes (2iπ)p by multipli-
cation by a unit in Zp. Similarly, up to addition of an element of (2iπ)pZp,
Log z depends only on z(0); it is sometimes simply denoted by Log z(0).
By choosing a double embedding of Q into C and Qp, one obtains
a canonical element (2iπ)p, attached to the sequence (. . . , e
2iπ/pn , . . . , 1).
Similarly, if z(0) ∈ Q, then Log z(0) is well-defined up to addition of an
element of (2iπ)pZ.
4.4. Colmez’ construction of abelian p-adic periods.
Let A be an abelian variety defined over a p-adic local field K. The
Fontaine-Messing p-adic period pairing is a pairing
∫ (p)
: H1dR(A)⊗ Tp(AK) −→ B+dR
where Tp(AK) = lim←−Ker([pn] : AK → AK) is the Tate module (a Zp-module
of rank 2 dimA with Gal(K/K)-action).
We present Colmez’ construction, which is parallel to 4.1.
Let ω be a differential form on A of second kind, and F 3ω the function
on A3 determined as in 4.1. Then:
Proposition 4.4.1 ([Co92, 4.1]). There exists a locally meromorphic func-
tion Fω on A(BdR), unique up to constant, such that:
(1) dFω = ω.
(2) Fω(z1+ z2+ z3)−Fω(z1+ z2)−Fω(z1+ z3)+Fω(z1) = F 3ω(z1, z2, z3).
(3) If ω = dF , then Fω = F .
Moreover, if α : A1 → A2 is a morphism of abelian varieties and ω is a
differential form of second kind on A2, then Fα∗ω = α
∗Fω.
Note that the function Fω is not multivalued; this fact comes from the
following lemma specific to the p-adic case:
Lemma 4.4.2 ([Co91, 4.3]). For any neighborhood V of 0 in A(B+dR), there
exists an open subgroup U of A(B+dR) contained in V such that A(B
+
dR)/U is
a torsion group.
Take a proper model A of A over OK . Let γ = (· · · , un, · · · , u2, u1 =
0) ∈ Tp(AK) with each un ∈ A(OCp), and choose an ∈ A(B+dR) so that
neither an nor an +A ûn is close to a pole of ω. For suitable liftings ûn ∈
A(B+dR) of un (i.e. θ(ûn) = un), the following holds.
Theorem 4.4.3 ([Co91, 5.2]). The limit∮ (p)
γ
ω := lim
n→∞ p
n
(
Fω(an)− Fω(an +A ûn)
)
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converges to an element in B+dR, and it defines a non degenerate bilinear
pairing ∮ (p)
: H1dR(A)⊗ Tp(AK) −→ B+dR,
compatible with the Galois action and the filtrations.
Remark 4.4.4. On composing the period pairing
∫ (p)
with θ, one gets a
bilinear map H1dR(A) ⊗ Tp(AK) −→ Cp which sends Ω1(A) ⊂ H1dR(A) to
0. This degenerate pairing describes “half” of the (Hodge)-Tate-Raynaud
decomposition
H1et(AK ,Qp)⊗ Cp ≃ Ω1(A)⊗ Cp(−1)⊕H1(O(A)) ⊗ Cp
of Gal(K/K)-modules.
4.5. Some computations of elliptic p-adic periods.
4.5.1. Tate elliptic curves. In this case, Tp(AK) sits in an exact sequence
0→ Zp(1)→ Tp(AK)→ Zp → 0.
Let us take for γ1 the image of (2iπ)p ∈ Zp(1) in Tp(AK), and for γ2 any
lifting of 1 ∈ Zp. For concreteness, let A = Xz be in Legendre form as in
4.2.1. Let η ∈ H1dR satisfy 〈ω, η〉 = 1 (e.g. xdx4y ). We set ω
(p)
i =
∫ (p)
γi
ω, η
(p)
i =∫ (p)
γi
η. Then one has the “Legendre relation”
ω
(p)
1 η
(p)
2 − η(p)1 ω(p)2 = (2iπ)p
and the formulas (cf. [And90], [And96])
ω
(p)
1
(2iπ)p
=
√−1F
(1
2
,
1
2
, 1; z
)
= 1/Θ(z), ω
(p)
2 =
√−1F
(1
2
,
1
2
, 1; z
)
Log q
(compare with the complex case in 3.4.1, and also [Car61, p.406]). Note
that the “period” we found in 4.2.1 by integration along the Berkovich loop
is not a Fontaine-Messing period (there is a log instead of Log).
4.5.2. Elliptic curves with ordinary reduction. We now assume that z ∈ Zurp
and that A = Xz has good ordinary reduction (with the notation of §§3.1,
this means that z(1−z)hp(z) 6= 0). Again, Tp(AQp) sits in an exact sequence
([Ser68a, A.2.4])
0→ Zpγ1 → Tp(AQp)→ Tp(A mod p)→ 0.
Then one still has the formula Θ(z) =
(2iπ)p
ω
(p)
1
, where Θ(z) ∈ Ẑurp is the Tate
constant discussed in 3.4.1 (compare [And90], [dSh87, 4.3]). In particu-
lar,
ω
(p)
1
(2iπ)p
is given by the evaluation at z of “the” extension of F (12 ,
1
2 , 1; ?)
discussed in §§3.4.
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On the other hand, let γ2 ∈ Tp(AQp) be such that the Weil pairing 〈γ1, γ2〉 ∈
Zp(1) = Zp(2iπ)p is the chosen generator (2iπ)p. Then one has the “Le-
gendre relation”, and ω
(p)
2 = ω
(p)
1 · Log q(2iπ)p , where q ∈ Ẑurp denotes here the
so-called Dwork(-Serre-Tate) parameter of A introduced in 3.4.2. If q = 1,
i.e. when A is the canonical lifting of A (mod p), then one can choose γ2
such the corresponding value of Log 1 is 0, and then ω
(p)
2 = 0.
4.6. Periods of CM elliptic curves and values of the Gamma func-
tion.
4.6.1. The case of an elliptic curve A with supersingular reduction is more
delicate. If A does not have complex multiplication (CM), one can show,
using [Ser68a, A.2.2], that the four basic periods ω
(p)
1 , ω
(p)
2 , η
(p)
1 , η
(p)
2 are
algebraically independent over Qp, so that one cannot expect “formulas” for
the periods.
On the other hand, it is well-known that the complex periods of an el-
liptic curve with complex multiplication can be expressed in terms of special
values of the Γ function. So one may ask for a p-adic analogue involving Γp
(cf. 2.6). Such a formula has been found by A. Ogus, actually not for the
periods, but for the action of Frobenius.
4.6.2. The Lerch-Chowla-Selberg-Ogus formulas. Let A be an elliptic curve
with complex multiplication by Q(
√−d) over Q (−d denotes a fundamental
discriminant). Let ǫ = (−d ) be the quadratic character (Z/d)× → Z/2 in-
duced by the embeddingQ(
√−d) ⊂ Q(ζd), h = the class number ofQ(
√−d),
and w = the number of roots of unity in Q(
√−d). For any u ∈ (Z/d)×, we
denote by 〈ud 〉 the unique rational number in ]0, 1] such that d〈ud 〉 ≡ u.
Let v be a place of Q of residue characteristic p, with associated embed-
ding Q ⊂ Qp. To any lifting ψv to Gal(Qp/Qp) of the Frobenius element in
Gal(Qurp /Qp), one attaches a ψv-linear endomorphism Ψv of H
1
dR(A/Q)⊗Qp
(5). On the other hand, it is well-known that A has supersingular reduction
at v if and only if ǫ(p) = −1 or 0.
Theorem 4.6.3. There exists a basis (ω, η) of H1dR(A/Q) of eigenvectors
under the action of
√−d (ω being the class of a regular differential), and an
element γ ∈ H1(A(C),Q), such that∫
γ
ω =
√
2iπ
∏
u∈(Z/d)×
(
Γ
〈u
d
〉)ǫ(u)w/4h
∫
γ
η =
√
2iπ
∏
u∈(Z/d)×
(
Γ
〈
−u
d
〉)ǫ(u)w/4h
(5)using its crystalline interpretation, cf. [BeO83, 4]; we refer to [Chl98] for a nice
recent survey of crystalline cohomology.
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and such that for every place of Q of residue characteristic p satisfying
ǫ(p) = −1,
Ψ∗v(ω) = p
∏
u∈(Z/d)×
(
Γp
〈
p
u
d
〉)−ǫ(u)w/4h
η
Ψ∗v(η) =
∏
u∈(Z/d)×
(
Γp
〈
−pu
d
〉)−ǫ(u)w/4h
ω
up to multiplication by some root of unity.
This is a concatenation of [O90, 3.15, 3.9], taking into account the formula
2hd/w = −∑d1 ǫ(u)u, cf. [H81, VII]).
Remark. The last two formulas extend to the case when ǫ(p) = +1 if one
interchanges ω and η in the right hand sides (for d = 4 and p ≡ 1 (mod 4),
this is compatible with Young’s formula in §§3.3, since Γp(1/2)4 = 1, and
with the formula F (12 ,
1
2 , 1;−1) = 12 Γ(1/4)Γ(1/2)Γ(3/4) .).
In that case, the expressions∏(
Γp
〈
p
u
d
〉)−ǫ(u)w/4h
,
∏(
Γp
〈
p
u
d
〉)−ǫ(u)w/4h
are algebraic numbers: indeed, let r be the order of the subgroup 〈p〉 of
(Z/d)× generated by p, and k = pr − 1/d; then∏
u∈(Z/d)×
(
Γp
〈
p
u
d
〉)−ǫ(u)
=
∏
w∈(Z/d)×/〈p〉
r∏
1
Γp
(
piwk
pr − 1
)−ǫ(w)
and one concludes by the Gross-Koblitz formula.
4.6.4. The ramified case. In the ramified case, i.e. when ǫ(p) = 0, there
is again an analogue of the last two formulas for p 6= 2. This relies on
Coleman’s computation of the Frobenius matrix of Fermat curves of degree
divisible by p — which have arboreal reduction modulo p. The result takes
the same form as in the case ǫ(p) = −1: Ψ is now attached to an element
ψ of degree one in the Weil group (i.e. a lifting of the Frobenius element in
Gal(Qp/Qp)), the expressions p
u
d have to be replaced by ψ
u
d , and Γp must
be extended to Qp [Col90, 6.5].
Coleman’s complicated expressions have been simplified by F. Urfels in
his thesis (Strasbourg, 1998; unpublished). If one passes to the Iwasawa
logarithm logp (at the cost of rational powers of p), the result is that one
should replace logp Γp
〈
ψ ud
〉
in Ogus’ formula by Gp
(〈
ψ ud
〉)−Gp(〈ud〉), where
Gp denotes Diamond’s LogGamma function
Gp(x) = lim
m→∞
1
pm
∑
n=0,... ,pm−1
(x+ n) logp(x+ n)− (x+ n).
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Example. We take p = 3. Let Q[
√−3n] be an imaginary quadratic field with
fundamental discriminant −3n, n prime to 3. Let A be an elliptic curve with
complex multiplication by some order in Q[
√−3n].
Let ψ be an element of the Weil group which acts by−1 on Q3/Z3 ∼= µ3∞ .
One has a formula Ψ∗v(ω) = κη with
log3 κ = −(ǫ(u)w/4h)
∑
u∈(Z/3n)×
(
G3
(〈
ψ
u
3n
〉)
−G3
(〈 u
3n
〉))
We notice that for u ∈ (Z/3n)×, ǫ
(
3n
〈
ψ u3n
〉)
= −ǫ(u), whence
log3 κ = (w/2h)
∑
u∈(Z/3n)×
ǫ(u)G3
(〈 u
3n
〉)
.
On the other hand, for p = 3, the Teichmu¨ller character is nothing but
the Legendre symbol (−3 ). Using this, the latter expression can be rewritten,
by the Ferrero-Greenberg formula (cf. [La90, chap. 17]), as
log3 κ = (w/2h).(L
′
3(0, ǫ) + L3(0, ǫ) log3 n)
= (w/2h).
∑
v∈(Z/n)×
(n
v
)
log3 Γ3
〈 v
n
〉
.
When (n3 ) = 1, then L3(0, ǫ) = 0 and the Gross-Koblitz formula shows that
L′3(0, ǫ) =
∑(n
v
)
log3 Γ3
〈
v
n
〉
is the Iwasawa logarithm of an algebraic number
(a Gauss sum, cf. loc. cit.), hence κ ∈ Q.
A particularly simple case is n = 1: one finds log3 κ = 0, thus κ ∈ 3Q.µ∞ ⊂
Q.
For n = 8, a contrario, one has (n3 ) = −11: one finds
log3 κ = (1/2).
[
log3 Γ3
〈1
8
〉
− log3 Γ3
〈3
8
〉
− log3 Γ3
〈5
8
〉
+ log3 Γ3
〈7
8
〉]
= 0
by the functional equation of Γ3, so that again κ ∈ 3Q.µ∞ ⊂ Q.
4.6.5. Colmez’ product formula. There is a natural extension of | |p on Qp
to B+dR (however not as an absolute value), such that |(2iπ)p|p = p−
1
p−1 cf.
[Co91].
Colmez has remarked that the logarithm of the product |2iπ|∏p |(2iπ)p|p
= 2π
∏
p p
− 1
p−1 is formally equal to log(2π) + ζ ′(1)/ζ(1), a divergent sum
which can be renormalized using the functional equation of ζ: setting ζ ′(1)/ζ(1)
= −ζ ′(0)/ζ(0) = − log(2π), the renormalized product is
|2iπ|
∏′
p
|(2iπ)p|p = 1.
He has given an amazing generalization of this product formula to periods
of CM elliptic curves and many other CM abelian varieties (loc. cit.).
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5. Periods as solutions of the Gauss-Manin connection.
Abstract: The variation of the periods in a family of complex algebraic varieties
is controlled by the Picard-Fuchs differential equation. We discuss the p-adic
situation, present Dwork’s general viewpoint on p-adic periods. We then discuss
the question of the existence of an arithmetic structure on the space of solutions,
which would give an intrinsic meaning to the period modulo Q
×
. We present such
an arithmetic structure (analogous to the Betti lattices in the complex situation)
in the case of abelian varieties with either multiplicative reduction or supersingular
reduction. In the latter case, we relate the periods, in the presence of complex
multiplication, to special values of the p-adic Gamma function.
5.1. Stokes.
We come back to the basic question of the meaning of integration over
a loop, already discussed in §§4.2. A different approach is based on the
Stokes lemma: integrating exact differentials on a loop gives zero. This is
the approach favored by K. Aomoto in the complex case and by B. Dwork
in the p-adic case.
5.1.1. In order to see how this idea can be implemented, let us consider the
Hankel expression for the gamma function
1
Γ(1− α) =
1
2iπ
∫
γ
xαex
dx
x
where γ is the following loop based at −∞.
.
0
γ
Figure 9
Stokes’ lemma suggests to attach to this integral the following complex
xαexO xd/dx−−−→ xαexO
where O is a suitable ring of analytic functions. From the point of view of
index theory (Malgrange-Ramis), a natural choice is
O = C[[x]]−1,1− =
{∑
n≥0
anx
n
∣∣∣∣ ∃κ > 0,∃r ∈]0, 1[, |an| ≤ κrn/n!}
identified with the ring of entire functions of exponential order O(er|x|) for
some r < 1(6). Using the formula xαexxk = −1α+kx
αexxk+1+xd/dx( 1α+kx
αexxk),
a simple computation then shows that H0 = 0 and that H1 is of dimension
1; it is generated by [ 12iπx
αex], whose integration along γ gives 1Γ(1−α) .
(6)we use the traditional notation for rings of Gevrey series; the value (−1, 1−) of the
index is “characteristic”, i.e. an extremal value for which H1 is of dimension one.
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The p-adic analogue
Cp[[x]]−1,1− =
{∑
n≥0
anx
n
∣∣∣∣ ∃κ > 0,∃r ∈]0, 1[, |an| ≤ κrn/|n!|p}
is nothing but the ring of overconvergent analytic functions on D(0, |π|p)
(here π is Dwork’s constant). By change of variable z = πx, we thus recover
the complex M †α
zd/dz−−−→M †α of 2.6, where Γp(α)
(
= ± 1Γp(1−α)
)
appeared.
5.1.2. This approach inspired by Stokes’ lemma is well-suited for studying
many kinds of hypergeometric functions (confluent or not). Basically, the
integral will satisfy difference equations with respect to the exponents (α
in the previous example), and differential algebraically on parameters. In
the complex situation, one of the main problems is the construction of nice
loops (such as γ); this is the object of a so-called “topological intersection
theory” generalizing the usual Betti homology and period pairing. In the
p-adic case, the focus has been more on the construction and properties
of the Frobenius structure, in particular its analyticity with respect to the
exponents (“Boyarsky principle” [Dw83]).
5.1.3. When no exponential is involved and when the exponents are ratio-
nal, the integrand is algebraic; if it depends algebraically on parameters, the
period integral is a solution of a Gauss-Manin connection.
Let us say a few words about the classical case of F (a, b, c; z). We assume
that a, b, c ∈ Zp, and that c− a, c− b, b, a all lie outside Z. We set
fa,b,c;z = x
b(1− x)c−b(1− zx)−a
where, for simplicity, z is limited to |z(1 − z)| = 1. Let Z be the affinoid
D(0, 1+) \ (D(0, 1−) ∪D(1, 1−) ∪D(1/z, 1−)). The relevant complex is
fa,b,c;zH†(Z) xd/dx−−−→ fa,b,c;z.H†(Z).
Its H1 = H1a,b,c is of dimension 2; it is generated by [fa,b,c;z] and [
fa,b,c;z
1−x ].
The Gauss-Manin connection is
∇
( d
dz
)([fa,b,c;z]
[
fa,b,c;z
1−x ]
)
=
(− cz c−bz
c−a
1−z
a+b−c
1−z
)(
[fa,b,c;z]
[
fa,b,c;z
1−x ]
)
cf. [Dw82, 3.1, 1.2]. The Frobenius structure relates H1a,b,c to H
1
a′,b′,c′ ,
where a′, b′, c′ are the successors of a, b, c respectively (cf. 2.6). For all these
hypergeometric series, there is a story similar to that of F (12 ,
1
2 , 1; z). In this
context, it is fruitful to combine the Boyarsky principle and the contiguity
relations.
5.1.4. In this sketch of Dwork’s approach, “periods” are just analytic solu-
tions of the Gauss-Manin connection. One can ask more: namely, one can
ask for a dual theory of p-adic cycles and a period pairing as in the complex
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case(7). At best, we can expect these “p-adic Betti lattices” to be locally
horizontal, functorial with respect to the endomorphisms of the geometric
fibres, and defined over Z or at least over some number field.
It turns out that this can be done in some cases, e.g. in the cases of
abelian varieties with multiplicative reduction, and of abelian varieties with
supersingular reduction ([And90], [And95]). Let us outline the results.
5.2. p-adic Betti lattices for abelian varieties with multiplicative
reduction.
5.2.1. Over C. We first recall the “multiplicative uniformization” of com-
plex abelian varieties. Let A be an abelian variety of dimension g over C.
One has the analytic representation
A(C) = T (C)/M,
where T is a torus of dimension g, and M is a lattice of rank g. Set M ′ :=
Hom(T,Gm) (= MA∨). Then we have the exact sequence
0 −→ 2iπM ′∨ −→ Λ −→M −→ 0,
where Λ is the period lattice (of rank 2g), and this sequence splits by choos-
ing a branch of log. The inclusion M →֒ T defines a pairing M ×M ′ → C×.
A polarization, on the other hand, induces M → M ′. These data give rise
to the pairing (“multiplicative period”)
q = (qij) : M ⊗M −→ C×
and − log |q| is a scalar product on MR.
5.2.2. Over the p-adics. Let K be a p-adic local field and A an abelian
variety over K having (split) multiplicative reduction. One has a similar
analytic representation [Mu72a]
A(K) = T (K)/M
Set again M ′ := Hom(T,Gm). We have the following identifications
M ≃ H1(Arig,Z) and M ′ ≃ H1(A∨ rig,Z),
where Arig denotes the associated rigid analytic variety over K to A. Then,
just as in the complex case, one can construct a natural exact sequence:
0 −→ (2iπ)pM ′∨ −→ Λ −→M −→ 0,
split by the choice of a branch of the p-adic logarithm logp, and a non-
degenerate pairing ∫ p
: H1dR(A)× Λ −→ K[(2iπ)p].
(7)Dwork has developed a “dual theory” and a pairing given by residues, which play
somehow the role of “p-adic cycles” (cf. [Ro86, 5]); however, this dual theory is an
avatar of de Rham cohomology with proper supports and does not enjoy the properties of
discreteness and horizontality that we are looking for.
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(The construction involves one-motives and Frobenius [And90]). Restricted
to (2iπ)pM
′∨ which is in a canonical way a subgroup of Tp(AK), this pairing
coincides with the Fontaine-Messing pairing.
5.2.3. Degenerating abelian pencils. Let A → A1\{0, ζ1, . . . , ζr} be a pencil
of polarized abelian varieties defined over a number field k. We consider an
element ω of the relative H1dR and its associated Picard-Fuchs differential
equation Lω = 0. We assume that the connected component of identity of
the special fibre at 0 of the Neron model of A is a split torus T over k. The
dual abelian pencil then has the same property, with a torus T ′. We set
M = Hom(T ′,Gm), M ′ = Hom(T,Gm).
Let us fix k →֒ C. The constant subsheaf of R1(fanC )∗Z in the neigh-
borhood of 0 identifies with 2iπM ′∨: its fibre at any z(6= 0, ζi) is the lat-
tice 2iπM ′∨z attached to Az (5.2.1). Similarly for M . On the other hand,
the choice of a branch of log identifies H1B(Az,Z) ≃ (R1(fanC )∗Z)z with
Λ = 2iπM ′∨z ⊕Mz. Then for any γ ∈ 2iπM ′∨, y(z) = 12iπ
∫
γz
ωz is a solution
of L in k[[z]].
More generally, for any γ∗ ∈ Λ, 12iπ
∫
γ∗z
ωz is a solution of the Picard-
Fuchs differential equation of the form y(z) log az
n
2iπ +y
∗(z), with y∗(z) ∈ k[[z]],
a ∈ k, n ∈ Z. (In the case of the Legendre pencil, we have already met this
situation with y(z) = iF (12 ,
1
2 , 1; z), y
∗(z) = 2F ∗(12 ,
1
2 , 1; z), a = 2
−8, n = 2).
Let now fix an embedding k →֒ K ⊂ Cp. For any z 6= 0 close enough to
0, M and M ′ identify respectively with the lattices Mz, M ′z attached to Az
(5.2.2), and the choice of a determination of the p-adic logarithm identifies
Λ with Λz. It turns out that the p-adic pairing
∫ p
of 5.2.2 extends to a
horizontal pairing over a punctured disk around 0, which is given by the
“same” formula as in the complex case
1
(2iπ)p
∫ p
γ∗z
ωz = y(z)
logp az
n
(2iπ)p
+ y∗(z),
where y(z), y∗(z) are the same formal series as above, evaluated p-adically
(loc. cit.). The computation of 4.2.1 can be considered as a special case.
This is also closely related to the work of T. Ichikawa on “universal periods”
for Mumford curves [Ic97].
5.2.4. Relation to the Fontaine-Messing periods. Since the restriction of∫ p
to (2iπ)pM
′∨
z ⊂ Tp(Az,K) is the Fontaine-Messing pairing, we obtain
(2iπ)py(z) as a Fontaine-Messing period ofAz. More generally, y(z) Logp azn+
(2iπ)py
∗(z) appears as a period (Log instead of log). We conclude that in
this degenerating case, the Fontaine-Messing periods behave relatively well
with respect to the Gauss-Manin connection. A similar observation applies
to the pairing composed with θ (Hodge-Tate periods).
56 I. ANALYTIC ASPECTS OF p-ADIC PERIODS.
5.3. p-adic Betti lattices for abelian varieties with supersingular
reduction.
5.3.1. Any supersingular abelian variety over Fp is isogenous to a power of
a supersingular elliptic curve. We refer to [Wa69, 4] for a detailed study of
supersingular elliptic curves over finite fields (including the classification of
isogeny classes and isomorphism classes, refining Deuring’s classical work),
and to [LiO98] for the higher dimensional case. Let us simply recall a few
basic facts:
• there is exactly one Fp-isogeny class of supersingular elliptic curves.
• IfA0 is any supersingular elliptic curve over Fpn , then D := End(A0)Fp
is a maximal order in a quaternion algebra over Q, ramified exactly
at p,∞; we set D = DQ.
• A0 is Fp-isomorphic (but not necessarily Fpn-isomorphic) to an elliptic
curve defined over Fp2.
• If n = 1, End(A0) ⊗ Q = Q[Frp], an imaginary quadratic field; if
p 6= 2, this is Q[√−p]. More precisely, the order End(A0) can be
either Z[Frp] or the maximal order in End(A0) ⊗ Q (which coincide
if p ≡ 3 (mod 4)). If p = 2, there is another possibility, namely
End(A0) = Z[Fr2] ≃ Z[
√−1].
• There exists a supersingular elliptic curve over Fp whose Frobenius
endomorphism satisfies (Frp)
2 = −p. id and whose endomorphism
algebra is the maximal order in Q[Frp]. Such elliptic curves belong
to a single Fp-isogeny class.
• If p 6= 2, 3, there is exactly one Fp-isogeny class of supersingular
elliptic curves over Fp (but several Fp-isomorphism classes in general).
5.3.2. Let A0 be a supersingular abelian variety of dimension g over Fpn .
By functoriality, the elements of End
(
(A0)Fp
)⊗Q ≃Mg(D) act linearly on
the crystalline cohomology H∗crys
(
(A0)Fp/Qp
)
= H∗crys
(
(A0)Fp/Ẑ
ur
p
) ⊗
Ẑurp
Qp.
In degree one, this provides an embedding ofMg(D) into the endomorphism
ring of H1crys
(
(A0)Fp/Qp
)
.
On the other hand, one has a canonical isomorphism
2∧
H1crys
(
(A0)Fp/Qp
) ≃ H2crys((A0)Fp/Qp)
and a canonical Q-structure in H2crys
(
(A0)Fp/Qp
) ≃ Qg(2g−1)p coming from
the fact that the whole cohomology in degree 2 is generated by algebraic
cycles (since (A0)Fp is isogenous to the gth power of a supersingular elliptic
curve, one reduces easily to the case g = 2, in which case this fact is well-
known).
Let F be either Q or a splitting number field for D: D⊗Q F ≃M2(F ).
In the latter case, this amounts to saying that F is totally imaginary, and
for any place v above p, [Fv : Qp] is even. We fix an embedding of F in Qp.
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Via this embedding, theMg(D)-action extends to a F -linear M2g(F )-action
on H1crys
(
(A0)Fp/Qp
)
.
We consider an irreducible cyclic sub-M2g(F )-moduleM2g(F ).u ⊂ H1crys
(
(A0)Fp/Qp
)
.
Obviously, such submodules exist, and have F -dimension 2g. We may and
shall choose u in such a way that its exterior square of this F -space coincides
with the canonical F -structure on H2crys
(
(A0)Fp/Qp
)
(this can be achieved
by replacing u by a suitable multiple).
Proposition 5.3.3. Up to a homothety by a factor in
√
F×, the normalized
M2g(F )-submodule M2g(F )·u ⊂ H1crys
(
(A0)Fp/Qp
)
depends only on F ⊂ Qp,
not on the choice of u. In particular, for F = Q, this defines a canonical
Q-structure in H1crys
(
(A0)Fp/Qp
)
, stable under End
(
(A0)Fp
)
.
Proof. Indeed, two such M2g(F )-submodules are related by some h ∈
GL2g(Qp), such that
∧2(h) ∈ GLg(2g−1)(F ). Now M2g(F ) ·hu = h(M2g(F ) ·
u) implies that h normalizes GL2g(F ). It follows that the image of h in
PGL2g(Qp) lies in PGL2g(F ).
(When g > 1, the proposition is not surprising, since
∧2 V is a faithful
representation of PSL(V ) for any space V of dimension > 1).
Remarks 5.3.4. (a) A minimal choice for F is a splitting quadratic field
Q(
√−d) (the splitting property amounts to saying that d > 0 and p
ramifies or remains prime in Q(
√−d). A natural choice is d = p).
(b) Let OF be the ring of integers of F . Then End((A0)Fp) ⊗ OF is
an order in M2g(F ), and there is a full (End((A0)Fp) ⊗ OF )-lattice
in (M2g(F ) · u). As an OF -module, it is projective of rank 2g. If
F = Q, i.e. OF = Z, then this module is canonically determined by
the normalization of its top exterior power, taking into account the
canonical isomorphism
2g∧
H1crys
(
(A0)Fp/Zp
) ≃ H2gcrys((A0)Fp/Zp) ≃ Zp,
the latter isomorphism coming from the trace map.
Hence there is a canonical Z-structure in the crystalline cohomol-
ogy of supersingular abelian varieties (not used in the sequel).
5.3.5. Let A be an abelian variety defined over a subfield k ⊂ Cp, which
has good supersingular reduction A0 over the residue field of k. There is a
canonical embedding End(A) →֒ End((A0)Fp).
The canonical Q-subspace of H1crys((A0)Fp/Qp) defined in 5.3.3 will be
denoted by
H1B(ACp ,Q) ⊂ H1crys
(
(A0)Fp/Qp
)
because, as we shall see, it shares many properties with the Betti space
H1B(AC,Q) = H
1
B(AC,Z)⊗Q of a complex abelian variety AC). Its dual will
be denoted by H1,B(ACp ,Q).
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Similarly, we shall write H1B(ACp , F ) for the F -subspace described 5.3.3
(well-defined up to a homothety in
√
F×), and H1,B(ACp , F ) for its F -dual.
Assume that k ⊂ Qp. There is a functorial isomorphism [BeO83]
H1dR(A)⊗k Qp ≃ H1crys
(
(A0)Fp/Qp
)
,
from which one derives a canonical isomorphism
H1dR(A) ⊗k Qp ≃ H1B(ACp ,Q)⊗Q Qp,
which is functorial with respect to homomorphisms of abelian varieties with
supersingular reduction
This isomorphism, which is far from being tautological, as we shall see, can
be translated into a Qp-valued pairing between H1B(ACp , F ) and H
1
dR(A).
This pairing is conveniently expressed in the form of a “period matrix” Ω =
(ωij) with entries in Qp, depending on the choice of a basis (γi)i=1,... ,2g of
H1B(ACp , F ) and a basis (ωj)j=1,... ,2g of H
1
dR(A) (if A is principally polarized,
we choose symplectic bases).
Warning: these p-adic periods attached to abelian varieties with supersin-
gular reduction have little to do with Fontaine-Messing periods (a motivic
interpretation of these periods is proposed in [And95]).
5.3.6. Horizontality. If we let Amove in a family Az, H
1
crys
(
(A0)Fp/Qp
)
may
be identified with a space of horizontal sections of the de Rham cohomology
localized in the disk parameterizing the liftings Az of (A0)Fp [BeO83]. Thus
the period matrix Ω(z) is a fundamental matrix of solutions of the Gauss-
Manin connection.
In the sequel of this subsection, we assume for simplicity that g = 1, i.e.
A is an elliptic curve.
5.3.7. CM periods, Γp-values, and transcendence.
• Let A0 be as before a supersingular elliptic curve over Fpn. Let A be
a CM-lifting of A0, i.e. an elliptic curve defined over some number field
k ⊂ Q ⊂ Qp with residue field Fpn , such that E = End(A)⊗Q is quadratic.
Note that E is ipso facto a subfield of D. We denote by c the conductor of
the order End(A) (in particular, ce ∈ End(A)).
• Let (γ1, γ2) be any symplectic basis of H1B(A,F ). We can write ce.γ1 =
aγ1 + bγ2 with a, b ∈ F , so that
τ :=
ω12
ω11
=
−a+ c√−d
b
∈ P1(FE).
In particular, τ ∈ P1(Q). We conjecture the following converse, which is a
p-adic analogue of T. Schneider’s theorem [Schn37] (in the complex case):
Conjecture 5.3.8. Assume that A is a lifting of A0 defined over Q, and
that τ = ω12ω11 ∈ P1(Q). Then A has complex multiplication.
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• Let E = Q[√−d] and E′ = Q[√−d′] be two distinct subfields of D (d, d′
squarefree; we do not exclude the case d = d′). According to [Vig80, II 1.4],
E ∩D = OE , E′ ∩D = OE′ . The elements e =
√−d ∈ E and e′ = √−d′ ∈
E′ generate the algebra D. We remark that ee′ + e′e commutes to e and e′,
hence is an integer m ∈ Z (an even integer if d or d′ ≡ 3 (mod 4), which is
divisible by 4 if both d, d′ ≡ 3 (mod 4)). We have (ee′ − e′e)2 = m2 − 4dd′.
Since ee′−e′e anticommutes with e, it is not an integer, hence |m| < 2√dd′.
On the other hand, the images of e and e′ in D ⊗ Fp commute (ee′ − e′e
acts trivially on regular differentials in characteristic p), therefore p divides
4dd′ −m2.
• On the other hand, there exists a unique symplectic basis of eigenvectors
for e in H1dR(A) of the form (ω1, ω2 + σω1), with σ ∈ k. We get the relation
ω22 + σω12 = τ˜(ω21 + σω11), with τ˜ =
−a− c√−d
b
.
Let now E′ = Q[
√−d′] 6= E be another subfield of D, and assume that
(γ1, γ2) is a basis of eigenvectors for E
′: e′.γ1 =
√−d′γ1. We get (ee′ +
e′e)γ1 = 2a
√−d′
c γ1 = mγ1, so that
τ˜
τ
=
m+ 2
√
dd′
m− 2√dd′ ∈ Q[
√
dd′]
the sign of the square root being chosen in such a way that p | 2√dd′ −m
(in the unramified case).
• The previous relations, together with detΩ = 1, show that the transcen-
dence degree over Q of the entries of Ω is at most one in the CM case.
•We now describe the p-adic number ω11 modulo Q×, keeping the notation
of 4.6.2 and Theorem 4.6.3 (ǫ is the Dirichlet character, w the number of
roots of unity, h the class number).
Theorem 5.3.9. In case p does not ramify in the field of complex multipli-
cations Q[
√−d] = End(A)⊗Q, one has
ω11 ∼
∏
u∈(Z/d)×
(
Γp
〈
p
u
d
〉)−ǫ(u)w/8h
in Q
×
p /Q
×
.
Examples. If A is the Legendre curve X1/2 (y
2 = x(x − 1)(x − 1/2)) and
p ≡ 3 (mod 4), we find ω11 ∼ Γp(1/4). Similarly, if End(A) ⊗Q = Q(
√−3)
and p ≡ 2 (mod 3), then ω11 ∼ Γp(1/3)3/2.
Proof. We may assume that the number field k (⊂ Qp) is Galois over
Q. We denote by k′ = k ∩ Qp the subfield of k fixed by the local Galois
group Gal(Qp/Qp). Let us consider the Weil restriction B := Rk/k′(A)
(cf. [BLR90, 7.6]). This is an abelian variety over k′ ⊂ Qp, with good,
supersingular reduction at p (like A), and we have Bk ≃
∏
τ∈Gal(k/k′)A
τ .
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On the other hand, let ψ be any element of degree one in the Weil group
(i.e. any lifting of the Frobenius element in Gal(Qp/Qp)), and let ΨAτ (resp.
ΨB) be the corresponding semilinear endomorphism of H
1
dR(A
τ/k) ⊗ Qp
(resp. H1dR(B/k
′)⊗Qp). If ΦB denotes the canonical linear action induced
by FrFp on H
1
crys(B0/Qp) ⊗ Qp ≃ H1dR(B)Qp , one has the formula ΨB =
ΦB ◦ (id⊗ψ) (cf. [BeO83, 4]). Moreover, ΨB =
⊕
ΨAτ with respect to the
decomposition H1dR(B,Qp) ≃
⊕
τ H
1
dR(A
τ ,Qp).
If (ω1, ω2) is any symplectic basis of eigenvectors for Q[
√−d] in H1dR(A)Q,
with ω1 ∈ Ω1(A)Q, we can write ΨA(ω1) = κ.ω2, where κ modulo Q
×
is
given by Ogus’ formula in Theorem 4.6.3
κ ∼
∏
u∈(Z/d)×
(
Γp
〈
p
u
d
〉)−ǫ(u)w/4h
in Q
×
p /Q
×
.
Because the conjugates Aτ are isogenous to each other over k (and since iso-
genies preserve the regular differential forms), we derive that the constant κ,
resp. the “period” ω11, is the same modulo Q
×
for each of them. Therefore,
for any ω ∈ Ω1(B) ⊂ H1crys(B0/Qp), we can write ΦB(ω) = ΨB(ω) = κ.η for
some η ∈ H1dR(B)Q whose pairing with any element of H1B(B,Q) belongs to
ω21.Q. Since ω−111 ω ∈ H1B(B,Q), ω−121 η ∈ H1B(B,Q), and since ΦB respects
H1B(B,Q), we get κ ∼ ω11ω21 ∼ ω211, whence the result.
Conjecture 5.3.10. Assume that A is a lifting of A0 defined over Q, and
that p does not ramify End(A) ⊗ Q (which is obviously the case if A does
not have complex multiplication). Then H1dR(B)Q 6= H11B(B,Q).
In the absence of complex multiplication, this follows from the previous
conjecture. In the presence of complex multiplication, it amounts to the
transcendence of ω11.
Taking into account 5.3.9, the conjecture would imply, for instance, the
transcendence of the adic numbers Γ3(1/4), Γ7(1/4), Γ2(1/3), Γ5(1/3) (note,
in contrast, that Γ5(1/4) and Γ7(1/3) are algebraic numbers, according to
the Gross-Koblitz formula (2.6.4)).
• Actually, it may happen, in the ramified CM case, that H1dR(A)Q =
H11B(A,Q).
Let us first notice that the argument given in the proof of theorem 5.3.9
still works in the ramified case, and allows to conclude that κ ∼ ω211. The
computation of κ (mod Q
×
) (for p odd) according to Ogus-Coleman-Urfels
was explained in 4.6.4. In the example of an elliptic curve with complex
multiplication by Q[
√−3], we have seen that κ ∈ Q, hence ω11 ∈ Q and
H1dR(A)Q = H
1
1B(A,Q).
This is also the case for an elliptic curve with complex multiplication
by Q[
√−3n] if the Legendre symbol (n3 ) is 1, but probably not in general if
(n3 ) = −1 (although this happens for n = 8, after the last example in 4.6.4).
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5.3.11. L 1
2
, 1
2
,1 in a supersingular disk. For concreteness, we consider the
special case of the supersingular Legendre elliptic curve with parameter
z = 1/2 in characteristic p ≡ 3 (mod 4). A basis of solutions of the hyperge-
ometric differential operator L 1
2
, 1
2
,1 = HGDO(
1
2 ,
1
2 , 1) in the supersingular
disk D(1/2, 1−) is given by
F
(1
4
,
1
4
,
1
2
; (1 − 2z)2
)
, (1− 2z)F
(3
4
,
3
4
,
3
2
; (1− 2z)2
)
.
• Let us consider the symplectic basis ω1 = [dx2y ], ω2 = [ (2x−1)dx4y ] of M
(de Rham cohomology). At z = 1/2, this is a basis of eigenvectors
for the action of E′ := End(X1/2)⊗Q = Q(
√−1). The Gauss-Manin
connection satisfies
ω2 = 2z(z − 1)∇
( d
dz
)
ω1 +
4z − 5
6
ω1.
The fundamental solution matrix Y of the Gauss-Manin connection
(expressed in the basis (ω1, ω2)), normalized by Y (1/2) = id, is then
given by
y11 = F
(1
4
,
1
4
,
1
2
; (1 − 2z)2
)
+
1
2
(1− 2z)F
(3
4
,
3
4
,
3
2
; (1 − 2z)2
)
,
y12 = (1− 2z)F
(3
4
,
3
4
,
3
2
; (1 − 2z)2
)
,
y2i = 2z(z − 1)dy1i
dz
+
4z − 5
6
y1i, i = 1, 2.
• We choose a symplectic basis (γ1, γ2) of eigenvectors for E′ in H11B(X1/2, F )
(note thatQ(
√−1) is always contained in F ). We have H11B(X1/2, F ) =
H11B(Xz, F ) for any point z in the supersingular disk D(
1/2, 1−). Be-
cause the period matrix Ω(z) is another solution matrix of the Gauss-
Manin connection, we have the relation Y (z) = Ω(z).Ω(1/2)−1.
Let us consider a CM-point ζ in the supersingular disk D(1/2, 1−):
End(Xζ) = E = Q(
√−d) (and E 6= E′ in D).
X1/2 Xζ
D(1/2, 1−)
Q(
√−1) Q(√−d)
1/2 ζ
Figure 10
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Let σ and m be as before (in the present case, the integer m is even:
m = 2n). Our period relations can be easily expressed in terms of
Y (ζ). Apart from the obvious relation detY (ζ) = 1, we find a relation
(8)
y11(y22 + σy12)
y12(y21 + σy11)
∣∣∣∣
z=ζ
=
τ˜
τ
=
n+
√
d
n−√d.
Changing the viewpoint, one can consider ζ as fixed, and vary the
prime p 6= 2 (or more precisely the place of Q(ζ,√−1,√−d)). This
relation between values of p-adic hypergeometric functions at ζ holds
whenever |ζ − 1/2|p < 1; it depends on p via the integer n (|n| <√
d, p | d − n2). A relation of the same kind holds at the places at
infinity (derived along similar lines, using the usual Betti lattices). As
a specific example, we can take p = 3, ζ = a primitive 6th root of unity.
Then Xζ has complex multiplication by Z[ζ], σ =
−ζ2
2(1+ζ) , n = 0 and
τ˜
τ = −1.• On the other hand, one can combine Theorem 5.3.9 and the formula
Y (ζ) = Ω(ζ).Ω(1/2)−1 in order to express the value mod Q× of the p-
adic hypergeometric functions yij in terms of Γp (supersingular avatar
of Young’s formulas).
For instance, if p = 7, ζ = 2(
√
2 − 1) (complex multiplication by
Z[
√−2]), one has ω11(ζ) ∼ (Γ7(1/8)Γ7(3/8))1/2, ω11(1/2) ∼ Γ7(1/4),
from which one derives the 7-adic evaluation
F
(
3
4
,
3
4
,
3
2
; 5− 4
√
2
)
∼ (Γ7(1/8)Γ7(3/8))1/2Γ7(1/4)−1.
5.4. Conclusion and vista.
We have seen many instances of the following scenario: some familiar
notion or phenomenon from the complex realm shows itself in two differ-
ent aspects; each of these aspects has a natural p-adic counterpart; these
counterparts are not complementary aspects of the same p-adic entity, but
belong to totally different theories.
In II, we shall see that the theory of p-adic period mappings is a priv-
ileged field where this semantic splitting process integrates into an harmo-
nious picture, where the complementarity between the p-adic counterparts
is restored at a deeper level.
The p-adic period mappings which we shall deal with relate some defor-
mation spaces of p-divisible groups to certain grassmannians. It will turn out
that they can be described by quotients of analytic solutions of the Gauss-
Manin connection, just as in the complex case. In particular, at the modular
level, the Fontaine-Messing periods (which links up directly the e´tale and
crystalline representations of p-divisible groups) go offstage or remain at the
background.
(8)F. Beukers has also found these relations independently, by a different method.
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On the other hand, we shall see that the differential equations studied
in section 1 (resp. 2) arise in the context of deformations of supersingular
(resp. ordinary) p-divisible groups.
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1. A survey of moduli and period mappings over C.
Abstract: Review of moduli, Shimura varieties, Hodge structures, period map-
pings, period domains, Gauss-Manin connections.
1.1. Moduli spaces.
1.1.1. The term “moduli” was coined by Riemann to describe the continu-
ous essential parameters of smooth complex compact curves of a given genus
g. The use of this term has been extended to many classification problems
in analytic or algebraic geometry: typically, a classification problem consists
of a discrete part (the dimension, and other numerical invariants...) and a
continuous part (the moduli).
One can distinguish between local and global moduli spaces:
(i) local moduli are the parameters of the most general small (or infin-
itesimal) deformation of a given analytic manifold or algebraic va-
riety. Let for instance X be a compact analytic manifold. Then a
famous theorem of Kuranishi asserts that there is a local deformation
π : X → S with base point s (X = Xs) such that any other defor-
mation comes, locally around s, from π by base change; moreover the
tangent space of S at s is isomorphic to H1(X, (Ω1X)
∨). For curves,
the dimension of this space is 3g−3 if g ≥ 2 (the number of Riemann’s
complex moduli).
(ii) Global moduli spaces, when they exist, provide the solution of the
continuous part of moduli problems. For instance, Douady has con-
structed the global moduli space for closed analytic subspaces of a
given compact complex manifold. Although global moduli spaces
were already studied in the nineteenth century (in the case of curves),
the concept was first put on firm foundations by Grothendieck in
terms of representable functors.
The existence of a global moduli space is often obstructed by the pres-
ence of automorphisms of the objects under classification. One possibility is
to rule out these automorphisms by imposing some extra structure (rigidifi-
cation). When all automorphism groups are finite, another possibility is to
look for moduli orbifolds rather than moduli spaces
1.1.2. The most classical moduli problems concern complex elliptic curves.
These are classified by their j-invariant. However the affine j-line A1 is not
a fine moduli space: indeed, in any family of elliptic curves parametrized by
the whole affine line, all the fibers are isomorphic.
One can rigidify the problem by introducing a “level N structure” on
elliptic curves E, i.e. fixing an identification Ker[N ]A ∼= (Z/NZ)2 such that
the Weil pairing is given by (ξ, η) 7→ exp(2πi(ξ ∧ η)) (here [N ]A denotes the
multiplication by N on the elliptic curve A).
For N ≥ 3, this rules out automorphisms of A, and the corresponding
moduli functor is representable. For N = 3, the moduli space is A1 \ {µ3 =
1. A SURVEY OF MODULI AND PERIOD MAPPINGS OVER C. 67
1}; the universal elliptic curve with level 3 structure is the Dixon elliptic
curve
x3 + y3 + 3µxy = 1 (in affine coordinates x, y)
with Ker[3]A = the set of flexes.
For N = 2, the automorphism [−1]A remains; there is an elliptic curve
with level 2 structure over P1 \{0, 1,∞}, namely the Legendre elliptic curve
y2 = x(x− 1)(x − λ) (in affine coordinates x, y)
with Ker[2]A = {(0, 0), (1, 0), (λ, 0), (∞,∞)}, but it is not universal: another
one is given by λy2 = x(x− 1)(x − λ).
1.1.3. These moduli problems admit two natural generalizations: moduli
problems for curves of higher genus, and moduli problems for polarized
abelian varieties (polarizations ensure that the automorphism groups are
finite).
There is a moduli orbifold for smooth compact complex curves of genus
g > 0, denoted by Mg, which can be described as follows. The set of
complex structures on compact connected oriented surface Sg of genus g is
in a natural way a contractible complex manifold of dimension 3g− 3 (resp.
the Poincare´ upper half plane h if g = 1), the Teichmu¨ller space Tg. The
mapping class group Γg, i.e. the component of connected components of the
group of orientation-preserving self-homeomorphisms of Sg, acts on right on
Tg, andMg is the quotient Tg/Γg. For g = 1, one recoversM1 = h/SL(2,Z).
There is a moduli orbifold for principally polarized abelian varieties of
dimension g > 0, denoted by Ag, which can be described as follows. For any
abelian variety A, one has an exact sequence
0→ L→ LieA→ A→ 0
and a principal polarization corresponds to a positive definite hermitian
form H on LieA whose imaginary part induces a perfect alternate form on
L. Choosing a C-basis ω1, . . . , ωg of Ω1(A) ∼= (LieA)∨ and a symplectic Z-
basis γ+1 , γ
−
1 , . . . , γ
+
g , γ
−
g of L gives rise to a period matrices Ω
+ = (
∫
γ+j
ωi),
Ω− = (
∫
γ−j
ωi), and τ = (Ω
−)−1Ω+ does not depend on the ωi’s. By the
properties of H, τ belongs to the Siegel upper half space hg of symmetric
matrices with positive definite imaginary part (Riemann relations); it is
well-defined up to right multiplication by a matrix in Sp(2g,Z) (which is
the same as the standard left action on hg of the transposed matrix). This
construction identifies Ag with hg/Sp(2g,Z).
The construction which associates to a curve its jacobian variety with the
principal polarization given by the theta divisor gives rise to an immersion
Mg →֒ Ag, the Torelli map.
1.1.4. Following G. Shimura, one also studies refined moduli problems for
“decorated” (principally polarized) abelian varieties, by prescribing in ad-
dition that the endomorphism algebra contains a given simple Q-algebra,
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and imposing a level N structure. This gives rise to moduli orbifolds (resp.
moduli spaces if N ≥ 3) of “PEL type”.
More precisely, let B be a simple finite-dimensional Q-algebra, with a
positive involution ∗. Let V be a B-module of finite type, endowed with an
alternate Q-bilinear form such that 〈bv,w〉 = 〈v, b∗w〉. One denotes by G
the algebraic Q-group of B-linear symplectic similitudes of V .
Let B be a maximal order in B stable under ∗, and let L be a lattice in
V , stable under B and autodual for 〈 , 〉 (this will represent the structure
of H1(A,Z) for the abelian varieties A under consideration). We choose
in addition a lagrangian subspace F 10 ⊂ VC stable under B (which will be
Ω1(A0) ∼= (LieA0)∨ for one particular abelian variety A0 under considera-
tion).
There is a moduli orbifold (resp. moduli space if N ≥ 3) for principally
∗-polarized(1) abelian varieties A, together with a given action ι : B → EndA
such that det(ι(b)|Ω1(A)) = det(b|F 10 ) for all b ∈ B (Shimura type condi-
tion), and a given B/NB-linear symplectic similitude A[N ] = Ker[N ]A →
Hom(L,Z/NZ).
It amounts to the same to consider abelian varieties A up to isogeny, with
B-action (with Shimura type condition), together with a Q-homogeneous
principal ∗-polarization and a class of B-linear symplectic similitudes H1(A, Zˆ⊗
Q)→ Zˆ⊗ V modulo the group {g ∈ G(Zˆ⊗Q) | (g − 1)(Zˆ ⊗ L) ⊂ Zˆ⊗ L}.
These moduli orbifolds are called Shimura orbifolds of “PEL type”.
They are algebraic, and defined over the number field E = Q[tr(b|F 10 )] (the
so-called reflex field). Their connected components are defined over finite
abelian extensions of E, cf. [Del71].
1.2. Period mappings.
1.2.1. In the case of curves, the construction of period mappings belongs
to the nineteenth century. The idea is to study the deformations of a curve
by looking at the variation of its periods. Let f : X → S be an algebraic
family of projective smooth (connected) curves of genus g over C. Let S˜
be the universal covering of S. Then the homology groups H1(−,Z) of
the fibers form a constant local system on S˜. Let us choose a symplectic
basis γ+1 , γ
−
1 , . . . , γ
+
g , γ
−
g . Choosing, locally, an auxiliary C-basis ω1, . . . , ωg
of f∗Ω1X/S gives rise as above to a period matrices Ω
+ = (
∫
γ+j
ωi), Ω
− =
(
∫
γ−j
ωi), and P = (Ω−)−1Ω+ does not depend on the ωi’s and is well-defined
on S˜.
We get a commutative square
(1)a principal ∗-polarization is a symmetric B-linear isomorphism between the abelian
variety and its dual, endowed with the transposed action of B twisted by ∗
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S˜
P−−−→ hgy y
S
P−−−→ hg/Sp(2g,Z)
Applying this construction to the universal case S = Mg (Tg = M˜g in the
orbifold sense), the bottom line of this commutative square is nothing but
an analytic interpretation of the Torelli map.
1.2.2. An important feature of the period mapping P is that it is a quo-
tient of solutions of a fuchsian differential system, with rational exponents
at infinity. This comes out as follows. The vector bundle f∗Ω1X/S is a sub-
bundle (of rank g) of a vector bundle H (of rank 2g) whose fibers are the
De Rham cohomology spaces H1DR(Xs). This bundle H carries an integrable
connection, the Gauss-Manin connection
∇GM : H → Ω1S ⊗H.
The local system of germs of horizontal analytic sections is R1f∗C (with
fibers H1(Xs,C)). Completing, locally, the basis ω1, . . . , ωg of sections of
f∗Ω1X/S into a basis ω1, . . . , ωg, η1, . . . , ηg of sections H allows to write the
connection in form of a differential system, and a full solution matrix is given
by the “full 2g × 2g-period matrix”
(
Ω+ Ω−
N+ N−
)
, while P = (Ω−)−1Ω+.
In the case of the Legendre elliptic curve over P1 \{0, 1,∞} (cf. I.3), one
finds that P is given by the quotient τ of two solutions of the hypergeometric
differential equation with parameters
(
1
2 ,
1
2 , 1
)
.
1.2.3. The theory of period mappings has been generalized to any projective
smooth morphism f : X → S by P. Griffiths [Gri71]. We assume that S
and the fibers of f are connected for simplicity. The idea is the following:
by abstracting the structure of the periods of the fibers of f , one arrives at
the notion of polarized Hodge structure; one then construct a map from the
universal covering S˜ to a classifying space D of polarized Hodge structures.
For a fixed n, the real cohomology spaces V Rs := H
n(Xs,R)) form a local
system V R on S. We denote by V C its complexification. The vector bundle
OS ⊗ V C is the analytification of an algebraic vector bundle H on S, and
V C is the local system of germs of analytic solutions of an algebraic fuchsian
integrable connection ∇GM on H, the Gauss-Manin connection.
On the other hand, the spaces V Rs carry a natural algebraic represen-
tation of C× (Hodge structure), which amounts to a decomposition V Cs =⊕
p+q=n, p≥0 V
p,q, V p,q = V q,p. When s varies, the filtrations
F ps :=
⊕
p′+q=n, p′≥p
V p
′,q
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are the fibers of a decreasing filtration F ps of H by vector subbundles (the
Hodge filtration). The Gauss-Manin connection fails to preserve the Hodge
filtration by just one notch: ∇GM(F p) ⊂ Ω1S ⊗ F p−1.
The last piece of data is the polarization: a bilinear form Q on V Rs ,
Q(v, v′) = (−1)nQ(v′, v), such that (−i)nQ(v, v) is hermitian on V Cs , definite
(of sign (−1)p) on each V p,q = F ps ∩ F qs, and such that F ps is the orthogonal
of Fn−p−1s in V Cs .
Let GR denote the real group of similitudes of Q. The space of isotropic
flags of type 0 ⊂ . . . ⊂ F ps ⊂ F p−1s ⊂ . . . ⊂ V Cs is a homogeneous space
D∨ = P\GC
for a suitable parabolic subgroup P .
The flags satisfying the above positivity condition (on each F ps ∩F qs) are
classified by an analytic open submanifold, the period domain,
D ⊂ D∨; D ∼= K\GadR (R)0
for a suitable compact subgroup K (D∨ is called the compact dual of D).
Over S˜, the local system V C becomes constant, and the construction
which attaches to any s ∈ S˜ the classifying point of the corresponding flag
0 ⊂ . . . ⊂ F ps ⊂ F p−1s ⊂ . . . ⊂ V Cs gives rise to a holomorphic mapping, the
period mapping
S˜
P−→ D.
Via Plu¨cker coordinates, P is again given by quotients of solutions of the
Gauss-Manin connection ∇GM. The projective monodromy group of ∇GM
is a subgroup Γ ⊂ GadR (well-defined up to conjugation), and we get a com-
mutative square
S˜
P−−−→ D ⊂ D∨y y
S
P−−−→ D/Γ.
1.2.4. In the simple case of a family of elliptic curves and n = 1, GR =
GL2,R, the flag space is just D∨ = P1C, K = PSO(2) (the isotropy group of
i ∈ P1C in PSL2(R) = GadR (R)0), and D ∼= K\GadR (R)0 is the Poincare´ upper
half plane h.
More generally, for a polarized abelian scheme, GR is the group of sym-
plectic similitudes, and D∨ is the grassmannian of lagrangian subspaces of
C2g, and D is the Siegel upper half space.
When one deals with refined moduli problems for abelian schemes with
PEL decoration as in 1.1.4, one should work with the group GR of B-linear
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symplectic similitudes of VR (notation as in 1.1.4). In that case, the corre-
sponding period domain D is a symmetric domain.
More precisely, the datum of our B-stable lagrangian subspace F 10 ⊂
VC (attached to our particular A0 with H
1(A0,C) = VC) amounts to the
datum of an algebraic R-homomorphism h0 : C× → GR ⊂ GL(VR) such
that h0 acts by the characters z and z on VC (F
1 is the subspace where
h0 acts through z), and such that the symmetric form 〈v, h(i)w〉 is positive
definite on VR. For any abelian variety A with PEL structure of the correct
type, together with a fixed isomorphism H1(A,C) ∼= VC, the corresponding
subspace F 1H1(A,C) = Ω1(A) ⊂ VC is an eigenspace for some conjugate of
h0. The set of conjugates of h0 under G(R) is a finite union of copies of a
symmetric domain D.
For any component S of the Shimura orbifold, we thus get a commutative
square
S˜
P−−−→ D ⊂ D∨
Q
y yQ
S
P−−−→ D/Γ
where the horizontal maps are isomorphisms, Q denotes the quotient maps,
and Γ is a congruence subgroup of level N in the semi-simple group Gad (a
conjugate of the standard one).
The complex manifold S˜ admits the following modular description. Let
U be the oriented real Lie group Hom(L, (R/Z)×) (with B-action and po-
larization), and let Uˆ be the associated infinitesimal Lie group. The auto-
morphism group J of the decorated Uˆ coincides with G(R)0. Then S˜ is a
moduli space for marked decorated abelian varieties, where the marking is
an isomorphism ρ : Aˆ → Uˆ of associated infinitesimal decorated oriented
real Lie groups (note that, by taking duals of Lie algebras, ρ amounts to an
B-linear symplectic isomorphism H1(A,R) ∼= V R). Note that the standard
right action of J on S˜ is obtained by functoriality.
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2. Preliminaries on p-divisible groups.
Abstract: Definitions and basic theorems about p-divisible groups, quasi-
isogenies, liftings and deformations.
2.1. p-divisible groups and quasi-isogenies.
2.1.1. We begin with four definitions. Let S be a scheme. Let Λ and Λ′ be
commutative group schemes over S.
A homomorphism f : Λ → Λ′ is called an isogeny if it is an (f.p.p.f.)
epimorphism with finite locally free kernel.
Let p be a prime number. Λ is a p-divisible group (or Barsotti-Tate
group) if Λ = lim−→
n
Ker[pn] and for all n, the multiplication [pn] by pn on Λ is
an isogeny.
If S is connected, the rank of Ker[pn] is then of the form phn, where h is an
integer called the height of Λ.
From the fact that [p] is an isogeny, it follows that for p-divisible groups,
HomS(Λ,Λ
′) is a torsion-free Zp-module.
A quasi-isogeny of p-divisible groups Λ,Λ′ is a global section ρ of the
Zariski sheaf HomS(Λ,Λ
′) ⊗Z Q such that there exists locally an integer n
for which pnρ is an isogeny. By abuse, one writes ρ : Λ → Λ′ as for homo-
morphisms. We denote by qisogS(Λ,Λ
′) the Qp-space of quasi-isogenies.
The objects of the category of p-divisible groups on S up to isogeny
are the p-divisible groups over S; morphisms between Λ and Λ′ are global
sections of HomS(Λ,Λ
′)⊗Z Q. This is a Qp-linear category.
2.1.2. The most important example of a p-divisible group is Λ = A[p∞],
the (inductive system of) p-primary torsion of an abelian scheme A over S
([Ta66]); in this case, the height h is twice the relative dimension of A.
2.1.3. When p is locally nilpotent on S, any p-divisible group Λ over S is
formally smooth; the completion Λˆ of a p-divisible group Λ along the zero
section is a formal Lie group [Gro74, VI,3.1]. However Λˆ is not necessarily
itself a p-divisible group; it is if and only if the separable rank of the fibers
of Ker[p] is a locally constant function on S (in which case Λ is an extension
1→ Λˆ→ Λ→ Λet → 1
of an ind-etale p-divisible group Λet by the infinitesimal p-divisible group
Λˆ, cf. [Gro74, III,7.4]). An example of an ind-etale (resp. infinitesimal)
p-divisible group of height h = 1 is Qp/Zp = lim−→
n
Z/pnZ (resp. Gˆm).
2.2. Two theorems on p-divisible groups.
2.2.1. A considerable amount of work has been devoted to p-divisible groups
and their applications to the p-adic study of abelian varieties and their
local moduli. Among the pioneers, let us mention: Barsotti, Tate, Serre,
Grothendieck, Lubin, Messing...
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In the sequel, we shall outline the main concepts and results of the
Rapoport-Zink theory of period mappings for p-divisible groups, empha-
sizing the analogy with the complex case. We refer to their book [RZ96]
for details and proofs. We shall also emphasize the relation to differential
equations, which does not appear in [RZ96].
The whole theory relies upon three basic theorems on p-divisible groups
and their Dieudonne´ modules, which we shall recall below:
(i) the rigidity theorem for p-divisible groups up to isogeny,
(ii) the Serre-Tate theorem, and
(iii) the Grothendieck-Messing theorem,
which deal with infinitesimal deformations of p-divisible groups.
2.2.2. Let v be a complete discrete valued ring v of mixed characteristic
(0, p). Let Nilv denote the category of locally noetherian v-schemes S on
which p is locally nilpotent. For any S in Nilv, the ideal of definition J =
JSred of the closed subscheme Sred (of characteristic p) is locally nilpotent.
Theorem 2.2.3 (Rigidity theorem for p-divisible groups up to isogeny). Every
homomorphism ρ : Λ×SSred → Λ′×SSred of p-divisible groups up to isogeny
admits a unique lifting ρ : Λ→ Λ′. Moreover, ρ is a quasi-isogeny if ρ is.
Proof. (following an argument of V. Drinfeld). We may assume that S is
affine, and that J is nilpotent. Then the connected part Λˆ′ is a formal Lie
group, hence there is a power pn of p such that for any affine S-scheme S′,
Λˆ′(S′) is killed by [pn] (in fact if J r+1 = 0 on S, one can take n = r2).
We observe that Ker(Λ′(S′)→ Λ′(S′red)) = Λˆ′(S′). We have
Ker(Hom(Λ(S′),Λ′(S′))→ Hom(Λ(S′red),Λ′(S′red))
=Hom(Λ(S′),Ker(Λ′(S′)→ Λ′(S′red)))
which is zero because Ker(Λ′(S′) → Λ′(S′red) is killed by [pn] while Λ is
p-divisible.
This implies the injectivity of qisogS(Λ,Λ
′)→ qisogSred(Λ×SSred,Λ′×SSred)
(taking into account the fact that Hom(Λ(S′red),Λ
′(S′red)) is torsion-free).
For the surjectivity, let us first show that for any f ∈ Hom(Λ(S′red),Λ′(S′red)),
there is a lifting g ∈ Hom(Λ(S′),Λ′(S′)) of pnf . For any x ∈ Λ(S′), let x
denote its image in Λ(S′red). Since Λ
′ is formally smooth, f(x) admits a
lifting y ∈ Λ′(S′). Since Ker(Λ′(S′) → Λ′(S′red))) is killed by pn, g(x) :=
[pn]y is well-defined. This construction provides the desired lifting g.
It remains to show that g is an isogeny if f is. Let f
′
be a quasi-inverse of
f (f
′
f = [pm]), and g′ be a lifting of pnf ′. Then g′g = [p2n+m] by unicity of
liftings. Thus g is an epimorphism, and the subscheme Ker g of Ker[p2n+m]
is finite over S. On the other hand, Λ is flat over S and the fibers of g′
are flat (being isogenies). The criterium of flatness fiber by fiber [EGA IV,
11.3.10] implies that g′ is flat, and we conclude that it is an isogeny.
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Let us observe that there is variant of both the statement and the proof
of 2.2.3 for abelian schemes, instead of p-divisible groups.
The next theorem asserts that deforming an abelian scheme of char-
acteristic p is equivalent to deforming its p-divisible group. For any S in
Nilv, let Defp-div(S) be the category of triples (A,Λ, ǫ) consisting of an
abelian scheme over Sred, a p-divisible group Λ over S and an isomorphism
ǫ : A[p∞] ∼= Λ×S Sred.
Theorem 2.2.4 (The Serre-Tate theorem). The functor
A 7→ (Ared, Λ = A[p∞], ǫ : Ared[p∞] ∼= Λ×S Sred)
induces an equivalence of categories between the category of abelian schemes
over S and the category Defp-div(S).
We again follow Drinfeld’s argument [Dri76], cf. also [Ka81]. We
may assume that S is affine and that J n+1 = 0. We begin with the full
faithfulness: given a homomorphism f∞ : A[p∞] → B[p∞] such that f∞
(mod J ) comes from a homomorphism f : Ared → Bred of abelian schemes
over Sred, we have to show that there exists a unique homomorphism f :
A→ B compatible with f∞ and f . The unicity follows from the injectivity
of Hom(A,B) → Hom(Ared, Bred) (2.2.3). Furthermore, 2.2.3 shows the
existence of a homomorphism g compatible with pnf∞ and pnf . To show
the existence of an f such that g = pnf = f ◦ [pn], the point is to show that
g kills A[pn], which can be seen on g∞.
For the essential surjectivity, we have to construct an abelian scheme A
over S compatible with a given datum (A,Λ, ǫ) in Defp-div(S). By unicity
of liftings, it suffices to do so locally on S. hence we may assume that S is
affine, and choose an abelian scheme A′ over S and an isogeny A′red → A. By
the above argument, pn times the given isogeny A′red → A lifts to a (unique)
isogeny e : A′[p∞] → Λ of p-divisible groups over S. Its kernel is a finite
locally free subgroup scheme of A′, and we can form the abelian scheme
A′′ := A′/Ker e. The isogeny A′′[p∞]→ Λ induced by e is an isomorphism
(mod J ), hence is an isomorphism.
2.2.5. In the sequel, we shall have to deal occasionally with p-divisible
groups over formal schemes rather than over schemes. Our formal schemes
X will be adic, locally noetherian; hence there is a largest ideal of definition
J ⊂ OX, and X = lim−→ Xn , Xn = Spec(OX/J n+1) (Xred = X0) .
A p-divisible group Λ over X will be an inductive system of p-divisible
groups Λn over Xn such that Λn+1 ×Xn+1 Xn ∼= Λn
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3. A stroll in the crystalline world.
Abstract: Review of Dieudonne´ modules, crystals, Grothendieck-Messing the-
ory, convergent isocrystals.
3.1. From Dieudonne´ modules to crystals.
3.1.1. At first, Dieudonne´ theory presents itself as an analogue of Lie theory
for formal Lie groups over a perfect field k of characteristic p > 0. In
practice, its scope is limited to the case of commutative formal Lie groups
(in which case the classical counterpart is not very substantial). The theory
extends to the case of p-divisible groups over k.
Let W be the Witt ring of k, with its Frobenius automorphism σ. The
theory associates to any p-divisible group Λ over k a Dieudonne´ module, i.e.
a finitely generated free module over W endowed with a σ-linear Frobenius
F and a σ−1-linear Verschiebung V satisfying FV = V F = p. id (we work
with the contravariant theory: D(Λ) = Hom(Λ,Wk), whereWk is the Witt
scheme of k). This provides an anti-equivalence of categories between p-
divisible groups over k and Dieudonne´ modules. The rank of D(Λ) is the
height h of Λ.
Examples 3.1.2. • D(Qp/Zp) =W, with F = σ, V = pσ−1.
• D(Gˆm) = W (−1), i.e. W as an underlying module, with F = pσ, V =
σ−1.
• When Λ = A[p∞] for an abelian variety A over k, D(Λ) may be identified
with H1cris(A/W ).
However, the structure of Dieudonne´ modules is rather complicated in
general unless one inverts p.
3.1.3. When k is algebraically closed, Dieudonne´ modules ⊗Q were com-
pletely classified by Dieudonne´ (this provides a classification of p-divisible
groups over k up to isogeny). They are classified by their slopes λ ∈ [0, 1]∩Q
and multiplicities mλ ∈ Z>0 (these data are better recorded in the form of
a Newton polygon). This comes as follows: each Dieudonne´ module D has
a canonical increasing finite filtration by Dieudonne´ submodules Dλ, such
that the associated graded W -module is free, and with the following prop-
erty: if λ = a/b in irreducible form, Grλ⊗Q admits a basis of mλ vectors x
satisfying F bx = pax.
For instance, the slope ofW (−1) is 1; the slope of the Dieudonne´ module
attached to (the p-divisible group of) a supersingular elliptic curve over k is
1/2, with multiplicity 2.
3.1.4. The problem of generalizing Dieudonne´ theory to p-divisible groups
over more general bases S (over which p is nilpotent) has been tackled and
advertised by Grothendieck [Gro74], and further studied by many geome-
ters.
What should be the right substitutes for the W -modules D(Λ) (resp.
for the W [1p ]-spaces D(Λ)Q)?
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Grothendieck’s proposal was to define D(Λ) as a F -crystal on the crys-
talline site of S.
The right substitute for W [1p ]-spaces was proposed later by P. Berthelot
and A. Ogus under the name of convergent F -isocrystal. Let us describe
these notions.
3.2. The Dieudonne´ crystal of a p-divisible group.
3.2.1. Let v be a finite extension of W of degree e. We assume that e < p,
and that ̟ is a uniformizing parameter of v such that σ extends to v by
setting σ(̟) = ̟.
Let S be in Nilv. An S-divided power thickening T0 →֒ T is given by
(i) an S-scheme T0,
(ii) a v-scheme T on which p is locally nilpotent,
(iii) a closed immersion T0 →֒ T over v,
(iv) a collection of maps “x
n
n! ” from the ideal of definition of T0 in T toOT , which satisfy the formal properties of the divided powers.
S-divided power thickenings form a category (S/v)cris (a fppf site). A
sheaf on (S/v)cris is the data, for every T0 →֒ T , of a fppf sheaf ET0,T
on T , and for every morphism f : (T0 →֒ T ) → (T ′0 →֒ T ′) in (S/v)cris,
of a homomorphism f∗ET0,T → ET ′0,T ′ satisfying the obvious transitivity
condition. Example: OS0/v, defined by (OS/v)T0,T = OT . Another example:
any fppf sheaf F on S0 gives rise to a sheaf Fcris on (S/v)cris by (Fcris)T0,T =
FT0 .
A crystal on (S/v)cris (or, abusively, on S) is a sheaf E ofOS/v-modules on
(S/v)cris such that the homomorphisms f
∗FT0,T → FT ′0,T ′ are isomorphisms
(in Grothendieck’s terms: “crystals grow and are rigid”). One denotes by
ET the OT -module obtained by evaluating the crystal on (id : T →֒ T ) ∈
(S/v)cris.
Because of this rigidity, and using the canonical divided powers on the
ideal ̟OS (since e < p, ̟nn! ∈ v for any n), one gets an equivalence of
categories between crystals on S and crystals on the scheme S0 = S/̟ of
characteristic p.
3.2.2. The Dieudonne´ crystal attached to a p-divisible group Λ over S is the
crystalline Ext-sheaf Ext1(Λcris,OS/v). It can be shown that D(Λ) is a finite
locally free crystal on S, of rank the height of Λ. It depends functorially in
Λ (in a contravariant way).
An important, though formal, consequence of the crystalline local char-
acter of this definition is that the formation of D(Λ) commutes with base
change in (S/v)cris, and for any S-divided power thickening (T0 →֒ T ), there
is a canonical isomorphism of OT -modules D(Λ)T0,T ∼= D(ΛT0)T0,T .
It follows that the datum of D(Λ) amounts to the datum of D(Λ×S S0):
the Dieudonne´ crystal depends only on the p-divisible group modulo ̟.
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3.2.3. The pull-back of a crystal E on S0 via the absolute Frobenius FS0 is
denoted by E(p). An F -crystal structure on E is the datum of a morphism
of crystals F : E(p) → E which admits an inverse up to a power of p.
If Λ is a p-divisible group over S0, D(Λ) is endowed by functoriality
with a structure of F -crystal. The classical Dieudonne´ module is obtained
for S0 = T0 = Spec(k), T = Spf(W ) = lim−→ Spec(W/pn).
Although we shall not use this fact, let us mention that the “Dieudonne´
functor” D from p-divisible groups on S0 to F -crystals is fully faithful under
further mild assumptions on S0 (and even an equivalence with values in
the category of “Dieudonne´ crystals”, i.e. finite locally free F -crystals for
which F admits an inverse up to p— the Verschiebung); without any further
assumption on S0, it induces an equivalence of categories between ind-etale
p-divisible groups on S0 and unit-root F -crystals (i.e. finite locally free
F -crystals for which F is an isomorphism), cf. [BM79], [dJ95a].
3.3. The Hodge filtration.
3.3.1. Let Λ∨ be the (Serre) dual of Λ (the lim−→ of the Cartier duals of the
Λ[pn]’s). There is a canonical, locally split, exact sequence of OS-modules
0→ F 1 → D(Λ)S → Lie Λ∨ → 0
where F 1 = CoLie Λ = ωΛ may be identified with the module of invariant
differentials on the formal Lie group Λˆ. In case Λ is the p-divisible group
attached to an abelian S-scheme A, this exact sequence reduces to the Hodge
exact sequence
0→ F 1 → H1DR(A/S)→ LieA∨ → 0.
3.3.2. Now let S0 →֒ S be a nilpotent divided power thickening (this means
that the products “
x
n1
1
n1!
”. . . “
xnm1
nm!
” vanish for n1 + . . . + nm ≫ 0); this is for
instance the case if S0 = S/̟ as before and e < p− 1.
The next theorem asserts that deformations of p-divisible groups are
controlled by the variation of the Hodge filtration in the Dieudonne´ module
[Mes72]. For any p-divisible group Λ on S0, and any lifting Λ over S, we
have seen that D(Λ)S identifies with D(Λ)S , which is a lifting of D(Λ)S0 to
S.
Theorem 3.3.3 (The Grothendieck-Messing theorem). The functor
Λ 7→ (Λ×S S0, ωΛ)
induces an equivalence of categories between the category of p-divisible groups
on S, and the category of pairs consisting of a p-divisible group Λ over S0
(Zariski-locally liftable to S) and a locally direct factor vector subbundle of
D(Λ)S which lifts ωΛ ⊂ D(Λ)S0 .
We have already seen the faithfulness in 2.2.3. We just indicate here the
principle of proof of essential surjectivity and fullness. Working with nilpo-
tent divided power thickenings allows one to construct, by the exponential
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method, a formally smooth group scheme E(Λ) over S together with a
canonical isomorphism D(Λ)S0 = Lie(E(Λ) ×S S0), in such a way that the
canonical exact sequence
0→ ωΛ → D(Λ)S0 → Lie Λ
∨ → 0
lifts to an exact sequence of formally smooth group schemes
0→ ωΛ → E(Λ)×S S0 → Λ
∨ → 0
Via the exponential, it is equivalent to give a local summand F 1 of D(Λ)S
which lifts ωΛ, or to give a vector sub-group scheme V of E(Λ) which lifts
ωΛ. It then turns out that E(Λ)/V is a p-divisible group Λ
∨, whose Serre
dual is the looked for p-divisible group Λ over S: Λ ×S S0 = Λ by duality,
and ωΛ = F
1.
The formation of E(Λ) is functorial (contravariant in Λ). If we have two
p-divisible groups Λ,Λ
′
and a morphism f : Λ = Λ×S S0 → Λ′ = Λ′ ×S S0
such that D(f) respects the F 1’s, then the homomorphism E(f) : E(Λ) →
E(Λ
′
) preserves the vector subgroup schemes, hence induces a homomor-
phism f : E(Λ)/V ∼= Λ→ E(Λ′)/V ′ ∼= Λ′ which lifts f .
The exponential construction becomes simpler when the ideal of S0 in
S is of square zero (and endowed with the trivial divided powers). This is
the case which will be used in the sequel.
3.4. Crystals and connections.
3.4.1. We have already encountered the terms “F -crystal”, “unit-root F -
crystal” in I.2.4.2, 2.4.3 in the more down-to-earth context of connections.
This comes as follows. Assume for simplicity that S0 is affine of characteristic
p and lifts to a formally smooth p-adic affine formal scheme S over v =
W . Then there is an equivalence of categories between finite locally free
crystals on (S0/W )cris and finite locally free O(S)-modules with integrable
topologically nilpotent connection (this interpretation of crystals extends to
much more general situations, cf. [dJ95a, 2.2.2]).
Using this equivalence of categories, the Katz (covariant) functor(
continuous Zp-representations
of πalg1 (S0, s0)
)
−→ (unit-root F -crystals)
is the composite of the following (anti)equivalences of categories(
continuous Zp-representations
of πalg1 (S0, s0)
)
−→ (ind-etale p-divisible groups over S0)
D−→ (unit-root F -crystals over S0).
3.4.2. Let us briefly recall the construction of the connection attached to
a finite locally free crystal E on (S0/W )cris. It depends on the technique
of formally adding divided powers to an ideal (the pd-hull). Let ∆0 be the
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diagonal in S0 × S0, and let ∆ˆ be the p-completion of the pd-hull of the
diagonal in S×ˆS, endowed with the two projections p1, p2 to S. Then by
rigidity of crystals, we have for any n an isomorphism
p∗2(ES0,S/pn) ∼= E∆0,∆ˆ/pn ∼= p
∗
1(ES0,S/pn)
and at the limit n→∞, an isomorphism of finite locally free O(∆ˆ)-modules
ǫ : p∗2(ES0,S) ∼= p∗1(ES0,S)
satisfying a cocycle condition. Such an isomorphism is the “Taylor series”
ǫ(1⊗ e) =
∑
n1,... ,nd≥0
(
∇
( ∂
∂t1
)n1
. . .∇
( ∂
∂td
)nd)
(e)⊗
∏
i
“(1⊗ ti − ti ⊗ 1)ni”
ni!
of an integrable connection ∇ on the finite locally free O(S)-module ES0,S
(here t1, . . . td denote local coordinates on S).
3.4.3. In general, the Taylor series converges only in polydiscs of radius
|p|1/p−1, due to the presence of the factorials. One says that ∇ is convergent
if its Taylor series converges in (open) unit polydiscs. A well-known argu-
ment due to Dwork shows that F -crystals give rise to convergent connections
∇ ([Ka73]).
In order to put the discussion of convergence on proper foundations, we
need the notion of tube in analytic geometry.
3.5. Interlude : analytic spaces associated with formal schemes
and tubes.
3.5.1. Let us first review the Raynaud-Berthelot construction of the an-
alytic space attached to a v-formal scheme X. It will be convenient for
later purpose to formulate the construction in the frame of Berkovich spaces
rather than rigid geometry (we refer to [Ber93, 1.6] for the translation).
As in 2.2.5, we assume that X is adic, locally noetherian; moreover, we
assume that Xred = Spec(OX/J ) is a separated k-scheme locally of finite
type (in particular, p ∈ J ). However, we do not assume that X is p-adic,
i.e. that the topology of OX is p-adic.
We describe the construction in the affine case X = Spf(A); the general
case follows by gluing. One chooses generators f1, . . . , fr of J = Γ(X,J ),
and defines, for any n > 0,
Bn = A{T1, . . . , Tr}/(fn1 −̟T1, . . . , fnr −̟Tr)
whereA{T1, . . . , Tr} stands for the̟-adic completion of A[T1, . . . , Tr]. One
has Bn/̟Bn ∼= (A/(̟, fn1 , . . . , fnr ))[T1, . . . , Tr], a k-algebra of finite type;
hence Bn is a v-algebra topologically of finite type (i.e. quotient of an algebra
of the form A{T1, . . . , Trn}), so that Bn[1p ] is an affinoid algebra. Let M(Bn)
be its Berkovich spectrum. The homomorphism Bn+1 → Bn sending Ti to
fiTi identifies M(Bn) with an affinoid subdomain of M(Bn+1) [Be96, 0.2.6].
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The analytic space Xan is defined as the union
⋃
n M(Bn). It does not
depend on the choice of f1, . . . , fr. This is a paracompact (strictly) analytic
space over the fraction field K of v (one can replace the nested “ball-like”
M(Bn) by nested “annulus-like” spaces in order to obtain locally finite cov-
erings).
Examples 3.5.2. (i) if X = Spf(v{t}), Xan is the closed unit disc.
(ii) if X = Spf(v[[t]]), J = (̟, t), then M(Bn) is the closed disc
DK(0, |̟|1/n), and Xan is the open unit disc.
3.5.3. Let S0 be a closed subscheme of Xred, and let XS0 be the formal
completion of X along S0. The tube of S0 in X is X
an
S0
. It is denoted by ]S0[X
(and considered as a subspace of Xan). It depends only on S0,red.
Example: if X is as in example (i) above (so that Xred = A1k), and S0 is the
point 0, then XS0 is as in example (ii) above: ]0[X = D(0, 1
−) ⊂ D(0, 1+).
More generally, the polydiscs mentioned in 3.4.3 are the tubes of closed
points.
3.6. Convergent isocrystals.
3.6.1. Let S0 be a separated k-scheme of finite type, and S0 →֒ Y a closed
immersion into a flat p-adic formal v-scheme that is formally smooth in
a neighborhood of S0. Let E be a vector bundle on the tube ]S0[Y. An
integrable connection ∇ on E is convergent if its Taylor series
ǫ(1⊗ e) =
∑
n1,... ,nd≥0
(
∇
( ∂
∂t1
)n1
. . .∇
( ∂
∂td
)nd)
(e)⊗
∏
i
“(1⊗ ti − ti ⊗ 1)ni”
ni!
is induced by an isomorphism on the tube of the diagonal ]S0[Y×Y
ǫ : p∗2(E) ∼= p∗1(E)
It amounts to the same to say that for any affine U in Y with local coordi-
nates t1, . . . , td, any section e ∈ Γ(Uan, E) and any η < 1, one has∥∥∥∇( ∂
∂t1
)n1
. . .∇
( ∂
∂td
)nd
(e)
∥∥∥.ηn1+...+nd → 0
where ‖ ‖ denotes a Banach norm on Γ(Uan, E).
According to Berthelot, the category of vector bundles with convergent
connection depends only on S0 — even only on S0,red — (up to canonical
equivalence), and is functorial in S0/K; this is the category of convergent
isocrystals on S0/K (or, abusively, on S0).
Since any separated k-scheme locally of finite type can be locally embed-
ded into a X as above, one can define the category of convergent isocrystals
on such a scheme by gluing [Be96, 2.3.2].
3.6.2. There is a natural functor from the category of F -isocrystals on S0/v
to the category of convergent isocrystals on S0/K [Be96, 2.4]. The com-
posite of this functor with the Dieudonne´ functor is denoted by D(−)Q. It
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factors through a Qp-linear functor, still denoted by D(−)Q :{p-divisible groups over S0
up to isogeny
}
−→ {convergent isocrystals on S0}
3.6.3. The advantage of convergent isocrystals over “crystals up to isogeny”
lies in their strong “continuity property”, which allows to remove the re-
striction e < p on ramification (as we shall do henceforth), and work con-
veniently with singular schemes S0 (while divided powers present certain
“pathologies” in the singular case). In our applications, S0 will be a count-
able (non-disjoint) union of irreducible projective varieties, and v may be
highly ramified.
3.6.4. If S0 is the reduced underlying scheme Xred of a formal scheme X as
in 3.5.1, there is a notion of evaluation of E on Xan [Be96, 2.3.2]: this is a
vector bundle on Xan with an integrable connection.
By functoriality of the construction, it will be enough to deal with the
affine case X = SpfA and to assume that there is a closed immersion S0 =
(SpfA)red →֒ Y into a formally smooth p-adic formal v-scheme. One can
construct inductively a compatible family of v-morphisms Spec(OX/J n)→
Y, whence a v-morphism X → Y. Let υ : ]S0[X= Xan → ]S0[Y be the
associated analytic map. The looked for evaluation of E on Xan is the pull-
back by υ of the vector bundle with integrable connection on ]S0[Y defined
by E.
3.6.5. Let now S be a separated scheme in Nilv (it may also be viewed in
NilW ). Let E be a finite locally free F -crystal on S/W . This provides a
vector bundle ES on S, which only depends on the inverse image E ×W k
of E on the k-scheme S/p (cf. 3.2.1). On the other hand, the convergent
isocrystal E on S/p attached to F -crystal E ×W k (cf. 3.6.2) depends only
on Sred.
3.6.6. Let us apply this to Dieudonne´ crystals. Let X be a formal scheme
as in 3.5.1, and let Λ = lim−→Λn be a p-divisible on X = lim−→Xn. This gives
rise to a vector bundle D(Λ)X = lim−→D(Λn)Xn on X. On the other hand,
we have the vector bundle D(Λ0)X = on X and a natural homomorphism
D(Λ0)X → D(Λ)X obtained by pull-back Xred = X0 → X.
When e ≥ p, this is not an isomorphism in general. However, the asso-
ciated morphism of analytic vector bundles (D(Λ0)X)
an → (D(Λ)X)an is an
isomorphism. Moreover, (D(Λ0)X)
an is the analytic vector bundle underly-
ing the evaluation of D(Λ0)Q on X
an.
Indeed, working locally, and taking in account the very construction of
Xan, we reduce to the case when X is p-adic. Then X/p is a k-scheme.
Using the canonical divided powers on (p) and the rigidity of crystals,
D(Λ×X X/p)X ∼= D(Λ)X. It is thus enough to see that D(Λ0)an ∼= D(Λ×X
X/p)anX . This follows from the fact that the convergent isocrystals D(Λ0)Q
and D(Λ×X X/p)Q are “the same”, since X0 = (X/p)red : indeed, it is clear
that (D(Λ0)X)
an (resp. D(Λ ×X X/p)anX ) coincides with the evaluation of
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the convergent isocrystal D(Λ0)Q (resp. D(Λ ×X X/p)Q) on Xan (cf. also
[dJ95b, 6.4], in a slightly less general context).
3.6.7. Let us draw from this two consequences:
(i) taking into account the fact that the functor D(−)Q factors through
the category of p-divisible groups up to isogeny, we see that if we are
given a quasi-isogeny Λ0 → Λ′0, then there is a canonical isomorphism
of vector bundles
(
D(Λ′0)X
)an → (D(Λ)X)an.
(ii) Through the isomorphism
(
D(Λ0)X
)an → (D(Λ)X)an (or equivalently,
through the isomorphismD
(
Λ×XX/p
)an
X
→ (D(Λ)X)an), the analytic
vector bundle
(
D(Λ)X
)an
is naturally endowed with an integrable
connection, which deserves to be called the Gauss-Manin connection
attached to Λ.
Indeed, when Λ = A[p∞] for an abelian scheme A over X, (D(Λ)X)an
may then be identified with the De Rham cohomology bundle H1DR(A
an/Xan)
together with its Gauss-Manin connection. Here, one can use the comparison
theorem between crystalline and De Rham cohomology, or the theory of
universal vectorial extensions and Grothendieck’s ♮-structures, cf. [MM74],
[BBM82].
In the first alternative, one uses the divided powers on (p) and construct
a canonical isomorphism of vector bundles with connection D(Λ×XX/p)X ∼=
H1DR(A/X).
In the second alternative, one uses Grothendieck’s construction of a
canonical connection on the universal vectorial extension E(Λ) of Λ∨ —
cf. 3.3.2; the induced connection on the Lie algebra D(Λ)X turns out to be
the Gauss-Manin connection on H1DR(A/X).
The Gauss-Manin connection is especially significant when Xan is smooth
(even though X itself may not be formally smooth).
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4. Moduli problems for p-divisible groups.
Abstract: Review of moduli spaces of p-divisible groups quasi-isogenous to a
fixed one modulo p, with examples.
4.1. Moduli problem for p-divisible groups quasi-isogenous to a
fixed one modulo p.
4.1.1. Here, we work over the discrete valuation ring v = W = Ẑurp (the
completion of the maximal unramified extension of Zp), with uniformizing
parameter ̟ = p. Recall that Nilv denote the category of locally noetherian
v-schemes S on which p is locally nilpotent.
Let Λ be a fixed p-divisible group over k = Fp. The following theorem
is due to M. Rapoport and T. Zink [RZ96, 2.16, 2.32].
Theorem 4.1.2. The functor
Nilv → Sets
S 7→
{
(Λ, ρ)
∣∣∣ Λ: p-divisible group on S,ρ ∈ qisog(Λ×S Sred,Λ×Fp Sred)
}/ ∼=
is representable by a formal scheme M over v; Mred is locally of finite type
over Fp and its irreducible components are projective Fp-varieties.
Of course, the rigidity of p-divisible groups up to isogeny (2.2.3) is crucial
here. The main difficulty in proving 4.1.2 is to control the powers of p which
are needed in the process of lifting isogenies.
The separated formal scheme M is not formally smooth in general, but
has been conjectured to be flat over v. The group J of self-quasi-isogenies of
Λ acts (on the right) on M by (Λ, ρ).j = (Λ, ρ ◦ j). This group J is actually
the group of Qp-points of an algebraic group over Qp.
We denote by M the Berkovich analytic space over Cp attached to M :
M = Man⊗ˆK Cp (cf. 3.5). This is a paracompact (strictly) analytic space.
We shall see later that it is smooth, and a p-adic manifold in the sense of
I.1.3.7.
4.2. Examples.
We take Λ = A[p∞], the p-primary torsion of an elliptic curve A over
Fp (h = 2).
4.2.1. The ordinary case, i.e. A[p](Fp) 6= 0.
Then Λ ∼= Gˆm ⊕Qp/Zp, and J = (GmQp)2. For any (Λ, ρ) in M(S), the
separable rank of Ker[p] is constant (due to the quasi-isogeny ρ). Therefore
Λ is an extension
Λˆ→ Λ→ Λet.
The quasi-isogeny ρ respects this extension, hence splits into two parts
(ρˆ, ρet). We have Λˆ ∼= Gˆm, Λet ∼= Qp/Zp. Up to isomorphism, the pair
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(ρˆ, ρet) thus amounts to an element of (Q×p /Z×p )2 ∼= Z2. Therefore
M =
∐
Z2
M0
is a disjoint sum of copies of a formal (group) scheme M0 which parametrizes
extensions of Qp/Zp by Gˆm. It is known that
M0 = Gˆm
This identification is given by the following recipe. Recall that if S =
Spec(R), R local artinian with residue field Fp and radical m (mn+1 = 0),
then Gˆm(S) = 1 + m; in particular Gˆm(S) is killed by [pn]. Let us choose
any lift qn of 1/p
n ∈ Qp/Zp in Λ. Then [pn]qn is a well-defined element q in
Λˆ(S) ∼= 1 + m, which is unchanged if n is replaced by a bigger integer (but
another choice of the isomorphism Λˆ ∼= Gˆm would change q into qa, a ∈ Z×p ).
As a formalW -scheme, M0 = Spf(v[[q−1]]), with the (p, q−1)-adic topology.
The associated analytic space M0 over Cp is the open unit disc |q − 1| < 1.
The parameter q is thus the local modulus for deformations of A[p∞]. On
the other hand, if p 6= 2, we have an algebraic local modulus for deformations
of A (say, with level two structure): the Legendre parameter z = λ around
the Legendre parameter ζcan of the canonical lifting Acan of A (cf. I.3.4.2).
The p-divisible group Acan[p
∞] splits: its parameter is q = 1. Therefore,
in this special case, the Serre-Tate theorem 2.2.4 asserts that q ∈ 1 + (z −
ζcan)Ẑur[[z− ζcan]]. It has been proved by W. Messing and N. Katz that q is
the Dwork-Serre-Tate parameter discussed in I.3.4, ([Mes76], [Ka81]) —
which explains the terminology.
4.2.2. The supersingular case, i.e. A[p](Fp) = 0.
In this case Λ = Λˆ is a so-called Lubin-Tate formal group, End Λ = Bp,
“the” maximal order in the (non-split) quaternion algebra Bp over Qp, and
J = B×p .
Here again, there is a discrete invariant: the “height” of the quasi-isogeny
ρ, which amounts to the p-adic valuation of the norm of its image in J = B×p .
Therefore
M =
∐
Z
M0
is a disjoint sum of copies of a formal scheme M0 which parametrizes de-
formations of the Lubin-Tate group Λˆ. According to Lubin-Tate, M0 ∼=
Spf(v[[t]]), with the (p, t)-adic topology. The associated analytic space M0
over Cp is the open unit disc |t| < 1.
Assume for simplicity that A is defined over Fp. Then one can describe
the universal formal deformation Λ over Spf Zp[[t]] through its logarithm
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bn(t)X
p2n , which is given recursively by
b0(t) = 1, bn(t) =
1
p
∑
0≤m<n
bm(t)t
p2m
n−m
The so-called canonical lifting, corresponding to t = 0, has formal com-
plex multiplication by Zp2, cf. [GH94a], [GH94b].
4.3. Decorated variants.
4.3.1. Just as in the complex case 1.1.4, it is useful to consider variants or
the moduli problem 4.1 for “decorated” p-divisible groups, with prescribed
endomorphisms and/or polarization.
Instead of the Q-algebra B of 1.1.4, we shall consider a finite-dimensional
semi-simple Qp-algebra Bp, since the category of p-divisible groups up to
isogeny is Qp-linear. Let Vp be a Bp-module of finite type, and let GQp be
the group of Bp-linear endomorphisms of Vp.
Let Bp be a maximal order in Bp, and let Lp be a lattice in Vp, stable under
Bp.
4.3.2. We assume that Bp acts on our p-divisible group Λ. One then re-
defines J to be the group of self-quasi-isogenies of Λ which respect the Bp-
action.
For technical reasons, one picks up a lifting Λ˜ of Λ with Bp-action to
some finite extension of W , and looks at the Bp-module F 10 := ωΛ˜. We
denote by v the finite extension W [tr(b|F 10 )] of W .
One strengthens the moduli problem 4.1 by imposing to our pairs (Λ, ρ)
that Λ is endowed with a Bp-action ι : Bp → EndΛ, ρ respects the Bp-action,
and moreover a “Shimura type condition” det(ι(b)|ω(Λ)) = det(b|F 10 ).
It follows easily from 4.1.2 [RZ96, 3.25] that this moduli problem is
representable by a formal scheme, still denoted by M, over v. It is acted on
by J . Mred is locally of finite type over Fp and its irreducible components
are projective Fp-varieties.
4.3.3. Let us say a word about the polarized variant (here, it is safer to
assume p 6= 2). One assumes that Bp is endowed with an involution ∗, and
that Lp is autodual for an alternate Zp-bilinear form such that 〈bv,w〉 =
〈v, b∗w〉. Of course, here, GQp denotes the algebraic Qp-group of Bp-linear
symplectic similitudes of Vp. One assumes that Λ is endowed with a ∗-
polarization (2), and modify J to respect the polarization up to a multiple
in Qp.
The corresponding moduli problem is again representable by a formal
scheme with the same properties. This formal scheme has been conjectured
to be flat by Rapoport-Zink; although this has been verified in many cases
(cf. e.g. [Gor01]), there are some counter-examples (cf. [P00]).
(2)a ∗-polarization is a symmetric Bp-linear quasi-isogeny between the p-divisible and
its Serre dual, endowed with the transposed action of Bp twisted by ∗
86 II. INTRODUCTION TO THE THEORY OF p-ADIC PERIOD MAPPINGS.
Example 4.3.4 (fake elliptic curves at a critical prime p). Let us fix a indef-
inite quaternion algebra B over Q and a maximal order B in B (after Eichler,
they are all conjugate). A prime p is called critical if it divides the discrim-
inant of B, i.e. if Bp = B ⊗Q Qp is the (non-split) quaternion algebra over
Qp. Note that Bp then contains copies of the unramified quadratic extension
on Qp; we denote by Qp2 one of them. The maximal order (unique up to
conjugation) can be written Bp = B ⊗ Zp = Zp2[Π], Π2 = p, Π.a = aσΠ for
a ∈ Zp2. We fix a critical prime p.
We consider abelian surfaces with quaternionic multiplication by B.
They are sometimes called “fake elliptic curves” because they share many
features with elliptic curves, cf. [BC91, III, 1].
We fix a fake elliptic curve A over Fp, and set Λ = A[p∞]. This is a
special formal Bp-modules of height 4 in the following sense.
Let S be in Nilv (or else an inductive limit of such schemes — as a formal
scheme), and let Λ be a p-divisible group over S. After Drinfeld, one says
that Λ is a special formal Bp-modules of height 4 if
(i) Λ is infinitesimal (Λ = Λˆ) of height h = 4,
(ii) Bp acts on Λ,
(iii) via this action, ωΛ is a locally free (Zp2 ⊗Zp OS)-module of rank 1.
We take Vp = Bp where Bp acts by left multiplication. In this situation,
GQp
∼= B×p . When S = Spec(Fp), there is a unique class of Bp-isogeny of
special formal Bp-modules of height 4. The group J of self-quasi-isogenies of
a special formal Bp-module of height 4 is J = GL2(Qp). This can be easily
read off the Dieudonne´ module ⊗Q.
In this example, there is again a discrete invariant: the “height” of the
quasi-isogeny ρ, which amounts to the p-adic valuation of the determinant
of its image in J . Therefore
M =
∐
Z
M0
is a disjoint sum of copies of a formal scheme M0 which parametrizes de-
formations of the special formal module Λˆ. This formal scheme has been
described by Drinfeld, cf. 6.3.4.
4.3.5. This example and examples 4.2 were the sources of the general theory.
Let us at once suggest a vague analogy with the archimedean situation —
especially 1.1.4, 1.2.4 — which will become more and more precise in the
next sections: one can see the p-divisible group Λ in characteristic p (resp. J)
as an analogue of the infinitesimal oriented real Lie group Uˆ (resp. G(R)0).
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5. p-adic period domains.
Abstract: Review of p-adic symmetric domains and period domains via stability
theory.
5.1. p-adic flag spaces.
5.1.1. We begin with the p-adic analogue of the flag space D∨ of 1.2.3,
1.2.4. In 1.2.4, this flag space parametrized the lagrangian subspaces F 1 in
the H1DR of abelian varieties of a certain type, marked by a fixed isomorphism
H1DR
∼= V C.
In the p-adic case, D∨ will parametrize the Hodge filtration F 1 of Dieudonne´
modules of p-divisible groups of a certain type (3.3.1).
5.1.2. More precisely, let us consider a moduli problem for p-divisible groups
as in 4.1, possibly decorated as in 4.3 (from which we follow the notation).
The decoration reflects on the Dieudonne´ module D(Λ)Q = D(Λ)⊗Q: one
has an isomorphism of Bp-module (with symplectic structure, in the polar-
ized case):
D(Λ)Q ∼= Vp ⊗Qp Q̂urp .
We fix such an isomorphism, and consider that GQp⊗Qp Q̂urp acts on D(Λ)Q.
But D(Λ)Q has an extra structure: the σ-linear Frobenius automorphism.
The group J is nothing but the subgroup of GQp(Q̂urp ) of elements commuting
with Frobenius.
5.1.3. Let v be the finite extension of W = Zurp considered in 4.3.2 and let
K be its fraction field. We denote here by F 10 ⊂ V Cpp = Vp⊗Cp the Cp-span
of the space ω
Λ˜
⊂ Vp⊗Qp K introduced in 4.3.2. We set GCp = GQp ⊗Qp Cp.
The flag variety D∨ of all GCp-conjugates of F 10 in V Cpp = D(Λ)⊗W Cp is a
homogeneous space
D∨ = P\GCp
for a suitable parabolic subgroup P . There is an ample line bundle L
on D∨ which is homogeneous under the derived group GderCp ; we denote
by D∨ ⊂ P(W ) an associated GderCp -equivariant projective embedding (if
GCp = GL2g, D∨ = Grass(g, 2g), one can just take the SL2g-equivariant
Plu¨cker embedding).
Note that, there is an obvious right action of J on D∨, which factors
through the adjoint group Jad := Im
(
J → GadCp
)
.
5.1.4. In our three basic examples (4.2.1, 4.2.2, 4.3.4), we have GCp = GL2,
hence D∨ = P1Cp .
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5.2. Symmetric domains via stability theory.
5.2.1. In the p-adic case, one cannot define symmetric spaces by a positivity
condition as in 1.2.3, 1.2.4. One uses instead the Hilbert-Mumford notion of
semi-stability, following an idea of M. van der Put and H. Voskuil [vdPV92].
5.2.2. We set J ′ = J ∩ GderCp . This is again the group of Qp-points of an
algebraic group over Qp. Let T ∼= (GmQp)j be a maximal Qp-split torus in
J ′. The semi-stable locus of D∨ with respect to T -action is the open subset
of points x ∈ D∨ such that there is a T -invariant function of P(W ) which
does not vanish on x.
One can check whether x is semi-stable with respect to T using the
Hilbert criterion: let λ be any cocharacter (= one-parameter subgroup) of
T . By properness of D∨, the map z ∈ Gm 7→ x.λ(z) ∈ D∨ extends to A1,
i.e. the limit x0 = lim
z→0
x.λ(z) exists. It is clearly fixed by Gm, thus the fiber
Lx0 corresponds to a character z 7→ z−µ(x,λ) of Gm. Then x is semi-stable if
and only if the Mumford invariant µ(x, λ) is ≥ 0 for every λ.
5.2.3. One defines the symmetric space D to be the intersection of the semi-
stable loci of D∨ with respect to all maximal Qp-split tori T in J ′. This is
a p-adic manifold in the sense of I.1.3.6. It is also called the p-adic period
domain (associated with the moduli problem).
Since J acts on the set of tori T by conjugation, it is clear that D is
stable under the J-action on D∨.
5.3. Examples.
5.3.1. In our three basic examples, we have GCp = GL2, D∨ = P1.
In example 4.2.1, J ′ ⊂ J = (Gm)2 is the one-dimensional torus T with
elements (z−1, z). Its action on a point x is by z2-scaling; the limit point x0
is always 0, except if x = ∞. The only non-semi-stable point is ∞, hence
D = A1.
In example 4.2.2, J ′ = SL1(Bp) ⊂ J = B×p . There is no non-trivial
Qp-split torus in J ′, hence D = D∨ = P1.
5.3.2. We now turn to example 4.3.4. In this example, J = GL2(Qp) and
J ′ = SL2(Qp). All maximal Qp-split tori are conjugate g−1Tg of the above
T . Therefore, D = P1 \⋃∞.g is the Drinfeld space over Cp
D = ΩCp := P1Cp \ P1(Qp)
To be consistent, we consider the right action of PGL2-action on P1,
which is deduced from the customary left action by the rule x.g = g−1.x.
The Drinfeld space is actually defined over Qp, i.e. is a Qp-analytic man-
ifold Ω. It is closely related to the Bruhat-Tits tree T of Jad = PGL2(Qp).
The vertices of this tree correspond to closed discs in Qp; two such ver-
tices are connected by an edge if for the corresponding discs D′,D′′, one has
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D′ ⊂ D′′ and the radius of D′′ is p times the radius of D′ (each vertex has
p+ 1 neighbors). The group PGL2(Qp) acts on T (on the right, say).
Figure 1. T for p = 2
For any disc D centered in Qp, let ηD denote its Berkovich “generic
point” (which is a point in Berkovich’s affine line A1 over Qp). Then the
geometric realization of T may be identified with the closed subset
|T | = {ηD(a,r+) | a ∈ Qp, 0 < r <∞} ⊂ Ω
(a PGL2(Qp)-equivariant embedding), and the set of vertices with the subset
ver T = {ηD(a,r+) | a ∈ Qp, r ∈ pZ} ⊂ |T |
According to Berkovich, |T | is a retract of Ω [Ber90]; in particular, Ω is
simply connected.
On the other hand, Ω is the generic fiber of a p-adic formal scheme Ωˆ
whose reduction modulo p is an infinite tree of projective lines, with dual
graph T (cf. [BC91, I]).
The Drinfeld space Ω is a p-adic analogue of the Poincare´ double half-
plane P1C \ P1(R). Note that the latter space could also be defined using
stability, in the same way (with J ′ = SL2(R)). Another similarity: accord-
ing to [Ber90], there is a PGL2(Qp)-invariant metric on Ω (which extends
the standard metric on |T |).
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6. The p-adic period mapping and the Gauss-Manin connection.
Abstract: Rapoport-Zink’s period mapping as classifying map for the Hodge
filtration in the Dieudonne´ module. Basic properties: equivariance, e´taleness. Its
relation to the Gauss-Manin connection. Examples and formulas.
6.1. Construction.
6.1.1. The construction of the p-adic period mapping is parallel to the com-
plex case: one attaches to a point s ∈M representing a pair (Λ, ρ) the point
P(s) of D∨ which parametrizes the notch F 1 of the Hodge filtration of the
Dieudonne´ module of Λ. The idea of the construction is already present in
Grothendieck’s talk [Gro70].
6.1.2. More precisely, notation being as in 4.1.1–4.3.1, let us consider the
universal object (Λ, ρ) on the moduli formal scheme M, and the Dieudonne´
crystal D(Λ). Its evaluation D(Λ)M on M is a vector bundle on M.
Lemma 6.1.3. The quasi-isogeny ρ induces a trivialization of the associ-
ated analytic vector bundle on M = ManCp :
(D(Λ)M)
an ∼= V Cpp ⊗Cp OM
Proof. ρ is a quasi-isogeny between Λ×MMred and Λ×FpMred. According
to 3.6.7 (i), by the rigidity of convergent isocrystals, it induces a canonical
isomorphism (D(Λ)M)
an ∼= (D(Λ×Fp Mred)M)an. On the other hand, since
the formation of D(Λ) commutes with base change (3.2.2), we have(
D(Λ×Fp Mred)M
)an
= D(Λ)⊗W OM = Vp ⊗Qp OM.
6.1.4. On the other hand, we have a locally direct summand F 1 = (ωΛ)
an
in (D(Λ)M)
an ∼= Vp⊗QpOM (3.3.1). This determines anM-point of the flag
space D∨, i.e. an analytic mapping
P :M −→ D∨
This is called the period mapping for the moduli problem (decorated or
not). It is clear from the construction that P is J-equivariant.
If M0 is any connected component of M, it is stable under J ′ ⊂ J ,
hence the induced period mapping P : M0 −→ D∨ is J ′-equivariant (the
J ′-action factors through J ′ad).
6.2. Properties.
Theorem 6.2.1. The period mapping P is etale. Its image lies in the period
domain D.
The first assertion reduces, via an infinitesimal criterion of etaleness,
to the “essential surjectivity part” of the Grothendieck-Messing theorem
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(3.3.3), in the case of an ideal of square zero, cf. [RZ96, 5.17]. It corresponds
to what is called the “local Torelli property” in the complex case.
The second assertion is a consequence of a theorem of B. Totaro on the
equivalence of semi-stability and “weak admissibility” [Tot96]. The second
assertion may be viewed as a p-adic analogue of the “Riemann relations”
(1.1.3).
Corollary 6.2.2. M is smooth, and any component M0 is a connected
p-adic manifold in the sense of I.1.3.7.
6.2.3. It is very likely that P, viewed as a mapping M→ D, is surjective.
This is closely related to Fontaine’s conjecture on the realizability of filtered
Dieudonne´ modules by p-divisible groups. Although recent work by C. Breuil
[Bre99], [Bre00] settles the Fontaine conjecture at least for finite residue
fields of characteristic 6= 2 (and in other cases), it is not clear to the author
to which extent the surjectivity conjecture is now established.
On the other hand, the fibers of the period mapping are relatively well-
understood, cf. [RZ96, 5.37].
6.2.4. The argument in the proof of 6.1.3 shows a little more. Recall from
3.6.7 (ii) that the analytic vector bundle (D(Λ)M)
an on M comes together
with an integrable connection ∇GM (the Gauss-Manin connection).
Lemma 6.2.5. The trivialization
(D(Λ)M)
an ∼= V Cpp ⊗Cp OM
of 6.1.3 induces a trivialization of the Gauss-Manin connection:(
(D(Λ)M)
an
)∇GM ∼= V Cpp .
The point is that the convergent isocrystal D(Λ ×M Mred) is constant,
since it comes by base change, from D(Λ)Q.
This useful lemma will allow us to give explicit expression of the period
mapping in terms of quotients of solutions of differential equations, as in the
complex case.
6.3. Examples and formulas.
6.3.1. We start with example 4.1.1 (p-divisible groups of elliptic curves with
ordinary reduction). The extension
1→ Gˆm → Λ→ Qp/Zp → 1
parametrized by q ∈ 1 + pW gives rise, by contravariance, to an extension
of Dieudonne´ modules (cf. 3.1.1)
0→ W → D(Λ)→W (−1)→ 0
which splits canonically due to the rigidity of Dieudonne´ crystals: D(Λ) =
D(Λ) = W ⊕ W (−1). We denote by e0, e−1 the corresponding canonical
basis of D(Λ). The image τ = P(q) ∈W [1p ] of q under the period mapping
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is, by definition, the unique element such that τe0 + e−1 generates F 1. It
turns out that
τ = log q,
thus
M0 = D(1, 1−) P=log−−−−→ A1 = D.
Let us indicate a sketch of proof of this remarkable formula (the formula
goes back to Messing-Katz [Mes76], [Ka81]). The argument is more trans-
parent if we think in terms of one-motives instead of elliptic curves: that
is, rather than viewing Λ as the p-divisible attached to some elliptic curve
over W , one remarks that it is also the p-divisible group attached to the
one-motive M = [Z
17→q−−→ Gm]. Then D(Λ) can be identified with HDR(M),
the dual of the Lie algebra of G♮, where [Z → G♮] denotes the universal
vectorial extension of M (cf. [Del74]); this extension splits canonically
(G♮ = Ga×Gm), and this splitting agrees with the above splitting of D(Λ).
We are thus reduced to prove the following purely algebraic fact: let us view
M = [Z
17→q−−→ Gm] as a one-motive over K((q − 1)); then in terms of the
canonical basis e0, e−1 of HDR(M), F 1 ⊂ HDR(M) is generated by the vec-
tor (log q)e0 + e−1. This well-known fact is easily proved by transcendental
means, replacing K by C.
6.3.2. Since the basis e0, e−1 is horizontal under the Gauss-Manin connec-
tion∇ on D(1, 1−) (6.2.5)(3) , τ is a quotient of solutions of the Gauss-Manin
connection. In terms of the Legendre parameter z = λ (around the param-
eter ζcan of the canonical lifting Acan of the fixed ordinary elliptic curve A),
the equality τ = log q means that q ∈ 1 + (z − ζcan)W [[z − ζcan]] is the
Dwork-Serre-Tate parameter discussed in I.3.4 (for p 6= 2).
This allows to give explicit formulas for P as a function of the algebraic
parameter z rather than q. For instance, let us assume that p ≡ 1 (4). The
disc |z− 12 | < 1 is an ordinary disc. The canonical lifting is ζcan = 12 (complex
multiplication by Z[
√−1]). The Gauss-Manin connection is represented by
the hypergeometric differential operator with parameter (12 ,
1
2 , 1). Let us
recall the setting, which we have already met in I.5.3.11.
We consider the symplectic basis ω1 =
[
dx
2y
]
, ω2 =
[ (2x−1)dx
4y
]
of rela-
tive De Rham cohomology. It has the virtue to be, at z = 12 , a basis of
eigenvectors for the complex multiplication. The Gauss-Manin connection
satisfies
ω2 = 2z(z − 1)∇
( d
dz
)
ω1 +
4z − 5
6
ω1.
(3)which is induced by the usual Gauss-Manin connection attached to the Legendre
elliptic pencil, cf. 3.6.6 (ii).
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The first row of the solution matrix Y normalized by Y
(
1
2
)
= id is given by
y11 = F
(1
4
,
1
4
,
1
2
; (1 − 2z)2
)
+
1
2
(1− 2z)F
(3
4
,
3
4
,
3
2
; (1 − 2z)2
)
,
y12 = (1− 2z)F
(3
4
,
3
4
,
3
2
; (1 − 2z)2
)
.
We have to relate ω1|1/2 , ω2|1/2 to the symplectic basis e0, e−1. Because
z = 1/2 gives the canonical lifting, the canonical splitting of the Dieudonne´
module is given by the complex multiplication: e0, e−1 is a basis of eigen-
vectors. In fact, taking into account the fact that we deal with symplectic
bases, we find
ω1|1/2 =
Θ
2
e−1, ω2|1/2 =
2
Θ
e0,
where Θ ∈ W× denotes the Tate constant (for z = 12) discussed in I.3.4.1,
4.5. (the ambiguity — by a factor in Z×p — is removed since the basis e0, e−1
has been fixed). The period mapping τ = τ(z) is given by the quotient of
the entries in the first row of the matrix Y.
(
Θ/2 0
0 2/Θ
)
, that is to say:
τ(z) =
(Θ2
4
) (1− 2z)F (34 , 34 , 32 ; (1− 2z)2)
F (14 ,
1
4 ,
1
2 ; (1− 2z)2) + 12 (1− 2z)F (34 , 34 , 32 ; (1 − 2z)2)
Note that since the target of the period mapping is A1, the denominator
does not vanish on D(12 , 1
−). Note also that, in analytic terms, the etaleness
of P (6.2.1) reflects the fact that dτdz does not vanish, being the quotient of
linearly independent solutions of a linear differential equation of rank two.
6.3.3. We now turn to example 4.1.2 (p-divisible groups of elliptic curves
with supersingular reduction). In this case, the period mapping
M0 ∼= D(0, 1−) P−→ P1 = D
was thoroughly investigated by Gross-Hopkins [GH94a], [GH94b]. In the
special case considered in 4.1.2. ii) (the fixed supersingular elliptic curve A
being defined over Fp), they obtained the following formula
P(t) = lim
n→∞ p
nb2n(t)/p
n+1b2n+1(t) ∈ Qp[[t]]
and a closed formula was proposed by J. K. Yu in [Yu95, 11].
In terms of the algebraic Legendre parameter z = λ in a supersingular disc,
it is still true, via 6.2.5, that τ = P(z) is a quotient of solutions of the Gauss-
Manin connection. This allows to give explicit formulas for P as a function
of the algebraic parameter z. For instance, let us assume that p ≡ 3 (4).
The disc |z − 12 | < 1 is a supersingular disc. In terms of a symplectic basis
of eigenvectors for the action of [
√−1] on V Cpp , we get the following formula
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for the Gross-Hopkins period mapping
τ(z) = κ
(1− 2z)F ( 34 , 34 , 32 ; (1 − 2z)2)
F
(
1
4 ,
1
4 ,
1
2 ; (1 − 2z)2
)
+ 12(1− 2z)F
(
3
4 ,
3
4 ,
3
2 ; (1 − 2z)2
)
where κ is a constant depending on the choice of the basis (a natural
choice would be to take this basis inside the p-adic Betti lattice discussed in
I.5.3; the corresponding constant κ is then the one occuring in the proof of
I.Theorem 5.3.9.
Note that since the target of the period mapping is P1, the denominator
vanishes somewhere on D(12 , 1
−).
Note also that the period mapping in the complex situation(4) is given, up to
a constant factor, by the same hypergeometric formula, viewed as a complex
analytic function.
6.3.4. At last, let us turn to example 4.3.4 (p-divisible groups of fake elliptic
curves at a critical prime p). In this case, the period mapping
M0 P−→ ΩCp = D
is an isomorphism. This is a reinterpretation of Drinfeld’s work, cf. [RZ96]
(and [BC91, II8]). Actually, Drinfeld establishes an isomorphism at the
level of formal schemes
M0 ∼= Ωˆ ⊗ˆZpẐurp
which is J1-equivariant (where J1 denotes the image in Jad = PGL2(Qp) of
the elements of J whose determinant is a p-adic unit).
6.3.5. Recall that the p-adic manifold ΩCp is simply connected (in the usual
topological sense). However, the above isomorphism and the modular prop-
erty of M, allowed Drinfeld to construct a tower of finite etale connected
Galois coverings of ΩCp (or even of ΩQ̂urp
), as follows.
One considers the universal special formal module Λ of height 4 over
M0 ∼= Ωˆ ⊗ˆẐurp . For any n ≥ 1, Ker[pn] is a finite locally free formal group
scheme of rank p4n over Ωˆ ⊗ˆẐurp . This gives rise to a finite etale covering of
the analytic space Ω
Q̂urp
(fibered in rank-one Bp/pnBp-modules).
To get a connected Galois covering, one looks at the Π-action (recall
from 4.3.4 that Bp = Zp2[Π], Π2 = p): one has Ker[pn] = Ker[Π2n], and the
complement of Ker[Π2n−1] in Ker[Π2n] provides a finite etale Galois covering
Σn of Ω
Q̂urp
with group (Bp/pnBp)×. When n grows, these form a projective
system of Galois coverings (with Galois group the profinite completion of
B×p ). This tower is equivariant with respect to the GL2(Qp)-action.
Over Cp, Σn decomposes into finitely many copies of a connected p-
adic manifold Υn which is a finite etale Galois covering of ΩCp with group
(4)for the Legendre elliptic pencil, and computed with help of a basis of cycles — with
coefficients in the Gauss integers — which are eigenvectors for complex multiplication at
z=1/2.
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SL1(Bp/pnBp). This can be seen either by using various maximal commuta-
tive Qp-subalgebras of Bp and reasoning as in [Var98a, 1.4.6], or by global
means, using the Cˇerednik-Drinfeld theorem (7.4.7), or else by the properties
of the so-called determinant map [BZ95, II].
Up to now, there is no other method for constructing non-abelian finite
etale coverings of ΩCp . The coverings Υ
n remain rather mysterious: are they
simply-connected? Is any connected finite etale covering of ΩCp a quotient
of some Υn? Does there exist an infinite etale Galois covering of analytic
manifolds Υ→ ΩCp with Galois group SL1(Bp)?
Drinfeld’s construction works for any GLn over any local field L, replac-
ing Ω by the complement LΩ
(n−1) of L-rational hyperplanes in Pn−1.
6.4. De Jong’s viewpoint on p-adic period mappings.
J. de Jong [dJ95b] has proposed an interpretation of the period map-
ping which clarifies a lot the nature of its fibers. We briefly present this
interpretation under the following mild simplifying assumption:
∗ that there is a family of affinoid domains (Xi) of M0 such that the
P(Xi) (which are finite unions of affinoid domains in D since P is
etale) form an admissible covering of D.
This assumption is fulfilled in our three basic examples (but not always,
cf. [RZ96, 5.53]).
Under (∗), De Jong shows (loc. cit. (5), intr. and 7.2) that there is an
etale local system of Qp-spaces V on D such thatM0 is a component of the
space of Zp-lattices in V. Here, an “etale local system of Qp-spaces” is given
by the data
V = ({Ui →֒ D},Vi, φij)
where Ui →֒ D are open immersions, Vi = lim←−
n
Vi/pnVi are etale local systems
of Zp-lattices (each Vi/pnVi being a finite locally free sheaf of Z/pnZ-modules
on the etale site of Ui), and φij : (Vi ⊗ Qp)|Ui×DUj → (Vj ⊗ Qp)|Ui×DUj are
isomorphisms satisfying the usual cocycle condition (cf. [dJ95b, 4]).
Of course, in the “decorated case”, V inherits the relevant decoration.
It follows from this interpretation that in example 4.1.2, the fibers of
the period mapping are in natural bijection with the set of vertices of the
Bruhat-Tits tree T .
Similarly, in example 4.3.4, one can see that the fibers of P are in bijec-
tion with the one-point set SL1(Bp)/SL1(Bp), cf. 7.4.4.
(5)of course p = ℓ throughout §§6 and 7 of loc. cit.
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7. p-adic uniformization of Shimura varieties.
Abstract: Application of the theory of p-adic period mappings: Rapoport-Zink’s
p-adic uniformization theorem. The case of global uniformization. Cˇerednik-
Drinfeld uniformization of Shimura curves and other examples.
7.1. p-integral models of Shimura varieties.
7.1.1. Let Sh be a Shimura variety of PEL type as in 1.1.4. We recall the
setting of 1.1.4: B is a simple finite-dimensional Q-algebra, with a positive
involution ∗, V is a B-module of finite type, endowed with an alternate
Q-bilinear form such that 〈bv,w〉 = 〈v, b∗w〉; G denotes the Q-group of B-
linear symplectic similitudes of V ; B is a maximal order in B stable under
∗, and L is a lattice in V , stable under B and autodual for 〈 , 〉.
The (non-connected) Shimura variety Sh is defined over the reflex field
E (which is a number field in C). There are variants of Sh in which the
principal congruence subgroup of level N of G(Zˆ) is replaced by any open
compact subgroup C of G(Af ), where Af = Zˆ⊗Q is the ring of finite adeles
of Q. The complex points of Sh admit the following adelic description
Sh(C) = C\((G(R)ad.h0)×G(Af ))/G(Q)
(cf. 1.2.4 about the one-parameter group h0).
7.1.2. We set Bp = B ⊗Q Qp, Bp = B ⊗Z Zp, and so on. We denote by Cp
the stabilizer of Lp in G(Qp)
We assume that C is of the form CpCp for some open compact subgroup
Cp of G(Apf ), where A
p
f = (
∏
ℓ 6=p Zℓ)⊗Q.
In the case of a congruence subgroup of level N , this condition means
that the level is prime to p.
We fix an embedding v : E →֒ Cp, denote by Ev the v-completion of E,
by v the discrete valuation ring Ẑur.OEv = Ẑur.OE (compositum in Cp), and
by K the fraction field of v.
7.1.3. Let S be a scheme. The objects of the the category of S-abelian
schemes up to prime to p isogeny are the abelian schemes over S; morphisms
between A and A′ are global sections of HomS(A,A′)⊗Z Z(p), where Z(p) is
the ring of rational numbers with denominator prime to p. This is a Z(p)-
linear category. Its relation to p-divisible groups is given by the following
elementary lemma:
Lemma 7.1.4. The faithful functor A 7→ A[p∞]
{S-abelian schemes up to prime to p isogeny} → {p-divisible groups over S}
is conservative, i.e. reflects isomorphisms.
The following result (which we state in a rather vague manner) is due
to R. Kottwitz [Kot92] (Compare with 1.2.4.).
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Proposition 7.1.5. For sufficiently small Cp, there is a moduli scheme
Sh over OEv for isomorphism classes of abelian varieties A up to prime
to p isogeny, with B-action (with Shimura type condition), together with a
Q-homogeneous principal ∗-polarization and a class of B-linear symplectic
similitudes H1et(A,A
p
f ) → Apf ⊗ V modulo the group Cp. The generic fiber
Sh⊗OEv Ev is a finite sum of copies of Sh⊗E Ev.
In the case of a congruence subgroup of level N , this condition that Cp
is sufficiently small means that N is sufficiently large (and kept prime to p).
7.2. The uniformization theorem.
7.2.1. One fixes a point of Sh(Fp), hence a Fp-abelian variety A up to prime
to p isogeny with B-action, principal ∗-polarization, and level structure.
We consider the p-divisible group Λ = A[p∞] (with Bp-action, principal
∗-polarization, level structure). We denote by G the Q-group of self-quasi-
isogenies of A respecting the additional structure. It is clear thatG(Qp) ⊂ J ;
on the other hand G(Apf ) ⊂ G(Apf ).
We also consider an auxiliary lifting A˜ of A (with B-action) over some
finite extension OE′ of OE in v, and set Λ˜ = A˜v[p∞]. We can then identify
D(Λ)⊗WK with H1DR(A˜)⊗OE′K, and the submodule ωΛ˜ with F 1H1DR(A˜)⊗OE′
K. Thus if the complex lagrangian space F 10 of 1.1.4 is taken to be F
1H1DR(A˜)⊗OE′
C (for some complex embedding of E′ extending the natural complex em-
bedding of E), the complex and p-adic Shimura type conditions “agree”
(1.1.4, 4.3.2). We can consider the corresponding decorated moduli problem
for p-divisible groups, and the formal moduli scheme M over v as in 4.3.
Moreover, the flags spaces D∨ considered in the complex and p-adic situa-
tions agree, i.e. come from the same flag space defined over the reflex field
E.
7.2.2. One defines a morphism of functors on Nilv:
M → Sh
as follows [RZ96, 6.14]. Let S be in Nilv and let us consider a pair (Λ, ρ) ∈
M(S). By rigidity of p-divisible groups up to isogeny (2.2.3), the Bp-quasi-
isogeny ρ ∈ qisog(Λ ×S Sred,Λ ×Fp Sred) lifts to a unique Bp-quasi-isogeny
ρ˜ ∈ qisog(Λ, Λ˜ ×v S). This can be algebraized in a weak sense: there is an
S-abelian scheme A(Λ,ρ) up to prime to p isogeny, with B-action and with
p-divisible group Λ, and a quasi-isogeny A(Λ,ρ) → A˜×OE′ S which induces ρ˜
at the level of p-divisible groups. Moreover A(Λ,ρ) is unique in the category
of S-abelian schemes up to prime to p isogeny with B-action (7.1.4), and its
formation is functorial in (Λ, ρ). One then defines the required morphism of
functors on M(S) by setting (Λ, ρ) 7→ A(Λ,ρ) (endowed with the polarization
and level structure inherited from A).
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This defines a morphism of formal schemes, hence a morphism of asso-
ciated analytic spaces over Cp:
Q : M → ShanCp .
7.2.3. It turns out that the decorated abelian varieties (up to prime to p
isogeny) which are isogenous to A form in a natural way a countable union
Z =
⋃
Zn of projective irreducible subvarieties Zn of ShFp , each of them
meeting only finitely many members of the family ([RZ96, 6.23, 6.34]).
One can slightly generalize the notion of tubes (3.5) and define the tube
]Z[⊂ ShanCp . We denote by S the connected component of ]Z[ which contains
the modular point s of our chosen lifting A˜.
Theorem 7.2.4. For sufficiently small Cp, there is a connected component
M0 of M such that the restriction Q : M0 → S is a topological covering
of S. More precisely, S is the (right) quotient of M0 by some torsion-free
discrete subgroup of J .
cf. [RZ96, 6.23, 6.31]. Roughly speaking, the proof of 7.2.4 involves two
steps: using the Serre-Tate theorem 2.2.4, one shows that the morphism of
v-formal schemes M → Ŝh defined above is formally etale. One concludes
by a careful study of this morphism on geometric points.
In our examples 4.2, S is an open unit disc, and the map Q is an iso-
morphism (in 4.2.1, it is induced by q 7→ z = λ).
7.2.5. Let us consider the universal decorated abelian scheme A over Sh,
and the vector bundle H = H1DR(A/Sh) with its Gauss-Manin connection
∇GM : H → Ω1Sh ⊗H.
Corollary 7.2.6. Viewed as a p-adic connection and restricted to S, the
Gauss-Manin connection ∇GM|S comes from a representation of πtop1 (S, s)
on V Cp (hence it satisfies Cauchy’s theorem, cf. I.1.5).
Proof. Let S˜ be the universal covering of S. According to I.1.5), we have
to show that the pull-back of ∇GM on S˜ is trivial (∼= V Cp ⊗OS˜). By 7.2.4
and 6.2.5, this already holds on the quotient M0 of S˜.
Remark. Using the Weil descent data of [RZ96, 6.21], one can show that
the representation is defined over a finite unramified extension E′v of Ev, i.e.
comes from a representation of πtop1 (S, s) on V ⊗ E′v.
7.2.7. The assumption C = CpCp is necessary to define the morphism
Q : M0 → S. The assumption “Cp small enough” is much less impor-
tant. Theorem 7.2.4. holds without it, except that the discrete subgroup of
J is then no longer torsion-free [the point is that there is always a normal
subgroup C ′p of finite index which is small enough, one applies the theorem
to C ′p, and one passes to the quotient by C ′p/Cp]. However, to give a mod-
ular interpretation of the (ramified) quotient of M0 in this case, one needs
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the notion of p-adic orbifold (to be discussed in III); moreover the Gauss-
Manin connection may acquire logarithmic singularities along the branched
locus.
7.3. Global uniformization
We say that there is global uniformization in case S is (the analytification
of) a whole connected component of the Shimura variety Sh. This occurs
when the reduction mod p of the decorated abelian varieties A parametrized
by Sh form a single isogeny class.
In the situation of global uniformization, the group G of self-quasi-
isogenies of A (with decoration) is an inner form of G.
In view of our analogy 4.3.5, this situation can be expected to be closest
to the complex case (in the notation of 1.2.4, the Aˆ’s are all isomorphic to
Uˆ). Indeed, we then get a commutative diagram of p-adic manifolds (similar
to 1.2.4):
M0 P−−−→ D ⊂ D∨
Q
y yQ
S
P−−−→ D/Γ.
where the horizontal maps are etale, Q denotes the quotient maps, and
Γ is an arithmetic subgroup in the semi-simple group G
ad
. In all known
examples, P is actually an isomorphism and M0 = S˜ [RZ96, 6], [BZ95],
[Var98a], [Var98b].
Here, the archimedean—non archimedean correspondence goes beyond
a mere analogy: indeed, here and in 1.2.4, what is denoted by S (resp. D∨)
is the — complex or p-adic — analytification of the same algebraic variety.
Remark. To avoid any ambiguity, let us point out that we consider here
only phenomena of global uniformization which can be interpreted in terms
of moduli spaces of p-divisible groups. This does not account for all cases of
global p-adic uniformization of Shimura varieties. For instance, it is known
that the elliptic modular curve X0(p) is a Mumford curve over Qp, whereas
the p-adic uniformization of 7.2.4 (or variants with level p structure) is local.
7.4. Example: the Cˇerednik-Drinfeld uniformization of Shimura
curves at a critical prime.
7.4.1. The first historical example of global uniformization in the above
sense is the Cˇerednik uniformization of “Shimura curves” (modular curves
for fake elliptic curves) at a critical prime p, cf. [Cˇer76]. Cˇerednik’s method
was of group-theoretic nature and did not involve formal groups. A modular
proof was subsequently proposed by Drinfeld [Dri76] (cf. also [BC91, III]).
For examples, and related topics, we refer to [vdP89], [vdP92a], [vdP92b].
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7.4.2. We fix an indefinite quaternion algebra B over Q, a maximal or-
der B in B, and a positive involution ∗ of B. We consider the standard
representation V = B of B, so that G = GLB(V ) ∼= B×.
We refer to the foundational paper [Shi67] for the properties of the
(connected) Shimura curve X+(N) of level N attached to B. It parametrizes
principally ∗-polarized abelian surfaces with multiplication by B (fake elliptic
curves, cf. 4.3.4), with level N structure. We recall the following properties
of X+(N), which actually characterize it (loc. cit. 3.2):
(a) X+(N) is a projective geometrically connected smooth curve defined
over the cyclotomic field Q(ζN ),
(b) X+(N)(C) = h/Γ+(N), that is to say: X+(N) is the quotient of the
Poincare´ upper half plane by the image Γ+(N) = PSL1(B)(N) of the
group {g ∈ (1 +NB)×,Nr(g) > 0} in PSL2(R), where Nr stands for
the reduced norm,
(c) for any imaginary quadratic field K in B such that OK ⊂ B, let z
be its fixed point in h. Then the extension of Q(ζN ) generated by
the image of z in X+(N) is the class field over K with conductor
NB ∩ OK .
The commutative diagram of 1.2.4, involving the complex period map-
ping, specializes to the following
S˜
P−−−→ D = h ⊂ D∨ = P1
Q
y yQ
S = X+(N)anC P−−−→ D/Γ+(N)
where the horizontal maps are isomorphisms (and the vertical maps are
topological coverings if Γ+p (N) is torsion-free
(6)).
There is a useful variant X ∗ of X+ = X+(1), already considered by
Shimura ([Shi67, 3.13], in which Γ+ is replaced by the image Γ∗ in PSL2(R)
of the group {g ∈ B× | gB = Bg, Nr(g) > 0}:
X ∗(C) = h/Γ∗.
It is defined over Q. More generally, there is a Shimura curve XΓ attached
to any congruence subgroup Γ in B×+/Q×, where B×+ denotes the group
of elements of positive reduced norm.
7.4.3. It is known that X+(N) has good reduction at any prime p which
does not divide the discriminant d(B) of B nor the level N (Y. Morita).
If instead p is critical (but still does not divide N), as we shall assume
henceforth, Cˇerednik’s theorem shows that X+(N)Cp is a Mumford curve
uniformized by the Drinfeld space ΩCp = P
1
Cp
\P1(Qp) (at least if N is large
(6)if this group is not torsion-free S˜ is the universal covering in the sense of orbifolds.
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enough); in fact, Sh becomes a Mumford curve over some finite unramified
extension of Qp (note that Q(ζN ) ⊂ Qurp ).
To be more explicit, let B be the definite quaternion Q-algebra which
is ramified at the same primes as B except p: Bp ∼= M2(Qp). Let B be a
maximal order in B. Let Γ+p (N) be the image in PGL2(Qp) of the group
{g ∈ (1 +NB[1p ])× | ordp(Nr(g)) even}. Let Γ∗p be the image in PGL2(Qp)
of the normalizer {g ∈ B× | gB[1p ] = B[1p ]g}. These are discrete subgroups,
and one has the Cˇerednik uniformization:
X+(N)anCp ∼= ΩCp/Γ+p (N),
X ∗anCp ∼= ΩCp/Γ∗p.
For recent applications to p-adic L-functions, Heegner points, etc... cf.
[BD98].
7.4.4. The case of X ∗ is the one originally considered in [Cˇer76], except
that Cˇerednik uses the adelic language. In order to make the translation, it
is useful to keep in mind the following few facts (cf. [Vig80, pp. 40, 99 and
passim]).
For critical p, the unique maximal order Bp of Bp is {b ∈ Bp | Nr(b) ∈
Zp}. Hence, we have an equality SL1(Bp) = SL1(Bp) and a chain of compact
normal subgroups
PSL1(Bp) = PSL1(Bp) ⊂ PGL1(Bp) ⊂ PGL1(Bp)
with PGL1(Bp)/PSL1(Bp) ∼= Q×p /(Q×p )2 (which is of type (2, 2) if p 6= 2, of
type (2, 2, 2) if p = 2).
On the other hand, the normalizer of Bℓ in B×ℓ is B×ℓ if ℓ is critical, and
B×ℓ .Q×ℓ otherwise. It follows that
Γ∗ = {g ∈ B×+ | ∀ℓ ∤ d(B), g ∈ B×ℓ .Q×ℓ }/Q×
Γ∗p = {g ∈ B× | ∀ℓ ∤ d(B), g ∈ B×ℓ .Q×ℓ }/Q×
Γ+(N) = {g ∈ B×+ | ∀ℓ, g ∈ (1 +NBℓ)×.Q×ℓ }/Q×
Γ+p (N) =
{
g ∈ B×
∣∣∣ ordp(Nr(g)) even;∀ℓ 6= p, g ∈ (1 +NBℓ)×.Q×ℓ
}/
Q×
If N is prime to d(B), this can also be rewritten
Γ+(N) =
{
g ∈ B×+
∣∣∣ ∀ℓ | d(B), ordℓ(Nr(g)) even;∀ℓ ∤ d(B), g ∈ (1 +NBℓ)×.Q×ℓ
}/
Q×
Γ+p (N) =
{
g ∈ B×
∣∣∣ ∀ℓ | d(B), ordℓ(Nr(g)) even;∀ℓ ∤ d(B), g ∈ (1 +NBℓ)×.Q×ℓ
}/
Q×
In particular, for N = 1, we see that there are canonical bijections
Γ∗/Γ+ = Γ∗p/Γ
+
p = (Z/2Z)
♯{ℓ|d(B)}
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7.4.5. We now give some indications on Drinfeld’s modular approach to
Cˇerednik’s uniformization.
Lemma 7.4.6. (i) Fake elliptic curves have potentially good reduction
at every prime; the reduction is supersingular reduction at the critical
prime p. In particular, over Fp, they form a unique isogeny class.
(ii) Fake elliptic curves have a unique principal ∗-polarization.
Proof. (i): due to the presence of many endomorphisms, the potential good
reduction follows easily from the semi-stable reduction theorem for abelian
schemes; also, the non-split quaternion algebra Bp acts on the p-divisible
group up to isogeny, and this forces the slopes to be 1/2; for details and (ii),
cf. [BC91, III].
It follows from (i) that any fake elliptic curve over Fp is isogenous to the
square of a supersingular elliptic curve E. However, while there are only
finitely many supersingular elliptic curves up to isomorphism, fake elliptic
curves over Fp have continuous moduli! The moduli spaces are chains of
P1’s.(7)
Let us introduce the quaternion Q-algebra D ramified only at p and ∞:
D ∼= EndQ(E). Let A be a fake elliptic curve over Fp. It follows from 7.4.6
(i) that EndQ(A) ∼=M2(D), and EndQB(A) ∼= B.
In particular, the inner formG ofG considered in 7.3 is B
×
, andG(Qp) =
GL2(Qp) = J .
It follows from 7.4.6 (ii) that we may disregard polarizations. The p-
divisible groups attached to fake elliptic curves with B-multiplication are
special formal Bp-modules of height 4; recall from 4.3.4 the corresponding
formal moduli space M =
∐
Z
M0. The period mapping is an isomorphism
(6.3.4, 6.4), and the commutative diagram of 7.3 specializes to
S˜ =M0 P−−−→ D = ΩCp ⊂ D∨ = P1
Q
y yQ
S = X+(N)anCp
P−−−→ D/Γ+p (N)
where the horizontal maps are isomorphisms (and the vertical maps are
topological coverings if Γ+p (N) is torsion-free), in complete analogy with
7.2.
7.4.7. Let us end this section by considering the case where p divides the
level N : N = pn.M, p ∤M .
(7)Another curious feature of the higher dimensional case is that the product of n > 1
supersingular elliptic curves over Fp form a single isomorphism class (Deligne, Ogus)
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In this case, Γ+p (N) = Γ
+
p (M). The finite etale covering X+(N)anCp →
X+(M)anCp is not a topological covering anymore (even if Γ+p (M) is torsion-
free). As was shown by Drinfeld, it is hidden in the finite etale covering Υn
of ΩCp (6.3.5).
Let us assume for simplicity thatM > 2, so that −1 /∈ Γ+(M). This im-
plies that Γ+(N)/Γ+(M) ∼= SL1(B/pnB). Then Υn is a topological covering
of X+(N)anCp , and more precisely, one has the commutative diagram
X+(N)anCp
∼−−−→ Υn/Γ+p (M)y y
X+(M)anCp
P−−−→ ΩCp/Γ+p (M)
where the vertical maps are finite etale Galois covering maps with group
SL1(B/pnB), cf. [BC91, III.5.5], [Var98a]. Similarly, there is such a p-
adic global uniformization for any Shimura curve XΓ (cf. 7.4.1).
7.5. Other examples of global p-adic uniformization.
7.5.1. Shimura’s paper [Shi67] deals not only with quaternion algebra over
Q, but also with quaternion algebras B/E over a totally real number field
E. When B splits at a single real place, he constructs curves X+(N) and
X ∗ satisfying properties similar to (a),(b),(c) of 7.4.2.
In this context, N may be an arbitrary ideal of OE , Q(ζN ) has to be
replaced by the ray class field with conductor N.∞, and the condition
N(g) > 0 means that the reduced norm of g is totally positive, or, what
amounts to the same, is positive at the split real place ∞0.
The novelty, however, is that these Shimura curves have no direct in-
terpretation as moduli spaces for decorated abelian varieties, since B is
not in the Albert list of endomorphism algebras of abelian varieties when
[E : Q] > 1.
To overcome this problem, Shimura introduces the following remarkable
trick. Let K be a totally imaginary quadratic extension of E. Then B• =
B ⊗E K is in Albert’s list (we endow it with the involution which is the
tensor product of ∗ on B and complex conjugation on K). It turns out
that the Shimura varieties of PEL type for abelian varieties of dimension
g = 4[E : Q] (∗-polarized, with level structure) with complex multiplication
by B• are twisted forms of the same curve. The Shimura curve attached to
B is obtained by Weil descent from the Shimura curves attached to B⊗EK,
for sufficiently many quadratic extensions K.
7.5.2. Cˇerednik’s original p-adic uniformization theorem already applies to
Shimura curves attached to quaternion algebras over a totally real number
field E. His method has been further developed in [Var98a], [Var98b]. On
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the other hand, Drinfeld’s modular approach has been extended by Boutot-
Zink [BZ95], using Shimura’s trick. Let us sketch the principle of the con-
struction.
Let G be the multiplicative group of B×, viewed as an algebraic group
over Q. Let Γ be a congruence subgroup of Gad(Q) (alternatively, one can
consider an open compact subgroup C of G(Af )). Let us first assume that Γ
is maximal at p (alternatively C is of the form CpCp for some open compact
subgroup Cp of G(Apf ), cf. 7.1.2). The (non-connected) Shimura curve Sh
given by
ShanC = C\
(
(P1C \ P1(R))×G(Af )
)
/G(Q)
is defined over the reflex field, which is E (embedded into R via ∞0). Over
some finite abelian extension E′/E, it decomposes as a disjoint union of
geometrically connected Shimura curves XΓ (h/Γ over C ; one possible Γ is
the image of G(Q) ∩ C in Gad(Q)).
Let v = v0 be a critical finite place of E, i.e. such that Bv is a non-
split quaternion algebra. Let p be the residue characteristic of v0 and let
v1, . . . , vm be the other places of E above p.
Let K be a totally imaginary quadratic extension of E, such that every
place vi splits in K. We denote by wi, wi the two places of K above vi. The
quaternion algebra B• = B ⊗E K is ramified at w = w0: B•w ∼= Bv.
We fix an extension ∞0 : K →֒ C of the real embedding ∞0 of E, and a
double embedding C ←֓ Q →֒ Cp whose restriction to K is compatible with
(∞0, w). The embeddings K →֒ Cp which factor through some wi but not
through some wi form a CM type Ψ: Ψ
∐
Ψ = Hom(K,Cp) (identified with
Hom(K,C) through our chosen double embedding).
There is a natural Q-group G• such that G•(Q) = {b ∈ B•|bb∗ ∈ E},
acting on V • = V ⊗E K. One can attach to C an open compact subgroup
C• of G•(Af ), maximal at p, and a Shimura curve Sh• such that Sh is
open and closed in Sh• ([BZ95, 3.11]). Alternatively, one can attach to Γ a
congruence subgroup Γ• in G•ad(Q) and a corresponding connected Shimura
curve XΓ• which is a twisted form of XΓ (defined over some abelian extension
of K). The point is that this new Shimura curve Sh• is of PEL type. More
precisely, for C small enough, it is a moduli space for ∗-polarized abelian
varieties of dimension g = 4[E : Q] with multiplication by B• = B ⊗OE OK ,
Shimura type Ψ, and level structure. As in 7.1.5, it admits a model Sh•
over OEv .
Let A→ Sh• be the universal abelian scheme up to prime to p isogeny.
Due to the OK -action, the p-divisible group of A splits as A[p∞] ∼=
∏
i Λwi×
Λwi , where Λwi and Λwi are p-divisible groups of height 4[Evi : Qp] with
formal multiplication by Evi . Moreover, Λw = Λw0 is a special formal Bv-
module of height 4.[Ev : Qp] (defined as in 4.3.4, replacing Qp by Ev), and
Λw is the Serre dual of Λw; the other Λwi , i > 0, are etale, and the Λwi are
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their respective Serre duals. Hence the Newton polygon of the Dieudonne´
module of A[p∞] has slopes 0, 12 , 1 (only
1
2 if m = 0).
0
1/2
1

 
 
 
Figure 2
Let v be the discrete valuation ring Ẑur.OEv as in 7.1.2. The moduli
problem for Bv-module of height 4.[Ev : Qp] is representable by the p-adic
formal scheme
∐
Z
(Ev Ωˆ)v, where Ev Ωˆ is the analogue for (and over) OEv of
the formal scheme Ωˆ, with associated analytic space (EvΩ)Cp = P
1
Cp
\P1(Ev),
cf. 6.3.5.
7.5.3. This is the modular way taken by Boutot and Zink to reprove (and
strengthen) Cˇerednik’s theorem. As was remarked by Varshavsky [Var98b,
3.13], one obtains a simpler adelic formulation if one works with a twisted
version adSh of Sh (corresponding to a different normalization of h0 in 1.2.4);
this does not change the adelic description of the associated complex space
adShanC = C\
(
(P1C \ P1(R))×G(Af )
)
/G(Q),
but makes the analogy with the following description of the associated p-adic
space more striking.
Let B be the quaternion algebra over E obtained from B by inter-
changing the invariants at ∞0, v, and let G be the Q-algebraic group at-
tached to B
×
. Let us identify G(Apf ) with G(A
p
f ) via an anti-isomorphism
B ⊗E Apf → B ⊗E Apf , and set C = GL2(Ev)Cp viewed as a subgroup of
G(Af ). Then
adShanCp = Cp\
(
(EvΩ)Cp ×G(Apf )
)
/G(Q)
= C\((P1Cp \ P1(Ev))×G(Af ))/G(Q)
where G(Q) acts on (EvΩ)Cp through G
ad
(Qp) ∼= PGL2(Ev).
Moreover, one can drop the assumption that C is maximal at p, on
replacing (EvΩ)Cp by some finite etale covering as in 7.4.7. [BZ95, 3],
[Var98b, 5].
7.5.4. Rapoport, Zink and Boutot on one hand (by modular methods a` la
Drinfeld), and Varshavsky on the other hand (by group-theoretic methods a`
la Cˇerednik), have pointed out similar global p-adic uniformizations in much
more general cases.
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Let us only mention a remarkable example: Mumford’s fake projective
plane [Mu79]. This is a smooth projective complex surface S with the same
Betti numbers as P2, but not isomorphic to P2. Actually, it is a surface of
general type. Mumford’s construction is of diadic nature. It is a quotient of
the two-dimensional generalization Ω(2) of Ω by an explicit arithmetic group.
This Ω(2) is the complement of the lines defined over Q2 in the projective
plane.
Using the last theorem of [RZ96] or [Var98b], one can see that S is
actually a Shimura surface of PEL type, parametrizing polarized abelian
varieties of dimension 9, with multiplication by an order in a simple Q-
algebra B of dimension 18 with center Q(
√−7). The invariants of B at
the two primes of Q(
√−7) above 2 are 1/3 and 2/3 (cf. a recent preprint
by F. Kato for more detail). The associated group G is a group of unitary
similitudes of signature (1, 2).
The “diadic ball” Ω(2) (or rather its formal avatar) has an modular
interpretation for certain p-divisible groups (with multiplication by B2).
These p-divisible groups split as a product of three p-divisible groups of
slope 1/3 and height 3, and three p-divisible groups of slope 2/3 and height
3.
The associated Gauss-Manin connection splits into six factors of rank 3
(in two variables). It resembles the Appell-Lauricella connection studied in
[Ter73], [DM93], [Yo87], but is different.
7.6. Application of the theory of p-adic Betti lattices.
7.6.1. We consider more closely the Gauss-Manin connection (H,∇GM) in
the case of Shimura curves.
We begin with the case E = Q as in 7.4. Then H is a vector bundle
of rank 4, and the B-action on H obtained by functoriality of De Rham
cohomology commutes with ∇GM.
Let us choose an imaginary quadratic field F = Q(
√−d) inside B. Then
(H,∇GM) ⊗ F splits into two parts: (H,∇GM)+ ⊕ (H,∇GM)− (on which
F ⊂ B acts through identity and complex conjugation respectively).
On the other hand, let us fix embeddings F ⊂ Q ⊂ C, and let us fix a
base point s ∈ XΓ(Q) of our Shimura curve. This is the moduli point of a
decorated fake elliptic curve A/Q. We have V C = H1B(AC,C) ∼= (HanC )∇GM ,
and this again splits into ± parts. The Betti cohomology F -space H1B(AC, F )
already splits into two parts: H1B(AC, F )+ ⊕H1B(AC, F )−, both of rank two
and stable under the action of B ⊗ F ∼=M2(F ).
The flag space D∨ is actually defined over the reflex field Q. Over F , it
becomes isomorphic to P1, or more precisely, to P(H1B(AC, F )+). The period
mapping describes the “slope” of the Hodge line F 1 ∩ V C+ with respect to
a basis of H1B(AC, F )+ ⊂ ((H+)anC )∇GM , and is thus given by a quotient of
solutions of the (partial) Gauss-Manin connection ∇GM+.
Assume for simplicity that Γ ⊂ B×/Q× is torsion-free. Then Γ may be
identified with the projective monodromy group, i.e. with the quotient by
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the homotheties of the image of the monodromy representation
π1((XΓ)C, s)→ GL(H1B(AC, F )+).
7.6.2. Let us now turn to the p-adic side. We fix an embedding Q ⊂ Cp.
We shall limit ourselves to the case of a prime p of supersingular reduction
for A. Note that this includes the case of critical primes (7.4.6).
Let D be the definite quaternion algebra over Q which is ramified only
at p, and let B be the definite quaternion algebra over Q which is ramified
at the same primes as B except p. Then, whether p is critical or not, the
group J (of self-quasi-isogenies of A[p∞] commuting with B) is B×p .
By the local criterion for splitting fields [Vig80, III.3.5], F is also a
splitting field for the quaternion algebra D (and B as well). We can there-
fore apply the theory of I.5.3, and get an F -structure H1B(ACp , F ) inside
H1cris(A, /Cp) ∼= V Cp = D(Λ) ⊗ Cp. By construction, it is stable under the
action of M2(D)⊗ F ∼=M4(F ) ∼= B ⊗B ⊗ F .
Using the embedding F ⊗1⊗F ⊂ B⊗B⊗F , one splits this F -structure
H1B(ACp , F ) into two parts H
1
B(ACp , F )+ ⊕H1B(ACp , F )− (on which F ⊗ 1⊗
1 ⊂ B⊗B⊗F acts through identity and complex conjugation respectively),
both of rank two and stable under the action of B ⊗ F ⊂ M4(F ), hence
under J .
The p-adic flag space D∨ is again defined over the reflex field Q. Over F ,
it becomes isomorphic to P(H1B(ACp , F )+) (note that the scaling ambiguity
of H1B(ACp , F )+ by a factor in
√
F× disappears here). The J-equivariant
period mapping P describes the “slope” of the Hodge line F 1 ∩ V Cp+ with
respect to a fixed basis (e0, e1) of H
1
B(ACp , F )+ ⊂ ((H+)anCp)∇GM , and is thus
given by a quotient of solutions of ∇GM+.
Note that if B is split at p, then P is of Gross-Hopkins type, and one
has only a local p-adic uniformization of XΓ around s (in a supersingular
disk).
If instead p is critical, then P is of Drinfeld type, and the group Γp ⊂ J1
appearing in the global p-adic uniformization of XΓ may be identified with
the quotient by the homotheties of the image of the monodromy represen-
tation (in the sense of 7.2.6)
πtop1 ((XΓ)Cp , s)→ GL(H1B(ACp , F )+).
A slight refinement provides a rank two OF [1p ]-lattice H1B(ACp ,OF [1p ])+
in ((H+)anCp)∇GM stable under p-adic monodromy.
7.6.3. One can go one step further and see that the phenomenon encoun-
tered in 6.3.3 shows up here again: “the” quotient τ of solutions of solutions
of ∇GM which expresses locally the period mapping P is essentially given
by the same formula in the complex and the p-adic cases.
More precisely, assume that A has complex multiplication by an order
in M2(F ) (so that A is isogenous to the square of an elliptic curve with
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complex multiplication by OQ(√−d) with [fundamental] discriminant −d ),
and identify EndB(A) with F . We denote by ǫ the Dirichlet character, w
the number of roots of unity, h the class number attached to OQ(√−d).
We may choose our symplectic basis e0, e1 of H
1
B(AC, F )+ (resp. H
1
B(ACp , F )+)
in such a way that [
√−d]∗e0 = −
√−d e0, [
√−d]∗e1 =
√−d e1 (here [
√−d]
is viewed as an element of EndB(A) = F ).
Let ω be a section ofH+ in a Zariski neighborhood U of s, which corresponds
to a relative differential of the first kind (no pole) on the universal abelian
scheme. Then ω is a cyclic vector for H+ over U with respect to ∇GM, so
that ∇GM amounts to a concrete linear differential equation of order two
over U .
We calculate τ with respect the basis e0, e1 of H
1
B(AC, F )+ (resp. H
1
B(ACp , F )+)
in a small neighborhood of the base point s. Denoting by z an algebraic lo-
cal parameter at s in U , and extending e0, e1 by horizontality, we then have
the proportionality
ω ∼ τ(z)e0 + e1
Theorem 7.6.4. There is a quotient y = y1/y2 of solutions of ∇GM in
Q[[z]] such that τ takes the form τ(z) = κ−1 y(z) for a suitable constant κ.
In the complex case, κ ∼
∏
u∈(Z/d)×
(
Γ
〈u
d
〉)ǫ(u)w/2h ∈ C×/Q×.
In the p-adic case, assuming moreover that p ∤ d,
κ ∼
∏
u∈(Z/d)×
(
Γp
〈pu
d
〉)−ǫ(u)w/4h ∈ C×p /Q×.
Proof. Let us write ω|z=0 = ω11e1. Then τ(z) = κ−1y(z), with κ =
ω211/2πi in the complex case, κ = ω
2
11 in the p-adic case (the factor 2πi which
arises in the complex case is the factor of proportionality of the symplectic
forms in De Rham and in Betti cohomology respectively). The evaluation of
ω11 in the complex case is given by the Lerch-Chowla-Selberg formula (cf.
I.4.6.3). In the p-adic case, it is given by I.5.3.9.
7.6.5. This discussion generalizes without much complication to the case
of Shimura curves attached to a quaternion algebra D over a totally real
number field E of degree > 1. We concentrate on the case of a critical place
v and assume, for simplicity, that E is Galois over Q and that v is the unique
place of E with the same residue characteristic p (i.e. m = 0 in the notation
of 7.5.2).
Let F be a totally imaginary quadratic extension of E contained in B.
Then F is a splitting field for B,B, and D. Let us fix a double embedding
C ←֓ Q →֒ Cp as in 7.5.2, and an extension FK →֒ Q of ∞0. For C
small enough, Sh• carries a universal abelian scheme of relative dimension
g = [FK : Q]. After tensoring ⊗KQ, its Gauss-Manin connection splits into
pieces of rank two, indexed by the embeddings of FK into Q. We select the
piece (H,∇GM)+ corresponding to ∞0.
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Let us fix a base point s ∈ Sh(Q) ⊂ Sh•(Q) of our Shimura curve. This
is the moduli point of a decorated abelian variety A•/Q (of dimension g =
[FK : Q] and multiplication by B•). We have V • = V ⊗E K ∼= H1B(A•C,Q).
Note that H1B(AC, F )
∼= V ⊗QFK splits into pieces of FK-rank two, indexed
by the embeddings of F into Q. We select the piece H1B(A
•
C, F )+ correspond-
ing to∞0. We then have a natural embedding H1B(A•C, F )+ ⊂ ((H+)anC )∇GM ,
and H1B(A
•
C, F )+ is stable under monodromy.
On the other hand, it follows from 7.4.6, that A• has supersingular
reduction A
•
at v. We can construct the F -structure H1B(A
•
Cp
, F ) inside
H1cris(A
•
, /Cp) ∼= V Cp = D(Λ•)⊗Cp. By construction, it is stable under the
action of Mg(D)⊗ F ∼=M2g(F ), which contains naturally B ⊗Q B ⊗Q F .
Using the embedding F ⊗1⊗F ⊂ B⊗B⊗F , one splits this F -structure
H1B(ACp , F ) into parts of FK-rank two, indexed by the embeddings of F
into Q. We select the piece H1B(A
•
Cp
, F )+ corresponding to ∞0. We then
have a natural embedding H1B(A
•
Cp
, F )+ ⊂ ((H+)anCp)∇GM , and H1B(A•Cp , F )+
is stable under p-adic monodromy.
7.7. Conclusion.
Roughly speaking, the period mapping P attaches to each member of an
algebraic family of algebraic complex varieties (with additional structure) a
point in some flag space, which encodes the Hodge filtration in the cohomol-
ogy of this variety. This mapping can be expressed in terms of quotients of
solutions of the fuchsian differential equation (Picard-Fuchs/Gauss-Manin)
which controls the variation of the cohomology.
We have described the theory of period mappings for p-divisible groups
in somewhat similar terms.
Sometimes, it is possible to go through the looking-glass of sheer analo-
gies. This occurs when we restrict our attention to p-divisible groups at-
tached to polarized abelian varieties with prescribed endomorphisms and
fixed “Shimura type”. In this situation, we have three algebraic objects
defined over a number field (the reflex field):
(a) the Shimura variety Sh parametrizing certain “decorated” abelian
varieties,
(b) the Gauss-Manin connection ∇GM describing the variation of these
abelian varieties over Sh, and
(c) the flag variety D∨.
These objects are transcendentally related, both in the complex and
p-adic sense.
The period mapping may be viewed as multivalued and defined on p-
adic open domains in Sh; it is given as in the complex case by quotients of
solutions of the Gauss-Manin connection (as a p-adic connection).
In most situations, these open domains are small and P is single-valued.
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However, it happens in some remarkable cases that P is a global multi-
valued function. This occurs when the abelian varieties under consideration
form a single isogeny class modulo p. In this situation, the complex and p-
adic transcendental relations between Sh,∇GM are completely similar: Sh
is uniformized by an analytic space which is etale over some open subset D
of D∨, and the group of deck transformations Γ is isomorphic to the projec-
tive global monodromy group of ∇GM. In III, we shall analyze in detail the
group-theoretic aspects of this situation.
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1. E´tale coverings and fundamental groups in p-adic geometry.
Abstract: In this section, inspired by De Jong’s work [dJ95b], we discuss vari-
ous kinds of finite or infinite e´tale coverings in non-archimedean analytic geometry,
and the associated fundamental groups. The temperate fundamental group of a
p-adic manifold encapsulates information on the bad reduction properties of all its
finite etale coverings.
1.1. More on the topological fundamental group.
1.1.1. We shall work throughout in the context of Berkovich analytic ge-
ometry, over a fixed complete ultrametric field (K, | |).
What has been said about Berkovich spaces in I.1 remains true in this
broader context (i.e. without any further restriction on K).
More precisely, we shall work with paracompact strictly K-analytic spaces
in the sense of [Ber93]. We recall that these form a category equivalent to
the category of quasi-separated rigid spaces over K having an admissible
covering of finite type.
The main advantage of these spaces over rigid spaces lies in their topol-
ogy: this is a topology in the usual sense (not a Grothendieck topology);
moreover, each point has a fundamental system of open neighborhoods which
are locally compact, countable at infinity and arcwise connected.
We shall deal mostly with what we have called, for convenience, (ana-
lytic) K-manifolds, i.e. paracompact strictlyK-analytic spaces which satisfy
the following condition (I.1.3.7):
any s ∈ S has a neighborhood U(s) which is isomorphic to
an affinoid subdomain of some smooth space (in the sense of
[Ber93] i.e. a space which admits locally an e´tale morphism
to the affine space AdimS).
Remarks 1.1.2. a) Any affinoid domain of a K-manifold is rigid-analytically
smooth, i.e. satisfies the jacobian criterion (cf. [Ber93, 2.2]; note also
that “smooth” in the sense of Berkovich amounts to “rigid-analytically
smooth and having no boundary”); a fortiori, an affinoid K-manifold is
rigid-analytically smooth. Conversely, a rigid-analytically smooth (strictly)
K-affinoid space S is a K-manifold, cf. [Ber99, rem. 9.7].
b) This notion is slightly stronger than the notion of spaces locally em-
beddable in a smooth space considered in [Ber99]. The main difference is
that we impose that S is a good space in the sense of [Ber93], i.e. that any
point has an affinoid neighborhood, which is not automatic for non-classical
points (this will be useful in § 3).
c) It follows immediately from remark a) that a K-manifold is nothing
but a good and rigid-analytically smooth (paracompact strictly K-analytic)
space.
d) Let φ : S′ → S be an e´tale morphism of paracompact strictly K-
analytic spaces. If S is a K-manifold, so is S′.
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e) For an algebraic K-variety X, one has X smooth ⇐⇒ Xan smooth
⇐⇒ Xan is a K-manifold. A morphism f is e´tale ⇐⇒ fan is e´tale.
It follows from [Ber99, cor. 9.5] that K-manifolds are locally arcwise-
connected and locally simply-connected, hence subject to the familiar theory
of topological coverings (the difficulty is to show that non-classical points
admit contractible neighborhoods). In particular, any pointed K-manifold
(S, s) admits a universal (pointed) topological covering (S˜, s˜), such that S ∼=
S˜/πtop1 (S, s); S˜ is a (pointed) K-manifold, and π
top
1 (S, s) is a discrete group
of automorphisms of S˜.
Let us also recall that in dimension one, πtop1 (S, s) is a free group isomor-
phic to the fundamental group of the dual graph of the semistable reduction
of S (cf. [dJ95b, 5.3]). In higher dimension, there is no such restriction
on the discrete groups πtop1 (S, s): actually, any differentiable manifold is
homotopy equivalent to some K-manifold [Ber90, 6.1.8].
1.1.3. Berkovich’s analysis of the homotopy of analytic spaces of higher
dimension makes use of De Jong’s alteration theorem. This allows him to
reduce the problem to the case of the generic fiber of so-called polystable
fibrations of formal schemes over K0 (the ring of integers in K). He asso-
ciates to such fibrations a simplicial set which encodes the combinatorics
of incidence of the intersection strata in the special fiber, and shows that
the geometric realization of this simplicial set is homotopy equivalent to the
generic fiber (viewed as an analytic K-manifold) [Ber99, 5.4].
In particular, in the case of (the generic fiber of) an algebraic polystable
fibration, the simplicial set is finite, hence the topological fundamental group
is finitely generated. Using De Jong’s theorem and the following result,
one can deduce that the topological fundamental group of an algebraic K-
manifold is finitely generated.
Proposition 1.1.4. Let S be a K-manifold, and let Z be a Zariski-closed,
nowhere dense, reduced analytic subset. Then any topological covering of
S := S \ Z extends uniquely to a topological covering of S. Equivalently
(since S and S are locally simply-connected), the natural homomorphism
πtop1 (S, s)→ πtop1 (S, s) is an isomorphism.
Proof. Extensions of topological coverings from S to S are unique if they
exist, since S is normal (note that S is connected, like S, by normality of S
[Ber90, 3.3.16]). For the existence, we argue by induction on the dimension
of Z (starting from the trivial case where Z is empty). This reduces the
question to extending topological coverings from S to S \Zsing (where Zsing
denotes the non-smooth locus of Z, which is closed and of dimension less
than the dimension of Z, cf. [Ber93, 2.2]); equivalently, this reduces the
question to the case where Z is (rigid-analytically) smooth.
By unicity, the question of existence of extensions is local, i.e. is a
question at the neighborhood in S of each point z of Z; we may assume
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that S and Z are (strictly) affinoid, rigid-analytically smooth and equidi-
mensional (Z of codimension r > 0 in S). The statement is clear if z has
a neighborhood U(z) which is a finite union of affinoid domains Ui’s such
that Ui \ (Ui ∩ Z) is simply-connected. This is indeed the case, by Kiehl’s
theorem on the existence of tubular neighborhoods [Kie67a]: translated
into Berkovich geometry, it asserts that (for S affinoid and Z a Zariski-
closed subset, both rigid-analytically smooth and equidimensional) Z has
a neighborhood which is a finite union of affinoid domains Ui’s isomorphic
to (Ui ∩ Z) × Dr, where Dr is an r-dimensional polydisk, and (Ui ∩ Z)
corresponds to (Ui ∩ Z) × {0}. Since Ui ∩ Z is a rigid-analytically smooth
affinoid domain, it is locally simply connected according to Berkovich; on the
other hand, in the non-archimedean situation, Dr \{0} is simply-connected.
Whence the result.
1.2. E´tale versus topological coverings (again).
1.2.1. Let S be a connected K-manifold. Let S′
f−→ S be a finite e´tale
morphism (S′ is then a K-manifold). Its degree n may be defined as the
rank of the locally free OS-module f∗OS′ . Assume that K is algebraically
closed. Then one has the formula
n =
∑
y∈f−1(x)
[H(y) : H(x)]
where H(x) stands for the residue field of the point x (if S = M(A) is
affinoid and x corresponds to the bounded multiplicative seminorm | |x, this
is just H(x) = ̂Q(A/Ker | |x)).
Then f is a topological covering if and only if all fibers have the same
cardinality, which amounts to the algebraic notion of being “completely
decomposed”: H(y) = H(f(y)) for any y ∈ S′, cf. [Ber90, 3.2.7], [Ber93,
6.3.1].
This criterion shows at once that the Kummer e´tale covering z 7→ zn
(with char(K) ∤ n) of the punctured disk is not a topological covering.
1.2.2. A geometric point s of S is a point with value in some complete
algebraically closed extension (Ω, | |) of (K, | |), i.e. a morphism s : M(Ω)→
S in the category of analytic spaces over K [Ber90, p.48]. For any finite
e´tale covering there are exactly n liftings s′ : M(Ω) → S′ of s, i.e. n
geometric points of S′ above S. We usually denote by s the point of S
which is the image of s.
Definition 1.2.3 (Berkovich, De Jong). A morphism f : S′ → S is a cov-
ering (resp. e´tale covering, resp. topological covering) if S is covered by open
subsets U such that
∐
Vj = f
−1U → U and the restriction of f to every Vj
is finite (resp. e´tale finite, resp. an isomorphism).
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There is an obvious notion of morphism between coverings of S. The cate-
gory of e´tale coverings, resp. finite e´tale coverings, resp. topological cover-
ings, will be denoted by CovetS , resp. Cov
alg
S , resp. Cov
top
S .
There are inclusions (fully faithful embeddings)
CovalgS →֒ CovetS , CovtopS →֒ CovetS .
Remarks 1.2.4. (i) If S′ → S is an e´tale covering, then S′ is a K-manifold.
(ii) It is worth noticing that the notions of e´tale and of topological cov-
erings are local on the base S, but not the notion of algebraic coverings
(except if S is compact).
(iii) Even if S is covered by finitely many U ’s as in the definition, it
does not follow that S′ is a disjoint union of finite algebraic coverings of S.
For instance, a Tate elliptic curve (with universal covering S˜ ∼= Gm) has
a covering by two open subsets U1, U2 such that S˜|Ui is a disjoint union of
copies of S.
(iv) It is an immediate but important fact that these categories are
stable under taking fiber product (over S). It is also stable under taking
finite disjoint unions.
(v) One should pay attention to the fact that unlike CovtopS , Cov
et
S is not
stable under arbitrary disjoint unions, nor under composition (in the sense
that the composition of an e´tale covering S′/S and an e´tale covering S′′/S′
may not be an e´tale covering S′′/S). However, we have:
Lemma 1.2.5. Any morphism which is the composition of a covering (resp.
e´tale covering) followed or preceded by a finite (resp. finite e´tale) morphism
is a covering (resp. e´tale covering).
Proof. Let us consider the case of a covering g : S′′ → S′ followed by
a finite covering f : S′ → S (the reverse situation is immediate from the
definition). Let s be a point of S. Then for any s′ in the finite set f−1(s),
there exists an open neighborhood Us′ ⊂ S′ of s′ such that g−1(Us′) is a
disjoint union of spaces Us′,i, each being finite over Us′ via g. We may
assume that the Us′ are pairwise disjoint. Since f is finite, it is in particular
a closed continuous map, hence S′ admits a basis of open neighborhoods of
f−1(s¯) of the form f−1(V ). In particular, there is an open neighborhood Vs
of s such that
∐
s′∈f−1(s)
Us′ contains f
−1(Vs). We may replace each Us′ by
its intersection with f−1(Vs) (which is a union of connected components of
f−1(Vs)). It is then clear that g ◦ f induces a finite morphism from Us′,i to
Vs. Hence g ◦ f is a covering. The e´tale variant is similar.
Examples 1.2.6. (i) The prototype of an e´tale covering is given by the log-
arithm map
log : DCp(1, 1
−) −→ (A1Cp)an.
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For any m ∈ N, the inverse image of the open disk
Dm = D
(
0,
(|p|−m+ 1p−1 )−) ⊂ (A1Cp)an
is a disjoint union∐
ζ∈µp∞
{
q ∈ D(1, 1−)
∣∣∣ ζqpm ∈ D(1, (|p| 1p−1 )−)}
and each of these components is isomorphic to Dm if m = 0, and finite e´tale
onto Dm in general (we are using here the factorization q 7→ ζqpm = t 7→
log t 7→ p−m log t = log q of the logarithm).
(ii) This example may be interpreted as a Dwork period mapping (II.6.3.1).
In fact, all examples of period mappings considered in II.6.3 are e´tale cov-
erings of the period domain D. For instance, the Gross-Hopkins period
mapping (II.6.3.2) is an e´tale covering of (P1Cp)
an, cf. [dJ95b, 7.2].
Any period mapping is e´tale, but it may happen in some cases that it is
surjective without being an e´tale covering, cf. [RZ96, 5.41] (this some-
what mysterious phenomenon is due to the existence of bijective non-quasi-
compact e´tale morphisms).
(iii) Any (possibly infinite) topological covering of a finite e´tale covering
is an e´tale covering after 1.2.5.
The following two lemmas are due to V. Berkovich and J. De Jong (and
not stated in the most general form).
Lemma 1.2.7. (i) An e´tale presheaf F on S which is representable by
an e´tale covering S′ is a sheaf. For any subdomain U ⊂ S, F|U is
representable by S′ ×S U .
(ii) Let F be an e´tale sheaf. Let Ui an open covering of S. If for every i,
F|Ui is representable by an e´tale covering, so is F .
For (i), cf. [Ber93, 4.1.3, 4.1.4, 4.1.5]. Here we take advantage of
working with strict analytic spaces. Gluing — using [Ber93, 1.3.3] — gives
(ii) (cf. also [dJ95b, 2.3]).
Lemma 1.2.8. Let S′ → S be an e´tale covering, and let R ⊂ S′ ×S S′ be a
union of connected components which is an equivalence relation on S′ over
S. Then S′/R (viewed as an e´tale sheaf on S) is representable by an e´tale
covering S′′ → S.
cf. [dJ95b, 2.4]: by the previous lemma, the question is local on S; the
proof is by reduction to the case of a finite e´tale covering of affinoid spaces.
In the situation of 1.2.8, we say that the S′′ → S is a quotient e´tale
covering of S′ → S.
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1.3. Existence of e´tale paths.
1.3.1. Let us fix a geometric point s of S. We consider the fiber functor
F etS,s = F
et
s : Cov
et
S −→ Sets, S′ 7→ {geometric points s′ of S′ above s}
and its restrictions
F algS,s = F
alg
s : Cov
alg
S −→ Sets,
(considered in [SGA 1]) and
F topS,s = F
top
s : Cov
top
S −→ Sets .
An e´tale path (resp. algebraic path) from s to another geometric point t
of S is an isomorphism of functors F ets
∼−→ F et
t
(resp. F algs
∼−→ F alg
t
).
The set of e´tale paths is topologized by taking as fundamental open
neighborhoods of an e´tale path α the set StabS′,s′ ◦α, where StabS′,s′ runs
among the stabilizers in Aut(F ets¯ ) of arbitrary geometric points s
′ above s
in arbitrary e´tale coverings S′/S.
If we do the same for algebraic paths, we get the profinite topology
considered in [SGA 1].
On the other hand, an isomorphism of functors F tops
∼−→ F top
t
amounts
to a path up to homotopy in the usual sense between s and t in the arcwise
connected space S (this is compatible with composition of paths, which is
juxtaposition in the reverse order according to our convention); they form a
discrete set — in fact, a principal homogeneous space under πtop(S, s) acting
on the left.
The inclusions CovalgS →֒ CovetS , CovtopS →֒ CovetS induce continuous
maps from the space of e´tale paths between s and t to the space of algebraic
paths between s and t (resp. to the discrete set of paths up to homotopy
between s and t).
If f : S → X is any morphism of K-manifolds, and if α is an e´tale path
from s to t, there is an obvious notion of push-forward f∗α, which is an e´tale
path from f ◦ s to f ◦ t ; it is compatible with composition of e´tale paths (as
composition of isomorphisms of functors).
1.3.2. It follows from [SGA 1, exp. V] that algebraic paths exist. Using the
nice topology of Berkovich spaces, A.J. De Jong was able to prove [dJ95b,
2.9]:
Key lemma 1.3.3. Etale paths exist. More precisely, any Berkovich path
γ (up to homotopy) between s and t lifts to an e´tale path γ between s and t.
Proof. Up to introducing intermediate geometric points, we may assume
that S is affinoid (hence compact). For any finite open cover U = (Ui) of
S, let us denote by CovetS,U the full subcategory of Cov
et
S of e´tale coverings
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f : S′ → S such that f−1(Ui) =
∐
Vij and Vij is e´tale finite over Ui via f .
We thus have
CovetS = lim−→
U
CovetS,U , and Isom(F
et
s , F
et
t ) = lim←−
U
Isom(F ets,U , F
et
t,U)
where F ets,U , F
et
t,U denote the restrictions of F
et
s , F
et
t
to CovetS,U .
We have to show that Isom(F ets , F
et
t
) 6= ∅. The idea is to construct non-
empty compact subsets KU of Isom(F ets,U , F
et
t,U) (topologized as above) such
that if U ′ refines U ,KU ′ maps toKU under the natural map Isom(F ets,U ′ , F ett,U ′)→
Isom(F ets,U , F
et
t,U); it will follow that Isom(F
et
s , F
et
t
) ⊃ lim←−
U
KU 6= ∅.
In fact, it suffices to do so for a cofinal system of U ’s, which are chosen
as follows. Since S is arcwise connected, there is a continuous embedding
I = [0, 1] →֒ S with 0 7→ s, 1 7→ t. One considers finite open coverings
U = (U1, . . . , Un) such that
U1 ∩ I = [0, r1[, . . . , Ui ∩ I =]ri, ti[, . . . , Um ∩ I =]rm, 1], Um+1 ∩ I = ∅, . . .
for some points ri < ti−1 < ri+1 < ti in I (i = 2, . . . ,m − 1) and some
m ≤ n.
Given U , one chooses si in Ui∩Ui+1∩I (which amounts to a real number
between ri+1 and ti), and a geometric point si above si (i = 1, . . . ,m− 1);
one completes this collection of geometric points by setting s0 = s, sm = t.
Let us look at the diagram
CovetS,U
σi−→ IndCovalgUi+1
F algsi,Ui+1−−−−−→
F algsi+1,Ui+1−−−−−−−→
Sets .
One has F algsj ,Ui+1 ◦ σi = F etsi,U , j = i, i+ 1, whence continuous maps
Isom(F algsi,Ui+1, F
alg
si+1,Ui+1
)→ Isom(F etsi,U , F etsi+1,U).
Since algebraic paths exist, Isom(F algsi,Ui+1, F
alg
si+1,Ui+1
) is a non-empty compact
set for any i = 0, . . . ,m. On composing such isomorphisms for i = 0, . . . ,m,
one gets a continuous map
σU ,(si) :
m∏
i=0
Isom(F algsi,Ui+1, F
alg
si+1,Ui+1
)→ Isom(F ets,U , F ett,U )
whose image is a non-empty compact set KU .
In fact, while the map σU ,(si) depends on the choice of the geometric
points si, its image KU does not. Indeed, for any other choice s′i, there is
an algebraic path
γi : F
alg
si,Ui+1∩Ui
∼−→ F alg
s′i,Ui+1∩Ui , γ0 = id, γm = id .
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We denote by the same letter the induced algebraic paths on Ui and on
Ui+1. Then σU ,(si)(α0, . . . , αm) = σU ,(s′i)(γ1α0γ
−1
0 , . . . , γmαmγ
−1
m−1), whence
the independence.
From this observation, it is straightforward to conclude that if U ′ refines
U ,KU ′ maps toKU under the natural map Isom(F ets,U ′ , F ett,U ′)→ Isom(F ets,U , F ett,U ).
This establishes the first assertion.
For the second one (the surjectivity of Isom(F ets ), F
et
t
)→ Isom(F tops , F topt )),
one may argue as follows: let s˜ be a lifting of s to the universal topological
covering π : S˜ → S. Then γ.¯˜s is a lifting of t to the universal topological
covering. Let α be an e´tale path between ¯˜s and γ.¯˜s. Then γ := π∗(α) is
an e´tale path between s and t which maps to the ordinary path γ up to
homotopy, viewed as an isomorphism F tops → F topt .
1.4. The formalism of fundamental groups.
1.4.1. Let Cov•S be a full subcategory of Cov
et
S which is stable under taking
connected components, fiber products (over S) and quotients (in the sense of
1.2.8.). Examples: CovetS , Cov
top
S , Cov
alg
S .
We denote by F •S,s = F
•
s the restriction of F
et
s to Cov
•
S , and set
π•1(S, s) = AutF
•
s
topologized by considering as fundamental open neighborhoods of 1 the
stabilizers Stab•S′,s′ in π
•
1(S, s) of arbitrary geometric points s
′ above s in
arbitrary e´tale coverings S′ → S in Cov•S (here we see π•1(S, s) as acting on
the left on F •s (S
′)).
That the topology is indeed compatible with the group law is due to the
fact that the system of subgroups Stab•S′,s′ is stable under intersection (since
Cov•S is stable under taking fiber products) and under conjugation (which
amounts to a change of s′).
In the case Cov•S = Cov
et
S , π
et
1 (S, s) is the e´tale fundamental group
introduced and studied by De Jong [dJ95b].
In the case Cov•S = Cov
top
S , π
top
1 (S, s) = π
top
1 (S, s) is (an incarnation of)
the topological fundamental group.
In the case Cov•S = Cov
alg
S , π
alg
1 (S, s) is a profinite group, which will be
called the algebraic fundamental group. The theory is embodied in [SGA 1,
V]. If S is the analytification of an algebraic smooth K-variety Salg and
if char(K) = 0, then this group coincides with Grothendieck’s algebraic
fundamental group. This follows from the Gabber-Lu¨tkebohmert theorem,
according to which the GAGA functor is an equivalence between the cate-
gories of finite e´tale coverings of Salg and S respectively [Lu¨t93].
Lemma 1.4.2. The natural continuous map
φ : π•1(S, s)→ lim←−
Stab•
S′,s′
π•1(S, s)/Stab
•
S′,s′
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is a homeomorphism. In particular, π•1(S, s) is a separated pro-discrete
(hence totally discontinuous) topological space.
Proof. φ sends any neighborhood of id ∈ π•1(S, s) to a neighborhood of
φ(id) ∈ im(φ). Since φ is equivariant with respect to the continuous action
of π•1(S, s) by left translation, it is open onto its image. Hence it suffices to
show that it is bijective. Let γ := (γS′,s′) be a compatible family of elements
of π•1(S, s)/Stab
•
S′,s′ , i.e. represent an element of lim←− π•1(S, s)/Stab
•
S′,s′ .
For any S′ in Cov•S and any s
′ ∈ F •s (S′), γS′,s′ .s′ is another well-defined
element of F •(S′), which we denote by γ.s′. From the compatibility of the
γS′,s′ ’s, it follows that γ defines an endomorphism of the functor F
•
s .
On the other hand, one has a homeomorphism
inv : lim←− π
•
1(S, s)/Stab
•
S′,s′ → lim←− Stab
•
S′,s′ \π•1(S, s)
induced by g 7→ g−1. If we copy the construction γ 7→ γ starting from
inv(γ) and using right actions instead of left actions, the resulting en-
domorphism of F •s is nothing but the inverse of γ. Hence γ is an ele-
ment of π•1(S, s), and it is clear that γ 7→ γ is inverse to the natural map
π•1(S, s)→ lim←− π
•
1(S, s)/Stab
•
S′,s′ .
1.4.3. It is clear from the definitions that F •s may be enriched to a functor
Cov•S −→ π•1(S, s)-Sets, S′ 7→ F •s (S′)
where π•1(S, s)-Sets is the category of discrete sets endowed with a continuous
left action of π•1(S, s).
Proposition 1.4.4. Up to isomorphism (unique up to composition by inner
automorphisms), π•1(S, s) does not depend on s.
Proof. The space Isom(F •s , F
•
t
), non-empty due to 1.3.3, is formally a
πet1 (S, t)− πet1 (S, s)-bitorsor, and the result follows.
Theorem 1.4.5. The enriched functor F •s
Cov•S −→ π•1(S, s)-Sets
is fully faithful, and extends to an equivalence of categories
{disjoint unions of objects of Cov•S} −→ π•1(S, s)-Sets.
Connected coverings correspond to π•1(S, s)-orbits.
Proof. (cf. [dJ95b, 2.10] in the e´tale case). If f : S′ → S is an e´tale
covering in Cov•S and s
′, s′′ are elements of Fs(S′) in the same connected
component of S′, proposition 1.3.3 ensures the existence of an e´tale path α
from s′ to s′′. Then f∗(α) ∈ πet1 (S, s), and f∗(α).s′ = s′′; of course, we may
replace here f∗(α) by its image in π•1(S, s). This shows that π
•
1(S, s)-orbits in
F •s (S
′) correspond bijectively to connected components of S′. In particular
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F •s (S
′) = π•1(S, s)/Stab
•
S′,s′
if S′ is connected.
This implies that the enriched functor F •s is fully faithful, because if S
′
is connected, a morphism between e´tale coverings S′ → S′′ of S may be
identified via its graph with a connected component T of the e´tale covering
S′×SS′′ (which belongs to Cov•S by assumption) such that F •s (T ) ∼−→ F •s (S′)
(this can be checked locally on S, and this reduces to a well-known fact about
finite algebraic coverings).
It remains to show that any π•1(S, s)-orbit comes from a (connected) e´tale
covering. By definition, such an orbit may be written π•1(S, s)/H, where H
is a subgroup containing the stabilizer Stab•S′,s′ of some geometric point s
′
above s in some connected e´tale covering S′ of S. As we have seen, the
connected components of S′ ×S S′ correspond bijectively to π•1(S, s)-orbits
in F •s (S
′×SS′) = F •s (S′)2. The union R ⊂ S′×SS′ of connected components
which corresponds to the union of points (s′, s′.h), h ∈ H, is an equivalence
relation on S′ over S. By lemma 1.2.8, the quotient S′′ = S′/R is an e´tale
covering of S which belongs to Cov•S by assumption. If s
′′ denotes the image
of s′ in S′′, it is clear that H = Stab•S′′,s′′ .
1.4.6. A connected e´tale covering S′ → S is Galois if S is the quotient
S′/(AutS S′); AutS S′ is called the Galois group of the covering. By [Ber93,
4.1.9], an e´tale Galois covering of S with group G is the same as a connected
principal homogeneous space under the constant S-group GS
(1).
Through the dictionary of 1.4.5, a Galois e´tale covering in Cov•S corresponds
to a surjective continuous homomorphism
π•1(S, s)→ G,
with G discrete (∼= AutS S′). In other words, a (pointed) covering (S′, s′) in
Cov•S is Galois if and only if Stab
•
S′,s′ ⊂ π•1(S, s) is normal.
Example: the logarithm (1.2.6. (i)) is a Galois e´tale covering of (A1Cp)
an
with group µp∞ ∼= Qp/Zp.
The following is also clear:
Corollary 1.4.7. π•1(S, s) is a pro-discrete group if and only if in Cov
•
S any
connected covering is dominated by a Galois covering.
Remark. This property holds in CovtopS and Cov
alg
S , but not in Cov
et
S in gen-
eral. Let for instance S = P1Cp, and let us consider the Galois covering given
by the Gross-Hopkins period mapping (II.6.3.3). According to [dJ95b, 7.4]
(using the viewpoint sketched in II.6.4), the corresponding discrete quotient
of πet1 (P
1, s) is the composition
(1)loc. cit. 4.1.4, which is used in the proof, is available since we are dealing with
strictly analytic spaces, cf. loc. cit. 4.1.5.
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πet1 (P
1, s)→ SL2(Qp)→ SL2(Qp)/SL2(Zp)
where the first map is a continuous surjective homomorphism, and the quo-
tient topology on SL2(Qp) is non-discrete (loc. cit. p. 116). Since the
biggest normal subgroup of SL2(Qp) contained in SL2(Zp) is {± id}, we
see that its preimage in πet1 (P
1, s) cannot be open. Thus πet1 (P
1, s) is not a
pro-discrete group.
Corollary 1.4.8. Let Cov••S be a full subcategory of Cov
•
S stable under tak-
ing connected components, fiber products (over S) and quotients. Then the
corresponding continuous homomorphism π•1(S, s)→ π••1 (S, s) has dense im-
age (it is neither strict(2) nor surjective in general).
In particular, if CovalgS ⊂ Cov•S , then πalg1 (S, s) is the profinite comple-
tion(3) of π•1(S, s).
Proof. By lemma 1.4.2, it suffices to prove that for any S′ in Cov••S and
any s′ ∈ F •s (S′) = F ••s (S′), the natural map π•1(S, s) → π••1 (S, s)/Stab••S′,s′
is surjective. We may replace S′ by the connected component of s′. Accord-
ing to the previous theorem, π••1 (S, s)/Stab
••
S′,s′ and π
•
1(S, s)/Stab
•
S′,s′ are
then identified to F •s (S
′) = F ••s (S
′), whence the first assertion. The second
assertion is clear, since πalg1 (S, s) is profinite.
To see that the image of π•1(S, s) → π••1 (S, s) is neither strict nor sur-
jective in general, it suffices to take S such that πtop1 (S, s) is infinite (e.g.
a Tate curve). Then πet1 (S, s) → πalg1 (S, s) is neither surjective nor strict.
This follows from the commutative square of topological groups
πet1 (S, s) −−−→ πalg1 (S, t)y y
πtop1 (S, s) −−−→ ̂πtop1 (S, t)
where the roof denotes the profinite completion; the coimage (resp. image)
of the “south-east map” πtop1 (S, s) → ̂πtop1 (S, t) is infinite discrete (resp.
compact).
In this context, the following general lemma is useful:
Lemma 1.4.9. Let G,H be separated topological groups such that any neigh-
borhood of 1 contains an open subgroup, and let f : G→ H be a continuous
homomorphism.
(2)recall that a continuous homomorphism between topological groups is strict if the
induced continuous bijective homomorphism between the coimage and the image is an
isomorphism, i.e. bicontinuous; the coimage is the quotient of the source by the kernel,
with the quotient topology.
(3)the profinite completion of a topological group is the inverse limit of its quotients
by open normal subgroups of finite index.
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(i) If the induced functor f∗ : H-Sets→ G-Sets is essentially surjective,
then f is injective.
(ii) If f∗ : H-Sets → G-Sets is an equivalence, then f is injective, strict
and has dense image.
(iii) If f∗ : H-Sets → G-Sets is an equivalence and G = lim←−G/U (the
limit running over open subgroups of G), then f is an isomorphism.
(iv) If G is complete and if the normal open subgroups are cofinal among
the open subgroups U , then G = lim←−G/U .
Proof. (i) otherwise, let g 6= 1 be in the kernel of f . BecauseG is separated,
there exists a neighborhood U of 1 not containing g, and by hypothesis,
one may assume that U is an open subgroup of G. By assumption the
(connected) G-set G/U corresponds via f∗ to a (connected) H-set X. Since
f(g) = 1, g acts trivially on f∗(X), in contradiction with the fact that g /∈ U .
(ii) To show that f has dense image, it suffices to show that for h ∈ H
and any neighborhood V of 1, f(G).h ∩ V 6= ∅. By hypothesis, one may
assume that V is an open subgroup of H. Thus one has to show that
H = G.V for any open subgroup V of H, i.e. G acts transitively on H/V .
If the action is not transitive, f∗(H/V ) can be written as a disjoint union
of G-sets, which contradicts the the assumption that f∗ is an equivalence.
It remains to show that f is strict. But we have seen that f∗ induces an
equivalence on transitive sets. Therefore f−1 induces a bijection between
open subgroups of H and open subgroups of G, whence the result.
(iii) Indeed one has a commutative diagram
G
⊂−−−→ H
≀
y y
lim←−G/U
∼−−−→ lim←−H/V
and the right vertical map is injective since H is separated.
(iv) follows from [Bou74, III.7.2, prop. 2].
1.4.10. Let f : T → S be any morphism of connected K-manifolds. We
have the natural functor
CovetS → CovetT : S′ 7→ S′ ×S T.
Let us assume that it induces a functor
f•∗ : Cov•S → Cov•T .
Since F ∗S,s = F
∗
T,t
◦ f•∗ if s = f(t), this gives rise to a continuous homomor-
phism
f•∗ : π
•
1(T, t)→ π•1(S, s = f(t)).
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Corollary 1.4.11. f•∗ is an isomorphism of topological groups if and only
if f•∗ is an equivalence of categories.
Proof. If f•∗ is an isomorphism, it induces an equivalence π•1(S, s)-Sets ∼=
π•1(T, t)-Sets, and it follows from 1.4.5 that f
•∗ is an equivalence of cate-
gories. The other implication is immediate.
Corollary 1.4.12. Assume that f is an e´tale covering in Cov•S, thus cor-
responding to the π•1(S, s)-orbit π
•
1(S, s)/Stab
•
T,t
through the dictionary of
1.4.5.
(a) Then Stab•
T,t
is the closure of the image of f•∗ . In particular, if f is
a Galois covering, its Galois group is π•1(S, s)/(Im f
•∗ )−.
(b) Assume moreover that for any covering T ′ → T in Cov•T , the com-
position with f gives rise to a covering T ′ → S in Cov•S. Then f•∗
is open and injective (hence π•1(T, t) may be identified with the open
and closed subgroup Stab•T,t of π
•
1(S, s)).
Proof. (a) Looking at the natural identifications
π•1(S, s)/Stab
•
T,t
∼= F •s (T ) ∼= F •t,t(T ×S T )
of π•1(S, s)-orbits. The connected component of T ×S T containing (t, t)
is the diagonal T ⊂ T ×S T , therefore the π•1(T, t)-orbit is reduced to the
point (t, t). This shows that Im f•∗ lies in Stab
•
T,t.
To show that it is dense, we have to show that for any connected S′
in Cov•S and any geometric point s
′ of S′ above s, the map π•1(T, t) →
π•1(S, s)/Stab
•
T,t
induced by f•∗ is surjective. This follows from 1.4.5 as in
1.4.8.
(b) Under the extra assumption, one has functors Cov•T → Cov•S →
Cov•T : T
′/T 7→ T ′/S; S′/S 7→ (S′ ×S T )/T .
For any open subgroup H ⊂ π•1(T, t) (corresponding as in 1.4.5 to a pointed
connected covering (T ′, t′) ), π•1(T, t)/H ∼= F •t′(T ′) is a subset of F •t′,t(T ′ ×S
T ) ∼= F •s (T ′) ∼= π•1(S, s)/Stab•T ′,t′ . In other words, f•∗ induces an open
injective homomorphism
π•1(T, t)/H →֒ π•1(S, s)/f•∗ (H).
Indeed, f•∗ (H) = Stab
•
T ′,t
′ is open in π•1(S, s): such groups correspond to
connected coverings of S which dominate T (i.e. which factorize over f).
Since such coverings are cofinal in Cov•S, we can pass to the limit, using
1.4.2:
π•1(T, t) = lim←−π
•
1(T, t)/H →֒ lim←−π
•
1(S, s)/f
•
∗ (H) ∼= π•1(S, s)
and conclude that f•∗ is an open injective homomorphism.
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1.5. Example: Ramero’s locally algebraic e´tale fundamental group.
1.5.1. When S is countable at infinity, L. Ramero has introduced an inter-
esting category Covloc.algS of e´tale coverings, called ‘locally algebraic’, which
generalize the logarithmic covering of A1, and which are intimately con-
nected with the local study of meromorphic differential equations around
singularities [Ram98, 4].
An e´tale covering is locally algebraic if the preimage of every compact
subdomain W ⊂ S is a disjoint union ∐Wi of subdomains Wi which are
finite e´tale over W . Since S is (by assumption) a union of an increasing
countable family of compact subdomains Sj, j ≥ 1, it suffices to check the
condition for W = Sj ,∀j.
This category is stable under taking connected components, fiber products
(over S) and quotients. Moreover, it is stable by disjoint union and ‘com-
position’. Assuming that s ∈ S1, one has a natural homomorphism
lim−→π
loc.alg
1 (Sj , s) = lim−→π
alg
1 (Sj , s)→ πloc.alg1 (S, s).
Proposition 1.5.2. This is an isomorphism: πloc.alg1 (S, s)
∼= lim−→π
alg
1 (Sj , s).
Proof. It is clear that an automorphism of F loc.algS,s amounts to a compatible
family of automorphisms of F algSj ,s, hence the homomorphism is bijective.
Moreover, the induced map lim−→π
alg
1 (Sj , s)-sets → πloc.alg1 (S, s)-sets is an
equivalence: both sides are equivalent to Covloc.algS , cf. 1.4.5 and [Ram98,
4.1.6]. Therefore open subgroups correspond to stabilizers as usual, and the
bijection πloc.alg1 (S, s)
∼= lim−→π
alg
1 (Sj, s) is bicontinuous.
It is not known whether πloc.alg1 (S, s) is a pro-discrete group (cf. in this
direction loc. cit. 4.3).
Example. The logarithm of any Lubin-Tate formal group over a p-adic field
gives rise to a locally algebraic e´tale covering of the analytic affine line, cf.
loc. cit. 6.1.1.
On the other hand, the Gross-Hopkins covering of P1 is not locally al-
gebraic, although there is a finite affinoid cover (Vi) of P1 such that the
restriction of the covering to any Vi is a disjoint union of finite e´tale cover-
ings.
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2. Temperate fundamental groups.
Abstract: We introduce the notion of temperate e´tale covering. Such coverings
are essentially built from (possibly infinite) topological coverings of finite e´tale
coverings; they are classified by temperate fundamental groups, which seem to be
the right non-archimedean equivalents of fundamental groups of complex mani-
folds. These groups are not discrete, but nevertheless often possess many infinite
discrete quotients.
2.1. Temperate e´tale coverings and temperate fundamental groups.
In the archimedean context, the categories CovetS and Cov
top
S coincide;
in the non-archimedean situation, in contrast, CovtopS is “too small” (for
instance, it consists of disjoint unions of copies of S if S has dimension one
and tree-like reduction, e.g. if S is an annulus), while CovetS is “too big” (for
S = P1, it contains many non-trivial objects).
We introduce an intermediate category, which seems to be a closer ana-
logue of the category of unramified coverings in the archimedean context.
Definition 2.1.1. An e´tale covering S′ → S is temperate if it is a quo-
tient(4) of a composite e´tale covering T ′ → T → S, where T ′ → T is a
(possibly infinite) topological covering, and T → S is a finite e´tale covering.
Hence we have the commutative square
T ′
ւ ց
T S′
ց ւ
S
with T ′ ∈ CovtopT , T ∈ CovalgS , S′ ∈ CovetS .
Remark. The notion of temperate covering is stable under base change as
in 1.4.10.
Lemma 2.1.2. Let T → S be a finite Galois e´tale covering, and let T˜ → T
be the universal topological covering of T . Then the composite T˜ → S is a
Galois temperate covering.
Proof. From 1.2.5, we know that it is an e´tale covering, automatically
temperate. It remains to show that it is Galois. By the universal property
of T˜ , any automorphism of T lifts to T˜ , hence there is an exact sequence of
discrete groups:
1→ (πtop1 (T, t) ∼=) AutT T˜ → AutS T˜ → AutS T → 1.
Since T˜ /(AutT T˜ ) = T and T/(AutS T ) = S, it follows that T˜ /(AutS T˜ ) =
S.
(4)in the sense of 1.2.8.
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We see from the lemma that in the definition of a temperate covering,
we may assume that T ′ → S and T ′ → T are Galois.
Remarks 2.1.3. (i) It is not true that any quotient of a tower T ′ → T → S as
in definition 2.1.1 is again of this form. As a counter-example, let us consider
a Tate elliptic curve E over K = Cp, and set T = E \E[2] (2-torsion points
removed). Then T˜ is Ganm deprived from the countable subgroup ±(
√
q)Z,
and T ∼= T˜ /qZ. The inversion x 7→ 1/x on T˜ induces the inversion on E, and
Gm/{id, inv} = A1 (via x 7→ x + 1/x), E/{id, inv} = P1. Let us consider
the infinite temperate covering
S′ = T˜ /{id, inv} → S = T/{id, inv} = P1 \ {0, 1, λ,∞}.
Then S′ is not a topological covering of any finite e´tale covering S′′ of S.
Indeed, otherwise T˜ would be the universal topological covering of some
connected component T ′ of T ×S S′′. The tower T˜ → T ′ → T would then
extend to a tower of topological coverings Ganm → E′ → E, where E′ is
another Tate curve isogenous to E (we use the fact that the topological
fundamental group of T ′ and E is the same). Then S′′ ⊂ E′/{id, inv} ∼=
P1. But any open subset in P1Cp is simply-connected, whence T˜ = S
′′, a
contradiction.
This example also shows that a temperate covering may become a topologi-
cal covering after finite e´tale base change, without being itself a topological
covering.
(ii) The notion of temperate covering is not local on S. In fact, the
Gross-Hopkins e´tale covering of (P1Cp)
an is not temperate, although there is
a finite open cover (Ui) of (P1Cp)
an such that it becomes a disjoint union of
finite e´tale coverings over each Ui (by compactness).
2.1.4. We denote the category of temperate (e´tale) coverings of S by CovtempS .
From the fact that topological and finite e´tale coverings respectively are sta-
ble under taking connected components and fiber products, it is not difficult
to see that CovtempS is stable under taking connected components and fiber
products (over S). By definition, it is stable under taking quotients.
According to the results of 1.4, there is thus defined a separated totally
discontinuous group, the temperate fundamental group πtemp1 (S, s), which
does not depend on the geometric point s up to isomorphism. Moreover:
Lemma 2.1.5. πtemp1 (S, s) is a pro-discrete group (hence complete, cf. [Bou74,
III. 57.7]). A basis of open neighborhoods of 1 is given by normal closed
subgroups H such that πtemp1 (S, s)/H is the Galois group of the universal
topological covering of some finite e´tale Galois covering of S.
Proof. This follows from 1.4.7. and 2.1.2 (connected temperate coverings
admit a Galois closure).
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The inclusion CovtopS →֒ CovtempS gives rise to a surjective homomor-
phism
πtemp1 (S, s)→ πtop1 (S, s)
(cf. 1.4.8, taking into account the discreteness of πtop1 (S, s)), which shows
that πtemp1 (S, s), although not a discrete group, has many infinite discrete
quotients in general; we say that πtemp1 (S, s) is “lacunary”.
On the other hand, the inclusion CovalgS →֒ CovtempS gives rise to a
continuous homomorphism with dense image
πtemp1 (S, s)→ πalg1 (S, s),
and πalg1 (S, s) may be identified with the profinite completion of π
temp
1 (S, s).
This shows that πtemp1 (S, s) is not “too small” (as opposed to π
top
1 (S, s)),
and the following two propositions show that it is not “too big” as well (as
opposed to πet1 (S, s)):
Proposition 2.1.6. If dim S = 1, the homomorphism πtemp1 (S, s)→ πalg1 (S, s)
is injective.
Proof. By 2.1.2 and 2.1.5, it suffices to see that if T → S is a finite
Galois e´tale covering, the Galois group of the temperate covering T˜ → S is
residually finite. But this group contains πtop1 (T, t) as a normal subgroup of
finite index. The point is that in dimension one, topological fundamental
groups are free, hence residually finite.
The lacunary subgroup πtemp1 (P
1
Cp
\{0, 1,∞}) of the profinite free group
on two generators πalg1 (P
1
Cp
\ {0, 1,∞}) is especially interesting and myste-
rious, and will be the object of our investigations in later sections(5).
Proposition 2.1.7. If S is algebraic and K of characteristic zero, the Ga-
lois group of any Galois temperate covering of S is finitely generated. More-
over, if K has only countably many finite extensions in a fixed algebraic
closure K (e.g. if K is a p-adic field), then πtemp1 (S, s) and all its quotients
by closed normal subgroups are ‘polish’, i.e. metrizable of countable type and
complete.
Proof. Let us consider the first assertion. By 2.1.2, it suffices to treat the
case of the universal topological covering of a finite Galois e´tale covering.
By the already mentioned Gabber-Lu¨tkebohmert theorem, that finite e´tale
covering is algebraic. The Galois group admits as a normal subgroup of
finite index the topological fundamental group of that finite e´tale covering,
which is finitely generated (cf. 1.1.3); whence the result.
Since πtemp1 (S, s) is separated, its metrizability is equivalent to the existence
of a countable fundamental system of neighborhood of 1 [Bou74, IX.3.1
(5)recall, on the other hand, that πtop1 (P
1
Cp \ {0, 1,∞}) is trivial.
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prop. 1]. By 2.1.5, it suffices to see that there are countably many finite
e´tale coverings of S, which follows, by de´vissage, from the assumption that
Gal(K/K) has countably many open subgroups, and from the topological
finite generation of the algebraic fundamental group overK. This also shows
that πtemp1 (S, s) is not only a pro-discrete group (which already implies that
it is complete), but even a countable inverse limit of discrete countable
groups. It follows that the metrizable group πtemp1 (S, s) admits a countable
dense subset, hence its topology has a countable basis [Bou74, IX.2.8 prop.
12].
It follows that any closed subgroup of πtemp1 (S, s) and any quotient of π
temp
1 (S, s)
by a closed normal subgroup is metrizable and complete [Bou74, IX.3.1
prop. 4], and of countable type (for a quotient: because it has a countable
dense subset).
Notice however that the first assertion does not imply that πtemp1 (S, s)
is topologically finitely generated. On the other hand, we shall show below
that it is not locally compact in general (2.3.12).
Proposition 2.1.8. Let f : T → S be an e´tale finite Galois covering of a
connected K-manifold with group G, and t be a geometric point of T . Then
there is an exact sequence
1→ πtemp1 (T, t)→ πtemp1 (S, f(t))→ G→ 1.
Proof. It is clear from the definition 2.1.1 that any temperate covering of
T gives rise, by composition with f , to a temperate covering of S. Thus the
proposition follows from 1.4.12.b.
Remark. We shall see below (2.3.3) that on the other hand, an e´tale covering
of S which is a finite e´tale covering of a topological covering is not necessarily
temperate.
The following result is an important criterion to recognize topological,
resp. temperate, resp. locally algebraic coverings:
Theorem 2.1.9. Let S′ be a Galois e´tale covering of S with group G. Then
(a) if G is torsion-free, S′ is a topological covering of S;
(b) if G is virtually torsion-free, S′ is a temperate covering of S; more
precisely, S′ is a topological covering of some finite e´tale Galois cov-
ering of S;
(c) assume that S is countable at infinity; then S′ is a locally algebraic
covering of S if and only if G is the union of an increasing sequence
of finite subgroups.
Proof. (a) (cf. also [dJ95b]) Let ρ : πet1 (S, s) → G be the continuous
homomorphism corresponding S′ → S. Let t be another geometric point of
S, and let γ be an e´tale path from t to s. Under the composed continuous
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homomorphism
πet1 (t, t)→ πet1 (S, t)
ad(γ)−−−→ πet1 (S, s)→ G
the compact (profinite) group πet1 (t, t)
∼= Gal(H(t)sep/H(t)) is sent to 1 if
G is torsion-free. This means that for any t
′ ∈ Ft(S′), H(t′) = H(t). Let
U be an open neighborhood of t (which we may assume to be contractible
thanks to Berkovich’s theorem), such that S′ ×S U ∼=
∐
Vj, with Vj finite
e´tale over U . Since H(t′) = H(t) for any point t′ in Vj above t, it follows
from 1.2.1 that Vj is a topological covering of the contractible open set U ,
hence a disjoint union of finitely many copies of U . This holds for any point
t ∈ S, therefore S′ → S is a topological covering.
(b) If G is virtually torsion-free, let N be a torsion-free normal subgroup
of finite index, and let S′ → T → S be the corresponding intermediate
Galois covering. By a), S′ → T is a topological covering, hence S′ → S is a
temperate e´tale covering.
(c) Assume that S′ corresponds to a principal homogeneous space under
GS , classified by an element of H
1(S,G). Let us write S =
⋃
Sj, with
Sj compact. Assume that G =
⋃
Gk, with Gk finite. Then H
1(Sj , G) =
lim−→H1(Sj, Gk), therefore the restriction of S′ to any Sj is a disjoint union
of finite e´tale coverings of Sj, hence S
′ → S is locally algebraic. Conversely,
if S′ → S is Galois locally algebraic, its group G is a discrete image of
lim−→π
alg
1 (Sj , s), each Gj := Im(π
alg
1 (Sj , s)) is finite, and G =
⋃
Gj .
Corollary 2.1.10. In dimension one, πtemp1 (S, s) is the pro-VTFD-completion
of πet1 (S, s).
By pro-VTFD-completion of a topological group Γ, we mean the inverse
limit of its virtually torsion-free discrete quotients. This is a filtered limit
(if Γ/H ′ and Γ/H ′′ are VTFD, so is Γ/(H ′∩H ′′) ). Pro-VTFD-completions
are functorial (due to the fact that any subgroup of a VTF group is VTF).
Proof. By 2.1.2, the coverings of the form T˜ → T → S, with T finite e´tale
Galois over S, are cofinal among temperate coverings. In dimension one,
we have seen that the Galois groups of such Galois coverings are virtually
torsion-free, whence the result (using 1.3.2).
Examples. (i) It follows from 2.1.10 that the logarithmic (locally algebraic)
covering
log : DCp(1, 1
−) −→ A1Cp
of the affine line is not temperate, since its Galois group Qp/Zp has no
non-trivial virtually torsion-free quotient. This also follows from 2.1.6, since
πalg1 (A
1
Cp
) = 0.
Remark. It is easy to draw from 2.1.9 that a connected e´tale covering which
is both temperate and locally algebraic is (finite) algebraic.
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(ii) It also follows from 2.1.9 that there is no e´tale Galois covering of the
punctured disk with Galois group Z. This fact has noteworthy consequences
on the local monodromy of p-adic differential equations (cf. next sections).
Remark. In [And98], we have limited ourselves to temperate coverings for which
the tower T ′ → T → S occuring in definition 2.1.1 is Galois with VTF group.
The fundamental attached to the category of such coverings is then the pro-VTFD-
completion of πet1 (S, s). The definition 2.1.1 seems however more natural (and is
much more general in higher dimension). In [And98], another topological group
is introduced, namely the coimage of πet1 (S, s) → πtop1 (S, s) × πalg1 (S, s), denoted
by πred1 (S, s). In dimension one, there is a continuous injective homomorphism
with dense image πred1 (S, s) → πtemp1 (S, s), but it not clear whether this is an
isomorphism (the question is the openness of πet1 (S, s)→ πtemp1 (S, s)).
Theorem 2.1.11. Assume that K is algebraically closed of characteristic
zero. Let S be a (paracompact strictly) normal connected K-analytic space S,
and let Z be a closed analytic subset such that S := S \Z is smooth. Assume
that for any point s of S, there is a covering (in the sense of 1.2.3) from a
K-manifold onto a neighborhood U(s) of s which is e´tale above U(s) ∩ S.
Then any temperate e´tale covering S′ → S extends to a (possibly ramified)
covering S
′ → S, in the sense of 1.2.3: any point x has an open neighborhood
U(x) such that S′ ×S U(x) is a disjoint union of finite (ramified) coverings
Vj of U(x). Moreover, one may assume that the Vj are normal; such an
extension S
′ → S is then unique.
Furthermore, if Z has codimension ≥ 2 and S is smooth, any temperate
e´tale covering S′ → S extends to a unique temperate covering S′ → S.
Proof. We start with the statement about unicity. Since it is local on S, it
is enough to establish it in the case of finite coverings (by definition 1.2.3).
Let S
′
and S
′′
be two connected finite coverings of S which coincide over S.
The diagonal ∆ is a connected component of S′ ×S S′′. Its closure ∆ in the
normalization of S
′ ×S S
′′
is again a connected component (using [Ber99,
3.3.16]). The projections ∆ → S′, ∆→ S′′ are finite, and their restrictions
to ∆ are isomorphisms; hence they are themselves isomorphisms if S
′
and
S
′′
are normal.
Let us turn to the existence of the extension (with the normality prop-
erty). By unicity, this is a local question; we may and shall assume that Z is
a hypersurface, and that S is (strictly) affinoid, and that there exists a finite
covering T → S by a rigid-analytically smooth affinoid T , which restricts to
a finite e´tale covering T → S.
Let us first show that any quotient of a temperate covering S′ → S which
has the extension property inherits this extension property: by unicity, the
question is again local on S; by definition of coverings, this reduces the
question to the case when S′ → S is finite. By glueing (cf. [Ber93, 1.3.3]),
it is again enough to treat the affinoid (normal) case. The argument is
similar to the above one for unicity and left to the reader.
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This remark allows us to assume that S′ → S is a topological covering of
a finite e´tale covering of S. Let us first treat the case of a finite e´tale cover-
ing. In this case, the extension property is proved in Gabber-Lu¨tkebohmert
[Lu¨t93].
The crucial case is the case of a punctured disk S = D∗ which is worth
stating separately:
Lemma 2.1.12 (Gabber, Lu¨tkebohmert). Any finite e´tale covering of D∗
becomes a finite disjoint union of Kummer coverings on a smaller concentric
punctured disk.
(Here the assumption that K is of characteristic zero is essential). From
there, one draws the extension property, in the product case, when S is a
polydisk and Z a union of axes (cf. loc. cit., 3.3). By Kiehl’s theorem on the
existence of tubular neighborhoods [Kie67b], the statement also holds if Z
is a strict normal crossing divisor in S. In the general case, one can invoke
embedded resolution for Z, cf. [Sch99] (note that [Lu¨t93, §4] proposes an
alternative strategy which uses embedded resolution only in dimension 2).
It remains to deal at last with the case of a topological covering S′ → S.
In order to avoid problems of singularities, we consider a finite etale covering
T → S as above, T being a rigid-analytically smooth affinoid. It will be more
convenient to replace S′ by S′ ×S T (of which S′ is a quotient) so that the
new S′ is a topological covering of T itself a finite e´tale covering of S. By
1.1.4, S′ extends to a topological covering S′ → T , and composition with
T → S provides the desired extension of S′/S to a covering S′/S.
The last statement of the theorem follows from the Nagata-Zariski pu-
rity theorem (which becomes easy in the case of a finite morphism of one-
dimensional affinoids).
Remark. This extension property of temperate coverings does not hold for
arbitrary e´tale coverings.
Indeed, one can show that the logarithmic covering of the affine line does
not extend to a (ramified) covering of the projective line.
The previous theorem is completed by the following result, which is
proven as in the complex case [SGA 1, exp. XII, 5.3]:
Proposition 2.1.13. Let S be a normal analytic space, and let Z be a
closed analytic subset such that S := S \ Z is dense in S. Then the functor
which attaches to any finite normal covering of S its restriction to S is fully
faithful.
It follows that in 2.1.11, the extension of coverings from temperate cov-
erings of S to ‘normal’ coverings of S ‘is’ a fully faithful functor.
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2.2. Interlude: tangential base-points.
2.2.1. Instead of basing fundamental groups at geometric points, it is some-
times more convenient(6) to base them at tangent vectors at points at infinity.
P. Deligne has explained the construction for affine algebraic curves in
characteristic zero, for topological, algebraic (= profinite) and other kinds
of fundamental groups [Del89]. In the profinite case, these tangential base-
points amount to genuine geometric generic points, corresponding to em-
beddings of the function field of the curve into the field of Puiseux series at
the chosen point at infinity (with respect to a fixed local parameter z at that
point; however, the embedding depends only on the tangent vector ∂/∂z).
If we try to imitate the construction in our non-archimedean setting, we
face at once the following difficulty: let us assume for simplicity that the
curve is the affine line; since there is no way to extend the Gauss norm on
K(z) to the field of Puiseux series with arbitrary coefficients in K, one does
not get geometric (generic) points in the sense of 1.2.2. We do not know
how to overcome this difficulty for (analytic) e´tale coverings in general (and
we doubt that this is possible). For temperate e´tale coverings, however, we
can circumvent the difficulty as follows.
2.2.2. We assume thatK is algebraically closed of characteristic 0. Let S be
a K-manifold of dimension one, and let S be the complement of a classical
point 0 in S (so that 0 has a basis of open neighborhoods consisting in disks
centered at 0). As above, it follows from 2.1.12 that the restriction of any
temperate covering of S to a punctured disk around 0 of sufficiently small
radius splits into a disjoint union of Kummer coverings of bounded degree. If
we replace S by the its tangent space at 0 and 0 by the zero tangent vector,
the same construction yields an equivalence of categories, with an obvious
inverse given by ‘extension’. We thus get a specialization functor:
CovtempS → CovtempT 0
S,0
.
Any geometric point ~t of T 0
S,0
, e.g. any non-zero tangent vector at 0, then
gives rise by composition to a fiber functor
F temp~t : Cov
temp
S → Sets .
Proposition 2.2.3. This fiber functor is isomorphic to F temp
t
for any geo-
metric point t.
Proof. We follow the line of proof of 1.3.3. We may assume that S is
affinoid (hence compact). Let us consider finite open covers U = (U i)i≥1 of
S such that U1 is a disk centered at 0 and 0 /∈ U i for i > 1.
Let us denote by U = (Ui) its trace on S, and by CovtempS,U the full
subcategory of CovtempS of temperate coverings f : S
′ → S such that f−1Ui =∐
Vij and Vij is e´tale finite over Ui via f .
(6)for instance in the study of Galois actions on fundamental groups.
134 III. p-ADIC ORBIFOLDS AND MONODROMY.
The point is that by 2.1.11 (or 2.2.2), we have CovtempS = lim−→
U
CovtempS,U ,
where U runs among the open covers of S satisfying the above properties.
Also
Isom(F temp~t , F
temp
t
) = lim←−
U
Isom(F temp~t,U , F
temp
t,U )
where F temp~t,U , F
temp
t,U denote the restrictions of F
temp
~t
, F temp
t
to CovtempS,U .
To show that Isom(F temp~t , F
temp
t
) 6= ∅, we construct non-empty compact
subsets KU of Isom(F
temp
~t,U , F
temp
t,U ) (topologized as before) such that if U ′
refines U , KU ′ maps to KU under the natural map Isom(F temp~t,U ′ , F
temp
t,U ′ ) →
Isom(F temp~t,U , F
temp
t,U ); it will follow that Isom(F
temp
~t
, F temp
t
) ⊃ lim←− U KU 6= ∅.
In fact, it suffices to do so for a cofinal system of U ’s. We now use a
continuous embedding I = [0, 1] →֒ S with 0 7→ 0 ∈ S, 1 7→ t. We consider
open covers U = (U1, . . . , Un) as above, and such that
U1 ∩ I = 0, r1[, . . . , Ui ∩ I =]ri, ti[, . . . , Um ∩ I =]rm, 1], Um+1 ∩ I = ∅, . . .
for some points ri < ti−1 < ri+1 < ti in I (i = 2, . . . ,m − 1) and some
m ≤ n.
Given U , one chooses si in Ui∩Ui+1∩I (which amounts to a real number
between ri+1 and ti), and a geometric point si above si (i = 1, . . . ,m− 1);
one completes this collection by setting s0 = ~t, sm = t.
Let us look at the diagram
CovtempS,U
σi−→ IndCovalgUi+1
F algsi,Ui+1−−−−−→
F algsi+1,Ui+1−−−−−−−→
−→ Sets .
One has F algsj ,Ui+1 ◦ σi = F
temp
si,U , j = i, i+ 1, whence continuous maps
Isom(F algsi,Ui+1, F
alg
si+1,Ui+1
)→ Isom(F tempsi,U , F
temp
si+1,U).
But Isom(F algsi,Ui+1, F
alg
si+1,Ui+1
) is a non-empty compact set for any i = 0, . . . ,m:
for i = 0 (s0 = ~t), one uses the analogue of 2.2.3 for the category of finite
e´tale coverings, which follows from Deligne’s discussion, loc. cit (or even di-
rectly from [SGA 1, V], interpreting F alg~t,Ui+1
as a fiber functor at a geometric
generic point). The rest of the proof goes exactly as in 1.3.3.
2.2.4. This proposition allows to construct fundamental groups π•1(S, ~t )
based at a tangential base-point ~t for any full subcategory Cov•S → CovtempS
stable under taking connected components, fiber products and quotients.
The theory of 1.4 extends without change to this variant, as far as one
restricts to curves over an algebraically closed field of characteristic zero.
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For CovtopS → CovtempS , the interpretation of tangential base-points is not
as transparent as in the complex-analytic context.
2.3. Description of some temperate fundamental groups.
In this subsection, we assume that K is algebraically closed of charac-
teristic 0 (typically K = Cp).
2.3.1. It follows from 2.1.6 (together with 1.4.1) that P1 and A1 have trivial
temperate fundamental groups(7).
Let us next examine Gm = P1\{0,∞}. We have πtop1 (Gm, 1) = 0; on the
other hand, any connected finite e´tale covering is Kummer Gm → Gm, x 7→
xn. It follows that
πtemp1 (Gm, 1) = π
alg
1 (Gm, 1) = Ẑ(1) := lim←−
n
µn ∼= Ẑ =
∏
ℓ
Zℓ.
Similarly, πtemp1 (G
n
m, 1)
∼= Ẑn.
2.3.2. Elliptic curves. Let us first consider the case of an elliptic curve
with good reduction S (so that πtop1 (S, 1) = {1}). Then any finite e´tale
covering is given by an isogeny S′ → S and S′ has good reduction. Hence
any temperate covering is an isogeny, and
πtemp1 (S, 1) = π
alg
1 (S, 1)
∼= Ẑ× Ẑ.
Let now S = Gm/qZ be instead a Tate elliptic curve. Then the homomor-
phisms
πtemp1 (Gm, 1)→ πtemp1 (S, 1)→ qZ = πtop1 (S, 1)
actually give rise to a canonical exact sequence (1.4.12. (b) may be applied
here)
1→ Ẑ(1)→ πtemp1 (S, 1)→ Z→ 1,
and since πtemp1 (S, 1) ⊂ πalg1 (S, 1) ∼= Ẑ × Ẑ is abelian, to a non-canonical
isomorphism
πtemp1 (S, 1)
∼= Ẑ× Z.
This is the simplest manifestation of the lacunary character of temperate
fundamental groups.
(The case of a Tate curve deprived from its origin is more difficult).
2.3.3. Mumford curves. Let now S be a Mumford curve of genus g > 1:
S = Ω/Γ, Ω ∼= S˜, and πtop1 (S, s) ∼= Γ, a Schottky group, free on g
generators.
(7)in contrast, recall that A1 has non-trivial locally-algebraic fundamental group, and
that P1 has trivial locally-algebraic fundamental group but non-trivial e´tale fundamental
group.
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We have homomorphisms
πtemp1 (Ω,
¯˜s)→ πtemp1 (S, s)→ πtop1 (S, s)
which give rise to an exact sequence
1→ H → πtemp1 (S, s)→ πtop1 (S, s)→ 1
with H := Im(πtemp1 (Ω,
¯˜s) → πtemp1 (S, s))− ⊂ πtemp1 (S, s). As an abstract
group, πtemp1 (S, s) is thus the semidirect product H.Γ.
Passing to the profinite completion, we get an exact sequence
Ĥ → πalg1 (S, s)→ Γ̂→ 1,
and the homomorphism πalg1 (Ω,
¯˜s)→ πalg1 (S, s) factors through Ĥ.
This homomorphism is very far from being injective. The point is that
the e´tale covering of S obtained from an arbitrary finite Galois e´tale covering
Ω′ → Ω is not Galois (or, what amounts to the same by 2.1.9, not temperate).
The finite Galois e´tale coverings Ω′ → Ω which give rise to a Galois covering
of S are called “equivariant” in [vdP83, 1.3]; by 2.1.9, they correspond to
a topological Galois covering of some Galois e´tale covering S′ → S.
Moreover, there are examples [vdP83, 2.7] (one may choose for Ω the
Drinfeld half-plane) where the degrees of Ω′/Ω and S′/S coincide, but Ω′ is
not the universal topological covering of S′ ; it follows that Ω′ is not simply-
connected (in fact, its topological fundamental group is free of infinite type),
and that the injection πtemp1 (Ω,
¯˜s)→ πalg1 (Ω, ¯˜s) is not a bijection in general.
Let us return to the non-injectivity of πalg1 (Ω,
¯˜s) → πalg1 (S, s). Actually,
the following stronger result holds: πalg1 (S, s) is metrizable, while π
alg
1 (Ω,
¯˜s)
is not.
Recall that a profinite group is metrizable if and only if the set of its open
subgroups is countable, cf. [Ser94, 1.3]. This is the case for πalg1 (S, s),
which is even topologically finitely generated, but not for πalg1 (Ω,
¯˜s). In fact,
one can show that for any n ≥ 1, the set of open subgroups H ⊂ πalg1 (Ω, ¯˜s)
endowed with an isomorphism πalg1 (Ω,
¯˜s)/H → Z/nZ is already uncountable.
Indeed, this set may be identified with O(Ω)×/(O(Ω)×)n, or else with the
set of Z/nZ-valued currents(8) on the tree associated to Ω (cf. [FvdP81,
I.8.9, V.2.3]). Since g ≥ 2, this tree has infinitely many vertices connected
to more than two edges, and it follows that the Z/nZ-valued currents do
not form a countable set.
A similar picture holds for Mumford curves deprived from a finite set of
points.
2.3.4. Affinoid curves with good reduction. In this case, one has
πtemp1 (S, s) = π
alg
1 (S, s).
(8)i.e. Z/nZ-valued functions on the edges of the tree, such that the sum of its values
at the edges starting from an arbitrary vertex is zero.
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We may assume that s is the maximal point of S corresponding to the sup-
norm. The assertion then follows from De Jong’s observation [dJ95b, 7.5]
that the map πet1 (s, s) = π
alg
1 (s, s) → πalg1 (S, s) is already surjective. We
shall only need the case of the closed unit disk. The proof goes as follows
(assuming that S ⊂ P1 as in loc. cit.).
One has to show that any finite e´tale covering f : S′ → S of degree
n such that S′s = {t1, . . . , tn} splits. The assumption implies that f is a
local isomorphism around each ti (cf. 1.2.1). Hence one can find an affinoid
neighborhood V of s such that S′|V =W1
∐
. . .
∐
Wn, andWi ∼= V . Because
V contains the maximal point s which is the boundary of S in P1 (in the
sense of [Ber90, 3.1], we get an admissible covering (for the Grothendieck
topology) of P1 = S ∪ (P1 \ (S \ V )) by closed analytic subdomains. One
then glues S′ and n copies of P1 \ (S \ V ) together via the isomorphisms
Wi → V in order to get a finite e´tale covering of P1 which restricts to S′
over S. Such a covering is trivial.
Concerning the algebraic fundamental group of the closed unit disk over
Cp, one has the following result, essentially due to M. Raynaud (not used in
the sequel):
Theorem 2.3.5. A finite group is a quotient of the profinite group
πalg1
(
DCp(0, 1
+), 0
)
if and only if it is generated by its p-Sylow subgroups.
The necessity of the condition means that any finite Galois e´tale covering
of DCp(0, 1
+) of order prime to p is trivial, which is proven in [Ber93, 6.3.3]
and [Lu¨t93, 2.11]. The converse is much harder and follows from Raynaud’s
solution of the Abhyankar conjecture on finite e´tale coverings of A1
Fp
, cf.
[Ray94]. Of course, we may replace 0 by any geometric point or tangential
base-point (cf. 2.2.3).
The standard example of a non-trivial finite Galois e´tale covering of
D(0, 1+) is the Artin-Schreier covering D(0, 1+)
z 7→zp−z−−−−−→ D(0, 1+) (with
group Z/p); it splits on any smaller concentric disk. A less standard example,
with non-solvable Galois group A5, is given by D(1, 1
+)\D(0, 1−) z 7→z3−z−2−−−−−−−→
D(0, 1+) for p = 3.
2.3.6. Punctured disks. Let us fix r ∈ |K×|, and set Dr = DK(0, r+), D∗r =
Dr \ {0}. We let s be any geometric point or tangential base-point of D∗.
Proposition 2.3.7. There are canonical isomorphisms
πtemp1 (D
∗
r , s) = π
alg
1 (D
∗
r , s) = π
alg
1 (Dr, s)× Ẑ(1).
Proof. By homothety, we may assume that r = 1 (and drop the index
r). These canonical isomorphisms are induced by the obvious fully faithful
functors (cf. 1.4.8):
CovkumD∗ →֒ CovalgD∗ , CovalgD →֒ CovalgD∗ →֒ CovtempD∗
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where Covkum
D∗
denotes the category of finite disjoint unions of Kummer cov-
erings of D∗; it is stable under taking connected components, fiber products
(the fiber product of a Kummer covering of degree m and a Kummer cov-
ering of degree n is a finite disjoint union of Kummer coverings of degree
lcm(m,n)) and quotients. The fundamental group πkum1 (D
∗, s) is clearly
Z(1).
Assume for a while that s is the maximal point of D (the statement does
not depend on the choice of s). Then as we have seen in 2.3.4, the homo-
morphism πtemp1 (s, s) → πalg1 (D, s) is surjective. Since it factors through
πtemp1 (D
∗, s), it follows that πtemp1 (D
∗, s)→ πtemp1 (D, s) = πalg1 (D, s) is sur-
jective.
Let us now take for s a tangential base-point at 0. Let us consider the
maps Dr → D (for r ∈ |K×|, r < 1) and the corresponding homomorphism
(cf. 1.4.10):
πtemp1 (D
∗
r , s)→ πtemp1 (D∗, s).
It follows from 2.1.12 that
lim←−
r→0
Im(πtemp1 (D
∗
r , s)→ πtemp1 (D∗, s)) = Z(1),
the composition
Z(1)→ πtemp1 (D∗, s)→ Z(1)
being identity. It remains to show that the sequence
1→ Z(1)→ πtemp1 (D∗, s)→ πtemp1 (D, s) = πalg1 (D, s)→ 1
is exact. The problem is only in the middle; since πtemp1 (D
∗, s) is a pro-
discrete group, it amounts to the following fact, which is a very special case
of 2.1.12: a temperate Galois covering of D∗ extends to D if and only if its
restriction to a sufficiently small punctured disk centered at 0 splits.
On the other hand, the consideration of the logarithmic e´tale covering
restricted to a punctured disk centered at infinity shows that πloc.alg1 (D
∗
r , s) 6=
πalg1 (D
∗
r , s), and a fortiori,
πet1 (D
∗
r , s) 6= πtemp1 (D∗r , s).
2.3.8. A1 minus a few points. Let S = A1 \ {ζ1, . . . , ζm}. For any i =
1, . . . ,m, let ~ti be a tangential base-point at ζi, and let αi be a temper-
ate path from ~ti to a fixed geometric point s (or tangential base-point) of
S. Then we have a canonical homomorphism corresponding to Kummer
coverings induced by z − ζi 7→ (z − ζi)n (cf. 2.3.6)
Ẑ(1) →֒ πtemp1 (S,~ti)→ Ẑ(1)
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whose composition is identity. By composition with ad(αi), we get a monomor-
phism
Ẑ(1) →֒ πtemp1 (S, s)
which depends of course on αi. Let us denote by γi the image in π
temp
1 (S, s)
of a topological generator of Ẑ(1) ∼= Ẑ. The ‘local monodromies’ γi are not
at all canonical, but the smallest closed normal subgroup 〈γi〉− of πtemp1 (S, s)
which contains them is independent of all choices. In fact we have(9):
Proposition 2.3.9. 〈γi〉− = πtemp1 (A1 \ {ζ1, . . . , ζm}, s).
Proof. This amounts to saying that a temperate (Galois, if one wishes)
covering splits if its restriction to sufficiently small punctured disks around
any of the ζi splits. But the latter condition implies that the covering extends
to a temperate covering of A1 (cf. 2.1.11), which automatically splits (cf.
2.3.1).
By analogy with the complex situation, 2.3.9 suggests two questions:
Question 2.3.10. Is it possible to choose the γi’s in such a way that they
are topological generators of πtemp1 (S, s) ?
Following the above construction, one can introduce also introduce a
local monodromy γ∞ at ∞.
Question 2.3.11. Is it possible to choose the γi’s and γ∞ in such a way
that their product (in suitable order) is identity?
We do not know the answer to 2.3.10, but shall answer 2.3.11 in 6, when
we have more tools at disposal.
For m ≥ 2, πtemp1 (S, s) is indeed a rather complicated topological group,
far from being discrete and from being compact:
Proposition 2.3.12. For m ≥ 2, πtemp1 (A1 \ {ζ1, . . . , ζm}, s) is not locally
compact.
Proof. Assume that πtemp1 (S, s) is locally compact. Then because π
temp
1 (S, s)
is a prodiscrete group, there would exist a compact (necessarily totally dis-
continuous, hence profinite) open normal subgroup H. Let S′ → S be the
corresponding Galois temperate covering with group G = πtemp1 (S, s)/H.
Up to replacing H by a small subgroup, we may and shall assume that
S′ = T˜ is the topological universal covering of a finite Galois e´tale covering
T of S. Via 2.1.8, we then have an exact sequence
1→ H → πtemp1 (T, t)→ πtop1 (T, t)→ 1.
Let T ′ be any finite e´tale covering of T . Then the universal topological
covering T˜ ′ is a temperate covering of T which dominates S′ = T˜ . Due to
the compactness of H, the map T˜ ′ → T˜ must be finite.
(9)this is the correct version of cor. 5.3 in [And98], which was wrongly stated.
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We now choose T ′ in order to contradict this property. Let X be a
projective smooth analytic curve over K such that rkπtop1 (X) > rkπ
top
1 (T ).
Assume that X is endowed with a finite morphism to P1 which is unramified
above S (since m ≥ 2, this just amounts to saying that X is defined over Q,
according to a well-known theorem of Belyi). We set X = X ×P1 S ⊂ X,
and choose for T ′ a connected component of X ×S T . Note that since T
is Galois over S, T ′ is Galois over X. Let Y be a connected component of
X ×S T˜ lying above X. Then T˜ ′ is a topological covering of Y , and is finite
over Y (if and) only if it coincides with Y . We then have a commutative
square of Galois temperate coverings
Y = T˜ ′
ւ ց
X˜ T ′
ց ւ
X
Now AutX Y admits the free group AutT ′ Y as a normal subgroup of finite in-
dex, and admits the free group AutX X˜ as a quotient. Since rankAutT ′ Y ≤
rankπtop1 (T ) < rankπ
top
1 (X) = rank π
top
1 (X), this is impossible. Therefore
πtemp1 (S) is not locally compact.
Remark. In [And], temperate fundamental groups of algebraic p-adic man-
ifolds will be used to give a geometric description of the local Galois group
Gal(Qp/Qp).
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3. Local and global monodromy of p-adic differential equations.
Abstract: We briefly review and compare the theory of singularities of ordi-
nary linear differential equations in the formal, complex and p-adic contexts. We
then outline the Christol-Mebkhout theory of p-adic slopes of differential modules
over annuli. There is a close relation with Galois representations of local fields of
characteristic p, expressed by Crew’s p-adic local monodromy conjecture, which
has been recently proved [And02b]. Complications occuring in the p-adic context
reflect the fact that the e´tale fundamental groups of annuli are non-abelian.
We then define and study the non-archimedean Riemann-Hilbert functor, which
attaches a vector bundle with integrable connection to any continuous representa-
tion with discrete coimage of the e´tale fundamental group of a non-archimedean
manifold. Connections in the image are characterized by the fact that the e´tale
sheaf of germs of solutions is locally constant.
3.1. Introduction.
3.1.1. Let us briefly review some well-known facts about singularities of
ordinary linear differential equations. For concreteness, we consider a dif-
ferential equation
αµ(z)∂
µy + · · · + α0(z)y = 0, ∂ = z d
dz
,(∗)
with polynomial coefficients αi(z), and concentrate on phenomena at infin-
ity.
3.1.2. We begin the discussion with the formal setting. One defines the
formal Newton polygon at ∞, N̂P∞ to be the convex hull of {(X ≤ i, Y ≥
degz α0−degz αi)} in the real plane. Its ‘height’(10) is called the (formal) ir-
regularity of (∗) at∞. The equation is called regular at∞ if the irregularity
is 0, i.e. if the only finite slope is 0.
It is known that (∗) has a basis of ‘formal’ solutions of the form
yˆ =
∑
uˆi
(1
z
)
z−eˆi(logki z)ePi(z
1/µ!),
where the Pi’s are polynomials, and the uˆi are just formal power series in
1
z .
The degree of the ‘ramified polynomials’ Pi(z
1/µ!) actually corresponds to
the slopes of N̂P∞. The eˆi’s are called the formal or Turrittin exponents;
they can be computed algebraically.
Example. Let us illustrate these notions with the Bessel equation
(B)ν : (∂
2 + (z2 − ν2))y = 0
(10)the height is the difference between the Y -coordinate of the highest vertex and
the Y -coordinate of the lowest vertex.
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A basis of ‘formal solutions’ at ∞ is given by
yˆ± = z−1/2e±
√−1z.2F0
(ν + 1
2
,
−ν + 1
2
;
∓√−1
2z
)
, eˆi = 1/2,
and N̂P∞ is
 
 
 
 
• • •
•
•
Figure 1
3.1.3. Complex-analytic setting. Solutions at any non-singular point s (i.e.
a point in C× which is not a root of αµ) converge up to the next singularity.
Let C = C(]r′, r[) = {z, r′ < |z| < r} be an annulus which contains no
singularity. Using the fact the π1(C, s) ∼= Z, it is classical to deduce that (∗)
has a basis of ‘analytic’ solutions of the form
y =
∑
ui
(1
z
)
z−ei(logki z),
where the ui are Laurent series in
1
z which converge in C. The ei’s are called
the analytic exponents.(11)
The relation between the y’s (analytic) and the yˆ’s (formal) is not
straightforward. If r =∞, the yˆ’s occur as asymptotic expansions of the y’s
on suitable sectors, and the theory of multisummability/acceleration pro-
vides a kind of canonical inverse process (again on suitable sectors). If ∞
is a regular singularity, the uˆi converge so that with ui = uˆi, ei = eˆi, the
solutions y and yˆ coincide.
Example. For the Bessel equation (say with non-integral parameter ν to
simplify), one has a basis of solutions on C = C× given by
y± = z±ν
∞∑
0
(−1)nz2n
4nn!(±ν + 1)n .
Moreover ei = ±ν (analytic exponents at ∞ = − analytic exponents at 0);
here we are ‘lucky’, there are just two singularities, one of them is regular.
(11)in terms of differential systems, this amounts to the fact that a system ∂Y = AY
on C has a fundamental solution matrix Y of the form U.z−E , where U is analytic in C
and E is constant (Fuchs normal form).
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In general, the computation of analytic exponents involves infinite deter-
minants. Even in the so-called fuchsian case where there are only regular
singularities, the computation of analytic exponents on an annulus which
encloses several regular singularities is transcendental; e.g. the exponents
of the differential equation of order two with solution 2F1(
1
2 ,
1
2 , 1; z
2), on an
annulus enclosing 0 and 1 but not −1 and ∞, are transcendental numbers:
log(3±2√2)
2πi
(12).
3.1.4. p-adic-analytic setting. The first problem one encounters when deal-
ing with p-adic differential equations (cf. I.2.4) is that the solutions at
non-singular points have small radii of convergence in general, and do not
converge up to the next singularity.
Example. ddzy = y, e
z =
∑ zn
n! converges only in D(0, |π|−), πp−1 = −p.
This problem leads one to normalize somehow the situation by postu-
lating
Dwork’s condition: the radius of convergence of solutions of (∗) at a generic
point(13) t1 of modulus 1 is ≥ 1.
Example. One ‘normalizes’ Bessel’s equation by the change of variable z 7→
2π
√−1z. The normalized Bessel differential operator is then
Bν,π = ∂
2 − (4π2z2 + ν2)
which is solvable in the p-adic generic disk whenever ν ∈ Zp.
3.1.5. Let us now discuss problems at p-adic singularities, concentrating
again on phenomena at infinity.
• The first one is the problem of ‘small divisors’: if some formal exponent
eˆi ∈ Zp (or rather some difference eˆi − eˆj) is a Liouville number, i.e. very
closely approximated by infinitely many rational integers, the formal power
series uˆi occuring in the formal solutions yˆ may diverge, even in the regular
case. Otherwise, the uˆi converge, even in the irregular case [Bal82].
Example. if ν ∈ Zp is well-approximable by negative integers,
∑∞
0
(−1)nz2n
4nn!(ν+1)n
may diverge, although 0 is a regular singularity of the Bessel equation.
• Even if Liouville numbers do not show up (e.g. if everything is defined
over Q) so that the uˆi’s converge, these series may not converge as far as
one might expect (e.g. in a unit disk under the Dwork condition). This
subtle phenomenon occurs in the normalized Bessel case Bν,π for p = 2
(2F0(
ν+1
2 ,
−ν+1
2 ;
±1
4πz ) do not converge up to the unit circle): there is an
(12)An independent solution is given by i. 2F1(
1
2
, 1
2
, 1; 1 − z2), and in this basis, the
local monodromy matrix around 1 (resp. 0) is
(
1 0
−2 1
)
(resp.
(
1 4
0 1
)
); the eigenvalues of the
monodromy around C are the eigenvalues of ( 1 0
−2 1
)(
1 4
0 1
)
=
(
−7 4
−2 1
)
, i.e. 3± 2√2.
(13)a generic point of modulus ρ in the sense of Dwork is a point tρ in a complete
extension Ω of K with |tρ| = ρ and such that the disk DΩ(tρ, ρ−) does not contain any
element of K.
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annulus C(]1, r[) such that neither y± nor yˆ± provide any information about
the solutions of Bν,π in C(]1, r[).
In particular, the question arises whether there is a basis of solutions
∑
ui
(1
z
)
z−ei(logki z),
where the ui are Laurent series in
1
z which converge in such an annulusC(]1, r[). More generally, concerning the existence of a ‘p-adic Fuchs normal
form’:
• Does there exist a basis of solutions of (∗) of the form
y =
∑
ui
(1
z
)
z−ei(logki z),
where the ui are Laurent series which converge in a given annulus C(]r′, r[)?
A necessary condition has been put forward by P. Robba: for any ρ ∈]r′, r[,
the radius of convergence of the solutions at the generic point tρ of modulus
ρ is ≥ ρ (in the variable z, not 1/z).
The problems are: to which extent is the converse true? What can be
said if Robba’s condition is not fulfilled?
These questions have recently become almost complete answers thanks to
the Christol-Mebkhout theory of p-adic slopes of differential modules over
annuli.
3.2. Local monodromy of p-adic differential equations. Outline of
Christol-Mebkhout theory.
3.2.1. Let K be a complete subfield of Cp. We assume for simplicity that
the restriction of the p-adic valuation to K is discrete.
The Robba K-algebra at ‘infinity’ is
R = Rz,K = {K-analytic functions on some C(]1, r[)}.
Endowed with ∂ = zd/dz, this is a differential (integral) K-algebra. Al-
though it is not simple as a differential algebra (there are many non-trivial
differential ideals), it has the following useful property, which often allows
one to replace R by its fraction field Q(R) (cf. [And02a].):
any R[∂]-module M which is of finite presentation over R is
free over R.
In the sequel, we simply refer to such an M as a differential module over R.
3.2.2. For any ρ > 1 sufficiently close to 1, let us denote by R(M,ρ) the
infinimum of ρ and the maximal radius R such that M is solvable (= has a
basis of analytic solutions) in D(tρ, R
−).
One says thatM is solvable (at the inner boundary), if lim
ρ→1+
R(M,ρ) = 1
(this is essentially Dwork’s condition, except that R(M, 1) itself is not de-
fined.)
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3.2.3. A useful criterion (which goes back the Dwork’s early studies) for M
being solvable is the existence of a Frobenius structure.
Let σ be an automorphism of K inducing t 7→ tpf in characteristic p,
and let ϕf be the σ-linear endomorphism of R defined by z 7→ zpf .
One says that M has a Frobenius structure if ϕ∗fM ∼= M . In what
follows, the particular choice of such an isomorphism is irrelevant.
Example. Let Mν,π = R/RBν,π be the differential module over R attached
to the normalized Bessel operator. It turns out that, up to isomorphism,
Mν,π does not depend on ν ∈ Zp [And02a]. Choosing ν = 0 for instance,
the existence of a Frobenius structure is known by the interpretation ofMν,π
in terms of Kloosterman sums [Dw74] (in fact, for any ν ∈ Q ∩ Zp, there
is a relation to twisted Kloosterman sums, and a Frobenius structure has a
geometric interpretation, cf. [Be84]).
3.2.4. We know turn to p-adic slopes(14), as defined by G. Christol and Z.
Mebkhout.
• A solvable M is of greatest slope λ ∈ [0,∞[ if R(M,ρ) = ρ1−λ for ρ
close to 1.
• M is purely of slope λ if any non-zero solution at tρ has radius of
convergence ρ1−λ for ρ close to 1.
Theorem 3.2.5. Any solvable M has a decreasing filtration M>λ such that
Grλ M is free and purely of slope λ.
cf. [CM00]. Following Christol-Mebkhout, one defines the p-adic Newton
polygon (at infinity) NP∞: the horizontal length of the segment of slope λ
is rk Grλ M . In particular, the greatest slope of M in the above sense is
the greatest slope of NP∞ in the usual sense. The height of NP∞ is called
the p-adic irregularity of M .
A solvable module M is called tame (or p-adically regular) if the only
finite slope of NP∞ is zero. This amounts to say thatM satisfies the Robba
condition of 3.1.5: R(M,ρ) = ρ when ρ→ 1+.
One of the main results in the Christol-Mebkhout theory is ([CM00]):
Theorem 3.2.6. NP∞ has integral vertices.
A useful complement in the computation of NP∞ is given by ([And02a]):
Lemma 3.2.7. Assume M comes from a differential module over the sub-
ring of (K ∩ Q)(( 1x )) consisting of convergent series in C(]1,∞[). Then the
p-adic greatest slope λ is ≤ than the greatest formal slope λ∞.
Example. It can be shown (using 3.2.8 below) that the Bessel module Mν,π
is not tame; 3.2.6 and 3.2.7 then leave only two possibilities for NP∞, and
it turns out that both occur (cf. [And02a]).
(14)which should not be confused with the so-called slopes of Frobenius which mea-
sure the p-adic size of a fixed Frobenius structure (when it exists); a unit-root F -crystal
corresponding to the case of Frobenius slope zero.
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Figure 2
As for the converse of Robba’s criterion (cf. 3.1.5), one has (cf. [CM97]):
Theorem 3.2.8 (p-adic local monodromy theorem, tame case). AssumeM
has a Frobenius structure(15), and is purely of slope zero. Then M is an it-
erated extension of rank one differential modules of type ∂ − α , α ∈ Q ∩Zp
(called the p-adic exponents of M).
With respect to the conclusion about the rationality of the p-adic expo-
nents, this result may be seen as a p-adic analogue of Grothendieck’s ℓ-adic
local monodromy theorem for tame ℓ-adic coefficients.
The result, if not its proof, is closely related to the fact that a tame (= of
degree prime to p) Galois e´tale finite covering of any annulus C is Kummer
(the tame algebraic fundamental group of C is Ẑ′(1), where the dash means
as usual that the p-component is omitted, cf. [Ber93]). The relationship
will appear more clearly below.
3.2.9. Let us return to our original differential equation (∗). Let us assume
that the only singularities at finite distance are in D(0, 1+). Let us also as-
sume that (∗) satisfies Dwork’s condition (so that the associated differential
module over R is solvable), and that the formal exponents at∞ are rational.
Then the p-adic behavior of (∗) in a small punctured disk D(∞, ǫ)∗ centered
at ∞ is dictated by the formal behavior (cf. 3.1.5), while the p-adic be-
havior in a thin annulus C(]1, r[) is predicted by Christol-Mebkhout theory.
However, in the intermediate region C([r, 1/ǫ]), nothing seems to be known.
We shall return to this problem in 3.5.
3.3. Local monodromy of p-adic differential equations and Galois
representations.
3.3.1. The differential sub-K-algebra
E† = {bounded K-analytic functions on some C(]1, r[)}
(15)there is a more general version without Frobenius structure, in which one en-
counters some trouble with the problem of small divisors. The existence of a Frobenius
structure simplifies the statement, if not the proof, since it implies a priori that if p-adic
exponents exist, they are rational, hence non-Liouville.
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of bounded functions in R is actually a field. With the p-adic sup-norm, it
is even a henselian field, with residue field k((1z )) (where k stands for the
residue field of K). Hence any Galois extension k(( 1z′ ))/k((
1
z )) gives rise to
an unramified Galois extension E†z′,K ′/E†z,K (and, further, to a finite integral
extension Rz′,K ′/Rz,K).
3.3.2. In I.2.4.3, we have reviewed Katz’ functor from representations of
fundamental groups of algebraic curves in characteristic p to unit-root F -
(iso)crystals. This construction has a local analogue, and one has the fol-
lowing theorem of N. Tsuzuki [Tsu98]:
Theorem 3.3.3. There is a natural equivalence of categories between the
category of continuous Q(W (k))-linear representations of Gal(k((1z ))
sep/k((1z )))
with finite inertia and the category of overconvergent unit-root F -isocrystals
on Spec k((1z )).
In particular, disregarding the precise Frobenius structure, one gets a functor
{
p-adic representations of k((1z ))
with finite inertia
}
→
{
differential modules over E†
with Frobenius structure
}
hence, loosing even more structure, a functor
{
finite p-adic representations of k((1z ))
}
→
differential modules over Rz,K with Frobeniusstructure, which become trivial over some
finite extension Rz′,K ′ of Rz,K as above

Definition 3.3.4. (R. Crew) A differential module M over R is quasi-
unipotent if there is a Galois extension k(( 1z′ ))/k((
1
z )) such that after ten-
soring with the corresponding finite extension Rz′,K ′ of Rz,K , M becomes
an iterated extension of trivial differential modules over Rz′,K ′.
There is an extensive work by Crew, S. Matsuda and Tsuzuki relating
Galois representation theory and ramification theory of k((1z ))) and Christol-
Mebkhout theory in the case of quasi-unipotent differential modules, cf.
[Cr00]. In particular, they establish a dictionary between Swan conductor
and p-adic irregularity (in the above sense), break decomposition (in the
sense of Katz) and p-adic slope decomposition...
Examples. (i) A tame moduleM with Frobenius structure is quasi-unipotent
by 3.2.8; indeed, it suffices to take a Kummer extension k(( 1
z1/n
))/k((1z )).
(ii) R/R(∂ − πz) is quasi-unipotent: take an Artin-Schreier extension
defined by z′ − z′p = z.
(iii) p-adic Bessel Mν,π for odd p: a cyclic extension of k((
1
z )) of degree
2p of suffices. Indeed, it suffices to deal with the case ν = 1/2 (cf. 3.2.3).
Then (1z )
±1/2.e±2πz is a basis of solutions, and one reduces to the previous
two examples.
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Conjecture 3.3.5 (Crew’s p-adic local monodromy conjecture). Any differ-
ential module M over R, with Frobenius structure, is quasi-unipotent.
This conjecture, which can be seen as a p-adic analogue of Grothendieck’s
ℓ-adic local monodromy theorem for wild ℓ-adic coefficients, and as a non-
abelian extension of 3.2.8 to the wild case, has now been solved [And02b].
The proof relies heavily on theorems 3.2.5, 3.2.6, 3.2.8.
A crucial test [And02a], which is at the origin of the solution, is the case
of the diadic normalized Bessel module Mν,2 (this test was suggested by
Mebkhout as a potential counterexample). This example provides a typical
non-abelian instance of 3.3.5:
Theorem 3.3.6. For K = Q4, the normalized Bessel differential E†x,K-
module M is quasi-unipotent.
More precisely, let E be the supersingular elliptic curve over F4 with
affine equation Y 2 + Y = X3 + ω, (ω3 = 1, ω 6= 1); then the covering
E → E/Aut(E) ∼= P1 is wildly totally ramified at the origin of E, and
defines an unramified Galois extension of E†x,K of degree 24, with group
Aut(E) ∼= SL2(Z/3Z), which contains all solutions of M . The underlying
Galois representation of GF4((1/z)) corresponds to the action of Aut(E) on
H1cris(E).
3.4. A non-archimedean Riemann-Hilbert equivalence.
3.4.1. Let us return to a general ordinary linear differential equation with
polynomial or analytic coefficients
αµ(z)∂
µy + · · ·+ α0(z)y = 0 on S ⊂ A1, with ∂ = z d
dz
.(∗)
In the p-adic case, contrary to the complex situation, there does not
exist, in general, any e´tale covering S′ → S such that (∗) has a full set of
solutions in OS′ .
Example: ∂2y = 0, S ⊃ C(]1− ǫ, 1[); there is no “p-adic Riemann surface of
the logarithm” on S.
However, there are interesting global situations where this does happen.
Example: ∂y − zy = 0 on S = A1 : S′ = D(1, 1−) log−→ S, the infinite Galois
e´tale covering with group µp∞ ∼= Qp/Zp, trivializes the equation.
The object of this subsection is to investigate this phenomenon in full gen-
erality.
3.4.2. Let K be a complete non-archimedean field. We note that by defini-
tion, K-manifolds are ‘good’ in the sense of [Ber93, 1.2.6], i.e. any point has
an affinoid neighborhood. This property simplifies the theory of coherent
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sheaves (in the dictionary between rigid-analytic spaces and Berkovich ana-
lytic spaces, the theories of coherent sheaves and vector bundles correspond,
cf. [Ber93, 1.3.4, 1.6])(16).
On the other hand, each coherent sheaf M on S gives rise to an e´tale
sheaf Met on S [Ber93, 4.1.2]. Moreover, one has e´tale descent for coherent
sheaves: descent data are effective (cf. proof of [Ber93, 4.1.10], and also
[dJvdP96, 3.2.3] in the rigid setting). We shall use this only for locally
free coherent sheaves (vector bundles) of rank n. These are in bijection with
H1et(S,GLn).
In the sequel, S will be a connected K-manifold, and s a geometric point
of S. We assume that the point s is K-rational, i.e. is a classical point with
residue field K.
3.4.3. A continuous K-linear representation ρ of a topological group Γ will
be called discrete if its coimage Γ/ ker ρ is discrete, or equivalently, if ρ
factors through a discrete group.
An e´tale local system on S is a locally constant e´tale sheaf of K-vector
spaces on S.
Proposition 3.4.4. There is a natural equivalence of categories
{discrete πet1 (S, s)-representations } ∼−→ {e´tale local systems on S}.
Proof. Let ρ be a discrete representation in a K-vector space V . This
amounts to a continuous homomorphism πet1 (S, s)→ AutK V , where AutK V
denotes the discrete group of K-linear automorphisms of V . On the other
hand, any e´tale local system V on S gives rise in the usual way to an e´tale
Cˇech cocycle with values in AutK V , with V = Vs, and its isomorphism
class gives a well-defined element of H1et(S,AutK V ). Such a cohomology
class may also be interpreted as usual as an AutK V -principal homogeneous
space F (as an e´tale sheaf) over S up to isomorphism. What has to be
shown is that such a principal homogeneous space is representable by an
e´tale covering space. By lemma 1.2.7. (ii), this is a local question on S. We
thus may assume that S is affinoid, and that for some finite e´tale covering
S′ → S, FS′ is representable by an e´tale covering of S′. In that case, the
representability of F follows from the descent theory of schemes.
Starting from a representation V of πet1 (S, s), we have thus attached the
AutK V -principal homogeneous space and etale sheaf F ; the looked for e´tale
local system is the associated etale sheaf V of K-vector spaces, with respect
(16)Actually there are a number of technicalities involved in the analytic e´tale topol-
ogy. First of all, since we restrict our attention to strictly analytic spaces in order
to have the dictionary with rigid analytic varieties at disposal, Berkovich’s definition
of the e´tale site has to be slightly modified: this point is discussed in detail in R.
Huber’s book [Hub96, 8.3]. Translated into rigid geometry, one gets the ‘partially
proper e´tale’ site of loc. cit.. The associated sheaves correspond to the ‘overconver-
gent/conservative/constructible e´tale sheaves’ of Van der Put, Schneider, and De Jong
[dJvdP96], cf. [Hub96, 8.2.12]. We don’t insist further on these subtleties.
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to the canonical representation V of AutK V (the pull-back of this etale local
system on F is the constant sheaf with value V ).
Conversely, from an etale local system V, one attaches the AutK V -
principal homogeneous space F viewed as an e´tale covering space (with
V = Vs¯); the structure of πet1 (S, s)-set on its fiber at s comes from a con-
tinuous homomorphism πet1 (S, s) → AutK V (the cohomology class of F in
H1(πet1 (S, s),AutK V ) is nothing but the latter homomorphism up to conju-
gation).
In the sequel of this section, we assume that K is of characteristic zero.
3.4.5. Let M be a vector bundle (= locally free OS-module of finite rank)
with a connection: ∇ :M → Ω1S⊗M (i.e. a K-linear map satisfying Leibniz
rule). This can also be interpreted OS-linearly, in terms of first-order jets,
as a section M → P1(M) of the natural projection P1(M)→M .
The vector bundles with connection (resp. with integrable connection) form
a tannakian category over K. The unit for ⊗ is the trivial connection d :
OS → Ω1S .
Because s is a classical point with residue field K (of characteristic zero),
the stalk at s of the sheaf M∇ = ker∇ of germs of horizontal sections is
a K-vector space of rank the rank of M , which can be identified with the
fiber M(s) (note that since S has a K-rational point, (OSet)dSet = K).
To M (resp. P1(M)), one attaches an e´tale sheaf Met (resp. P1(M)et)
— locally free OSet-modules. Thus ∇ also correspond to a section of the
natural projection P1(M)et →Met, or equivalently, to a K-linear map ∇et :
Met → Ω1Set⊗Met. The kernel of the latter map is an e´tale sheaf of K-vector
spaces denoted by M∇et (the e´tale sheaf of germs of horizontal sections). Let
t be point of S. The fiber of M∇et at t (cf. [Ber93, 4.2] is a K-vector space
endowed with a discrete Gal(H(t)/H(t))-action. If M∇et is locally constant,
the dimension of this vector space is independent of t; taking t = s, we find
that it is the rank of M .
Remark. Any classical point admits a neighborhood over which M∇ is
constant of rank equal to the rank of M (by the non-archimedean analogue
of Cauchy’s theorem on solutions of analytic differential equations). The
constancy of M∇et imposes a constraint only at non-classical points of the
Berkovich space S.
Theorem 3.4.6. There is a natural equivalence of tannakian categories (the
non-archimedean e´tale Riemann-Hilbert functor):
{
discrete finite dimensional
πet1 (S, s)-representations
}
RHet−−−→

vector bundles with integrable
connection (M,∇) on S such that
M∇et is an e´tale local system
 .
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In this correspondence, the subspace of πet1 (S, s)-invariants corresponds to
the space of global sections of M∇.
Proof. Using the previous proposition and e´tale descent of coherent mod-
ules, it suffices to show that the natural maps
V 7→ (V ⊗K OSet , id⊗dSet), (M,∇) 7→M∇et ,
induce quasi-inverse functors
{
locally constant e´tale sheaves
of fin. dim. K-vector spaces
}
⇋

vector bundles with integrable
connection (M,∇) such that
M∇et is an e´tale local system

It is clear that these maps are functorial (and the first one is clearly com-
patible with the tensor structures). The point is to show that they are
quasi-inverse.
On the one hand, it is clear that id⊗dSet is an integrable connection, and
that (V ⊗K OSet)id⊗dSet = V (taking into account that (OSet)dSet = K). We
have to show that if (M,∇) is a vector bundle with integrable connection
such that M∇et is locally constant, then the natural horizontal map
φ :M∇et ⊗K OSet →Met.
is an isomorphism. By the remark preceding the theorem, the stalks of M∇et
areK-vector spaces of constant dimension, which is the rank ofM . It follows
that M∇et ⊗K OSet is the e´tale sheaf attached to a vector bundle of the same
rank as M . It is a general well-known fact about integrable connections(17)
that φ is a monomorphism of vector bundles, and that Imφ is locally a direct
summand of Met (because the cokernel inherits an integrable connection,
hence is locally free). To show that this it is an epimorphism, it thus suffices
to check that M∇et ⊗K OSet and Met have the same rank, which is the case
by assumption.
3.4.7. The πet1 (S, s)-representation attached to (M,∇) is called the mono-
dromy representation. Note that the underlying vector space is canonically
identified with the fiberMs. The image of the monodromy representation is
called the monodromy group. It may be non-discrete (while the coimage
is discrete by assumption); this phenomenon is not specific to the non-
archimedean situation, and is indeed familiar in the complex case.
3.4.8. The e´tale Riemann-Hilbert functor unifies several earlier construc-
tions. Indeed, if the monodromy representation factors through πtop1 (S, s),
we recover the ‘topological Riemann-Hilbert functor’ considered in I.1.5,
whose image consists of connections with locally constant sheaves of solu-
tions.
(17)proven by passing to the completion around classical points.
152 III. p-ADIC ORBIFOLDS AND MONODROMY.
It also includes some cases of overconvergent unit-root isocrystals with finite
monodromy already considered in I.2.5 (in that case, the monodromy factors
through a discrete, hence finite, representation of πalg1 (S, s)).
Of course, connections in the image of the e´tale Riemann-Hilbert functor
are still rather special(18), but it seems difficult to extend its scope without
invoking “relative Fontaine rings”.
Remarks 3.4.9. (i) Whether M∇et is an e´tale local system or not can be
checked locally on S. In particular, the property for a connection to be
in the essential image of RHet is local.
(ii) The e´tale fundamental group πet1 (P
1
Cp
, s), although highly non-trivial,
does not have any non-trivial discrete finite-dimensional representation. In-
deed, the corresponding connection on P1Cp would be algebrizable, and nec-
essarily trivial.
3.5. Examples and applications.
3.5.1. For any full subcategory Cov•S of Cov
et
S which is stable under taking
connected components, fiber products and quotients, we have seen that there
is a natural continuous homomorphism
πet1 (S, s)→ π•1(S, s)
with dense image (1.4.8). Any discrete representation of π•1(S, s) gives rise
to a discrete representation of πet1 (S, s) with the same coimage. It follows
that the e´tale Riemann-Hilbert functor induces a fully faithful functor
{
discrete fin. dim.
π•1(S, s)-representations
}
RH•−−−→
{
vector bundles with integrable
connection (M,∇) on S
}
.
Note that the monodromy group defined in 3.4.7 coincides with the image
of π•1(S, s). We shall discuss the avatars RH
• in the cases of CovtopS , Cov
alg
S ,
Covloc.algS , Cov
temp
S .
3.5.2. The functor RHtop was studied in I.1.5 (in the case K = Cp). Its
essential image consists of connections which satisfy ‘Cauchy’s theorem’ at
every (possibly non-classical) point of S, or equivalently, which have a full
set of multivalued analytic solutions, or else, such that M∇ is a locally
constant sheaf on the topological space S.
3.5.3. The essential image of the functor RHalg consists of objects (M,∇)
such that M∇et becomes constant on some finite e´tale covering of S.
Let us assume for instance that S is affinoid with good reduction S0,
and that K is a finite extension of Q̂urp as in I.2.4. Then among the finite
(18)for instance, it does not account for the differential equation of the logarithm, as
we have said in 3.4.1; to see this, one can notice that otherwise the monodromy group
would be contained in the additive group of K, hence torsion-free, but this implies that
the e´tale covering which trivializes the connection is a topological covering (2.1.9), hence
is trivial.
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representations of πalg1 (S, s), one can distinguish those which factor through
πalg1 (S0, s0). The corresponding connections underlie overconvergent unit-
root isocrystals with finite global monodromy. We have seen a standard
example in I.2.4.5, given by the differential equation ddzy = −πy on S =
D(0, 1+), which is trivialized over an Artin-Schreier covering.
Let us now consider a case of bad reduction, namely the case of an
annulus Sr = C(]1, r[), r ∈ |K|, r > 1 over any discretely valued p-adic field
K. Let R be the Robba ring at infinity. Then RHalg induces a functor
{finite representations of πalg1 (Sr, s)} → {R-differential modules}.
In relation to the local monodromy theorem 3.3.5, it would be very inter-
esting to understand the essential image of this functor as r → 1+. Note
however that there is a difficulty with base-points in passing to the limit
r → 1+ (the problem disappears if one considers only abelian representa-
tions).
Nevertheless, any R-differential module M extends to a vector bundle
(Mr,∇r) with connection on some Sr. Let us assume that M is semisimple
and has a Frobenius structure.
If M is tame, then 3.2.8 ensures that M is in the image of the above
functor
{finite πalg1 (Sr, s)-representations} → {R-differential modules}
for r close enough to 1. The local monodromy theorem 3.3.5 implies the same
if M is wild, although the monodromy representation might be non-abelian
in this case, as 3.3.6 shows.
3.5.4. The essential image of the functorRH loc.alg consists of objects (M,∇)
such that for every compact subdomain W ⊂ S, (M∇et )|W becomes constant
on some finite e´tale covering of W . Although not explicitly introduced in
[Ram98], it is clear that these connections played an important heuristic
role in that paper, especially those coming from abelian representations of
the locally algebraic fundamental group (1.5).
The basic example is (OA1 , d − 1) over Cp (with solution ez). It is
trivialized by the logarithmic e´tale covering of A1.
Similarly, for any ramified polynomial P (z1/m), the differential equa-
tion with basic solution eP (z
1/m) is trivialized over a locally algebraic e´tale
covering of a sufficiently small punctured disk DCp(∞, ǫ)∗ around ∞ (the
logarithmic covering of a Kummer covering). By 3.1.5, we see that any dif-
ferential equation with polynomial coefficients — or more generally mero-
morphic singularity at∞ — with rational formal exponents at∞, and with
no logarithm in the formal solutions yˆ (cf. 3.1.2), corresponds to an object
in the image of the locally algebraic Riemann-Hilbert functor
{
finite dimensional
πloc.alg1 (D(∞, ǫ)∗, s)-representations
}
→ {O(D(∞, ǫ)∗)-differential modules}
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for ǫ small enough.
There is a certain analogy between the logarithmic e´tale covering of
DCp(∞, ǫ)∗ and the real blow-up of DC(∞, ǫ)∗ which plays such an important
role in the study of irregular singularities of complex differential equations.
In both cases, the point at infinity becomes a limiting circle(19).
Let us return to a general vector bundle (M,∇) with connection on
D(∞, 1−)∗ which extends to a vector bundle with meromorphic connection
at ∞. We assume that it is has a Frobenius structure near the unit circle,
and that the formal exponents at infinity are rational. Regarding problem
3.2.9, a natural question is:
Question 3.5.5. Under which further conditions, if any, does there exist a
locally algebraic covering of D(∞, 1−)∗ over which the connection becomes
an iterated extension of trivial connections?
At any rate, in the cases where this holds, this would let Ramero’s
locally algebraic fundamental group play the same role, over Cp, as Ramis’
wild fundamental group (over C) in the local study of meromorphic irregular
singularities.
3.5.6. The essential image of the functor RHtemp consists of objects (M,∇)
such that M∇et becomes constant on some temperate e´tale covering of S.
This implies that there is a finite e´tale Galois covering f : T → S such that
the pull-back (M ′,∇′) = f∗(M,∇) has a full set of multivalued analytic
solutions, i.e. M ′∇′ is locally constant. Let G be the group AutS T , and set
n = |G|.
Assume that there are n distinct K-rational points ti in T lying above s.
Then the monodromy group admits the following concrete interpretation:
let αij be a Berkovich path (up to homotopy) connecting ti to tj . Then
f∗(αij) ∈ πtemp1 (S, s). When i, j and αij vary, they generate the image
AutS T˜ of π
temp
1 (S, s) (note that, varying j, they generate the finite quotient
G). It follows that the monodromy group consists of the images of the
f∗(αij)’s in GL(M(s)) by the monodromy representation.
Therefore, except for the occurrence of the finite e´tale covering, the
picture is quite similar to the complex situation.
Proposition 3.5.7. Let S = A1 \{ζ1, . . . , ζm}. Assume(20) that the residue
characteristic p of K does not divide n. Then:
(a) for any open or closed disk D ⊂ S, the restriction of ∇ to D is trivial
(i.e. has a full set of solutions); in particular, ∇ satisfies the Robba
condition;
(b) for any open or closed annulus C ⊂ S, the pull-back of ∇ to the
Kummer covering of C of degree n is trivial.
(19)L. Ramero points out that the change from analytic to e´tale topology is essential
in the p-adic case, while in the complex case, the real blow-up corresponds to completion
for a different uniform structure of the punctured disk with no change of the topology.
(20)this very strong assumption is rarely met in practice.
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In particular, p-adic exponents in the sense of Christol-Mebkhout ex-
ist (in any annulus which does not contain any ζi), and they are rational
numbers with denominator n (or a divisor of n).
Proof. One is immediately reduced to considering closed disks and annuli.
We know the pull-back of ∇ to T˜ is trivial. Let D′ (resp. C′) be a connected
component of D ×S T˜ (resp. C ×S T˜ ). Because n is assumed to be prime
to p, the covering D′ → D is trivial (resp. is a Kummer covering of degree
dividing n), cf. [Ber93, 6.3.3, 6.3.5] (taking into account the fact that disks
and annuli are simply-connected). The assertions follow.
Example. (see also the example at the end of 2.1.2). Let K be a p-adic field
for any odd p. Let T = E \ E[2] be a Tate curve deprived from its four
2-torsion points (assumed to be K-rational), written in Legendre form:
y2 = x(x− 1)(x− λ), |λ(λ− 1)| 6= 1.
Let f be the projection from T to S = A1 \ {0, 1, λ}. Here T˜ is of the form
Gm \ ±(√q)Z, and T ∼= T˜ /qZ.
The sum of the canonical one-dimensional K-linear representation of
qZ (q acting by multiplication by a factor q) and its dual extends to a
representation of the semi-direct product of qZ and Z/2Z (which is the Galois
group of the covering T˜ → S). On can choose the local monodromies at
0, λ, 1,∞ respectively in such a way that they correspond to the matrices(
0 1
1 0
)
,
(
0 1
1 0
)
,
(
0 q
q−1 0
)
,
(
0 q−1
q 0
)
respectively. It is then easy to check that the monodromy around an annulus
surrounding 0 and λ alone (|λ| being assumed < 1 for convenience) is trivial:
the p-adic exponents are zero.
3.5.8. Much more interesting examples arise in the context of p-adic pe-
riod mappings. We place ourselves in the setting of II.7.2. Assuming the
congruence subgroup sufficiently small, the picture was the following:
S˜ -
@
@R
M
?
S
D-P
?
- D/Γ
where S was a suitable connected ‘tube-like’ domain in the Shimura variety
ShCp (M0 was a deformation space for p-divisible groups quasi-isogenous to
a fixed one, and D was the period domain).
The period mapping turned out to be expressable in terms of quotients
of solutions of the Gauss-Manin connection (on S), and the Gauss-Manin
connection was trivializable on M0, hence on S˜ (II.7.2.6).
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Let us now abandon the assumption that the congruence subgroup is
sufficiently small. Then a similar picture holds true: Γ is now only virtually
torsion-free, and the covering M0 → S is now ramified. By removing the
singularities, one obtains a temperate e´tale covering, which trivializes the
Gauss-Manin connection (using II.7.2.6 after passing to a suitable finite
e´tale covering). It follows that the Gauss-Manin connection (restricted to S
deprived from the singularities) is in the image of the temperate Riemann-
Hilbert functor.
The situation is therefore similar the the complex one, except that S is
only a small domain in the Shimura variety in general. The most favorable
situation occurs in the case of global uniformization (II.7.3), i.e. when S is
a component of Sh.
3.5.9. Let us now give a criterion for a connection in the image of RHet to
be in the image of RHtemp.
Proposition 3.5.10. Let ρ : πet1 (S, s) → GL(V ) be a finite-dimensional
discrete representation (corresponding to an e´tale local system V). Let us
consider the following conditions:
(a) ρ factors through a discrete representation of πtemp1 (S, s),
(b) Im ρ is virtually torsion-free,
(c) Im ρ is finitely generated.
Then (c) ⇒ (b) ⇒ (a). If moreover S is the analytification of a smooth
algebraic K-variety, then (a) ⇒ (c).
Proof. (c)⇒ (b): this is Selberg’s lemma: any finitely generated subgroup
of GL(V ) is virtually torsion-free.
(b) ⇒ (a) follows from 2.1.9. (b).
(a) ⇒ (c): under (a), Coim ρ is the Galois group of a Galois temperate
covering of S. If S is algebraic, Coim ρ must be finitely generated by 2.1.7.
3.5.11. We finish the section by showing that the connections which lie in
the image of the temperate Riemann-Hilbert functor are algebrizable (this
is not automatic in the non-archimedean situation), and even fuchsian:
Theorem 3.5.12. Assume that S is the analytification of a smooth alge-
braic K-variety Salg. Let (M,∇) be a vector bundle with integrable connec-
tion on S which comes from a discrete representation of πtemp1 (S, s). Then
(M,∇) is the analytification of a (unique) algebraic vector bundle with inte-
grable connection on Salg, which has regular singularities and exponents in
Q/Z at any divisorial valuation of K(S).
Proof. By assumption, there is a finite Galois e´tale covering S′ → S (with
group G) such that (M,∇) becomes trivial on the topological universal cov-
ering of S′. The pull-back (M,∇)S′ corresponds to a (unique) representation
of πtop1 (S
′, s′) (for any point s′ above s). Let S′ be a smooth algebraic com-
pactification of S′ (Hironaka). We may replace K by the completion of its
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algebraic closure. By 1.1.4, the homomorphism πtop1 (S
′, s′)→ πtop1 (S
′
, s′) is
an isomorphism, and it follows that (M,∇)S′ extends (uniquely) to a vector
bundle with integrable connection on S
′
. By GAGA (Ko¨pf), the latter is the
analytification of a (unique) algebraic vector bundle with integrable connec-
tion on S
′alg
. It is now easy to conclude by Galois descent from S′alg to Salg
(we refer to [AB01] for the details on regular singularities, exponents, and
GAGA functor for connections).
3.5.13. Besides discrete representations of πtemp1 (S, s), it is also useful to
consider projective discrete representations, i.e. discrete representations
with value in PGL(V ). They give rise to projective connections over Salg,
at least when Salg is an affine curve.
Indeed, replacing Salg by a finite Galois e´tale covering S′alg with Galois
group G, we may replace πtemp1 (S
′) by πtop1 (S
′), which is a free group, for
which the lifting property is immediate. This provides a connection ∇′
over S′alg, and the associated projective connection is endowed with a G-
action compatible with the G-action on S′alg, hence descends to a projective
connection on Salg.
One has more:
Proposition 3.5.14. Then any projective discrete representation ρ : πtemp1 (S, s)
→ PSL(V ) lifts to a genuine discrete representation ρ : πtemp1 (S, s) →
SL(V ), after replacing K by a finite extension.
Proof. We have seen that ρ corresponds to a projective connection on Salg.
Now it is well known that any projective connection lifts to a genuine connec-
tion after replacingK by a finite extension (because H2(Salg
K,et
,Z/2Z) = 0, cf.
[Ka90, 2.2.2.1]). It suffices to check that the pull-back ∇′′ of this connection
on S′alg comes from a discrete representation ρ : πtemp1 (S
′, s′)→ SL(V ). But
we have on the other hand our connection ∇′ which is projectively equivalent
to ∇′′, and which we may assume to come from a discrete representation
πtemp1 (S
′, s′) → SL(V ). Let S′′ be a finite e´tale covering of S′ such that
the pull-back of any class in H1(Salg
K,et
,Z/2Z) vanishes in H1(S′′ alg
K,et
,Z/2Z).
Since ∇′ and ∇′′ are projectively equivalent, their pull-backs on S′′ are iso-
morphic (loc. cit.). It follows that ∇′′ comes from a discrete representation
πtemp1 (S
′, s′)→ SL(V ).
We leave it as an exercise to translate 3.5.10 in the context of projective
connections.
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4. Non-archimedean orbifolds, uniformizing differential
equations and period mappings.
Abstract: We review the complex case, and then define and study non-
archimedean orbifolds, their associated orbifold fundamental groups, and uni-
formizing differential equations.
4.1. Review of complex orbifolds.
4.1.1. There are several variants of the notion of complex orbifold. We
follow [DM93] and see orbifolds as being locally quotients of a complex
manifold by a finite group acting faithfully. More precisely, a complex orb-
ifold S = (S, (Zi, ei)) consists in
– a normal analytic space S,
– a locally finite collection of irreducible (Weil) divisors (Zi),
– a positive integer(21) ei attached to each Zi.
It is assumed that S is covered by so-called orbifold charts, i.e. morphisms
W
φ−→ V ⊂ S where
– W is a complex manifold,
– φ is a (ramified) covering in the sense of 1.2.3 (i.e. V is covered by
open subsets U such that
∐
Vj = φ
−1U → U and the restriction of φ
to every Vj is finite),
– except for a closed subset Σ of codimension 2 in V , φ is e´tale above
V \(V ∩⋃Zi) (hence induces a topological covering of V \(V ∩⋃Zi)),
and is ramified with index ei above Zi.
(22)
Note that if s is a non-singular point of S not contained in
⋃
Zi, then any
smooth open neighborhood of s in S disjoint from
⋃
Zi provides an orbifold
chart around s. Hence we may and shall assume that Σ is contained in⋃
Zi ∪ Ssing (where Ssing denotes the set of singular points of S).
We shall often write Z =
⋃
Zi ∪ Ssing, and S = S \Z (which is a manifold).
Remark. By shrinking the W ’s, one can assume that they are open subsets
of Cn; this matches with the conventional use of the word ‘chart’. However,
we do not impose here this condition which would have no non-archimedean
counterpart.
4.1.2. A morphism of orbifolds f : S ′ → S is a morphism S′ → S, such
that S
′
is covered by orbifold charts φ′ : W ′ → V ′ with the property that
f ◦ φ′ factors through some orbifold chart φ : W → V of S: f ◦ φ′ = φ ◦ f ′
(for some morphism f ′ : W ′ →W ).
(21)in other variants, one also allows ei =∞. This leads to ‘parabolic structures’ which
have indeed non-archimedean counterparts in positive characteristic (cusps of Drinfeld
modular curves...). But we shall be mostly interested in non-archimedean orbifolds in
characteristic zero, where such ‘parabolic structures’ cannot occur.
(22)it is easily seen that this definition is equivalent to that of [DM93], using loc. cit.
14.2.
4. NON-ARCHIMEDEAN ORBIFOLDS. 159
Example. Let (S, (Zi, ei)i∈I) be an orbifold, and let J ⊂ I be the subset of
indices for which ei > 1. Then the identity of S induces an isomorphism
(S, (Zi, ei)i∈I) ∼= (S, (Zi, ei)i∈J). In other words, one can ‘forget’ the divisors
with index ei = 1.
Considering complex manifolds as orbifolds with an empty collection of di-
visors (S = S), one can embed the category of complex manifolds as a full
subcategory of the category of complex orbifolds.
It will be convenient to attach to any irreducible divisor D ⊂ S an index
eD ∈ Z>0 which is ei if D = Zi and 1 if D is none of the Zi’s.
4.1.3. A morphism f is called an orbifold-covering if it is a covering in the
sense of 1.2.3 and for any orbifold chart φ′ : W ′ → V ′ of S ′, f ◦ φ′ : W ′ →
V = f(V ′) is an orbifold chart of S (in loose words: any lifting f ′ as in
4.1.2 is e´tale).
The restriction of f above S is then an e´tale covering: indeed, this is clear
except above a closed subset of codimension ≥ 2 in S, thus above the whole
of S by purity since S is smooth.
Example. (A1, (0, e′)) z 7→z
n−−−→ (A1, (0, e)) is a morphism if and only if e|ne′,
and is an orbifold-covering if and only if e = ne′.
Remark. Let f : S ′ → S be an orbifold-covering. As we just saw, we may
assume that all the indices e′i, ej are > 1. Then f(Z
′) ⊂ Z and f−1(S) ⊂ S′.
4.1.4. Following Thurston, an orbifold is said to be good or uniformizable
if it admits a global orbifold chart (i.e. with V = S). In that case, there
exists a universal global orbifold chart, called the universal orbifold-covering
(it is indeed an orbifold-covering in the above sense); its underlying space is
a simply-connected complex manifold if S is connected.
Example. By a classical result due to Fox, (P1, (ζi, ei)i=0,... ,n) is uniformiz-
able if and only if n ≥ 2 or (n = 1 and e0 = e1). Under these conditions,
there exist algebraic global charts which are finite coverings of P1.
4.1.5. It is proved in loc. cit. that orbifold charts are locally unique. Apart
from a subset of codimension 2, they are given in local coordinates around
φ−1(Zi) by: (z1, z2, . . . , zn) 7→ (zei1 , z2, . . . , zn).
It follows that there exist orbifold charts of the form W → V = W/G
(loc. cit. 14.6), where W is an open subset of Cn stable under a finite group
G of linear transformations.
4.1.6. Let S = (S, (Zi, ei)) be a connected orbifold, and let Γ be a discrete
group acting faithfully and properly by automorphisms on S. The orbifold
quotient S/Γ is defined as follows: the underlying analytic space is S/Γ. The
ramifications divisors are the images of the Zi’s, and the irreducible divisors
D with non-trivial fixer ΓD; the latter are endowed with the multiplicity
eD.|ΓD|.
Note that the projection S → S/Γ is an orbifold-covering.
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4.1.7. One of the main applications of complex orbifolds is to represent
moduli problems for isomorphism classes of objects with finite automor-
phism group. We have already alluded to this in II.1.1. Here we shall
content ourselves with examining the case of complex elliptic curves.
LetH be the subgroup of SL3(R) consisting of matrices of the form
1 x1 x20 a b
0 c d

(this is a semi-direct product SL2(R)⋉R2). It acts on the product h ×C of
the Poincare´ upper half plane h and C by the rule
1 x1 x20 a b
0 c d
 .(τ, v) = (aτ + b
cτ + d
,
v + x1τ + x2
cτ + d
)
.
As is well-known, elliptic curves E together with a symplectic isomorphism
H1(E,Z) ∼= Z2 are classified by points of the Poincare´ upper half plane h,
the universal object being the quotient of h×C by the action of the subgroup
1.Z2 ⊂ H (mapping to h through the first projection).
Let Ker(SL2(Z) → SL2(Z/NZ)) be the full congruence group of level
N , Γ(N) its image in PGL(2), and Γ˜(N) be the subgroup
Ker(SL2(Z)→ SL2(Z/NZ)).Z2 ⊂ H.
For N ≥ 3, the group Γ˜(N) is torsion-free and acts freely on h × C; ellip-
tic curves together with a level N structure (cf. II.1.1.2) are classified by
h/Γ(N), the universal object being (h× C)/Γ˜(N)→ h/Γ(N).
This still holds for N = 1 or 2, provided one interprets these quotients as
orbifold quotients. For N = 2, the element
1 0−1
0 −1
 ∈ Γ˜(N) of order
2 has fixed divisors in h×C: the quotient of {(τ, x1τ+x2) | x1, x2 ∈ (12Z)2} by
Γ˜(N), which is a disjoint union
∐4
1 Zi of four ‘horizontal’ curves (horizontal
with respect to the projection to h/Γ(2) = P1 \ {0, 1,∞}); they have the
index ei = 2 (the order of the fixer).
This orbifold is uniformizable: the Legendre elliptic pencil provides a
global orbifold chart. Note however that, as an analytic variety, h×C/Γ˜(2)
is a not an elliptic surface but a P1-bundle.
The case N = 1 is similar: h/Γ(1) = A1 is the j-line. It should be
considered as an orbifold, with divisor {j = 0 (index 3), j = 1728 (index 2)}.
In addition to the image of the horizontal divisors Zi on h × C/Γ˜(1), there
are three vertical divisors with index 2, and two vertical divisors with index
3.
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4.1.8. More generally, let us consider a Shimura variety of PEL type as in
II.1.2.4. Recall from loc. cit. the commutative diagram
S˜
P−−−→ D
Q
y yQ
S
P−−−→ D/Γ
where S is a component of the Shimura variety, the horizontal maps are
isomorphisms, and Γ is a congruence subgroup. If Γ has torsion, it is ap-
propriate to consider S as an orbifold quotient (defined by Q as in 4.1.6).
4.2. Orbifold fundamental groups.
4.2.1. Another important application of orbifolds is the Galois theory of
ramified coverings.
Let S = (S, (Zi, ei)) be a uniformizable connected orbifold. We denote
by S˜ the universal orbifold-covering (which is a simply-connected complex
manifold, together with a (ramified) covering morphism S˜ → S). We fix a
base-point s of S = S \ (⋃Zi ∪Ssing), and a point s˜ of S˜ above s. Then the
pair (S˜, s˜) is unique up to unique isomorphism.
4.2.2. Each divisor Zi defines a conjugacy class of elements γi in π
top
1 (S, s):
the local monodromy at Zi based at s.
The orbifold fundamental group πorb1 (S, s) is the quotient of πtop1 (S, s)
by the normal subgroup 〈γeii 〉 generated by the γeii ’s.
This definition is justified by the following fact (cf. [DM93, 14.10]):
one has a commutative square of functors
{orbifold-coverings of S} ⊂−−−→ {e´tale (= topological) coverings of S}
≀
y y≀
{πorb1 (S, s)-sets} ⊂−−−→ {πtop1 (S, s)-sets}
where the top horizontal functor is the (fully faithful) restriction functor,
and the vertical functors are equivalences of categories.
The orbifold fundamental group may also be identified with the group of
automorphisms of the (ramified) covering S˜ → S. Galois orbifold-coverings
correspond to normal subgroups of πorb1 .
Example. Let S = (P1, (ζi, ei)i=0,... ,n) with n ≥ 2 or (n = 1 and e0 = e1).
Then πorb1 (S, s) has generators γ0, . . . , γn and relations γe00 = . . . = γenn =
Πγi = 1. In particular, it depends only, up to isomorphism, on the collection
of integers ei, and not on the ζ
′
is.
The universal orbifold-covering is P1,A1 or the open unit disk D according
to whether
∑
(1− 1ei ) is < 2, = 2, or > 2 respectively.
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Remark. The finite orbifolds coverings are classified by a profinite group
πalg.orb1 (S, s), which is actually the profinite completion of πorb1 (S, s). When
S is algebraic, this profinite group has a purely algebraic definition.
4.2.3. Let φ : S
′ → S be a global orbifold chart, such that the induced map
S′ → S is a Galois (topological) covering with group G. Let s′ be a point
of S′ above s. Then one has an exact sequence
1→ πtop1 (S
′
, s′)→ πorb1 (S, s)→ G→ 1.
4.3. Uniformizing differential equations.
4.3.1. We follow the exposition in [Yo87, 4, 5.2] and [Kra96, 4]. We now
assume that S is a complex smooth projective curve. Then Z = {ζ0, . . . , ζn}
is just a finite set of points and S = S \ Z.
We assume that S is uniformizable. By Riemann’s uniformization theo-
rem, the universal orbifold-covering S˜ is then isomorphic to either P1,A1 or
the open unit disk D. We fix such an isomorphism(23); the group Aut S˜ is
then a Lie subgroup of PSL2(C). The orbifold fundamental group πorb1 (S, s)
is a discrete subgroup of Aut S˜ acting properly on S˜, and the quotient space
is S˜/πorb1 (S, s) = S.
4.3.2. We fix a non-constant rational function z ∈ C(S). We shall assume
for simplicity that z has no pole on S.
Having identified S˜ with a domain of P1 allows us to consider the canonical
map
S˜ → S˜ ⊂ P1
as an analytic(24) function τ on S˜ (in loose terms, this is the multivalued
inverse of the projection S˜ → S = S˜/πorb1 (S, s), restricted to S). Notice
that the derivation ddz extends canonically to O(S˜).
Proposition 4.3.3. There is a unique differential equation of the form
y′′ − qy = 0, q ∈ C(S),
the uniformizing differential equation, such that τ is the quotient of two
solutions in O(S˜) of this differential equation. It is fuchsian and has singu-
larities only at Z = {ζ0, . . . , ζn}. The monodromy group pointed at s is a
discrete finitely generated subgroup of SL2(C) whose image in PSL2(C) is
πorb1 (S, s).
If S = P1 and ζn = ∞, the exponents are rational numbers given by the
(23)in some cases, it will be more convenient to work with h instead of D.
(24)in the case S˜ = P1, it is only meromorphic a priori. But in that case S = P1 and
the covering P1 → P1 is finite. It will be convenient to normalize things so that ∞ lies
above ∞ and z is the standard coordinate on P1. With this choice, τ has no pole.
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Riemann scheme:
ζ0 . . . ζn−1 ζn =∞
1
2 (1 +
1
e0
) . . . 12 (1 +
1
en−1
) −12 (1 +
1
en
)
1
2 (1− 1e0 ) . . . 12 (1− 1en−1 ) −12 (1− 1en )
 .
cf. loc. cit.
Proof. Existence: q is nothing but the Schwarz derivative
{τ, z} =
(dτ
dz
)1/2 d2
dz2
[(dτ
dz
)−1/2]
,
which is single-valued on S. A basis of solutions of the uniformizing differ-
ential equation is given by (dτdz )
−1/2 and τ.(dτdz )
−1/2. The fact that q ∈ C(S)
follows immediately from the invariance of the Schwarz derivative under
homographic transformations.
Unicity: this is a purely algebraic fact: q is determined by the projective
connection attached to the differential equation y′′ − qy = 0.
The determination of the Riemann scheme comes from this expression
and the fact that around ζi<n (resp. around ∞) τ is given by z − ζi 7→
ci.(z − ζi)1/ei + h.o.t. (resp. 1/z 7→ cn/zen + h.o.t.).
Remarks 4.3.4. (i) The case of three singularities will be detailed in the next
section. In the case of more than three singularities, it is extremely difficult
in general to write down explicitly the uniformizing differential equations.
(ii) In [Yo87], an extension of the theory of uniformizing differential
equations to higher dimensions is developed. Its practical scope seems lim-
ited however to the case when S˜ is a symmetric domain.
(iii) The projective equivalence class of the uniformizing differential
equation is a variant of what is called the Schwarz structure or canonical
indigenous P1-bundle over S, cf. [Gun67], [Moc96].
4.4. Non-archimedean orbifolds.
4.4.1. We now work over a complete non-archimedean field K. The defini-
tion of orbifolds is parallel to the one which we have selected in the com-
plex situation. Being mainly interested in orbifolds which are quotients of
manifolds by finite groups, it is natural to replace everywhere e´tale (= topo-
logical) coverings in the complex case by temperate e´tale coverings in the
non-archimedean context.
A K-orbifold S = (S, (Zi, ei)) consists in
– a normal K-analytic space S (in the sense of Berkovich),
– a locally finite collection of irreducible divisors (Zi),
– a positive integer ei attached to each Zi.
It is assumed that S is covered by so-called orbifold charts, i.e. morphisms
W
φ−→ V ⊂ S where
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– W is a K-manifold,
– φ is a (ramified) covering in the sense of 1.2.3 (i.e. V is covered by
open subsets U such that
∐
Vj = φ
−1U → U and the restriction of φ
to every Vj is finite),
– except for a closed subset Σ of codimension 2 in V , φ restricts to a
temperate e´tale covering above V \ (V ∩ ⋃Zi), and is ramified with
index ei above Zi.
Here again, we may and shall assume that that Σ is contained in
⋃
Zi ∪
S
sing
and set Z =
⋃
Zi ∪ Ssing, S = S \ Z (which is a K-manifold).
Remarks 4.4.2. (i) At this point, because the notion of orbifold is local, it
would not change if we had modified the definition of orbifold charts by
replacing ‘temperate e´tale’ by ‘finite e´tale’ or by ‘e´tale’. In contrast, we
insist that orbifold charts are defined in terms of temperate coverings.
(ii) Since we only prescribe the ramification indices and not the rami-
fication groups, this notion of orbifold is only reasonable in the tame case,
i.e. when char(K) ∤ ei. We shall be mostly interested in the characteristic
0 case.
(iii) If dimS = 1, then S = S \⋃Zi.
4.4.3. A morphism of orbifolds f : S ′ → S is a morphism S′ → S, such that
S
′
is covered by orbifold charts φ′ : W ′ → V ′ with the property that f ◦ φ′
factors through some orbifold chart φ :W → V of S: f ◦ φ′ = φ ◦ f ′.
Example. Let (S, (Zi, ei)i∈I) be an orbifold, and let J ⊂ I be the subset of
indices for which ei > 1. Then the identity of S induces an isomorphism
(S, (Zi, ei)i∈I) ∼= (S, (Zi, ei)i∈J). In other words, one can ‘forget’ the divisors
with index ei = 1.
Considering K-manifolds as orbifolds with an empty collection of divisors
(S = S), one can embed the category of K-manifolds as a full subcategory
of the category of K-orbifolds.
It will be convenient to attach to any irreducible divisor D ⊂ S an index
eD ∈ Z>0 which is ei if D = Zi and 1 if D is none of the Zi’s.
4.4.4. A morphism f is called an orbifold-covering if it is a covering in the
sense of 1.2.3 and for any orbifold chart φ′ : W ′ → V ′ of S ′, f ◦ φ′ : W ′ →
V = f(V ′) is an orbifold chart of S (note that if S ′ and S are just K-
manifolds, an orbifold-covering amounts to a temperate e´tale covering, by
our definition of orbifold charts).
Orbifold-coverings of S form a category in an obvious way, denoted by CovS .
The restriction of f above S is then an e´tale covering: indeed, this is clear
except above a closed subset of codimension ≥ 2 in S, thus above the whole
of S by purity since S is smooth. However, we do not know in general
whether it is temperate (due to the non-local nature of the definition of
temperate coverings).
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Example. Assume that char(K) ∤ n. Then (A1, (0, e′)) z 7→z
n−−−→ (A1, (0, e)) is a
morphism of orbifolds if and only if e|ne′, and is an orbifold-covering if and
only if e = ne′.
Remark. Let f : S ′ → S be an orbifold-covering. As we just saw, we may
assume that all the indices e′i, ej are > 1. Under this assumption, f(Z
′) ⊂ Z
and f−1(S) ⊂ S′.
4.4.5. An orbifold is said to be uniformizable(25) if it admits a global orbifold
chart.
However, universal global orbifold charts do not exist; this is no surprise:
there is no universal temperate covering of a K-manifold, except in trivial
cases. For the same reason, orbifold charts are not locally unique.
Let f : S ′ → S be an orbifold-covering of a uniformizable orbifold S.
Then the restriction of f to f−1(S) is a temperate e´tale covering of S.
Indeed, let W → S be a global orbifold chart. Then W|S ×S f−1(S) →
f ′(W ′|S ×S f−1(S)) = f−1(S) is an orbifold chart for S ′, hence W|S ×S
f−1(S) → S is an orbifold chart for S. Since its image is S itself, it is a
temperate covering of S, of which f−1(S)→ S is a quotient.
Example. Assume that K is algebraically closed of characteristic zero. Then
(P1, (ζi, ei)i=0,... ,n) is uniformizable if and only if n ≥ 2 or (n = 1 and
e0 = e1), just as in the complex case. This actually follows from the complex
case: one may assume that K has the same cardinality as C, choose an
abstract isomorphism K ∼= C, and use the fact that in the complex case, one
can find a global algebraic orbifold chart which is a finite ramified covering
of S.
4.4.6. Let us again assume that K is of characteristic zero. Let S =
(S, (Zi, ei)) be a connected K-orbifold, and let Γ be a virtually free dis-
crete group acting faithfully and properly by automorphisms on S. The
orbifold quotient S/Γ is defined as in the complex situation: the underlying
analytic space is S/Γ. The ramification divisors are the images of the Zi’s,
and the irreducible divisors D with non-trivial fixer ΓD; the latter are en-
dowed with the multiplicity eD.|ΓD|. Note that the projection S → S/Γ is
an orbifold-covering.
Interesting examples with S open in P1 are discussed in [vdP92a].
4.4.7. One of the applications of K-orbifolds would be to represent mod-
uli problems for isomorphism classes of objects with finite automorphism
groups.
Typical instances occur in the context of p-adic uniformization of Shimura
varieties. Let us briefly mention how. Recall from II.7.2, 7.3 the following
basic commutative diagram
(25)we avoid the terminology ‘good’ in order to prevent confusion with good spaces in
the sense of Berkovich, cf. last section.
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M0 P−−−→ D
Q
y yQ
S
P−−−→ D/Γ
S is a tube-like domain in the p-adic analytification of a Shimura variety,
the horizontal maps are e´tale, and Γ is an arithmetic subgroup in the semi-
simple group G
ad
. Under the assumption that Γ is small enough, the maps
Q are topological covering maps.
If one drops that assumption, one has to consider S as an orbifold quo-
tient (defined by Q as in 4.4.6). This is especially relevant in the case of
global uniformization, i.e. when S is a connected component of the Shimura
variety.
The fake projective planes of Mumford, Ishida, Kato, provide interesting
examples of this situation, cf. II.7.5 and [Kat98]. We shall see several other
instances in the sequel.
4.5. Non-archimedean orbifold fundamental groups.
From now on, we assume that K is algebraically closed of characteristic
zero.
4.5.1. Let S = (S, (Zi, ei)) be a uniformizable connected orbifold.
As we have seen in 4.4.5, the restriction above S of an orbifold-covering
is a temperate e´tale covering. This gives rise to a restriction functor
CovS −→ CovtempS .
Proposition 4.5.2. This functor is fully faithful. Its image consists of
those temperate e´tale coverings S′ → S which extend to ramified coverings
S
′ → S, with S′ normal, such that the ramification index at each irreducible
divisor above Zi divides ei (for every i).
This image is stable under taking connected components, fiber products (over
S), quotients, finite disjoint unions, and Galois closure.
Proof. From Kiehl’s theorem on the existence of tubular neighborhoods
and the example at the end of 4.4.4, it follows that S ′ is determined by S′
and by the ramification index nij at each divisor Zij above Zi (for every
i): namely, e′ij = ei/nij. The first assertion then follows immediately from
theorem 2.1.11. The second assertion is a straightforward consequence of
this characterization of the image.
Let us fix a geometric base-point s of S = S\ (⋃Zi∪Ssing) (in dimension
one, we could also choose a tangential base-point in the sense of 2.2).
Definition 4.5.3. The orbifold fundamental group pointed at s
πorb1 (S, s)
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is the topological group attached to CovS viewed as a subcategory of CovetS ,
cf. 1.4.
This is a prodiscrete group (1.4.7). By 1.4.5, one has a commutative
square of functors{
disjoint unions of
orbifold-coverings of S
}
⊂−−−→
{
disjoint unions of
temperate coverings of S
}
≀
y y≀
{πorb1 (S, s)-sets} ⊂−−−→ {πtemp1 (S, s)-sets}.
Galois orbifold-coverings correspond to open normal subgroups of πorb1 .
Example. For r ∈ |K×|, we set Dr = D(0, r+), D∗r = Dr \ {0}, and consider
the orbifold Se = (D, (0, e)) (multiplicity e at the origin). Then by the same
calculation as in 2.3.7, one finds
πorb1 (Se) = πalg1 (D)× Z/eZ
(we drop the base point in the notation since the group is abelian, cf. 1.4.4).
This can also be expressed in the following way: let γ be a topologi-
cal generator of the Ẑ(1)-factor in πtemp1 (D
∗) (the factor corresponding to
Kummer coverings). Then
πorb1 (Se) = πtemp1 (D∗, s)/〈γe〉−,
where 〈γe〉− denotes the closure of the (normal) subgroup generated by γ.
4.5.4. By Kiehl’s theorem, S is locally isomorphic to a product D∗×Zsmoothi
in the neighborhood of the non-singular part of Zi; whence a homomorphism
πtemp1 (D
∗) → πtemp1 (S, s), well-defined up to conjugation. Let us denote by
γi the image in π
temp
1 (S, s) of a topological generator of the Ẑ(1)-factor of
πtemp1 (D
∗) (“local monodromy” at Zi). The closure 〈γeii 〉− of the normal
subgroup of πtemp1 (S, s) generated by the γ
ei
i ’s is a well-defined closed sub-
group, independent of the choice of the γi’s.
Theorem 4.5.5. (a) One has πtemp1 (S, s)
∼= lim←− (ei)π
orb
1 ((S, (Zi, ei)), s),
where the limit is taken according to the ordering by divisibility.
(b) The homomorphism πtemp1 (S, s) → πorb1 (S, s) induces an injective
strict homomorphism
πtemp1 (S, s)/〈γeii 〉− → πorb1 (S, s)
with dense image. This is an isomorphism if S is the analytification of
a smooth algebraic K-variety Salg; in particular πtemp1 (S, s)/〈γi〉− ∼=
πtemp1 (S, s).
Proof. (a) reflects the fact that CovtempS = lim−→Cov(S,(Zi,ei)),s) which follows
from the previous proposition.
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(b) The previous proposition shows more precisely that a πtemp1 (S, s)-set
comes from a πorb1 (S, s)-set if and only if the γeii ’s act trivially.
We shall use lemma 1.4.9. By construction of the topology, open subgroups
of πtemp1 (S, s) and π
orb
1 (S, s) respectively form a fundamental system of
neighborhoods of 1. In fact, this is even true for normal open subgroups
(existence of Galois closures). It follows that πtemp1 (S, s)/〈γeii 〉− has the
same property. The first part of b) then follows from 1.4.9. (ii). The second
part follows from 1.4.9. (iii) and (iv), since we have shown that the quotient
of πtemp1 (S, s) by any closed normal subgroup (e.g. 〈γeii 〉−) is complete when
S is algebraic (2.1.7).
Remarks 4.5.6. (a) 2.3.9 is a special case of the last assertion of 4.5.5.
(b) When S is algebraic, the profinite completion of πorb1 (S, s) admits
an algebraic description.
(c) The situation is analogous to the classical one (over C, cf. 4.2), with
at least two noteworthy differences:
• since there is no universal orbifold-covering, the geometrically mean-
ingful object is not πorb1 itself, but its discrete quotients,
• the non-archimedean πorb1 is a finer invariant which takes into account
the relative “position” of the Zi. For instance, if S = P1Cp , the classical
πorb1 depends only on the numbers ei, not on the branch points Zi
themselves. In the p-adic case, this is not the case. For instance, if
Z = {0, 1, λ,∞} and every ei = 2, then the Legendre elliptic curve
with parameter λ provides a global orbifold chart, and it follows from
2.3.2 that the orbifold fundamental group is either
– a (compact) semi-product of Z/2Z by Ẑ× Ẑ if |λ(1− λ)| = 1,
– a (non-compact) semi-product of Z/2Z by Z×Ẑ if |λ(1−λ)| 6= 1.
4.5.7. Let φ : S
′ → S be a global orbifold chart, such that the induced map
S′ → S is a finite Galois e´tale covering with group G. Let s′ be a geometric
point of S′ above s.
Proposition 4.5.8. The universal topological covering S˜
′
of S
′
is a Ga-
lois orbifold-covering of S. Let Γ = Aut(S˜′/S) denote the corresponding
(discrete) Galois group. Then one has a commutative diagram of strict
homomorphisms of topological groups, in which the rows are exact sequences
1 −−−→ πtemp1 (S
′
, s′) −−−→ πorb1 (S, s) −−−→ G −−−→ 1y y y
1 −−−→ πtop1 (S
′
, s′) −−−→ Γ −−−→ G −−−→ 1.
Proof. Let us denote by S ′ the orbifold S′ with all φ−1(Zi) endowed with
multiplicity ei = 1. The pull-back by φ provides the vertical arrows of a
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commutative diagram of functors
CovS
⊂−−−→ CovtempSy y
CovS′ = Cov
temp
S
′
⊂−−−→ CovtempS′ .
One concludes by 1.4.12 that there is an exact sequence
1→ πtemp1 (S
′
, s′)→ πorb1 (S, s)→ G→ 1.
On the other hand, it follows from 1.1.4 that the restriction of S˜
′
above S′ is
nothing but the universal topological covering S˜′ of S′. By 2.1.2, S˜′ → S is a
Galois temperate covering, and it follows from that and 4.5.2 that S˜
′ → S is a
Galois orbifold-covering. It is then clear that the corresponding epimorphism
πorb1 (S, s)→ Γ gives rise to the above commutative diagram.
4.5.9. Assume that S is the analytification of a smooth algebraic K-variety
Salg. According to 3.5.12, discrete representations of πtemp1 (S, s) give rise to
algebraic vector bundles with regular integrable connection (M,∇) on Salg.
Proposition 4.5.10. An algebraic vector bundle with regular integrable con-
nection (M,∇) on Salg comes from a discrete representation ρ of πorb1 (S, s)
if and only if there is a finite global orbifold chart φ : S
′ → S such that
(φ∗(M))∇ extends to a locally constant sheaf on S′.
This follows from 3.5.6 and 4.5.5.
Remark. If S′/S is Galois, one can restrict ρ to the open normal sub-
group πtemp1 (S
′
, s′) of πorb1 (S, s) (3.5.7), and this restriction factors through
πtop1 (S
′
, s′).
4.6. p-adic uniformizing differential equations.
4.6.1. We now develop the non-archimedean counterpart of 4.3. We assume
that S is a smooth projective curve over K. Then Z = {ζ0, . . . , ζn} is just
a finite set of points and S = S \ Z.
We assume moreover that S is uniformizable. To imitate the complex
theory, we shall assume that there exists a finite Galois global orbifold chart
φ : S
′ → S such that S′ is a Mumford curve (of any genus ≥ 0).
The universal topological covering S˜
′
of S
′
will replace the universal
orbifold-covering, which does not exist in the non-archimedean situation.
By assumption, there is an embedding
S˜
′ ⊂ P1,
which we fix, so that the group Aut S˜
′
becomes a Lie subgroup of PGL2(K).
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The orbifold-covering S˜
′ → S gives rise to a projective discrete repre-
sentation
ρ : πorb1 (S, s)→ PGL2(K).
Its image Γ is contained in the normalizer in PGL2(K) of the Schottky
group πtop1 (S
′
, s′), hence discrete; it acts properly on S˜′, with quotient space
S˜
′
/Γ = S.
4.6.2. We fix a non-constant rational function z ∈ K(S), and assume for
simplicity that z has no pole on S.
Having identified S˜
′
with a domain of P1 allows us to consider z : τ 7→ z(τ) as
a meromorphic function defined on that domain (and analytic on S˜′ ⊂ S˜′).
Notice that the derivation ddz extends canonically to O(S˜′).
Proposition 4.6.3. There is a unique differential equation of the form
y′′ − qy = 0, q ∈ K(S),
the uniformizing differential equation, such that a local inverse τ(z) of the
map z(τ) is given by the quotient of two solutions in O(S˜′) of this differential
equation. It is fuchsian and has singularities only at Z = {ζ0, . . . , ζn}.
If S = P1 and ζn = ∞, the exponents are rational numbers given by the
Riemann scheme:
ζ0 . . . ζn−1 ζn =∞
1
2 (1 +
1
e0
) . . . 12 (1 +
1
en−1
) −12 (1 +
1
en
)
1
2 (1− 1e0 ) . . . 12 (1− 1en−1 ) −12 (1− 1en )
 .
The proof is the same as in the complex case: q is nothing but the Schwarz
derivative {τ, z} = (dτdz )1/2 d
2
dz2
[(dτdz )
−1/2], which is single-valued on S. A basis
of solutions of the uniformizing differential equation is given by (dτdz )
−1/2 and
τ.(dτdz )
−1/2.
Proposition 4.6.4. The projective connection attached to the uniformiz-
ing differential corresponds to the projective discrete representation ρ in the
sense of 3.5.13: it is in the image of the temperate e´tale Riemann-Hilbert
functor and its projective monodromy group is the discrete group Γ.
Proof. A basis of solutions of the symmetric square of the uniformizing
differential equation is given by 1dτ/dz ,
τ
dτ/dz ,
τ2
dτ/dz . These are elements of
O(S˜′) (in fact multivalued meromorphic functions on S′). Criterion 4.5.10
then shows that this symmetric square comes from a discrete representa-
tion of πorb1 (S, s). It is clear that this representation is nothing but the
composition of ρ with the standard homomorphism PGL2 → GL3.
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[One could also argue by using an analogue of 4.5.10 for projective connec-
tions.]
Remark. The connection itself attached to the uniformizing differential
equation corresponds to a discrete representation of πtemp(S, s) (cf. 3.5.14),
which does not necessarily factor through πorb1 (S, s) [it factors through an
orbifold fundamental group, up to replacing the ei’s by appropriate multi-
ples].
4.7. p-adic Shimura orbifolds and uniformizing differential equa-
tions.
4.7.1. We are now ready for a synthesis, relating the theory of p-adic period
mappings surveyed in II with the theory of p-adic orbifolds.
Let us consider a maximal order B in an indefinite quaternion algebra
B over Q, endowed with a positive involution ∗. “Fake elliptic curves” are
∗-polarized abelian surfaces with multiplication by B. They are classified by
a smooth projective Shimura curve X+ defined over Q, cf. II.7.4.2, which
should actually be considered as an orbifold (X+, (ζi, ei)), because the action
of Γ+ on the Poincare´ upper half-place h has fixed points (the ζi’s are their
images in X+).
The Gauss-Manin connection (H,∇GM) attached to the “universal” fake
elliptic curve (in the sense of orbifolds) is a connection with logarithmic
poles at the ζi’s. It has been analyzed in II.7.6. The choice of a quadratic
splitting field Q(
√−d)/Q for B decomposes (H,∇GM) into two pieces of
rank two (the “+ and − eigenspaces” for the action of √−d). It follows
from the theory of the complex period mapping that a multivalued section
τ : X+(C) \ {ζi} → h of the projection h → X+(C) is given by a quotient of
two non-proportional solutions of ∇GM,+. One derives that the uniformizing
differential equation for (X+, (ζi, ei)) is projectively equivalent to ∇GM,+.
On the other hand, there is a canonical Q-structure in the C-space of
solutions at a given point s (the Betti H1(−/Q) of the fake elliptic curve
with parameter s), which is stable under (global) monodromy.
4.7.2. According to the Cˇerednik-Drinfeld theory surveyed in II.7.4, 7.6
(and the description of the p-adic period mapping given there as a quotient
of solutions of the Gauss-Manin connection), there is an entirely parallel
p-adic description of this geometric situation for any critical prime p, i.e.
any p which divides the discriminant of B: X+(Cp) is a p-adic orbifold of
the kind considered in 4.6, and the p-adic uniformizing differential equa-
tion for (X+, (ζi, ei)) is projectively equivalent to ∇GM,+, viewed as a p-adic
connection (cf. II.7.2.6, II.7.2.7).
By the theory of p-adic Betti lattices (cf. II.7.6.2), there is a canonical
Q-structure in the Cp-space of solutions at a given point s, which is stable
under (global) monodromy.
4.7.3. Following II.7.5, all this generalizes to Shimura curves defined by
quaternion algebras B over totally real number fields E, and a “congruence
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subgroup” Γ (here, we drop the general assumption of II.7 that Γ is small
enough). We recall that these Shimura curves are not modular if E 6= Q, but
are twisted forms of modular Shimura curves defined by quaternion algebras
B• = B ⊗E K over suitable totally imaginary quadratic extensions K/E.
One can thus still attach a Gauss-Manin connection to such a situation, and
this connection is related to the uniformizing differential equations both in
the complex and in the v-adic sense(26), for critical places v of E, cf. II.7.5,
II.7.6 (we fix embeddings C ← Q → Cp for every critical v | p, compatible
with the privileged places ∞0 and v of E, and denote by B the quaternion
algebra over E obtained from B by interchanging the local invariants at∞0
and v). We summarize these results as follows, using the terminology of
orbifolds:
Theorem 4.7.4. The Shimura curve XΓ is defined over Q, and may be
considered, in a canonical way, both as a complex orbifold and as a p-adic
orbifold (for any critical v | p).
The complex uniformizing differential equation is defined over Q and coin-
cides with the p-adic uniformizing differential equation. It is projectively
equivalent to a direct summand of the Gauss-Manin connection: the period
mapping (resp. the p-adic period mapping) is given by a suitable quotient
τ (resp. τp) of two non-proportional solutions. The projective monodromy
group of the uniformizing differential equation over C (resp. over Cp) is
Γ (resp. is a discrete arithmetic group Γp in PGL2(Cp) attached to the
quaternion algebra B).
Moreover, there is a canonical Q-structure in the space of solutions of the
complex (resp. p-adic) uniformizing differential equation at any Q-point,
which is stable under global monodromy.
Let us recall that the p-adic projective monodromy group, based at a
geometric point s, can be understood in a sense close to the usual intuitive
one, cf. 3.5.6. In loose words: there is a smooth projective curve S and
a finite orbifold-covering S → XΓ such that the projective monodromy is
given by the values taken by τp when one passes from a point s
′ lying above
s to another s′′ by all possible paths on the Berkovich space SanCp .
4.7.5. Let us illustrate this section with a concrete example (cf. [And98]
for more details). We first define a quadrangle ABCD with circular edges
in h, as follows
L is the half line of slope −1/2 through the origin,
Σ (resp. Σ′) is the unit half-circle centered at the origin (resp. at 2−√3),
D is the point L ∩Σ′,
(26)if p divides the level of the congruence group, the orbifold is not quite of the kind
considered in 4.6: the top space is not the set of ordinary points for a Schottky group,
but a finite e´tale covering of such a space, cf. II.7.4.7; however, the construction of the
uniformizing differential equation can still be done in the same way, due to the fact that
the finite e´tale coverings of the Drinfeld space which occur are PGL2(Ev)-equivariant.
4. NON-ARCHIMEDEAN ORBIFOLDS. 173
C
B
E
D
L
F
O
A
Σ′
Σ
Σ′′
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Figure 3
Σ′′ is the half-circle centered on the horizontal axis, orthogonal to Σ and
passing through D,
B (resp. C) is the intersection point of the vertical axis with Σ (resp.
Σ′),
A is the intersection point of Σ with Σ′ (specifically, A = −1+2i√
5
).
The quadrangleABCD is a hyperbolic quadrangle with angles (π2 ,
π
2 ,
π
2 ,
π
6 ).
The symmetries around the edges of this polygon generate a group of Mo¨bius
transformations which contains a subgroup Γ∗ of index 2 of conformal trans-
formations. This fuchsian group has already attracted the attention of many
a mathematician (J.F. Michon, M.F. Vigneras [Vig80, p. 123], F. Beukers,
D. Krammer [Kra96], N. Elkies [Elk98], D. Kohel... ). It is PSL2(R)-
conjugated to the discrete group generated by the following unimodular
matrices (up to sign)
(
0 1
−1 0
)
,
(
0 −
√
5+1
2√
5−1
2 0
)
,
( −√3 1 +√5
1−√5 √3
)
,
(√
3+
√
15
2 −2
2
√
3−√15
2
)
of respective orders 2, 2, 2, 6, whose product in this order is 1. The orbifold
quotient of h by Γ∗ has been determined by Krammer — and, later but
independently, by Elkies: it is(
P1; (0, e0 = 2), (1, e1 = 2), (81, e81 = 2), (∞, e∞ = 6)
)
,
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the points A,B,C,D being mapped to 0, 1, 81,∞ respectively.
Moreover, these authors have computed the uniformizing equation(27).
It is actually easier to write down the differential equation obtained from
the uniformizing equation by multiplying all solutions by P 1/4, where P =
z(z − 1)(z − 81). It is
18P.y′′ + 9P ′y′ + (z − 9).y = 0.(∗)
4.7.6. In general, it is quite hard to compute uniformizing differential equa-
tions (due to the presence of accessory parameters, when there are more than
three singularities). The method of Krammer and Elkies takes advantage of
the fact that the orbifold under consideration is actually a Shimura orbifold
(the method, which seems to go back to H.P.F. Swinnerton-Dyer, exploits
the Hecke correspondences).
In fact, Γ∗ coincides with the group denoted by the same symbol in
II.7.4.2, namely {g ∈ B× | gB = Bg,Nr(g) > 0}, for the quaternion algebra
B of discriminant 3.5 over Q [Vig80, IV.3.B,C] (cf. [And98, 8] for more
details on the coincidence of Γ with the group denoted by W+ in [Kra96],
up to conjugation), and is the orbifold fundamental group of the Shimura
orbifold X ∗:
X ∗(C) = h/Γ∗.
4.7.7. Let us now consider the critical prime 5 (similar phenomena occur
for p = 3). Note that there is a “confluence” between the singularities
1 and 81 in characteristic 5. Let B be the (definite) quaternion algebra
with discriminant 3, and let B be a maximal order (∼= Z[1, i, i+j2 , 1+ij2 ] with
i2 = −1, j2 = −3, ij = −ji ). Let Γ∗5 be the image in PGL2(Q5) of the
normalizer {g ∈ B× | gB[15 ] = B[15 ]g}. This is a discrete subgroup, and one
has the Cˇerednik uniformization
X ∗(Cp) = ΩC5/Γ∗5
by the Drinfeld space (II.7.4.3), which represents X ∗ as a p-adic orbifold.
It follows from what precedes that viewed as a 5-adic differential equa-
tion, (∗) is obtained from the p-adic differential uniformizing equation at-
tached to X ∗ by multiplying all solutions by (z(z−1)(z−81))1/4. In partic-
ular, it has projective global monodromy group Γ∗5. This group is generated
by the conjugacy classes of local monodromies at 0, 1, 81, as follows from
2.3.9(28).
(27)it was also found, earlier, by D. and G. Chudnovsky [CC89, p.193], who did not
give the proof.
(28)however, it is not clear that it is generated by three such elements, as is stated
erroneously in loc. cit.
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5. p-adic triangle groups.
Abstract: In loose words, p-adic triangle groups are projective monodromy
groups of those hypergeometric differential equations which are in the image of the
e´tale Riemann-Hilbert functor. We give a purely geometric description of them,
and then construct all “arithmetic” p-adic triangle groups using the Cˇerednik-
Drinfeld uniformization of Shimura curves.
5.1. Review of Schwarz triangle groups.
5.1.1. A Schwarz orbifold is a complex orbifold of the form
S(e0, e1, e∞) = (P1; (0, e0), (1, e1), (∞, e∞)).
It is uniformizable. The universal orbifold-covering is P1,A1 or the open
unit disk D according to whether
∑ 1
ei
is > 1, = 1, or < 1 respectively.
We fix a base-point s (which can be a tangential base-point).
The Schwarz triangle group(29) ∆(e0, e1, e∞) may be defined as πorb1 (S(e0, e1, e∞), s).
As an abstract group, it has generators γ0, γ1, γ∞ and relations γe00 = γ
e1
1 =
γe∞∞ = Πγi = 1. A permutation of e0, e1, e∞) does not change the group,
only the orbifold by a homography interchanging 0, 1 and ∞.
5.1.2. The uniformizing differential equation is fuchsian with singularities
at 0, 1,∞, and Riemann scheme
0 1 ∞
1
2(1 +
1
e0
) 12(1 +
1
e1
) −12 (1 +
1
e∞
)
1
2(1− 1e0 ) 12(1− 1e1 ) −12 (1− 1e∞ )
 .
Multiplying solutions of this equation by
z
1
2
(−1+ 1
e0
)
(z − 1) 12 (−1+ 1e1 )
transforms this equation into a (projectively equivalent) differential equation
of hypergeometric type
HGDE(a, b, c) z(z − 1)y′′ + (c− (a+ b+ 1)z)y′ − aby = 0,
with 1− c = 1e0 , c− a− b = 1e1 , ±(a− b) = 1e∞ , whose Riemann scheme is
0 1 ∞
0 0 12(1− 1e0 − 1e1 + 1e∞ )
1
e0
1
e1
1
2(1− 1e0 − 1e1 − 1e∞ )
 .
The triangle group ∆(e0, e1, e∞) may thus be interpreted as the projective
monodromy group pointed at s of this hypergeometric differential equation.
(29)in conformity with the previous chapter, we do not allow the ei’s to be infinite.
Thus we restrict our attention to the so-called cocompact triangle groups.
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5.1.3. The quotient τ of a suitable basis of solutions of HGDE(a, b, c) sends
the upper half-plane bijectively onto a curvilinear triangle T with vertices
τ(0), τ(1), τ(∞) and respective angles π/e0, π/e1, π/e∞. By the Schwarz re-
flection principle, the map τ can be extended to the lower half-plane through
each of the “segments” ]0, 1[, ]1,∞[, ]∞, 0[ by conformal reflections s∞, s0, s1
respectively. The products γ0 = s1s∞, γ1 = s∞s0, γ∞ = s0s1 give the stan-
dard generators of ∆(e0, e1, e∞). By repeating these reflections, the occuring
curvilinear triangles do not overlap (except on their edges) and provide a
tiling of the universal orbifold-covering (P1,A1 or D).
5.1.4. A similar situation arises for any hypergeometric differential equa-
tion with rational parameters (a, b, c). However, if some of the differences
of the exponents 1 − c, c − a − b, a − b is not the inverse of an integer, the
triangles which occur by iterating Schwarz reflections may overlap. More-
over, if the local projective monodromies are of respective order e0, e1, e∞ at
0, 1,∞, the global projective monodromy group need not be ∆(e0, e1, e∞).
This is related to the fact that a homomorphic image of ∆(e0, e1, e∞) which
preserves the order of γ0, γ1, γ∞ need not be isomorphic to ∆(e0, e1, e∞)
(cf. [Gre81] for a detailed discussion of homomorphic images of triangle
groups(30)).
5.1.5. The case
∑ 1
ei
> 1 (universal covering P1) corresponds to the Schwarz
list of HGDE with finite (projective) monodromy groups: the list of triples
(e0, e1, e∞) is, up to permutation:
(2, 2, n) corresponding to a dihedral group,
(2, 3, 3) corresponding to the tetrahedral group,
(2, 3, 4) corresponding to the octahedral group,
(2, 3, 5) corresponding to the icosahedral group.
In the case
∑ 1
ei
= 1 (universal covering A1), there is a global orbifold
chart given by an elliptic curve with complex multiplication. There are three
possibilities for (e0, e1, e∞), up to permutation: (2, 3, 6), (2, 4, 4), (3, 3, 3).
All the other triples belong to the “hyperbolic case”: ∆(e0, e1, e∞) is a
fuchsian group.
For more detail on these topics, we refer to the good treatises [Car61],
[Mag74], [Yo97].
5.1.6. As was remarked by J. Wolfart, Belyi’s criterion for algebraic curves
to be defined over Q can be expressed in terms of Schwarz orbifolds as
follows:
a complex projective curve S is defined over Q if and only if it is the
base of an orbifold-covering (S, (Zi, ei)) of some Schwarz orbifold.
(30)we are indebted to M. Kapovich for this reference.
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5.2. p-adic Schwarz orbifolds and triangle groups.
5.2.1. A p-adic Schwarz orbifold is an orbifold over some complete subfield
K of Cp of the form
S(e0, e1, e∞) = (P1, (0, e0), (1, e1), (∞, e∞)).
Up to replacing K by a finite extension, it is uniformizable (cf. example in
4.4.5). However, there is no universal orbifold-covering (4.4.5).
We want our p-adic triangle groups to be discrete groups of fractional
linear p-adic transformations. Thus it is not possible in general to define
them as orbifold fundamental groups, but only as appropriate discrete quo-
tients. This leads us to imitate the alternative definition 5.1.2 of triangle
groups as projective hypergeometric monodromy groups.
5.2.2. Let e0, e1, e∞ be integers > 1, and define
a =
1
2
(
1− 1
e0
− 1
e1
+
1
e∞
)
, b =
1
2
(
1− 1
e0
− 1
e1
− 1
e∞
)
, c = 1− 1
e0
.
We now consider the hypergeometric differential equation HGDE(a, b, c) as
a p-adic differential equation.
Definition 5.2.3. Assume that HGDE(a, b, c) is in the image of the e´tale
Riemann-Hilbert functor, i.e. the e´tale sheaf of germs of solutions is locally
constant on P1Cp \ {0, 1,∞} (cf. 3.4.6). If the corresponding projective
monodromy group
Im
[
πet1 (P
1 \ {0, 1,∞}, s)→ PGL2(Cp)
]
is discrete and finitely generated, it is then called a p-adic triangle group,
and denoted by ∆p(e0, e1, e∞).
In the sequel, we say that “∆p(e0, e1, e∞) exists” to express that the as-
sumptions of 5.2.3 are fulfilled (this depends on the four numbers p, e0, e1, e∞).
Proposition 5.2.4. (a) If ∆p(e0, e1, e∞) exists, there exists a finite Ga-
lois covering φ : S
′ → P1 ramified above {0, 1,∞}, such that the
pull-back of HGDE(a, b, c) by φ has a full set of multivalued analytic
solutions over S′ = φ−1(P1 \ {0, 1,∞}).
(b) If ∆p(e0, e1, e∞) exists, the homomorphism
Im[πet1 (P
1 \ {0, 1,∞}, s)→ PGL2(Cp)]
factors through a surjective homomorphism
πorb1 (S(e0, e1, e∞))→ ∆p(e0, e1, e∞).
(c) Conversely, if the projective connection attached to HGDE(a, b, c)
comes from a projective representation
πorb1 (S)→ PGL2(Cp)
with discrete image, this image is a p-adic triangle group ∆p(e0, e1, e∞).
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(d) Every p-adic triangle group ∆p(e0, e1, e∞) is a discontinuous subgroup
of PGL2(K) for some finite extension K of Qp.
Proof. (a) Because the Wronskian of HGDE(a, b, c) is algebraic, the de-
terminant of the representation ρ : πet1 (P
1
Cp
\ {0, 1,∞}, s) → GL2(Cp)
factors through a finite representation of πtemp1 (P
1
Cp
\ {0, 1,∞}, s). Under
the assumptions of 5.2.3, Im ρ is finitely generated, and it follows that
Im ρ is finitely generated. By 3.5.10, one derives that ρ factors through
πtemp1 (P
1 \ {0, 1,∞}, s). This implies a), cf. 3.5.6 (where a concrete descrip-
tion of the monodromy is also given).
(b) We have just seen that ρ factors through πtemp1 (P
1
Cp
\{0, 1,∞}, s). To
check that the associated projective representation factors through πorb1 (S(e0, e1, e∞))
is a matter of projective local monodromy — or more plainly, of difference
of exponents — at 0, 1,∞ (cf. 4.5); this is clear.
(c) Again because the Wronskian of HGDE(a, b, c) is algebraic, the fact
that the projective connection attached to HGDE(a, b, c) comes from a pro-
jective representation of πtemp1 (P
1 \ {0, 1,∞}, s) implies that HGDE(a, b, c)
itself comes from a representation of πtemp1 (P
1 \ {0, 1,∞}, s) (cf. the discus-
sion in 3.5.13). By 3.5.10, the image is finitely generated, and the assertion
follows.
(d) If ∆p(e0, e1, e∞) exists, there exists a finite Galois global orbifold
chart S
′ → P1 such that pull-back of HGDE(a, b, c) on the universal topo-
logical covering S˜
′
becomes trivial (as a connection). Notice that S
′
is a
projective curve defined over some number field, and a fortiori over some
finite extension K/Qp. Up to replacing K by a finite extension, we may
assume that S˜
′
is also defined over K (and that the image in S
′
of some
geometric point above s is K-rational). Thus ρ factors through a repre-
sentation of πtemp1 (P
1
K \ {0, 1,∞}, s) → GL2(K), which makes clear that
∆p(e0, e1, e∞) ⊂ PGL2(K). Since K is locally compact, any discrete sub-
group of PGL2(K) is discontinuous [GvdP80, 1.6.4].
Remark. By (b), if ∆p(e0, e1, e∞) exists, there exists a finite Galois global
orbifold chart φ : S
′ → P1 such that the quotient of two non-proportional
solutions of HGDE(a, b, c) defines a multivalued meromorphic function on
S
′
. However, one should not believe that any finite Galois global orbifold
chart φ : S
′ → P1 has this property.
Indeed, we shall see below that the diadic triangle group ∆2(4, 4, 4) exists.
The Fermat curve F4 over C2 provides a finite Galois global orbifold chart,
with πtop1 (F4) = 1 (because F4 has tree-like reduction). But the correspond-
ing projective hypergeometric connection does not become trivial over F4,
since ∆(4, 4, 4) is infinite.
5.2.5. The case
∑ 1
ei
> 1 corresponds to the list of p-adic HGDE with
finite (projective) monodromy groups. This is the same as the Schwarz list:
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(2, 2, n), (2, 3, 3), (2, 3, 4), (2, 3, 5), up to permutation, and yields finite p-
adic triangle groups for every p which are isomorphic to the corresponding
finite Schwarz triangle groups.
On the other hand, there is no p-adic triangle group with
∑ 1
ei
= 1. Indeed,
there is a global algebraic orbifold chart given by an elliptic curve with
complex multiplication. Viewed over Cp, these have good reduction, and it
follows from 4.5.7 and 2.3.2 that the orbifold fundamental group is compact.
Any discrete representation would then be finite, and it would follow that
the corresponding HGDE has a basis of algebraic solutions. This is an
algebraic property, which can be translated back over C. One finds that
such a HGDE would belong to the Schwarz list, a contradiction.
In the sequel, we restrict our attention to the “hyperbolic case”
∑ 1
ei
< 1.
It is not clear a priori that there exists any hyperbolic p-adic triangle group.
5.3. Mumford-Schwarz orbifolds.
5.3.1. Our aim is to give a more geometric description of p-adic triangle
groups, independent of the theory of monodromy of p-adic differential equa-
tions. This involves the notion of Mumford-Schwarz orbifold.
Definition 5.3.2. AMumford-Schwarz orbifold is a p-adic Schwarz orbifold
such that there exists a finite Galois global orbifold chart S
′ → P1, S′ being
a Mumford curve.
In other words, it is the orbifold quotient of a Mumford curve S
′
by a finite
group of automorphisms G such that S
′
/G = P1 and the Galois covering
S
′ → P1 is ramified exactly above 0, 1,∞ with ramification index e0, e1, e∞
respectively.
According to 4.5.8, one has an exact sequence
1→ πtemp1 (S
′
, s′)→ πorb1 (S(e0, e1, e∞), s)→ G→ 1.
On the other hand, because S
′
is a Mumford curve, π1(S
′
, s′) is a Schottky
group embedded in PGL2(K), and the universal topological covering S˜
′
can
be identified with the set Ω ⊂ P1Cp of ordinary points for π1(S
′
, s′). The
subgroup Γ of all liftings of the elements of G ⊂ Aut(S′) in PGL2(K) is a
subgroup of finite index inside the normalizer of π1(S
′
, s′) in PGL2(K); it
sits in an extension
1→ πtop1 (S
′
, s′)→ Γ→ G→ 1.
Remark. A Mumford-Schwarz orbifold is hyperbolic if and only if some
(resp. every) curve S
′
as above has genus ≥ 2.
Proposition 5.3.3. Let S = (P1; (0, e0), (1, e1), (∞, e∞)) be a Mumford-
Schwarz orbifold. Then the p-adic triangle group ∆p(e0, e1, e∞) exists, and
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coincides with the discrete group Γ (in particular, Γ does not depend on the
choice of S
′
/P1). Moreover, one has a commutative diagram
1 −−−→ πtemp1 (S
′
, s′) −−−→ πorb1 (S(e0, e1, e∞), s) −−−→ G −−−→ 1y y y
1 −−−→ πtop1 (S
′
, s′) −−−→ ∆p(e0, e1, e∞) −−−→ G −−−→ 1
with surjective vertical maps and exact arrows.
Proof. Let us consider the p-adic uniformizing differential equation at-
tached to the orbifold-covering S˜
′ → S(e0, e1, e∞) (3.6). It is fuchsian with
singularities at 0, 1,∞, and Riemann scheme
0 1 ∞
1
2(1 +
1
e0
) 12(1 +
1
e1
) −12 (1 +
1
e∞
)
1
2(1− 1e0 ) 12(1− 1e1 ) −12 (1− 1e∞ )
 .
Multiplying solutions of this equation by
z
1
2
(−1+ 1
e0
)
(z − 1) 12 (−1+ 1e1 )
transforms the equation into a (projectively equivalent) p-adic differential
equation of hypergeometric type HGDE(a, b, c) with 1 − c = 1e0 , c − a −
b = 1e1 , ±(a − b) = 1e∞ . By 4.6.4, the projective connection attached to
HGDE(a, b, c) is the projective connection attached to to the projective rep-
resentation given by the composed homomorphism πorb1 (S(e0, e1, e∞), s) →
Γ → PGL2(K), which has discrete image. By 5.2.4. (b), we conclude that
∆p(e0, e1, e∞) exists and coincides with Γ. The commutative diagram in the
statement comes from 4.5.8.
5.3.4. F. Kato calls the p-adic triangle groups which arise in this way “p-
adic triangle groups of Mumford type” [Kat01]. Inspired by F. Herrlich’s
study of automorphisms of Mumford curves (using graphs of groups), he
has developed geometrico-combinatorial techniques to construct Mumford-
Schwarz orbifolds, and even a complete classification scheme, including a
description of p-adic triangle groups “of Mumford type” as explicit amalga-
mated sums. As a by-product, he has proved the following
Theorem 5.3.5 (F. Kato). For p = 2, 3 and 5, there are infinitely many
hyperbolic Mumford-Schwarz orbifolds. For p > 5, there is none.
5.3.6. The following theorem explains how to obtains all p-adic triangle
groups from p-adic triangle groups “of Mumford type”.
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Theorem 5.3.7. ∆p(e0, e1, e∞) exists if and only if S(e0, e1, e∞) is a finite
orbifold-covering of some Mumford-Schwarz orbifold S(e′0, e′1, e′∞). More-
over, the latter can be chosen in such a way that ∆p(e0, e1, e∞) = ∆p(e′0, e
′
1, e
′∞)
as a subgroup of PGL2(Cp).
Proof. (a) Assume that we have a finite orbifold-covering h : S → S ′ of a
Mumford-Schwarz orbifold by a Schwarz orbifold. The pull-back by h of the
hypergeometric projective connection HGPC(a′, b′, c′) related to e′0, e
′
1, e
′∞
as above is the hypergeometric projective connection HGPC(a, b, c) related
to e0, e1, e∞. Because S ′ is a Mumford-Schwarz orbifold, its uniformizing
differential equation, hence HGPC(a′, b′, c′), comes from a representation of
the temperate fundamental group, and it follows that so doesHGPC(a, b, c).
Moreover, the monodromy group of HGPC(a, b, c) is a subgroup of finite
index of the monodromy group of HGPC(a′, b′, c′), which is the discrete
finitely generated group ∆p(e
′
0, e
′
1, e
′∞). Therefore the monodromy group of
HGPC(a, b, c) is itself discrete finitely generated, and is ∆p(e0, e1, e∞).
(b) Conversely, assume that ∆p(e0, e1, e∞) exists. Let Σ → P1 be the
ramified covering corresponding to the quotient ∆p(e0, e1, e∞) of πorb1 (S, s).
By definition of ∆p(e0, e1, e∞) as projective monodromy group, any quotient
of two non-proportional solutions of HGDE(a, b, c) defines an e´tale map
τ : Σ→ P1Cp
which is equivariant under ∆p(e0, e1, e∞).
On the other hand, ∆p(e0, e1, e∞) being a finitely generated discontin-
uous subgroup of PGL2(K) for some finite extension K/Qp, it admits a
normal subgroup of finite index which is a Schottky group Γ. Let Ω ⊂ P1Cp
denote the set of ordinary points for Γ. Since ∆p(e0, e1, e∞) normalizes Γ,
it preserves Ω and the quotient H = ∆p(e0, e1, e∞)/Γ is a group of auto-
morphisms of the Mumford curve Ω/Γ. We denote by T the quotient of this
Mumford curve by H (a smooth projective curve).
We claim that
τ(Σ) ⊂ Ω.
Indeed, otherwise τ would have a value τ(s) which is a limit point for Γ, i.e.
an accumulation point of an infinite sequence of points γn(x), x ∈ P1. Since
τ is e´tale, hence open, we may assume that x ∈ Im τ , say x = τ(t). By
Γ-equivariance of τ , we see that τ(s) is an accumulation point of the infinite
sequence τ(γn(t)). This contradicts the fact that the set {γn(t)} is discrete
in Σ and that τ is e´tale (hence locally invertible around s).
Next, being ∆p(e0, e1, e∞)-equivariant, τ induces an analytic map
τ : Σ/∆p(e0, e1, e∞) = P1 → Ω/∆p(e0, e1, e∞) = T.
This map is necessarily algebraic and finite, and T ∼= P1 (we normalize the
latter isomorphism by imposing that τ({0, 1,∞} ⊂ {0, 1,∞}). Notice that
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because τ is ∆p(e0, e1, e∞)-equivariant, it follows that
τ(Σ) = Ω
and that τ is a finite e´tale covering (not a topological covering, unless Σ =
Ω). We have a cartesian square
Σ −−−→ Ωy y
P1 −−−→ P1
in which the vertical maps are Galois orbifold-coverings with group ∆p(e0, e1, e∞),
and define orbifold quotients S and S ′ of Σ and Ω respectively. Since τ is
e´tale, we see that S is actually a finite orbifold-covering of S ′. This forces
S ′ to be a Schwarz orbifold (like S), hence a Mumford-Schwarz orbifold by
construction.
Corollary 5.3.8. (a) Assume that ∆p(e
′
0, e
′
1, e
′∞) is a p-adic triangle group
“of Mumford type”. Assume that ∆(e0, e1, e∞) is a subgroup of finite
index of the corresponding “complex” triangle group ∆(e′0, e
′
1, e
′∞).
Then ∆p(e0, e1, e∞) exists, and can be realized as a subgroup of finite
index of ∆p(e
′
0, e
′
1, e
′∞).
(b) If ∆p(e0, e1, e∞) exists, and if the corresponding “complex” triangle
group ∆(e0, e1, e∞) is maximal in its commensurability class of trian-
gle groups, then ∆p(e0, e1, e∞) is “of Mumford type”.
Proof. (a) If ∆(e0, e1, e∞) is a subgroup of finite index of ∆(e′0, e
′
1, e
′∞),
there is a finite morphism P1 → P1, defined over a number field, which un-
derlies a finite orbifold-covering S(e0, e1, e∞)→ S(e′0, e′1, e′∞) in the complex
sense, but also in the p-adic sense (for every embedding of the number field
in Cp). The assertion comes from the “if” part of the theorem.
(b) If ∆p(e0, e1, e∞) exists, then, similarly, by the “only if” part of 5.3.6,
there is a finite morphism P1 → P1 defined over a number field, which
underlies a finite orbifold-covering S(e0, e1, e∞)→ S(e′0, e′1, e′∞) in the p-adic
sense, and also in the complex sense. Hence ∆(e0, e1, e∞) ⊂ ∆(e′0, e′1, e′∞)
with equality if and only if S(e0, e1, e∞) = S(e′0, e′1, e′∞).
Corollary 5.3.9. There is no infinite p-adic triangle group for p > 5.
Proof. This follows from 5.3.5 and 5.3.6.
5.4. Arithmetic triangle groups. Review of Takeuchi’s list.
5.4.1. (Cocompact) arithmetic triangle groups are hyperbolic triangle groups
which are commensurable with the unit groups of quaternion algebras B over
number fields.
In order to make this definition more precise, let us first place ourselves
in greater generality. Let E be a number field, and let B be a quaternion
algebra over E. Let V be a finite set of places of E containing the places at
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infinity and at least one place (possibly infinite) where B is unramified. Let
us define
G(V ) =
∏
B×v /E
×
v =
∏
PGL2(Ev)
where the product runs over all places v ∈ V which are unramified for B.
Let OE(V ) be the ring of so-called V -integers of E (elements which are
integers at the places not in V ), let B(V ) be a maximal OE(V )-order in B,
and let PSL1(B(V )) be the image in G(V ) of the group of elements of B(V )
of reduced norm 1. This is a cocompact discrete subgroup of G(V ), but the
projection of PSL1(B(V )) in any proper factor of G(V ) is dense [Vig80,
IV.1.1].
Any subgroup of G(V ) which is commensurable to PSL1(B(V )) is called
an arithmetic subgroup of G(V ).
In particular, arithmetic subgroups of PGL2(R) are subgroups which are
commensurable with the unit groups PSL1(B) of quaternion algebras over
totally real number fields E, which are split at exactly one place at infinity
∞0 (and one can take V = {∞0}).
5.4.2. The complete list of cocompact arithmetic triangle groups (there are
76 such groups, up to permutation of e0, e1, e∞), and of the corresponding
quaternion algebras, has been established by K. Takeuchi; moreover, he has
shown that two arithmetic triangle groups are commensurable with each
other if and only if they come from the same quaternion algebra. Here is
the list [Tak77, Table 1]:
E disc(B) (e0, e1, e∞) up to permutation
Q 2.3 (2, 4, 6) (2, 6, 6) (3, 4, 4) (3, 6, 6)
Q(
√
2) v2 (2, 3, 8) (2, 4, 8) (2, 6, 8) (2, 8, 8) (3, 3, 4) (3, 8, 8)
(4, 4, 4) (4, 6, 6) (4, 8, 8)
Q(
√
3) v2 (2, 3, 12) (2, 6, 12) (3, 3, 6) (3, 4, 12) (3, 12, 12) (6, 6, 6)
Q(
√
3) v3 (2, 4, 12) (2, 12, 12) (4, 4, 6) (6, 12, 12)
Q(
√
5) v2 (2, 4, 5) (2, 4, 10) (2, 5, 5) (2, 10, 10) (4, 4, 5) (5, 10, 10)
Q(
√
5) v3 (2, 5, 6) (3, 5, 5)
Q(
√
5) v5 (2, 3, 10) (2, 5, 10) (3, 3, 5) (5, 5, 5)
Q(
√
6) v2 (3, 4, 6)
Q(cosπ/7) 1 (2, 3, 7) (2, 3, 14) (2, 4, 7) (2, 7, 7) (2, 7, 14) (3, 3, 7)
(7, 7, 7)
Q(cosπ/9) 1 (2, 3, 9) (2, 3, 18) (2, 9, 18) (3, 3, 9) (3, 6, 18) (9, 9, 9)
Q(cosπ/9) v2.v3 (2, 4, 18) (2, 18, 18) (4, 4, 9) (9, 18, 18)
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Q(cosπ/8) v2 (2, 3, 16) (2, 8, 16) (3, 3, 8) (4, 16, 16) (8, 8, 8)
Q(cosπ/10) v2 (2, 5, 20) (5, 5, 10)
Q(cosπ/12) v2 (2, 3, 24) (2, 12, 24) (3, 3, 12) (3, 8, 24) (6, 24, 24)
(12, 12, 12)
Q(cosπ/15) v3 (2, 5, 30) (5, 5, 15)
Q(cosπ/15) v5 (2, 3, 30) (2, 15, 30) (3, 3, 15) (3, 10, 30) (15, 15, 15)
Q(
√
2,
√
5) v2 (2, 5, 8) (4, 5, 5)
Q(cosπ/11) 1 (2, 3, 11).
(vp denotes the unique place of E above p. Notice that all fields E appearing
in this table are Galois — even abelian — over Q).
5.4.3. We do not know whether all arithmetic triangle groups are congruent
subgroups (actually, unit groups of quaternion algebras seem to be unsolved
hard cases of the congruence subgroup problem, cf. [Rap92]). Neverthe-
less, in each commensurability class of arithmetic triangle groups, there is a
(unique) triangle group of the form
Γ∗ = {g ∈ B× | gB = Bg,Nr(g) > 0} :
this is the one which appears first in the each of the above rows, cf. [Tak77,
Table 3]. The corresponding Schwarz orbifolds are Shimura orbifolds X ∗.
More generally, any Schwarz orbifold whose orbifold fundamental group is
a congruence group, is a Shimura orbifold.
5.5. Arithmetic p-adic triangle groups. A p-adic analogue of Takeuchi’s
list.
5.5.1. Arithmetic p-adic triangle groups are hyperbolic p-adic triangle groups
which are commensurable with the p-unit groups of quaternion algebras B
over number fields.(31)
Let now V be the set of p-adic and infinite places of E. It follows from
the discussion of 5.4.1 that arithmetic subgroups of G(V ) = PGL2(Ev) are
subgroups which are commensurable with the p-unit groups PSL1(B[1p ])
of quaternion algebras over totally real number fields E, which are totally
definite at infinity and split at exactly one place v above p .
5.5.2. Let ∆p(e0, e1, e∞) ⊂ PGL2(Cp) be an arithmetic p-adic triangle
group. Thus, there is a totally real number field E ⊂ Cp, and a totally
definite quaternion algebra B over E, split at one place v above p, and a
maximal order B, such that ∆p(e0, e1, e∞) ⊂ PGL2(Ev) is commensurable,
(31)In fact, these were the first p-adic triangle groups to be constructed [And98], and
the existence of non-arithmetic hyperbolic p-adic triangle groups remained unclear for a
while, before Kato’s construction.
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up to conjugation, to PSL1
(B[1p ]). Instead of the latter, it is equivalent and
more convenient to work with the image Γ∗p in PGL2(Ev) of the normalizer{
g ∈ B× | gB[1p ] = B[1p ]g
}
.
Let us show that the corresponding complex triangle group ∆p(e0, e1, e∞)
⊂ PGL2(C) is arithmetic, attached to the same totally real number field E
(embedded into C via some real place∞0), and to the quaternion algebra B
over E obtained from B by interchanging the local invariants at ∞0 and v
(in particular B is definite at every place at infinity except∞0, and ramified
at v — which turns out to be the unique place vp of E above p according to
Takeuchi’s classification).
In the case ∆p(e0, e1, e∞) = Γ∗p, this follows from Cˇerednik’s uniformiza-
tion explained in II.7.4, II.7.5: in this case, the Schwarz orbifold is a Shimura
orbifold X ∗ and ∆(e0, e1, e∞) = Γ∗.
In general, the Schwarz orbifold S(e0, e1, e∞) is close to be a Shimura
orbifold. If fact, according to 5.3.7, the p-adic Schwarz orbifold S(e0, e1, e∞)
is a finite orbifold-covering of a Mumford-Schwarz orbifold S(e′0, e′1, e′∞) with
∆p(e0, e1, e∞) = ∆p(e′0, e
′
1, e
′∞). Let Γ be a torsion-free subgroup of finite
index of ∆p(e
′
0, e
′
1, e
′∞) ∩ Γ∗p. Let Ω ⊂ P1Cp be the set of ordinary points for
Γ. Then the Mumford curve S = Ω/Γ is simultaneously a finite orbifold
covering of S(e′0, e′1, e′∞) and of X ∗ (via the embeddings Γ ⊂ ∆p(e′0, e′1, e′∞)
and Γ ⊂ Γ∗p respectively).
All these finite orbifold-coverings are defined over number fields ⊂ C.
Looking at the corresponding complex orbifolds, it is now clear that πorb1 (S(e0, e1, e∞))
= ∆(e0, e1, e∞) is commensurable with πorb1 (X ∗) = Γ∗, whence the claim.
5.5.3. Let us show, conversely, that if ∆(e0, e1, e∞) appears in Takeuchi’s
list, and if B/E is ramified at the place v | p, then ∆p(e0, e1, e∞) exists and
is an arithmetic p-adic triangle group; more precisely, it is commensurable
with the p-unit group of the quaternion algebras B/E obtained from B by
interchanging the local invariants at∞0 (the indefinite place at infinity) and
vp (in particular B is totally definite, and split at vp).
In the case ∆(e0, e1, e∞) = Γ∗, i.e. if (e0, e1, e∞) is the first triple oc-
curring on a row of Takeuchi’s table, this follows from 4.7.4.
In general, ∆(e0, e1, e∞) is commensurable to an arithmetic triangle
group ∆(e′0, e
′
1, e
′∞) of the form Γ∗, and it is not difficult to deduce that
∆p(e0, e1, e∞) exists and is commensurable to ∆p(e′0, e
′
1, e
′∞) = Γ∗p. The
point is that the corresponding respective projective connectionsHGPC(a, b, c)
and HGPC(a′, b′, c′) become isomorphic after suitable finite pull-backs.
5.5.4. Putting 5.5.2 and 5.5.3 together, we conclude that the arithmetic
p-adic triangle groups ∆p(e0, e1, e∞) are exactly those corresponding to the
triples (e0, e1, e∞) in Takeuchi’s list when vp divides disc(B). From that list,
one gets:
Theorem 5.5.5. [And98]. Up to permutation of the indices, there are 45
arithmetic 2-adic triangle groups, 16 arithmetic 3-adic triangle groups, 9
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arithmetic 5-adic triangle groups (and no arithmetic p-adic triangle group
for p > 5).
More precisely, they are given by the following tables:
Arithmetic 2-adic triangle groups:
E disc(B) (e0, e1, e∞) up to permutation
Q 3 (2, 4, 6) (2, 6, 6) (3, 4, 4) (3, 6, 6)
Q(
√
2) 1 (2, 3, 8) (2, 4, 8) (2, 6, 8) (2, 8, 8) (3, 3, 4)
(3, 8, 8) (4, 4, 4) (4, 6, 6) (4, 8, 8)
Q(
√
3) 1 (2, 3, 12) (2, 6, 12) (3, 3, 6) (3, 4, 12) (3, 12, 12)
(6, 6, 6)
Q(
√
5) 1 (2, 4, 5) (2, 4, 10) (2, 5, 5) (2, 10, 10) (4, 4, 5)
(5, 10, 10)
Q(
√
6) 1 (3, 4, 6)
Q(cos π/9) v3 (2, 4, 18) (2, 18, 18) (4, 4, 9) (9, 18, 18)
Q(cos π/8) 1 (2, 3, 16) (2, 8, 16) (3, 3, 8) (4, 16, 16) (8, 8, 8)
Q(cos π/10) 1 (2, 5, 20) (5, 5, 10)
Q(cos π/12) 1 (2, 3, 24) (2, 12, 24) (3, 3, 12) (3, 8, 24) (6, 24, 24)
(12, 12, 12)
Q(
√
2,
√
5) 1 (2, 5, 8) (4, 5, 5)
Arithmetic 3-adic triangle groups:
Q 2 (2, 4, 6) (2, 6, 6) (3, 4, 4) (3, 6, 6)
Q(
√
3) 1 (2, 4, 12) (2, 12, 12) (4, 4, 6) (6, 12, 12)
Q(
√
5) 1 (2, 5, 6) (3, 5, 5)
Q(cos π/9) v2 (2, 4, 18) (2, 18, 18) (4, 4, 9) (9, 18, 18)
Q(cos π/15) 1 (2, 5, 30) (5, 5, 15)
Arithmetic 5-adic triangle groups:
Q(
√
5) 1 (2, 3, 10) (2, 5, 10) (3, 3, 5) (5, 5, 5)
Q(cos π/15) 1 (2, 3, 30) (2, 15, 30) (3, 3, 15) (3, 10, 30) (15, 15, 15)
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Remarks 5.5.6. (a) In these lists, one notice that p divides at least one
of the numbers e0, e1, e∞. This means that the parameters a, b, c of the
corresponding hypergeometric differential equation are not p-adic integers.
In the literature on p-adic hypergeometric functions, on the contrary, a, b, c
are always assumed to be p-adic integers, for obvious convergence reasons.
It is well-known that a fuchsian p-adic differential equations with Frobe-
nius structure has exponents in Q∩Zp. Since this is not the case here, there
is no Frobenius structure in the standard sense. However, there is some
hidden Frobenius structure due to the “geometric origin” of the differential
equation. We leave to the reader the intriguing question of finding out the
right formulation of this hidden Frobenius structure (hint: the Frobenius
structure is explicit at the level of the period mapping, cf. [BZ95]).
(b) Takeuchi has also given a table with the various inclusions of trian-
gle groups in each commensurability class. When ∆(e0, e1, e∞) is maximal
(and p ramified in the corresponding quaternion algebra), the correspond-
ing p-adic triangle group ∆p(e0, e1, e∞) is “of Mumford type”, according to
5.3.8. (b).
Arithmetic p-adic triangle groups not “of Mumford type” do exist, and
are related to Shimura curves with level divisible by p. One can construct
such p-adic triangle groups using Drinfeld’s finite e´tale coverings Υn of the
Drinfeld “half space” Ω, which uniformize p-adically Shimura curves with
level pn.M (p prime to M), cf. II.7.4.7. One has Γ+p (p
nM) = Γ+p (M),
and the orbifold-quotient of a suitable intermediate covering Σ between Ω
and Υn by Γ+p (M) may be a Schwarz orbifold but not a Mumford-Schwarz
orbifold. It seems that ∆2(4, 4, 4) is of this type, for p = 2, n =M = 1 (we
have not checked the details); the corresponding Γ+2 (1) is ∆2(3, 3, 4).
(c) Let S be a smooth projective curve defined over Q, and ζi beQ-points
on S endowed with indices ei. We then say that the orbifold S = (S, (ζi, ei))
is defined over Q. In general, there is no reason for the uniformizing differ-
ential equation to be defined over Q.
However, this occurs if either S is a Schwarz orbifold (the uniformizing
differential equation being essentially of hypergeometric type with rational
parameters), or a Shimura orbifold (the uniformizing differential equation
being essentially of Gauss-Manin type, cf. 4.7.4). On the other hand, it is
not difficult to see that the property for the uniformizing differential equation
to be defined over Q depends only on the commensurability class of the
orbifold fundamental group πorb1 (S).
A transcendence conjecture of Chudnovsky, modified by Krammer [Kra96,
12], predicts that the Schwarz and the Shimura cases are the only exceptions,
up to commensurability. Namely:
Conjecture 5.5.7. (Chudnovsky-Krammer). Let S be a one-dimensional
hyperbolic orbifold defined over Q. Assume that the uniformizing differential
equation is defined over Q. Then πorb1 (S) is either commensurable to a
triangle group, or is arithmetic.
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We conjecture the (straightforward) p-adic analogue of 5.5.7.
(d) By the theory of p-adic Betti lattices, there is a canonical Q-structure
in the Cp-space of solutions at any point of P1(Q) of the hypergeometric
differential equationHDGE(a, b, c) attached to an arithmetic p-adic triangle
group (cf. 4.7.4. If the base point is chosen to be one of the singularities
0, 1,∞, one applies 4.7.4 to a finite orbifold-covering of the Schwarz orbifold
which is a Shimura curve attached to a torsion-free congruence subgroup).
This raises the following (open) questions:
Is there a Q-structure in the Cp-space of solutions of the hypergeomet-
ric differential equation HDGE(a, b, c) attached to a non-arithmetic p-adic
triangle group? Are non-arithmetic p-adic triangle groups related to some
p-adic period mappings and suitable higher-dimensional Shimura orbifolds?
5.6. On special values of hypergeometric functions attached to
arithmetic p-adic triangle groups.
5.6.1. Let a, b, c be rational numbers such that c > a + b. Then the hy-
pergeometric series 2F1(a, b; c; z) converges at 1 and takes the value (Gauss’
formula)
2F1(a, b; c; 1) =
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b) .
If one considers 2F1(a, b; c; z) as a multivalued analytic function on P1 \
{0, 1,∞}, the values at 1 form a finitely generated subgroup of C; they
generate a Q-subspace of C of dimension ≤ 2, namely:
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b)Q +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
Q.
Similarly, its values at ∞ generate the Q-subspace of C
Γ(c)Γ(b − a)
Γ(c− a)Γ(b)Q +
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)Q.
5.6.2. If HGDE(a, b, c) is the differential equation attached as above to an
arithmetic triangle group ∆(e0, e1, e∞), these formulas are special cases of
similar formulas expressing the special values of 2F1(a, b; c; z) at CM points,
in terms of Gamma values, up to factors in Q.
The point is that there is a Q-structure in the complex space of solu-
tions which is stable under monodromy: the H1,B( ,Q) of the fake elliptic
curves Az parametrized by z ∈ P1 (P1 being viewed as a Shimura curve)
if the quaternion algebra attached to ∆(e0, e1, e∞) is over Q, cf. II.7.6.3
for the general case. For any point z ∈ P1(Q), let Vz be the Q-structure
in the complex space of solutions at z consisting of solutions whose Taylor
coefficients are in Q. Then Vz is related to H1,B(Az,C,Q) by the period
matrix of Az. At any CM point z (according to an old observation of
Shimura, the branch points of a Shimura orbifold — here, 0, 1,∞ — are
actually CM points), the Chowla-Selberg formula (I.4.6.3) thus relates the
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two Q-structures in terms of Γ-values. In particular, V0 is generated by
2F1(a, b, c; z) and z
1−c
2F1(a+1− c, b+1− c, 2− c; z), and the branch point
0 corresponds to a CM point (for elliptic curves rather than fake elliptic
curves, this was worked out in I.5.3.10).
5.6.3. There is an entirely analogous phenomenon for arithmetic p-adic tri-
angle group ∆p(e0, e1, e∞): thanks to II.7.6.4, there is a Q-structure in the
Cp-space of solutions which is stable under p-adic monodromy: the “p-adic
Betti lattice” H1,B( ,Q) of the fake elliptic curves Az if the quaternion al-
gebra attached to ∆p(e0, e1, e∞) is over Q, cf. II.7.6.3 for the general case.
“Periods” should be understood here in the sense of I.5.3; p-adic CM periods
were computed in terms of Γp-values in I.4.6.3, I.4.6.4 (for p 6= 2), I.5.3.8.
Therefore, ifHGDE(a, b, c) is the differential equation attached as above
to an arithmetic p-adic triangle group ∆p(e0, e1, e∞), there is, at least for
odd p, a expression in terms of Γp-values of the Q-space of dimension ≤ 2
generated by the values taken at any given CM point, e.g. the point 1, by
2F1(a, b, c; z) viewed as a multivalued p-adic analytic function on a suitable
finite e´tale covering of P1 \ {0, 1,∞}.
We shall see examples in the next section.
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6. The tale of F ( 124 ,
7
24 ,
5
6 ; z) (Escher’s triangle group and its diadic
and triadic twins).
Abstract: We study the rich geometry related to the simplest cocompact arith-
metic triangle group: associated Shimura curves, period mapping and monodromy
— in the archimedean, diadic and triadic cases. At other primes, the story would
be similar to that of F (1
2
, 1
2
, 1; z); we do not repeat it.
6.1. Escher’s triangle group ∆(2, 4, 6).
6.1.1. This is the symmetry group of the black-and-white tesselation of the
unit disk by hyperbolic triangles with angles (π2 ,
π
4 ,
π
6 )
Figure 4
M.C. Escher has engraved several celebrated variants of this Schwarz
tesselation (“cirkel-limiet”, angels and demons), cf [Esc71] (32).
By gluing together two basic triangles, we get hyperbolic triangles with
angles (π3 ,
π
4 ,
π
4 ) or (
π
2 ,
π
6 ,
π
6 )
O Q
P
6 2
4
3
4
4
2
6 6
Figure 5
(32)he has also used another Schwartz tesselation in a picture — “cirkel-limiet III” —
brilliantly analyzed by H.S.M. Coxeter [Cox79]
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This exhibits ∆(3, 4, 4) and ∆(2, 6, 6) as subgroups of index 2 of ∆(2, 4, 6).
Furthermore, by gluing two triangles with angles (π2 ,
π
6 ,
π
6 ), one can get a
triangle with angles (π3 ,
π
6 ,
π
6 ), which exhibits ∆(3, 6, 6) as a subgroup of
index 2 of ∆(2, 6, 6).
Similarly, the intersection of ∆(2, 6, 6) and ∆(3, 4, 4) in ∆(2, 4, 6) is a quad-
rangle group ♦(2, 2, 3, 3).
6.1.2. The vertices of one of the basic triangles are
O = (0, 0), Q = (
√
2− 1, 0), P =
(√
3 cos
5π
12
, cos
5π
12
)
.
The matrix of the composition of the reflection along side QP , resp. PO,
followed by the reflection along side OQ is A =
√−1
(√
2 −1
1 −√2
)
, resp.
B =
1
2
(√
3 +
√−1 0
0
√
3−√−1
)
.
These matrices satisfy A2 = B6 = (AB)4 = −1 and, taken up to sign,
generate the triangle group ∆(2, 4, 6), (cf. [Mag74, II5].)
6.1.3. The group ∆(2, 4, 6) enjoys the following “universal property”, dis-
covered by Mennike in 1968:
for all but a finite number of indefinite ternary quadratic forms
q with integral coefficients, the (integral) associated unitary
group of q is contained in ∆(2, 4, 6).
It coincides with ∆(2, 4, 6) in the case of q = 3x2 − y2 − z2, (cf. [Mag74,
III3]). These unitary groups have been thoroughly investigated by Fricke
and Klein.
6.2. Some Shimura curves attached to D2.3.
6.2.1. TheQ-subalgebra ofM2(Q(
√−1,√2,√3)) generated by the matrices
A and B is the quaternion algebra B = B2.3 over Q with discriminant 6.
This quaternion algebra is unique up to isomorphism and admits standard
generators i, j and relations i2 = −1, j2 = 3, ij = −ji.
It follows that ∆(2, 4, 6) is a subgroup of B×2.3/Q
×. According to [Tak77],
∆(2, 4, 6), ∆(3, 4, 4), ∆(2, 6, 6) and ∆(3, 6, 6) are the only cocompact triangle
groups which give rise to a quaternion algebra over Q.
As any indefinite quaternion algebra over Q, B2.3 has a unique maximal
order B = B2.3 modulo conjugation, cf. [Vig80, p.99]. It can be described
as Z+Zi+Zj +Zρ, where ρ = 1+i+j+ij2 . According to [Tak77], it can also
be described as the subring of B2.3 generated by the elements of ♦(2, 2, 3, 3)
(the subgroup of ∆(2, 4, 6) of index 4 considered above).
Following the notation of II.7.4, we introduce the following arithmetic
subgroups of B×/Q×:
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• the image Γ+(N) of the group {g ∈ (1 + NB)× | Nr(g) = 1} in
PSU(1, 1)(R) = Aut(D(0, 1−)), where Nr stands for the reduced
norm (Γ+(1) = PSL1(B) is abbreviated into Γ+),
• the image Γ∗ in PSU(1, 1)(R) of the group N(B)+ = {g ∈ B× | gB =
Bg | Nr(g) > 0}, i.e. N(B)+/Q×.
According to [Tak77], one has:
• ∆(2, 4, 6) = Γ∗,
• ♦(2, 2, 3, 3) = Γ+.
These groups also appear in [Vig80, p.122], together with the orbifolds
X+anC = D(0, 1−)/♦(2, 2, 3, 3) and X ∗anC = D(0, 1−)/∆(2, 4, 6). The orbifold
Euler characteristics are found to be −13 and − 112 respectively.
6.2.2. Any element of N(B)+ can be written uniquely as a product
q.g.(1 + i)ǫ2(3i + j + ij)ǫ3 ,
where q ∈ Q, g ∈ SL1(B), ǫm = 0 or 1, cf. [Mic84]. The quotient group
∆(2, 4, 6)/♦(2, 2, 3, 3)
={1, w2 = [1 + i], w3 = [3i+ j + ij], w6 = w2w3 = [−3 + 3i+ 2ij]}
∼=(Z/2Z)2
is called the Atkin-Lehner group. The fixpoints of the involutions wm have
been the object of thorough investigations, cf. loc. cit. and [Shi67] (cf. also
II.7.4.4). In our case, the results are:
• the two fixpoints of w2 on D(0, 1−)/♦(2, 2, 3, 3) have the same image
in D(0, 1−)/∆(2, 4, 6), which is the image of the fixpoint in D(0, 1−) of any
maximal embedding of Z[
√−1] in B,
• the two fixpoints of w3 on D(0, 1−)/♦(2, 2, 3, 3) have the same image
in D(0, 1−)/∆(2, 4, 6), which is the image of the fixpoint in D(0, 1−) of any
maximal embedding of Z[3
√
1] in B,
• the two fixpoints of w2 on D(0, 1−)/♦(2, 2, 3, 3) have the same image
in D(0, 1−)/∆(2, 4, 6), which is the image of the fixpoint in D(0, 1−) of any
maximal embedding of Z[
√−6] in B,
From easy considerations of ramification, one draws that
• 〈Γ+, (1 + i)〉 = ∆(3, 4, 4)
• 〈Γ+, (3i + j + ij)〉 = ∆(2, 6, 6)
• 〈Γ+, (1 + i)〉 is the third intermediate group, which is a quadrangle
group ♦(2, 2, 2, 3) (not to be confused with ♦(2, 2, 3, 3)).
Lemma 6.2.3. The congruence group Γ+(2) is torsion-free. The quotient
Γ+/Γ+(2) is the tetrahedral group ∆(2, 3, 3) ∼= A4 (of order 12).
Proof. Recall that B = Z + Zi + Zj + Zρ. Any element a+ bi + cj + dij
of finite order in the congruence subgroup SL1(B)(2) of level two must have
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reduced trace 2a = ±2 and reduced norm a2 + b2 − 3c2 − 3d2 = 1; it is easy
to see that the only such elements are ±1, which implies the first assertion.
The quotient group Γ+/Γ+(2) is represented by {1, i, j, ij, 1±i±j±ij2 }mod-
ulo 2. It admits {1, i, j, ij} as a normal subgroup, and {1, ρ, ρ2} as a non-
normal subgroup. its center is trivial. It is thus isomorphic to the tetrahedral
group, the group of oriented symmetries of the tetrahedron.
Figure 6
Corollary 6.2.4. The associated Shimura curve X+(2) has genus g = 3.
Proof. By definition, X+(2)anC = D(0, 1−)/Γ+(2) (here we prefer to iden-
tify the universal covering with the unit disk rather than the Poincare´ up-
per half plane as in II.7.4). The assertion follows from the computation
2− 2g = χ(D(0, 1−)/Γ+(2)) = 12.χorb(D(0, 1−)/Γ+) = −4.
Lemma 6.2.5. The congruence group Γ+(2) is a normal subgroup of ∆(2, 4, 6)
= Γ∗. The quotient Γ∗/Γ+(2) is the extended octahedral group ∆∗(2, 3, 4) ∼=
S4 × Z/2Z (of order 48). The generator of the factor Z/2Z is given by the
image w˜3 of (3i + j + ij).
We refer to [For29, N. 58] and [Cox74, p.27] for a discussion of ∆∗(2, 3, 4),
the group of all symmetries of the octahedron.
Figure 7
Proof. Let us first show that Γ+(2) is a normal subgroup of ∆(2, 6, 6) =
〈Γ+, (3i+ j+ ij)〉. It makes sense to reduce the latter modulo 2, (3i+ j+ ij)
being sent to 1 ∈ ∆(2, 3, 3); on the other hand, Nr induces a surjective
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homomorphism ∆(2, 6, 6) → 3Z/9Z ∼= Z/2Z, and (3i + j + ij) is sent to a
generator of Z/2Z. It follows that Γ+(2) is a normal subgroup of ∆(2, 6, 6),
with quotient group A4 × Z/2Z.
We next remark that every element of Γ+(2) can be written
a+ bi+ cj + dij, with a, b, c, d ∈ Z, b ≡ c ≡ d 6≡ a (2),
a2 + b2 − 3c2 − 3d2 = 1.
Since (1+ i)(a+ bi+ cj +dij)(1+ i)−1 = a+ bi−dj+ cij, we see that (1+ i)
normalizes Γ+(2), and conclude that Γ+(2) is normal in Γ∗. The quotient
group sits in an extension
1→ ∆(2, 3, 3) × Z/2Z→ G→ Z/2Z→ 1,
the quotient Z/2Z being generated by (1 + i). Since the image of (1 + i) in
G is not central, we conclude that G ∼= S4 × Z/2Z.
Corollary 6.2.6. The automorphism group of the curve X+(2)C is ∆∗(2, 3, 4).
Proof. It follows from 6.2.4 and 6.2.5 that AutX+(2)C contains ∆∗(2, 3, 4).
On the other hand, any automorphism of X+(2)C lifts to an element of
SU(1, 1)(R) which normalizes B. The image in PSU(1, 1)(R) of such an
element lies in Γ∗, whence Aut X+(2)C ⊂ Γ∗/Γ+(2) = ∆∗(2, 3, 4).
By similar arguments, one shows that the groups ∆(3, 4, 4)/Γ+(2) and
♦(2, 2, 2, 3)/Γ+(2) are the octahedral group ∆(2, 3, 4) ∼= S4.
6. THE TALE OF F ( 1
24
, 7
24
, 5
6
; z). 195
One reads from the following table of ramification that w˜3 is a hyperel-
liptic involution of X+(2)C.
g=3
g=2
S
S/w [ ]
[ ]
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2
3
2 6 6 2 2 2 3 4 4 3
 2  3  2 
(2) (4) (6)
χorb
− 112
−16
−13
−12
−1
−2
−4
Figure 8
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6.2.7. Similar considerations apply to the congruence subgroup of level
three Γ+(3). The Shimura curve X+(3)C has genus 4 and its automorphism
group is of order 72. We omit the details.
6.2.8. By the general theory of Shimura curves, X+(2) is a moduli space for
polarized abelian surfaces with quaternionic multiplication by B2.3 and level-
two structure, cf. II.7.4. It is defined over Q, as well as X ∗ and the inter-
mediate Shimura curves attached to ∆(3, 4, 4), ∆(2, 6, 6), ♦(2, 2, 2, 3) and
♦(2, 2, 3, 3). According to Y. Ihara, A. Kurihara [Kur79], A. Ogg and J.F.
Michon, in each of the cases ∆(2, 4, 6), ∆(3, 4, 4), ∆(2, 6, 6), ♦(2, 2, 2, 3),
theQ-curve itself is P1Q, whereas for ♦(2, 2, 3, 3), it is the conic x2+y2+3z2 =
0.(33) The Atkin-Lehner involutions are defined over Q.
6.2.9. Any CM point on X+(2) parametrizes an abelian surface isogenous
to the square of an elliptic curve with complex multiplication. It follows
from 6.2.2 that the points of ramification of the “projection” X+(2) → X ∗
are CM points. More precisely, the corresponding imaginary quadratic fields
are
• Q[√−1] for the points of ramification index 4 (e.g. the image of the
point P ∈ D(0, 1−), cf. 6.1.2)
• Q[√−3] for the points of ramification index 6 (e.g. the image of the
point O ∈ D(0, 1−))
• Q[√−6] for the points of ramification index 2 (e.g. the image of the
point Q ∈ D(0, 1−)).
6.3. Triadic uniformization.
6.3.1. The Shimura curve X+(2) has good reduction at any prime p 6= 2, 3.
As for the critical primes 2 and 3, the situation for p = 3 is easier to describe
than for p = 2, since 3 does not divide the level (II.7.4).
For the triadic Cˇerednik-Drinfeld uniformization, the relevant quater-
nion algebra is the Hamilton definite quaternion algebra B = B2.∞ over Q
with basis (1, i, j, ij) and relations i2 = j2 = −1, ij = −ji. A maximal
order (unique up to conjugation, cf. [Vig80, 5.11]) consists of the Hurwitz
quaternions
B = B2.∞ = Z+ Zi+ Zj + Zρ, ρ = 1 + i+ j + ij
2
.
The group PGL1(B) = B×/±1 is finite, isomorphic to the tetrahedral group
∆(2, 3, 3) ∼= A4.
Following the notation of II.7.4.3, we introduce the following {3,∞}-
arithmetic subgroups of B
×
/Q×:
(33)on the other hand, we do not know any hyperelliptic equation for X+(2), even
over C.
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• the image Γ+3 (N) of the group {g ∈ (1 + NB[13 ])× | ord3Nr(g) even}
in PGL2(Q3) = Aut(ΩC3) (Γ
+
3 (1) is abbreviated into Γ
+
3 ),
• the image Γ∗3 in PGL2(Q3) of the group
N(B[13 ]) = {g ∈ B
× | gB[13 ] = B[13 ]g}, i.e. N(B[13 ])/Q×.
According to Cˇerednik-Drinfeld, one has:
• X+(2)anC3 = ΩC3/Γ+3 (2)
• X+anC3 = ΩC3/Γ+3 .
• X ∗anC3 = ΩC3/Γ∗3.
In terms of triadic triangle (resp. quadrangle) groups, one can thus write
• ∆3(2, 4, 6) = Γ∗3,
• ♦3(2, 2, 3, 3) = Γ+3 .
6.3.2. These uniformizations actually hold over Q9, the quadratic unram-
ified extension of Q3. The corresponding Mumford curves over Q9 appear
in [GvdP80, IX], without referring to the Cˇerednik theorem. The results
of loc. cit. allow to give a concrete description of the arithmetic groups in
terms of the generators 1, i, j, ij of B.
Let us fix a square root of −1 in Q9. A convenient matrix representation
for the elements of B ⊗Q9 is
a+ bi+ cj + dij 7→
(
a+ b
√−1 c+ d√−1
−c+ d√−1 a− b√−1
)
Of course, D ⊗ Q3 ∼= M2(Q3), and any such matrix representation is con-
jugate to the previous after ⊗Q9 one by some u ∈ PGL2(Q9); u is a kind
of triadic Cayley transform which sends the Drinfeld space Ω to the com-
plement uΩ of the “circle” {x + y√−1 | x, y ∈ Q3, x2 + y2 = −1} in the
projective line (here, we follow the usual convention that PGL2 acts on the
left on P1).
After loc. cit., the congruence level subgroup of level two PGL1(B[13 ])(2)
is generated by
zǫǫ′ = i+ ǫj + ǫ
′ij, ǫ = ±1, ǫ′ = ±1
with the only relations z2ǫǫ′ = 1. The subgroup of index two Γ
+
3 (2) consisting
of words of even length (which is also the kernel of the homomorphism
PGL1(B[13 ])(2)→ 3Z/9Z ∼= Z/2Z induced by Nr) is a Schottky group of rank
three in PGL2(Q9), freely generated by
γ1 = z++z+− =
(−1− 2√−1 2
−2 −1 + 2√−1
)
,
γ2 = z++z−+ =
(−1− 2√−1 −2√−1
−2√−1 −1 + 2√−1
)
,
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γ3 = z++z+− =
(
1 2− 2√−1
−2− 2√−1 1
)
.
Moreover PGL1(B[13 ]) is the semi-direct product of PGL1(B[13 ])(2) and the
finite group PGL1(B), and Γ∗3 is generated by PGL1(B[13 ]) and the image
of (1 + i).
At last, the dual graph of the stable reduction modulo 3 of X+(2)anQ9 is
• •
Figure 9
6.3.3. The case of the prime 2 is similar if one replaces X+(2) by X+(3)(34).
This is a Mumford curve over Q4, the unramified quadratic extension of Q2.
The relevant quaternion algebra here is B3.∞. A maximal order (again
unique up to conjugation) is given by Z+Zi+Z i+j2 +Z
1+ij
2 , i
2 = −1, j2 =
−3, ij = −ji.
• ∆2(2, 4, 6) = Γ∗2,
• ♦2(2, 2, 3, 3) = Γ+2 .
6.4. The non-archimedean triangle groups ∆3(2, 4, 6),∆2(2, 4, 6) and
Herrlich’s tree.
6.4.1. Our aim here is to explore the combinatorics of the finitely generated
groups ∆3(2, 4, 6) and ∆2(2, 4, 6).
It follows from the above considerations that ∆3(2, 4, 6) sits in an exact
sequence
1→ 〈γ1, γ2, γ3〉 = Γ+3 (2)→ ∆3(2, 4, 6) → S4 × Z/2Z = Aut(X+(2))→ 1.
This extension is described by the outer action of S4×Z/2Z on 〈γ1, γ2, γ3〉.
Similarly, ∆2(2, 4, 6) is an extension of a group of order 72, Aut(X+(3)), by
a free group of rank four. In order to describe these extensions, we shall use
F. Herrlich’s work on automorphisms of Mumford curves.
6.4.2. Let S be a Mumford curve over some finite extension K of Qp, and
let Γ ⊂ PGL2(K) be the corresponding Schottky group. It is known that
any automorphism of S lifts to PGL2(K): in fact, the normalizer N(Γ) of
Γ in sits PGL2(K) in an exact sequence [GvdP80, IV]:
1→ Γ→ N(Γ)→ AutS → 1.
Herrlich constructs a tree T endowed with an action of N(Γ) as follows.
One introduces a partition of the set of affinoid disks in P1(K) into classes
(34)to deal with the diadic uniformization of X+(2) itself would involve a certain finite
e´tale covering of degree 12 of Ω.
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of the following form: a class contains a unique disk in A1(K), of radius
denoted by r and all affinoid disks of the form |z−a| ≥ r. The vertices of T
are the classes of those disks which contain two fixpoints of some non-trivial
element of N(Γ), whose distance is the radius of the disk. Two vertices are
related by an edge if they can be represented by disks which are either both
maximal, or nested in such a way that one is a maximal proper subdisk
of the other. Herrlich shows that the natural action of N(Γ) on affinoid
disks induce an action without inversion on T . This allows to apply the
Bass-Serre theory of graphs of groups [Ser77], exploiting the fact that the
stabilizer of vertices or edges belong to the short list of finite subgroups of
PGL2(K) [Her80a] [Her80b]. When S/Aut(S) has genus 0, the quotient
T /N(Γ) is a finite tree of groups. The group N(Γ) can then be identified
with its fundamental group, which is an amalgamated sum of the stabilizers
of the vertices along the stabilizers of the edges.
6.4.3. Let us apply this to S = X+(2)Q9 with N(Γ) = ∆3(2, 4, 6). One has
(g−1)/♯(Aut(S)) = 124 , and an inspection of the list of [Her80a] leaves only
one possibility for the tree of groups T3/∆3(2, 4, 6), namely:
D6 • ◦ S4
D3
where Dn are the dihedral groups. In this case, the Herrlich tree T3 may be
considered as a triadic analogue of the Schwarz-Escher tesselation:
Figure 10
6.4.4. In the case of S = X+(3)Q4 with N(Γ) = ∆2(2, 4, 6), one still has
(g−1)/♯(Aut(S)) = 124 , and an inspection of the list of [Her80a] leaves only
two possibilities for the tree of groups T2/∆2(2, 4, 6), namely:
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D6 • ◦ D4
D2
and
S4 • ◦ S4
D4
In order to select the right one, we remark that ∆2(2, 4, 6) contains the finite
group generated by ij and the quotient of (B3.∞)× =
{±1, ±i, ±i±j2 , ±1±ij2 }
by ±1. This group is isomorphic to D6 ∼= Z/2Z ×D3, which is not contained
in S4. Since any finite subgroup of the amalgamated sum of two groups is
conjugated to a subgroup of one of these groups [Ser77, 4.3], we conclude
that ∆2(2, 4, 6) ∼= D6 ∗D2 D4, not S4 ∗D4 S4
The Herrlich tree T2 may be considered as a diadic analogue of the Schwarz-
Escher tesselation:
Figure 11
(this is the set of points u such that j( e
pii/3
−u
1−epii/3u
) ∈ [0, 1728], where j denotes the
modular invariant).
It is important to pay attention to the fact that the symbol D6 ∗D2 D4
is not free from ambiguity: namely, there are essentially two non-equivalent
ways of embedding D2 into D6 ×D4:
1st way) the centers of D6 and D4 restrict to the same subgroup Z/2Z
of D2. On identifying D6 and D4 with the matrix groups〈(0 1
1 0
)
,
(
0 −1
1 1
)〉
and
〈( 0 1
±1 0
)〉
respectively, the corresponding amalgam D6∗D2D4 is isomorphic to GL2(Z);
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2nd way ) the trace of the center of D6×D4 on D2 is D2 itself. The cor-
responding amalgam D6 ∗D2 D4 maps onto a semidirect product of (Z/3Z)2
and D4 (the latter acting on (Z/3Z)2 as a matrix group
〈(
0 1
±1 0
)〉
).
The following theorem summaries our results and settles the remaining
ambiguity:
Theorem 6.4.5. (i) ∆3(2, 4, 6) ∼= D6 ∗D3 S4.
(ii) ∆2(2, 4, 6) ∼= D6 ∗D2 D4, where the embedding of D2 into D6 ×D4 is
such that the trace of the center of D6 ×D4 on D2 is D2 itself.
Proof. Only the last assertion remains to be established. Let S be the
diadic Schwarz orbifold (P1; (0, 2), (1, 4), (∞, 6)). There are surjective homo-
morphisms (3.5.5, 4.3.3)
πtemp1 (P
1 \ {0, 1,∞}) → πorb1 (S)→ ∆2(2, 4, 6).
The images γ¯0, γ¯1, γ¯∞ ∈ ∆2(2, 4, 6) of local monodromy elements γ0, γ1, γ∞ ∈
πtemp1 (P
1 \ {0, 1,∞}) are elements of order 2, 4, 6 respectively. By 2.3.9, the
smallest closed normal subgroup of πtemp1 (P
1\{0, 1,∞}) containing γ1, γ∞ is
πtemp1 (P
1 \ {0, 1,∞}) itself. It follows that the smallest normal subgroup of
the discrete group ∆2(2, 4, 6) containing γ¯1, γ¯∞ is ∆2(2, 4, 6) itself. It thus
suffices to show that if we where in the case D6 ∗D2 D4 ∼= GL2(Z), then
γ¯1, γ¯∞ ∈ SL2(Z). This is clear, since any element of order 6 (resp. 4) in
GL2(Z) is conjugate to ±
(
0 −1
1 1
)
(resp. to ±
(
0 −1
1 0
)
).
Part (ii) of this theorem allows us to answer at last question 2.3.11
concerning local monodromies γ0, γ1, γ∞ at 0, 1,∞ in the temperate funda-
mental group πtemp1 (P
1
Cp
\ {0, 1,∞}):
Corollary 6.4.6. Question 2.3.11 has a negative answer for p = 2: one
cannot find local monodromies γ0, γ1, γ∞ such that γ0.γ1.γ∞ = 1.
Proof. Assume that such local monodromies exist. By means of their
images γ¯0, γ¯1, γ¯∞ ∈ ∆2(2, 4, 6) ∼= D6∗D2 D4 (notation of the previous proof),
it would be possible to construct a homomorphism
φ : ∆(2, 4, 6) → ∆2(2, 4, 6),
where ∆(2, 4, 6) denotes the standard (archimedean) triangle group. Notice
that the image of φ cannot be contained in any conjugate of D6 or D4,
since none of these finite groups contains elements of order 6 and of order 4
simultaneously.
According to [Ser77, 6.3.5], any (cocompact) triangle group ∆ has the
fixpoint property (FA): any action (without inversion) of ∆ on any tree
has a fixpoint. It follows that the quotient Imφ of ∆(2, 4, 6) would have
property (FA) as well. Since Imφ is a subgroup of the amalgam D6 ∗D2 D4,
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this would imply, according to [Ser77, 6.2, prop. 21], that Imφ is contained
in a conjugate of D6 or D4, a contradiction.
Remark 6.4.7. The arithmetic p-adic triangle groups ∆(e0, e1, e∞) do not
have property (FA). Indeed, their description as p-unit groups in quater-
nion algebras shows that they admit a two-dimensional representation for
which the eigenvalues are non-integral in general. This property contra-
dicts (FA), cf. [Ser77, 6.2, prop. 22]. Actually, Kato’s description of
p-adic triangle groups of Mumford type as amalgams, together with 5.3.7,
implies that no hyperbolic p-adic triangle group has property (FA) (in con-
trast to archimedean triangle groups). Hence no hyperbolic p-adic triangle
group can be generated by three elements g0, g1, g∞ of finite order satisfying
g0g1g∞ = 1.
6.5. F ( 124 ,
7
24 ,
5
6 ; z) and the period mapping. Global analytic triadic
continuation.
6.5.1. Rather than ∆(2, 4, 8), we now prefer to work with ∆(6, 2, 4) (this
amounts to permute 0, 1,∞ by t 7→ z = 11−t , and is more faithful to the first
picture of this section which places the vertex O at the center of the disk).
The triangle group ∆(6, 2, 4) is the projective monodromy group of the
hypergeometric differential operator L 1
24
, 7
24
, 5
6
. More precisely, L 1
24
, 7
24
, 5
6
(y) =
0 is a uniformizing differential equation for the orbifold X ∗ viewed as the
Schwarz orbifold (
P1,
0 1 ∞
e0 = 6 e1 = 2 e∞ = 4
)
More explicitly, F ( 124 ,
7
24 ,
5
6 ; z) and z
1/6F ( 524 ,
11
24 ,
7
6 ; z) are independent solu-
tions of L 1
24
, 7
24
, 5
6
and for a suitable constant κ, the mapping
τ(z) = κ−1.
z1/6F ( 524 ,
11
24 ,
7
6 ; z)
F ( 124 ,
7
24 ,
5
6 ; z)
sends the upper half plane bijectively to the basic triangle OQP of the
Schwarz tesselation, and τ(0) = O, τ(1) = Q, τ(∞) = P .
•
0
•
1
-
τ
O Q
P
Figure 12
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It extends to a multivalued analytic function on P1 \ {0, 1,∞} with value in
D(0, 1−). The inverse mapping z(τ) : D(0, 1−) → P1 is the (single-valued)
∆(2, 4, 6)-automorphic uniformizing mapping of the Shimura orbifold X ∗.
6.5.2. Actually, τ expresses the period mapping P for “fake elliptic curves”
with multiplication by B2.3, cf. II.1.2 and II.7.4: more precisely, the multi-
valued function τ(z) is related to the commutative diagram
X˜ ∗Can
P∼−−−→ D = D(0, 1−) ⊂ D∨ = P1
Q
y y(
P1,
0 1 ∞
6 2 4
)
= X ∗Can −−−→ D/∆(2, 4, 6)
by
τ(z) = P ◦ Q−1, z(τ) = Q ◦ P−1.
6.5.3. Using Gauss’ formula for the value of hypergeometric functions at 1,
one can compute the constant κ, cf. [Car61, 392]:
κ =
Γ(76 )
Γ(56 )
√
Γ( 124 )Γ(
7
24 )Γ(
13
24 )Γ(
19
24 )
Γ( 524 )Γ(
11
24 )Γ(
17
24 )Γ(
23
24 )
.
Using the functional equations of Γ, one checks that κ ∼
(
Γ( 1
3
)
Γ( 2
3
)
)3
(mod Q
×
), in conformity with II.7.6.4 (taking into account the fact that
z = 0 corresponds to a fake elliptic curve with complex multiplication by an
order in M2(Q(
√−3))).
6.5.4. For p 6= 2, 3, the p-adic radius of convergence of F ( 124 , 724 , 56 ; z) and
F ( 524 ,
11
24 ,
7
6 ; z) is 1. The unit disk |z|p < 1 is ordinary or supersingular
according to whether p ≡ 1 (mod 3) or not. The ratio z1/6F (
5
24
, 11
24
, 7
6
;z)
F ( 1
24
, 7
24
, 5
6
;z)
expresses a local p-adic period mapping.
The p-divisible group of the fake elliptic curve parametrized by z is
isogenous to the square of the p-divisible group of an elliptic curve; the period
mapping is thus completely analogous to one of those studied in II.6.3.1,
6.3.3 (Dwork, Gross-Hopkins). From the viewpoint of analytic continuation,
this is essentially the situation studied in I.3 (for F (12 ,
1
2 , 1; z)).
6.5.5. For p = 3 (resp. p = 2), the situation is radically different; the p-
adic radius of convergence of F ( 124 ,
7
24 ,
5
6 ; z) and F (
5
24 ,
11
24 ,
7
6 ; z) is 3
−3/2 (resp.
2−6).
The ratio
z1/6F ( 5
24
, 11
24
, 7
6
;z)
F ( 1
24
, 7
24
, 5
6
;z)
expresses the Drinfeld 3-adic period mapping:
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P
∼˜X+(2)anC3
?
X+(2)anC3
?
X ∗ anC3 2
- D ⊂ D∨ = P1
?
D/∆3(2, 4, 6)-
Here D is the image of the Drinfeld space ΩC3 by a suitable homography
(it would be interesting to determine this homography explicitly). That
this homography is actually defined over Q comes from II.7.6.4 (ramified
variant), I.4.6.4, 5.3.9 (the point is that the triadic periods, in the sense of
I.5.3, of the abelian surface with complex multiplication by M2(Q[
√−3])
parametrized by z = 0, belong to Q).
Although F ( 524 ,
11
24 ,
7
6 ; z)/F (
1
24 ,
7
24 ,
5
6 ; z) has very small triadic radius of
convergence, its pull-back on the Shimura curve X+(2) extend to a global
multivalued meromorphic function, with poles only above 0, 1,∞ (in other
words, its pull-back on X˜+(2)C3 ∼= ΩC3 is single-valued).
Note however that the same is not true for F ( 124 ,
7
24 ,
5
6 ; z) and F (
5
24 ,
11
24 ,
7
6 ; z)
individually, for reasons of exponents at ∞. Nevertheless, they enjoy a sim-
ilar property, on replacing X+(2) by a suitable ramified finite covering.
Similarly, in the diadic case: the pull-back of F ( 524 ,
11
24 ,
7
6 ; z)/F (
1
24 ,
7
24 ,
5
6 ; z)
on the Shimura curve X+(3) extends to a global multivalued meromorphic
functions (with poles only above 0, 1,∞).
6.6. A triadic analogue of Gauss’ formula, and special values of
F ( 124 ,
7
24 ,
5
6 ; z) at CM points.
6.6.1. For our hypergeometric function, Gauss’ formula reads
F
( 1
24
,
7
24
,
5
6
; 1
)
=
Γ(56)Γ(
1
2 )
Γ(1924)Γ(
13
24 )
.
If one considers F ( 124 ,
7
24 ,
5
6 ; z) as a multivalued analytic function on P
1 \
{0, 1,∞}, the values at 1 generate a Q-subspace of C of dimension ≤ 2,
namely:
Γ(56 )Γ(
1
2)
Γ(1924 )Γ(
13
24 )
Q +
Γ(56)Γ(−12 )
Γ( 124 )Γ(
7
24 )
Q.
Similarly, its values at ∞ generate the Q-subspace
Γ(56 )Γ(
1
4)
Γ(1924 )Γ(
7
24 )
Q +
Γ(56)Γ(−14 )
Γ( 124 )Γ(
13
24 )
Q.
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6.6.2. Let us consider our hypergeometric function as a triadic function
F ( 124 ,
7
24 ,
5
6 ; 1)3, and more precisely as a multivalued 3-adic analytic function
on a suitable finite e´tale covering of P1 \ {0, 1,∞}.
The values taken by F ( 124 ,
7
24 ,
5
6 ; z)3 at 1 belong to Q: this follows from
5.6.3, together with the fact that the “periods” (in the sense of I.5.3) at-
tached to the abelian surface with complex multiplication by M2(Q[
√−24])
parametrized by z = 1, belong to Q, by I.4.6.4, I.5.3.9.
In the same way, one shows that the values taken by F ( 124 ,
7
24 ,
5
6 ; z)3 at
∞ belong to (Γ3(34)/Γ3(14 ))−1/2Q = Γ3(14 )Q. Conjecture I.5.3.10 predicts
that Γ3(
1
4) is a transcendental number.
6.6.3. In [Elk98, Table 2], one finds a table of rational CM points z (ratio-
nal points which correspond to abelian surfaces with complex multiplication
by an order in M2(Q(
√−d)) for some fundamental discriminant −d); with
the notation of loc. cit., they are given by z = B/(B−A) = ±B/|C|. Some
of them are:
z d = −disc
−33/2272 d = 22.3.7
−53/37 d = 23.5
210/74 d = 3.17
−210/37 d = 19.
Notice that for the first value of z, F ( 124 ,
7
24 ,
5
6 ;
−33
2272
)3 converges. More-
over, since (2
2.7
3 ) = +1, it follows from I.4.6.4, I.5.3.9, that the triadic “peri-
ods” attached to the abelian surface A−33/2272 with complex multiplication
byM2(Q[
√−d]) parametrized by z = 1, is algebraic (like the periods of A0).
By 5.6.3, it follows that the triadic number F ( 124 ,
7
24 ,
5
6 ;
−33
2272
)3 is algebraic
(can one compute this algebraic number?).
On the other hand since Q(
√−d) 6= Q(√−3) in that case (d = 22.3.7),
the real number F ( 124 ,
7
24 ,
5
6 ;
−33
2272 ) is transcendental; this follows from Wol-
fart’s theorem [Wol88] (whose proof has been recently completed by work
of Cohen-Wu¨stholz [CW01] and Edixhoven-Yafaev).
It can be proved, a contrario, that if the complex evaluation F ( 124 ,
7
24 ,
5
6 ; ξ)
is algebraic for some algebraic value ξ in the disc of convergence, then any p-
adic evaluation F ( 124 ,
7
24 ,
5
6 ; ξ)p which makes sense is also algebraic: indeed,
by [Wol88], [CW01], such a ξ parametrizes a CM abelian surface by some
order in M2(Q[
√−3]), and one concludes again using p-adic Betti lattices
as in I.5.3.
This is actually a very special case of a general, but conjectural, “prin-
ciple of global relations” for special values of solutions of Gauss-Manin con-
nections, cf. [And95].
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APPENDIX A
Rapid Course in p-adic Analysis.
By F. Kato
1. Introduction.
In this appendix, K always denotes a complete field with respect to a
non-archimedean valuation | · | : K → R≥0. The norm | · | is almost always
assumed to be non-trivial, unless otherwise stated.
Let us assume for a while that K is algebraically closed. We view the
field K as an affine space, as we do in complex analysis; K is a metrized
space with the metric induced from the valuation | · |. We can then follow
the lines of classical complex analysis and define convergence of power series,
Taylor and Laurent expansions, etc...
For instance let us define “holomorphic” functions to be K-valued func-
tions which are locally expressed by convergent power series(1) (cf. [Gou97,
Chap. 4]). This approach drives us however to several problems, which come
mainly from the fact thatK with the metric topology is totally disconnected;
for example:
(i) for an open set U ⊆ K the ring of all such holomorphic functions on
U is huge. So is already the subring of all locally constant functions.
(ii) It can be shown that the sheaf of germs of such functions satisfies the
principle of unique continuation; but not in a satisfactory way. In
particular, Lemma 1.1.2 of Chapter I holds but is of no use, because
there is no non-empty connected open subset.
The trouble becomes more apparent when we think the local repre-
sentability by convergent power series in terms of coverings. In the complex
analytic situation, when we speak of the holomorphy of a function f defined
over a connected open set U , we tacitly take a open covering {Ui}i∈I of U
consisting of sufficiently small open neighborhoods such that f restricted on
each member Ui can be seen as evaluation of a power series convergent in
Ui. The point is that, since U is connected, members of {Ui} must have
overlaps so that the local properties can be transmitted to whole U . But,
in the non-archimedean situation, such coverings may be refined in such a
way that there are no overlap. This is why the analytic continuation does
(1)The reader may wonder whether there is another approach by means of Cauchy-
Riemann type differential equations. This is unlikely because the differential calculus does
not go well, see [Gou97, Chap. 4].
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not work well. So, for the sake of a reasonable analytic theory, we have to
“limit” coverings so that we cannot take arbitrarily fine refinements.
A first method is due to Krasner. He introduced the so-called quasi-
connected sets and, on such subsets, defined analytic functions as uniform
convergent limits of rational functions.
A more modern and systematic treatment was introduced by Tate, with
the so-called Rigid Analysis. Let us briefly view the main idea: we first set
K{t1, . . . , tn}
=
{ ∑
ν1,... ,νn≥0
aν1,... ,νnt
ν1
1 · · · tνnn ∈ K[[t1, . . . , tn]]
∣∣∣∣∣ aν1,... ,νn → 0 forν1 + · · ·+ νn →∞
}
,
which is now called the Tate algebra over K. This is the ring of all functions
expressed by power series convergent on the closed disk D(0, 1+) = {z ∈
Kn | |zi| ≤ 1}. The algebra K{t1, . . . , tn} is endowed with the sup-norm
‖ · ‖, also called the Gauss norm. We list up some known properties (cf.
[BGR84, 5.2], [FvdP81, II.3]):
(i) The ring K{t1, . . . , tn} satisfies the Weierstrass Preparation Theo-
rem.
(ii) The ring K{t1, . . . , tn} is Noetherian and factorial.
(iii) Every ideal of K{t1, . . . , tn} is closed.
(iv) For any maximal ideal m of K{t1, . . . , tn}, the field K{t1, . . . , tn}/m
is a finite extension of K.
If, moreover, K is algebraically closed, the set of all maximal ideals, en-
dowed with the natural topology, coincides with D(0, 1+). So the situation is
analogous to classical algebraic geometry; D(0, 1+) to the affine n-space, and
K{t1, . . . , tn} to the coordinate ring. In fact, quotients A = K{t1, . . . , tn}/I
by ideals I (called affinoid algebras), and their associated maximal spectra,
Spm(A), called affinoids, forms the fundamental patches from which the
non-archimedean function theory will be developed. Although the natural
metric topology on Spm(A) is terrible for the same reason as above, the
situation becomes much better as far as we deal only with those functions
coming from A. The trick is that, if the algebra A is integral, then we can
pretend that the space Spm(A) is “connected”; for example, the closed disk
D(0, 1+) is “connected” in this sense. So, basically according to this point
of view, we can globalize the situation by gluing affinoid patches to obtain
a reasonable theory of analytic functions. The actual recipe to do it is fur-
nished by the notion of Grothendieck topology, which censors the plethora
of coverings. We will see this a little more precisely in what follows.
Remark 1.1. Although the rigid analysis seems to provide the reasonable
topological and analytical framework, one must not expect it to be as nice
as the complex case. Firstly, in classical complex analysis, when we expand
a holomorphic function centered at a point inside its region of convergence,
the resulting Taylor expansion may have a different region of convergence
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than the original one. This is a important method of analytic continuation.
But in the non-archimedean case, this never happens (cf. [Gou97, 4.4]).
Secondly, the topological framework given as above is still not powerful
enough to handle paths. So it is hopeless to treat, for example, fundamental
groups and monodromy in an intuitive way as in the classical complex case.
This difficulty is, in fact, remedied by Berkovich’ theory which we shall see
later on.
2. Rigid analytic spaces.
Let K be as in the previous section; we do not assume in general that
K is algebraically closed.
As mentioned above, an affinoid algebra A overK is a quotientK{t1, . . . , tn}/I
for some n by an ideal I. Since I is closed, A has a norm |·| induced from the
sup-norm ‖ · ‖ of K{t1, . . . , tn} (“residue norm”). With the residue norm,
A is a Banach K-algebra. The norm | · | itself depends on the presentation
α : K{t1, . . . , tn}/I ∼→ A, while the induced topology does not. So, strictly
speaking, we should write it like | · |α. Clearly, A is Noetherian and, for any
maximal ideal m of A, the residue field A/m is a finite extension of K, and
hence, the valuation | · | of K naturally extends to that of it, denoted again
by | · |.
The associated affinoid Spm(A) is the set of all maximal ideals of A. For
x ∈ Spm(A) and f ∈ A the value of f at x, denoted by f(x), is the class of f
in A/x. The set Spm(A) has the topology generated by the subsets of form
{x ∈ Spm(A) | |f(x)| ≤ 1} for f ∈ A. But, as we pointed out above, this
topology is not very interesting since it makes Spm(A) totally disconnected.
So we should specify the reasonable family of “admissible” open sets (and
coverings), on which the function theory will be built.
Let A be an affinoid algebra over K, and fi (i = 0, . . . , n) a collection
of elements in A which have no common zeros on Spm(A). The subspace
R = {x ∈ Spm(A) | |fi(x)| ≤ |f0(x)|, i = 1, . . . , n}
can be identified with the affinoid Spm(AR), where
AR = A⊗̂KK{t1, . . . , tn}/(f1 − t1f0, . . . , fn − tnf0).
A subset of this form is called a rational subdomain. The identification comes
as follows: We first note that the morphism of affinoids Spm(AR)→ Spm(A)
induced by A → AR maps Spm(AR) to R. Then AR is the unique solution of
the following universal property (hence, it can be determined up to canonical
isomorphism): for any morphism of affinoids φ : Spm(B) → Spm(A) such
that φ(Spm(B)) ⊂ R, there exists a unique K-homomorphism AR → B such
that the resulting diagram
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Spm(B) -
φ
Spm(A)
Spm(AR)
p
p
p
p
p
p
U 

is commutative.
Lemma 2.1. (1) If R and S are rational subdomains in Spm(A), then so is
R ∩ S.
(2) If R1 is a rational subdomain in Spm(A), and R2 is a rational sub-
domain in R1, then R2 is a rational subdomain in Spm(A).
Proof. (1) If R = {|fi(x)| ≤ |f0(x)|, i = 1, . . . , n} and S = {|gj(x)| ≤
|g0(x)|, j = 1, . . . ,m}, then one sees easily that R ∩ S = {|fi(x)gj(x)| ≤
|f0(x)g0(x)|, i = 1, . . . , n, j = 1, . . . ,m}.
(2) Exercise.
Corollary 2.2. Any subspace of the form
{|fi(x)| ≤ 1, |gj(x)| ≥ 1, i = 1, . . . , n, j = 1, . . . ,m}
is a rational subdomain.
Proof. It is the intersection of rational subdomains {|fi(x)| ≤ 1} for i =
1, . . . , n and {1 ≤ |gj(x)|} for j = 1, . . . ,m.
Example 2.3 (Rational subdomains of the unit polydisk). Let us assume
that K is algebraically closed. We consider rational subdomains of the unit
polydisk D(0, 1+) = Spm(K{t1, . . . , tn}).
(1) Closed polydisk: D(0, |π|+) = {x ∈ Kn | |xi| ≤ |πi|, i = 1, . . . , n}, for
0 6= πi ∈ K, |πi| ≤ 1, is a rational subdomain. The corresponding affinoid
algebra is
K
{
t1
π1
, . . . ,
tn
πn
}
.
(2) Annulus: C(0, |π(1)|+, |π(2)|+) = {x ∈ Kn | |π(1)i | ≤ |xi| ≤ |π(2)i |, i =
1, . . . , n}, for 0 6= π(j)i ∈ K, |π(j)i | ≤ 1, is a rational subdomain. The
corresponding affinoid algebra is
K
{
π
(1)
1
t1
, . . . ,
π
(1)
n
tn
,
t1
π
(2)
1
, . . . ,
tn
π
(2)
n
}
.
Let us next review the definition of Grothendieck topology (in a narrow
sense). Let X be a topological space. A Grothendieck topology (G-topology,
in short) on X is a pair (T,Cov) consisting of
• a collection T of open subsets in X,
• an assignment U 7→ Cov(U) for any U ∈ T, where Cov(U) is a collec-
tion of coverings by elements in T,
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such that the following conditions are satisfied:
(1) ∅ ∈ T; U, V ∈ T ⇒ U ∩ V ∈ T.
(2) U ∈ T ⇒ {U} ∈ Cov(U).
(3) {Ui}i∈I ∈ Cov(U), V ⊆ U, V ∈ T ⇒ {Ui ∩ V }i∈I ∈ Cov(V ).
(4) {Ui}i∈I ∈ Cov(U), {Ui,j}j∈Ji ∈ Cov(Ui) ⇒ {Ui,j}i∈I,j∈J ∈ Cov(U).
Elements in T are called admissible open sets, and elements in Cov(U)
are called admissible coverings of U .
Let X = Spm(A) be an affinoid over K. We introduce a Grothendieck
topology to X by the following recipe:
• An admissible open set is a rational subdomain.
• For a rational subdomain, an admissible covering is a finite covering
consisting of rational subdomains.
This is valid, due to Lemma 2.1.
We define the structure presheaf OX , with respect to the Grothendieck
topology, by assigning for each rational subdomain R the corresponding
affinoid algebra AR. Due to the following weak form of Tate’s acyclicity
theorem, the presheaf OX is, in fact, a sheaf (a sheaf of local rings).
Theorem 2.4. Let U1, . . . , Um be rational subdomains of X = Spm(A).
Set U = U1 ∪ · · · ∪ Um. Then the sequence
0 −→ OX(U) −→
m∏
i=1
OX(Ui) −→
m∏
i,j=1
OX(Ui ∩ Uj)
is exact, where the last arrow is the difference of the two possible restriction
morphisms.
For the proof, see, for example, [BGR84, 8.2] or [FvdP81, III.2.2].
Definition 2.5 (Rigid Analytic Space). A rigid analytic space is a locally
ringed space (X,OX ), with a Grothendieck topology in the above sense,
locally isomorphic to an affinoid; more precisely, there exists a covering
{Xi}i∈I (possibly infinite) ofX by admissible open sets such that (Xi,OX |Xi)
is isomorphic to a certain affinoid for each i.
Let us see some examples of rigid analytic spaces:
Example 2.6 (Projective Space). The projective space Pn(K) has the nat-
ural rigid analytic structure. Here we limit ourselves to demonstrate it only
in the case n = 1, and leave the general case to the reader. Let (X : Y ) be
the homogeneous coordinate in P1(K) and set z = X/Y . Set
U+ = {(X : Y ) | |X| ≤ |Y |} and U− = {(X : Y ) | |X| ≥ |Y |} .
Then U+ is isomorphic to the closed disk {z ∈ K | |z| ≤ 1} (the Southern
Hemisphere with the equator) , and U− to {z ∈ K ∪ {∞} | |z| ≥ 1} (the
Northern Hemisphere with the equator). The intersection U+ ∩ U− is thus
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isomorphic to the circle {z ∈ K | |z| = 1}. Hence {U+,U−} gives the ad-
missible covering of P1(K) which induces, in the obvious way, the structure
of a rigid analytic space.
More generally, an algebraic variety, separated and of finite type over
K, carries the canonical structure of a rigid analytic space.
Any open set (not necessarily admissible) U in a rigid analytic space X
will be again a rigid analytic space (“open subanalytic space”); more pre-
cisely, U has the induced analytic structure from that of X. The admissible
open sets of U , for example, are those of X contained in U .
3. Relation with Formal Geometry.
In this section we need to consider the valuation ring R of K. Let
us denote by m the maximal ideal of R, and fix a topological generator
0 6= π ∈ m. The residue field R/m is denoted by k.
Let A be an affinoid algebra over K. The spectral semi-norm on A is
the function | · |sup : A → R≥0 defined, for any f ∈ A, by
|f |sup = sup
x∈Spm(A)
|f(x)|.
It is known that for any representation α : K{t1, . . . , tn}/I ∼→ A, we have
|f |sup ≤ |f |α for every f ∈ A (cf. [BGR84, 6.2.1]).
Theorem 3.1 (Maximal modulus principle). For an affinoid algebra A and
an element f ∈ A, there exists a point x ∈ Spm(A) such that |f(x)| = |f |sup.
We refer [BGR84, 6.2.1] for the proof.
Given an affinoid algebra A over K, we introduce the following notation:
A◦ = {f ∈ A | |f |sup ≤ 1},
A◦◦ = {f ∈ A | |f |sup < 1},
A = A◦/A◦◦;
A◦ is a R-subalgebra of A, and A◦◦ is an ideal of it. For instance, K◦ = R,
K◦◦ = m, and K = k.
Example 3.2. We can immediately calculate:
TnK
◦ = R{t1, . . . , tn}
: =
{ ∑
ν1,... ,νn≥0 aν1,... ,νnt
ν1
1 · · · tνnn |aν1,... ,νn | → 0 for
∈ R[[t1, . . . , tn]] ν1 + · · ·+ νn →∞
}
TnK = k[t1, . . . , tn].
Note that TnK
◦ is the (π)-adic completion of the polynomial ring R[t1, . . . , tn]
over R. It should be noticed that TnK is a polynomial ring over k; indeed,
each element in R{t1, . . . , tn} lies, by the convergence condition, in TnK◦◦
modulo finitely many terms.
Proposition 3.3. Let A be an affinoid algebra over K. Then,
(i) A◦ is a model of A; i.e. A◦ ⊗R K ∼= A,
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(ii) A◦ is (π)-adically completed,
(iii) A◦ is topologically of finite type over R; i.e. R{t1, . . . , tn}/a ∼= A for
some ideal a in R{t1, . . . , tn},
(iv) A◦ is flat over R,
(v) A is a k-algebra of finite type.
Proof. (i) and (ii) are easy to see. The flatness of R is now equivalent to
the lack of R-torsion. So (iv) can be seen immediately.
Before proving (iii) and (v), we need some terminology: let ‖ · ‖α be a
Banach norm of A (α : TnK → A: surjective). We say an element f of A is
power-bounded if {‖fn‖α | n ∈ N} is bounded. This does not depend on
the choice of the presentation α since the equivalence class of the resulting
norms do not change. An element f of A is said to be topologically nilpotent
if lim fn = 0; here the limit is taken with respect to the Banach norm ‖ · ‖α,
and is not dependent of the choice.
Let us prove (iii). By [BGR84, 6.2.3], A◦ is the set of all power-bounded
elements of A, and A◦◦ is the set of all topologically nilpotent elements.
Hence a choice of a presentation α : TnK → A induces surjections
TnK
◦ −→ A◦
TnK
◦◦ −→ A◦◦.
(iii) is due to the surjectivity of the first arrow. By the surjectivity of these
arrows and 3.2, we have (v).
Definition 3.4. An R-algebra A is said to be admissible if A is (π)-adically
completed, flat over R, and topologically of finite type over R.
Remark 3.5. By [BL93, 1.1 (c)], any admissible R-algebra A is topologi-
cally of finite presentation, i.e., there exists a finitely generated ideal a in
R{t1, . . . , tn} such that R{t1, . . . , tn}/a ∼= A.
Definition 3.6 (Formal model and Analytic reduction). Let X = SpmA
be an affinoid over K. Then the formal scheme X = Spf A◦ over R is
called the formal model of X, and the algebraic scheme X = SpecA over k
is called the analytic reduction of X.
We define the so-called reduction map
RedX : X = SpmA −→ X = SpecA
by a 7→ a ∩A◦/a ∩A◦◦.
Proposition 3.7. The map RedX is continuous with respect to the Zariski
topology of X and the G-topology of X; it maps X surjectively onto the set
of all closed points of X .
Proof. Let us consider the affine open set Uf = SpecAf of SpecA relevant
to f ∈ A. Take f ∈ A◦ from the residue class f . The function f takes values
less than equal to 1 on SpmA. So Uf = {x ∈ SpmA | |f(x)| = 1} is a rational
subdomain whose associated affinoid is SpmA{f, f−1}. Since the condition
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|f(x)| = 1 is equivalent to f(RedX(x)) 6= 0, we have Red−1X (Uf ) = Uf . Then
the first assertion follows. The last one is almost trivial.
Example 3.8 (Analytic reduction of the unit disk). Let us consider the an-
alytic reduction of the unit disk D1 = D(0, 1+) = SpmK{T} (here we as-
sume that K is algebraically closed for simplicity). The analytic reduction
is given by the affine line A1k = Spec k[T ]. The reduction map RedD1 maps
all “interior” points, i.e. those points lying in D(0, 1−) to the origin in A1k,
and the other points to the non-zero points. If we identify D1 and R, A1kand
k, then this is nothing but the mapping obtained by the reduction modulo
m.
It is very important to see how the formal models behave under localiza-
tion of affinoids. Let X = SpmA be an affinoid over K and f0, . . . , fn ∈ A a
sequence of elements which does not have common zeros on SpmA. We con-
sider the admissible covering X =
⋃
i Ui consisting of rational subdomains
Ui = {x ∈ X | |fj(x)| ≤ |fi(x)| for j 6= i};
by multiplying a suitable power of π, we may assume that each fi belongs
to A◦. For each i,
Ui = SpmA
{
f0
fi
, . . . ,
fn
fi
}
,
and then the corresponding formal model is given by
Ui = Spf A
◦
{
f0
fi
, . . . ,
fn
fi
}
/ ((π)−torsions) .
These formal schemes glue and the resulting morphism⋃
0≤i≤n
Ui −→ X = Spf A◦
is the formal blow-up along the ideal a = (f0, . . . , fn) ⊂ A◦. We note here
that the ideal a contains a power of π, or what amounts to the same, a is
an open ideal, for aA = A.
This simple observation indicates:
Slogan (vague): Refinements of admissible coverings corresponds to formal
blow-up’s along open coherent ideals.
Example 3.9. Let us assume in this example thatK is algebraically closed.
We consider the admissible covering D1 = U1 ∪ U2 of the unit disk D1 =
SpmK{T} given by
U1 = {z ∈ K | |z| ≤ |π|} = SpmK
{
T
π
}
,
U2 = {z ∈ K | |π| ≤ |z| ≤ 1} = SpmK
{
T, πT
}
.
The corresponding formal models are
U1 = Spf R
{
T
π
}
= Spf R {T,U} /(πU − T ),
U2 = Spf R
{
T, πT
}
= Spf R {T, V } /(TV − π)
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respectively. We glue them as U = V −1 and get U1∪U2 → D1 = Spf R{T},
which is the formal blow-up along the ideal (π, T ). Meanwhile, the analytic
reduction is obtained by gluing the following two affine sets:
U1 = Spec k [T ] ,
U2 = Spec k [T, V ] /(TV ),
this is the normal crossing of the affine line with coordinate T and the
projective line with the inhomogeneous coordinate V .
We are going to state the Raynaud’s theorem, which provides a close
relationship between rigid geometry and formal geometry; we need some
terminology:
Definition 3.10 (Admissible formal scheme). An R-formal scheme(2) X is
said to be admissible if it is Zariski locally isomorphic to admissible Spf A
with A admissible in the sense of Definition 3.4.
Definition 3.11 (Admissible formal blow-up). Let X be an admissible for-
mal scheme. An admissible formal blow-up of X is the formal blow-up along
a coherent open ideal I ⊂ OX, i.e.,
X
′ = lim
−→
λ
Proj
∞⊕
n=0
(
I
n ⊗OX OX/πλ
)
−→ X.
We are going to construct the functor from the category of admissible
formal schemes to the category of rigid analytic spaces; let us start by ob-
serving the affine case. From an affine admissible formal scheme X = Spf A,
it is easy to get the corresponding rigid analytic space: we just set
Arig : = A⊗R K
which is an affinoid algebra overK. IfA is presented as A = R{t1, . . . , tn}/a,
then K{t1, . . . , tn}/aK{t1, . . . , tn} gives a presentation of Arig.
To globalize, we need to see the compatibility with localization. Let us
consider the completed localization A{f−1} of A with respect to f ∈ A. The
corresponding affinoid algebra is
A{f−1} ⊗R K = A{T}/(1 − Tf)⊗R K
= Arig{T}/(1 − Tf) = Arig{f−1},
and the latter is the affinoid algebra attached to the rational subdomain
{x ∈ SpmArig | |f | ≥ 1};
this means that the completed localization of formal schemes just corre-
sponds to the localization of rigid spaces with respect to the G-topology. So
we globalize the recipe as above to obtain the functor
Rig : X 7→ Xrig
from admissible formal R-schemes to K-rigid analytic spaces. The rigid
analytic space Xrig is called the Raynaud generic fiber of X.
(2)We follow [EGA I, §10] for generalities of formal schemes.
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Proposition 3.12. The functor Rig maps admissible formal blow-up’s of ad-
missible formal schemes to isomorphisms of rigid analytic spaces.
Proof. This has already been essentially shown just before the Slogan.
Indeed, we may limit ourselves to the affine case, for the centers of blow-up’s
are coherent. We have seen in this case that the Raynaud generic fiber of
admissible formal blow-up’s is the decomposition into rational subdomains,
which does not change the analytic structure.
Now we state the theorem of Raynaud:
Theorem 3.13 (Raynaud 1972). The functor gives the equivalence of the
following categories,
(i) the category of quasi-compact admissible formal R-schemes, localized
by admissible formal blow-up’s,
(ii) the category of quasi-compact and quasi-separated rigid analytic spaces
over K.
The reader finds a nice comprehensive account of the proof of this the-
orem in [BL93].
4. Topology of Rigid Analytic Space.
In this section, we assume, for simplicity, that K is algebraically closed.
Definition 4.1. (1) A rigid analytic space X is said to be quasi-compact
if every admissible covering of X has a finite admissible refinement.
(2) A rigid analytic space X is said to be connected if there is no admis-
sible covering {Ui}i∈I of X such that⋃
i∈I1
Ui ∩
⋃
i∈I2
Ui = ∅ and
⋃
i∈I1
Ui 6= ∅ 6=
⋃
i∈I2
Ui
for some non-empty subsets I1, I2 ⊆ I with I = I1 ⊔ I2.
Since admissible coverings of affinoids are fixed as finite, every affinoid
is quasi-compact. So, we see that a rigid analytic space is quasi-compact
if and only if it is a finite union of affinoids. It is easy to see that a rigid
analytic space X is connected if and only if the ring Γ(X,OX ) has no other
idempotent than 0 and 1.
Definition 4.2. A morphism π : Y → X of rigid analytic spaces over K
is said to be an analytic covering if there exists an admissible covering(3)
{Xi}i∈I of X such that for each i ∈ I π−1(Xi) is isomorphic to the disjoint
union of copies of Xi. A connect rigid analytic space X is said to be simply
connected if there is no other connected analytic covering over X than the
trivial one id : X → X (cf. [vdP87]).
(3)or else a topological covering, referring to the Grothendieck topology; cf. Chapter I,
§§1.4
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Lemma 4.3. Let X be a connect rigid analytic space X.
(1) The space X is simply connected if and only if every locally constant
sheaf of sets, with respect to the Grothendieck topology, is constant.
(2) If there exists an admissible covering {Xi}i∈N of X such that (a)
every Xi is simply connected, and (b) Xi ⊆ Xi+1 for all i, then X is simply
connected.
Proof. Both are straightforward.
Example 4.4 (Topology of the closed disk). Let D = D(0, 1+) be the 1-
dimensional closed disk of radius 1. A rational subdomain in D of form
{x ∈ D | |x− a| ≤ ρ and |x− ai| ≥ ρi for i = 1, . . . , s},
where ρ, ρi ∈ |K∗| and a, ai ∈ D, is called a standard domain. This is the
complement of finite union of open disks. The following properties are easy
to verify:
• If S1 and S2 are standard domains such that S1 ∩S2 6= ∅, then so are
S1 ∪ S2 and S1 ∩ S2.
• Every finite union of standard domains is uniquely decomposed as a
disjoint union of standard domains.
What is more interesting is the following proposition:
Proposition 4.5. Every rational subdomain in D is a finite union of standard
domains. (Hence standard domains generate the Grothendieck topology of
D.)
Sketch of Proof. (cf. [GvdP80, III.1.18]). Let R be the rational subdo-
main given by |fi(x)| ≤ |f0(x)| for i = 1, . . . , n. Deforming those functions
slightly, if necessary, we may assume fi and fj have no common zero for any
i 6= j, and thus, we may concentrate to the single inequality |f1(x)| ≤ |f0(x)|.
By Weierstrass Preparation Theorem we may assume f0 and f1 are polyno-
mials having all their roots in D. Then the proposition follows from an easy
calculation.
Corollary 4.6. The Grothendieck topology of the projective line P1,anK is gen-
erated by standard domains.
Proposition 4.7. Standard domains are connected. Moreover, every con-
nected rational subdomain in P1,anK is simply connected.
Proof. The first assertion is obvious since the corresponding affinoid alge-
bra
K{t, t0, . . . , ts}/((t − a)− t0π, πi − ti(t− ai) for i = 1, . . . , s),
where a, ai ∈ K and π, πi ∈ K, is integral. (Note that K{t, t0, . . . , ts} is
Noetherian and factorial.) The second one is proved by using 4.3 (1). Let
S be a standard domain and F a constant sheaf of sets on S. We can take
an admissible covering {Si} of S which trivializes F. The point is that any
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non-disjoint union of standard domains is standard, and hence, connected.
So the restriction maps F(Si) → F(Si ∩ Sj) must be bijective as far as
Si ∩ Sj 6= ∅. It follows that F(Si ∪ Sj)→ F(Si) are bijective, and repeating
this argument, we concludes F is constant.
The following corollary may seen at first:
Corollary 4.8. Every connected open subanalytic space(4) in P1,anK is simply
connected.
Proof. A connected open subanalytic space U has an admissible covering
consisting of standard domains. By [GvdP80, III,2.6] and the easy fact that
a non-disjoint union of connected sets is again connected, we see that a finite
non-disjoint union of standard domain is a connected rational subdomain.
Hence the corollary follows from Lemma 4.3 (2) and Proposition 4.7.
Finally we quote, without proof, a theorem by van der Put which in-
dicates a close relation between the topology of a rigid analytic space and
that of its analytic reduction:
Theorem 4.9. Let X be a quasi-compact rigid analytic space over K which
has the irreducible and smooth analytic reduction. Then X is simply con-
nected.
For the proof, see [vdP87].
Remark 4.10. By the corollary, we know, for example, that the space GanK =
K× is simply connected. But, on the other hand, it is easy to see that the
map K× → K× by x 7→ xn is an analytic morphism. As far as the charac-
teristic of K does not divide n, we are tempted to think of this morphisms
also as an analytic covering. But it is not. Certainly, this morphism induces
isomorphisms between stalks of the structure sheaf, but there is no admis-
sible covering which trivializes this morphism! This kind of morphisms is
said to be e´tale; analytic coverings are e´tale, but not vice versa. Simply
connected analytic spaces may have many e´tale coverings.
5. Berkovich’ approach to non-archimedean analysis
Berkovich’ viewpoint provides an innovative approach to topological
problems of p-adic geometry and analysis, which is much closer to the famil-
iar intuition derived from the complex context [Ber90](5). His analysis, in
fact, generalizes, or properly speaking, “completes” the rigid analysis. This
situation is, according to what he says in the introduction of his book, some-
how analogous to that of R completing Q. The standard archimedean metric
space Q is totally disconnected. The rigid analytic viewpoint corresponds,
to some extent, to regarding every rational interval {r ∈ Q | a ≤ r ≤ b} as
(4)We refer [BGR84, 9.3.1] for the definition of open subanalytic spaces.
(5)Already in [vdP82] the esquisse of Berkovich’ idea can be seen.
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“connected”, and considering only those functions which come from analytic
functions on the corresponding real interval. Berkovich’ non-archimedean
analysis can be compared, in this context, to analysis on R itself. Namely,
his presentation of analytic spaces complements those of rigid analysis by
putting some “generic points”, and consequently, simplifies their topology.
Let us be a little more precise about his theory. Let A be a Banach ring,
i.e., a ring together with a norm ‖ · ‖ with respect to which A is complete.
Definition 5.1. (1) A semi-norm | · | on A is said to be bounded if there
exists C > 0 such that |f | ≤ C‖f‖ for any f ∈ A.
(2) A semi-norm | · | on A is said to be multiplicative if |fg| = |f ||g| for
all f, g ∈ A.
Replacing the maximal spectra Spm(A) of rigid geometry, we have:
Definition 5.2. The Berkovich’ spectrum M(A) for a Banach ring A is the
set of all bounded multiplicative semi-norms on A, endowed with the weakest
topology so that the real valued functions of form | · | 7→ |f | for f ∈ A are
continuous.
In case A is an affinoid algebra (a strict affinoid algebra, in Berkovich’
term) over K, the affinoid space Spm(A) is naturally viewed as a subspace,
with the relative topology, of the Berkovich’ spectrum M(A). This is done
by identifying an element m in Spm(A) with the unique semi-norm | · | on
A such that m = Ker | · |. The space Spm(A) is identified, in terms of this
correspondence, with the subspace of M(A) consisting of semi-norms | · |
such that dimK A/Ker | · | is finite (the “classical points”).
Example 5.3. Let us consider the usual absolute-value norm | · |∞ on Z.
The spectrum M(Z) consists of the following points:
(i) | · |∞,ǫ : = | · |ǫ∞ (0 < ǫ ≤ 1).
(ii) The p-adic norm | · |p,ǫ : with |p|p,ǫ = ǫ (0 < ǫ ≤ 1).
(iii) The semi-norm | · |p induced from the trivial norm on Z/pZ.
(iv) The trivial norm | · |0.
As a topological space, M(Z) is a tree with end points | · |p and | · |∞. Each
of these points is connected by a single edge with | · |0.
On the Berkovich’ spectrum, the affinoid subdomains (incl. rational sub-
domains) are defined in the similar way to rigid analysis. Thus one can
define the structure sheaves on spectra, which one calls affinoid spaces. The
local data consisting of Berkovich’ affinoids and the structure sheaves can
glue to locally ringed spaces; thus we obtain analytic spaces in Berkovich’
sense.
Example 5.4. (Cf. [Ber90, 1.5].) Let K be a non archimedean complete
field. An affine space over K is defined by
AnK = {multiplicative seminorm | · | on K[t1, . . . , tn] | | · ||K is bounded}
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together with the weakest topology so that | · | 7→ |f | (f ∈ K[t1, . . . , tn])
is continuous. This has a structure of analytic space so that the analytic
functions over it is characterized by limits of rational functions. When K =
C the space AnK is nothing but the usual affine space in the complex analytic
sense. If K is a non-archimedean field, then AnK is a union of balls; i.e., the
spectrum of Tate algebra.
Here are some general properties of Berkovich’ analytic spaces:
(i) Every connected K-analytic space is arcwise connected.
(ii) If X = M(A) with A an affinoid algebra over K, then Krull-dimA =
dim|X|, where |X| is the underlying topological space of X.
(iii) If a K-analytic space X is smooth, then it is locally contractible.
Relation between Berkovich’ analytic spaces and rigid analytic spaces is
as follows. If a Berkovich’ K-analytic space X is formed only by spectra
of (strict) affinoid algebras, we say X is strict. There exists a functor from
the category of separated strict K-analytic spaces to that of separated rigid
analytic spaces over K by
X 7→ X0 = {x ∈ X | [K(x) : K] <∞},
where K(x) is the residue field at x.
Theorem 5.5. This functor is fully-faithful, and preserves fiber products.
APPENDIX B
Overview of theory of p-adic uniformization.
By F. Kato
In this appendix we always denote by K, R, and π a complete discrete
valuation field, its valuation ring, and a prime element of R, respectively.
We assume that the residue field k = R/πR is finite and consists of q ele-
ments. The Mumford-Kurihara-Mustafin uniformization is a procedure to
construct nice analytic (and in many cases algebraic) varieties by taking
discrete Schottky-type quotients of a certain p-adic analogue of symmetric
space, so-called Drinfeld symmetric space Ω, or its variants.
1. Bruhat-Tits building.
First we survey the construction of a certain simplicial complex, called
Bruhat-Tits building (attached to PGL(n + 1,K)), which will be closely
related with the Drinfeld symmetric space. Let n be a positive integer and V
an n+1 dimensional vector space overK. A lattice in V is a finitely generated
R-submodule of V which spans V over K. Every lattice is therefore a free
R-module of rank n + 1. Let ∆˜0 be the set of all lattices in V . We say
that two lattices M1 and M2 are similar if there exists λ ∈ K× such that
M1 = λM2. The similarity is obviously an equivalence relation. We denote
by ∆0 the set of all similarity classes of lattices in V .
Definition 1.1. The Bruhat-Tits building (attached to PGL(n + 1,K)) is
the finite dimensional simplicial complex ∆ with the vertex set ∆0 defined
as follows: A finite subset {Λ0, . . . ,Λl} of ∆0 forms an l-simplex if and
only if, after permuting indices if necessary, one can choose Mi ∈ Λi for
0 ≤ i ≤ n+ 1 such that
M0 )M1 ) · · · )Ml ) πM0.
The role of M0 is by no means important; for example, one can shift the
indices like M1 ) · · · )Ml ) πM0 ) πM1.
To understand the structure of ∆, let us fix one vertex Λ = [M ]. Suppose
{Λ0, . . . ,Λl} is an l-simplex having Λ as a vertex; we may assume Λ = Λ0,
and can take Mi ∈ Λi for 1 ≤ i ≤ l such that M ) M1 ) · · · ) Ml ) πM .
Set M i : =Mi/πM . Then we get a flag
M )M1 ) · · · )M l ) 0
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of length l + 1 consisting of subspaces of the n + 1-dimensional k-vector
space M = M/πM . Moreover, by the elementary algebra one finds that
this yields a one-to-one correspondence between l-simplices containing Λ
and length l + 1 frags in M = M/πM . By this quite easy observation one
knows
(i) ∆ is an n-dimensional locally finite simplicial complex,
(ii) every simplex in ∆ is a face of a chamber, a simplex having maximal
(= n) dimension.
Furthermore, by the construction,
(iii) the group AutK(V )/K
×(∼= PGL(n+1,K)) naturally acts on ∆ sim-
plicially.
Example 1.2 (n = 1 case). In n = 1 case, the vertices adjacent to a fix
vertex Λ are in one-to-one correspondence with the set of all k-rational
points of the projective line P1k; in particular, each vertex has exactly q + 1
adjacent vertices. Moreover, it can be seen that the simplicial complex
∆ = ∆1 is a tree. The following picture shows how it looks like in case
q = 2:
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In general, the geometrical realization |∆| of ∆ is known to be a con-
tractible topological space.
Example 1.3 (n = 2 case). Already in case n = 2, the structure of ∆ = ∆2
is fairly complicated. For a fixed vertex Λ, the set of all vertices adjacent
of Λ is divided in two; one for those corresponding to q2 + q + 1 k-rational
points in P2k and the other for those corresponding to q
2 + q + 1 k-rational
lines in P2k. So it is convenient to consider the surface B which is obtained
by blowing-up of P2k at every k-rational points. Two vertices adjacent to Λ
forms with Λ a 2-simplex if and only if the corresponding lines in B intersect.
2. Drinfeld symmetric space.
To each lattice M in V we associate an R-scheme
P(M) : = Proj(SymRM).
Obviously the scheme P(M) depends only on the similarity class; so we
should write as P(Λ), where Λ = [M ]. The scheme P(M) is isomorphic to
PnR; but the isomorphism cannot be taken canonically, while there exists the
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canonical isomorphism V ∼= P(M) ⊗R K due to the canonical isomorphism
M ⊗R K ∼= V . So we get a bijection:
∆0
∼−→
{
(P, φ) P ∼→ PnR,
φ : P⊗R K ∼→ P(V )
}
/ ∼,
where (P1, φ1) ∼ (P2, φ2) if and only if there exists an R-isomorphism
Φ: P1
∼→ P2 which makes the diagram
P1 ⊗R K Φ⊗RK−→ P2 ⊗R K
φ1 ↓ ↓ φ2
P(V ) = P(V )
commutative.
Next we consider two vertices Λ1 and Λ2 which are adjacent with each
other. The canonical isomorphism between the generic fibers induce a nat-
ural birational map between P(Λ1) and P(Λ2). More explicitly, taking rep-
resentatives Mi ∈ Λi (i = 1, 2) so that M1 ) M2 ) πM1, we have the
birational map from P(Λ1) to P(Λ2) induced by M2 →֒ M1. We define the
join P(Λ1) ∨ P(Λ2) to be the closure of the graph in P(Λ1)×R P(Λ2) of this
rational map. It is easily seen that the join P(Λ1) ∨ P(Λ2) is R-isomorphic
to the blow-up of P(Λ1) at the closed subscheme Proj(SymkM1/M2). In
particular, the closed fiber of P(Λ1)∨P(Λ2) consists of two rational varieties
intersecting transversally.
Lemma 2.1. The operation ∨ is associative and commutative.
The proof is straightforward, and left to the reader. By the lemma, we
can extend the construction to any finite subcomplex of ∆. More precisely,
for a finite subcomplex S, we take the joins of all vertices in S; the resulting
R-scheme is denoted by P(S). The scheme P(S) is a regular projective scheme
over R having the following properties:
(i) The generic fiber is canonically isomorphic to P(V ).
(ii) The closed fiber is a reduced normal crossing of non-singular rational
varieties of which the dual graph coincides with S.
We want to do this for a general convex subcomplex of ∆; this cannot
be done in terms of schemes because we have to consider a limit of blow-up’s
of PnR centered in the closed fiber. But we can do this in terms of formal
schemes, or rigid analytic spaces. Let ∆∗ be a convex subcomplex of ∆. For
any finite subcomplex S of ∆∗ we define Ω̂(S) to be the completion of P(S)
along the closed fiber. Consider the maximal Zariski open subset Ω̂(S)′ of
Ω̂(S) such that, for any finite subcomplex T of ∆∗ containing S, the induced
morphism ρT
S
: Ω̂(T)→ Ω̂(S) gives an isomorphism restricted to the pull-back
of Ω̂(S)′.
Definition 2.2. For a convex subcomplex ∆∗ of ∆ we define
Ω̂(∆∗) : =
⋃
S: finite
Ω̂(S)′,
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where S runs through all finite subcomplex of ∆∗. The corresponding rigid
analytic space (Raynaud generic fiber) is denoted by Ω(∆∗). In case ∆∗ = ∆
we simply write Ω̂ = Ω̂(∆) and Ω = Ω(∆). The rigid analytic space Ω is
called the Drinfeld symmetric space.
The formal scheme Ω̂(∆∗) is formally locally of finite type, of which the
closed fiber is the normal crossings of non-singular rational varieties having
the dual graph isomorphic to ∆∗. By definition, the group PGL(n + 1,K)
naturally acts on Ω̂, and hence Ω.
Example 2.3. Let us consider Ω̂ in n = 2. The closed fiber Ω̂0 consists
of countably many components which are all isomorphic to the surface B
considered in 1.3. In each component every k-rational line is a double curve
in Ω̂0, and every k-rational point is a triple point.
Structure of Ω. First we note that, as a point set, we have an equality
Ω = Pn,anK \
⋃
H∈H
H,
where H is the set of all K-rational hyperplanes.
Here we do not attempt to give a proof of this fact, but rather give a
sketchy explanation in order to get a feeling. We limit ourselves to n = 1
case just for simplicity. The formal scheme Ω̂ is, roughly speaking, the limit
of successive blow-up’s
· · · −→ Ui ρi−→ Ui−1 −→ · · · −→ U0
with U0 = P1R and ρi the blow-up centered at all the k-rational points in
the closed fiber of Ui−1. Let z be a point in the generic fiber P1K of each
Ui. We consider the closure z of z in each Ui. Since Ui is a regular scheme,
the section z intersects the closed fiber at a smooth point transversally. If
z is not a K-rational point, then for sufficiently large N , z intersects the
closed fiber of Ui at a non-k-rational smooth point for i > N . But, if z is
K-rational, z intersects the closed fiber always at a k-rational point which is
in the next blow-up center. So if we consider the limit, such formal sections
determined by K-rational points does not exist any more, while those by
non-K-rational points certainly exist. This explains the above equality in
n = 1. For higher n we can apply the similar argument.
Next we discuss the analytic structure of Ω; viz. we show how to in-
troduce an admissible covering to Ω; since we have constructed the rigid
analytic space Ω from the formal model, we must have one such covering
such that the associated formal model recovers Ω̂. This can be actually
described in an elegent way in terms of norms: A non-negative real valued
function α : V → R≥0 is said to be a norm over K if it satisfies:
(i) α(x) > 0 whenever x 6= 0.
(ii) For a ∈ K, α(ax) = |a|α(x).
(iii) α(x+ y) ≤ max{α(x), α(y)}.
2. DRINFELD SYMMETRIC SPACE. 225
Two norms α and α′ over K is said to be similar if α′ = λα for some λ ∈ R>0.
The set of all similarity classes of norms on V over K forms in an obvious
way a topological space. The following fact is well-known ([GI63]):
Proposition 2.4. The topological space of similarlity classes of norms on V
over K is PGL(n + 1,K)-equivaliantly homeomorphic to the topological
realization |∆| of the Bruhat-Tits building ∆.
The homeomorphism is given as follows: To any lattice M we need to
associate a norm αM . For a non-zero x ∈ V , the set {a ∈ K | ax ∈M} is a
fractional ideal of R, and hence is of form (πm). We then define αM (x) = q
m
for non-zero x ∈ V , and αM (0) = 0. It is easily verified that αM is a norm.
The similarity class of αM depends only on the similarity class of M . Thus
we get a mapping from ∆0 to the set of similarity classes of norms. Let
Λ0 and Λ1 be vertices adjacent with each other. We can choose a basis
e0, . . . , en of V such that M0 =
⊕n
i=0Rei and M1 =
⊕n−1
i=0 Rei⊕Rπen give
representatives of Λ0 and Λ1, respectively. Then the norms αM0 and αM1
are given by
αM0(
n∑
i=0
aiei) = max{|a0|, . . . , |an|},
αM1(
n∑
i=0
aiei) = max{|a0|, . . . , |an−1|, |π|−1|an|},
respectively. For 0 < t < 1, the class of the norm
αt(
n∑
i=0
aiei) = max{|a0|, . . . , |an−1|, |π|−t|an|}
corresponds to the point tΛ0+ (1− t)Λ1 on the edge connecting Λ0 and Λ1.
Now, to any point z = (z0 : · · · : zn) ∈ P(V ) (subject to some K-basis
{e0, . . . , en}of V ) we associate, up to invertible factor, a non-negative real
valued function
αz(
n∑
i=0
aiei) =
∣∣∣∣ n∑
i=0
aizi
∣∣∣∣
on V . Note that this determines a class of norm if and only if z is not lying
in any K-rational hyperplane. Thus we get a mapping
ρ : Ω −→ |∆|.
The admissible covering in question is actually given by the collection of
subsets of Ω consisting of pull-backs of each simplices of |∆| by ρ. For
example, notation being as above,
ρ−1(Λ0) = {|z0| = · · · = |zn| = 1} \
⋃
H
{(z0 : · · · : zn) mod π ∈ H},
where H runs through all hyperplanes in Pnk , and
ρ−1(tΛ0 + (1− t)Λ1) = {|z0| = · · · = |zn−1| = 1, |zn| = |π|−t}
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for 0 < t < 1.
3. Uniformization.
Recall that, once we fix a K-basis of V , the group PGL(n+1,K) canon-
ically acts on the Bruhat-Tits building ∆ and the Drinfeld symmetric space
Ω. We shall consider discrete groups in PGL(n+1,K) and the quotients of
∆ and Ω by them. A subgroup Γ ∈ PGL(n + 1,K) is said to be hyperbolic
if it acts on ∆ discretely and freely.
To a hyperbolic subgroup Γ we associate a convex subcomplex ∆Γ of
∆ by the following recipe: In general, a convex subcomplex generated by
vertices of form [
n∑
i=0
R · πσiYi
]
, σi ∈ Z, 0 ≤ i ≤ n,
subject to a basis Y0, . . . ,Yn of V , is said to be an apartment. The geo-
metrical realization of each apartment is a triangulation of Rn of An-type,
and ∆ is the union of all apartments. There exists an obvious bijection
between the set of all apartments and the set of all K-split maximal tori in
PGL(n+1,K). For any K-split maximal tori T the untersection Γ∩ T is a
commutative discrete group of rank at most n. If this rank is n we call the
apartment corresponding to T a Γ-apartment, and we define ∆Γ to be the
union of all Γ-apartments. Clearly the group Γ acts on ∆Γ; if the quotient
∆Γ/Γ is a finite simplicial complex, we say Γ is normal hyperbolic.
Now let us be given a normal hyperbolic subgroup Γ. For each γ ∈ Γ
and each finite subcomplex S of ∆Γ, γS is again a finite subcomplex of
∆Γ, and then, γ induces an R-isomorphism P(S) ∼= P(γS) which induces on
generic fibers (= PnK) exactly the linear automorphism γ. Considering all S,
gluing, and taking Raynaud generic fiber give a rigid analytic automorphism
of Ω(∆Γ) which we denote again by γ. Thus we get an homomorphism
Γ −→ AutK-rig.Ω(∆Γ).
Theorem 3.1 (Mustafin [Mus78], Kurihara [Kur80]). Let Γ be a normal
hyperbolic subgroup of PGL(n+1,K) and ∆Γ as above. Then there exists,
unique up to isomorphisms, a rigid analytic space XΓ, smooth, proper and
of finite type over K, and a topological covering map p : Ω(∆Γ)→ XΓ such
that
(i) p ◦ γ = p for any γ ∈ Γ,
(ii) for x, y ∈ Ω(∆Γ), p(x) = p(y) if and only if x = γ(y) for some γ ∈ Γ.
In the references, this theorem has been stated in terms of formal schemes;
viz. they took quotients of Ω̂(∆Γ) to get a formal scheme X̂Γ flat and for-
mally of finite type over R. We have an admissible covering of XΓ induced
from that of Ω(∆Γ); in terms of formal scheme, the closed fiber of X̂Γ is a
divisor of normal crossings with rational components having the dual group
isomorphic to ∆Γ/Γ.
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Algebraicity. In n = 1 case the rigid analytic curve XΓ is algebraizable
for any Γ ([Mu72b]). In higher dimensions, we know the following sufficient
condition: Let Γ be a torsion-free uniform lattice in PGL(n + 1,K), viz. a
discrete co-compact subgroup of finite co-volume without elements of finite
order. Then, since it is finite co-volume, we have ∆Γ = ∆. Hence in this
case, we are going to take a quotient of the Drinfeld symmetric space Ω.
Theorem 3.2 (loc. cit.). If Γ is a torsion-free uniform lattice, then the quo-
tient rigid analytic variety XΓ can be algebraizable to a non-singular pro-
jective variety having the ample canonical class.
In terms of formal scheme, this means that the relative canonical sheaf
of X̂Γ/SpfR is ample.
4. Examples.
Tate curve. Let T be the maxial torus consisting of all invertible diagonal
matrices. We take n elements qi ∈ K× (1 ≤ i ≤ n) with |qi| < 1 and set
q0 = 1. Define Γ ⊂ T to be the set of all diagonal matrices with (i, i)-entry
an integer power of qi for 0 ≤ i ≤ n. Then Γ is a normal hyperbolic subgroup
of PGL(n+1,K) with ∆Γ the apartment corresponding to T . If n = 1, the
curve Ω(∆Γ)/Γ is known to be the so-called Tate curve; in this case Ω(∆Γ)
is simply P1K minus two points.
Mumford curve. Consider again the n = 1 case. The rigid analytic curve
XΓ with Γ generated by at least two elements is called a Mumford curve. A
Mumford curve is, in fact, algebraized to a non-singular projective curve of
genus greater than 1. Moreover, the formal model provided by the admissible
covering inhereted from Ω(∆Γ) gives a stable k-split multiplicative reduction
of that curve. The converse is also known:
Theorem 4.1 (Mumford [Mu72b]). Let X be a smooth and proper rigid
analytic curve over K, and suppose X admits a formal model with k-split
multiplicative reduction. Then X is isomorphic to XΓ for a unique Γ.
Surface case. In higher dimension it becomes extremely difficult to find
normal hyperbolic groups; but there are several known examples of torsion-
free uniform lattices. Let Γ is a torsion-free uniform lattice, and N the
number of Γ-orbits in the vertex set ∆0. Mumford [Mu79] calculated the
several numerical invariants of the quotient surface XΓ:
(i) χ(OXΓ) = N(q − 1)2(q + 1)/3.
(ii) (c1,XΓ)
2 = 3c2,XΓ = 3N(q − 1)2(q + 1).
(iii) q(XΓ) = 0,
where q denotes the irregularity. It is very interesting that the Mumford-
Kurihara-Mustafin uniformization in two dimension always produces the
surfaces which satisfies the equality in Miyaoka-Yau inequality. Mumford
[Mu79] constructed one example of Γ in q = 2 such that N = 1; the
resulting surface is one of the so-called “fake projective planes”. Recently,
228 B. OVERVIEW OF THEORY OF p-ADIC UNIFORMIZATION.
Cartwright, Mantero, Steger, and Zappa constructed several examples of
lattices in q = 2 and q = 3. Making use of this groups, in [IK98], Ishida
and the author discussed other possible fake projective planes, and showed
that there are at least three fake projective planes (incl. Mumford’s one)
which are not isomorphic to among others. We will see in more detail the
construction of Mumford’s fake projective plane in the next section.
Shimura variety case. Let D be a quaternion algebra over a totally real
field F . We assume that D ramifies at every infinite place except one ∞0.
Let Γ∞ be a subgroup of D×/F× defined by some congruence condition;
we shall assume that it is “sufficiently small”. Then it is classically known
that Γ∞ acts discontinuously on the upper 12 plane H such that the quotient
H/Γ∞ is a projective curve (Shimura curve of PEL-type). The canonical
model Sh is defined over some ray-class field of F .
There must be a finite place ν at which B ramifies. Let p be the residue
characteristic of ν. We assume that Γ∞ is maximal at ν. Then the Shimura
curve Sh has a bad reduction at ν, and due to Cherednik [Cˇer76] and
Drinfeld [Dri76], the associated rigid analytic space over F urν has a p-adic
uniformization, where F urν is the maximal unramified extension of Fν . Let
D be the quaternion algebra which has local invariants obtained precisely
by switching those of D at ν and ∞0 Then there exists a subgroup Γν in
D
×
/F× defined basically by the same congruence relation as that of Γ∞
such that Ω⊗F ur/Γν is isomorphic to the assocaied analytic space of Sh at
ν. (This isomorphism actually decends to some finite unramified extension
of Fν , depending on the data of connected components of Sh.)
This story has been generalized to higher dimension by Rapoport-Zink
[RZ96] and Boutot-Zink [BZ95]. The next section is devoted to explain
one special example of the p-adic uniformization of a Shimura surface.
5. Mumford’s fake projective plane.
Our example of p-adically uniformizable Shimura surface is constructed
by means of some division algebra D. Th following construction is inspired
by the Mumford’s oroginal paper [Mu79].
Let ζ = ζ7 be a primitive 7th-root of unity, and set L : = Q(ζ); L is a
cyclic extension of Q of degree 6 having an intermediate quadratic extension
K : = Q(λ) (∼= Q(√−7)), where λ = ζ + ζ2+ ζ4. The Galois group of L/K
is generated by the Frobenius map σ : ζ 7→ ζ2, and that of K/Q is generated
by the complex conjugation z 7→ z. Note that the prime 2 decomposes on
K, more explicitly, 2 = λλ gives the prime factorization, and the prime 7
ramifies. We fix an infinite place ε : K →֒ C by λ 7→ −1+
√−7
2 .
We set µ : = λ/λ, and define the central division algebra D over K of
dimension 9 by
D : =
2⊕
i=0
LΠi
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with Π3 = µ and Πz = zσΠ for z ∈ L. The involution ∗ on D is defined by
z∗ = z for z ∈ L and Π∗ = µΠ2. It is easily verified that ∗ is positive.
We introduce a non-degenerate anti-symmetric Q-bilinear form ψ = ψb
on V = D by putting b = (λ − λ) − λΠ + λΠ2. Then define an algebraic
group G over Q as follows: Given a Q-algebra R, we set
G(R) : = {g ∈ ((D⊗R)opp)× | ψ(xg, yg) = c(g)ψ(x, y), c(g) ∈ R×, x, y ∈ V⊗R}.
The algebraic group GR is isomorphic to GU(2, 1), which acts on the two
dimensional complex unit-ball B. In the following we will construct an open
compact subgroup C in G(Af). By these data, we can define a Shimura
variety
SC : = G(Q) \ B×G(Af)/C.
The canonical model of SC is defined over E : = ε(K), which we denote by
ShC .
The congruence condition. First we define an algebraic group I over Q
by
I(R) : = {g ∈ (Md(K)⊗R)× | H−1 tgH ∈ R×}
for any Q-algebra R, where
H =
 3 λ λλ 3 λ
λ λ 3
 .
Then I is an inner form of G so that G(A2f )
∼= I(A2f ).
To define the level structure, it suffices to define the prime-2-part C2.
We define C2 in the form C2 = C2,7C7 with C7 ∈ G(Q7) ∼= I(Q7) and C2,7
being the maximal one:
C2,7 : = {g ∈ G(A2,7f ) | Γ2,7g ⊆ Γ2,7},
with Γ2,7 = Γ ⊗Z Ẑ2,7, where Ẑ2,7 = limZ/mZ with the projective limit
taken over m such that (2,m) = (7,m) = 1.
Now the component C7 is defined as follows: we have an isomorphism
G(Q7)
∼−→ {g ∈ GL3(Q˜7) | g∗Hg = c(g)H, c(g) ∈ Q×7 },
where Q˜7 is the ramified quadratic extension of Q7, and ∗ is the matrix
transposition followed by the Galois action. Let C˜7 be the maximal open
compact subgroup of G(Q7) consisiting of g which maps Γ⊗ZZ7 to itself. We
consider modulo
√−7 reduction of C˜7, which is a subgroup G0 in GL3(F7).
The matrix H mod
√−7 is of rank 1, and has 2 dimensional null space N0.
Restricting elements in G0 to N0, we obtain a homomorphism
π : C˜7 −→ GL2(F7).
The last group has 26327 elements. Let S be a 2-Sylow subgroup of GL2(F7)∩
{g | det g = ±1}. Now we set C7 : = π−1(S).
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Theorem 5.1. The canonical model ShC of the Shimura variety obtained
by the data as above has exactly three geometrically connected components
defined over Q(ζ7). Moreover, for any connected component S, its base
change S⊗Q(ζ7)Q2(ζ7) is isomorphic to the Mumford’s fake projective plane
[Mu79] tensored by Q2(ζ7).
More precisely, the associated rigid analytic space to ShC ⊗E Eλ is iso-
morphic to Ω/Γ with
Γ = I(Q)
⋂
(J(Q2)× C2) ⊂ J(Q2) ∼= PGL(3,Q2),
where I(Q) is considered as a subgroup of I(Af) ∼= J(Q2) × G(A2f ). The
proof of the theorem is in [Kat98], where two more fake projective planes
are discussed as examples of Shimura varieties.
APPENDIX C
p-adic symmetric domains and Totaro’s theorem
By TSUZUKI Nobuo
This appendix is a short exposition of M. Rapoport and T. Zink’s con-
struction of p-adic symmetric domains [RZ96] and of B. Totaro’s theorem
[Tot96]. Let G be a connected reductive algebraic group over Qp. The
set F of filtrations on an F -isocrystal with G-structure has a structure of a
homogeneous space. Rapoport and Zink introduced a p-adic rigid analytic
structure on the set Fwa of weakly admissible points in F . They conjectured
that the point in Fwa is characterized by the semistability in the sense of the
geometric invariant theory [MFK94] and Totaro proved this conjecture.
1. Weakly admissible filtered isocrystals.
We recall J.-M. Fontaine’s definition of weakly admissible filtered F -
isocrystals [Fon79].
1.1. Let p be a prime number, k a perfect field of characteristic p, K0 an
absolutely unramified discrete valuation field of mixed characteristics (0, p)
with residue field k, K0 an algebraic closure of K0, and σ the Frobenius
automorphism on K0.
Definition 1.2. (1) An F -isocrystal over k, (we simply say “isocrystal”),
is a finite dimensional K0-vector space V with a bijective σ-linear endo-
morphism Φ : V → V . We denote the category of isocrystals over k by
Isoc(K0).
(2) For a totally ramified finite extension K of K0 in K0, a filtered
isocrystal (V,Φ, F
.
) over K is an isocrystal (V,Φ) with a decreasing filtration
F
.
on the K-vector space V ⊗K0 K such that F r = V ⊗K0 K for r ≪ 0 and
F s = 0 for s≫ 0. We denote the category of filtered isocrystals over K by
MF (K).
Fontaine also introduced a filtered isocrystal with nilpotent operator N
[Fon94]. In this appendix we restrict our attension to filtered isocrystals
with N = 0.
The category MF (K) is a Qp-linear additive category with ⊗ and inter-
nal Hom’s, but not abelian. A subobject (V ′,Φ′, F ′
.
) of a filtered isocrystal
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(V,Φ, F
.
) is a Φ-stable K0-subspace V
′ such that Φ′ = Φ|V ′ and F ′i =
(V ′ ⊗K0 K) ∩ F i for all i.
Definition 1.3. Let K be a totally ramified finite extension of K0 in K0. A
filtered isocrystal (V,Φ, F
.
) over K is weakly admissible if, for any subobject
(V ′,Φ′, F ′
.
) 6= 0, we have∑
i
idimF ′ gr
i
F ′(V
′ ⊗K0 K) ≤ ordp(det(Φ′))
and the equality holds for (V ′,Φ′, F ′
.
) = (V,Φ, F
.
). Here ordp is an additive
valuation of K0 normalized by ordp(p) = 1.
The category of weakly admissible filtered isocrystals is an abelian cat-
egory which is closed under duals in the category of filtered isocrystals.
Fontaine proved that an admissible filtered isocrystal over K, that means
a filtered isocrystal arising from a crystalline representation of the absolute
Galois group of K via Fontaine’s functor, is weakly admissible and conjec-
tured that a weakly admissible filtered isocrystal is admissible in [Fon79].
The category of admissible filtered isocrystals is a Qp-linear abelian category
with ⊗ and duals. Hence, he also conjectured that the category of weakly
admissible filtered isocrystals is closed under ⊗, and this was proved by G.
Faltings in [Fal95]. (See also [Tot96].)
In [CF00] P. Colmez and Fontaine proved a weakly admissible filtered
isocrystal is admissible.
2. Filtered isocrystals with G-structure.
2.1. Let G be a linear algebraic group over Qp and denote by RepQp(G)
the category of finite dimensional Qp-rational representations of G. An
exact faithful ⊗-functor RepQp(G) → Isoc(K0) is called an isocrystal with
G-structure over K0.
Let b ∈ G(K0). Then, the functor
RepQp(G)→ Isoc(K0)
associated to b, defined by V 7→ (V ⊗ K0, b(id ⊗ σ)), is an isocrystal with
G-structure over K0. [Kot85] Two elements b and b
′ in G(K0) are conjugate
if and only if there is an element g ∈ G(K0) such that gbσ(g)−1 = b′. In
this case, g defines an isomorphism between the isocrystals with G-structure
associated to b and b′.
If G is connected and k is algebraically closed, then any isocrystal with
G-structure overK0 is associated to an element b ∈ G(K0) as above. [RR96]
2.2. Let D = lim← Gm be the pro-algebraic group over Q whose character
group is Qp. For an element b ∈ G(K0), R.E. Kottwitz defined a morphism
ν : D→ GK0
of algebraic groups over K0 which is characterized by the property that, for
any object V in RepQp(G), the Q-grading of V ⊗K0 associated to −ν is the
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slope grading of the isocrystal (V ⊗ K0, b(id ⊗ σ)). (The sign of our ν is
different from the one in [Kot85].) For a suitable positive integer s, sν is
regarded as a one-parameter subgroup of G over K0.
Definition 2.3. A σ-conjugacy class b¯ of G(K0) is decent if there is an
element b ∈ b¯ such that
(bσ)s = sν(p)σs
for some positive integer s.
One knows that, for a decent σ-conjugacy class b¯, b and ν as above are
defined over Qps . If G is connected and k is algebraically closed, then any
σ-conjugacy class is decent. [Kot85]
2.4. Let K be a totally ramified finite extension of K0 in K0. For a one-
parameter subgroup λ : Gm → G over K and an element b ∈ G(K0), we
have an exact ⊗-functor
I : RepQp(G)→MF (K)
which is defined by V 7→ (V ⊗K0, b(id⊗σ), F .λ). Here VK,λ,j is the subspace
of V ⊗K of weight j with respect to λ and
F iλ = ⊕
j≥i
VK,λ,j
is the weight filtration associated to λ.
Definition 2.5. A pair (λ, b) as above is weakly admissible if and only if
the filtered isocrystal I(V ) over K is so for any object V in RepQp(G).
To see the weak admissibility for (λ, b), it is enough to check the weak
admissibility of I(V ) for a faithful representation V of G. Indeed, any
representation of G appears as a direct summand of V ⊗m ⊗ (V ∨)⊗n and
I(V )⊗m ⊗ (I(V )∨)⊗n is weakly admissible by Faltings (see 1.3). Here V ∨
(resp. I(V )∨) is the dual of V (resp. I(V )).
3. Totaro’s theorem.
In this section we assume that k is algebraically closed.
3.1. Let G be a reductive algebraic group over Qp. We fix a conjugacy class
of a one-parameter subgroup λ : Gm → G over K0. Here two one-parameter
subgroups λ, λ′ are conjugate if and only if gλg−1 = λ′ for some element
g ∈ G(K0). Then, there is a finite extension E of Qp in K0 such that the
conjugacy class of λ is defined over E. Let us suppose that λ is defined over
E and denote by E˘ the composite field EK0 in K0
3.2. Two one-parameter subgroups of G over K0 are equivalent if and only
if they define the same weight filtration for any object in RepQp(G). Note
that, if two one-parameter subgroups are equivalent, then they belong to
the same conjugacy class.
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Consider the functor
R 7→ {the equivalence classes in the conjugacy class of λ defined over R}
on the category of E-algebras. If one defines an algebraic subgroup of G
over E by
P (λ)(K0) = {g ∈ G(K0) | gλg−1 is equivalent to λ},
then P (λ) is parabolic and the functor above is represented by the projective
variety GE/P (λ). We denote this homogeneous space over E by Fλ. If V
is a faithful representation in RepQp(G) and if we denote by Flagλ(V ) the
flag variety over Qp which represents the functor
R 7→
{
the filtrations F
.
of V ⊗R as R-modules such that
F i is a direct summand and rankRF
i = dimK0 F
i
λ(V ⊗K0)
}
on the category of Qp-algebras, then there is a natural E-closed immersion
Fλ → Flagλ(V )⊗Qp E.
3.3. Let b ∈ G(K0). For a finite extension K of E˘, a point ξ in Fλ(K)
is called weakly admissible if and only if the pair (ξ, b) is weakly admissi-
ble. This condition is independent of the choice of the representative in the
equivalence class ξ. We denote by Fwaλ,b (K) the subset of weakly admissi-
ble points. Totaro gave a characterization of Fwaλ,b in the sense of geometric
invariant theory. [Tot96] We explain his theory in the rest of this section.
3.4. For a maximal torus T in GK0 , let X
∗(T ) be the free abelian group of
characters, X∗(T ) the free abelian group of one-parameter subgroups, and
< , >: X∗(T ) × X∗(T ) → Z the perfect pairing with χ(ξ(t)) = t<χ,ξ>. If
N(T ) is the normalizer of T in G, the Weyl group W (T ) = N(T )/T acts
X∗(T ) via inner automorphisms.
Now we fix an invariant norm || || on G, a non-negative real valued
function on the set of one-parameter subgroups of GK0 , such that
a) ||gξg−1|| = ||ξ|| for any g ∈ G(K0),
b) for any maximal torus T , there is a positive definite rational valued
bilinear form ( , ) on X∗(T )⊗Q with (ξ, ξ) = ||ξ||2,
c) ||γ(ξ)|| = ||ξ|| for γ ∈ Gal(K0/K0), where γ(ξ)(t) = γ(ξ(t)).
The bilinear form on X∗(T ) ⊗ Q as above is invariant under the action
of the Weyl group by (a). For any maximal torus T , invariant norms are
in one-to-one correspondence with (Gal(K0/K0),W (T ))-invariant positive
definite rational valued bilinear forms on X∗(T )⊗ Q since all maximal tori
are conjugate and, if gξg−1 ∈ X∗(T ) for ξ ∈ X∗(T ) and g ∈ G(K0), then
there is h ∈ W (T ) with gξg−1 = hξh−1 by [MFK94]. (See also [Kem78]
and [Tot96].) Hence, such an invariant norm exists.
3.5. Now we assume that G is connected. Let U(λ) be the unipotent radical
of P (λ), whose elements act on the graded space gr F
.
λ trivially. Then there
is a bijection between the set of maximal tori of G in P (λ) and the set of
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maximal tori of P (λ)/U(λ) by the natural projection T 7→ T . Hence, the
invariant norm on G induces the one on P (λ)/U(λ). Fix a maximal torus
T of G. Since the image of λ is contained in the center of P (λ)/U(λ), the
perfect pairing associated to the invariant norm determines the dual of λ
in X∗(T ). This dual can extend to a character ⊗Q of P (λ)/U(λ). Now we
define a G-line bundle ⊗Q, Lλ, on Fλ by the associated one to the negative
of the dual character ⊗Q of λ. By construction, the line bundle ⊗Q, Lλ,
depends only on the conjugacy class of λ and is ample.
Let J be a smooth affine group scheme over Qp such that
J(Qp) = {g ∈ G(K0) | g(bσ) = (bσ)g}
(which is introduced in [RZ96]). Since JK0 ⊂ GK0 , the pull back LλE˘ of
Lλ on FλE˘ is an ample JE˘-line bundle.
By the same construction as above, ν in 2.2 gives a character ⊗Q of
P (ν). The opposite of this character ⊗Q determines a JE˘-action ⊗Q on the
trivial line bundle on FλE˘ since JK0 ⊂ P (ν). We denote it by L0ν .
We put a JE˘-line bundle ⊗Q, L = LλE˘ ⊗ L0ν , on FλE˘ . Then it is ample
and depends only on b and the conjugacy class of λ. We denote by Fssλ (L)
the set of semistable points in Fλ with respect to L in the sense of D.
Mumford [MFK94].
Theorem 3.6. [Tot96] Suppose that G is connected and reductive. For any
finite extension K of E˘, we have
Fwaλ,b (K) = FssλE˘(L)(K).
We shall sketch Totaro’s proof. First, let G = GL(n) and let us consider
the invariant norm induced by the pairing
(α, β) =
∑
i,j
ij dimK0 gr
i
F
.
α
grj
F
.
β
(Kn)
for one-parameter subgroups⊗Q, α, β ofGL(n) overK. If one puts µα(V ) =
(
∑
i
idimK gr
i
F
.
α
(V ⊗K))/dim V , then one has
(α, β) =
∫
(µα(F
j
β)− µα(V )) dimK F jβdj + µα(V )µβ(V ) dim V.
So, (ξ, b) is weakly admissible if and only if (ξ, α) + (ν, α) ≤ 0 for any
one-parameter subgroup α of GL(n) over K0 with the filtration F
.
α as
subisocrystals. In other words, (ξ, b) is weakly admissible if and only if
(ξ, α) + (ν, α) ≤ 0 for any one-parameter subgroup α of J over Qp. Hence,
the assertion follows from the calculation of Mumford’s numerical invariant
below.
Lemma 3.7. If µ(ξ, α, L) is Mumford’s numerical invariant of ξ ∈ Fλ for a
one-parameter subgroup α of J over Qp, then
µ(ξ, α, L) = −(ξ, α)− (ν, α).
236 C. p-ADIC SYMMETRIC DOMAINS AND TOTARO’S THEOREM
Next, let G be arbitrary, V a faithfully representation of G, and consider
the invariant norm on G induced from the above norm by the natural immer-
sion G→ GL(V ). The Mumford’s numerical invariant of weakly admissible
points is non-negative for any one-parameter subgroup of J(GL(V )). Hence
it is so for any one-parameter subgroup of J , and the weak admissibility
implies the semistability. To see the converse, one needs to show that, if
ξ ∈ Fssλ (L)(K), (ξ, α) + (ν, α) ≤ 0 for any one-parameter subgroup α of
J(GL(V )) over Qp. If α is semistable for the GK -line bundle Lα on Fα, the
assertion follows from the first part. In the case where α is not semistable,
one can use Kempf’s filtration [Kem78] and Ramanan and Ramanathan’s
work [RR84], and obtains the required inequality.
Finally one needs to prove the independence of the choice of the norm.
Suppose that the identity is valid for the particular norm. Since G is a
quotient of a product of a torus and some simple algebraic groups by a
finite central subgroup [BT65], one can reduce the assertion in the case of
tori and simple groups. In the case of tori it was proved in [RZ96], and in
the case of simple groups it is true since the norm of the simple group comes
from the Killing form up to a positive rational multiple. 
4. p-adic symmetric domains.
Let k be the algebraic closure of the prime field Fp, Cp the p-adic com-
pletion of a fixed algebraic closure Qp of Qp, and K0 = Q̂urp the p-adic
completion of the unramified extension in Cp.
4.1. Let G be a reductive group over Qp, b ∈ G(K0), and fix a conjugacy
class {λ} of a one-parameter subgroup λ of G over Qp.
Rapoport and Zink gave a rigid analytic structure on Fwaλ,b as an admis-
sible open subset in FλE˘ and call it the p-adic symmetric domain associated
to the triple (G, {λ}, b) in [RZ96]. This notion of p-adic symmetric domains
is different from that of M. van der Put and H. Voskuil in [vdPV92]. In-
deed, for any discrete co-compact subgroup Γ of G(E˘), the quotient Fwaλ,b/Γ
is not always a proper analytic space over E˘.
Theorem 4.2. [RZ96] The set Fwaλ,b of weakly admissible points with respect
to b in Fλ(Cp) is an admissible open subset of FλE˘ as a rigid analytic space.
Now we sketch the proof of the theorem in [RZ96]. By [Kot85] one may
assume that the σ-conjugacy class of b is decent with the decent equation
(bσ)s = sν(p)σs as in 2.3. Let V be a faithful representation in RepQp(G),
Vs = V⊗Qps, and Φs = b(id⊗σ). Then (V⊗K0, b(id⊗σ)) = (Vs,Φs)⊗QpsK0.
Put Vs = ⊕
λ
Vs,j to be the isotypical decomposition for Φs. The functor
R 7→ {V ′ ⊂ Vs⊗QpsR | V ′ is a direct summand with V ′ = ⊕
j
V ′∩(Vs,j⊗QpsR)}
on the category of Qps-algebras is represented by a disjoint sum T ′ of closed
subschemes of Grassmannians of Vs. T
′ descends to a Qp-variety T and one
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has
T (Qp) = {Φs-stable subspaces of Vs}.
Indeed, Φs gives a descent datum α : T
′ → T ′σ, where T ′σ(R) is a set of
direct summands of Vs,λ ⊗Qps ,σ R with the isotypical decomposition, and
αs−1 ◦ · · · ◦ α : T ′ → T ′ is the identity by the decent equation.
Consider the closed subscheme over Qps
H ⊂ (Flagλ(V )× T )⊗Qp Qps
which consists of pairs (F
.
, V ′) such that∑
i
i rank griF .∩V ′ (V
′) > ordp(det(Φs|V ′j )).
Then, by the definition of weak admissibility, one has
Fwaλ,b (Cp) = Fλ(Cp) ∩
(
Flagλ(V )(Cp)−
⋃
t∈T (Qp)
Ht
)
,
where Fλ(Cp) is identified with the image of the immersion Fλ(Cp) ⊂
Flagλ(Cp).
Fix embeddings of Flagλ(V ) and T in projective spaces over Qp and a
finite set {fj} of bi-homogeneous polynomials of definition of Flagλ(V )× T
with integral coefficients. For ǫ > 0, consider a tubular neighbourhood
Ht(ǫ) = {x ∈ Flagλ(V )(Cp) | |fj(x, t)| < ǫ for all j}
of Ht. Here we choose unimodular representatives for x and t’s and | |
is an absolute value on Cp. Then there is a finite set S ⊂ T (Qp) such
that
⋃
t∈T (Qp)Ht(ǫ) =
⋃
t∈S Ht(ǫ) for the local compactness. Fǫ = Fλ(Cp)∩
(Flagλ(V )(Cp)−
⋃
t∈T (Qp)Ht(ǫ)) is an admissible open subset of Fwaλ,bE˘ , hence
F1 ⊂ F 1
2
⊂ F 1
3
⊂ · · ·
is an admissible covering of Fwa
λ,bE˘
. 
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