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Abstract. Propensity score methods are widely used for estimating treatment effects from
observational studies. A popular approach is to estimate propensity scores by maximum like-
lihood based on logistic regression, and then apply inverse probability weighted estimators or
extensions to estimate treatment effects. However, a challenging issue is that such inverse prob-
ability weighting methods including doubly robust methods can perform poorly even when the
logistic model appears adequate as examined by conventional techniques. In addition, there
is increasing difficulty to appropriately estimate propensity scores when dealing with a large
number of covariates. To address these issues, we study calibrated estimation as an alternative
to maximum likelihood estimation for fitting logistic propensity score models. We show that,
with possible model misspecification, minimizing the expected calibration loss underlying the
calibrated estimators involves reducing both the expected likelihood loss and a measure of rel-
ative errors which controls the mean squared errors of inverse probability weighted estimators.
Furthermore, we propose a regularized calibrated estimator by minimizing the calibration loss
with a Lasso penalty. We develop a novel Fisher scoring descent algorithm for computing the
proposed estimator, and provide a high-dimensional analysis of the resulting inverse probability
weighted estimators of population means, leveraging the control of relative errors for calibrated
estimation. We present a simulation study and an empirical application to demonstrate the
advantages of the proposed methods compared with maximum likelihood and regularization.
Key words and phrases. Calibrated estimation; Causal inference; Fisher scoring; Inverse
probability weighting; Lasso penalty; Model misspecification; Propensity score; Regularized
M-estimation.
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1 Introduction
Statistical methods using propensity scores (Rosenbaum & Rubin 1983) are extensively used
for estimating treatment effects in causal inference with the potential outcome framework
(Neyman 1923; Rubin 1974). For each subject, potential outcomes are defined under different
hypothetical treatments, but only one of them can be observed and the others are missing. The
propensity score is defined as the conditional probability of receiving a specific treatment given
measured covariates (that is, possible confounding variables). Similar methods using selection
probabilities are also widely used in various related missing-data problems, such as regression
analysis with missing outcomes or covariates (Robins et al. 1994; Tan 2011) and with data
combination (Graham et al. 2016). There are several techniques for using propensity scores,
including matching, stratification, and weighting (e.g., Imbens 2004). Particularly, inverse
probability weighting (IPW) is attractive and central to theory of semiparametric estimation
with missing data (Tsiatis 2006; van der Laan & Robins 2003).
One of the statistical challenges in applying propensity score methods for observational
studies is that the propensity score is unknown and need to be estimated from observed data.
A popular approach as demonstrated in Rosenbaum & Rubin (1984) is to fit a propensity
score model (often logistic regression with main effects only), check covariate balance, and
then modify and refit the propensity score model, using nonlinear terms and interactions, until
reasonable balance is achieved. But this process can be work intensive and involve ad hoc
choices for model refinement, and there is no formal mechanism to guarantee that covariates
will eventually be balanced. In addition, another statistical issue facing various IPW-based
methods including doubly robust methods is that these methods can perform poorly, due
to instability to small propensity scores estimated for few treated subjects, even when the
propensity score model appears to be “nearly correct” (e.g., Kang & Schafer 2007).
To address the foregoing issues, calibrated estimation has been proposed as an alternative to
maximum likelihood estimation for fitting propensity score models. The basic idea is not to use
maximum likelihood for parameter estimation, but a system of estimating equations, Eq. (6)
later, such that the weighted averages of the covariates in the treated subsample are equal to the
simple averages in the overall sample. Subsequently, the fitted propensity scores can be used as
usual in inverse probability weighted estimators or extensions. While such ideas can be traced
to Folsom (1991) in the survey literature, calibrated estimators have been recently studied,
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sometimes independently under different names, from a number of perspectives. In fact, Eq. (6)
can be formally deduced from Tan (2010, Eq. 17), with a working propensity score model being
degenerate. The same equations as (6) are also obtained in Graham et al. (2012), Kim & Haziza
(2014), and Vermeulen & Vansteelandt (2015) to develop doubly robust estimators. As shown
in Section 6, the calibration equations for the untreated subsample, Eq. (7) later, lead to the
same estimator as in entropy balancing (Hainmueller 2012). Calibration equations (6) can also
be seen from Chan et al. (2016, Eq. 5) in a dual formulation, for which our view is that a
propensity score model is implicitly determined from the distance measure used. The implied
propensity scores may fall outside (0, 1), but the resulting estimators of population means can
still be shown to be consistent under suitable regularity conditions.
In spite of these developments, there remain at least two important questions. The pre-
vious works studied calibrated estimators mostly to the extent of showing that the resulting
estimators of population means are doubly robust, i.e., consistent if either a propensity score
model or an outcome regression model is correctly specified. However, doubly robust estima-
tors may still perform poorly in practical situations where both models tend to be misspecified
(Kang & Schafer 2007). The first question is whether, with possible model misspecification,
any advantage can be formally established for calibrated estimation, compared with maximum
likelihood estimation, when fitting propensity score models for inverse probability weighting,
without additional conditions about outcome regression models. In addition, calibrated esti-
mation is previously analyzed with the number of covariates p either fixed as the sample size n
increases or growing slowly, e.g., o(n1/11) in Chan et al. (2016) under strong enough smooth-
ness conditions. The second question is how to extend and analyze calibrated estimation when
the number of covariates is close to or greater than the sample size.
In this article, we develop theory and methods to address the foregoing questions, with
a logistic propensity score model. First, we establish a simple relationship between the loss
functions underlying the calibrated and maximum likelihood estimators. From this result,
we show that minimizing the expected calibration loss involves reducing both the expected
likelihood loss and a measure of relative errors of the target (or limiting) propensity score, which
then controls the mean squared errors of the IPW estimators based on the target propensity
score. The relative error of a target propensity score is defined as the deviation of the ratio
of the true and the target propensity scores from 1. Such direct control of relative errors of
propensity scores is not achieved by minimizing the expected likelihood loss alone.
2
Second, we propose a regularized calibrated estimator by minimizing the calibration loss
with a Lasso penalty (Tibshirani 1992). Using the Lasso penalty has an interesting consequence
of relaxing calibration equations (6) to box constraints, that is, the left hand side of (6) is
bounded in the supremum norm by a constant, which is also the tuning parameter for the
Lasso penalty. We develop a novel algorithm for computing the proposed estimator, exploiting
quadratic approximation, Fisher scoring (McCullagh & Nelder 1989), and the majorization-
minimization technique (Wu & Lange 2010). We also provide a high-dimensional analysis of
the regularized calibrated estimator and the resulting IPW estimators of population means,
allowing possible model misspecification. Our slow-rate result shows that if the coefficients
from the target propensity score are uniformly bounded, then the squared difference between
the IPW estimators based on the fitted and target propensity scores converges in probability
to 0 at rate |S|
√
log(p)/n under simple conditions without a compatibility condition, where |S|
is the number of nonzero coefficients from the target propensity score. This result is proved by
leveraging the control of relative errors mentioned above for calibrated estimation, and hence
would not be available for regularized maximum likelihood estimation. The rate of convergence
can be improved to |S| log(p)/n under a compatibility condition.
The plan of the paper is as follows. We describe basic concepts from causal inference in Sec-
tion 2, and then present theory and methods in Section 3, a simulation study in Section 4, and
an empirical application in Section 5. We provide additional discussion, including comparison
with related works, in Section 6.
2 Background: causal inference
Suppose that the observed data consist of independent and identically distributed observations
{(Yi, Ti,Xi) : i = 1, . . . , n} of (Y, T,X), where Y is an outcome variable, T is a treatment
variable taking values 0 or 1, and X = (X1, . . . ,Xp) is a vector of measured covariates. In the
potential outcomes framework for causal inference (Neyman 1923; Rubin 1974), let (Y 0, Y 1) be
potential outcomes that would be observed under treatment 0 or 1 respectively. By consistency,
assume that Y is either Y 0 if T = 0 or Y 1 if T = 1, that is, Y = (1 − T )Y 0 + TY 1. There
are two causal parameters commonly of interest: the average treatment effect (ATE), defined
as E(Y 1 − Y 0) = µ1 − µ0 with µt = E(Y t), and the average treatment effect on the treated
(ATT), defined as E(Y 1 − Y 0|T = 1) = ν1 − ν0 with νt = E(Y t|T = 1) for t = 0, 1. For
concreteness, we mainly discuss estimation of ATE until Section 6 to discuss ATT.
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Estimation of ATE is fundamentally a missing-data problem: only one potential outcome,
Y 0i or Y
1
i , is observed and the other one is missing for each subject i. For identification of
(µ0, µ1) and ATE, we make the following two assumptions throughout:
(i) Unconfoundedness: T ⊥ Y 0|X and T ⊥ Y 1|X, that is, T and Y 0 and, respectively, T
and Y 1 are conditionally independent given X (Rubin 1976);
(ii) Overlap: 0 < π∗(x) < 1 for all x, where π∗(x) = P (T = 1|X = x) is called the propensity
score (PS) (Rosenbaum & Rubin 1983).
Under these assumptions, (µ0, µ1) and ATE are often estimated by imposing additional mod-
eling (or dimension-reduction) assumptions in two different ways.
One approach is to build a statistical model for the outcome regression (OR) function
m∗(t,X) = E(Y |T = t,X) in the form
E(Y |T = t,X) = m(t,X;α), t = 0, 1, (1)
where m(t, x;α) is a known function and α is a vector of unknown parameters. Let αˆLS be an
estimator of α by least squares or similar methods, and mˆLS(t,X) = m(t,X; αˆLS). If model (1)
is correctly specified, then E˜{mˆLS(t,X)} = n−1
∑n
i=1 mˆLS(t,Xi) is a consistent estimator of µ
t
for t = 0, 1 under standard regularity conditions as n → ∞ and the dimension of α is fixed.
Throughout, E˜() denotes the sample average.
Another approach, which is the main subject of our research, is to build a statistical model
for the propensity score π∗(X) = P (T = 1|X) in the form
P (T = 1|X) = π(X; γ) = Π{γTf(X)}, (2)
where Π() is an inverse link function, f(x) is a vector of known functions, and γ is a vector of un-
known parameters. Typically, logistic regression is used with π(X; γ) = [1+exp{−γTf(X)}]−1.
Let γˆML be the maximum likelihood estimator of γ, which for logistic regression minimizes the
average negative log-likelihood
ℓML(γ) = E˜
[
log{1 + eγTf(X)} − T γTf(X)
]
(3)
or equivalently solves the score equation
E˜ [{T − π(X; γ)}f(X)] = 0. (4)
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Various methods have been proposed, using the fitted propensity score πˆML(X) = π(X; γˆML),
to estimate (µ0, µ1) and ATE (e.g., Imbens 2004). We focus on inverse probability weighting
(IPW), which is central to semiparametric theory of estimation in causal inference and missing-
data problems (e.g., Tsiatis 2006). Two IPW estimators for µ1 commonly used are
µˆ1
IPW
(πˆML) = E˜
{
TY
πˆML(X)
}
, µˆ1
rIPW
(πˆML) = µˆ
1
IPW
/E˜
{
T
πˆML(X)
}
.
Similarly, two IPW estimators for µ0 are
µˆ0
IPW
(πˆML) = E˜
{
(1− T )Y
1− πˆML(X)
}
, µˆ0
rIPW
(πˆML) = µˆ
0
IPW
/E˜
{
1− T
1− πˆML(X)
}
.
If model (2) is correctly specified, then the preceding IPW estimators are consistent under
standard regularity conditions as n→∞ and the dimension of γ is fixed.
The two approaches, OR and PS, rely on different modeling assumptions (see Tan 2007 for
a comparison of their operating characteristics). In addition, there are doubly robust (DR)
methods using both OR and PS models, such that the resulting estimators of (µ0, µ1) and
ATE remain consistent if either of the two models is correctly specified. See Kang & Schafer
(2007) and Tan (2010) for reviews and Section 6 for further discussion.
3 Theory and methods
3.1 Overview
A crucial aspect of propensity score methods for observational studies is that the propensity
score, π∗(X) = P (T = 1|X), is unknown and need to be estimated from data, often through
a statistical model in the form (2). A conventional method of estimation is to fit model (2)
by maximum likelihood. We study an alternative method of estimation for fitting propensity
score model (2). The fitted propensity scores are to be used for estimating (µ0, µ1) and ATE
by inverse probability weighting or related methods (including doubly robust methods) in the
context of causal inference or similar missing-data problems.
For concreteness, we assume that model (2) is logistic regression:
P (T = 1|X) = π(X; γ) = [1 + exp{−γTf(X)}]−1, (5)
where f(x) = {1, f1(x), . . . , fp(x)}T is a vector of known functions including a constant and
γ = (γ0, γ1, . . . , γp)
T is a vector of unknown parameters. Let γˆ1CAL be an estimator of γ solving
E˜
[{
T
π(X; γ)
− 1
}
f(X)
]
= 0. (6)
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The fitted propensity score is πˆ1CAL(X) = π(X; γˆ
1
CAL). Then µ
1 can be estimated by µˆ1IPW(πˆ
1
CAL)
or equivalently µˆ1rIPW(πˆ
1
CAL), with πˆML(X) replaced by πˆ
1
CAL(X). The two IPW estimators are
identical because E˜
{
T/πˆ1
CAL
(X)
}
= 1 by (6) with a constant included in f(X).
Similarly, let γˆ0CAL be an estimator of γ solving
E˜
[{
1− T
1− π(X; γ) − 1
}
f(X)
]
= 0, (7)
and let πˆ0CAL(X) = π(X; γˆ
0
CAL). Then µ
0 can be estimated by µˆ0IPW(πˆ
0
CAL) or equivalently
µˆ0
rIPW
(πˆ0
CAL
), with πˆML(X) replaced by πˆ
0
CAL
(X), where the equivalence of the two IPW estima-
tors follows because E˜
[
(1− T )/{1 − πˆ0CAL(X)}
]
= 1 by (7) with a constant included in f(X).
See Section 6 for remarks on the unusual fact that two different sets of fitted propensity scores,
πˆ1
CAL
(X) or πˆ0
CAL
(X), are used for estimating µ1 or µ0 respectively.
Estimating equations (6) and (7) and related ideas have been studied, sometimes indepen-
dently (re)derived, in various contexts of causal inference, missing-data problems, and survey
sampling (e.g., Folsom 1991; Tan 2010; Hainmueller 2012; Graham et al. 2012; Imai & Ra-
tovic 2014; Kim & Haziza 2014; Vermeulen & Vansteelandt 2015; Chan et al. 2016). See
Section 6 for further discussion. To follow the survey literature where such calibration esti-
mation appears to be first used, Eq. (6) is called calibration equations for the treated (i.e.,
treatment 1), because the inverse probability weighted average of f(Xi) over the treated group
{i : Ti = 1, i = 1, . . . , n} is calibrated to the average of f(Xi) over the entire sample including
the treated and untreated. Similarly, Eq. (7) is called calibration equations for the untreated
(i.e., treatment 0). The resulting estimators γˆ1
CAL
and γˆ0
CAL
are referred to as calibrated estima-
tors of γ, in contrast with the maximum likelihood estimator γˆML. The fitted values πˆ
1
CAL
(X)
and πˆ0CAL(X) are also called calibrated propensity scores.
We make two main contributions in this article. First, the calibrated estimator γˆ1
CAL
can be
equivalently defined as a minimizer of the loss function
ℓCAL(γ) = E˜
{
T e−γ
Tf(X) + (1− T )γTf(X)
}
. (8)
In fact, setting the gradient of ℓCAL(γ) to 0 is easily shown to yield calibration equation (6) with
logistic π(X; γ). It can also be shown that ℓCAL(γ) is convex in γ, and is strictly convex and
bounded from below under a certain non-separation condition (see Proposition 1). Previously,
the loss function ℓCAL and related ones have been mainly used as a computational device (Tan
2010, Section 4.4; Graham et al. 2012; Vermeulen & Vansteelandt 2015).
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In Section 3.2, we establish an interesting relationship between maximum likelihood and
calibrated estimation in terms of their corresponding loss functions ℓML and ℓCAL, beyond the
apparent differences between the estimating equations (4) and (6). This relationship provides
a theoretical explanation for why calibrated propensity scores can be preferred over maximum
likelihood fitted propensity scores for inverse probability weighting, when propensity score
model (5) is possibly misspecified. Such a result has been lacking from previous works.
The second of our main contributions is to propose a regularized calibrated estimator of γ
in model (5) and develop a computational algorithm and theoretical analysis, while allowing
that model (5) may be misspecified and the dimension of the covariate vector f(X) may be
greater than the sample size n. The new estimator, denoted by γˆ1RCAL, is defined by minimizing
the calibration loss ℓCAL(γ) with a Lasso penalty (Tibshirani 1992),
ℓRCAL(γ) = ℓCAL(γ) + λ‖γ1:p‖1, (9)
where γ1:p = (γ1, . . . , γp)
T excluding γ0, ‖ · ‖1 denotes the L1 norm such that ‖γ1:p‖1 =∑p
j=1 |γj |, and λ ≥ 0 is a tuning parameter. By the Karush–Kuhn–Tucker condition for
minimization of (9), the fitted propensity score, πˆ1
RCAL
(X) = π(X; γˆ1
RCAL
), satisfies
1
n
n∑
i=1
Ti
πˆ1
RCAL
(Xi)
= 1, (10)
1
n
∣∣∣∣∣
n∑
i=1
Tifj(Xi)
πˆ1RCAL(Xi)
−
n∑
i=1
fj(Xi)
∣∣∣∣∣ ≤ λ, j = 1, . . . , p, (11)
where equality holds in (11) for any j such that the jth estimate (γˆ1RCAL)j is nonzero. The
inverse probability weights, 1/πˆ1
RCAL
(Xi) with Ti = 1, still sum to the sample size n by (10),
but the weighted average of each covariate fj(Xi) over the treated group may differ from the
overall average of fj(Xi) by no more than λ. In other words, introducing the Lasso penalty to
calibrated estimation leads to a relaxation of equalities (6) to box constraints (11).
The Lasso method and generalizations have been extensively developed and used as a pow-
erful tool for statistical learning in sparse, high-dimensional problems (e.g., Buhlmann & van
de Geer 2011). For model (5) as logistic regression, a Lasso penalized maximum likelihood
estimator, denoted by γˆRML, is obtained by minimizing
ℓRML(γ) = ℓML(γ) + λ‖γ1:p‖1, (12)
where ℓML(γ) is the average negative log-likelihood in (3). Such Lasso penalized estimation
has been studied in high-dimensional generalized linear models (including logistic regression)
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by van de Geer (2008), Huang & Zhang (2012), and Negahban et al. (2012) among others.
However, existing results are mostly devoted to penalized maximum likelihood estimation and
are not directly applicable to the regularized calibrated estimator γˆ1
RCAL
. For example, the
Hessian of the calibration loss ℓCAL(γ) depends on the response data Ti, but that of ℓML(γ)
does not. We provide a high-dimensional analysis of γˆ1RCAL and the resulting IPW estimator
of µ1 under simple technical conditions, while building on the previous works.
3.2 Calibrated estimation
For model (5), we compare the maximum likelihood estimator γˆML and the calibrated estimator
γˆ1CAL and their loss functions ℓML(γ) and ℓCAL(γ) in various ways. First, the following result on
convexity can be obtained similarly as conditions (4) and (16) in Tan (2010) and, for ℓCAL(γ),
directly from Vermeulen & Vansteelandt (2015), Appendix D.
Proposition 1. The loss function ℓML(γ) is convex in γ; it is strictly convex and bounded from
below, and hence has a unique minimizer γˆML, if and only if the set{
γ 6= 0 : γTf(Xi) ≥ 0 if Ti = 1 and γTf(Xi) ≤ 0 if Ti = 0 for i = 1, . . . , n
}
is empty. (13)
The loss function ℓCAL(γ) is convex in γ; it is strictly convex and bounded from below, and
hence has a unique minimizer γˆ1
CAL
, if and only if the set{
γ 6= 0 : γTf(Xi) ≥ 0 if Ti = 1 for i = 1, . . . , n and E˜[(1 − T )γTf(X)] ≤ 0
}
is empty. (14)
As expected, condition (13) requires that no linear predictor γTf(X) can separate the
treated group {Ti = 1} and the untreated {Ti = 0}. In contrast, condition (14) also amounts
to some sort of non-separation of the two groups, but it is strictly more demanding than (13):
it is possible that (13) holds but (14) fails, but not vice versa. In other words, γˆML may be
well defined but γˆ1CAL may not exist for certain datasets as found in our numerical study (see
Table S1 in the Supplementary Material). This issue for calibrated estimation, however, can
be effectively addressed by incorporating regularization, discussed in Section 3.3.
Next we study how the maximum likelihood and calibration loss functions ℓML(γ) and
ℓCAL(γ) are related to each other. To allow for misspecification of model (5), we write ℓML(γ) =
κML(γ
Tf) and ℓCAL(γ) = κCAL(γ
Tf), where for a function g(x),
κML(g) = E˜
[
log
{
1 + eg(X)
}
− Tg(X)
]
, (15)
κCAL(g) = E˜
[
T e−g(X) + (1− T )g(X)
]
. (16)
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Then κML(g
∗) and κCAL(g
∗) are well defined for the true log odds ratio g∗(x) = log[π∗(x)/{1−
π∗(x)}], even when model (5) is misspecified, that is, g∗(x) is not of the form γTf(x). It can
be easily shown that both κML(g) and κCAL(g) are convex in g. For two functions g(x) and
g′(x), consider the Bregman divergences associated with κML and κCAL (Bregman 1967),
DML(g, g
′) = κML(g) − κML(g′)− 〈∇κML(g′), g − g′〉,
DCAL(g, g
′) = κCAL(g)− κCAL(g′)− 〈∇κCAL(g′), g − g′〉,
where g is identified as a vector (g1, . . . , gn) with gi = g(Xi),
〈∇κCAL(g′), g − g′〉 = n−1
n∑
i=1
[
∂{Tie−g′i + (1− Ti)g′i}
∂g′i
(gi − g′i)
]
,
and 〈∇κML(g′), g − g′〉 is similarly defined. For two probabilities ρ ∈ (0, 1) and ρ′ ∈ (0, 1), the
Kullback–Liebler divergence is
L(ρ, ρ′) = ρ′ log(ρ/ρ′) + (1− ρ′) log{(1 − ρ)/(1 − ρ′)} ≥ 0.
In addition, let K(ρ, ρ′) = ρ′/ρ− 1− log(ρ′/ρ) ≥ 0, which is strictly convex in ρ′/ρ and has a
minimum of 0 when ρ′/ρ = 1.
Proposition 2. (i) For any functions g(x) and g′(x) and the corresponding functions π(x) =
{1 + e−g(x)}−1 and π′(x) = {1 + e−g′(x)}−1, it holds that
DML(g, g
′) = E˜
[
L{π(X), π′(X)}
]
,
DCAL(g, g
′) = E˜
(
T
π′(X)
[
K{π(X), π′(X)} + L{π(X), π′(X)}
])
.
(ii) As a result, we have for any fixed value γ,
E
{
ℓML(γ)− κML(g∗)
}
= E
[
L{π(X; γ), π∗(X)}
]
, (17)
E
{
ℓCAL(γ)− κCAL(g∗)
}
= E
[
K{π(X; γ), π∗(X)} + L{π(X; γ), π∗(X)}
]
. (18)
There are interesting implications from Proposition 2. First, we briefly describe results
from theory of estimation in misspecified models (White 1982; Manski 1988). Under standard
regularity conditions as n → ∞ and p is fixed, the maximum likelihood estimator γˆML can
be shown to converge in probability to a target value γ¯ML, which is defined as a minimizer
of the expected loss E{ℓML(γ)} or equivalently the Kullback–Liebler divergence (17). The
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target (or limiting) propensity score π(·; γ¯ML) is closest to the truth π∗(·) as measured by the
Kullback–Liebler divergence. Similarly, γˆ1CAL can be shown to converge in probability to a target
value γ¯1
CAL
, which is defined as a minimizer of the expected loss E{ℓCAL(γ)} or equivalently the
calibration divergence (18). The target (or limiting) propensity score π(·; γ¯1CAL) is closest to the
truth π∗(·) as measured by the calibration divergence (18). If model (5) is correctly specified,
then both γ¯ML and γ¯
1
CAL
coincide with γ∗ such that π(·; γ∗) = π∗(·). However, if model (5) is
misspecified, then γ¯ML and γ¯
1
CAL in general differ from each other.
To compare possibly misspecified propensity scores π(·; γ) used for inverse probability
weighting, consider the mean squared relative error
MSRE(γ) = E
[
Q{π(X; γ), π∗(X)}
]
= E
[{
π∗(X)
π(X; γ)
− 1
}2]
,
where Q(ρ, ρ′) = (ρ′/ρ− 1)2 for two probabilities ρ ∈ (0, 1) and ρ′ ∈ (0, 1). A justification for
this measure of relative errors can be seen from the following bound on the bias of the IPW
estimator based on π(·; γ) by the Cauchy–Schwartz inequality,∣∣∣E {µˆ1IPW(γ)}− µ1∣∣∣ = ∣∣∣∣E [{ π∗(X)π(X; γ) − 1
}
Y 1
]∣∣∣∣ ≤√MSRE(γ)√E{(Y 1)2}. (19)
where µˆ1IPW(γ) = E˜{TY/π(X; γ)}. Similarly, the mean squared error of µˆ1IPW(γ) can also be
bounded in terms of MSRE(γ) under additional conditions.
Proposition 3. Suppose that E{(Y 1)2|X} ≤ c and π∗(X) ≥ δ almost surely for some con-
stants c > 0 and δ ∈ (0, 1). Then for any fixed value γ,
E
[{
µˆ1
IPW
(γ)− µ1}2] ≤ cMSRE(γ) + 2
nδ
c{1 +MSRE(γ)}. (20)
Combining equations (17)–(18) and the definition of MSRE(γ), we obtain a formal ex-
planation for why the limiting propensity score π(·; γ¯1CAL) can be preferred over π(·; γ¯ML) for
achieving small relative errors with possible model misspecification. The argument is as follows,
depending particularly on the presence of the function K{π(X; γ), π∗(X)} in (18):
minimizing (18) =⇒ reducing E
[
K{π(X; γ), π∗(X)}
]
=⇒ controling E
[
Q{π(X; γ), π∗(X)}
]
.
That is, minimization of the calibration divergence (18) results in small E[K{π(X; γ), π∗(X)}],
which in turn leads to a small mean squared relative error E[Q{π(X; γ), π∗(X)}]. The first
step is immediate because E[K{π(X; γ), π∗(X)}] is no greater than (18). The second step can
10
Figure 1: Limiting propensity scores (left) based on γ¯ML, γ¯1CAL and γ¯BAL, and the ratios (right) of the
true propensity scores over those when a propensity score model is misspecified.
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be justified by the following proposition, which shows that E[Q{π(X; γ), π∗(X)}] is upper-
bounded byE[K{π(X; γ), π∗(X)}] up to a factor depending on the supremum of π∗(X)/π(X; γ),
at most that of π−1(X; γ). In contrast, minimization of the Kullback–Liebler divergence (17)
does not seem to present a similar mechanism for controling relative errors. See Figure S1
in the Supplementary Material for a numerical illustration of the behavior of the functions
L(ρ, ρ′), K(ρ, ρ′), and Q(ρ, ρ′).
Proposition 4. (i) For a constant a ∈ (0, 1/2], if any two probabilities ρ ∈ (0, 1) and ρ′ ∈ (0, 1)
satisfy ρ ≥ aρ′, then
Q(ρ, ρ′) ≤ 5
3 a
K(ρ, ρ′).
By comparison, supρ≥aρ′{Q(ρ, ρ′)/L(ρ, ρ′)} =∞ for any constant a > 0.
(ii) For a fixed value γ, suppose that π(X; γ) ≥ a π∗(X) almost surely for some constant
a ∈ (0, 1/2]. Then
E
[
Q{π(X; γ), π∗(X)}
]
≤ 5
3 a
E
[
K{π(X; γ), π∗(X)}
]
.
For illustration, consider a simple setting adapted from the simulation study in Section 4.
Let W = f1(X) = exp(X/2) with X ∼ N(0, 1) and π∗(X) = {1 + exp(X)}−1. The propensity
score model π(X; γ) = {1 + exp(γ0 + γ1W )}−1 is misspecified, perhaps in a mild manner.
Figure 1 shows the limiting propensity scores π(·; γ¯ML), π(·; γ¯1CAL), and π(·; γ¯BAL) (Imai &
Ratkovic 2014), conditionally on n = 400 design points (W1, . . . ,Wn), where Wi = exp(Xi/2)
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and Xi is the i/401 quantile of N(0, 1) for i = 1, . . . , n. The values γ¯ML, γ¯
1
CAL, and γ¯BAL are
computed by minimizing respectively ℓML(γ), ℓCAL(γ), ℓBAL(γ) in (3), (8), and (38) with Ti
replaced by π∗(Xi). If judged by pointwise absolute errors, that is, |π(·; γ¯ML) − π∗(·)|, etc.,
the three propensity scores are comparable and reasonably capture the main trend of the
true propensity scores. However, substantial differences emerge, when the propensity scores
are compared by pointwise relative errors, that is, |π∗(·)/π(·; γ¯ML) − 1|, etc. The calibrated
propensity scores are the most accurate, the maximum likelihood propensity scores are the
least, and the balancing propensity scores are in-between, especially in the right tail of W
where the true propensity scores are small. If a true propensity score 0.05 is estimated by, for
example, 0.005, then the relative error is large even though the absolute error appears small.
As suggested by (19)–(20), it is relative errors rather than absolute errors that are relevant for
evaluating propensity scores used for inverse probability weighting.
3.3 Regularized calibrated estimation
We turn to the regularized calibrated method. There are two motivations for incorporating
regularization into calibrated estimation: (i) to deal with the situation where γˆ1CAL may not
exist because the calibration loss (8) may not admit a finite minimizer (see Proposition 1), and
(ii) to improve statistical estimation when the dimension of covariate vector f(X) is close to or
greater than the sample size. In particular, we study the Lasso penalized calibrated estimator
γˆ1RCAL defined by minimizing the Lasso penalized loss (9). As discussed in Sectoin 3.1, using
Lasso has a convenient interpretation of relaxing the calibration equations (6) to inequalities
(11), in addition to the theoretical properties to be shown below.
3.3.1 Computation
We present a Fisher scoring descent algorithm for computing the estimator γˆ1
RCAL
, that is,
minimizing ℓRCAL(γ) in (9) for any fixed choice of λ. The basic idea of the algorithm is to
iteratively form a quadratic approximation to the calibration loss ℓCAL(γ) in (8) and solve a
Lasso penalized, weighted least squares problem, similarly as existing algorithms for Lasso pe-
nalized (maximum likelihood based) logistic regression (e.g., Friedman et al. 2010). However,
a suitable quadratic approximation is obtained only after an additional step, which is, in gen-
eral, known as Fisher scoring. In fact, Fisher scoring is previously used to derive the iterative
reweighted least squares (IRLS) for fitting generalized linear models with non-canonical links,
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for example, probit regression (McCullagh & Nelder 1989).
The quadratic approximation directly from a Taylor expansion of ℓCAL(γ) about current
estimates (denoted by γ˜) is
ℓCAL, Q1(γ; γ˜) = ℓCAL(γ˜) + E˜
[{
−T e−fT(X)γ˜ + 1− T
}
fT(X)(γ − γ˜)+
1
2
(γ − γ˜)TfT(X)
{
T e−f
T (X)γ˜
}
f(X)(γ − γ˜)
]
. (21)
As suggested from the quadratic term, it is tempting to recast (21) as a weighted least squares
objective function with weights Ti exp{−fT(Xi)γ˜} for i = 1, . . . , n. But this would then imply
that the linear term could depend only on {Xi : Ti = 1, i = 1, . . . , n}, which is a contradiction.
Instead, we replace Ti exp{−fT(Xi)γ˜} by its expectation [1+ exp{fT(Xi)γ˜}]−1 under (5) with
parameter γ˜, and obtain
ℓCAL, Q2(γ; γ˜) = ℓCAL(γ˜) + E˜
[{
−T e−fT(X)γ˜ + 1− T
}
fT(X)(γ − γ˜)+
1
2
(γ − γ˜)TfT(X)
{
1 + ef
T(Xi)γ˜
}−1
f(X)(γ − γ˜)
]
, (22)
which is easily shown to be a weighted least squares objective function with covariate vector
f(Xi) and working response and weights respectively
T˜i = f
T(Xi)γ˜ +
Ti − π(Xi; γ˜)
π(Xi; γ˜){1 − π(Xi; γ˜)} , (23)
wi = 1− π(Xi; γ˜). (24)
By comparison, in the IRLS algorithm for fitting logistic regression by maximum likelihood,
the working response is the same as (23) but the weight is π(Xi; γ˜){1 − π(Xi; γ˜)}. Therefore,
observations are weighted more with π(Xi; γ˜) closer to 1/2 for maximum likelihood estimation,
but with π(Xi; γ˜) closer to 0 for calibrated estimation by (24).
To reduce computational cost, we also exploit the use of the majorization-minimization
(MM) technique (Wu & Lange 2010), similarly as in existing algorithms for logistic regres-
sion. In particular, a majorizing function of (22) at current estimates γ˜ is, by the quadratic
lower bound principle (Bohning & Lindsay 1988), the quadratic function obtained by replacing
the Hessian E˜[fT(X){1 − π(X; γ˜)}f(X)] by E˜[fT(X)f(X)] in (22). The resulting quadratic
function of γ, denoted by ℓCAL, Q3(γ; γ˜), can be shown to be a weighted least squares objective
function with working response and weights
T˜i = f
T(Xi)γ˜ +
Ti
π(Xi; γ˜)
− 1, wi = 1.
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A complication from Fisher scoring, i.e., transition from (21) to (22) is that, unlike a direct ma-
jorization of the quadratic approximation from a Taylor expansion, the function ℓCAL, Q3(γ; γ˜)
may not be a majorizing function of ℓCAL(γ) and hence minimization of ℓCAL, Q3(γ; γ˜)+λ‖γ1:p‖1
may not lead to a decrease of the objective function ℓRCAL(γ) = ℓCAL(γ) + λ‖γ1:p‖1 from the
current value ℓRCAL(γ˜), as otherwise would be achieved by the MM technique. However, the
descent property, when occasionally violated, can be restored by incorporating a backtracking
line search, because the direction found from minimizing ℓCAL, Q3(γ; γ˜) + λ‖γ1:p‖1 must be a
descent direction for the objective function ℓRCAL(γ).
Proposition 5. Let γ˜(1) 6= γ˜ be a minimizer of ℓCAL, Q2(γ; γ˜) + λ‖γ1:p‖1 or alternatively
ℓCAL, Q3(γ; γ˜) + λ‖γ1:p‖1 and γ˜(t) = (1 − t)γ˜ + tγ˜(1) for 0 ≤ t ≤ 1. Then any subgradient
of ℓCAL(γ˜
(t)) + λ‖γ(t)1:p‖1 at t = 0 is negative.
Combining the preceding discussion leads to the following algorithm.
Algorithm 1. Fisher scoring descent algorithm for minimizing (9):
(i) Set an initial value γ(0).
(ii) Repeat the following updates for k = 1, 2, . . . until convergence to obtain γˆ1
CAL
:
(ii1) Compute γ(k−1/2) = argminγ ℓCAL, Q2(γ; γ
(k−1)) + λ‖γ1:p‖1 or alternatively
γ(k−1/2) = argminγ ℓCAL, Q3(γ; γ
(k−1)) + λ‖γ1:p‖1.
(ii2) If ℓRCAL(γ
(k−1/2)) < ℓRCAL(γ
(k−1)), then set γ(k) = γ(k−1/2); otherwise set γ(k) =
(1− t)γ(k−1)+ tγ(k−1/2) for some 0 < t < 1, through a backtracking line search, such
that ℓRCAL(γ
(k)) < ℓRCAL(γ
(k−1)).
Various algorithms, for example, coordinate descent as in Friedman et al. (2010) can be
used for solving the least-squares Lasso problem in Step (ii2). Our numerical implementation
employs the simple surrogate function ℓCAL, Q3(γ; γ˜) and then a variation of the active set
algorithm in Osborne et al. (2000), which enjoys a finite termination property. We need to
compute only once and save the QR decompostion of the Gram matrix defined from the vectors
{fj(X1), . . . , fj(Xn)} for the active coordinates γj in the active set algorithm. Computer codes
will be made publicly available (currently submitted as a supplementary file).
3.3.2 High-dimensional analysis
We provide a high-dimensional analysis of the regularized calibrated estimator γˆ1RCAL and the
resulting IPW estimator of µ1, allowing for misspecification of model (5). In fact, we obtain
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a general result with possible model misspecification on convergence of Lasso penalized M-
estimators, including γˆ1RCAL and γˆRML, in the high-dimensional setting where the number of
covariates p is close to or greater than the sample size n. See Appendix I in Supplementary
Material. Such general results can also be useful in other applications.
As discussed in Section 3.2, for calibrated estimation with the loss ℓCAL(γ), the target value
of γ, denoted as γ¯1
CAL
, is defined as a minimizer of the expected calibration loss
E{ℓCAL(γ)} = E
{
T e−γ
Tf(X) + (1− T )γTf(X)
}
.
The resulting approximation of g∗ is g¯1CAL = (γ¯
1
CAL)
Tf , in general different from g∗ in the
presence of model misspecification. For our theoretical analysis of γˆ1
RCAL
, the tuning parameter
in the Lasso penalized loss (9) is specified as λ = A0λ0, with a constant A0 > 1 and
λ0 = O(1)
√
log{(1 + p)/ǫ}/n,
where O(1) is a constant depending only on (B0, C0) from the conditions (i) and (ii) of Proposi-
tion 6, and 0 < ǫ < 1 is a tail probability for the error bound. For example, taking ǫ = 1/(1+p)
gives λ0 = O(1)
√
2 log(1 + p)/n, a familiar rate in high-dimensional analysis.
Our main result, Proposition 6, establishes the convergence of γˆ1RCAL to γ¯
1
CAL in the L1 norm
‖γˆ1
RCAL
− γ¯1
CAL
‖1 and the symmetrized Bregman divergence between gˆ1RCAL = (γˆ1RCAL)Tf and
g¯1CAL = (γ¯
1
CAL)
Tf . In fact, convergence is obtained in terms of D†CAL(gˆ
1
RCAL, g¯
1
CAL), where for two
functions g = γTf and g′ = γ′Tf ,
D†CAL(g, g
′) = DCAL(g, g
′) +DCAL(g
′, g) + (A0 − 1)λ0‖γ − γ′‖1.
See Appendix I in the Supplementary Material for a discussion of the technical conditions im-
posed and a comparison with related results in high-dimensional analysis including Buhlmann
& van de Geer (2011), Huang & Zhang (2012), and Negahban et al. (2012).
Proposition 6. Suppose that (i) g¯1
CAL
(X) ≥ B0 for a constant B0 ∈ R, that is, π(X; γ¯1CAL)
is bounded from below by (1 + e−B0)−1, (ii) Assumption 2 in Appendix I holds with some
subset S ⊂ {0, 1, . . . , p} containing 0 and constants ν0 > 0 and ξ0 > 1, where ψ(T, g) =
T e−g + (1 − T )g, (iii) Assumption 3 in Appendix I holds: maxj=0,1,...,p |fj(X)| ≤ C0 for a
constant C0 > 0, and (iv) |S|λ0 ≤ η0 for a sufficiently small constant η0 > 0, as derived
from Assumption 6 in Appendix I. Then for a sufficiently large constant A0 depending only on
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(B0, C0), we have with probability at least 1− 4ǫ,
D†CAL(gˆ
1
RCAL, g¯
1
CAL) ≤ O(1)
λ0∑
j 6∈S
|γ¯1CAL,j|+ |S|λ20
 , (25)
where O(1) depends only on (A0, B0, ξ0, ν0, C0, η0).
From Proposition 6, the following slow and fast rates can be deduced. In spite of their
names, the two rates are of distinct interest, being valid under different assumptions. Taking
S = {0} leads to a slow rate, of order λ0
∑p
j=1 |γ¯1CAL,j|, where the corresponding compatibility
assumption is explicitly satisfied under mild conditions.
Corollary 1. Suppose that conditions (i), (iii), and (iv) in Proposition 6 hold with |S| = 1 and
that either no linear combination of f1(X), . . . , fp(X) is close to being a constant or the ψ2-
weighted L2 norms of f1(X), . . . , fp(X) are bounded away from above by 1, as defined in (S4)
and (S5) of Appendix I. Then for a sufficiently large constant A0 depending only on (B0, C0),
we have with probability at least 1− 4ǫ,
D†CAL(gˆ
1
RCAL
, g¯1
CAL
) ≤ O(1)λ0
p∑
j=1
|γ¯1
CAL,j|, (26)
where O(1) depends only on (A0, B0, C0, η0) and η3 or η4 from (S4) or (S5).
Taking S = {0}∪{j : γ¯1
CAL,j 6= 0, j = 1, . . . , p} yields a fast rate, of order |S|λ20, albeit under
a compatibility condition on the linear dependency between f1(X), . . . , fp(X), which may be
violated when the number of covariates, p, is large.
Corollary 2. Suppose that conditions (i)–(iv) in Proposition 6 hold with S = {0} ∪ {j :
γ¯1
CAL,j 6= 0, j = 1, . . . , p}. Then for a sufficiently large constant A0 depending only on (B0, C0),
we have with probability at least 1− 4ǫ,
D†CAL(gˆ
1
RCAL
, g¯1
CAL
) ≤ O(1)|S|λ20, (27)
where O(1) depends only on (A0, B0, ξ0, ν0, C0, η0).
We now examine implications of the preceding results together with those in Section 3.2 on
IPW estimation. Denote πˆ1
RCAL
(X) = π(X; γˆ1
RCAL
), the fitted propensity score based on γˆ1
RCAL
.
Consider the resulting IPW estimator in two equivalent forms due to (10),
µˆ1IPW (πˆ
1
RCAL) = µˆ
1
rIPW (πˆ
1
RCAL) = E˜
{
TY
πˆ1
RCAL
(X)
}
.
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Then a high-probability bound can be obtained on the difference between µˆ1IPW (πˆ
1
RCAL) and
the limiting version µˆ1IPW (π¯
1
CAL) with π¯
1
CAL(X) = π(X; γ¯
1
CAL).
Corollary 3. (i) Suppose that the conditions in Corollary 1 hold and that
∑p
j=1 |γ¯1CAL,j| ≤M1
for a constant M1 > 0. Then for a sufficiently large constant A0 depending only on (B0, C0),
we have with probability at least 1− 4ǫ,
∣∣µˆ1
IPW
(πˆ1
RCAL
)− µˆ1
IPW
(π¯1
CAL
)
∣∣2 ≤ O(1)λ0E˜{ TY 2
π¯1CAL(X)
}
, (28)
where O(1) depends only on (A0, B0, C0, η0,M1) and η3 or η4 from (S4) or (S5).
(ii) Suppose that the conditions in Corollary 2 hold. Then for a sufficiently large constant A0
depending only on (B0, C0), we have with probability at least 1− 4ǫ,
∣∣µˆ1
IPW
(πˆ1
RCAL
)− µˆ1
IPW
(π¯1
CAL
)
∣∣2 ≤ O(1)|S|λ20E˜{ TY 2π¯1CAL(X)
}
, (29)
where O(1) depends only on (A0, B0, ξ0, ν0, C0, η0).
A remarkable aspect of Corollary 3 is that as λ0 → 0, the difference between µˆ1IPW (πˆ1RCAL)
and µˆ1IPW (π¯
1
CAL) is shown to converge in probability to 0, even when the L1 norm ‖γˆ1RCAL−γ¯1CAL‖1
may not converge to 0. As a special case, it can be shown that under the conditions in either
(i) or (ii), µˆ1
IPW
(πˆ1
RCAL
) converges in probability to µ1 as λ0 → 0, if model (5) is correctly
specified and E(Y 2) <∞. In fact, ‖γˆ1RCAL − γ¯1CAL‖1 is, in general, only bounded from above in
probability, under the conditions for the slow rate in Corollary 1. The situation with the fast
rate in Corollary 2 is similar, but technically subtler: ‖γˆ1
RCAL
−γ¯1
CAL
‖1 is generally of order |S|λ0,
which is only required to be sufficiently small (no greater than some constant η0) but need
not be arbitrarily close to 0. As seen from our proofs in the Supplementary Material, these
results are demonstrated with key steps depending on the properties of the calibration loss
ℓCAL in Propositions 2 and 4. By comparison, similar rates of convergence as in Proposition 6
and Corollaries 1 and 2 can be obtained for the Lasso penalized maximum likelihood estimator
γˆRML under comparable conditions (Buhlmann & van de Geer 2011; Huang & Zhang 2012).
See also Theorem S1 in Appendix I. However, a similar result as Corollary 3 would not be
available for the IPW estimator based on γˆRML without additional conditions.
Finally, although Corollary 3 deals with convergence of µˆ1IPW (πˆ
1
RCAL) to µˆ
1
IPW (π¯
1
CAL), which
may differ from the parameter of interest µ1, we point out that Corollary 3 and the results in
Section 3.2 are complementary in providing support for the use of πˆ1
RCAL
for IPW estimation
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of µ1. The argument is based on the triangle inequality:
|µˆ1
IPW
(πˆ1
RCAL
)− µ1| ≤ |µˆ1
IPW
(πˆ1
RCAL
)− µˆ1
IPW
(π¯1
CAL
)|+ |µˆ1
IPW
(π¯1
CAL
)− µ1|.
On one hand, as discussed through Propositions 2–4, the use of the calibration loss facilitates
achieving a small second term, |µˆ1
IPW
(π¯1
CAL
)−µ1|, in the presence of model misspecification. On
the other hand, specific properties of the calibration loss makes it possible to achieve sharper
rates of convergence of the first term, |µˆ1IPW (πˆ1RCAL) − µˆ1IPW (π¯1CAL)|, than based on maximum
likelihood, when combined with Lasso penalization in high-dimensional settings.
4 Simulation study
We present a simulation study extending the design of Kang & Schafer (2007) to high-
dimensional, sparse settings. For p ≥ 4, let X = (X1, . . . ,Xp)T be independent, standard
normal covariates, and T be a binary variable such that
P (T = 1|X) = π∗(X) = [1 + exp{X1 − 0.5X2 + 0.25X3 + 0.1X4}]−1, (30)
depending only on the four covariates (X1,X2,X3,X4). Consider two specifications of logistic
model (5) with the following regressors:
(i) fj(X) = Xj for j = 1, . . . , p.
(ii) fj(X) is a standardized version of Wj with sample mean 0 and sample variance 1, where
W1 = exp(0.5X1), W2 = 10 + {1 + exp(X1)}−1X2, W3 = (0.04X1X3 + 0.6)3, W4 =
(X2 +X4 + 20)
2, and, if p > 4, Wj = Xj for j = 5, . . . , p.
Then model (5) is correctly specified in the scenario (i), but is misspecified in the scenario
(ii). For p = 4, Kang & Schafer (2007) showed that model (5) in the scenario (ii), although
misspecified, appears adequate as examined by conventional techniques for logistic regression.
In addition, Kang & Schafer (2007) constructed an outcome variable Y 1 = 210 + 13.7(2X1 +
X2+X3+X4)+ε with ε|(T,X) ∼ N(0, 1), and considered a linear model of Y 1 given X, which
can be correctly specified with regressors as in scenario (i) or misspecified with regressors
as in scenario (ii) above. The linear model of Y 1 given X in the misspecified case can also
been shown as “nearly correct” by standard techniques for linear regression. This simulation
setting with p = 4 has since been widely used to study various estimators for µ1 = E(Y 1) with
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observed data {(TiY 1i , Ti,Xi) : i = 1, . . . , n}. See, for example, Tan (2010), Imai & Ratkovic
(2014), Vermeulen & Vansteelandt (2015), and Chan et al. (2016).
We compare IPW estimators in the ratio form µˆ1
rIPW
(πˆ), which are numbered as follows.
(1) πˆ is replaced by the true propensity score π∗.
(2) πˆ = E˜(T ), obtained from model (5) with only the intercept f ≡ 1.
(3) πˆ = πˆML obtained by maximum likelihood, i.e., minimizing (3).
(4) πˆ = πˆRML obtained by Lasso penalized maximum likelihood, i.e., minimizing (12).
(5) πˆ = πˆ1CAL obtained by calibrated estimation, i.e., minimizing (8).
(6) πˆ = πˆ1
RCAL
obtained by regularized calibrated estimation, i.e., minimizing (9).
The functions (3) and (8) are minimized using a trust-region algorithm in the R package
trust (Geyer 2014), and (9) and (12) are minimized using the Fisher-scoring descent algorithm
described in Section 3.3.1. The tuning parameter λ in (9) or (12) is determined using 5-fold
cross validation based on the corresponding loss function. For k = 1, . . . , 5, let Ik be a random
subsample of size n/5 from {1, 2, . . . , n}. For a loss function ℓ(γ), for example ℓCAL(γ) in (8),
denote by ℓ(γ;I) the loss function obtained when the sample average E˜() is computed over
only the subsample I. The 5-fold cross-validation criterion is defined as
CV5(λ) =
1
k
5∑
k=1
ℓ(γˆ
(k)
λ ;Ik),
where γˆ
(k)
λ is a minimizer of the penalized loss ℓ(γ;Ick)+λ‖γ1:p‖1 over the subsample Ick of size
4n/5, i.e., the complement to Ik. Then λ is selected by minimizing CV5(λ) over the discrete
set {λ0/2j : j = 0, 1, . . . , 10}, where for πˆ0 = E˜(T ), the value λ0 is computed as
λ0 = max
j=1,...,p
∣∣∣E˜{(T − πˆ0)fj(X)}∣∣∣
when the likelihood loss (3) is used, or
λ0 = max
j=1,...,p
∣∣∣E˜{(T/πˆ0 − 1)fj(X)}∣∣∣
when the calibration loss (8) is used. It can be shown that in either case, the penalized loss
ℓ(γ) + λ‖γ1:p‖1 over the original sample has a minimum at γ1:p = 0 for all λ ≥ λ0.
The performance of an IPW estimator µˆ1rIPW(πˆ) is affected by not only the closeness of πˆ to
π∗ but also the outcome regression function m∗1(X) = E(Y
1|X) and the error ε = Y 1−m∗1(X).
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See Section 6 for a related discussion about double robustness. Under unconfoundedness, it
can be shown via conditioning on {(Ti,Xi) : i = 1, . . . , n} that
E{µˆ1rIPW(πˆ)} = E{µˆ1rIPW(πˆ;m∗1)},
var{µˆ1rIPW(πˆ)} = var{µˆ1rIPW(πˆ;m∗1)}+ var{µˆ1rIPW(πˆ; ε)},
where µˆ1rIPW(πˆ;h) = E˜{Th(X)/πˆ(X)}/E˜{T/πˆ(X)} for a function h(X) and µˆ1rIPW(πˆ; ε) =
E˜{Tε/πˆ(X)}/E˜{T/πˆ(X)}. As a result, the mean squared error E[{µˆ1rIPW(πˆ) − µ1}2], can be
decomposed as MSE{µˆ1
rIPW
(πˆ;m∗1)}+ var{µˆ1rIPW(πˆ; ε)}, where
MSE{µˆ1
rIPW
(πˆ;h)} = E
([
µˆ1
rIPW
(πˆ;h)− E{h(X)}]2) .
We consider a number of configurations for m∗1(X) including
(lin1): h(X) = X1 + 0.5X2 + 0.5X3 + 0.5X4,
(lin2): h(X) = X1 + 2X2 + 2X3 + 2X4,
(quad1): h(X) =
∑4
j=1{max(Xj , 0)}2,
(quad2): h(X) =
∑4
j=1{max(−Xj, 0)}2,
(exp): h(X) =
∑4
j=1 exp(Xj/2).
The first configuration, lin1, corresponds to that used in Kang & Schafer (2007), up to a
linear transformation. But the relative order of MSE{µˆ1rIPW(πˆ;m∗1)} from different estimators
πˆ remains the same under linear transformations of m∗1(X).
For model (5) correctly specified or misspecified, Figure 2 or 3 respectively shows Monte
Carlo estimates of MSE1/2{µˆ1rIPW(πˆ;h)} with five choices of h(X) and var1/2{µˆ1rIPW(πˆ; ε)} with
ε ∼ N(0, 1), for six estimators πˆ (labeled 1–6 above) from 1000 repeated simulations with
n = 200, 400, 800 and p = 4, 20, 50, 100, 200. See Tables S3–S8 in the Supplementary Material
for numerical values. The non-penalized estimators πˆML and πˆ
1
CAL
are computed only for p
from 4 to 50. For (p, n) = (20, 200) or (50,≤ 400), the estimator πˆ1
CAL
is obtained with
non-convergence declared by the R package trust in a considerable fraction of simulations,
indicating that the loss function ℓCAL(γ) may not have a finite minumum (see Table S1).
We provide comments about comparison of the estimators in Figures 2 and 3.
• For all the choices of (n, p) and h(X) studied, the estimator πˆ1
RCAL
yields similar or smaller
mean squared errors than πˆRML, whether model (5) is correctly specified or misspecified.
The advantage of πˆ1
RCAL
is substantial in the case of misspecified model (5).
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Figure 2: Root mean squared errors of µˆ1rIPW(πˆ;h) and µˆ
1
rIPW(πˆ; ε) for the estimators πˆ labeled 1–6
when logistic model (5) is correctly specified, with p = 4 (△), 20 (+), 50 (•), 100 (×), or 200 (∇) and
n = 200 (left), 400 (middle), or 800 (right). The estimators πˆML and πˆ
1
CAL (3 and 5) are computed only
for p = 4, 20, and 50. The results for πˆ1CAL should be interpreted with caution for (p, n) = (20, 200) and
(50,≤ 400) due to non-convergence found in 30–99% of 1000 repeated simulations (see Table S1).
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• For relatively small p ≤ 50, the estimator πˆ1CAL, in spite of the non-convergence issue
mentioned above, consistently leads to smaller mean squared errors than πˆML whether
model (5) is correctly specified or misspecified. In the case of misspecified model (5),
the performance of πˆML deteriorates substantially, particularly for estimation associated
with configurations “quad2” and “exp” for h(X). A possible explanation is that h(X)
in these cases quickly increases as (X1,X3,X4) become large, which by definition (30) is
the region where the propensity scores π∗(X) becomes small. Even a small discrepancy
(especially under-estimation) between πˆ and π∗ for the few observations with T = 1 in
this region can yield large errors for the estimates µˆ1rIPW(πˆ;h).
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Figure 3: Root mean squared errors of µˆ1rIPW(πˆ;h) and µˆ
1
rIPW(πˆ; ε), plotted similarly as in Figure 2, for
the estimators πˆ labeled 1–6 when logistic model (5) is misspecified. See the notes provided in Figure 2.
The values are censored within the upper limit of y-axis (dotted line).
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• The regularized estimator πˆRML or πˆ1RCAL yields smaller or slightly larger means squared
errors than the corresponding non-regularized estimator πˆML or πˆ
1
CAL
with p ≤ 50, except
for πˆ1RCAL versus πˆ
1
CAL in the configuration “lin1” for h(X). This exception can be ex-
plained as follows, due to several coincidental factors: X1 is the dominating component
in the “lin1” function h(X), with var(X1) > var{0.5(X2+X3+X4)}. At the same time,
X1 is also the dominating direction in determining the magnitude of the fitted propensity
score πˆ, either by definition (30) when model (5) is correctly specified or by the partic-
ular construction of (W1,W2,W3,W4) when model (5) is misspecified. In fact, X1 is the
most important direction of propensity scores that can be recovered with misspecified
model (5) because X1 and W1 are monotone transformations of each other. Regulariza-
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tion tends to introduce some bias into πˆ along the direction of X1, which then increases
errors in µˆ1rIPW(πˆ;h) with the “lin1” function h(X). This phenomenon seems related to
the bias of Lasso in the presence of strong signals (e.g., Zhang & Zhang 2012).
As seen from the preceding discussion, comparison of MSE{µˆ1
rIPW
(πˆ;h)} between different
estimators πˆ may depend on the choice of h(X). Alternatively, we consider several global
measures of closeness of πˆ to π∗ as follows. Denote gˆ = log{πˆ/(1 − πˆ)}. The expected
likelihood loss (i.e., likelihood risk) E{κML(gˆ)} achieved by gˆ is estimated as
κ˜ML(gˆ) = E˜
[
log
{
1 + egˆ(X)
}
− π∗(X)gˆ(X)
]
.
The expected calibration loss (i.e., calibration risk) is E{κCAL(g)} = E[π∗(X)e−g(X) + {1 −
π∗(X)}g(X)], and its value achieved by gˆ is estimated as
κ˜CAL(gˆ) = E˜
[
T
{
e−gˆ(X) − e−g∗(X)gˆ(X)
}]
.
We find κ˜CAL(gˆ) a more relevant measure than the direct estimate E˜[π
∗(X)e−gˆ(X) + {1 −
π∗(X)}gˆ(X)], because κ˜CAL(gˆ) only involves comparison of πˆ(Xi) and π∗(Xi) for {i : Ti =
1, i = 1, . . . , n}, by which the performance of µˆ1
rIPW
(πˆ;h) is mainly affected. For similar reasons,
the mean squared error E[{πˆ(X)− π∗(X)}2] is estimated as
mse(πˆ) = E˜
[
T
π∗(X)
{πˆ(X) − π∗(X)}2
]
,
and the mean squared relative error is estimated as
msre(πˆ) = E˜
[
T
π∗(X)
{
π∗(X)
πˆ(X)
− 1
}2]
.
For misspecified model (5), Figure 4 presents Monte Carlo estimates of the four “root mean
squared errors”, E1/2[{κ˜ML(gˆ)− κ˜ML(g∗)}2], E1/2[{κ˜CAL(gˆ)− κ˜CAL(g∗)}2], E1/2{mse2(πˆ)}, and
E1/2{msre2(πˆ)}, referred to as riskML, riskCAL, diff, and rdiff respectively. See Figure S4 in
the Supplementary Material for the results with correctly specified model (5).
The following remarks can be drawn from Figure 4.
• The estimators πˆRML and πˆ1RCAL lead to similar mean squared errors of the excess likeli-
hood risk κ˜ML(gˆ) − κ˜ML(g∗), which are in general smaller than the corresponding mean
squared errors from the non-penalized estimators πˆML and πˆ
1
CAL
.
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Figure 4: Root mean squared errors of global measures κ˜ML(gˆ), κ˜CAL(gˆ), mse(πˆ), and msre(πˆ) for the
estimators πˆ labeled 1–6 when logistic model (5) is misspecified. See the notes provided in Figure 2.
The values are censored within the upper limit of y-axis (dotted line).
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• The estimator πˆ1RCAL consistently yields similar or smaller mean squared errors of the
excess calibration risk κ˜CAL(gˆ) − κ˜CAL(g∗) than both non-penalized estimators πˆML and
πˆ1
CAL
and the penalized likelihood estimator πˆRML.
• The estimator πˆRML leads to slightly smaller mean squared errors of mse(πˆ), a measure
of absolute errors, than πˆ1RCAL. However, πˆ
1
RCAL yields smaller, sometimes substantially
smaller, mean squared errors of msre(πˆ), a measure of relative errors, than πˆRML.
These results provide empirical support for the rationale of regularized calibrated estimation:
minimizing the expected calibration loss, through regularization, leads to controling relative
errors of the fitted propensity scores as well as reducing the Kullback–Liebler divergence.
In the Supplementary Material, we provide various additional results, including the number
of samples with non-convergence for γˆML and γˆ
1
CAL, the average numbers of nonzero coefficients
obtained in γˆRML and γˆ
1
RCAL
, and the root mean squared errors of the differences µˆ1
rIPW
(πˆ1;h)−
µˆ0rIPW(πˆ
0;h) and µˆ1rIPW(πˆ
1; ε) − µˆ0rIPW(πˆ0; ε), which are relevant for estimation of ATE = µ1 −
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µ0. The estimators µˆ0rIPW(πˆ
0;h) and µˆ0rIPW(πˆ
0; ε) are defined as µˆ1rIPW(πˆ
1;h) and µˆ1rIPW(πˆ
1; ε)
respectively, but with T replaced by 1 − T and πˆ1 by 1− πˆ0. The fitted propensity scores πˆ1
and πˆ0 are the same when maximum likelihood is used, but separately computed for calibrated
estimation and regularization. See Section 6 for a discussion of πˆ0RCAL and ATE estimation.
5 Application to a medical study
We provide an empirical application of the proposed methods to a medical study in Connors
et al. (1996) on the effects of right heart catheterization (RHC). The observational study was
of interest at the time when many physicians believed that the RHC procedure led to better
patient outcomes, but the benefit of RHC had not been demonstrated in any randomized
clinical trials. The study of Connors et al. (1996) included n = 5735 critically ill patients
admitted to the intensive care units of 5 medical centers. For each patient, the data consist
of treatment status T (= 1 if RHC was used within 24 hours of admission and 0 otherwise),
health outcome Y (survival time up to 30 days), and a list of 75 covariates X (including
dummy variables from multi-valued factors), specified by medical specialists in critical care.
For previous analyses using propensity scores, logistic regression was employed either with main
effects only (e.g., Hirano & Imbens 2002; Vermeulen & Vansteelandt 2015) or with interaction
terms manually added (Tan 2006) in the approach of Rosenbaum & Rubin (1984).
To capture possible dependency beyond main effects, we consider a logistic propensity score
model (5) with the vector f(X) including all main effects and two-way interactions of X except
those with the fractions of nonzero values less than 46 (i.e., 0.8% of the sample size 5735). The
dimension of f(X) is p = 1855, excluding the constant. All variables in f(X) are standardized
with sample means 0 and sample variances 1. We apply the methods of regularized maximum
likelihood (RML) and regularized calibrated (RCAL) estimation similarly as in the simulation
study, with the Lasso tuning parameter λ attempted in a finer set {λ0/2j/4 : j = 0, 1, . . . , 24},
where λ0 is the value leading to a zero solution γ1 = · · · = γp = 0.
To measure the effect of calibration in the treated sample for a function h(X) using a
propensity score estimate πˆ, we use the standardized calibration difference
CAL1(πˆ;h) =
µˆ1
rIPW
(πˆ;h)− E˜{h(X)}√
v˜ar{h(X)} ,
where E˜() and v˜ar() denote the sample sample and variance and µˆ1rIPW(πˆ;h) is defined as
µˆ1
rIPW
(πˆ) with Y replaced by h(X). For fj(X) standardized with sample mean 0 and sample
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Figure 5: (i) Standardized differences CAL1(πˆ; fj) over index j for the estimators πˆ = E˜(T ), πˆRML
and πˆ1RCAL with λ selected from cross validation (upper row and lower left). A vertical line is placed
at the end of indices for 71 main effects. Two horizontal lines are placed at the maximum absolute
standardized differences in two directions. Marks (×) are plotted at the indices j corresponding to 188
nonzero estimates of γj for πˆRML and 32 nonzero estimates of γj for πˆ
1
RCAL. (ii) The fitted propensity
scores {πˆRML(Xi), πˆ1RCAL(Xi)} in the treated sample {i : Ti = 1, i = 1, . . . , n} (lower right).
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variance 1, CAL1(πˆ; fj) reduces to µˆ
1
rIPW
(πˆ; fj). See for example Austin & Stuart (2015, Section
4.1.1) for a related statistic based on µˆ1rIPW(πˆ;h) − µˆ0rIPW(πˆ;h) for balance checking. Figure 5
presents the standardized calibration differences for all the variables fj(X) and the fitted
propensity scores in the treated sample, obtained from the regularized estimators πˆRML and
πˆ1RCAL, with the tuning parameter λ selected by 5-fold cross validation as in Section 4.
Several interesting remarks can be drawn from Figure 5. The maximum absolute standard-
ized differences are reduced from 35% to about 10% (.113 and .102 respectively) based on the
estimators πˆRML and πˆ
1
RCAL. But the latter estimator πˆ
1
RCAL is obtained with a much smaller
number (32 versus 188) of nonzero estimates of coefficients γj . The corresponding standard-
ized differences for these 32 nonzero coefficients precisely attain the maximum absolute value,
.102, which is also the tuning parameter λ used for the Lasso penalty by Eq. (11). The fitted
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Figure 6: Maximum absolute standardized differences, maxj |CAL1(πˆ; fj)|, against the numbers of
nonzero estimates of (γ1, . . . , γp) (left) and the relative variances of the inverse probability weights in
the treated sample (right) as the tuning parameter λ varies for the Lasso penalty. Vertical lines are
placed at the values corresponding to λ selected by cross validation.
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propensity scores πˆ1RCAL(Xi) in the treated are consistently larger (or smaller) than πˆRML(Xi)
when close to 0 (or 1). As a result, the inverse probability weights 1/πˆ1
RCAL
(Xi) tend to be less
variable than 1/πˆRML(Xi), which is also confirmed in the following discussion.
Figure 6 shows how the maximum absolute standardized differences are related to the
numbers of nonzero estimates of γj and the relative variances of the inverse probability weights
in the treated sample as the tuning parameter λ varies. For a set of weights {wi : Ti =
1, i = 1, . . . , n}, the relative variance is defined as ∑i:Ti=1(wi − w¯)2/{(n1 − 1)w¯2}, where
w¯ =
∑
i:Ti=1
wi/n1 and n1/n = E˜(T ). See Liu (2001, Section 2.5.3) for a discussion about use
of the relative variance to measure the efficiency of a weighted sample. As seen from Figure 6,
in the process of reducing the standardized differences, the estimator πˆ1
RCAL
is associated with a
much smaller number of nonzero coefficients γj (greater sparsity) and smaller relative variance
of the inverse probability weights (greater efficiency) than πˆRML. These results demonstrate
advantages of regularized calibrated estimation in high-dimensional settings.
In the Supplementary Material, we present additional results, including the results in paral-
lel to Figure 6 for the fitted propensity score πˆ0RCAL in the untreated sample, and the estimates
of µ1, µ0, and the ATE for the 30-day survival (i.e., Y ≥ 30).
6 Additional discussion
Dual formulation. We point out that the regularized calibrated estimator γˆ1RCAL can also be
derived in a dual formulation. Denote w = {wi > 1 : Ti = 1, i = 1, . . . , n}. For fixed λ ≥ 0,
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consider the following optimization problem:
minimize ℓD
CAL
(w) =
∑
1≤i≤n:Ti=1
{(wi − 1) log(wi − 1)− (wi − 1)} (31)
subjec to
∑
1≤i≤n: Ti=1
wi = n, (32)∣∣∣∣∣∣
∑
1≤i≤n:Ti=1
wifj(Xi)−
n∑
i=1
fj(Xi)
∣∣∣∣∣∣ ≤ λ, j = 1, . . . , p. (33)
It can be shown directly via the Karush-Kuhn-Tucker condition that if γˆ1RCAL minimizes the
penalized loss ℓRCAL(γ) in (9), then the inverse probability weights
wˆi = {πˆ1RCAL(Xi)}−1 = 1 + e−(γˆ
1
RCAL
)Tf(Xi), 1 ≤ i ≤ n with Ti = 1,
are a solution to the optimization problem (31)–(33). In the case of exact calibration (λ = 0),
the program (31)–(33) can be obtained from Chan et al. (2016) with the particular distance
measure ℓDCAL(w). See also Zubizarreta (2015) for a related method. Similarly, for the regular-
ized likelihood estimator γˆRML minimizing ℓRML(γ) in (12), it can also be shown that the fitted
propensity scores, πˆi = πˆRML(Xi) for i = 1, . . . , n, solve the following optimization problem
with π = {0 < πi < 1 : i = 1, . . . , n}:
minimize ℓDML(π) =
n∑
i=1
{(1− πi) log(1− πi) + πi log(πi)} (34)
subjec to
n∑
i=1
(Ti − πi) = 0, (35)∣∣∣∣∣
n∑
i=1
(Ti − πi)fj(Xi)
∣∣∣∣∣ ≤ λ, j = 1, . . . , p. (36)
See Dudik et al. (2007) for general results relating box constraints such as (32)–(33) and
(35)–(36) to Lasso penalty in a different context. These formulations shed light on differences
between maximum likelihood and calibration estimation, which deal with propensity scores in
the probability scale or, respectively, the scale of inverse probability weights.
We distinguish two types of calibration estimators that can be derived using unit-specific
weights in a dual formulation, which usually involves exact constraints in previous works.
The first type is survey calibration (Deville & Sarndal 1992), where calibration weights are
constructed by minimizing a distance measure to the design weights (i.e., inverse of inclusion
probabilities) subject to calibration equations. Similar ideas are used in Tan (2010, 2013)
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to derive improved doubly robust estimators, through adjusting inverse of fitted propensity
scores to achieve calibration constraints, possibly depending on a fitted outcome regression
function. The second type of calibrated estimators, such as γˆ1
CAL
for γ or µˆ1(πˆ1
CAL
) for µ1, are
typically derived to deal with non-response or missing data, in a similar manner as the first
type with uniform design weights. But there is a subtle difference. The survey calibration
weights (Deville & Sarndal 1992) are expected to deviate from design weights by Op(n
−1/2)
and mainly used to reduce asymptotic variances of the resulting estimators of population
quantities. The calibration weights of the second type can be viewed as the inverse of fitted
response probabilities or propensity scores from an implied model (by the choice of a distance
measure) and are expected to behave as Op(1) to achieve bias reduction.
Estimation of ATE. Our theory and methods are presented mainly on estimation of µ1, but
they can be directly extended for estimating µ0 and hence ATE, that is, µ1−µ0. As mentioned
in Section 3.1, for IPW estimation of µ0 with model (5), the calibrated estimator of γ, denoted
by γˆ0
CAL
, is defined as a solution to equation (7). By exchanging T with 1− T and γ with −γ
in (8), the corresponding loss function minimized by γˆ0CAL is
ℓ0
CAL
(γ) = E˜
{
(1− T )eγTf(X) − TγTf(X)
}
.
For fixed λ ≥ 0, the regularized calibrated estimator γˆ0RCAL is defined as a minimizer of
ℓ0RCAL(γ) = ℓ
0
CAL(γ) + λ‖γ1:p‖1.
The fitted propensity score, πˆ0
RCAL
(X) = π(X; γˆ0
RCAL
), then satisfies equations (10)–(11) with
Ti replaced by 1− Ti and πˆ1RCAL(Xi) replaced by 1− πˆ0RCAL(Xi). The resulting IPW estimator
of µ0 is µˆ0IPW(πˆ
0
RCAL) = µˆ
0
rIPW(πˆ
0
RCAL), and that of ATE is µˆ
1
IPW(πˆ
1
RCAL)− µˆ0IPW(πˆ0RCAL).
An interesting aspect of our approach is that two different estimators of the propensity
score are used when estimating µ0 and µ1. The estimators γˆ0RCAL and γˆ
1
RCAL may in general
have different asymptotic limits when the propensity score model (5) is misspecified, even
though their asymptotic limits coincide when model(5) is correctly specified. Such possible
differences should not be of concern: the IPW estimators µˆ0IPW(πˆ) and µˆ
1
IPW(πˆ) are decoupled,
involving two disjoint subsets of fitted propensity scores on the untreated {i : Ti = 0} and
the treated {i : Ti = 1} respectively. It seems reasonable, especially in the case of potential
model misspecification, to estimate propensity scores and construct inverse probability weights
separately for the treated or the untreated. Furthermore, whether substantial differences exist
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between these separately fitted propensity scores can be used for diagnosis of the validity of
model (5). See Chan et al. (2016), Section 2.3, for a related discussion.
Calibration or balancing. It is interesting to compare calibrated propensity scores with
covariate balancing propensity scores in Imai & Ratkovic (2014). For model (2), the covariate-
balancing estimator of γ, denoted by γˆBAL, is defined as a solution to
E˜
[{
T
π(X; γ)
− 1− T
1− π(X; γ)
}
f(X)
]
= 0. (37)
The same fitted propensity score πˆBAL(X) = π(X; γˆBAL) can used in µˆ
1
IPW
(πˆBAL) or alternatively
µˆ1rIPW(πˆBAL) for estimating µ
1 and in µˆ0IPW(πˆBAL) or µˆ
0
rIPW(πˆBAL) for estimating µ
0. Eq. (37)
amounts to finding a single value γˆBAL such that the left hand sides of (6) and (7) are equal,
although they may each deviate from 0. For calibrated estimation, (6) and (7) are satisfied
separately by two estimators γˆ1CAL and γˆ
0
CAL. An advantage of using the calibration equations
(6) and (7) is that for each t = 0 or 1, µˆt
IPW
(πˆt
CAL
), but not µˆt
IPW
(πˆBAL), is doubly robust, i.e.,
remains consistent if either propensity score model (2) or a linear outcome model is correct,
E(Y t|X) = αTt f(X) for a coefficient vector αt (Graham et al. 2012). We also point out that
with logistic model (5), γˆBAL can be obtained by minimizing the loss function
ℓBAL(γ) = ℓCAL(γ) + ℓ
0
CAL(γ), (38)
which is still convex in γ. Our results developed for calibrated estimation and regularization
can be adapted to γˆBAL and its regularized version. See Figure 1 for a comparison of limiting
propensity scores in a simple example with model misspecification.
Estimation of ATT. There is a simple extension of our approach to estimation of ATT, that
is, ν1−ν0 as defined in Section 2. The parameter ν1 = E(Y 1|T = 1) can be directly estimated
by E˜(TY )/E˜(T ). Two standard IPW estimators for ν0 are
νˆ0
IPW
(πˆML) = E˜
{
(1− T )πˆML(X)Y
1− πˆML(X)
}
/E˜(T )
and νˆ0rIPW(πˆML), defined as νˆ
0
IPW(πˆML) but with E˜(T ) replaced by E˜[(1 − T )πˆML(X)/{1 −
πˆML(X)}], where πˆML(X) is the maximum likelihood fitted propensity score. To derive a
calibrated estimator of γ, consider the following set of calibration equations
E˜
[{
(1− T )π(X; γ)
1− π(X; γ) − T
}
f(X)
]
= 0. (39)
30
Equation (39) is used in Imai & Ratkovic (2014) as balancing equations for propensity score
estimation for estimating ATT. We point out two simple results, which, although as straight-
forward as shown below, do not seem to be discussed before.
(i) Equation (39) is equivalent to calibration equations (7) for γˆ0CAL when estimating µ
0.
This follows from the simple identity:
(1− T )π(X; γ)
1− π(X; γ) − T =
1− T
1− π(X; γ) − 1.
Therefore, the same set of fitted propensity scores, for example πˆ0RCAL(Xi) based on
the regularized estimator γˆ0
RCAL
, can be used for estimating µ0 by µˆ0
IPW
(πˆ0
RCAL
) and for
estimating ν0 by νˆ0IPW(πˆ
0
RCAL) = νˆ
0
rIPW(πˆ
0
RCAL) due to similar equation as (10).
(ii) With logistic model (5), the IPW estimator νˆ0IPW(πˆ
0
CAL) = νˆ
0
rIPW(πˆ
0
CAL) is identical to
the estimator of ν0 by entropy balancing (Hainmueller 2012). In fact, νˆ0rIPW(πˆ
0
CAL) can be
written as
∑
i:Ti=0
wˆiYi, where for γˆ = γˆ
0
CAL
, γˆ1:p = (γˆ1, . . . , γˆp)
T, and f1:p = (f1, . . . , fp)
T,
wˆi =
exp{−γˆT1:pf1:p(Xi)}∑
i′:T
i′
=0 exp{−γˆT1:pf1:p(Xi′)}
.
Equation (39) for γˆ0
CAL
then implies that for j = 1, . . . , p,
∑
i:Ti=0
wˆifj(Xi) =
E˜
{
(1−T )pi(X;γˆ)
1−pi(X;γ) fj(X)
}
E˜
{
(1−T )pi(X;γˆ)
1−pi(X;γˆ)
} = E˜ {Tfj(X)}
E˜(T )
=
1
n1
∑
i:Ti=1
fj(Xi),
where n1/n = E˜(T ). These equations together with
∑
i:Ti=0
wˆi = 1 are the same as in
entropy balancing. From this connection, our regularized method also extends entropy
balancing to allow box constraints similar to (11).
Doubly robust estimation. Our development is mainly focused estimation of propensity
scores to improve IPW estimation of population means with missing data. The new methods
for propensity score estimation can be adapted in various manners to explicitly achieve double
robustness. As mentioned earlier, the estimator µˆ1(πˆ1
CAL
) itself is known to be doubly robust
with respect to propensity score model (5) and a linear outcome model, E(Y 1|X) = αT1f(X)
for a coefficient vector α1 (Graham et al. 2012). For a general outcome model, let mˆ1(X)
be a fitted outcome regression function, by maximum quasi-likelihood or similar methods.
One approach is to directly use the calibrated propensity scores πˆ1CAL or πˆ
1
RCAL, and the fitted
outcome regression function mˆ1(X) as inputs to existing doubly robust estimators, for example,
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the augmented IPW estimator (Robins et al. 1994) or the calibrated likelihood estimator (Tan
2010). Another approach is to incorporate the fitted outcome regression function mˆ1(X) in
f(X) and then enforce the corresponding calibration equation to exactly hold, that is, redefine
f = (1, mˆ1, f1, . . . , fp)
T and γ = (γ00, γ01, γ1, . . . , γp)
T and leave (γ00, γ01) non-penalized in our
regularized method. This topic can be investigated in future research.
Related works on high-dimensional causal inference. There is a growing literature on
causal inference in high-dimensional settings. For ATE estimation, Farrell (2015) and Belloni
et al. (2017) studied the augmented IPW estimator, with both the propensity score and the
outcome regression function estimated using Lasso or related methods. Their focus is to obtain
valid confidence intervals when both the propensity score and outcome regression models are
correctly specified, but approximately sparse. For ATT estimation, Athey et al. (2016) studied
a hybrid method combining penalized estimation of a linear outcome model and construction of
balancing weights similar as in Zubizarreta (2015), and also obtained valid confidence intervals
when the linear outcome model is correctly specified. These works differ from our development
focused on IPW estimation with possibly misspecified propensity score models, but without
any outcome regression model, in high-dimensional settings. On the other hand, results from
these works can be useful in developing confidence intervals for our approach.
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The Supplementary Material contains Appendices I–V.
I On Lasso penalized M-estimation
Let {(Ti,Xi) : i = 1, . . . , n} be independent and identically distributed observations of (T,X).
Suppose that a function of interest, g∗(x), is approximated as γTf(x), where f(x) = (1, f1, . . . ,
fp)
T is a vector of known functions and γ = (γ0, γ1, . . . , γp)
T is a vector of unknown coefficients.
In general, g∗(x) may fall outside the linear subspace {γTf(x) : γ ∈ R1+p}. Let κ(g) be a loss
function, defined in the form
κ(g) = E˜ [ψ{T, g(X)}]
for some function ψ(t, u), assumed to be convex and twice-differentiable in u. Denote ψ1(t, u) =
∂ψ(t, u)/∂u and ψ2(t, u) = ∂
2ψ(t, u)/∂u2. Let ℓ(γ) = κ(γTf) be the loss function induced on
γ. Then κ(g) is convex in g, and ℓ(γ) is convex in γ.
Consider a regularized estimator
γˆ = argminγ {ℓ(γ) + λR(γ)} ,
where R(γ) = ‖γ1:p‖1 =
∑p
j=1 |γj|, that is, a Lasso penalty on γ except γ0, and λ ≥ 0 is a
tuning parameter. The resulting estimator of g∗ is then gˆ = γˆTf .
The target linear approximation of g∗ is defined as g¯ = γ¯Tf , where γ¯ is a minimizer of
the theoretical loss E[ψ{T, γTf(X)}], which is also convex in γ. Setting the gradient of the
theoretical loss to 0 shows that γ¯ satisfies E[ψ1{T, γ¯Tf(X)}f(X)] = 0 under mild conditions.
Asymptotic theory has been established about convergence of γˆ (typically non-penalized) to
γ¯ at the n−1/2 rate in the classical setting where p is much smaller than the sample size n
(e.g., White 1982; Manski 1988). It is desired to develop corresponding theory in the high-
dimensional setting where p can be close to or greater than the sample size n.
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For our theoretical analysis, the tuning parameter is specified as λ = A0λ0, where A0 > 1
is a constant and
λ0 = max
{√
8(D20 +D
2
1), 4C
2
0C1
}√
log{(1 + p)/ǫ}/n,
depending on a tail probability 0 < ǫ < 1 for the error bound and the constants (D0,D1) from
the sub-gaussian Assumption 1 and (C0, C1) from Assumptions 3 and 4 on the boundedness
of f(X) and ψ2{T, g¯(X)}, to be discussed below.
Our analysis involves a number of assumptions. The first is a sub-gaussian condition on the
“score” variables defined as Zj = ψ1{T, g¯(X)}fj(X). In the presence of model misspecification,
the “noise” variable ψ1{T, g¯(X)} may not have mean 0 conditionally on X. Nevertheless,
Assumption 1 is easily shown to hold if ψ1{T, g¯(X)} is sub-gaussian and fj(X), j = 0, 1, . . . , p,
are uniformly bounded (that is, Assumption 3 below).
Assumption 1. Let Zj = ψ1{T, g¯(X)}fj(X). Assume that E(Zj) = 0 for j = 0, 1, . . . , p, and
(Z0, Z1, . . . , Zp) are uniformly sub-gaussian: maxi=1,...,pD
2
0E{exp(Z2j /D20)−1} ≤ D21 for some
constants (D0,D1).
The second assumption is a theoretical compatibility condition. Similar conditions are
commonly used in high-dimensional analysis (Buhlmann & van de Geer 2011). Our assumption
is formulated with a subset S required to contain 0, as a way to deal with the fact that γ0 is
not penalized. Denote the Hessian of ℓ(γ) = κ(γTf) as
Σ˜γ = E˜[f(X)ψ2{T, γTf(X)}fT(X)].
The corresponding population matrix is
Σγ = E[f(X)ψ2{T, γTf(X)}fT(X)].
Assumption 2. For certain subset S ⊂ {0, 1, . . . , p} containing 0 and constants ν0 > 0 and
ξ0 > 1, assume that
ν20
∑
j∈S
|bj |
2 ≤ |S| (bTΣγ¯b) (S1)
for any vector b = (b0, b1, . . . , bp)
T ∈ R1+p satisfying∑
j 6∈S
|bj| ≤ ξ0
∑
j∈S
|bj|. (S2)
2
By the Cauchy–Schwartz inequality, Assumption 2 is implied by (hence weaker than) a
restricted eigenvalue condition (Bickel et al. 2009) such that ν20(
∑
j∈S b
2
j) ≤ bTΣγ¯b for any
vector b = (b0, b1, . . . , bp)
T satisfying (S2). Denote the population Gram matrix as Σ0 =
E{f(X)fT(X)}. Assumption 2 can also be justified from a simpler compatibility condition
(e.g., Buhlmann & van de Geer 2011): ν20(
∑
j∈S b
2
j) ≤ bTΣ0b for any vector b = (b0, b1, . . . , bp)T
satisfying (S2), in conjunction with the assumption that E[ψ2{T, g¯(X)}|X] ≥ c for a constant
c > 0. In the context of Proposition 6, the latter assumption can be easily shown to be
valid when g∗(X) ≥ B∗0 and g¯1CAL(X) ≤ B1, that is, π∗(X) ≥ (1 + e−B
∗
0 )−1 and π¯1
CAL
(X) ≤
(1 + e−B1)−1, for some constants B∗0 > 0 and B1 > 0.
The following Assumptions 3 and 5 are mainly used in Lemma 4 to bound the curvature of
a symmetrized Bregman divergence associated with a non-quadratic loss function. Assump-
tions 3 and 4 are involved in showing that, with a high probability, the empirical Hessian Σ˜γ¯
is close to the theoretical Hessian Σγ¯ and hence an empirical compatibility condition can be
derived from the theoretical compatibility condition (see Lemma 5).
Assumption 3. Assume that supj=0,1,...,p |fj(X)| ≤ C0 for a constant C0 > 0.
Assumption 4. Assume that ψ2{T, g¯(X)} ≤ C1 for a constant C1 > 0.
Assumption 5. Assume that for any t and (u, u′),
ψ2(t, u) ≤ ψ2(t, u′)eC2|u−u′|,
where C2 > 0 is a constant depending only on ψ2().
The last assumption requires that |S|λ0 be sufficiently small, and is used to facilitate both
the derivation of the empirical compatibility condition (Lemma 5) and the localized analysis
with a non-quadratic loss function (Lemma 6).
Assumption 6. Assume that (i) (1 + ξ0)
2ν−20 |S|λ0 ≤ η1 for a constant 0 < η1 < 1, and (ii)
C0C2ξ2(1− η1)−1ν−20 |S|λ0 ≤ η2 for a constant 0 < η2 < 1, where ξ2 = (ξ0 + 1)(A0 − 1).
From the preceding assumptions, we provide a general result about the convergence of γˆ
to γ¯ in the ‖ · ‖1 norm and the symmetrized Bregman divergence between gˆ and g¯. For two
functions g and g′, the Bregman divergence associated with κ is
D(g, g′) = κ(g) − κ(g′)− 〈∇κ(g′), g − g′〉,
3
where 〈∇κ(g), h〉 = limu→0{κ(g + uh) − κ(g)}/u. If g = γTf and g′ = γ′Tf , then D(g, g′) =
ℓ(γ)− ℓ(γ′)− (γ − γ′)TE˜[ψ1{T, γ′Tf(X)}f(X)].
Proposition S1. Suppose that Assumptions 1–6 hold. Then for A0 > (ξ0 + 1)/(ξ0 − 1), we
have with probability at least 1− 4ǫ,
D(gˆ, g¯) +D(g¯, gˆ) + (A0 − 1)λ0‖γˆ − γ¯‖1 ≤ 2ξ−11 A0λ0
∑
j 6∈S
|γ¯j |+ ξ22ν−21 |S|λ20, (S3)
where ξ1 = 1−2A0/{(ξ0+1)(A0−1)} ∈ (0, 1], ξ2 = (ξ0+1)(A0−1), and ν1 = ν0(1−η1)(1−η2).
Various implications can be deduced from Proposition S1. Taking S = {0} leads to a slow
rate, of order λ0
∑p
j=1 |γ¯j |, where the compatibility condition holds under mild conditions:
either no linear combination of f1(X), . . . , fp(X) is close to being a constant, or the L2 norms
of f1(X), . . . , fp(X), weighted by ψ2{T, g¯(X)}, are bounded away from above by 1.
Corollary S1. Suppose that either (i) for a constant 0 < η3 < 1,
E⊗2[ψ2{T, g¯(X)}f1:p(X)] ≤ η23E[ψ2{T, g¯(X)}]E[ψ2{T, g¯(X)}f⊗21:p (X)], (S4)
where f1:p = (f1, . . . , fp)
T and b⊗2 = bbT, or (ii) for a constant 0 < η4 < 1,
max
j=1,...,p
E[ψ2{T, g¯(X)}f2j (X)] ≤ η24E[ψ2{T, g¯(X)}]. (S5)
Then Assumption 2 is satisfied with S = {0} and some constants ν0 > 0 and ξ0 > 1 depending
only on η3 or η4. If, in addition, Assumptions 1, 3, 4, 5, and 6 hold with |S| = 1, then (S3)
holds with probability at least 1− 4ǫ.
Taking S = {0} ∪ {j : γ¯j 6= 0, j = 1, . . . , p} yields a fast rate, of order |S|λ20.
Corollary S2. Suppose that Assumptions 1–6 hold with S = {0} ∪ {j : γ¯j 6= 0, j = 1, . . . , p}.
Then for A0 > (ξ0 + 1)/(ξ0 − 1), we have with probability at least 1− 4ǫ,
D(gˆ, g¯) +D(g¯, gˆ) + (A0 − 1)λ0‖γˆ − γ¯‖1 ≤ ξ22ν−21 |S|λ20,
where ξ2 and ν1 are as in Proposition S1.
The following result provides a bound relating D(gˆ, g∗) to D(g¯, g∗), which compare the
predictor gˆ and the oracle g¯ respectively with the truth g∗. This result, with leading coefficient
one for D(g¯, g∗), is distinct from previous results, for example, Buhlmann & van de Geer (2011,
Theorem 6.4). See Zhang & Zhang (2012, Section 3.2) for a related discussion.
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Corollary S3. In addition to Assumptions 1–6, suppose that Assumption 1 also holds with
Zj replaced by Z
∗
j = ψ1{T, g∗(X)}fj(X) for j = 0, 1, . . . , p. Then for A0 > (ξ0 + 1)/(ξ0 − 1),
we have with probability at least 1− 6ǫ,
D(gˆ, g∗) +D(g¯, gˆ) ≤ D(g¯, g∗) + A0 + 1
A0 − 1∆(g¯, S),
where ∆(g¯, S) denotes the right hand side of (S3) and ξ1, ξ2, and ν1 are as in Proposition S1.
Finally, we provide additional comments on how our results are related to previous works.
Our approach mainly builds on techniques developed in Huang & Zhang (2012) and Zhang &
Zhang (2012) for high-dimensional analysis, including the use of Bregman divergences and the
derivation of basic inequalities exploiting the convexity of loss functions. Our analysis, however,
provides explicit assumptions, notably Assumption 1 in terms of the target value γ¯, and yields
direct results on the convergence of γˆ to γ¯. Such convergence is also focused on in classical
theory of estimation with misspecified models (e.g., Manski 1988). From this perspective, our
analysis also differs from van de Geer (2008) and Buhlmann & van de Geer (2011), where the
main results are oracle inequalities comparing the closeness of the predictor gˆ to g∗ with that of
the oracle g¯ to g∗, but in a different manner than Corollary S3 as discussed above. Negahban et
al. (2012) provided high-dimensional analysis of regularized M-estimators in general settings,
including Lasso penalized maximum likelihood estimators. But their analysis involves the
stronger assumption that the variables f1(X), . . . , fp(X), are jointly sub-gaussian.
5
II Additional numerical illustration
Figure S1 illustrates how the functions L(ρ′, ρ), K(ρ′, ρ), and Q(ρ′, ρ) are related to each
other, with ρ′ = ρ ± .01, that is, ρ′ is somewhat close to ρ. The Kullback–Liebler divergence
L(ρ± .01, ρ) is close to 0. But the relative error Q(ρ′, ρ) = (ρ/ρ′− 1)2 with ρ′ = ρ± .01 can be
very large, particularly when ρ′ = ρ− .01 and ρ is close to .01+. This shows that an absolute
error of .01 can still lead to a large relative error. The function K(ρ ± .01, ρ) can be seen to
upper-bound Q(ρ± .01, ρ) up to a constant depending on how close ρ is to .01+, that is, how
large ρ/(ρ− .01) is. This is the main point in Proposition 4(i).
Figure S1: Behavior of functions L(ρ± .01, ρ), K(ρ± .01, ρ), and Q(ρ± .01, ρ).
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III Additional simulation results
We present additional results from the simulation study in Section 4.
Table S1 shows the number of samples from 1000 simulations, with non-convergence declared
by the R package trust when computing the non-penalized estimators γˆML and γˆ
1
CAL. In fact,
convergence is obtained for γˆML in all simulations. But non-convergence is found for γˆ
1
CAL in a
considerable fraction of simulations when (p, n) = (20, 200) or (50,≤ 400).
Table S2 shows the average numbers of all nonzero coefficients and truly nonzero ones (i.e.,
only associated with the first 4 covariates), for the regularized estimators γˆRML and γˆ
1
RCAL
. In
either case, the average numbers from γˆ1
RCAL
are consistently lower than from γˆRML.
Tables S3–S8 present the root mean squared errors of µˆ1rIPW(πˆ;h) with 5 configurations
“lin1”, “lin2”, “quad1”, “quad2”, and “exp” for h(X) and µˆ1
rIPW
(πˆ; ε), which are plotted in
Figures 2 and 3 to facilitate visual comparison.
Figures S2 and S3 show the root mean squared errors of the differences µˆ1rIPW(πˆ
1;h) −
µˆ0
rIPW
(πˆ0;h) and µˆ1
rIPW
(πˆ1; ε) − µˆ0
rIPW
(πˆ0; ε), when logistic model (5) is correctly specified or
misspecified. The fitted propensity scores πˆ1 and πˆ0 are the same when maximum likelihood is
used, but separately computed for calibrated estimation and regularization. In particular, the
estimator γˆ0
RCAL
corresponding to πˆ0
RCAL
is computed with the tuning parameter λ determined
by 5-fold cross validation, similarly as but separately from γˆ1RCAL. The relative performances
of the estimators are similar to those in Figures 2 and 3.
Figure S4 shows the root mean squared errors of global measures κ˜ML(gˆ), κ˜CAL(gˆ), mse(πˆ),
and msre(πˆ), similarly as in Figure 4, but when logistic model (5) is correctly specified. The
two regularized estimators γˆRML and γˆ
1
RCAL
perform similarly to each other, in contrast with
the case with logistic model (5) misspecified.
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Table S1: Numbers of samples with non-convergence from 1000 simulations
n = 200 n = 400 n = 800
p = 4 p = 20 p = 50 p = 4 p = 20 p = 50 p = 4 p = 20 p = 50
Logistic model correctly specified
ML 0 0 0 0 0 0 0 0 0
CAL 0 315 999 0 0 694 0 0 0
Logistic model misspecified
ML 0 0 0 0 0 0 0 0 0
CAL 1 315 998 0 2 574 0 0 0
Note: ML is non-penalized maximum likelihood and CAL is non-penalized cali-
brated estimation, both implemented using R package trust. Non-convergence is
declared by trust when the termination criteria are not satisfied after 1000 itera-
tions. In the non-convergence cases, the values of ℓCAL obtained, minus κCAL(g
∗),
are found to range from −10, 000 or smaller to −10, indicating that the loss function
ℓCAL may not have a finite minimum.
Table S2: Average numbers of nonzero coefficients estimated from 1000 simulations
n = 200 n = 400 n = 800
p 4 20 50 100 200 4 20 50 100 200 4 20 50 100 200
Logistic model correctly specified
RML 3.5 6.9 8.6 10.2 12.2 3.7 8.1 10.6 11.6 11.5 3.9 9.1 10.9 14.0 18.5
3.5 2.9 2.5 2.3 2.1 3.7 3.3 3.0 2.8 2.6 3.9 3.6 3.3 3.2 3.1
RCAL 2.9 3.6 2.4 2.6 2.8 3.4 4.8 6.4 6.7 3.0 3.7 7.1 7.1 4.6 6.1
2.9 2.2 1.8 1.6 1.4 3.4 2.8 2.7 2.4 1.8 3.7 3.4 3.0 2.8 2.8
Logistic model misspecified
RML 3.0 6.2 7.7 9.5 10.7 3.1 6.8 8.7 9.8 11.2 3.1 6.8 9.4 13.0 14.3
3.0 2.3 2.0 1.9 1.7 3.1 2.5 2.2 2.2 2.1 3.1 2.4 2.3 2.2 2.1
RCAL 2.1 2.3 2.1 2.5 2.2 2.5 3.6 4.2 2.4 1.7 2.8 4.3 3.9 4.8 6.8
2.1 1.6 1.4 1.2 0.9 2.5 2.2 1.9 1.6 1.5 2.8 2.5 2.3 2.2 2.2
Note: RML is regularized maximum likelihood and CAL is regularized calibrated estimation, both with
Lasso. Each cell gives the average number of all nonzero coefficients (upper) and the average number
of nonzero coefficients only associated with the first 4 covariates (lower).
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Table S3: Root mean squared errors of µˆ1
rIPW
(πˆ;h) with h(X) =“lin1”
n = 200 n = 400 n = 800
p 4 20 50 100 200 4 20 50 100 200 4 20 50 100 200
Logistic model correctly specified
True .18 .18 .18 .17 .18 .13 .13 .13 .13 .13 .09 .09 .09 .09 .09
Const .39 .39 .39 .39 .39 .38 .38 .38 .38 .38 .37 .38 .37 .37 .37
ML .14 .19 .29 — — .10 .11 .15 — — .07 .07 .08 — —
RML .14 .18 .20 .22 .23 .10 .13 .15 .17 .18 .07 .10 .11 .12 .14
CAL .09 .09 .15 — — .07 .06 .07 — — .05 .05 .05 — —
RCAL .14 .19 .22 .22 .24 .09 .13 .14 .16 .19 .06 .09 .11 .13 .13
Logistic model misspecified
True .18 .18 .18 .17 .18 .13 .13 .13 .13 .13 .09 .09 .09 .09 .09
Const .39 .39 .39 .39 .39 .38 .38 .38 .38 .38 .37 .38 .37 .37 .37
ML .33 .37 .44 — — .39 .40 .47 — — .44 .46 .43 — —
RML .23 .22 .23 .25 .26 .30 .24 .21 .21 .19 .37 .29 .18 .17 .17
CAL .14 .14 .21 — — .12 .12 .13 — — .12 .11 .10 — —
RCAL .21 .22 .24 .25 .29 .16 .17 .18 .20 .20 .14 .14 .15 .15 .15
Table S4: Root mean squared errors of µˆ1rIPW(πˆ;h) with h(X) =“lin2”
n = 200 n = 400 n = 800
p 4 20 50 100 200 4 20 50 100 200 4 20 50 100 200
Logistic model correctly specified
True .45 .44 .45 .42 .43 .31 .31 .33 .31 .31 .22 .22 .22 .22 .22
Const .45 .46 .47 .45 .46 .38 .38 .39 .38 .38 .33 .34 .33 .33 .33
ML .36 .46 .72 — — .24 .28 .32 — — .16 .17 .19 — —
RML .33 .35 .37 .37 .37 .23 .25 .27 .27 .28 .16 .19 .21 .21 .23
CAL .25 .27 .30 — — .18 .18 .18 — — .13 .13 .13 — —
RCAL .31 .36 .38 .37 .38 .21 .25 .27 .26 .27 .15 .18 .21 .22 .23
Logistic model misspecified
True .45 .44 .45 .42 .43 .31 .31 .33 .31 .31 .22 .22 .22 .22 .22
Const .45 .46 .47 .45 .46 .38 .38 .39 .38 .38 .33 .34 .33 .33 .33
ML .61 .74 .86 — — .66 .62 .70 — — .66 .70 .56 — —
RML .48 .44 .42 .41 .40 .55 .40 .37 .36 .31 .58 .46 .30 .31 .29
CAL .41 .44 .49 — — .34 .35 .38 — — .32 .31 .31 — —
RCAL .39 .38 .39 .38 .41 .31 .29 .29 .27 .27 .28 .26 .24 .24 .23
9
Table S5: Root mean squared errors of µˆ1
rIPW
(πˆ;h) with h(X) =“quad1”
n = 200 n = 400 n = 800
p 4 20 50 100 200 4 20 50 100 200 4 20 50 100 200
Logistic model correctly specified
True .37 .35 .35 .33 .36 .27 .25 .27 .26 .24 .19 .18 .19 .17 .18
Const .33 .33 .34 .32 .34 .30 .29 .29 .29 .30 .27 .28 .28 .28 .28
ML .34 .45 .56 — — .27 .27 .32 — — .16 .17 .19 — —
RML .29 .27 .29 .28 .29 .24 .22 .22 .22 .23 .16 .17 .17 .18 .19
CAL .24 .27 .30 — — .17 .18 .21 — — .12 .12 .13 — —
RCAL .25 .27 .29 .28 .29 .18 .21 .21 .21 .23 .13 .16 .17 .19 .19
Logistic model misspecified
True .37 .35 .35 .33 .36 .27 .25 .27 .26 .24 .19 .18 .19 .17 .18
Const .33 .33 .34 .32 .34 .30 .29 .29 .29 .30 .27 .28 .28 .28 .28
ML .91 .92 .89 — — 1.13 1.21 1.41 — — 1.39 1.50 1.32 — —
RML .56 .38 .31 .30 .29 .90 .70 .62 .47 .31 1.19 1.04 .58 .48 .41
CAL .23 .27 .32 — — .16 .17 .20 — — .11 .12 .13 — —
RCAL .25 .26 .27 .27 .29 .18 .18 .19 .19 .19 .13 .13 .14 .14 .14
Table S6: Root mean squared errors of µˆ1rIPW(πˆ;h) with h(X) =“quad2”
n = 200 n = 400 n = 800
p 4 20 50 100 200 4 20 50 100 200 4 20 50 100 200
Logistic model correctly specified
True .27 .26 .26 .25 .26 .19 .19 .19 .19 .19 .13 .13 .14 .13 .15
Const .35 .35 .35 .35 .35 .31 .30 .31 .31 .31 .28 .28 .28 .28 .28
ML .25 .28 .38 — — .17 .20 .22 — — .12 .12 .14 — —
RML .23 .22 .23 .23 .24 .16 .16 .17 .17 .18 .12 .12 .12 .12 .14
CAL .21 .23 .23 — — .15 .16 .18 — — .10 .11 .12 — —
RCAL .21 .22 .23 .23 .25 .15 .15 .16 .16 .17 .10 .11 .12 .12 .13
Logistic model misspecified
True .27 .26 .26 .25 .26 .19 .19 .19 .19 .19 .13 .13 .14 .13 .15
Const .35 .35 .35 .35 .35 .31 .30 .31 .31 .31 .28 .28 .28 .28 .28
ML .34 .37 .51 — — .33 .34 .42 — — .29 .29 .30 — —
RML .31 .28 .27 .28 .29 .28 .27 .27 .23 .23 .27 .22 .21 .20 .19
CAL .32 .32 .32 — — .26 .25 .27 — — .23 .22 .22 — —
RCAL .27 .26 .27 .27 .30 .22 .20 .21 .21 .20 .19 .18 .18 .17 .18
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Table S7: Root mean squared errors of µˆ1
rIPW
(πˆ;h) with h(X) =“exp1”
n = 200 n = 400 n = 800
p 4 20 50 100 200 4 20 50 100 200 4 20 50 100 200
Logistic model correctly specified
True .37 .36 .33 .36 .36 .27 .23 .26 .24 .27 .21 .17 .17 .17 .19
Const .33 .33 .34 .32 .33 .31 .31 .30 .30 .30 .29 .30 .29 .29 .29
ML .34 .57 .52 — — .26 .26 .30 — — .19 .17 .17 — —
RML .29 .27 .26 .27 .26 .23 .20 .20 .20 .21 .19 .15 .15 .16 .16
CAL .23 .26 .25 — — .17 .16 .19 — — .12 .12 .12 — —
RCAL .23 .25 .26 .26 .26 .17 .19 .19 .19 .20 .12 .14 .15 .16 .16
Logistic model misspecified
True .37 .36 .33 .36 .36 .27 .23 .26 .24 .27 .21 .17 .17 .17 .19
Const .33 .33 .34 .32 .33 .31 .31 .30 .30 .30 .29 .30 .29 .29 .29
ML .74 1.06 .81 — — 1.19 1.03 1.22 — — 1.71 1.37 .97 — —
RML .45 .44 .29 .30 .28 .98 .53 .41 .46 .25 1.58 .89 .39 .42 .31
CAL .24 .27 .28 — — .19 .19 .22 — — .15 .14 .14 — —
RCAL .26 .26 .27 .27 .28 .21 .20 .21 .20 .20 .16 .16 .16 .17 .16
Table S8: Root mean squared errors of µˆ1rIPW(πˆ; ε) with ε =“noise”
n = 200 n = 400 n = 800
p 4 20 50 100 200 4 20 50 100 200 4 20 50 100 200
Logistic model correctly specified
True .12 .12 .12 .12 .12 .08 .08 .09 .09 .08 .06 .06 .06 .06 .06
Const .10 .10 .10 .10 .10 .07 .07 .07 .07 .07 .05 .05 .05 .05 .05
ML .12 .15 .20 — — .09 .09 .11 — — .06 .06 .07 — —
RML .11 .11 .11 .10 .11 .08 .07 .08 .08 .07 .06 .06 .06 .06 .05
CAL .12 .15 .14 — — .08 .09 .11 — — .06 .06 .07 — —
RCAL .11 .10 .11 .10 .11 .08 .07 .08 .08 .07 .06 .06 .06 .06 .05
Logistic model misspecified
True .12 .12 .12 .12 .12 .08 .08 .09 .09 .08 .06 .06 .06 .06 .06
Const .10 .10 .10 .10 .10 .07 .07 .07 .07 .07 .05 .05 .05 .05 .05
ML .18 .20 .23 — — .17 .15 .17 — — .15 .14 .16 — —
RML .14 .12 .11 .10 .11 .13 .10 .09 .09 .08 .13 .10 .08 .07 .06
CAL .13 .14 .14 — — .09 .09 .11 — — .06 .06 .07 — —
RCAL .11 .10 .11 .10 .11 .08 .07 .08 .08 .07 .06 .06 .06 .06 .05
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Figure S4: Root mean squared errors of global measures κ˜ML(gˆ), κ˜CAL(gˆ), mse(πˆ), and msre(πˆ), plotted
similarly as in Figure 4, for the estimators πˆ labeled 1–6 when logistic model (5) is correctly specified.
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IV Additional results from data analysis
We present additional results from the data analysis in Section 5.
Figure S5 shows maximum absolute standardized differences, maxj |CAL0(πˆ0; fj)|, related
to the numbers of nonzero estimates of γj and the relative variances of the inverse proba-
bility weights in the untreated sample {i : Ti = 0, i = 1, . . . , n}. For a function h(X), the
standardized calibration difference CAL0(πˆ0;h) is defined as
CAL0(πˆ0;h) =
µˆ0rIPW(πˆ
0;h) − E˜{h(X)}√
v˜ar{h(X)} ,
where µˆ0
rIPW
(πˆ0;h) is defined as µˆ1
rIPW
(πˆ1;h) with T replaced by 1−T and πˆ1 replaced by 1−πˆ0.
The fitted propensity scores πˆ1 and πˆ0 are the same when maximum likelihood is used, but
separately computed for regularized calibrated estimation, as in the simulation study.
The comparison between regularized maximum likelihood and calibrated estimation is simi-
lar as in Figure 6. The maximum absolute standardized difference is reduced to 4.2% with 188
nonzero estimates of coefficients γj for πˆRML, but reduced to 2.7% with 87 nonzero estimates of
coefficients γj , when the tuning parameter λ in each case is determined from 5-fold cross vali-
dation. The relative variances of the inverse probability weights, 1/{1 − πˆ0RCAL(Xi)}, are also
consistently smaller than 1/{1 − πˆ0
RML
(Xi)} in the untreated sample, although the differences
are not as substantial as in the treated sample from Figure 6.
Figure S6 shows the estimates µˆ1rIPW(πˆ
1) and µˆ0rIPW(πˆ
0) and ATE for 30 day survival (i.e.,
Y ≥ 30) as the tuning parameter λ varies. For regularized calibrated estimation, cross vali-
dation separately for πˆ1RCAL and πˆ
0
RCAL leads to different values of the tuning parameter λ and
hence also different numbers of nonzero estimates of γj. For simplicity, the estimates of ATE
are computed as µˆ1
rIPW
(πˆ1
RCAL
)−µˆ0
rIPW
(πˆ0
RCAL
) with the same value of λ for both πˆ1
RCAL
and πˆ0
RCAL
,
and a vertical line is placed corresponding to the value of λ selected by cross validation for
πˆ1
RCAL
. In addition, for informal illustration, nominal confidence intervals are computed using
twice the nominal standard errors obtained by ignoring the variation in the fitted propensity
scores πˆRML, πˆ
1
RCAL and πˆ
0
RCAL. The point estimates of ATE are consistently below zero, similar
to each other from regularized maximum likelihood and calibrated estimation. The nominal
standard error from the latter method is slightly smaller: the ratio of estimated variances is
(.0154/.0141)2 = 1.19 at the values of λ selected by cross validation.
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Figure S5: Maximum absolute standardized differences against the numbers of nonzero estimates of
(γ1, . . . , γp) (left) and the relative variances of the inverse probability weights (right), similarly as in
Figure 6 but in the untreated sample, as the tuning parameter λ varies.
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1) and µˆ0rIPW(πˆ
0) (left) and ATE (right) for 30 day survival (i.e., Y ≥ 30),
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V Technical details
V.1 Proofs of Propositions 2–5
Proof of Proposition 2. First, κML(g) in (15) can be rewritten as
κML(g) = E˜
[
log
{
1 + e−g(X)
}
+ (1− T )g(X)
]
= E˜ [− log π(X) + (1− T )g(X)] .
By direct calculation, we have 〈∇κML(g′), g − g′〉 = E˜[{−1 + π′(X) + (1− T )}{g(X)− g′(X)}]
and hence
DML(g, g
′) = κML(g)− κML(g′)− 〈∇κML(g′), g − g′〉
= E˜
[
− log π(X)
π′(X)
+ {1− π′(X)}{g(X) − g′(X)}
]
= E˜
[
− log π(X)
π′(X)
+ {1− π′(X)}
{
log
π(X)
1− π(X) − log
π′(X)
1− π′(X)
}]
= E˜
[
π′(X) log
π(X)
π′(X)
+ {1− π′(X)} log 1− π(X)
1− π′(X)
]
,
that is, DML(g, g
′) = E˜[L{π(X), π′(X)}].
Second, by the definition of κCAL(g) in (16), we have 〈∇κCAL(g′), g − g′〉 = E˜[{−T e−g′(X) +
(1− T )}{g(X) − g′(X)}] and hence
DCAL(g, g
′) = κCAL(g) − κCAL(g′)− 〈∇κCAL(g′), g − g′〉
= E˜
[
T e−g(X) − T e−g′(X) + T e−g′(X){g(X) − g′(X)}
]
= E˜
[
T
1− π(X)
π(X)
− T 1− π
′(X)
π′(X)
+ T
1− π′(X)
π′(X)
{
log
π(X)
1− π(X) − log
π′(X)
1− π′(X)
}]
= E˜
(
T
π′(X)
[
π′(X)
π(X)
− 1 + {1− π′(X)}
{
log
π(X)
1− π(X) − log
π′(X)
1− π′(X)
}])
.
The claimed expression for DCAL(g, g
′) follows by using the decomposition π′(X)/π(X) − 1 =
K{π(X), π′(X)} + log{π′(X)/π(X)}. 
Proof of Proposition 3. By E(ξ2) = E2(ξ) + var(ξ) for a random variable ξ, we have
E
[{
µˆ1IPW(γ)− µ1
}2]
= E2
[{
T
π(X; γ)
− 1
}
Y 1
]
+
1
n
var
{
T
π(X; γ)
Y 1
}
.
The first term is no greater than cMSEE(γ) by (19). The second term can be calculated by
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conditioning on (X,Y 1) and using Assumption (A1) as
1
n
var
{
π∗(X)
π(X; γ)
Y 1
}
+
1
n
E
{
π∗(X)(1 − π∗(X))
π2(X; γ)
(Y 1)2
}
≤ 1
n
cE
{
π∗2(X)
π2(X; γ)
}
+
1
n
(δ−1 − 1)cE
{
π∗2(X)
π2(X; γ)
}
=
1
nδ
cE
{
π∗2(X)
π2(X; γ)
}
≤ 2
nδ
c{1 +MSRE(γ)}.
Combining the preceding inequalities completes the proof. 
Proof of Proposition 4. We show result (i), which directly gives (ii). The claim about the
ratio of Q(ρ, ρ′) and L(ρ, ρ′) follows because Q(ρ, aρ) = (a−1−1)2 but L(ρ, aρ)→ 0 as ρ→ 0+.
Let x = ρ′/ρ. It remains to show that for a ∈ (0, 1/2], if 0 < x ≤ a−1 then
x− 1− log(x) ≥ (.6a)(x − 1)2.
First, if 0 < x ≤ 1 then x−1−log(x) ≥ (x−1)2/2. This follows because x−1−log(x)−(x−1)2/2
has derivative 2−x−1−x ≤ 0 and hence it decreases to 0 over 0 < x ≤ 1. Second, the function
h(x) = x− 1− log(x)− (.6a)(x− 1)2 has derivative 1+1.2a− 1.2x−x−1, which is nonnegative
over 1 ≤ x ≤ (1.2a)−1 and then negative when x > (1.2a)−1. That is, h(x) is increasing
over 1 ≤ x ≤ (1.2a)−1 and then decreasing when x > (1.2a)−1. Then it suffices to show
that g(a) := h(a−1) = .2 + .4/a − .6a + log(a) ≥ 0 for 0 < a ≤ 1/2. The derivative of
g(a) is −.6 − .4/a2 + 1/a < 0 and hence g(a) is decreasing over 0 < a ≤ 1/2. In addition,
g(1/2) = .7 + log(.5) ≈ .0069 > 0. The proof is then completed. 
Proof of Proposition 5. Consider the case where ℓCAL, Q3(γ; γ˜) + λ‖γ1:p‖1 is used as a sur-
rogate function. The proof is similar when ℓCAL, Q2(γ; γ˜) + λ‖γ1:p‖1 is used. First, a standard
argument from the MM technique shows that ℓCAL, Q2(γ˜
(1); γ˜) + λ‖γ˜(1)1:p‖1 ≤ ℓCAL, Q3(γ˜(1); γ˜) +
λ‖γ˜(1)1:p‖1 < ℓCAL, Q3(γ˜; γ˜) + λ‖γ˜1:p‖1 = ℓCAL, Q2(γ˜; γ˜) + λ‖γ˜1:p‖1 where the second inequal-
ity follows form the definition of γ˜(1) and the first inequality holds by the quadratic lower
bound principle (Bohning & Lindsay 1988). Let g(t) = ℓCAL, Q2(γ˜
(t); γ˜) + λ‖γ(t)1:p‖1 and h(t) =
ℓCAL(γ˜
(t))+λ‖γ(t)1:p‖1 for 0 ≤ t ≤ 1. Then g(0) > g(1) and hence, by convexity, any subgradient
of g(·) at 0 is negative. But any subgradient of h(·) at 0 is also that of g(·) at 0, because
h(t)− g(t) = ct2 for some constant c by construction. The desired result then holds. 
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V.2 Proofs of Proposition 6 and corollaries
Proposition 6 and Corollaries 1 and 2 follow from respectively Proposition S1 and Corollaries S1
and S2, with ψ(T, g) = T e−g + (1 − T )g. It suffices to verify Assumptions 1, 4, and 5 used in
Proposition S1. By direct calculation, we have ψ1(T, g) = −T e−g+(1−T ) and ψ2(T, g) = T e−g.
Then Assumption 1 holds because |ψ1{T, g¯(X)}fj(X)| ≤ (e−B0 +1)C0, uniformly bounded for
j = 0, 1, . . . , p. Assumption 4 holds because ψ2{T, g¯(X)} ≤ e−B0 . Assumption 5 holds because
ψ2(t, u) = ψ2(t, u
′)eu
′−u ≤ ψ2(t, u′)e|u′−u|.
It remains to show Corollary 3. By the Cauchy–Schwartz inequality, we have
∣∣µˆ1
IPW
(πˆ1
RCAL
)− µˆ1
IPW
(π¯1
CAL
)
∣∣2 = E˜2 [ T
π¯1CAL(X)
{
π¯1CAL(X)
πˆ1RCAL(X)
− 1
}]
≤ E˜
[
T
π¯1
CAL
(X)
{
π¯1CAL(X)
πˆ1
RCAL
(X)
− 1
}2]
E˜
{
TY 2
π¯1
CAL
(X)
}
. (S6)
By simple manipulation, we have
π¯1CAL(X)
πˆ1RCAL(X)
≤ exp{(γ¯1
CAL
)Tf(X)
}
+ exp
{
(γ¯1
CAL
− γˆ1
RCAL
)Tf(X)
}
≤ exp(B0) + exp
{‖γ¯1
CAL
− γˆ1
RCAL
‖1C0
}
,
under conditions (i) and (iii) in Proposition 6. If
∑p
j=1 |γ¯1CAL,j| ≤ M1, then (26) implies that
‖γ¯1
CAL
− γˆ1
RCAL
‖1 ≤ O(1)(A0 − 1)−1M1, and hence from the preceding inequality, the ratio
π¯1
CAL
(X)/πˆ1
RCAL
(X) is bounded from above by a constant, which can be taken as a−1 for some
a ∈ (0, 1/2] depending only on (A0, B0, C0, η0,M1) and η3 or η4. Then Propositions 4(i) can
be applied together with Proposition 2(i) to obtain
E˜
[
T
π¯1CAL(X)
{
π¯1
CAL
(X)
πˆ1RCAL(X)
− 1
}2]
≤ 5
3a
DCAL(gˆ
1
RCAL, g¯
1
CAL).
Inequality (28) then follows from (S6) and DCAL(gˆ
1
RCAL, g¯
1
CAL) ≤ O(1)λ0
∑p
j=1 |γ¯1CAL,j|, which
is also implied by (26). Similarly, (29) can be shown to result from (27). It suffices to note
that (27) implies that ‖γ¯1
CAL
− γˆ1
RCAL
‖1 ≤ O(1)(A0 − 1)−1|S|λ0, which is already bounded from
above by a constant under condition (iv) in Proposition 6.
V.3 Proofs of Proposition S1 and corollaries
The proof of Proposition S1 is completed by combining Lemmas 1–6.
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Lemma 1. (i) Denote by Ω1 the event that
sup
j=0,1,...,p
∣∣∣E˜ [ψ1{T, g¯(X)}fj(X)]∣∣∣ ≤ λ0. (S7)
Under Assumption 1, if λ0 ≥
√
8(D20 +D
2
1)
√
log(p/ǫ)/n, then P (Ω1) ≥ 1− 2ǫ.
(ii) Denote by Ω2 the event that
sup
j,k=0,1,...,p
|(Σ˜γ¯)jk − (Σγ¯)jk| ≤ λ0, (S8)
Under Assumptions 3 and 4, if λ0 ≥ (
√
8C20C1)
√
log(p2/ǫ2)/n, then P (Ω2) ≥ 1− 2ǫ2.
Proof. Lemma 1(i) follows directly from Lemma 8 in Section V.4 and the union bound.
Lemma 1(ii) follows from Lemma 7 in Section V.4 and the union bound, with |ψ2{T, g¯(X)}fj(X)
fk(X)| ≤ C20C1 and hence |ψ2{T, g¯(X)}fj(X)fk(X)− (Σγ¯)jk| ≤ 2C20C1. 
Lemma 2. For any coefficient vector γ and g = γTf , we have
D(gˆ, g) +D(g, gˆ) + 〈∇κ(g), gˆ − g〉 + λR(γˆ) ≤ λR(γ), (S9)
or equivalently
D(gˆ, g∗) +D(g, gˆ) + 〈∇κ(g∗), gˆ − g〉 + λR(γˆ) ≤ D(g, g∗) + λR(γ). (S10)
Proof. For any u ∈ (0, 1], the definition of γˆ implies
ℓ(γˆ) + λR(γˆ) ≤ ℓ{(1 − u)γˆ + uγ}+ λR{(1− u)γˆ + uγ},
which gives
ℓ(γˆ)− ℓ{(1− u)γˆ + uγ}+ λuR(γˆ) ≤ λuR(γ),
by the convexity of R(), that is, R{(1−u)γˆ+uγ} ≤ (1−u)R(γˆ)+uR(γ). Dividing both sides
of the preceding inequality by u and letting u→ 0+ yields
〈∇κ(gˆ), gˆ − g〉+ λR(γˆ) ≤ λR(γ).
Inequality (S9) follows because D(gˆ, g) +D(g, gˆ) = 〈∇κ(gˆ), gˆ − g〉 − 〈∇κ(g), gˆ − g〉 by direct
calculation. In addition, inequality (S10) follows because D(gˆ, g∗) + D(g, gˆ) − D(g, g∗) =
〈∇κ(gˆ), gˆ − g〉 − 〈∇κ(g∗), gˆ − g〉 by direct calculation. 
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Lemma 3. In the event Ω1 from Lemma 1, we have
|〈∇κ(g¯), gˆ − g¯〉| ≤ λ0‖γˆ − γ¯‖1, (S11)
and for any subset S ⊂ {0, 1, . . . , p} containing 0,
D(gˆ, g) +D(g, gˆ) + (A0 − 1)λ0‖γˆ − γ‖1 ≤ 2A0λ0
∑
j∈S
|γˆj − γj |+
∑
j 6∈S
|γj |
 . (S12)
Proof. Inequality (S11) follows directly from (S7) and the fact that 〈∇κ(g¯), gˆ − g¯〉 = (γˆ −
γ¯)TE˜[ψ1{T, g¯(X)}f(X)]. Combining (S9) and (S11) yields
D(gˆ, g) +D(g, gˆ) +A0λ0R(γˆ) ≤ λ0{|γˆ0 − γ0|+R(γˆ − γ)}+A0λ0R(γ).
Applying to the preceding inequality the triangle inequalities
|γˆj | ≥ |γˆj − γj | − |γj |, j 6∈ S,
|γˆj | ≥ |γj | − |γˆj − γj |, j ∈ S\{0},
and rearranging the result gives
D(gˆ, g) +D(g, gˆ) + (A0 − 1)λ0R(γˆ − γ) ≤ λ0|γˆ0 − γ0|+ 2A0λ0
 ∑
j∈S\{0}
|γˆj − γj|+
∑
j 6∈S
|γj |
 .
The conclusion follows by adding (A0 − 1)λ0|γˆ0 − γ0| to both sides above. 
Lemma 4. Suppose that Assumptions 3 and 5 hold. Then for any g = γT f and g′ = γ′Tf ,
D(g, g′) +D(g′, g) ≥ 1− e
−C3‖b‖1
C3‖b‖1
(
bTΣ˜γb
)
,
where b = γ′ − γ and C3 = C0C2.
Proof. By direct calculation, we have
D(g, g′) +D(g′, g) = E˜
([
ψ1{T, g′(X)} − ψ1{T, g(X)}
] {
g′(X) − g(X)})
= E˜
[(∫ 1
0
ψ2
[
T, g(X) + u
{
g′(X)− g(X)}] du){g′(X) − g(X)}2] .
By Assumption 5 and the fact that |g′(X)−g(X)| ≤ {supj=0,1,...,p |fj(X)|} ‖γ′−γ‖1 ≤ C0‖γ′−
γ‖1 by Assumption 3, it follows that
D(g, g′) +D(g′, g) ≥ E˜
[(∫ 1
0
ψ2 {T, g(X)} e−C2u|g′(X)−g(X)|du
){
g′(X) − g(X)}2]
≥ E˜
[
ψ2 {T, g(X)}
{
g′(X) − g(X)}2](∫ 1
0
e−C3u‖γ
′−γ‖1du
)
,
which gives the desired result. 
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Lemma 5. Suppose that Assumption 6(i) holds. In the event Ω2 from Lemma 1, Assumption 2
(theoretical compatibility condition) implies an empirical compatibility condition: for any vector
b = (b0, b1, . . . , bp)
T ∈ R1+p satisfying (S2),
(1− η1)ν20
∑
j∈S
|bj |
2 ≤ |S|(bTΣ˜γb) . (S13)
Proof. By (S8), we have |bT(Σ˜γ −Σγ)b| ≤
∑
j,k=0,1,...,p λ0|bjbk| = λ0‖b‖21. Then Assumption 2
implies that for any real vector b = (b0, b1, . . . , bp)
T satisfying (S2),
ν20‖bS‖21 ≤ |S|(bTΣγb) ≤ |S|
(
bTΣ˜γb+ λ0‖b‖21
)
≤ |S|(bTΣ˜γb) + |S|λ0(1 + ξ0)2‖bS‖21,
where ‖bS‖1 =
∑
j∈S |bj |. The last inequality is due to ‖b‖1 ≤ (1 + ξ0)‖bS‖1 by (S2). Then
(S13) follows because (1 + ξ0)
2ν−20 |S|λ0 ≤ η1 (< 1) by Assumption 6(i). 
Lemma 6. Suppose that Assumptions 2, 3, 5, and 6(i)–(ii) hold, and A0 > (ξ0 + 1)/(ξ0 − 1).
In the event Ω1 ∩ Ω2, (S3) holds as in Proposition S1.
Proof. Denote b = γˆ − γ¯ and D†(gˆ, g¯) = D(gˆ, g¯) + D(g¯, gˆ) + (A0 − 1)λ0‖b‖1, that is, the
left hand side of (S12). By Lemma 3 under (S11), inequality (S12) with the subset S from
Assumption 2 leads to two possible cases: either
ξ1D
†(gˆ, g¯) ≤ 2A0λ0
∑
j 6∈S
|γ¯j |, (S14)
or (1− ξ1)D†(gˆ, g¯) ≤ 2A0λ0
∑
j∈S |bj |, that is,
D†(gˆ, g¯) ≤ (ξ0 + 1)(A0 − 1)λ0
∑
j∈S
|bj | = ξ2λ0
∑
j∈S
|bj |, (S15)
where ξ1 = 1− 2A0/{(ξ0 + 1)(A0 − 1)} ∈ (0, 1] because A0 > (ξ0 + 1)/(ξ0 − 1). If (S15) holds,
then
∑
j 6∈S |bj | ≤ ξ0
∑
j∈S |bj |, which, by Lemma 5 under (S8) and Assumptions 2 and 6(i),
implies (S13), that is, ∑
j∈S
|bj | ≤ (1− η1)−1/2ν−10 |S|1/2
(
bTΣ˜γ¯b
)1/2
. (S16)
By Lemma 4 under Assumptions 3 and 5, we have
D(gˆ, g¯) +D(g¯, gˆ) ≥ 1− e
−C3‖b‖1
C3‖b‖1
(
bTΣ˜γ¯b
)
. (S17)
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Combining (S15), (S16), and (S17) and simple manipulation yields
D†(gˆ, g¯) ≤ ξ2λ0
∑
j∈S
|bj | ≤ ξ22(1− η1)−1ν−20 λ20|S|
C3‖b‖1
1− e−C3‖b‖1 . (S18)
The second inequality in (S18) along with Assumption 6(ii) implies that 1−e−C3‖b‖1 ≤ C3ξ2(1−
η1)
−1ν−20 λ0|S| ≤ η2 (< 1). As a result, C3‖b‖1 ≤ − log(1− η2) and hence
1− e−C3‖b‖1
C3‖b‖1 =
∫ 1
0
e−C3‖b‖1udu ≥ e−C3‖b‖1 ≥ 1− η2.
From this bound, inequality (S18) then leads to D†(gˆ, g¯) ≤ ξ22ν−21 λ20|S|. Therefore, (S3) holds
through (S14) and (S15) in the event Ω1 ∩ Ω2. 
Proof of Corollary S1. Denote b1:p = (b1, . . . , bp)
T and f1:p = (f1, . . . , fp)
T. First, (S4)
amounts to saying that for any vector b1:p ∈ Rp,
E2[ψ2{T, g¯(X)}bT1:pf1:p(X)] ≤ η23E[ψ2{T, g¯(X)}]E[ψ2{T, g¯(X)}{bT1:pf1:p(X)}2],
which implies that the following quadratic function in b0 ∈ R is always nonnegative:
η23E[ψ2{T, g¯(X)}]b20 + E[ψ2{T, g¯(X)}{bT1:pf1:p(X)}2] + 2b0E[ψ2{T, g¯(X)}bT1:pf1:p(X)] ≥ 0.
That is, (S1) holds for any (b0, b1, . . . , bp), possibly violating (S2), with S = {0} and ν20 =
(1− η23)E[ψ2{T, g¯(X)}]. It remains to show that (S5) also implies Assumption 2. Under (S5),
we have by the triangle and Cauchy–Schwartz inequalities,
E[ψ2{T, g¯(X)}{bT1:pf1:p(X)}2] ≤
∑
j,k=1,...,p
∣∣bjbkE[ψ2{T, g¯(X)}fj(X)fk(X)]∣∣
≤ η24E[ψ2{T, g¯(X)}]‖b1:p‖21.
By the Cauchy–Schwartz inequality again, we have
(bTΣγ¯b)
1/2 ≥ |b0|E1/2[ψ2{T, g¯(X)}] − E1/2[ψ2{T, g¯(X)}{bT1:pf1:p(X)}2].
Combining the preceding inequalities shows that if ‖b1:p‖1 ≤ ξ0|b0|, then
(bTΣγ¯b)
1/2 ≥ |b0|E1/2[ψ2{T, g¯(X)}] − ξ0η4|b0|E1/2[ψ2{T, g¯(X)}].
That is, (S1) holds for any (b0, b1, . . . , bp) satisfying (S2), with S = {0}, any constant 1 < ξ0 <
η−14 , and ν
2
0 = (1− ξ0η4)2E[ψ2{T, g¯(X)}]. 
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Proof of Corollary S2. The result follows immediately from Proposition S1. 
Proof of Corollary S3. By the proof of Lemma 2, we have
D(gˆ, g∗) +D(g¯, gˆ)−D(g¯, g∗) = D(gˆ, g¯) +D(g¯, gˆ) + 〈∇κ(g¯), gˆ − g〉 − 〈∇κ(g∗), gˆ − g〉. (S19)
Let Ω3 be the event that supj=0,1,...,p |E˜[ψ1{T, g∗(X)}fj(X)]| ≤ λ0. Similarly as in Lemma 1,
P (Ω3) ≥ 1 − 2ǫ under Assumption 1 with Zj replaced by Z∗j . In the event Ω1 ∩ Ω3, we have
(S11) and similarly |〈∇κ(g∗), gˆ − g¯〉| ≤ λ0‖γˆ − γ¯‖1, which together with (S19) imply
D(gˆ, g∗) +D(g¯, gˆ)−D(g¯, g∗) ≤ D(gˆ, g¯) +D(g¯, gˆ) + 2λ0‖γˆ − γ¯‖1.
Denote by ∆(g¯, S) the right hand side of (S3). By the proof of Proposition S1, in the event
Ω1 ∩ Ω2, we have D(gˆ, g¯) + D(g¯, gˆ) ≤ ∆(g¯, S) and (A0 − 1)λ0‖γˆ − γ¯‖1 ≤ ∆(g¯, S). Applying
these bounds to the preceding inequality in the event Ω1 ∩Ω2∩Ω3 yields the desired result. 
V.4 Technical tools
For completeness, we state the following maximal inequalities, which can be obtained from
Buhlmann & van de Geer (2011), Lemma 14.11 and Lemma 14.16.
Lemma 7. Let (Y1, . . . , Yn) be independent variables such that E(Yi) = 0 for i = 1, . . . , n and
maxi=1,...,n |Yi| ≤ D0 for some constant D0. Then for any u > 0,
P
(∣∣∣∣∣ 1n
n∑
i=1
Yi
∣∣∣∣∣ > u
)
≤ 2 exp
(
− nu
2
2D20
)
.
Lemma 8. Let (Y1, . . . , Yn) be independent variables such that E(Yi) = 0 for i = 1, . . . , n and
maxi=1,...,nD
2
1E{exp(Y 2i /D21)− 1} ≤ D22 for some constants (D1,D2). Then for any u > 0,
P
(∣∣∣∣∣ 1n
n∑
i=1
Yi
∣∣∣∣∣ > u
)
≤ 2 exp
{
− nu
2
8(D21 +D
2
2)
}
.
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