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Abstract
Conventional single-molecule fluorescence spectroscopy is limited in temporal reso-
lution by the need to collect enough photons to measure a spectrum, in frequency
resolution by the dispersing power of the spectrometer, and by environmental con-
ditions by the need to immobilize the chromophore on a substrate. In this thesis,
we use the recently developed technique of photon-correlation Fourier spectroscopy
(PCFS) to circumvent each of these limitations.
PCFS combines the high temporal resolution of photon correlation measurements
with the high frequency resolution of Fourier spectroscopy. The experimental setup
consists of a Michelson interferometer where the two outputs are detected with
avalanche photodiodes and cross-correlated with a hardware autocorrelator card. The
interferometer maps spectral changes into intensity changes which can be measured
with high temporal resolution by the autocorrelator. The distribution of spectral
changes between photons with a given temporal separation determines the degree of
correlation in the interferogram. By measuring the intensity correlation at different
interferometer positions while dithering one mirror, a time dependent spectral corre-
lation function is obtained. From this, we learn about the temporal evolution of the
emission line shape at timescales approaching the lifetime of the emitter.
In this body of work, we both apply PCFS to study low temperature colloidal
quantum dots and extend the technique to extract spectral lineshapes and dynamics
of single quantum dots freely diffusing in solution. In solution, spectral correlations
originating from the same quantum dot are statistically enhanced and separable from
the ensemble using intensity fluctuations from diffusion. We are able to use spec-
tral correlations from many diffusing chromophores to determine the average single
chromophore spectral correlation.
This thesis begins with a review of spectral dynamics in quantum dots in Chapter
1. Chapters 2 and 3 describe the theoretical and experimental implementation of
PCFS. Chapters 4 and 5 cover numerical simulations and experimental demonstra-
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tions of the extension of PCFS to single quantum dots obscured by an ensemble in
solution. Finally, chapter 6 applies PCFS to single quantum dots at liquid helium
temperatures.
Thesis Supervisor: Moungi G. Bawendi
Title: Professor of Chemistry
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Chapter 1
Introduction
This chapter provides an introduction to colloidal quantum dots (QDs) and their
spectral dynamics, as well as a summary of the scope of this thesis.
1.1 Introduction to colloidal quantum dots (QDs)
Colloidal quantum dots, also called semiconductor nanocrystals, are nanometer-scale
crystals containing tens of thousands of atoms with size dependent optical prop-
erties lying between the discrete states found in atoms and the bulk properties of
semiconductors. Their broad, bulk-like absorption spectra and narrow, atom-like
emission lines invite much fundamental interest, while their fluorescent stability, syn-
thetic tunability, and optical brightness provide significant opportunities for unique
applications.
1.1.1 Anatomy of a Quantum Dot
QDs are synthesized in solution by nucleating small particles from molecular precur-
sors in a high boiling point solvent[1]. These crystals are comprised of three main
sections: a core, a shell, and a coating of ligands (see Fig.1-1a and b). The core is
a semiconductor such as CdSe, InP, InAs, PbS, or PbSe. It is the bandgap of this
semiconductor, along with the additional size-dependent confinement energy, that
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Figure 1-1: Introduction to quantum dots (QDs). (a)QDs consist of a semiconductor
core, a protective semiconductor shell, and passivating ligands. (b)TEM micrograph
of CdSe QDs, reprinted from C. Murray and F. Mikulec. (c)Emission and absorption
spectra for a solution of CdSe/CdZnS QDs.
determines the wavelength of the band-edge emission. This confinement energy is a
real life analog to the particle-in-a-box model learned in most introductory Quantum
Mechanics classes and the total band gap is now equal to:
E = Eg +
~
2
2me
α2ne,le
r2
+
~
2
2mh
α2nh,lh
r2
(1.1)
where Eg is the bandgap of the bulk semiconductor, me and mh are the effective
masses of the electron and hole, α is a solution to the Bessel function for a given set
of quantum numbers, and r is the radius of the QD.
These particle-in-a-box (actually, particle-in-a-sphere, hence a Bessel function in-
stead of a Cosine) energy levels are clearly seen as features in the absorption spectrum
of Fig.1-1c. Emission, however, only occurs from the band edge state. As the size of
the QD changes, both the absorption and the emission spectra shift accordingly.
The wave function, however, is not perfectly confined. In order to prevent the
wave function from tunneling out of the particle, getting trapped, and quenching
the emission, QD cores are overcoated with a wider bandgap material such as ZnS
or CdS. Much research has gone into synthesizing high quality shells that protect
the exciton rather than simply introducing more defects at the interface of the two
semiconductors [2].
Despite the shell, defects and dangling bonds at the surface of the shell are still
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able to quench the emission, so the surface of the QD must be well-passivated with
molecular ligands. Ligands provide both a final level of protection and a ‘handle’ to
which a chemist can attach other molecules or systems. There are many excellent
reviews on both the electronic structure of QDs[3, 4, 5] and the synthesis of various
types of QDs [6] and ligands [7].
1.1.2 Applications of Quantum Dots
In the last 20 years, QDs have emerged from a laboratory curiosity to an impor-
tant tool in biology, optoelectronics, and more. Essentially, QDs are highly stable
fluorophores with synthetic tunability and narrow emission spectra. This stability
is particularly important in biological experiments, where photobleaching is a pri-
mary limiting factor for imaging [8]. Furthermore, multiple colors of QDs can be
excited with the same blue laser, allowing for simultaneous, multiplexed imaging of
biological samples [7]. The latest generation of ‘smart QDs’ for biological applications
utilize environmentally-dependent FRET with an attached dye to sense changes in,
for example, pH [9], oxygen content [10] and glucose [11].
In optoelectronics, the narrow emission spectra of QDs have made them very useful
for creating color saturated LEDs [12], while the broad absorption has allowed them
to find use in photodetectors [13] and solar cells[14]. QDs have served as gain medium
for lasing or stimulated emission in both single[15] and multiexciton [16] regimes. A
current optoelectronic use of QDs is in downshifting light. There are many cases, such
as detectors only sensitive to near IR light or uncomfortably blue-ish home lighting,
when it is advantageous to efficiently convert blue photons into lower energy, red
photons. QDs have proven to be highly effective in both of these cases. All of
these optoelectronic examples are able to take advantage of the comparatively low
cost of solution processing and self assembly, as compared to the far more expensive
fabrication costs of most semiconductor devices.
Finally, the low emission probability of multiexcitons makes single QDs excellent
single photon sources [17]. Single photon sources have a low or negligible probability
of emitting two photons at a time, unlike the Poissonian statistics of laser light or
17
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Figure 1-2: (a)Blinking of a single QD. (b)The room temperature spectrum of a single
QD is broad, yet it still exhibits time-dependent changes. Each camera frame was
integrated for 1 s. (c)Spectral diffusion of a single QD at 4.2K. Each camera frame
was integrated for 5 s. Sample (c) is from Invitrogen and emits at 655 nm at room
temperature. Sample (b) is also from Invitrogen but emits, on average, at 605 nm at
room temperature.
the bunched emission from a thermal source. There is significant interest in single
photon sources because of their potential importance in quantum cryptography and
quantum computing.
1.1.3 Surprises at the single QD level
When researchers started looking at the emission of single QDs, they learned some
surprising things. First, there is the often reported, yet poorly understood fluores-
cence intermittency (blinking) that is still the focus of intense scrutiny, even now,
15 years after being discovered [18]. A plot of the emission intensity from a single
QD as a function of time is shown in Fig.1-2a. Secondly, and more relevant to this
dissertation, the spectra of single QDs was found to be highly dynamic. At room
temperature, the spectrum is fairly broad (∼60 meV) and spectrally diffuses over
10’s of meV . At low temperature, however, the spectrum becomes significantly nar-
rower (∼120 µeV, resolution limited) and the spectral diffusion is more dramatic [19].
Examples of spectral diffusion at both room temperature and low temperature are
shown in Fig.1-2b and c.
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Spectral diffusion of single QDs is attributed to a changing external electric field
interacting with the transition dipole via the quantum-confined Stark effect. QDs in
fields ranging from -350 kV/cm to 350 kV/cm were found to exhibit the same range of
Stark shifts seen naturally in the single QD spectral diffusion. From the peak shifts,
a polarizability of α = 2.38×105 A˚3 was calculated, which is comparable to the QD
size [20].
One can gain intuition about these numbers by thinking about the electrical en-
vironment necessary to create such shifts in a QD of radius 4 nm, with dielectric
constant of κ = 8 [21]. A single charge on the surface of this QD would have an
electric field E = 1
4πκǫ0
q
r2
, which would induce a Stark shift of αE2/2. Note that α
must be converted from units of A˚3 to units of C2m/N by multiplying by 10−304πǫ0.
The Stark shift from this single charge is then 10 meV. If the charge moves 1 lattice
constant (0.6 nm) closer to the center such that r = 3.4 nm, the Stark shift becomes
20 meV. While these numbers are useful as reference points, it is likely that the spec-
tral diffusion is caused by the cumulative effect of many charges spread throughout
the surface (and, perhaps, interior) of the QD and, therefore, the effect of a single
charge moving a single lattice spacing would be reduced.
We spend the rest of this chapter reviewing literature on the dynamics of spectral
diffusion and the underlying lineshapes obscured by long integration times.
1.2 Temporal dynamics of spectral diffusion
An overview of the timescales for the experiments reviewed in this chapter is shown
in Fig.1-3. In this section, we examine experiments that measure time dependent
linewidths of single QDs, including experiments from Empedocles [22], Coolen [23, 24],
Plakhotnik [25], and Palinginis [26]. We will find that each of these experiments uses
a different technique, analyzes QDs under slightly different conditions, and leads to
different (and, often conflicting) results. It will be clear that more research must be
done to determine the mechanism(s) and timescale(s) for spectral diffusion in single
QDs.
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Figure 1-3: Timeline of the spectral diffusion experiments described in this chapter.
In red is the timescale for the experiments that will be described in this thesis.
1.2.1 Spectral diffusion on longer timescales (>1ms)
Initial experiments examining the temporal dynamics of spectral diffusion were per-
formed by Empedocles et. al., who analyzed the single QD, low temperature linewidth
as a function of integration time, excitation intensity, and temperature [22]. Empe-
docles looked at linewidths between 1 sec and 120 sec, intensities between 10 and 450
W/cm2, and temperatures between 10 K and 40 K. He found that for these excitation
ranges it is the number of excitations (in other words, the energy density, in J/cm2)
that determines the amount of broadening, not the excitation rate. This was true at
both 10 K and 40 K, implying that the dominant mechanism is not entirely thermal.
The linewidths were broader at the higher temperature, but it was still the number
of excitations that determine the amount of additional broadening. A figure from
Empedocles’ paper showing the average linewidth as functions of excitation intensity,
temperature, and energy density is reprinted in Fig.1-4a.
Empedocles’ data was explained in more detail in theoretical papers from the
Marcus group [27, 28]. In their model, each excitation induces a small jump in the
energy of the exciton. The timescale for measurement, however, is significantly longer
than the timescale for excitation, so the spectral diffusion looks continuous, but with
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Figure 1-4: Time-dependent linewidth of single QDs. (a)Reprinted from Empedocles
et. al.[22]. The linewidth as a function of excitation intensity, when integrated
for 30 s. (inset)When plotted as a function of energy density, the linewidth plots
at 10K and 40K match those taken at 85 W/cm2 and different integration times.
(b)Photon correlation Fourier spectroscopy gives a linear dependence of the linewidth
on t, reprinted from [23] and [24]. (c)Reprinted from Plakhotnik et. al.[25]. Sublinear
spectral diffusion proportional to τβ with a cutoff at α. β = 1 would be typical of a
1-D random walk with a parabolic bias. The distribution of rate constants is defined
to be 1/(kβ+1). D is the average time-dependent squared frequency displacement of
the emission peak.
a bias assumed to be parabolic. This model implies a linewidth that changes as
FWHM ∝
√
1− e−2t/tc and fits well to the data, with correlation times ranging from
130 s at 10 K down to 82 s at 40 K. At short times (t → 0), the model predicts
that the FWHM should decrease proportionally to
√
t because ex → 1 + x as x→ 0.
However, a linear dependence on t was seen on timescales from 1 ms to 100 ms by
Coolen [24] and a t0.31 dependence was seen by Plakhotnik on timescales from 1 s to
3000 s, with a t3/2 dependence for the variance [25]. We first discuss Coolen’s 2009
result.
Coolen measured linewidths at short times with Photon Correlation Fourier Spec-
troscopy (PCFS), the same technique used in this thesis [29, 23, 24]. In PCFS,
short-timescale spectral correlations are determined from looking at fast intensity
fluctuations through a Michelson interferometer. The method is described in detail
in subsequent chapters. Coolen observed a linewidth linearly increasing in width from
20 µeV at 2 ms to 1 meV at 200ms. This linear increase of the linewidth with time
is not consistent with the initial model for spectral diffusion used to explain Empe-
docles’ result. This experiment was done at higher powers (4 kW/cm2) and shorter
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times, so it is certainly possible that the random-walk spectral diffusion observed
by Empedocles is superseded by another, faster (∝ t instead of ∝ √t) mechanism
for spectral diffusion at higher excitation rates or shorter times. Coolen’s result is
reprinted in Fig.1-4c.
While Coolen disagrees with Empedocles on the short time limit, Plakhotnik dis-
agrees on longer timescales. 11 years after Empedocles, Plakhotnik et. al. expanded
the spectral time trace data to longer timescales with the higher quality QDs that
had been developed in the intervening decade [25]. Empedocles had been using CdSe
QDs with a 0.7 nm layer of ZnS as a shell. By the time of Plakhotnik’s work, great
progress had been made in the ability to synthesize well-passivated QDs with high
quality, alloyed shells of CdZnS. Plakhotnik used three sizes of CdSe/CdZnS, all of
which were measured at 3 K (instead of 10 K) and rarely, if ever, turned off for the
3000 s (instead of 120 s) duration of the measurement, with a 1 s exposure time of
the camera. Plakhotnik used a motional average to get the linewidth as a function of
longer times. This linewidth increased more slowly than the
√
t dependence expected
from the previous random-walk model. The time dependence was approximately t0.31,
with the exact exponent being highly dependent on the fit.
Plakhotnik then achieved a more robust analysis by analyzing the time-dependent
squared frequency displacement of the spectrum, which is related to the autocorre-
lation of the peak location. According to the previous theory, one would expect this
displacement to be linear in time for ordinary random-walk spectral diffusion. In-
stead, the data was consistent with a power law of exponent -3/2 and cut off times
in the range of 100-1000 seconds. This implies a very similar mechanism to blinking,
which is also characterized by an approximately -3/2 power law [30]. These statis-
tics may imply interactions with many different two level systems, with a power law
distribution of rate constants. An example of a squared frequency displacement plot
showing consistency with a power law on a log-log plot is reproduced in Fig.1-4c. It is
particularly interesting that these QDs did not blink off for long enough to be detected
by this measurement, yet still displayed the same statistical dynamics associated with
blinking.
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Figure 1-5: Faster temporal dynamics of QDs at 4K. (a)Photon correlation Fourier
spectroscopy, reprinted from [23] and [24] and showing asymptotic behavior as t→ 1
ms. (b)Spectral hole burning with a modulated pump beam. Reprinted from [26].
The insert shows the same data on a log scale. Note that the spectral hole burning
linewidth reported is, by definition, twice the underlying spectral linewidth. Also
note the lack of asymptotic behavior, despite starting from a similar linewidth at
high modulation.
In summary, we have three different experiments, covering three different time
ranges, and observing three different temporal dependencies of the linewidth. More
work is clearly needed to reconcile these results. This thesis presents work towards
being able to examine all of the timescales simultaneously in order to unravel the
complex nature of spectral diffusion.
1.2.2 Spectral diffusion on shorter timescales (<1 ms)
There are two experiments that have examined the dynamics of spectral diffusion on
submillisecond timescales. Data from both the experiment by Coolen [23, 24] and
the experiment by Palinginis [26] are reprinted in Fig.1-5. As one might suspect from
the last section, these two experiments were done using two different techniques and
observed two very different temporal dependences.
The first experiment is from Coolen using PCFS on the same QD and conditions
as in section 1.2.1 but analyzing the data on shorter timescales (20 µs to 1 ms). The
linewidth narrows to 6 µeV by 20 µs and then asymptotes to 10 µeV by 1 ms. This
result is fit to γν(1− e−Kt) with extracted values of the linewidth 2~γν = 4− 6µeV
and the rate 1/K = 40 − 160µs. As before, this data was taken at 4kW/cm2. This
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asymptotic behavior is shown in Fig.1-5a. When combined with Coolen’s longer time
PCFS data in Fig.1-4b, such an asymptotic behavior appears to support the idea of
multiple timescales for the underlying causes of spectral diffusion.
The second experiment is a spectral hole burning experiment by Palinginis [26].
Conventional fluorescence measurements are limited in both temporal resolution by
the need to integrate the signal for at least 1 s and energy resolution by the resolution
of the spectrometers used (> 80µeV). Spectral hole burning, an ensemble measure-
ment, removes these limitations. Quasi-single QD information is achieved by using a
very narrow pump laser that only excites a small, hopefully identical, subset of QDs.
Absorption information is than gleaned from the transmission of a probe beam. A se-
ries of low temperature spectral hole burning experiments by Palinginis et. al. [26, 31]
used very low power dye lasers (pump: 1W/cm2, probe: 0.5W/cm2) and modulated
the intensity of the pump beam to avoid the broadening effects of spectral diffusion.
The spectral linewidth was measured as the modulation was changed between 1 KHz
and 2 MHz, corresponding to a temporal range of 1 ms to 0.5 µs intervals. Palinginis
observed the linewidth decrease from 38 µeV to 6 µeV as the modulation increased,
with an asymptotic behavior within ∼100 kHz (10 µs intervals). He also observed
a power dependence. At 100 kHz modulation, the linewidth doubled between 0.1
W/cm2 and 10 W/cm2. It is worth noting that, despite the nonlinear nature of the
experiment, this range of excitation intensity is significantly less than intensities used
in linear single QD experiments. Palinginis’ result is summarized in Fig.1-5b.
While Palinginis and Coolen both see a linewidth of ∼6 µeV at µs (MHz) time-
scales, the dynamics of the broadening is very different. Rather than asymptoting as
τ increases to 1 ms, Palinginis’ linewidth measurement continues to increase rapidly
as the modulation frequency is reduced. One possibility is that the vastly different
powers used in the two experiments (4 kW/cm2 and 1 W/cm2) are inducing different
types of spectral diffusion at different timescales, while the intrinsic linewidth may
really be on the order of a few µeV.
Accumulated photon echo has also been done on solutions of QDs. These mea-
surements gave significantly broader lineshapes of 100-200 µeV [32], possibly due to
24
the higher excitation powers or lower quality QDs.
1.2.3 Other measurements of a narrow linewidth
Palinginis’ and Coolen’s ∼6 µeV linewidth has been replicated by two other note-
worthy fluorescence experiments. Littleton et. al. was able to see a narrow 20 µeV
linewidth, although at longer timescales (30 s) and lower powers (40 W/cm2) [33]. In
this experiment, he used the contrast through a Fabry-Perot spectrometer to place
an upper bound on the linewidth of single QDs. It is remarkable that, by using low
power, this narrow linewidth can be seen at such long integration times.
In another experiment, Biadala et. al. used resonant photoluminescence excitation
spectroscopy to measure a linewidth [34]. He excited the zero phonon line (ZPL) with
a narrow, tunable dye laser and then measured the emission from the LO phonon,
which is redshifted 26 meV from the main peak. Scans could be completed within
100ms and at very low power (1 W/cm2) and revealed a linewidth of 10 µeV. When
averaged over 10 scans, the linewidth increased to ∼30 µeV.
These experiments demonstrate that single QDs can have narrow linewidths with
spectral diffusion happening on the timescale of most fluorescence experiments. This
spectral diffusion has temporal dynamics strongly influenced by the excitation powers
used. It is interesting to note that even the narrowest linewidths reported (6 µeV)
are still several orders of magnitude larger than the low temperature, Fourier limited
linewidth of ∼3 neV (from ∆E∆t ≥ ~/2, with ∆t ≈ 100 ns).
1.2.4 Jitter & Jumps
Another way of looking at the dynamics of spectral diffusion is to look at histograms
of peak shifts between subsequent frames on the CCD camera (jitter) as compared to
peak shifts before and after blinking events (jumps). The first experiment in this cat-
egory is from Neuhauser et. al. [35]. He found that the jitter was well-characterized
by a Gaussian distribution of peak shifts, with a FWHM of 4.2 meV. The histogram
of jumps, however, was more Lorentzian in character, with significant amplitude in
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the wings corresponding to large peak shifts. This statistically significant difference
strongly implies a correlation between blinking and spectral diffusion. This is reason-
able considering that both are generally associated with shifting charge distributions.
Followup experiments on elongated rods from Muller et. al. [36, 37] demonstrated
that the histogram of peak shifts does not change much between 5K and 50K, which
is more evidence that the spectral diffusion is not thermally induced. However, these
histograms were significantly broader at 300K, so at some point, thermal effects do
become a significant factor. Similar to the linewidth in Empedocles’ experiments, the
histogram width is dependent on excitation intensity.
Gomez et. al. then analyzed the jitter histograms at room temperature in a
variety of polymer matrices with very different dielectric functions [38]. A difference
in the histogram width would be expected if the environmental charges responsible
for the spectral diffusion were in the matrix rather than the QD because the charges
would be screened by a different dielectric constant. However, each of the histogram
widths were the same, implying that the charges must be located in the QD or at its
surface.
The final experiment in this category was a more recent one by Fernee et. al. [39].
Fernee analyzed conditional probabilities for observing temporal intervals between
spectral changes in low temperature QDs (i.e. the probability for the the peak energy
of frame n not changing from frame n-1 given that it hadn’t changed between frames
n-t and n-t-1). A peak had to change by more than 60 µeV in order to register as a
change. From the time dependence of these conditional probabilities, Fernee showed
that, for small QDs, there is a correlation in the emission energies between subsequent
measurements, which, in turn is interpreted as spectral diffusion happening as a series
of discrete hops separated in time by some interval. In their case, this interval was
comparable to the integration time of their camera. When the integration time was
increased, the correlation disappeared, as expected because a series of discrete steps
integrated over time can appear continuous. This correlation was not seen for larger
QDs. The lack of correlation was attributed to the excess thermal energy generated
when hot electrons relax.
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Figure 1-6: Temperature-dependent lineshapes. (a) and (b) Fluorescence of single
QDs. As the temperature is increased, the relative amplitude of the doublets shifts
and the pedestal increases. Reprinted from [40] and [34]. (c)Spectral hole burn-
ing linewidth as a function of temperature. The pump was modulated at 100 kHz.
Reprinted from [31].
1.3 Temperature dependence of the linewidth
We have described several experiments demonstrating that the low temperature spec-
tral diffusion is not thermally induced. However, the lineshapes do broaden with
temperature at sub-50K temperatures. This was clear from Empedocles’ initial ex-
periments (see Fig.1-4a), although there the linewidths seen were not necessarily
resolution limited[22]. Higher resolution experiments, by both Fernee et. al. [40] and
Biadala et. al [34] show that there is an increased contribution of the phonon pedestal
as the temperature is increased from 2K to 20K (Fig.1-6a and b.). In Biadala’s ex-
periment, the ZPL (zero phonon line) was completely gone when the temperature
reached 20K. In Fernee’s experiment, the ZPL was still visible at 20K, but was signif-
icantly broader. Palinginis’ spectral hole burning experiment quantified this broad-
ening from 2 K to 17 K and showed a nonlinear increase in temperature, attributed
to confined acoustic phonons (Fig.1-6c) [31]. Takemoto’s photon echo experiment,
however, showed a linear dependence of linewidth on temperature, but the spectrum
started from a much broader 100 µeV linewidth [32].
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Figure 1-7: Features in low-temperature single-QD spectra. (a)Transitions between
doublets are attributed to changes in the charge state. (b)Confined acoustic phonons,
labeled with circles, are visible and assigned to radial breathing modes. LO phonons
are labeled with squares. Reprinted from [41]. (c)Zeeman splitting in a magnetic
field. Reprinted from [42].
1.4 Features in the low temperature single QD
spectrum
High resolution spectrometers, high quality QDs, and very stable cryogenic setups
have allowed for detailed studies of spectral features in single QDs at liquid helium
temperatures. Perhaps most dramatically, in experiments from two groups[40, 34], a
significant percentage of single QDs were emitting from narrow doublets rather than
single lines. These narrow doublets, with a size dependent peak separation of 1.5-4.5
meV, were attributed to emission from the lowest two states of the fine structure.
(The band edge state in CdSe QDs is actually split into 5 levels, the lowest of which
is dark due to angular momentum selection rules. [43]) The relative amplitude of the
doublets changes with temperature, roughly as one would expect from a Boltzmann
population distibution (see Fig.1-6a and b). The QD can also switch between emitting
from the doublet and emitting from a lower energy singlet state, as shown in Fig.1-7a.
This singlet state is assigned by both Fernee and Louyer et. al. [44] to be the charged
trion state, although the energy difference is a few meV in one paper and ∼17 meV
in the other. Louyer also measures the lifetime of the trion, which has a significantly
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shorter lifetime (4.5ns) than the exciton. This would be expected due to the increased
Auger recombination seen when multiple charges are present.
Another feature seen in some low temperature QDs is confined acoustic phonons.
These were initially seen only in spectral hole burning experiments[31, 26], but were
later seen directly in fluorescence with experiments by Chilla et. al. [41]. Chilla
was able to assign a breathing mode and its two radial harmonics in the fluorescence
spectrum of a single QD. An assortment of longitudinal-optical (LO) phonons from
the core CdSe and shells (CdS and ZnS) were also seen. This data is reproduced in
Fig.1-7b.
Finally, small splittings in the bright exciton of the fine structure have been ob-
served by Htoon et. al. [42]. These splittings, with a zero-field distance of up to
1.6 meV, were examined in the presence of a magnetic field. For small (<0.5 meV)
splittings, the magnetic fields led to the expected circularly polarized levels (see Fig.1-
7c). However, larger splittings led to anomolously polarized states explained in the
context of the anisotropic exchange interaction.
1.5 Thesis Overview
From the preceding literature review, it is clear that an experimental technique is
needed that can watch the single QD lineshape evolve over many orders of magnitude
in time with very high spectral and temporal resolution. In order to disentangle the
conflicting data, multiple causes, and multiple timescales of spectral diffusion, data
sets on the same QD must be extended to long temporal windows. This thesis de-
scribes work towards filling this gap using Photon Correlation Fourier Spectroscopy
(PCFS). Chapters 2 and 3 describe the theoretical background of the technique and
the experimental implementation. Chapters 4 and 5 describe simulations and ex-
periments for the room temperature experimental extraction of the average single
chromophore lineshape and dynamics from a solution of QDs. Chapter 6 describes
the low temperature PCFS measurement of single QDs.
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Chapter 2
Theoretical Foundation of Photon
Correlation Fourier Spectroscopy
(PCFS)
In this chapter, we summarize the primary method used in this thesis, Photon Cor-
relation Fourier Spectroscopy (PCFS)[29]. PCFS is a recently developed, effective
technique for measuring single-emitter spectral dynamics when more temporal or
frequency resolution is required than is possible with conventional single-molecule
spectroscopy. The technique measures fast spectral correlations rather than inher-
ently slow fluorescence spectra. These spectral correlations are calculated from inten-
sity correlations at the outputs of a scanning Michelson interferometer. The initial
development of PCFS, including the derivation in section 2.5, was done by Xavier
Brokmann and published as “Xavier Brokmann, Moungi Bawendi, Laurent Coolen,
and Jean-Pierre Hermier. Photon-correlation fourier spectroscopy. Optics Express,
14(13):63336341, 2006.”
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2.1 Using spectral correlations to circumvent lim-
itations of conventional single-molecule spec-
troscopy
Conventional single-molecule fluorescence measurements are temporally limited by
the amount of time it takes to collect enough photons to measure a spectrum. This
time scale can be quite long (100s of ms) compared to the dynamics of the system
at hand. If high frequency resolution is required, the timescale is further increased
because more photons are needed to provide individual camera pixels with enough
signal-to-noise for detection. In part, this temporal limitation is fundamental. Once
excited, a single emitter must relax before a second emission can occur. This re-
laxation time is governed by the lifetime of the emitter. There are many systems,
including colloidal quantum dots, where temporal limitations and frequency limita-
tions have been an impediment to understanding. In both early and more recent work
on the lineshape and dynamics of single quantum dots [19], a line width of ∼100 µeV
was sometimes, but not always, measured. This line width is near the resolution
limit of the spectrometers used and the oft-measured broader line widths imply that
dynamics can be happening on the timescale of the measurement.
There are several ways around this temporal limitation of single-molecule spec-
troscopy. Many of these options involve the nonlinear measurements (such as photon
echo and spectral hole burning) that were discussed in the previous chapter. In this
chapter, we will discuss using spectral correlations and cw excitation to learn about
spectral dynamics of a single emitter with high temporal resolution. In some ways,
an emission spectrum of even a single emitter can be considered an ensemble mea-
surement - an ensemble of photons. Each photon is a quantum mechanical object
that consists of a superposition of energy states corresponding to a probability dis-
tribution (i.e. the spectrum). When detected at a particular wavelength, the wave
function of the photon collapses into a delta function at the relevant energy. Thus, to
talk about the ‘spectrum’ of one detected photon does not make any sense. Talking
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Figure 2-1: (a)The experimental setup for Photon Correlation Fourier Spectroscopy
(PCFS). We cross-correlate the outputs of a scanning Michelson interferometer to ex-
tract the time dependent spectral correlation function. (b) Fast frequency fluctuations
are turned into measurable intensity changes at the outputs of the interferometer.
about the ‘average photon’ or the ‘average’ spectrum requires collecting the ensem-
ble of photons, which requires waiting the requisite time. However, measuring the
energy differences between detected photons circumvents the waiting problem. The
probability distribution of energy differences between photons of a given temporal
separation is called the spectral correlation. Spectral correlations are sensitive to
relative frequency changes, not absolute frequency, therefore any spectral diffusion of
the center of the spectrum is irrelevant to the final result. Knowledge of absolute
emission energy is traded for high time resolution, although one could argue that at
these short times a spectral correlation is really the only quantity that makes sense
to measure.
2.2 Conceptual overview of Photon Correlation Fourier
Spectroscopy (PCFS)
PCFS achieves both high temporal resolution and high frequency resolution by cross-
correlating the outputs of a scanning Michelson Interferometer, as shown in Fig.
2-1(a). The Michelson interferometer provides frequency resolution limited only by
the available path difference between the two arms and the avalanche photodiodes
(APDs) at each output of the interferometer can provide temporal resolution nearing
the lifetime of the emitter. Fast frequency fluctuations are turned into measurable
intensity fluctuations by the interferometer. By analyzing the timescale for the in-
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tensity fluctuations with an intensity correlation function, we learn of the timescale
for the spectral fluctuations.
This simple relationship between frequency fluctuations and intensity fluctuations
is shown schematically in figure 2-1(b). For a given wavelength and interferometer
position, there will be a particular intensity pattern on the two detectors. This
intensity pattern is highly sensitive to even small fluctuations in wavelength. For
example, switching from 600 nm light to 599.998 nm at a path length difference of 10
cm completely reverses the intensity pattern on the APDs. As the frequency shifts,
so must the intensity and, the dynamics of the frequency shifts must be encoded in
the dynamics of the intensity shifts.
2.3 Connections to previous experimental techniques
There are several previous experimental techniques that are worth mentioning before
we examine PCFS in detail. These experiments can be roughly divided into two types:
those dealing with photon correlation and those dealing with Fourier spectroscopy.
2.3.1 Relevant photon correlation experiments
There have been several experiments that use the concept of photon correlation in or-
der to measure spectral dynamics on fast timescales. Taras Plakhotnik, in a very nice
paper [45], was the among the first to take advantage of this concept of spectral cor-
relations of a fluorescence spectrum in a method he called ‘intensity-time-frequency
correlation’ (ITFC). In Plakhotnik’s method, he took very fast, very noisy two-photon
excitation spectra of a single molecule, DPOT-tetradecane, and calculated the spec-
tral correlation for each spectrum. Noise is uncorrelated, so, upon averaging the
individual spectral correlations, it is dramatically reduced. The spectrum, however,
is correlated according to its lineshape. Each frame only includes a handful of de-
tected photons but after averaging each frame’s spectral correlation the short time
spectral correlation is clear. The dynamics of the spectrum can be uncovered by cal-
culating the average spectral correlation for frames separated by a given time. While
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in principle this method could be used to measure arbitrarily fast spectral dynamics
with arbitrarily good frequency resolution, in practice it is limited to scans of several
milliseconds due to the scan rate of the laser (or, in our case, by the CCD cam-
era). Our method will extend Plakhotnik’s pioneering work to increased temporal
and frequency resolution.
If a researcher is willing to forgo information about the entire spectral correla-
tion in exchange for higher temporal resolution for studying dynamics, there are two
other techniques in the literature. The first, developed by Zumbusch and colleagues
in Michel Orrit’s group [46] measures the autocorrelation of the fluorescence emitted
from a single terrylene molecule upon excitation with a narrow dye laser. As the
absorption spectrum diffuses in and out of resonance with the exciting laser, the fluo-
rescence intensity responds accordingly. From the autocorrelation of the fluorescence,
the researchers could uncover the temporal dynamics of the two level systems involved.
The second, by Sallen and colleagues in the Poizat group [47], cross-correlates different
spectral windows within the same spectral peak in order to determine the timescale
for the spectrum diffusing between the filters.
2.3.2 Relevant Fourier spectroscopy experiments
The idea of using the contrast through an interferometer in order to determine a
spectral correlation has been around since the time of Michelson [48]. More recently,
a technique deemed ‘Interferometric correlation spectroscopy’ by Kammerer et. al
[49] was able to measure narrow (20µeV) linewidths from single epitaxial quantum
dots. Kammerer sent the emission from the epitaxial QD first through a Michelson
interferometer and then through a spectrometer, with detection via a PMT. From
the visibility of the interferogram, the lineshape of the QD could be determined. The
other noteworthy experiment is from Ou et.al. in the Mandel group [50]. Ou used
a Mach-Zehnder interferometer, two PMTs, and an analysis of correlated photons
to observe the beating pattern in the interferogram of a spectrum comprised of two
different color laser beams. Their experimental setup has much in common with the
initial experimental demonstration of PCFS done in the next chapter. In particular,
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as described later, both techniques will average over several interferometric fringes to
remove dependence on absolute wavelength while retaining information about relative
spectral changes.
2.4 Detour: General thoughts on interferometry
Before getting into the mathematical details of PCFS, it is helpful to orient ourselves
into the workings of an interferometer. By becoming familiar with how an interfer-
ometer works and what sorts of information can be gleaned from an interferogram we
will be setting the basis for understanding how a time dependent spectral correlation
can be learned from correlating the outputs of the interferometer.
2.4.1 How does an interferometer work?
Classically, a Michelson interferometer splits an electromagnetic wave at a beam split-
ter, delays one half of the beam by having it travel a slightly different path length,
and then recombines the two waves at the same beam splitter. The relative phases of
the electromagnetic waves upon recombination determines the amount of constructive
or destructive interference seen on the detector. In the simplest possible Michelson
interferometer only half of the intensity entering the interferometer is recovered. The
other half exits coincidentally with the incoming beam. By replacing the mirrors with
corner cubes, the beam is shifted relative to the incoming beam and both outputs of
the interferometer can be recovered. The two outputs are 180 degrees out of phase
with each other, with normalized intensities of 1± cos(2πω0δ) for a single wavelength
ω0 and interferometer position δ. Such a phase relationship is necessary due to energy
conservation - it would not make sense if we were to create or lose energy by sending
a beam through an interferometer.
However, this explanation becomes more confusing when we realize that we are
dealing with individual photons. In fact, typical countrates from single molecules are
so low that it is rare to have more than 1 photon in our interferometer at the same
time. (A 50 kHz countrate leads to an average photon separation of 20 µs, yet it only
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takes a photon 330 ps to travel though a 10 cm interferometer.) Luckily, the wave
function of a quantum mechanical object functions similarly to the electromagnetic
waves described above. One can think of this as the photon’s wavefunction interfering
with itself and, then, being detected at one detector or the other with a probability
determined by that interference. Such an explanation is analogous to Young’s classic
double slit experiment.
2.4.2 What does a spectrum look like through an interfer-
ometer?
An interferometer produces the Fourier transform of a spectrum. We briefly review
this using examples relevant to our discussion of PCFS. The information here is
summarized from some of the many excellent texts on this subject, including ones by
Chamberlain [51], Bell [52], and Bracewell [53]. The three lineshapes we will focus on
are a delta function, a doublet, and a Gaussian. These all provide interferograms with
fast intensity oscillations (‘fringes’) determined by the average emission frequency
and an envelope of a DC offset, beating pattern, and Gaussian, respectively. The
derivations we will do are summarized in Fig. 2-2.
A Fourier transform spectrometer is, in effect, converting the temporal frequency
of the oscillating electromagnetic field into a spatial frequency that gets mapped out
by moving one arm of the interferometer. When calculating a Fourier transform, we
project the original function onto a sinusoidal basis and integrate to determine the
overlap with each new basis function. The definition of a Fourier transform is
F (x) =
∫ ∞
−∞
f(k)e2πikx dk (2.1)
where the units of k and x are inverses of each other (i.e. cm and cm−1 or s and
1/s). In this section, we will use the complex form of the Fourier transform. However,
the interference pattern clearly must be entirely real, so only the real part of the final
function F(x) describes the interferogram. To be more precise, the real part of F(x)
describes the fluctuations of the intensity around the average. The total intensity on
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Figure 2-2: Sample interferograms. In the first column, we plot the spectrum s(ω)
as a function of emission energy ω. The interferogram (second column, in blue) is
equal to the real part of the Fourier transform of each respective spectrum. It is
plotted as a function of interferometer position δ, where δ = 0 refers to no path
difference between the two arms of the interferometer. Each interferogram consists
of an envelope function modulated by rapid oscillations (‘fringes’) with a periodicity
determined by the average emission energy. The square of the envelope function
(second column, red) is also the inverse Fourier transform of the spectral correlation
p(ζ) =
∫
s(ω)s(ω + ζ) dω, shown in the third column. The square of the envelope
function is also equal to twice the square of the interferogram when averaged over
one oscillation.
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the detector is then 〈Iavg〉(1+Re[F (x)]) To avoid imaginary numbers completely, the
cosine version of the Fourier transform can also be used. This is rigorously true only
in the case of real, even functions, but symmetry between positive and negative path
length separations of the interferometer allow us to assume that the Cosine Fourier
transform will accurately describe a well-aligned interferometer. Equation 2.2 will
reappear later when we derive the actual PCFS governing equations.
F (x) =
∫ ∞
−∞
f(k)cos(2πxk) dk (2.2)
For consistency with future sections of this thesis, we replace x with δ, the path
difference between the arms of the interferometer, and k with ω, the frequency of
the emission. We begin our series of derivations with the simplest case: a Fourier
transform of a spectrum s(ω) = δω−ω0 of a delta function centered at ω = ω0. To
reduce confusion in this particular section, we will use the bold type δ with a subscript
to refer to the delta function and the normal type δ to refer to the interferometer
position.
F (δ) =
∫ ∞
−∞
s(ω)e2πiωδ dω (2.3)
=
∫ ∞
−∞
δω−ω0e
2πiωδ dω (2.4)
= e2πiω0δ (2.5)
The interferogram is the real part of the Fourier transform, which is equal to
cos (2πω0δ). Therefore, as the path difference between the arms of the interferometer
δ is scanned, we expect to see a sinusoidal intensity pattern with a period of 1/ω0.
The pattern will remain unchanged as δ →∞.
If we instead have two delta functions centered at ω1 and ω2 we will see a beating
pattern in our Fourier transform, occurring with frequency ω1−ω2
2
.
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F (δ) = e2πiω1δ + e2πiω2δ (2.6)
Re[F (δ)] = cos 2πω1δ + cos 2πω2δ (2.7)
= 2 cos(2π
ω1 + ω2
2
) cos(2π
ω1 − ω2
2
) (2.8)
Now, if we allow our original delta function to broaden into a Gaussian of stan-
dard deviation σ and full width half max of 2
√
2ln2σ we obtain a similar cos (2πω0δ)
preceded by a Gaussian envelope function of standard deviation 1
2πσ
. The broader
the initial spectrum, the narrower the Fourier transform and, similarly, the faster the
envelope of the interferogram decays. For convenience, the derivation for the Fourier
transform of a Gaussian is summarized here. We begin by deriving the Fourier trans-
form of a normalized Gaussian centered at ω0 = 0 and then shift to the appropriate
value of ω0.
F (δ) =
1
σ
√
2π
∫ ∞
−∞
e−
ω2
2σ2 e2πiωδ dω (2.9)
=
1
σ
√
2π
∫ ∞
−∞
e−π(
ω2
2piσ2
−i2ωδ) dω (2.10)
=
1
σ
√
2π
e−2π
2σ2δ2e2π
2σ2δ2
∫ ∞
−∞
e−π(
ω2
2piσ2
−i2ωδ) dω (2.11)
=
1
σ
√
2π
e−2π
2σ2δ2
∫ ∞
−∞
e−π(
ω2
2piσ2
−i2ωδ−2πσ2δ2) dω (2.12)
=
1
σ
√
2π
e−2π
2σ2δ2
∫ ∞
−∞
e
−π( ω√
2piσ
+i
√
2πσδ)2
dω (2.13)
=
1
σ
√
2π
e−2π
2σ2δ2
∫ ∞
−∞
e−πu
2√
2πσ du (2.14)
=
1
σ
√
2π
e−2π
2σ2δ2
√
2πσ (2.15)
= e
−ω2
2( 12piσ )
2
(2.16)
At this point, we have shown that the Fourier transform of a normalized Gaussian
spectrum centered at 0 is another Gaussian. Instead of being normalized, this new
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Figure 2-3: The spectral correlation p(ζ) =
∫
s(ω)(sω + ζ) dω is found by shifting the
spectrum relative to itself and integrating to determine the overlap. Spectral corre-
lations are symmetric and centered at ζ = 0, regardless of the underlying spectrum.
Gaussian has a maximum value of F (δ) = 1 at δ = 0, leading to an integrated area of
√
2πσ. We take advantage of the shift theorem to move this Gaussian to be centered
on our spectrum at ω0.
FT [s(ω − ω0)] = e−i2πδω0FT [s(ω)] (2.17)
FT
[
e
(ω−ω0)2
2σ2
]
= e−i2πω0δ
√
2πσe−2π
2σ2δ2 (2.18)
Each of these three interferograms (delta function, doublet, and Gaussian) are
summarized in Figure 2-2 and will appear in subsequent parts of this chapter and the
next.
2.4.3 Connection between the spectrum and the spectral cor-
relation
The spectral autocorrelation p(ζ) is the autocorrelation of the spectrum and is defined
as follows:
p(ζ) =
∫ ∞
−∞
s∗(ω)s(ω + ζ)dω (2.19)
Spectral autocorrelations are a measure of how self-similar a spectrum is. One
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way to visualize the process of calculating a spectral correlation is shown in Fig. 2-3.
Each value of ζ in p(ζ) represents a different energy the spectrum is shifted by before
being multiplied with the original function and then integrated over all space. As
made clear in the figure, such a process leads to a symmetric function for p(ζ). The
spectral correlation is sensitive to the lineshape of the underlying spectrum, and that
is why it is important to us. The spectral correlation is not sensitive to the absolute
energy of the spectrum. The mathematics behind a correlation function are very
similar to a convolution, except that the convolution, defined as
∫∞
−∞ s(ω)s(ζ − ω)dω,
involves flipping one of the spectra prior to integrating and does not necessarily lead
to a symmetric result.
We will derive the spectral correlations for each of our three sample spectra. These
are summarized in the third column of Fig. 2-2. We begin with the delta function
centered at ω = ω0, which has a spectral correlation of another delta function centered
at ζ = 0.
p(ζ) =
∫ ∞
−∞
s∗(ω)s(ω + ζ)dω (2.20)
=
∫ ∞
−∞
δω−ω0δω−ω0+ζdω (2.21)
= δζ (2.22)
For the doublet spectrum, our spectral correlation will have three peaks centered
at 0 in a 1:2:1 amplitude ratio. The highest amplitude is at ζ = 0 because 50% of the
time, two photons taken from this spectral distribution will have the same energy.
25% of the time the second photon will be more energetic than the first by an energy
spacing of ζ = ω2 − ω1 and 25% of the time the opposite is true. If the two peaks
in the spectrum have different initial amplitudes the spectral correlation will still be
symmetric but the relative amplitudes of the center and side peaks will change. The
unnormalized derivation is below.
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p(ζ) =
∫ ∞
−∞
(δω−ω1 + δω−ω2) (δω−ω1+ζ + δω−ω2+ζ) dω (2.23)
=
∫ ∞
−∞
(δω−ω1δω−ω1+ζ︸ ︷︷ ︸
nonzero at ζ=0
+ δω−ω1δω−ω2+ζ︸ ︷︷ ︸
nonzero atζ=ω1−ω2
+ δω−ω2δω−ω1+ζ︸ ︷︷ ︸
nonzero at ζ=ω2−ω1
+ δω−ω2δω−ω2+ζ︸ ︷︷ ︸
nonzero at ζ=0
)dω (2.24)
= δω1−ω2 + 2δ0 + δω2−ω1 (2.25)
Finally, the spectral correlation of a normalized Gaussian spectrum is another
normalized Gaussian, but centered at ζ = 0 and with a width of
√
2σ.
p(ζ) =
∫ ∞
−∞
(
1
σ
√
2π
e−
−(ω−ω0)2
2σ2
1
σ
√
2π
e−
−(ω+ζ−ω0)2
2σ2
)
dω (2.26)
=
1
2σ2π
∫ ∞
−∞
(
e−
−(2ω2+2ω20−4ωω0+2ωζ−2ω0ζ+ζ
2)
2σ2
)
dω (2.27)
=
1
2σ2π
∫ ∞
−∞
(
e−
−(2(ω−ω0+ζ/2)2+ζ2/2)
2σ2
)
dω (2.28)
=
1
2σ2π
e
− ζ2
2(
√
2σ)2
∫ ∞
−∞
e
− (ω−ω0+ζ/2)
2
2
(
σ√
2
)2
dω︸ ︷︷ ︸
√
2π
(
σ√
2
)
(2.29)
=
1
σ
√
4π
e
ζ2
2(
√
2σ)2 (2.30)
2.4.4 Connection between visibility, envelope of the interfer-
ogram, and spectral correlation
When A. A. Michelson first began making measurements of atomic emission lines
with his interferometer, he did not measure the intensity at every single path sepa-
ration. Such a measurement would require hundreds of thousands of measurements,
each spaced about a hundred nanometers apart. This was beyond Michelson’s capa-
bilities (or patience!) in the late 1800’s. Instead, Michelson measured the visibility
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of his interferograms at spacings of ∼1 mm [48]. The visibility is determined by
the relative change in intensity for the interferometric fringes in the region nearest
to δ. Mathematically, the visibility is equal to Imax(δ)−Imin(δ)
Imax(δ)+Imin(δ)
and is proportional to
the envelope of the interferogram at δ. For narrow transitions, the envelope of the
interferogram can be conveniently written as |F (δ)| where F (δ) is the full, complex
Fourier transform of the spectrum.
There is a very convenient connection between the envelope of the interferogram
and our desired quantity, the spectral correlation of the underlying spectrum. Below,
we show that the Fourier transform of the envelope squared is equal to the spectral
correlation p(ζ). This is based on the Wiener-Khinchin theorem. We use the same
notation as before, where s(ω) is the spectrum and F (δ) is the Fourier transform of
the spectrum.
p(ζ) =
∫ ∞
−∞
s∗(ω)s(ω + ζ)dω (2.31)
=
∫ ∞
−∞
(∫ ∞
−∞
F ∗(δ)e2πiδωdδ
)(∫ ∞
−∞
F (δ′)e−2πiδ
′(ω+ζ)dδ′
)
dω (2.32)
=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
F ∗(δ)F (δ′)e2πiω(δ−δ
′)e−2πiδ
′ζdδdδ′dω (2.33)
=
∫ ∞
−∞
∫ ∞
−∞
F ∗(δ)F (δ′)δδ−δ′e
−2πiδ′dδdδ′ (2.34)
=
∫ ∞
−∞
F ∗(δ)F (δ)e−2πiδdδ (2.35)
=
∫ ∞
−∞
|F (δ)|2e−2πiδdδ (2.36)
= FT
[|F (δ)|2] (2.37)
Therefore, if we know the envelope2 of our interferogram |F (δ)|2 we can calculate
the spectral correlation of the underlying signal.
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2.4.5 Connection between the envelope squared of the inter-
ferogram and the interferogram squared
We now conclude our detour into the basics of interferometry by showing that if
we take the square of the interferogram and average over a small distance 1/ω0 we
obtain a function proportional to the square of the envelope of the interferogram.
This property is what we will later exploit during our derivation of the governing
equations for PCFS. During the actual experiment, we will perform this averaging
by slightly dithering one mirror. When combined with section 2.4.4, this connection
will allow us to go from a measurable property of the interferogram to the desired
spectral correlation.
For this derivation, we use the functional form B(δ) cos(2πω0δ) to describe our
interferogram. This function includes an envelope function B(δ) and a fast oscillation
with a frequency dependent on the average emitted energy ω0. Such a functional form
is valid when we have a narrow transition and a symmetric interferogram, a restriction
met in the case of the narrow emission lines we are studying. After squaring and
averaging over one ‘fringe’ we are left with a function proportional to the envelope
squared. This, as shown previously, is the inverse Fourier transform of the spectral
correlation function we are trying to measure. The transition is narrow relative to
the absolute energy, so we can assume that the envelope function does not change
over the course of the interferometeric fringe.
∫ δ+1/ω0
δ
(B(δ′) cos(2πω0δ
′))2 dδ′ = B2(δ)
∫ δ+1/ω0
δ
cos2(2πω0δ
′) dδ′ (2.38)
=
1
2
B2(δ) (2.39)
In the next section we extend this connection between spectral correlation, en-
velope2, and interferogram2 to the case where we have a time-dependent spectral
correlation p(ζ, τ). We will show that by taking a temporal autocorrelation g(δ, τ) of
the interferogram averaged over a small distance we obtain a very similar connection
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to the spectral correlation. In the limit τ → 0, the temporal autocorrelation of the
interferogram is simply the interferogram squared.
Goal: Spectral Correlation
Fourier transform of spectrum ⇒ Interferogram
Interferogram squared, averaged over one fringe ⇒ Envelope squared
Fourier transform of envelope squared ⇒ Spectral correlation
Table 2.1: Description of how to go from the measurable interferogram to the desired
quantity of the spectral correlation
2.5 Derivation of PCFS equations
At this point, we are ready to move on to the derivation of the governing equations for
PCFS. We will summarize the derivation in [29] to show that the spectral correlation
of our emission spectrum p(ζ, τ) is related to the intensity cross-correlation g(δ, τ) at
the outputs of the interferometer by the following equation:
g(δ, τ) = 1− 1
2
cos(2ωoV τ/c)FT[p(ζ, τ)]δ (2.40)
where g(δ, τ) is the cross-correlation of the two outputs of the Michelson interferome-
ter at temporal separation τ and interferometer position δ, ωo is the average emission
frequency, and V is the scanning speed of the interferometer. The spectral correlation
p(ζ, τ) is now defined
p(ζ, τ) = 〈
∫ +∞
−∞
s(ω, t)s(ω + ζ, t+ τ)dω〉 (2.41)
where s(ω, t) is the emission spectrum at time t and 〈. . .〉 denotes averaging over all
time. The spectrum is entirely real, so there is no need for a complex conjugate.
We begin our derivation of Equation 2.40 by considering a single emission fre-
quency ω(t) shifting as a function of time and sent to a scanning Michelson interfer-
ometer. The intensities at the two outputs of the interferometer are
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Ia(t) = 1 + cos[(2V t+ δ)
ω(t)
c︸ ︷︷ ︸
a
] (2.42)
Ib(t+ τ) = 1− cos[(2V (t+ τ) + δ)ω(t+ τ)
c︸ ︷︷ ︸
b
]
where variables are described above. We put this into the definition of the cross-
correlation to obtain:
g(δ, τ) =
Ia(t)Ib(t+ τ)
Ia(t) Ib(t+ τ)
(2.43)
=
1
T
∫ T
0
(
1 + cos(a)− cos(b)− 1
2
cos(a+ b)− 1
2
cos(a− b)
)
dt
where a and b refer to the argument of the cosine in Ia(t) and Ib(t+ τ) respectively.
We assume that we are looking at a finite, but long, time period T. This time is
long enough to include many interferometric intensity “fringes.” These fringes have
a periodicity determined by the average emission frequency ωo =< ω > and occur
at c/2V ωo. This will cause all of the fast oscillations in the three middle terms to
average out and leave us with:
g(δ, τ) = 1− 1
2T
∫ T
0
cos(a− b)dt (2.44)
= 1− 1
2T
∫ T
0
cos
(
2V
c
(tζτ − τω(t+ τ)) + δ ζτ
c
)
dt
where the energy shift is ζτ = ω(t) − ω(t + τ). We further assume that ζτ ≪ ωo.
For nanocrystals, ωo is larger by many orders of magnitude (for example, 2.1 eV as
compared to 100 µeV ). We also assume that the total distance the stage travels, V t, is
small compared to the coherence length of the emitter, c/σ, where σ is the standard
deviation of the frequency fluctuations. For a 100 µeV transition, the coherence
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length is ∼12.5 mm and typical values of V t are ∼0.0015 mm. Equation 2.44 then
reduces to:
g(δ, τ) = 1− 1
2T
∫ T
0
cos
(
2V τ
ωo
c
+ δ
∆ω
c
)
dt (2.45)
We then assume that during the course of the experiment, we observe all possible
realizations of energy shifts and rewrite the equation as follows:
g(δ, τ) = 1− 1
2
∫ ∞
−∞
cos
(
2V τ
ωo
c
+ δ
ζ
c
)
p(ζ, τ)dζ (2.46)
where p(ζ, τ) is the probability of seeing a particular change in frequency ζ between
photons separated by time τ . This is simply the spectral correlation function. Finally,
we rewrite this equation in a more compact and intuitive form:
g(δ, τ) = 1− 1
2
cos(2ωoV τ/c)FT[pτ (ζ)]δ (2.47)
Practically, when doing this experiment we set the interferometer to a path sepa-
ration, δ, find the average cross-correlation function, g(τ) over a small distance, V t,
and use that value as the amplitude of the square of the envelope function for photons
separated by time τ . We scan over the same distance many times to improve our sig-
nal to noise. We then move to a different path separation and repeat the process until
we have enough data points to calculate p(ζ, τ). This equation can be generalized by
using the expression for p(ζ, τ) found in Eqn. 2.41 rather than that of a wandering
delta function. We include a graphical illustration of the procedure for PCFS in Fig.
2-4.
At this point, we have finished laying the theoretical foundation for PCFS. In the
next chapter, we will discuss the experimental implementation of the technique.
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Figure 2-4: Graphical representation of PCFS. A narrow spectrum (top row, orange)
will have a broad interferogram (middle, blue). During PCFS, we set the interferom-
eter to a given position (blue arrow) and dither over several fringes. While dithering,
a cross correlation is calculated. If there is a large amount of contrast in the in-
terferogram, the APDs are highly anti-correlated and the cross-correlation is very
negative. If there are no temporal dynamics in the spectrum, the intensity corre-
lation is constant at timescales much slower than the dithering speed. The broad
spectrum (bottom row) has a much narrower interferogram and correspondingly less
contrast in the APDs at the given point. If the spectrum is a wandering delta func-
tion, like in our example, the spectrum will appear narrow at short times and broader
at long times. These spectral dynamics would be encoded in the intensity correlation
function, as shown in the right column.
49
50
Chapter 3
Experimental Realization of
Photon Correlation Fourier
Spectroscopy (PCFS)
In this chapter, we describe the experimental setup for Photon Correlation Fourier
Spectroscopy (PCFS) in detail and demonstrate its utility with several pedagogical
examples.
3.1 Experimental Setup
The PCFS setup consists of, quite simply, a Michelson interferometer where photons
from the two outputs are detected with avalanche photodiodes (APDs) and cross-
correlated with a hardware autocorrelator card. The entire setup, which fits on a 4’x6’
floating optical table, is shown in Fig. 3-1. The setup consists of three main parts:
the actual interferometer, an upright confocal microscope for cryogenic measurements,
and an inverted microscope for solution measurements. These parts are highlighted in
pink, yellow, and orange respectively. In this section, we will focus exclusively on the
part of the optical table containing the interferometer, which is the heart of PCFS.
In subsequent sections of this thesis, we will revisit the complete setup to discuss
the microscopes used for collecting emission from single emitters on a substrate or in
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2” 50/50 nonpolarizing, AR coated
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Figure 3-1: Experimental setup. Our experimental setup is roughly divided into three
parts. Part I (in pink) is the interferometer and autocorrelator required for PCFS.
Part II (in yellow) is the home-built confocal microscope and spectrometer used for
collecting the emission from a single emitter immobilized on a substrate. Part III (in
orange) is the home-built inverted microscope for collected emission from a solution of
chromopheres diffusing under a microscope objective. In this chapter, we describe the
zoomed in section of part I, the central components of PCFS. In subsequent chapters
we will discuss the other details of the setup.
solution.
3.1.1 Retroreflector Prisms
The retroreflector prisms (also known as corner cubes) are 2 inch trihedral prisms
designed to reflect the incoming beam back towards the incoming direction with a
shift in both the horizontal and vertical directions. Corner cubes have the very useful
property that they reflect a beam back 180 degrees, regardless of the incident angle
(see Fig. 3-2a). This makes them insensitive to the angle of the prism and greatly
52
corner cube
input
(also becomes 
output)
!at mirror must 
be perfectly 
perpendicular beam path parallel to 
translation stage axis
xy stage allows for 
optimizing of beam overlap
steering mirror
a) b) c)
Figure 3-2: Alignment of PCFS. (a)Corner cubes reflect a beam 180 degrees and spa-
tially separate the reflected beam from the incident beam. The 180 degree reflection
occurs regardless of the input angle, while the amount of spatial offset is determined
by the location and angle of the incident beam. (b)While a simple interferometer
could be made from flat mirrors, this would be significantly more difficult to align
and would provide only one output for analysis. (c) The alignment of our setup is
achieved with a steering mirror to ensure that the beam path is parallel to the axis
of the translation stage and an xy stage to adjust for maximum beam overlap
simplifies aligning the interferometer. The reflected beam is also spatially shifted
with respect to the incoming beam which allows us to collect both outputs of the
interferometer. If we were to use flat mirrors instead, the mirrors would need to be
perfectly perpendicular and one of the outputs would be coincident with the incoming
light (Fig. 3-2b). Our retroreflectors have an antireflection coating to prevent extra
reflections from reducing the total interferometric contrast. Each retroreflector has
a mount that allows for pitch and yaw adjustment. The retroreflector not on the
motorized translation stage is on a smaller xy translation stage for use when aligning.
3.1.2 Beamsplitter
We have chosen a large (2 inch) non-polarizing beamsplitting cube. The cube is large
enough to cover both the incident beam and the spatially separated reflected beam.
Both S and P polarizations are reflected to within 10% of each other. A polarizing
beam splitter would not work because different polarizations of light do not interfere
with each other. It is worth noting that the beamsplitter does not reflect exactly 50%
of the light. This will limit the maximum amount of interferometric constrast achiev-
able. Similar to the retroreflectors, the beamsplitter has an antireflection coating on
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all sides. The beamsplitter is mounted on a base with adjustable pitch and yaw.
3.1.3 Translation Stage
The motorized translation stage (ILS100CC, Newport) and controller (ESP300, New-
port) provide 100 mm of travel with 500 nm resolution. The controller is connected
to a computer for remote access.
3.1.4 Piezo Actuator
The mount of the corner cube not on the translation stage has a small, open loop
piezo actuator (PE4, Thorlabs) replacing one of the tilt controls. The piezo actuator
is connected to a piezo controller (MDT694A, Thorlabs) which outputs a voltage
between 0 and 150V. The piezo controller is connected to a function generator which
generates a sawtooth waveform. The amplitude of the sawtooth is controlled with a
variable resistor located before the piezo controller. This allows us to use the piezo to
repeatedly scan over several interferometric fringes without the stick-slip and reduced
accuracy of the large translation stage. The accuracy of the piezo is limited by the
stability of the voltage source, but is estimated to be better than 10 nm. The variable
resistor adjusts the total travel distance of the piezo. Typically, it is set so that the
piezo repeatedly scans over 2-3 fringes for each position of the interferometer.
3.1.5 Avalanche Photodiodes
The avalanche photodiodes chosen (SPCM-AQR-13, Perkin-Elmer) have a high quan-
tum efficiency for the visible wavelengths (∼ 65%) and a temporal resolution (∼ 350
ps) better than necessary for this study. The combination of a significant afterpulsing
probabiliy and a dead time of ∼ 35 ns requires the use of a cross-correlation rather
than an autocorrelation. Mathematically, one could do PCFS with a single APD but
experimentally, this would lead to large artifacts at short times.
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3.1.6 Hardware autocorrelator card
The hardware autocorrelator card (ALV7004/FAST, ALV-GmbH) can calculate cross-
correlations and autocorrelations with 3.125 ns time resolution. The ALV7004/FAST
uses a multiple tau algorithm, allowing for simultaneous temporal measurements from
nanoseconds to minutes and beyond.
3.1.7 Floating table
The experiment is built on a floating optical table (I-2000-400, Newport) to prevent
vibrations from the building from interfering with the measurement. Prior to the
final setup, the experiment was built on a rigid table. This initial setup had a strong
background oscillation at 40 Hz. In principle, this background is irrelevant to time-
scales τ ≪ 1/40 s however, there are many experiments for which we would like to
extend our temporal range into the tens of milliseconds and, for that, the vibration
had to be eliminated.
3.2 Alignment
The interferometer provides the best intensity contrast when properly aligned. Proper
alignment ensures that when the beams recombine at the beam splitter, they have
maximum overlap for all translation stage positions. When initially building the inter-
ferometer, care was taken to ensure that all beams were perpendicular and horizontal.
The corner cubes’ angles were adjusted to be approximately perpendicular by looking
at the back reflection and their positions were adjusted to ensure that the incoming
beam was well centered on one face.
To fine tune the alignment, it is necessary to adjust the steering mirror to ensure
that the beam path is exactly parallel to the translation stage axis and to adjust
the xy stage on the corner cube with the piezo so that beams overlap and the fringe
pattern is symmetric (Fig. 3-2c). For simplicity, we begin this process by moving the
translation stage to where the corner cubes are approximately equal distance from
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the beamsplitter (the ‘white fringe’) and adjust the xy stage until the contrast is
maximized and the fringes are flat. The white fringe is a convenient place to start
because the amount of contrast is not effected by the incident angle from the steering
mirror. Next, we move the translation stage as far back as possible while still seeing
interference. We adjust the steering mirror into the interferometer until the fringes
return to being flat and circular. If the initial guess for the white fringe was accurate,
the interferometer is now aligned for all positions of the translation stage. This can
be checked by moving the translation stage back to the white fringe and then as close
to the beam splitter as possible.
If the interferometer does not stay in alignment when moving the translation
stage, we alternate between the close and far stage positions, iteratively adjusting
the steering mirror and xy position of the corner cube until the interferometer is
aligned. This process is similar to ‘walking the beam,’ where two degrees of freedom
are adjusted until the alignment is correct. Just like when walking a beam, it is
necessary to overcompensate with one degree of freedom and then readjust the other
one, otherwise one could iterate between two states for eternity. If, after aligning,
the fringes are not flat enough, we slightly adjust the angle of one corner cube. This
allows the beam to hit a different, and perhaps more perfect, location on the corner
cube. If moving the steering mirror causes the beam to hit multiple faces of a corner
cube, we have to adjust the mirror prior to the steering mirror as well.
3.3 Experimental data on static and dynamic dou-
blets
Once the interferometer is aligned, we measure an intensity cross-correlation at each
position of the interferometer while dithering one mirror. As described in depth in
the previous chapter, the intensity correlation g(δ, τ) and the spectral correlation
p(ζ, τ) = 〈∫ +∞−∞ s(ω, t)s(ω + ζ, t+ τ)dω〉 are related as follows:
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g(δ, τ) = 1− 1
2
cos(2ωoV τ/c)FT[p(ζ, τ)]δ (3.1)
where δ is the interferometer position, V is the (slow) scanning speed, ω0 is the
average wavelength, and c is the speed of light.
To extract the time-dependent spectral correlation function, we measure an in-
tensity cross-correlation function at each interferometer position δ. Then, for a given
temporal spacing τ ≪ cπ/ω0V we Fourier transform 2(1 − g(δ, τ)) with respect to δ
to obtain our spectral correlation.
In our first example, we will demonstrate the power of PCFS with a pedagogical
example of a spectrum consisting of two narrow peaks, one at 647 nm and one at 632
nm. On the timescale of a spectrometer/camera, the spectrum appears to be static.
However, on faster timescales, the spectrum could be a dynamic doublet alternating
between the two colors. PCFS is uniquely suited to measure dynamics such as these.
3.3.1 Static doublet
We begin with an experimental investigation of the static doublet. Our doublet is
created by combining the 647 nm line of an Argon/Krypton ion laser with the 632
nm line from a HeNe laser with a beam splitter. The intensity of each line is adjusted
until the doublets are of equal intensity. Our interferometer converts fast spectral
dynamics into measurable intensity dynamics. However, for a static spectrum, there
are no spectral dynamics. This means that there should be no intensity dynamics.
This, in fact, is just what we see. We measure the intensity correlation function
for each interferometer position δ and it is a flat line (see Fig.3-3a). Then, for each
temporal spacing we plot the amount of anticorrelation 1 − g(δ, τ) as a function of
interferometer position δ. As described in the previous chapter, this is equivalent
to the square of the envelope function for the related interferogram. Upon Fourier
transforming, we obtain an identical doublet for each temporal separation. This data
and procedure is summarized in Fig.3-3a.
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Figure 3-3: Static doublet vs. dynamic doublet. On long timescales, a static spec-
trum of a doublet looks identical to a spectrum rapidly switching between two states.
However, these two systems look dramatically different in PCFS. We create each pos-
sibility by combining two laser beams. (a) Static doublet. (a,top) For each position of
the interferometer, we measure an intensity correlation function g(δ, τ)−1. (a,middle)
For a given temporal separation, we plot the amount of anti-correlation 1 − g(δ, τ)
as a function of interferometer position δ. (a,bottom)Upon Fourier transforming, we
recover the spectral correlation of a doublet for each value of τ . (b) Same but for a
dynamic doublet. The slight increase at long times is from dithering one corner cube.
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3.3.2 Dynamic doublet
The PCFS signature from a dynamic doublet is dramatically different, despite the two
spectra looking identical on a CCD camera. We create a dynamic doublet by placing a
chopper in the beam path of both the 632 nm laser and the 647 nm laser. The chopper
is aligned such that only one color is able to go through at a time. These spectral
dynamics lead to significant intensity dynamics in each cross-correlation function, as
shown in Fig.3-3b. When we look at our anticorrelation as a function of δ for different
values of τ we see a definite pattern corresponding to the frequency of the chopper.
Recall that our spectral correlation can be thought of as the probability of detecting
two photons with a given energy separation for a given temporal separation. At short
times, the chopper has not had time to move much and, so, two photons separated
by a short amount of time will be coming from the same color laser. This is clear
in the bottom left of Fig.3-3b, where a single peak in the spectral correlation is seen
for τ = 10µs. At a temporal separation of τ = 360µs, the chopper has had enough
time to move exactly unit. Now, two photons separated by this amount of time must
be coming from two different laser beams. 1 − g(δ, τ = 360µs) now has the beating
pattern associated with a doublet. If we wait 360 µs longer, the photons are back to
coming from the same laser beam and we are back to seeing a singlet. It is interesting
to note that the spectral correlation shown in the bottom-center of Fig.3-3b does not
have the usual 1:2:1 pattern associated with the spectral correlation of a doublet.
This is due to our highly non-physical example, where the probability of seeing two
photons from the same laser (ζ = 0) is negligible and only due to imperfect alignment.
3.4 Linewidth determination of a variety of sources
At this point, we have demonstrated the ability of PCFS to uncover dynamics in
a spectrum. However, spectral correlations contain information about lineshapes
as well as dynamics. We have taken PCFS data on a variety of laser and lamp
sources to demonstrate that our setup is working properly and capable of extracting
accurate linewidths. Our results are summarized in Figure 3-4. We began with a CW
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Figure 3-4: PCFS data on a variety of sources. Plots a-d show 1 − g(δ, τ), which is
proportional to the Fourier transform of p(ζ, τ). Spectral information is calculated
from p(ζ, τ) and written where relevant. (c) and (d) also show plots of p(ζ, τ) for
clarity.
Argon Ion laser, attenuated to a count rate comparable to a single molecule under
CW excitation. We were able to determine the Gaussian linewidth of this spectrum
and see the lack of correlated dynamics on timescales between 10ns and 1ms. Our
linewidth corresponded very well to expected results.
We then measured the doublet spacing in the longitudinal modes of a small HeNe
laser. These two modes, under a gain profile of about 1.5 GHz and with a spacing
determined by the cavity length, should produce a beating pattern measurable by
our setup. We measured the doublet separation at 1096 MHz and the specification is
nominally 1090 MHz (Fig 3-4(b)).
Considering that nanocrystals are not coherent sources, we next measured a closely
spaced doublet in the spectrum of a neon lamp. We used a single mode fiber to
collimate the lamp light and a narrow bandpass filter to prevent extra light from
entering the interferometer. This lamp has its own intensity autocorrelation function
independent of the interferometer, which the PCFS intensity autocorrelation is simply
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multiplied by. This can be demonstrated as follows:
g(τ) =
Ia(t)Ilamp(t)Ib(t+ τ)Ilamp(t+ τ)
Ia(t) Ib(t+ τ) Ilamp(t)
2 (3.2)
=glamp(τ)gpcfs(τ)
Again, we did not see time dynamics but we were able to very accurately measure
the doublet separation (Measured: 2.9 cm−1, Actual: 2.86 cm−1). Figure 3-4(c)
shows the PCFS curve and the insert shows the Fourier transform which provides the
expected pattern for p(ζ, τ).
Finally, we tested our setup on a dye laser. Here, we were able to see time
dynamics. At both long and short time intervals, there is a narrow beatnote at 18 cm.
We suspect that may be from the beating pattern from the many longitudinal modes
of the dye laser. At short times, there is an extra oscillatory pattern superimposed
on the long time spectra. Following the analysis of Zapasskii and Kozlov [54], we
Fourier transform the difference between these two curves to obtain a doublet with
separation 0.1cm−1. While we are unsure of the origination of this doublet, it may
be caused by instabilities in the cavity. Figure 3-4(d) shows the envelope data, and
the insert is the Fourier transform of the difference between the two curves, which is
p(ζ, τ) of the emission spectrum for short times.
3.5 PCFS resolution
We end this chapter on the experimental realization of PCFS with a brief discussion of
the spectral resolution of the technique. The Fourier transform of a narrow spectrum
leads to a broad interferogram so a long translation stage is needed for measuring
narrow transitions. Our translation stage is 10 cm, which leads to a maximum path
difference of 20 cm. The spacing between points in the Fourier transform is equal
to 1/max path difference so we have a spectral resolution of 1/20 = 0.05cm−1 =
1.5GHz = 6µeV. Assuming a Gaussian lineshape, this leads to a spectral linewidth of
6µeV/
√
2 = 4.2µeV. It is worth noting that that can be improved further by fitting
61
the raw data prior to Fourier transforming.
For broad transitions, PCFS is resolution-limited by the need to average over
several fringes. If we assume that we must average over 2 fringes per measurement,
require 5 measurements to determine lineshape, and can only observe fluctuations of
at least 1% of the maximum contrast, then we have an interferogram with at least
10 total fringes. There are 5 fringes on each side and, for a normal distribution 1%
occurs at 3σ away from the mean. This means we have an envelope function with σ =
5/3 = 1.67fringes. When inverse Fourier transforming, we obtain a spectral linewidth
of 1/(2π ∗ 1.67fringes) = 0.095fringe−1. For an average wavelength of 600 nm, we can
measure a spectrum with standard deviation 0.091 ∗ 1/600 ∗ 10−7cm = 1592cm−1 ≈
197meV ≈ 58nm centered at 600nm. This leads to a FWHM of σ2
√
2ln(2) = 136nm,
a width well beyond what is necessary for measurements on single quantum dots.
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Chapter 4
Extracting spectral dynamics from
single chromophores in solution:
derivation and simulations
In this chapter, we show that when using Photon Correlation Fourier Spectroscopy
(PCFS) the single emitter linewidth underlying a broadened ensemble emission spec-
trum can be extracted from correlations among the stochastic intensity fluctuations
in the ensemble spectrum. As illustrated with simulations in conjunction with Flu-
orescence Correlation Spectroscopy, our approach overcomes ensemble and temporal
inhomogeneous broadening to provide single emitter linewidths, even for emitters un-
der weak, continuous, broadband excitation. This work was done in collaboration
with Xavier Brokmann and published as “Brokmann X, Marshall LF, Bawendi MG.
Revealing single emitter spectral dynamics from intensity correlations in an ensemble
fluorescence spectrum. Optics Express 2009, 17: 4509-451.”
4.1 Introduction
Single emitters often display dynamic and complex behaviors entirely masked by en-
semble measurements. Spectroscopy on these emitters has reached impressive heights.
There are systems, however, where it is not feasible or desirable to separate the in-
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Figure 4-1: Our approach uses an interferometer to convert fast spectral fluctuations
into intensity fluctuations. The cross-correlation of the fluctuations in the interferom-
eter outputs reveals single emitter spectral dynamics with high temporal and spectral
resolution.
dividual emitter from the ensemble. When confronted with the task of isolating in-
dividual properties from large populations, spectroscopy offers a variety of dedicated
responses such as Doppler-free, hole-burning and photon-echo spectroscopies [55] to
resolve ensemble and temporal averaging effects encountered in inhomogeneously and
homogeneously broadened samples. These diverse and powerful techniques share a
common trait; they all rely on the nonlinear optical properties of the emitters. Hence,
they tend to perform poorly on emitters with a small or vanishing optical nonlinearity
and questionably on samples too delicate to handle the high excitation power required
for nonlinear optics.
Surprisingly, methods to extract the linewidth of a single emitter from a broadened
ensemble spectrum under the more gentle conditions of linear excitation remain more
elusive. In principle, the single emitter linewidth can be determined from correlations
among the stochastic fluctuations in the ensemble emission spectrum [54]. Progress in
this direction was demonstrated in previous works investigating the autocorrelation
of the broad spectrum of disordered nanostructures [56, 57]. Due to the long duration
necessary to record a high resolution spectrum, that approach cannot resolve the fast
temporal broadening effects found in most inhomogeneous samples, severely limiting
the ability to measure an underlying single emitter linewidth.
In this chapter, we describe an experimental method revealing spectral correlations
of a single emitter with high spectral and temporal resolution, despite the single
emitter spectrum being obscured by an ensemble emission spectrum. The approach -
shown in Fig. 1 and reminiscent of our previous work on Photon Correlation Fourier
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Figure 4-2: Single-emitter and ensemble spectral correlations in the fluorescence of a
population of emitters. a) We first consider an ensemble of emitters with the same
narrow line shape but different center frequencies. The ensemble spectrum would
appear as a broad Gaussian 〈S(ω, t)〉. b) With our setup, intensity correlations from
the emission of single emitters flowing under a microscope objective will contribute to
the single emitter spectral correlation, P single(ζ, τ), if the two photons correlated are
from the same emitter. Correlations of photons originating from different emitters
will provide the ensemble spectral correlation, P ens(ζ).
Spectroscopy [29] - consists of using a scanning Michelson interferometer to turn
spectral correlations in the broadened spectrum into intensity correlations recorded
by a Hanbury Brown Twiss detection setup. Previously, we applied this method to an
isolated single emitter. Here, we expand and generalize to obtain the same dynamic
single emitter spectral information from an ensemble of emitters. The method is
investigated theoretically and demonstrated with numerical simulations illustrating
its significance in conjunction with Fluorescence Correlation Spectroscopy (FCS).
4.2 Intensity correlations in an inhomogeneous
spectrum
We introduce here the various quantities necessary to describe intensity correlations
in an inhomogeneous spectrum and then describe a potential experimental setup
dedicated to their measurement.
4.2.1 Theoretical description
We consider a collection of N nearly identical emitters embedded in a dynamic and
spatially inhomogeneous environment. Due to slight variations in the structure of the
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emitters (e.g. in their shape or composition) and spatial inhomogeneity (as caused,
for example, by nanoscale disorder for emitters in a condensed medium), the spectra
of the single emitters do not collapse on a single narrow, homogeneous stationary
spectral line, but instead disperse their averaged frequencies ω1, ..., ωi, ..., ωN over a
spectral width ∆ around some frequency ω0 (Fig. 2(a)). Temporal inhomogeneities
additionally cause the lineshapes of the emitters, s1(ω, t), ..., si(ω, t), ..., sN (ω, t), to be
explicitly dependent on time t, each emission line undergoing independent, identically
distributed temporal stochastic spectral fluctuations over a mean-squared range σ2 =
〈[si(ω, t)− ωi]2〉 centered around the single emitter’s average transition frequency
ωi (where 〈.〉 denotes the average over many independent observations). At any
time t, each emitter contributes to the ensemble emission with an intensity Ii(t) =∫
si(ω, t)dω and a normalized lineshape sˆi(ω, t) = si(ω, t)/Ii(t) (i.e.
∫
sˆi(ω, t)dω = 1).
Stochastic fluctuations in the total intensity of the spectrum I(t) =
∑N
i=0 Ii(t) are
traditionally approached through the second-order (intensity) correlation function
g(2)(τ) = 〈I(t)I(t + τ)〉/〈I(t)〉2. Similarly, fluctuations in the ensemble spectrum
S(ω, t) =
∑N
i=0 si(ω, t) can be analyzed through the spectral correlation function
P (ζ, τ) :
P (ζ, τ) = 〈
∫
S(ω, t)S(ω + ζ, t+ τ)dω〉. (4.1)
Qualitatively, the spectral correlation function P (ζ, τ) scales as the probability to
measure a frequency difference ζ between two photons separated by a time interval
τ . Important properties of P (ζ, τ) appear when splitting up Eq.4.1 into two distinct
components as :
P (ζ, τ) = P ens(ζ, τ) + P single(ζ, τ) (4.2)
where P ens(ζ, τ) =
∑
i 6=j
∫ 〈si(ω, t)sj(ω+ζ, t+τ)〉dω and P single(ζ, τ) = N〈∫ si(ω, t)si(ω+
ζ, t + τ)dω〉. Since emitters have statistically independent fluctuations, the compo-
nent P ens(ζ, τ) rewrites as P ens(ζ, τ) =
∑
i 6=j
∫ 〈si(ω, t)〉〈sj(ω+ζ, t)〉dω, i.e. P ens(ζ, τ)
is independent of τ and reduces to the autocorrelation of the average ensemble spec-
trum. Similarly, P single(ζ, τ) reduces to the autocorrelation of the time-averaged single
emitter spectrum as long as the single emitter spectra si(ω, t) and si(ω, t+ τ) are un-
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correlated, i.e. for large values of τ . But on shorter timescales τ → 0, temporal
inhomogeneous broadening is suppressed as no spectral fluctuations have time to
occur, and P single(ζ, τ = 0) coincides with the autocorrelation of the single emitter
spectrum. The difference between P single(ζ, τ = 0) and P ens(ζ) is illustrated in Fig.
2(b).
Information on the linewidth of the single emitter hence appears systematically
encoded into the spectral correlation function P (ζ, τ). As shown below, the spectral
correlation function P (ζ, τ) turns out to be a quantity that can be measured directly
with a dedicated experiment from which the single emitter linewidth can be extracted.
4.2.2 Measurement setup
The experiment involves a setup previously introduced to observe the spectral dy-
namics of an isolated emitter at high temporal resolution [29]. The emission is sent
to a Michelson interferometer with an arm continuously moving back and forth (at
velocity V ) over a range of several fringes around an optical path difference δ. The
intensities Ia(t), Ib(t) at the outputs of the interferometer oscillate as the Fourier
transform of the emission spectrum
Ia,b(t) =
N∑
i=1
Ii(t)[1±
∫ ∞
0
sˆi(ω, t) cos(ωδ(t)/c)dω], (4.3)
where δ(t) is the instantaneous optical path difference between the arms (δ(t) = δ). A
pair of avalanche photodiodes detects these intensities and a photon-counting board
computes their cross-correlation function g×(δ, τ) :
g×(δ, τ) =
Ia(t)Ib(t+ τ)
Ia(t) Ib(t+ τ)
, (4.4)
where . . . indicates time-averaging over acquisition time of the intensity correlation.
Assuming the scanning speed V is set so that fringes oscillate on the photodiodes
with a temporal periodicity c/2ω0V shorter than the acquisition time and larger than
the timescales τ under investigations, the time-averaged intensity cross-correlation
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Figure 4-3: The standard FCS intensity correlation function, g(2)(τ). Our method
works in situations like FCS, where the ensemble emission exhibits an intensity cor-
relation function g(2)(τ) 6= 1 at short timescales. In these cases, the single emitter
spectral correlation, psingle(ζ, τ), is weighted by g(2)(τ)− 1 and can be separated from
the background ensemble spectral correlation, pens(ζ).
function g×(δ, τ) measured at the output of the scanning interferometer decomposes
as
g×(δ, τ) = gens(δ, τ) + gsingle(δ, τ), (4.5)
with :
gens(δ, τ) =
N − 1
N
(
1− 1
2
FT[pens(ζ)]δ/c
)
(4.6)
gsingle(δ, τ) =
(
g(2)(τ)− 1 + 1
N
)
×
(
1− 1
2
FT[psingle(ζ, τ)]δ/c
)
(4.7)
where g(2)(τ) = 〈I(t)I(t+ τ)〉/〈I(t)〉2 is the autocorrelation function of the intensity
I(t) = Ia(t)+Ib(t) entering the interferometer, and p
ens(ζ) = P ens(ζ)/
∫
P ens(ζ)dζ and
psingle(ζ, τ) = P single(ζ, τ)/
∫
P single(ζ, τ)dζ denote the normalized spectral correlation
functions of the ensemble spectrum and single-emitter spectrum respectively.
This result simplifies in a few important cases. For an isolated emitter (N =
1), the cross-correlation function g×(δ, τ) reduces to its single-emitter component,
i.e. g×(δ, τ) = gsingle(δ, τ). Assuming the emission obeys Poissonian statistics (i.e.
g(2)(τ) = 1), the intensity cross-correlation function reads :
g×(δ, τ) = 1− 1
2
FT
[
psingle(ζ, τ)
]
δ/c
, (4.8)
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in agreement with previous theoretical findings [29]. In this case, the cross-correlation
function g×(δ, τ) depends on the value in δ/c of the Fourier transform (in ζ) of the
single emitter spectral correlation function psingle(ζ, τ). Hence, the dynamics of the
single emitter linewidth (as encoded in psingle(ζ, τ)) can be reconstructed through the
successive accumulation of cross-correlation functions g(τ) at various optical path
differences δ.
Our main point is that the single-emitter component gsingle(δ, τ) in the cross-
correlation function g×(δ, τ) does not vanish even when the number of emitters in-
volved in the experiment becomes very large (N ≫ 1), provided photoemission oc-
curs with non-Poissonian statistics (i.e. g(2)(τ) 6= 1). Indeed, Equations 4.5-4.7 then
rewrite as
g×(δ, τ) = g(2)(τ)− 1
2
FT
[
pens(ζ) + (g(2)(τ)− 1)psingle(ζ, τ)]
δ/c
, (4.9)
where the normalized cross-correlation function g×(δ, τ) contains contributions from
both the inhomogeneous ensemble and single-emitter spectra, with magnitudes of
order 1 and g(2)(τ)− 1 respectively (Fig. 3). Information on the single emitter spec-
trum will therefore survive ensemble averaging when emitters, for example, radiate
intermittently, as seen on blinking emitters (due to photoisomerisation or crossing
to a triplet state) or transiently-excited emitters (for which g(2)(τ → 0) = 1 + 1/n,
where n is the time-averaged number of emitters significantly contributing to the en-
semble spectrum at any time). The result also holds for emitters showing complete
photon antibunching (i.e. individually behaving as single-photon sources), for which
g(2)(τ → 0) = 1− 1/n.
We also note that recording cross-correlation functions g×(δ, τ) over long durations
raises the signal-to-noise ratio, thus improving the measurement of the homogeneous
linewidth - a result in complete contrast with standard spectroscopy, where longer
accumulation times yield higher signal-to-noise ratios at the expense of greater inho-
mogeneous broadening.
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4.3 Application: unveiling spectral fluctuations in
Fluorescence Correlation Spectroscopy
Fluorescence Correlation Spectroscopy (FCS) [58] provides a well-defined framework
to illustrate these findings and their significance. We choose two examples to simulate.
In our first example, we model an ensemble comprised of single emitters with differing
center frequencies, ωi, and fixed doublet spectrum consisting of two delta functions
at ωi − Ω2 and ωi + Ω2 . As shown below, the underlying doublet is easily resolved
from the broad ensemble spectrum with our method, despite the lack of evidence for
a doublet in the ensemble emission spectrum (Fig. 4). In our second example, we
allow the center frequency of each doublet to fluctuate in time with a frequency ωi(t)
and demonstrate our ability to observe these spectral dynamics (Fig. 5).
4.3.1 Numerical methods
We modeled FCS experiments by simulating photodetection times and emission wave-
lengths for spherical emitters of 2 nm radius freely diffusing in water at room tem-
perature (diffusion coefficient D = 100 µm2/s) and excited by a tightly focused beam
forming a spherical Gaussian excitation spot of width w0 = 200 nm. The concentra-
tion of the emitters in the solution was adjusted so that a number of emitters n = 10
were found in the excitation volume at any time. Detection of the fluorescence from
the excitation spot was set to a total photodetection rate of I = 105 counts/s.
FCS simulations were performed by generating three-dimensional Brownian mo-
tion trajectories for N emitters diffusing in a finite, cubic-shaped, open volume sim-
ulation box centered on the excitation spot. To do so, the diffusion trajectories of
N particles were first computed in unbounded free-space, and then subsequently put
into the bounded simulation box by considering the latter as the unit cell of a three-
dimensional tiling with periodic boundary conditions. A concentration of n = 10
emitters under the laser spot was reached for a total number of emitters N = 105 in
the simulation box. Once the single-emitter trajectories were computed, each of the
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N emitters was assigned a center frequency ωi drawn from the underlying Gaussian
ensemble distribution of width ∆ centered on ω0. Open volume conditions were en-
forced by redrawing the wavelength of an emitter from this distribution every time it
reached a boundary of the simulation box.
Computations of Brownian trajectories can be highly demanding when high tem-
poral and spatial resolution are required, as is the case in FCS. However, the problem
simplifies by noting that the position of an emitter needs only to be determined when
it creates a photodetection event. The positions of each emitter were therefore first
computed assuming uniform excitation over the simulation box, i.e. at times sepa-
rated by intervals distributed with Poissonian statistics. Non-uniform excitation over
the simulation box was then taken into account by filtering these photodetection times
with a survival probability p = exp(−r2/2w20) given by the Gaussian excitation profile
at the emitter’s location r. Emitters far from the excitation spot at a given time do
not radiate, and so do not contribute to the FCS signal, making the computation of
their trajectory at that time unnecessary. The width of the simulation box (4 µm)
was therefore kept minimal, yet large enough compared to the excitation spot size
w0 = 200 nm to keep finite simulation box effects negligible.
Implemented in C (Anjuta 2.4.1) on a personal computer (1 GHz CPU, Linux), the
above procedure typically required a few hours to produce long streams of photode-
tection events consisting of more than 107 photodetection times with their associated
detected wavelength for emitters freely diffusing in a liquid environment under focused
laser excitation. The validity of our approach was confirmed by excellent agreement
between the simulated and theoretical intensity correlation functions g(2)(τ) expected
from FCS experiments on spherical shaped emitters in water (Fig. 3).
4.3.2 Line shape of single emitters with static spectra re-
vealed despite ensemble broadening
In our first example, ensemble emission was centered at a wavelength λ0 = 600
nm, with individual transition frequencies ω1, ..., ωi, ... distributed around λ0 with
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Figure 4-4: Standard spectroscopy versus spectral correlation measurement. a) Emis-
sion spectrum as measured by standard spectroscopy after an acquisition time of 1 s.
The corresponding lineshape coincides with the average ensemble spectrum, 〈S(ω, t)〉,
and shows no evidence of the underlying single-emitter doublets si(ω, t). b) Using
our method, the spectral correlation of the underlying doublet, psingle(ζ, τ), is easily
seen on top of a broad ensemble pedestal, pens(ζ). The amplitude of psingle(ζ, τ) is
determined by the intensity correlation function g(2)(τ) of the sample emission.
Gaussian statistics over a FWHM range ∆ = 6 nm as expected from slight but
significant inhomogeneous broadening. Each single emitter spectrum consisted of a
doublet of monochromatic lines separated by a spectral width Ω = 1 nm.
If measured with a conventional FCS detection setup, the correlation function
g(2)(τ) of the sample peaks at short timescales τ ≪ τD (Fig. 3), accounting for the
fact that the total detected intensity I(t) fluctuates as emitters continuously enter
and exit the excitation volume with an average diffusion time τD = w
2
0/4D = 100 µs.
Here, an emitter therefore diffuses out of the spot within a duration τD comparable
to the average delay n/I = 100 µs between its detected photons, hence contributing
to the total fluorescence signal by a few photons at most. Under such conditions, the
spectrum observed in standard spectroscopy reduces to its inhomogeneous component
- namely a broad Gaussian line of width ∆ ≫ Ω. The doublet in the single emitter
spectrum is not detected (Fig. 4(a)).
We then add the Michelson interferometer in the photodetection path and scan
the interferometer continuously over 10 fringes around various optical path differences
δ. Each cross-correlation function g×(δ, τ) is measured by accumulating photons over
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1 minute. The scanning speed V is set to 5 fringes/s, i.e. slow enough to access the
spectral dynamics at all timescales τ < c/2ω0V = 200 ms, and yet fast enough to
ensure many (∼ 300) fringe oscillations are recorded over the accumulation time.
The cross-correlation function g×(δ, τ) now shows a strong dependence on the op-
tical path difference δ where it was recorded, which directly provides the normalized
spectral correlation function p(ζ, τ) = pens(ζ) + (g(2)(τ)− 1)psingle(ζ, τ) by taking the
inverse Fourier transform in Eq.4.9. Photons separated by durations τ ≫ τD can
not be spectrally correlated, since the population of emitters in the focal spot under-
goes complete renewal over timescales τ ∼ τD, accounting for the fact that p(ζ, τ)
then coincides with pens(ζ). On timescales shorter than τD, emitters generally do
not have time to diffuse out of the excitation spot. Photons separated by durations
τ < τD have a non-zero probability g
(2)(τ) − 1 of being from the same emitter and
therefore containing information from a single emitter. It is at these timescales that
the underlying doublet is revealed, as seen from the triplet of lines of relative ampli-
tude {1/4, 1/2, 1/4} at frequencies {−Ω, 0,+Ω} produced by the autocorrelation of a
doublet of width Ω (Fig. 4(b)).
4.3.3 Line shape of single emitters with a dynamic spectrum
The method also yields results on single emitters with a dynamic spectrum. Sim-
ulations were performed for emitters with a doublet spectrum of width Ω = 1 nm
undergoing both static broadening over a FWHM range ∆ = 6 nm and individual
dynamic Gaussian spectral fluctuations with a correlation time τc = 100 µs over
a broad FWHM spectral range σ = 3 nm around their center frequencies ωi. All
other parameters (emitter radius, scanning speed, detection intensity etc.) were left
unchanged from previous section.
In this case, the time-averaged spectrum is a broad Gaussian, while the time-
resolved spectrum is a doublet of separation Ω = 1 nm. Here again, standard spec-
troscopy cannot provide the single emitter linewidth, as spectral broadening caused by
diffusion under the excitation spot and spectral diffusion of the single emitter happens
at a rate τ−1D + τ
−1
c = 20 ms
−1 faster than the average single-emitter photodetection
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Figure 4-5: Intensity cross-correlations at the outputs of the scanning interferometer
for a population of emitters undergoing both static and dynamic spectral broadening.
a) g×(δ, τ) as measured at different interferometer positions δ. The cross-correlation
functions g×(δ, τ) differ from the standard FCS intensity correlation function g(2)(τ)
at long timescales τ ≫ τD due to the ensemble spectral correlation pens(ζ) and at
short timescales τ ≪ τD due to the time-dependent single-emitter spectral correlation
function psingle(ζ, τ). b) Decay of the g×(δ, τ) with δ at short timescale τ = 100 ns
(insert). The corresponding Fourier transform of g(2)(τ) − g×(δ, τ) for increasing
values of τ reveals the time dependent single emitter spectral correlation, psingle(ζ, τ).
rate I/n = 10 ms−1.
Figure 5(a) shows g×(δ, τ) for several different interferometer positions δ. The
corresponding patterns in the correlation functions g×(δ, τ) can be understood as
follow. For optical path differences δ comparable to the ensemble coherence length
Λ = ∆/c = 40 µm, the output intensities are strongly modulated by the interference
pattern of the ensemble spectrum, correspondingly producing strong intensity anti-
correlations between the interferometer outputs at every timescale τ (δ = 44 µm, Fig.
5(a)). If we now increase the optical path difference δ until the ensemble coherence
length Λ is exceeded, fringes emanating from the ensemble spectrum completely van-
ish (δ = 348 µm, Fig. 5(a)). In this regime, distortions from the correlation function
seen in standard FCS (and in Fig. 3) nonetheless persist due to single-emitter in-
terference phenomena. Indeed, when plotting g×(δ, τ) as a function of δ, a beatnote
is then evidenced at very short timescales τ < 100 ns, showing that the doublet is
resolved over delays τ ≪ min(τc, τD), in agreement with our previous theoretical anal-
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ysis (Fig. 5(b), insert). Finally, for very large optical path differences, all interference
phenomena vanish, and the standard FCS correlation function is actually recovered
(δ = 1260 µm, Fig. 5(a)).
Calculating the inverse Fourier transform of g(2)(τ)− g×(δ, τ) for different values
of τ clearly shows the autocorrelation of a temporally evolving doublet - namely
a triplet of intensities {1/4, 1/2, 1/4} in {−Ω, 0,+Ω} superimposed on the broad
autocorrelation of the ensemble spectrum (Fig. 5(b)).
4.4 Conclusion
Our approach overcomes both ensemble and temporal averaging effects in large pop-
ulations of single emitters to provide the linewidth of a single emitter, even if many
emitters are detected simultaneously, with each of them contributing only a few pho-
tons to the ensemble spectrum.
We demonstrated our approach with simulations in conjunction with FCS, showing
the ability to extract a single emitter line shape from an inhomogeneously broadened
ensemble. We then made that line shape time dependent and were able to observe
the spectral dynamics with high temporal and spectral resolution.
No assumption was made as to the nature of the excitation beam. Illustrated here
under continuous excitation, our approach applies to emitters excited by a broadband
lamp or a monochromatic laser. Pulsed excitation is also possible, particularly for
the exploration of spectral correlations (e.g. multi-excitonic spectral lines) occurring
on timescales shorter than the excited state lifetime of the emitters.
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Chapter 5
Extracting spectral dynamics from
single chromophores in solution:
Experimental results
Fluorescence spectroscopy of single chromophores immobilized on a substrate has
provided much fundamental insight, yet the spectral lineshapes and dynamics of sin-
gle chromophores freely diffusing in solution have remained difficult or impossible
to measure with conventional linear spectroscopies. In this chapter, we experimen-
tally demonstrate using PCFS to extract time dependent single chromophore spectral
correlations from intensity correlations in the interference pattern of an ensemble flu-
orescence spectrum. We apply our technique to solutions of colloidal quantum dots
and explore the spectrum of single particles on short time scales not feasible with
conventional fluorescence measurements. This work was published as “Marshall LF,
Cui J, Brokmann X, Bawendi MG. Extracting Spectral Dynamics from Single Chro-
mophores in Solution. Physical Review Letters 2010, 105: 053005” [59].
5.1 Introduction
Spectroscopic measurements on single chromophores can reveal rich complexity pre-
viously obscured by the averaging effects of sample and environmental heterogeneity.
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However, conventional single molecule fluorescence measurements are fundamentally
limited in temporal resolution by the time necessary to accumulate a spectrum and
require the chromophore to be both highly photostable and immobilized on a sub-
strate. In this chapter, we demonstrate a method for extracting spectral correlations
from single chromophores in solution. Our method uses continuous wave (cw) exci-
tation, provides temporal resolution nearing the lifetime of the emitter, and reveals
the evolution of the average single emitter spectral linewidth over nearly six orders
of magnitude in time.
Fluorescence spectroscopy on single chromophores immobilized on a substrate
has provided much insight into, for example, spectral diffusion of molecules [60] and
nanoparticles [22], conformational dynamics of proteins[61] and temperature depen-
dent line shapes [62]. However, there are times when stability, environmental depen-
dence, or convenience make it necessary to measure spectroscopic characteristics of a
sample in solution - even when single emitter information is desired. Powerful non-
linear techniques like photon echo and hole burning are available for solution phase
measurements, but not all samples have an appreciable nonlinear cross section.
Our method fills the important niche of solution-based, single chromophore, cw
spectroscopy by replacing the beam splitter in a standard fluorescence correlation
spectroscopy (FCS) [58] experiment with a Michelson interferometer. We analyze
intensity correlations as a function of interferometer position to obtain time dependent
spectral correlations. Spectral correlations originating with the same chromophore are
statistically enhanced and separable from the ensemble using intensity fluctuations
from diffusion. Similar to the way FCS uses many particles diffusing through the
focal volume to determine the average single particle diffusion coefficient, we use
spectral correlations from many diffusing chromophores to determine the average
single chromophore spectral correlation.
We demonstrate the power of our technique using colloidal quantum dots (QDs).
A single QD, like many molecules, experiences time dependent fluctuations in aver-
age emitted wavelength, causing the measured linewidth to be a time average of all
relevant realizations[19]. Typical single QD fluorescence measurements at room tem-
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Figure 5-1: Experimental setup. The central component of PCFS is shown in pink,
where a scanning Michelson interferometer has its two outputs cross correlated to con-
vert fast frequency fluctuations into measurable intensity fluctuations. This section
of the setup was discussed in detail in chapter 3. Now, our sample is in solution and
intensity fluctuations from diffusion allow for the separation of spectral fluctuations
of single chromophores from the ensemble. The zoomed in section shown in orange
contains the inverted confocal microscope used for solution measurements.
perature show a broad spectrum (∼40-70 meV[38]), but it is not known if spectral
dynamics are occurring during the time scale of the measurement (generally ≥100
ms). Furthermore, when QDs are synthesized, polydispersity in particle size creates
a distribution of center wavelengths for spectra of individual particles, resulting in a
broadening of the ensemble fluorescence spectrum.
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5.2 Experimental Setup
Our experimental setup, shown in Fig. 5-1 and reminiscent of previous work done on
photon correlation Fourier spectroscopy (PCFS)[29], consists of a homebuilt inverted
microscope with a 60X water immersion objective. The emission is spatially filtered
through a confocal pinhole and sent to a Michelson interferometer, where the two
outputs are detected with avalanche photodiodes (APDs, Perkin Elmer) and cross
correlated with a hardware autocorrelator card (ALV-7004/Fast). Alignment of the
confocal pinhole is optimized by imaging the pinhole onto a CCD camera.
When observing an isolated single emitter with the setup, as in PCFS, the interfer-
ometer maps spectral changes into intensity changes and the distribution of spectral
changes between photons with a given temporal separation determines the degree of
correlation in the interferogram. By measuring the intensity correlation at different
interferometer positions while dithering one mirror, a time dependent spectral cor-
relation, psingle(ζ, τ) = 〈∫ s(ω, t)s(ω + ζ, t + τ)dω〉, is obtained, where s(ω, t) is the
spectrum at time t and 〈. . .〉 denotes time averaging. psingle(ζ, τ) is then the prob-
ability of detecting two photons with temporal spacing τ and energy separation ζ.
From this, we learn about the temporal evolution of the emission line shape at time
scales approaching the lifetime of the emitter [29]. PCFS has been demonstrated on
single QDs immobilized on a substrate[23], but an object immobilized on a substrate
does not necessarily behave identically in solution.
Here, we expand this interferometric technique to measure linewidths of single
emitters obscured by an ensemble in solution and then demonstrate the extraction
of spectral dynamics over a wide range of time scales. By combining the inter-
ferometer with FCS, we obtain a diffusion weighted spectral correlation, pens(ζ) +[
gFCS(τ)− 1] psingle(ζ, τ), where gFCS(τ) is the intensity correlation measured in
conventional FCS experiments and pens(ζ) is the spectral correlation of the ensemble
spectrum. The quantity psingle(ζ, τ) now coincides with the single emitter spectral
correlation averaged over all observed emitters. Spectral correlations are indepen-
dent of absolute energy so polydispersity in average emission frequency does not
80
S
p
e
ct
ra
l C
o
rr
e
la
ti
o
n
− − − − − −−400 −200 0 200 400
meV
400 200 0 200 400
meV
400 200 0 200 400
meV
400 200 0 200 400
meV
1ns 10ns 100ns 1μs 10μs 100μs 1ms 10ms 100ms 1s
1
1.2
1.4
1.6
1.8
g
fc
s (
τ)
S
p
e
ct
ra
l C
o
rr
e
la
ti
o
n
S
p
e
ct
ra
l C
o
rr
e
la
ti
o
n
S
p
e
ct
ra
l C
o
rr
e
la
ti
o
n
τ=100μs τ=10msτ=600ns τ=700μssingle
single
single
(b)
(c) (e)(d) (f )
ensemble ensembleensembleensemble
energy (eV)
$
u
o
re
sc
e
n
ce
1.8 2 2.2 2.4
 
 
(a)
Figure 5-2: (a) A polydisperse ensemble (black line) was constructed by mixing eight
different colors of QDs to demonstrate the ability to extract the average single QD line
shape. (b) The intensity correlation caused by diffusion, gFCS(τ). (c)-(f): The diffu-
sion weighted spectral correlation, pens(ζ) + [gFCS(τ)− 1]psingle(ζ, τ). As τ increases,
the single particle component decreases and, eventually, only ensemble information
remains. For clarity, the time-invariant pens(ζ) is superimposed on each figure. Each
intensity cross correlation used was measured for 30 s with 457 nm excitation at 55
µW.
obscure spectral dynamics encoded in psingle(ζ, τ). Below, we describe the successful
extraction of psingle(ζ, τ) and refer readers to our previous simulations paper for more
mathematical rigor [59].
5.3 Extracting the single emitter linewidth from a
polydisperse ensemble
For our initial experiment, we constructed the exceptionally polydisperse ensemble
shown in Fig. 5-2(a) by mixing eight different sizes of CdSe QDs together in a
solution of decane with trace Cd-oleate and decyl-amine. Each of the single QDs
in this ensemble is expected to have roughly the same spectral width despite vastly
different center frequencies. The significant difference in linewidth for the single
particle and ensemble spectra will allow for a clear distinction between psingle(ζ, τ)
and pens(ζ). After demonstrating the technique, we switch to a more uniform sample
and extract detailed quantitative information about the spectral dynamics for a nearly
monodisperse sample of QDs.
We begin by examining the emission of our artificially broadened ensemble at the
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outputs of the interferometer. When the path difference δ between the arms of the
interferometer is significantly longer than the coherence length of the spectrum, the
intensity cross correlation is determined by the diffusion of the QDs, as seen in FCS.
The FCS intensity correlation for our sample, gFCS(τ), is shown in Fig. 5-2(b).
As the path difference δ between the arms of the interferometer approaches the
coherence length of the spectrum, interference influences the intensities at the two
outputs of the interferometer to an extent determined by the Fourier transform of
the spectrum. These intensities can be expressed as a sum over the intensities of all
the individual N particles in solution, each with their own respective spectrum and
interference pattern. The intensity cross correlation can then be written as follows:
g×(δ, τ) =
Ia(t)Ib(t+ τ)
Ia(t) Ib(t+ τ)
=
∑N
i=1
∑N
j=1 I
(i)
a (t)I
(j)
b (t+ τ)
Ia(t) Ib(t+ τ)
.
While measuring the cross correlation, we dither one mirror slightly to average
the cross correlation over a small distance. Dithering removes sensitivity to absolute
energies while retaining information on relative energy separations. We can separate
this cross correlation into parts dependent on pairs of photons emitted from the same
QD (i = j) and pairs of photons emitted from different QDs (i 6= j). Only photons
from the same QD have an intensity correlation that also depends on gFCS(τ) because
the motion of different QDs is uncorrelated. This allows us to separate single QD
spectral correlations from the ensemble. The number of QDs in our solution is very
large (N ≫ 1) and the dithering rate is much slower than the time scales interrogated,
so we simplify and obtain the following governing equation:
g×(δ, τ) = gFCS(τ)− 1
2
FT{pens(ζ)
+
[
gFCS(τ)− 1] psingle(ζ, τ)}δ,
where psingle(ζ, τ) is the average single particle spectral correlation defined previously
and pens(ζ) = 〈S(ω)S(ω+ ζ)〉 is the same for the ensemble with S(ω) = 〈∑ si(ω, t)〉.
The cross correlation now depends on the Fourier transform (in path length δ) of
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the diffusion weighted spectral correlation, pens(ζ) +
[
gFCS(τ)− 1] psingle(ζ, τ). The
diffusion weighted spectral correlation measured for our artificially broadened sample
is shown in Figs. 5-2(c)-5-2(f). At short times, the enhanced probability of detecting
photons from the same particle leads to a large single particle component in the
spectral correlation. As the amplitude of gFCS(τ) decreases, the narrow psingle(ζ, τ)
peak also decreases in magnitude while the broader pens(ζ) remains constant. At the
longest time scales, gFCS(τ) has fully decayed and only pens(ζ) remains.
The static ensemble component can be removed from the diffusion weighted spec-
tral correlation and we are left with only the time dependent spectral correlation of
the average single particle. The remaining psingle(ζ, τ) fits to a Gaussian with FWHM
of 104 meV at τ=5 µs. Assuming that the underlying spectrum is also Gaussian, we
can extract an average single QD linewidth with a FWHM of 74 meV for this poly-
disperse ensemble. We are not aware of other experiments capable of extracting this
linewidth at similar timescales and excitation conditions. Our result can be compared
to linear measurements taken at longer timescales [38] and nonlinear measurements
taken at higher powers [63]. The assumption of a Gaussian line shape leads us to
a slightly larger value for the FWHM of the average single QD than these previous
measurements. As demonstrated below, however, the spectral correlations we mea-
sure are nearly identical to the spectral correlations obtained with conventional single
QD fluorescence spectroscopy.
In this first experiment, the count rate was ∼15 kHz on each detector. From fit-
ting gFCS(τ), we obtain the diffusion time for a QD moving through the focal volume
to be ∼0.18 ms and the average number of QDs in the focal volume to be 1.5; thus
we are obtaining single particle spectral information with bursts averaging less than
four photons from each QD traversing the focal volume. Assuming a 5% collection
efficiency and an 80% quantum yield, the QD is excited, on average, every 2 µs. This
timescale is significantly longer than the temporal resolution of our technique, indi-
cating that we have the ability to measure an intrinsic linewidth free of photoinduced
dynamics from multiple excitation events.
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Figure 5-3: Data on a nearly monodisperse sample of QDs emitting at 620 nm.
(a) At each interferometer position a cross correlation is measured while dithering
one mirror. The sinusoidal intensity correlation from dithering appears only at long
(> 70 ms) times.(b) The autocorrelation of the sum of both APD intensities is fit at
short time scales to avoid effects from afterpulsing and dead times and then used as
gFCS(τ). (c)-(g) The extracted FT [psingle(ζ, τ)] with the Gaussian fits used in (h).
(h) The linewidth (FWHM) for the average single QD is determined by solving for
FT [psingle(ζ, τ)] and assuming a Gaussian line shape. Dashed lines represent a 95%
confidence interval. The spectrum is surprisingly constant over the temporal regime
measured.
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5.4 Spectral dynamics of single CdSe nanocrystals
in solution
We now apply our technique to an ensemble of nearly monodisperse 620 nm CdSe/CdZnS
QDs [64] illuminated with 16 µW at 514 nm and spatially filtered through a slightly
larger (50 µm) pinhole. We acquire the cross correlation at a range of interferometer
positions separated by 1µm and dither over ∼ 1 µm distance [shown in Fig. 5-3(a)].
Each cross correlation is averaged for 40 s.
We simultaneously collect the autocorrelation of the sum of the two APD inten-
sities, gA+B(τ), which is fitted to avoid artifacts from short time scale afterpulsing
and dead time and then used as gFCS(τ) in the governing equation. The fitted values
replace the actual data only at short timescales (τ ≤ 6 µs). For accurate fitting, we
first measure gFCS(τ) as the cross correlation when the path length difference δ is
large. We fit this to A
[
(1−B ∗ τ 2−m) / (1 + τ/τD)− ke−τ/n
]
, which allows for dif-
fusion, blinking, and antibunching [65, 66, 5] and adjust only its amplitude for each
individual, afterpulse-corrected, gA+B(τ). The afterpulse correction is determined
from a count-rate-corrected removal of gA+B(τ) − gFCS(τ) as measured in a region
beyond the coherence length [67]. The final intensity correlations used for gFCS(τ)
are shown in Fig. 5-3(b).
For each τ value between 34 ns and 10 ms we correct for gFCS(τ) and pens(ζ) and
extract the average single QD linewidth assuming a Gaussian line shape. Represen-
tative plots of FT [psingle(ζ, τ)] with Gaussian fits are shown in Figs. 5-3(c)-5-3(g). In
Fig. 5-3(h), we plot the linewidth as a function of τ and find it to be nearly constant
over the temporal regime examined.
Spectral dynamics in QDs are thought to be caused by interactions with phonons
on fast time scales and charging or discharging of surface states on slower time scales.
While interactions with phonons are much too fast to be probed with this experi-
ment, the slower, charging-based dynamics have previously been observed in single
QDs at time scales from seconds to minutes. At cryogenic temperatures, the single QD
linewidth becomes narrower with energy changes from spectral diffusion approaching
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Figure 5-4: Comparisons with conventional methods. (a) The spectral correlation
of the ensemble spectrum obtained with a spectrometer is nearly identical to that
obtained by our method. (b) The single QD spectral correlation measured with our
method (at 5 µs) is also nearly identical to the average spectral correlation of 25
single QDs measured with confocal microscopy and an integration period of 1 s.
that of the broader room temperature linewidth [35]. It has previously been unknown
if these dynamics become faster at room temperature and become a significant con-
tributor to the room temperature linewidth. Our result, however, demonstrates that
the conventionally measured room temperature linewidth is not broadened by spec-
tral dynamics at time scales between 34 ns and 10 ms and suggests that charging or
discharging events, if they occur at all, must be on shorter or longer time scales.
As a control, we compare the pens(ζ) from our measurement with a traditional
ensemble spectrum measured through a spectrometer and then correlated with itself
in Fig. 5-4(a). We find good agreement between the two techniques, further providing
confidence in our ability to extract quantitative values from our method.
To compare our measurement with standard fluorescence measurements, we used
confocal microscopy to measure the spectrum for 25 individual QDs and calculated
the average spectral correlation using a 1 s integration time and 440 W/cm2 illumi-
nation from a 514 nm argon ion laser. This direct measurement, as compared to the
spectral correlation obtained from solution at τ=5 µs, is shown in Fig. 5-4(b). The
two spectral correlations are nearly identical, implying that the QD spectrum is not
significantly influenced by the substrate.
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5.5 Conclusion
In conclusion, we have demonstrated a method for extracting the average single emit-
ter linewidth from intensity correlations in an ensemble fluorescence spectrum. By
combining fluorescence correlation spectroscopy with an interferometer, we can sep-
arate single particle spectral correlations from the ensemble with a temporal resolu-
tion many orders of magnitude smaller than previous fluorescence experiments. Our
method is relatively simple and can provide powerful information not easily discerned
by other methods, especially when it is important to measure spectral properties in
the native environment.
We applied our technique to determine the single QD linewidth and spectral dy-
namics from a solution of QDs. We find the single QD spectrum to be surprisingly
static in the regions between 34 ns and 10 ms, with a spectral correlation width of 109
meV and spectral linewidth of 77 meV assuming a Gaussian lineshape. We are able
to extract this width and dynamics information despite significant polydispersity in
the ensemble measurement.
This work was supported by the Department of Energy (Grant No. DE-FG02-
07ER46454) and Harvard-MIT NSF-NSEC (DMR-D213282). The authors thank Cliff
Wong, Zoran Popovic, Andrew Greytak, Brian Walker and Numpon Insin for pro-
viding the QDs and Rainer Peters for updating the ALV-7004/FAST software to
calculate gA+B(τ).
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Chapter 6
PCFS on single low temperature
QDs
In this chapter, we apply Photon Correlation Fourier Spectroscopy (PCFS) to single
quantum dots (QDs) at liquid helium temperatures in order to learn about spectral
linewidths and dynamics hidden by the poor spectral and temporal resolution of
conventional fluorescence spectroscopy.
6.1 Introduction
In the previous two chapters, we have discussed using PCFS to extract single emitter
linewidths from room-temperature emitters obscured by an ensemble in solution. We
were able to obtain the average single-emitter spectral correlation from that approach.
We found that the room temperature single QD spectrum can be broad and static
on timescales between 35 ns and 10 ms. Now, we use PCFS to analyze single QDs at
liquid helium temperatures (4.2 K). These QDs are immobilized on a substrate and
examined individually.
At low temperature, the single QD spectrum narrows and becomes significantly
more dynamic. On the timescale of a conventional fluorescence measurement (at least
100s of ms), the low temperature QD spectrum has been measured to be on the order
of 100 µeV [19]. However, this linewidth is both resolution limited by the spectrom-
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eter and temporally limited by the need to integrate for long enough periods of time
to collect enough photons to measure a spectrum. Other, less conventional, experi-
ments have measured 10-20x narrower linewidths with significant spectral dynamics
occurring on sub-millisecond timescales [23, 26, 33, 34]
We analyze two types of QDs in this chapter. The first, a CdSe/CdS quasi-type
II dot, was found to be very stable with a narrow linewidth (∼ 5 µeV) and spectral
broadening occurring on the millisecond timescale. The second sample, a CdSe/ZnS
QD from Invitrogen emitting at 655 nm at room temperature, was significantly more
dynamic with a slightly broader lineshape (∼ 50 µeV) and spectral diffusion happen-
ing via a series of uncorrelated spectral jumps, rather than the continuous broadening
seen in the first sample.
6.2 Optical Setup
We use the same Michelson interferometer, APDs, hardware autocorrelator, and float-
ing table described previously. However, we now collect our emission from a home-
built, upright, scanning confocal microscope. The LabView-controlled microscope
uses galvo-mirrors for scanning the beam and a long working distance air objective
with a correction collar for imaging through the glass window of the cryostat (Nikon,
0.7NA, 60X). The objective is mounted on a small piezo (PiezoJena) for fine adjust-
ments to the focus. The laser (Argon Ion, cw, 514 nm) enters the microscope at a
dichroic (Chroma, 514 nm). The dichroic is on a thick (5 mm) piece of glass and is
glued directly to a kinematic mount. This reduces the cylindrical lensing that can
occur with a thinner dichroic and/or a tension mount.
After excitation, most (96% or 66%, depending on the particular experiment)
of the emission is sent through a spatial filter and into the interferometer. Spatial
filtering is done by focusing through a pinhole (100 µm) with a 10 cm lens and then
recollimating with a 4 cm lens. The smaller beam diameter was found to improve
contrast through the interferometer, perhaps because of spatial imperfections in the
optics of the interferometer.
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The rest of the emission is sent towards the spectrometer with either a 4% interfer-
ometer flat or a 33% pellicle beamsplitter. Initially, an uncoated pellicle beamsplitter
(8% reflection) was used, but this did not work due to the significant interference pat-
tern in the wavelength dependence of the reflection. Before reaching the spectrometer,
a dichroic mirror separates the back reflection of the laser, where it is focused (f=7.5
cm) on to an analog camera. This allows for the monitoring of the collimation of the
back reflection over the course of the experiment, which reports on any focal drift
occurring. The emission, however, passes through this dichroic, is filtered with a
550 dielectric longpass filter and is focused (f=10 cm) into the spectrometer (Jobin
Yvon, Triax320), which has an 1800 grating, 300 grating, and mirror installed. After
spectrally dispersing the emission, the spectrum is measured with a CCD camera
(Princeton Instruments, ProEM of PhotonMax). The CCD camera sits on a piece
of rubber to prevent vibrations from transferring to the interferometer. For future
versions of this setup, it would be preferable to place the beamsplitter to the camera
after the spatial filter. The dichroic sending the back reflection to the analog camera
would then need to be replaced with a beam sampler placed before the initial dichroic.
This arrangement would ensure that the APDs and the camera are seeing the same
spectrum and that the monitoring of the back reflection is not reducing our signal.
A detailed schematic of our optical setup is shown in Fig.6-1.
6.3 Cryostat
Over the course of this study, two microscopy cryostats were used, the RC-102 from
Cryo-Industries and the ST-500 from Janis. Both cryostats use a copper coldfinger
to cool a sample sitting in vacuum. Both also flow the helium through capillaries to
prevent anisotropic thermal expansion from changing the position as a function of
temperature. QDs were spin cast from dilute solutions onto single crystalline quartz
substrates (MTI Corp) and attached to the coldfinger with Apezian N grease.
Initial studies were done with the Cryo-Industries cryostat, which had significant
issues with drift. However, by carefully controlling the pressure with a bleed valve
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the PCFS setup described in Chapter 3. Section II (orange) is the inverted microscope
used in the solution measurements of Chapter 4. Section III (yellow) is the single QD
microscope described in this chapter.
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and external helium gas tank and cooling down very slowly, the system could stay
stable for significant periods of time. For this cryostat, pressure changes and focal
drift are highly correlated, regardless of the temperature stability (or lack thereof).
The data shown in this thesis, however, was all taken with the Janis cryostat.
Once the original valve was replaced with a less leaky one, this cryostat proved to
be significantly more stable with less effort. The capillary has a tendency to clog, as
could be caused with any trace nitrogen in the system. Following the directions for
a ‘rapid cooldown’ prevented this problem by removing any nitrogen in the transfer
line by pumping it out with a roughing pump immediately prior to opening the valve
to let the helium begin flowing. We continue to use the roughing pump to pump on
the helium until the temperature drops to around 275K, at which point the pump is
removed and the helium flows freely. A compression collar was designed to improve
thermal conductivity to the sample. However, qualitatively, this did not change the
percentage of emission coming from the ZPL and induced more drift in the setup. For
the data presented here, the collar was not used. However, more experimentation is
necessary to determine the precise temperature at the sample surface and to evaluate
the need for improved thermal conductivity.
6.4 Governing equations for PCFS on a single QD
In previous sections, we have described in detail the analysis of the intensity correla-
tion function at the outputs of the scanning Michelson interferometer. This intensity
correlation function g(δ, τ) can be written in terms of the Fourier transform of the
time-dependent spectral correlation p(ζ, τ) = 〈∫ s(ω, t)s(ω + ζ, t+ τ)〉 as follows:
g(δ, τ) = 1− 1
2
FT[p(ζ, τ)] (6.1)
We also simultaneously record the intensity correlation function of the sum of
the two APD intensities for each optical path difference δ. This is just as important
for single QDs as it was for solution measurements because of the blinking of single
QDs. Blinking is a major concern due to its own associated intensity autocorrelation
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intervals. Note that the amplitude and even shape of the correlation function changes
over the course of the measurement. We correct our intensity cross correlations for
blinking with g×(δ, τ) = g(δ,τ)
gblink(τ)
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function [66], lack of ergodicity [68], and the possibility for dots to turn off for long
periods of time [18]. As we can see in Fig.6-2, the nonstationary intensity dynamics of
single QDs cause the intensity correlation function from blinking to be highly variable,
even when taken on successive measurements of the same QD.
We correct for blinking as follows and define a blinking-corrected intensity corre-
lation function g×(δ, τ):
g(δ, τ) =
Ia(t)Iblink(t)Ib(t+ τ)Iblink(t+ τ)
Ia(t) Ib(t+ τ) Iblink(t)
2 (6.2)
= gpcfs(δ, τ)gblink(τ) (6.3)
g×(δ, τ) =
g(δ, τ)
gblink(τ)
(6.4)
6.5 Single CdSe/CdS linewidth and dynamics
We now begin our exploration of low temperature QD dynamics. The first sample we
investigate is comprised of CdSe/CdS QDs emitting at 630 nm at room temperature.
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The QDs were synthesized with a Silar approach and have ∼60% quantum yield in
their native growth solution. The QDs were precipitated from the growth solution
with an approximately 1:1 ratio of growth:acetone, centrifuged at 4000 rpm, and
redisbursed in hexane. Solutions were diluted in more hexane and spin cast onto
a clean piece of single crystalline quartz (z cut, 5 mm x 5 mm x 0.5 mm, MTI
Corp). Substrates were brought to liquid helium temperatures in the Janis cryostat
and individual QDs were excited with 890 W/cm2 of continuous wave 514 nm light
from an Argon ion laser (as calculated assuming an illumination area with radius
r = λ/πNA, obtained from the 1/e distance of a focused Gaussian beam.)
6.5.1 Linewidth and spectral diffusion via PCFS
We measure an intensity correlation function for each position of the interferome-
ter while dithering one mirror. We simultaneously measure the intensity correlation
function of the sum of the two APD intensities gblink(τ) in order to correct for the back-
ground intensity correlation caused by blinking. We analyze the blinking-corrected
intensity correlation g×(δ, τ) as a function of interferometer position δ and temporal
spacing between photons τ .
In Fig.6-3a we show this corrected 1−g×(δ, τ) for a temporal spacing of τ = 10 ms,
smoothed with 5 points on either side (between τ = 5 ms and τ = 15 ms) and plotted
as a function of optical path difference δ. This PCFS interferogram consists of two
main parts: a quickly decaying feature and a zero phonon line (ZPL) with significantly
more coherence. Because this is actually the envelope2 of an interferogram, any broad
spectral feature will be displayed as a narrow peak. This peak can be comprised of
both a broad base under the ZPL and any other (broad) spectral features at different
energies than the ZPL. In this data, the pedestal is not resolved and it is only known
that it has a spectral correlation width ≥ 1.2 meV. More interestingly, the smaller
amplitude, slow decay corresponds to a narrow ZPL after Fourier transforming. We
took data at optical path differences between 0 cm and 4 cm, leading to a resolution
in the Fourier transform of 1/4cm−1 = 31µeV. The Fourier transform is shown in
Fig.6-3b. Note that we are resolution limited in the Fourier transform, despite the
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Figure 6-3: PCFS on a single CdSe/CdS QD at low temperature, excited at 890
W/cm2 with 514 nm cw excitation. (a) The blinking-corrected amplitude of the
intensity correlation function g×(δ, τ) plotted as a function of optical path difference
δ at τ = 10 ms, smoothed between τ = 5 ms and τ = 15 ms. The PCFS interferogram
consists of two parts: an unresolved, quickly decaying broad spectral feature and a
narrow zero phonon line (ZPL) which persists over longer distances. (b) The Fourier
transform of the PCFS interferogram in part (a), which is equivalent to the spectral
correlation p(ζ, τ) at τ = 10ms. The ZPL is resolution limited at 31 µeV. The fast
decay in (a) becomes an offset to the ZPL. (c),(d) We can fit the PCFS interferogram
to improve the spectral resolution. Fits to both an exponential (Fourier transform
of a Lorentzian, FWHM=15.3 µeV) and Gaussian (FWHM=19.1 µeV) are shown on
both linear (c) and logarithmic (d) plots. The Lorentzian is a qualitatively better fit.
(e) For each value of τ between 1 ms and 100 ms the PCFS interferogram is fit to
an exponential e−Γδ and a single QD linewidth of Γ/2π is extracted. We measure a
linewidth of 5 µeV at 1 ms, which spectrally diffuses to 13 µeV by 100 ms.
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clear decay in the interferogram.
We can improve our spectral resolution by fitting the decay and using the fit to
calculate a linewidth. To do so, we must first choose a functional form. The raw data
fit to both a Gaussian and an exponential is shown in Figs. 6-3c and d, on both linear
scales and logarithmic scales respectively. (The Fourier transform of a Lorentzian is
an exponential.) Qualitatively, the exponential fit has less of a pattern in the residuals
and so that is the fit we will use. Both fits give a similar full width half max (FWHM)
for the spectral correlation (15.3 µeV for the Lorentzian/exponential and 19.1 µeV
for the Gaussian). However a spectral correlation of a Lorentzian function with itself
provides a new function with twice the FWHM, while the spectral correlation of a
Gaussian is a new Gaussian with only
√
2 the width. Therefore, the differences are
magnified when we look at spectral linewidth to 7.65 µeV for the Lorentzian and
13.5 µeV for the Gaussian. Nevertheless, the Lorentzian fits better, so that’s what
we will use here. While Lorentzian functions are generally associated with transform
limited spectra, this choice is not without precedence in the literature as others have
observed Lorentzian distributions of peak shifts for single low temp QDs on longer
timescales [39].
For each time point between 1 ms and 100 ms, we fit the blinking-corrected 1 −
g×(δ, τ) to an exponential e−Γδ. The FWHM of the underlying Lorentzian function is
then Γ/(2π). For the shortest times (1 ms) we obtain a linewidth of 5 µeV. By 100 ms,
that linewidth has broadened to 13 µeV. This time dependence, along with the 95%
confidence interval for the fit is shown in Fig.6-3e. It is possible that the linewidth
is beginning to reach its asymptotic value as τ →1 ms, but the time resolution and
error bars do not allow for a definitive statement.
This linewidth is consistent with previous experiments in other groups. Coolen
et. al, in another PCFS experiment saw a 6 µeV linewidth that spectrally diffused
within a shorter timescale, however that experiment was done with significantly higher
excitation flux [23]. Littleton et. al, using a Fabry Perot spectrometer, observed a
linewidth of 20 µeV linewidths on a 30 second timescale, but with significantly less
power than we are using[33]. Also, Biadala et. al. observed a 10 µeV linewidth using
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a resonant PLE experiment [34] with even less power than Littleton.
6.5.2 Linewidth and spectral diffusion via camera measure-
ments
For this experiment, we also sent 1/3 of our emission to a spectrometer to measure
the spectrum on longer time scales. The spectrum was abnormally stable for over
30 minutes. The spectral diffusion of the ZPL is shown in Fig.6-4a. Each image
corresponds to 500ms integration time. In the spectral trace, there appears to be two
states, one at 2.072 meV and another, less common, state at 2.074 meV. The QD
rarely blinks and, when averaged for all time, the spectrum has a FWHM of only
1.7meV. This is near the resolution limit of the spectrometer for the grating used.
We calculate average spectral correlations for different frame separations to learn
about spectral diffusion on timescales longer than can be easily accessed with PCFS.
We show the average spectral correlation for a single frame after correcting for
the background in Fig.6-4c. This spectral correlation is reasonably well fit with a
Gaussian of FWHM 2.3 meV, which would lead to an underlying Gaussian spectral
linewidth of 1.6 meV. Within 10 seconds, this asymptotes to a spectral correlation of
width 2.9meV (Fig.6-4d,e).
From the combination of the two measurements, we learn that there is spectral
diffusion happening on all timescales between 1 ms and 10 s. It is, of course, highly
unlikely that the ZPL is spectrally diffusing 1.6meV between 100 ms and 500 ms.
What is far more likely is that the camera-based measurement is broadened by both
the resolution of the spectrometer and any pedestal that the ZPL may be sitting on
(see, for example,[69]). In future investigations of CdSe/CdS QDs, a higher resolution
grating will be used to better resolve the ZPL on the camera and a faster acquisition
time will allow for overlapping timescales between the PCFS data and the camera
based measurement.
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Figure 6-4: Simultaneous conventional fluorescence measurements on the same
CdSe/CdS QD. (a) We monitor the spectrum throughout the ∼30 minute experi-
ment with a 0.5 s exposure time. The center peak stays very constant at 2.072 meV,
with only slight diffusion and seldom jumps to 2.074 meV. (b)When averaged over
the entire experiment, the FWHM of the averaged spectrum is only 1.7 meV. This
is very near the resolution of the spectrometer. (c) For each 0.5 s frame we directly
autocorrelate the spectrum. The average spectral correlation is reasonably well fit
with a Gaussian of FWHM of 2.3 meV. (d) We correlate frames with different lag
times to obtain a time dependent spectral correlation. At 7.5 s, the spectral correla-
tion is fit to a Gaussian with FWHM 2.9meV. (e). We calculate the average spectral
correlation for lag times between 0.5 s and 100 s and see that the spectral dynamics
have finished evolving within 10 s.
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6.6 PCFS on Invitrogen 655 Quantum Dots
We next examine the spectral dynamics of single CdSe/ZnS QDs from Invitrogen,
emitting at 655 nm at room temperature (called ‘QD655’ here). These QDs are signif-
icantly more dynamic than the CdSe/CdS QD examined and have broader lineshapes
at PCFS timescales(∼ 50 µeV). We will examine four QD655 dots in detail. These
four dots are spin cast out of flocculated growth solution (1 part growth solution,
4 parts 75:25 methane isoproponol, centrifuged and redispersed in hexane). They
are in either hexane, toluene with 1% PMMA, or hexane with trace TOP (tri-octyl
phosphine, a molecule also on the surface of the QDs). We will show that despite the
different matrices, the dynamics of spectral diffusion are similar and inconsistent with
a Gaussian random walk. Rather, our results point to uncorrelated, discrete spectral
hopping of the ZPL under a broader probability distribution. We will also show that,
on long timescales (>10s of seconds) these QDs can switch between different states
with significantly different spectral properties.
6.6.1 Changes in single QD ZPL on long timescales
In our previous section, we examined a QD where the ZPL stayed at roughly the same
energy for over 30 minutes. That, however, is rarely the case for the QD655 dots. It
is far more common to see large ‘jumps’ in the spectrum, as denoted by the arrows in
Figs.6-5a and b. These jumps have been studied in great detail by several groups and
are found to be, on occasion, connected to blinking [35, 37] or charging [20]. Here, we
examine a QD655 that exhibits such jumps. We excite the QD in a PMMA matrix
with 770 W/cm2. We measure the time dependent spectrum on the CCD camera, as
shown in Figs.6-5a-c. In Fig.6-5a the spectral jump is denoted with arrows. While we
are measuring the spectrum on the spectrometer, we are also mapping out the PCFS
interferogram. At the same time that we see a large spectral change on the camera,
we also observe an abrupt change in the PCFS data. The corrected g(δ, τ = 20µs)
is plotted in Fig.6-5d. Prior to the discrete change in spectrum, the QD has very
little amplitude in the part of the spectrum with a long coherence length, i.e. the
100
ZPL. However, after the shift in energy (denoted by the shift from gray shading to
yellow Fig.6-5b) there is significantly more amplitude in the ZPL. We repeat this
measurement multiple times and see the same discrete jumps leading to the same
changes in g×(δ, τ) amplitude. Three experimental runs on the same QD at the same
power are shown. Runs 2 and 3 were measured sequentially. Runs 1 and 2 were
separated by ∼10 min, during which time the QD was primarily in the lower energy,
broader state.
Later in this section, we will describe how temporal dynamics can be determined
from an intensity correlation function g×(δ, τ) at a single value of δ. For now, we
combine all the data points from when the dot was emitting at the high coherence
∼2 eV state into one large PCFS data set. We plot the corrected g×(δ, τ) as a
function of optical path difference δ for select temporal spacings τ between 20 µs
and 10 ms, smoothed with 5 time points on either side of τ (see Fig.6-5g,h). As
described previously, the PCFS interferogram is the Fourier transform of the spectral
correlation, so broad spectral features are narrow and the narrow ZPL is broad in the
interferogram. There are three main regions to our PCFS interferogram. Initially, we
have a drop in g×(δ, τ) caused by some broad aspect to our spectrum. Considering
that the spectrum on the timescale of the camera has a FWHM of nearly 3 meV,
it is very likely that the ZPL is sitting on a phonon pedestal, as seen in other, high
resolution experiments[69, 34] . The next part of our PCFS interferogram shows the
oscillations caused by the LO phonon 26 meV away from the ZPL. This LO phonon
is weakly seen in the spectrum above the PCFS interferogram. The third part of
our PCFS interferogram is the narrowest part of the spectrum, the ZPL. We can
clearly resolve the ZPL and watch its temporal dynamics. Within 10 ms, the ZPL
is no longer visible in the PCFS interferogram. This is in direct contrast to the
pedestal/LO phonon, which displays only moderate changes over the 10 ms, a change
more consistent with the timescale for spectral dynamics seen on the spectral trace.
As an aside, we also measure the PCFS interferogram of two different QD655 dots
at higher resolution and clearly see the beating pattern caused by the LO phonon.
Different QDs will have different relative amplitude in the LO phonon. This data is
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Figure 6-5: Multiple measurements on a single CdSe/ZnS QD (Invitrogen QD655, 770
W/cm2, in 1% PMMA). As the spectrum switches between two states, the amplitude
in the ZPL also changes. By choosing only the data points taken in the higher
energy state, we can recreate the PCFS interferogram for that state. (a),(b),(c)
Spectra from three data runs. (d), (e), and (f) PCFS interferograms from the three
data runs. Note that at the location of spectral shifts, the amplitude of the PCFS
interferogram increases. (g)Only data points from the upper state (shaded yellow)
were condensed into a final spectral trace and PCFS interferogram. The average
spectrum is shown at right, with the main peak and LO phonon clearly visible. (h)
The final PCFS interferogram consists of an initial decrease in contrast caused by an
unresolved broad feature, a beating pattern corresponding to the LO phonon, and a
slow decay caused by a narrow ZPL. The ZPL is no longer visible after 10 ms.
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Figure 6-6: Higher resolution PCFS interferogram and Fourier transform of two dif-
ferent QDs with different amount of amplitude in the LO phonon. The LO phonon
appears as a beating pattern in the PCFS interferogram and a triplet in the spectral
correlation with peak separation of 26 meV.
shown in Fig.6-6.
6.6.2 Spectral diffusion of ZPL: Three QD655s in three dif-
ferent matrices.
The pattern of the ZPL spectrally diffusing away within 10 ms is general and seen
in a variety of matrices. We examine the PCFS interferogram for 3 different QDs in
three different matrices, with the parameters shown below in Table 6.1.
The data for each of these QDs is summarized in Fig.6-7. Unlike for the pre-
vious QD, we focus our measurements on larger optical path differences (up to
δ = 20 or 30 mm) to improve our energy resolution in the Fourier transform. For
each QD, in both the PCFS interferogram and its Fourier transform, we clearly see a
ZPL with narrow linewidth and significant amplitude which decays completely within
10 ms. These three dots encompass three types of behavior in the ZPL that we see.
The first, labeled ‘Dot A’, contains a beating pattern in the ZPL PCFS interferogram,
corresponding to a triplet in the spectral correlation with peak separation of 330µeV
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Figure 6-7: Data on three QD655 dots in three different matrices. For each dot, we
measure the blinking-corrected 1 − g×(δ, τ) as a function of optical path difference
δ for different temporal separations τ (large plots). When Fourier transformed, this
provides the time dependent spectral correlation of the QD (inserts). We simultane-
ously measure the spectrum on a spectrometer (top row). (a)This QD was spin cast
out of hexane with trace TOP and excited at 770 W/cm2. Only 4% of the light was
sent to the camera, with each frame integrated for 3 s. Each intensity correlation
function was measured for 10 s. The ZPL shows the characteristic decay within 10
ms. The spectral correlation shows a doublet with separation 330 µeV. This could be
caused by splitting in the ±1 levels of the fine structure, but without cleaner data on
the camera it is difficult to rule out artifacts caused by switching between high and
low coherence states at coincidental times. (b)This QD was spin cast out of hexane,
excited at 3870 W/cm2, with 4% of the light going to the camera with a 2 s exposure
time, and intensity correlation functions were measured for 10 s each. Despite the
oddities in the spectrum on the camera, the PCFS interferogram of this QD shows no
features in the ZPL. (c) This QD was spun from solution of 1% PMMA in toluene,
excited at 476 W/cm2, with 33% of the emission going to the camera, where it was
integrated for 0.5sec. Like the other QDs, this one shows a decrease in the ZPL on
the timescale of 10 ms. The features in this ZPL are probably caused by transitions
between a narrow and broad state in the spectrum.
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Dot A Dot B Dot C
Matrix
Hexane w/ trace
TOP
Hexane
Toluene with 1%
PMMA
Power 770 W/cm2 3870 W/cm2 476 W/cm2
Integration
time for each
g×(δ, τ)
10 s 10 s 10 s
% of emission
sent to spec-
trometer
4% 4% 33 %
Exposure
time on
camera
3 s 2 s 0.5 s
Filter(s) used Chroma 630/60 Chroma 630/60 Chroma 630/60
Filter loca-
tion
before interfer-
ometer
before interfer-
ometer
two identical fil-
ters immediately
before APDs
Table 6.1: Acquisition parameters for Dots A,B, and C.
(which corresponds to a doublet with the same splitting in the actual spectrum). As
per our previous discussion on the dynamic nature of QDs and the noisy spectral
data, it is difficult to be certain that the doublets seen are real features instead of
inconveniently placed artifacts. However, the relative consistency in the spectral time
trace, the appearance of beatnotes on both sides of the center point, and consistent
temporal dynamics throughout each beatnote all suggest the correctness of this inter-
pretation. Similar doublets have been seen in single QD spectra taken at low powers
by Htoon et. al [42] and attributed to Zeeman splittings in the ±1 levels of the fine
structure.
The second QD, ‘Dot B,’ shows no such beating patterns in the ZPL or spectral
correlation, despite several oddities in the spectral trace. In ’Dot C,’ the PCFS
interferogram of the ZPL is significantly messier. This time, however, 1/3 of the
emission was sent to the spectrometer for the spectral time trace. Similar to our
previous dynamic dot, each dip in the corrected g×(δ, τ) can be correlated to a change
in spectrum to the lower energy state. On the 400 s time scale of this measurement,
the spectral jumps are random enough that no beating pattern or features show up
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in the Fourier transform.
We can quantify the sub-10 ms spectral dynamics found in each of these QDs. For
each QD, we fit only the ZPL portion of the PCFS interferogram with a Gaussian.
We do this fitting for each time point between 20 µs and 1 ms, disregarding the point
at δ = 0. We find that for each sample, the ZPL spectral linewidth stays relatively
constant at ∼ 41µeV, ∼ 80µeV, and ∼ 55µeV for Dots A, B, and C, respectively.
However, the amplitude of the fit decreases significantly with time. This data is
summarized in Fig. 6-8. In the next section, we will discuss the models for spectral
diffusion that are and are not consistent with this behavior.
6.6.3 Two models for spectral diffusion
As can be seen in any of the spectral time traces shown previously, on the timescales
of conventional fluorescence measurements QD spectral dynamics can be separated
into two types, often called ‘jump’ and ‘jitter’ in the literature [37]. Jumps (i.e. where
the arrows are pointing on Fig 6-5) are discrete changes in the spectrum while jitter
is better described by continuous, small changes in energy. In this section, we will
attempt to determine which type of spectral diffusion is causing our ZPL to diffuse
on such short submillisecond timescales.
We will describe two types of spectral diffusion and how they manifest themselves
in PCFS. The first, labeled ‘Gaussian random walk’ is essentially a random walk
under a bounded, Gaussian, probability distribution. The second, labeled ‘sudden
jump,’ is a series of discrete, uncorrelated changes in energy, also under a bounded
probability. The difference between these two types of spectral diffusion is shown
schematically in Fig. 6-9.
Gaussian random walk
We derive the expected spectral correlations for a spectrum undergoing a random
walk of spectral fluctuations. The fluctuations are Gaussian (normally distributed),
Markovian (independent of the past), stationary (independent of shifts in time), and
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Figure 6-8: Fitting the ZPL. (top row) For each QD, we fit the ZPL with a Gaussian
lineshape after removing the top point in the PCFS interferogram. The PCFS inter-
ferogram at τ = 100 µs is plotted. (middle row) We calculated what the FWHM of
the ZPL would be, assuming a Gaussian lineshape. Each of the QDs had a relatively
constant linewidth between 20 µs and 1 ms. (bottom row) However, the amplitude of
each ZPL decreases in time. As shown in the previous figure, by 10 ms it is completely
gone. The noise in the ZPL linewidth of dot B is probably caused by the amplitude
getting too low for adequate fitting. Both Dot A and Dot B show no signs of reaching
an asymptotic ZPL amplitude at short times. Dot C is beginning to asymptote on
the timescale of this measurement. As we will discuss, this behavior is inconsistent
with a continuous, random walk style of spectral diffusion. It is, however, consistent
with spectral diffusion occurring in discrete, uncorrelated jumps under a probability
distribution.
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Gaussian 
random walk
sudden jump
model
Figure 6-9: We explore the PCFS signatures for two types of spectral broadening.
The first, a Gaussian random walk, is a random walk under a bounded potential.
The second, discrete sudden jumping, has a narrow ZPL jumping between different
locations under the potential in a stochastic, discontinuous, and uncorrelated fashion.
continuous in probability - hence an Ornstein-Uhlenbeck process. The Ornstein-
Uhlenbeck process is widely used in physics and finance when it is necessary to de-
scribe variables which follow a random walk at short times but stay bounded on long
timescales. Physically, a Gaussian probability is indicative of a harmonic potential
where Gaussian statistics describe the fluctuations around the center of the potential.
In his 1942 paper[70], Doob proved that Ornstein-Uhlenbeck processes must have
an exponentially decaying frequency-frequency correlation function C(τ) = σ2e−τ/tc
where σ is the standard deviation of the probability distribution and tc is the cor-
relation time. Given the initial Gaussian probability distribution p(ω1), Doob then
derives a conditional probability p(ω1 → ω2, τ) to observe a frequency change from ω1
to ω2 after time τ . Here, we are only interested in spectral fluctuations, not absolute
values of ω, therefore we center each distribution around 〈ω〉 = 0.
p(ω1) ∝ e−
ω21
2σ2 (6.5)
p(ω1 → ω2, τ) ∝ e−
(ω2−ω1e−τ/tc )2
2σ2(1−e−2τ/tc ) (6.6)
Our spectral correlation due to spectral diffusion pSD(ζ, τ) is proportional to the
probability of seeing two photons with energy separation ζ and temporal separation
τ . Thus, it can also be written in terms of conditional probabilities with w2 = w1+ ζ
as follows.
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pSD(ζ, τ) =
∫
〈s(ω, t)s(ω + ζ, t+ τ)〉 dω (6.7)
∝
∫
p(ω)p(ω → ω + ζ, τ) dω (6.8)
∝
∫
e−
ω2
2σ2 e
− (ω+ζ−ωe−τ/tc )2
2σ2(1−e−2τ/tc ) dω (6.9)
∝ e
−ζ2
4σ2(1−e−τ/tc ) (6.10)
We can then write in terms of a normalized Gaussian function with a τ dependent
standard deviation στ .
pSD(ζ, τ) =
1√
2πσ2τ
e
−ζ2
2σ2τ where στ = σ
√
2(1− e−τ/tc) (6.11)
At this point, we have derived the broadening in the spectral correlation due
to spectral diffusion. In the limit of τ/tc → ∞, this spectral correlation goes to a
Gaussian of width σ
√
2, the expected result for a spectral correlation of a Gaussian. In
the short time limit, the distribution becomes a delta function. However, we also have
an intrinsic lineshape of the spectrum prior to any spectral diffusion. This intrinsic
lineshape has its own spectral correlation pintrinsic(ζ). Our final spectral correlation
must be a convolution of these two widths p(ζ, τ) = pintrinsic(ζ) ⋆ pSD(ζ, τ). Now, in
the short time limit, the spectral correlation will simply be pintrinsic(ζ).
As described in previous sections, the intensity correlation function at the outputs
of the scanning Michelson interferometer is simply
g×(δ, τ) = 1− 1
2
cos (2ω0V τ/c)FT[p(ζ, τ)]δ (6.12)
where V is the scanning speed of the interferometer, δ is the interferometer position,
and ω0 is the average emission frequency. For slow dithering, 2ω0V τ/c ≪ 2π and so
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the equation reduces to
g×(δ, τ) = 1− 1
2
FT[p(ζ, τ)]δ (6.13)
We combine this with our expression for p(ζ, τ) and take advantage of the convolution
theorem to separate the parts of the spectral correlation.
g(τ) = 1− 1
2
FT[p(ζ, τ)]δ (6.14)
= 1− 1
2
FT[pintrinsic(ζ) ⋆ pSD(ζ, τ)]δ (6.15)
= 1− 1
2
FT[pintrinsic(ζ)]δFT[pSD(ζ, τ)]δ (6.16)
= 1− 1
2
FT[pintrinsic(ζ)]δFT[
1√
2πσ2τ
e
−ζ2
2σ2τ ]δ (6.17)
= 1− 1
2
FT[pintrinsic(ζ)]δe
−δ2
2( 12piστ )
2
(6.18)
We define the coherence length seen in PCFS as Λτ = 1/2πστ and the prefactor
in the above equation as α(δ) = FT[pintrinsic(ζ)] to obtain the simplified equation
g(τ) = 1− 1
2
α(δ)e
− δ2
2Λ2τ (6.19)
The form of α(δ) is determined by the τ → 0 lineshape. For a Gaussian, α(δ) =
e−kδ
2
and for a Lorentzian homogeneous lineshape, α(δ) = e−Γδ.
In Fig.6-10a-c, we model expected PCFS interferograms for a Gaussian random
walk with FWHM 88 µeV undergoing Gaussian spectral broadening under a proba-
bility distribution of width 1.46 meV with a time constant tc = 1. For better compar-
ison with our experimental data, we include a broad pedestal of width 2.9 meV in the
spectral correlation. The PCFS interferogram now has two parts, a narrow (broad in
FT) feature from the broad pedestal and a broader (narrow in FT) ZPL changing in
width according to the time τ (Fig.6-10a). When we plot the FWHM of the spectral
correlation, the plot changes with τ as 2
√
2ln2
√
σ2τ + σ
2
intrinsic, starting as the 88µeV
FWHM of the intrinsic spectrum and then asymptoting at τ ≫ tc to approximately
the broadened spectral width of 1.46 meV (Fig.6-10a). The relative percentage of
110
the emission coming from the ZPL peak, however, does not change with time. This
is reflected in the constant amplitude of the ZPL, as clearly evidenced in Fig.6-10a
and plotted in Fig.6-10c. We can also model what the expected intensity correlation
functions look like for different values of δ. This plot is shown in Fig.6-11a. Because
our spectral width is changing as a function of time, each g×(δ, τ)− 1 decays to 0 at
a different time.
Sudden Jump model
When applied to PCFS, the mathematics behind the sudden jump model are signif-
icantly simpler than those underlying the Gaussian random walk. We define π(τ)
as the probability that the spectrum will not change over during time τ . When the
spectrum does change, we assume that the new center frequency is uncorrelated to
the starting position and chosen randomly from a Gaussian probability distribution.
Because the energy of these jumps are uncorrelated, on average their spectral correla-
tion will simply look like the spectral correlation of the broad probability distribution.
Therefore, we can write a time dependent spectral correlation as
p(ζ, τ) = π(τ)pintrinsic(ζ, τ) + (1− π(τ))pbroadened(ζ, τ) (6.20)
and we can write the expected intensity correlation function as
g×(δ, τ) = 1− 1
2
(π(τ)FT [pintrinsic(ζ, τ)]δ + (1− π(τ)) FT [pbroadened(ζ, τ)]δ) (6.21)
At values of δ beyond the coherence length of the broadened distribution, g×(δ, τ)
simply decays as π(τ).
For our initial modeling, we choose π(τ) to be an exponentially decaying function
e−τ/tc with time constant tc. Such a function would be indicative of a single rate
law governing the transition rate. We use the same pedestal and spectral parameters
as before (intrinsic linewidth of 88 µeV, broadened linewidth of 1.46 meV, pedestal
linewidth of 2.9 meV) and plot the expected PCFS interferograms as a function of
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Figure 6-10: Modeling PCFS data for a spectrum undergoing a Gaussian random walk
or discrete sudden jumping. (a) PCFS interferogram for a spectrum of width 88 µeV
undergoing a Gaussian random walk. At the temporal spacing between photons τ
increases the spectrum has more time to wander away and so the spectral correlation
gets broader and the PCFS curve decays at closer optical path differences δ. To be
consistent with our QD data, a broad pedestal is added to the spectrum. (b) The
FWHM of the spectral correlation 2
√
2ln2
√
σ2intrinsic + σ
2
τ increases with time until it
reaches its asymptotic value. (c) For the Gaussian random walk, the amplitude of the
ZPL does not change with time. (d),(e),(f) Similar results for the sudden jumping
model. Now, probability is being transferred from the narrow ZPL to, on average,
the broader probability distribution. The PCFS curve now has a ZPL with constant
linewidth but decreasing amplitude. In this model, the τ dependent probability for
remaining at the same spectral location was assumed to be an exponential function,
e−τ/tc .
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Figure 6-11: Spectral dynamics encoded in each intensity correlation function g×(δ, τ).
(a)The evolution of g×(δ, τ)− 1 for a system undergoing a Gaussian random walk as
the optical path difference is increased from 0.5 mm to 4 mm. Parameters are the
same as in Fig.6-10. Note that the time dependence is changing at a function of
δ. The blue curve at δ = 0.5 mm does not asymptote to zero because it is within
the coherence length of the pedestal. Each color represents a different value for δ.
(b)The same for sudden jumping. Now, all intensity correlation functions have the
same temporal dynamics but are scaled by the Fourier transform of the intrinsic line
shape. (c)-(e)Sample intensity correlation functions from each of the three QDs in
Fig.6-7. Values of δ with significant separation, yet similar interference contrast were
chosen. The curves clearly overlay, further demonstrating the discrete nature of the
spectral diffusion. The curve at δ = 2 mm for Dot B is slightly lower, corresponding
to the slightly higher contrast in the PCFS interferogram for this position compared
to the other two.
113
δ for a variety of times τ (Fig.6-10d). The PCFS interferogram is still comprised of
two parts, a narrow feature (broad spectral correlation) and a broad feature (narrow
ZPL). However, now the ZPL is simply decreasing in magnitude while maintaining
a constant linewidth. Technically, the broad spectral feature is slightly changing
linewidth as probability is transfered from the ZPL to the probability distribution as
p(ζ, τ) = π(τ)pintrinsic(ζ, τ) + (1− π(τ))pbroadened(ζ, τ) + ppedestal(ζ, τ) (6.22)
However, unless we sample values of δ very close to the pedestal it is difficult to
experimentally observe this change and/or disentangle it from other, slower dynamics
of the pedestal. We plot the constant linewidth and changing ZPL amplitude in
Fig.6-10e,f as a direct comparison to the Gaussian model. We also plot the intensity
correlation function g×(δ, τ) as a function of τ for various values of δ in Fig.6-11b.
Comparison of experimental data and model data
We compare our experimental data in Fig.6-8 to the two models shown in Fig.6-
10. Our experimental data is clearly better fit by the sudden jump model, with
its constant-linewidth ZPL of decaying amplitude. For Dots A and B, the spectral
dynamics are fast enough that the amplitude of the ZPL is continually increasing
on short timescales. For Dot C, however, the amplitude of the ZPL has begun to
asymptote by 20µs. The linewidth of the ZPL in Dot C also increases by ∼10% in
1 ms. It is possible that a Gaussian random walk is happening simultaneously, but
it is also possible that data points near the pedestal are unduly influencing the fit at
low amplitudes.
In addition to looking at the fits, we can examine the individual intensity corre-
lation functions to further support the assignment of the sudden jump model. As
seen in Fig.6-11a and b, the δ-dependent intensity correlation functions look com-
pletely different for the Gaussian random walk and the sudden jump model. For the
Gaussian random walk, each g×(δ, τ) decays with a different time constant. However,
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Figure 6-12: Temporal dynamics for the QD in Fig.6-5, data run 3. (top left)We
re-plot the PCFS interferogram showing the ZPL. (fitted plots)For each intensity
correlation function, we fit to a stretched exponential ae(−t/tc)
β
. We obtain a time
constant tc = 230µs± 100µs and a stretching factor β = 0.40± 0.10.
for the sudden jump model, each g×(δ, τ) decays with the same temporal dynamics
(governed by π(τ)) scaled by the Fourier transform of the intrinsic ZPL line shape.
In Fig.6-11c,d, and e, we superimpose intensity correlation functions from signifi-
cantly different values of δ for each QD. We find that, consistent with the sudden
jump model, the different intensity correlation functions are decaying on the same
timescale. We chose values of δ with similarly high contrast so as to avoid having to
scale the functions.
6.6.4 Quantifying spectral dynamics from a single intensity
correlation function
In the sudden jump model, the intensity correlation function at values of δ well beyond
the coherence length of the broadened spectrum is conveniently proportional to π(τ),
the probability of remaining at the same energy for time τ . If we choose a functional
form for π(τ), we can fit g×(δ, τ) − 1 to obtain the time constant. We find that the
intensity correlation functions are well fit by a stretched exponential ae(−t/tc)
β
, which
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Figure 6-13: Temporal dynamics of Dot C. We fit the intensity correlation functions
from Dot C from Fig.6-7. These have a significantly larger span of δ values, yet still
provide a consistent time constant of tc = 850µs ± 230µs and a stretching factor
β = 0.71± 0.18. The boxed plots show the values of the fit for each δ analyzed.
is a function that describes processes with a distribution of rate constants.
The best signal-to-noise for these fits will occur when the ZPL amplitude is high,
but the broad features have fully decayed. For this reason, we first analyze fits for
the QD in Fig.6-5, data run 3. For each value of 1mm ≥ δ ≥ 0.4 mm we fit g×(δ, τ)
to a stretched exponential. The fits are shown in Fig.6-12. From them, we obtain a
time constant tc = 230µs± 100µs and a stretching factor β = 0.40± 0.10.
We do a similar analysis on Dot C from Fig6-7. These fits were analyzed for a
significantly broader range of optical differences 5.4mm ≥ δ ≥ 1.2mm. However, the
time constant tc is still remarkably constant throughout, with a measured value of
tc = 850µs±230µs and a stretching factor β = 0.71±0.18. Data is shown in Fig.6-13.
We were not able to reliably fit Dot A or dot B because the dynamics were faster
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Figure 6-14: Blinking time traces for dots A,B,C. Despite the similar spectral dif-
fusion, each of these three QD655 dots has dramatically different blinking behavior.
The green line marks the dark counts from the APDs.
than Dot C, as evidenced by the faster decay in Fig.6-11c and d. Dot C was excited
by lower excitation power than either Dot A or B, and it is possible that, similar
to longer timescales [22], excitation power is a parameter that controls the rate of
spectral diffusion on short timescales. However, more experiments would have to be
done to prove this.
6.6.5 Connection (or lack there-of) to blinking
When one thinks about discrete processes with poorly defined rate laws in colloidal
quantum dots, generally the first thing that comes to mind is the dramatic on-off
blinking seen on most all timescales. A connection between blinking and spectral
diffusion at longer timescales has been well established [35], so it would not be un-
reasonable to assume that blinking is also connected to spectral diffusion at shorter
timescales as well. However, despite their similar spectral dynamics, each of our three
example dots have significantly different blinking behavior, as illustrated in Fig.6-14.
Dot A blinks quickly and consistently throughout the entire experiment. Dot B is
usually in a low power, low blinking state but occasionally jumps into a more efficient
state with more dramatic blinking. Dot C rarely blinks for the first 3/4 of the ex-
periment and then begins to blink rapidly for the rest of the time. If one accepts the
assumption that the short time blinking dynamics are similar to these longer-time
blinking traces, then the similar spectral dynamics for each of our QDs implies that
blinking is not responsible.
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These blinking time traces are binned with a ∼40 ms temporal window. It is not
possible to bin with a sub-millisecond window and still obtain enough counts per bin
to obtain a blinking trace. (A 10 kHz count rate only delivers, on average, 1 photon
every 100 µs. Our collection efficiency is very poor, so the dot is probably being
excited at least 100x faster than this)
The time axis here is slightly shorter than the time axis in the spectral traces
because blinking data is collected only when the intensity correlation function is
being collected, while spectral traces are also taken during the 5 s repositioning time
between intensity correlation functions.
6.6.6 Potential connection to biexciton formation
We suggest that a possible explanation for our sub-millisecond spectral diffusion could
be related to biexciton formation. Biexcitons generally relax via Auger recombination
which can lead to a trapped charge somewhere in the QD. That trapped charge would
change the local electric field which would, in turn, alter the QD spectral location
via the Stark effect. Back-of-the-envelope calculations show that we are creating a
biexciton on order of every 40 µs, which is the correct order of magnitude for the
dynamics we observe. We calculate this using Poisson statistics.
If we have a total count rate on the two APDs of 10,000 counts and assume a
1% collection efficiency, then we are exciting the QD, on average, once every 1 µs.
For a 50 ns low-temperature lifetime, we are exciting the QD 0.05 times in each 50
ns interval. We calculate the probability of exciting the QD twice in one 50 ns time
period using the Poisson distribution,
f(k;λ) =
λke−λ
k!
(6.23)
where λ is the expected number of occurances in the given time interval (here, λ =
0.05) and k is the desired number of occurrences (here, k = 2). Technically, we want
k ≥ 2, but the probability distribution falls off fast enough that we can approximate
with k = 2. We obtain f(2; .05) = 0.0012, meaning that out of 1000 intervals of 50 ns
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each, 1.2 of them will contain a biexciton. In other words, 1.2 biexcitons are formed
every 50,000 ns and 1 biexciton is then formed, on average, every 40 µs. At room
temperature, the quantum yield of the biexciton is generally quite low. Assuming the
same is true at low temperature, most of these biexcitons will probably decay via the
Auger mechanism, creating the trapped charges recently determined to be inadequate
for causing blinking [71], but which are, perhaps, able to induce the spectral jumps
we observe in our experiment.
This hypothesis could be tested by measuring the power dependence of the short
time spectral diffusion. If the dynamics are biexciton induced, the rate should have
a quadratic dependence on power. As described previously, an intensity correlation
function at a single interferometer position would be sufficient to describe changes in
temporal dynamics.
It should be noted that this quadratic power dependence is not consistent with
experiments done by Empedocles et. al. [22] which showed that the average linewidth
depends linearly on the number of times the QD was excited. However, Empedocles
was only looking at the long-time spectral diffusion seen on >ms timescales. It is
entirely possible that these types of spectral diffusion occur via different mechanisms,
just as it is possible that the spectral ‘jitter’ and spectral ‘jumps’ may be caused by
different processes
6.7 Conclusions and next steps
In this chapter, we have used PCFS to learn about the spectral dynamics of single
low temperature CdSe/CdS QDs and single CdSe/ZnS QDs. The behavior was re-
markably different. The CdSe/CdS QD exhibited a very narrow (5 µeV) linewidth
at 1 ms, spectrally diffusing to 13 µeV at 100 ms. The CdSe/ZnS QDs, however, had
a much broader linewidth (∼50 µeV) at 20 µs that decreased in amplitude until it
was entirely gone by 10 ms, regardless of the matrix chosen (hexane, hexane/TOP, or
toluene/PMMA). We described the CdSe/ZnS spectral diffusion with a sudden jump
model.
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There are three main future experiments to be suggested here. The first is to
explore the large parameter space of QD measurements in an attempt to explain the
mechanism for our fast spectral diffusion. Variables such as excitation power and
wavelength, temperature, and dot size should all be varied. Measurements should be
correlated with high resolution spectrometer data to connect the PCFS data to what
is happening with the QD at longer timescales. Secondly, it is important to think
about selection bias when performing any single molecule experiment. The only QDs
presented here are the ones with a narrow ZPL that survived long enough to mea-
sure the intensity correlation function at enough interferometer positions with enough
excitation power to obtain sufficient signal-to-noise. In our previous solution-phase
measurements, we were able to obtain an average single emitter spectral correlation
without biasing the sample. We could perform a similar experiment at low temper-
ature by sequentially scanning a large number of dots for a short (∼10 ms) time
during the course of each longer intensity correlation. This would have the added
benefit of allowing more QDs to live long enough to contribute to the measurement.
Thirdly, we need to dramatically improve our collection efficiency so that we are able
to excite with lower powers and observe temporal dynamics at least an order of mag-
nitude slower than the excitation rate. This is important for capturing the timescales
of photoinduced events, of which spectral diffusion is one. Solid immersion lenses
are becoming common in single molecule spectroscopy and the increased numerical
aperture they provide would greatly benefit these experiments.
120
Bibliography
[1] C. B. Murray, D. J. Norris, and M. G. Bawendi. Synthesis and characterization
of nearly monodisperse CdE (E = sulfur, selenium, tellurium) semiconductor
nanocrystallites. Journal of the American Chemical Society, 115(19):8706–8715,
1993.
[2] BO Dabbousi, J RodriguezViejo, FV Mikulec, JR Heine, H Mattoussi, R Ober,
KF Jensen, and MG Bawendi. (CdSe)ZnS core-shell quantum dots: Synthe-
sis and characterization of a size series of highly luminescent nanocrystallites.
Journal of Physical Chemistry B, 101(46):9463–9475, November 1997.
[3] DE Gomez, M Califano, and P Mulvaney. Optical properties of single semi-
conductor nanocrystals. Physical Chemistry Chemical Physics, 8(43):4989–5011,
2006.
[4] D.J. Norris, M.G. Bawendi, and L. E. Brus. Optical properties of semiconductor
nanocrystals (quantum dots). Molecular Electronics, pages 281–283, 1997.
[5] Brent Fisher. Time Resolved Fluorescence of CdSe Nanocrystals using Single
Molecule Spectroscopy. PhD thesis, Massachusetts Institute off Technology, 2005.
[6] P Reiss, M Protiere, and L Li. Core/Shell semiconductor nanocrystals. Small,
5(2):154–168, January 2009.
[7] IL Medintz, HT Uyeda, ER Goldman, and H Mattoussi. Quantum dot biocon-
jugates for imaging, labelling and sensing. Nature Materials, 4(6):435–446, June
2005.
[8] Xingyong Wu, Hongjian Liu, Jianquan Liu, Kari N. Haley, Joseph A. Tread-
way, J Peter Larson, Nianfeng Ge, Frank Peale, and Marcel P. Bruchez. Im-
munofluorescent labeling of cancer marker her2 and other cellular targets with
semiconductor quantum dots. Nature Biotech, 21(1):41–46, January 2003.
[9] PT Snee, RC Somers, G Nair, JP Zimmer, MG Bawendi, and DG Nocera. A
ratiometric CdSe/ZnS nanocrystal pH sensor. Journal of the American Chemical
Society, 128(41):13320–13321, October 2006.
[10] Emily J. McLaurin, Andrew B. Greytak, Moungi G. Bawendi, and Daniel G.
Nocera. Two-Photon absorbing nanocrystal sensors for ratiometric detection of
oxygen. Journal of the American Chemical Society, 131(36):12994–13001, 2009.
121
[11] Ronit Freeman, Tali Finder, LiLy Bahshi, and Itamar Willner. -Cyclodextrin-
Modified CdSe/ZnS quantum dots for sensing and chiroselective analysis. Nano
Letters, 9(5):2073–2076, May 2009.
[12] S Coe, WK Woo, M Bawendi, and V Bulovic. Electroluminescence from single
monolayers of nanocrystals in molecular organic devices. Nature, 420(6917):800–
803, December 2002.
[13] David C. Oertel, Moungi G. Bawendi, Alexi C. Arango, and Vladimir Bulovic.
Photodetectors based on treated CdSe quantum-dot films. Applied Physics Let-
ters, 87(21):213505, 2005.
[14] Joseph M. Luther, Matt Law, Matthew C. Beard, Qing Song, Matthew O. Reese,
Randy J. Ellingson, and Arthur J. Nozik. Schottky solar cells based on colloidal
nanocrystal films. Nano Letters, 8(10):3488–3492, 2008.
[15] VI Klimov, SA Ivanov, J Nanda, M Achermann, I Bezel, JA McGuire, and
A Piryatinski. Single-exciton optical gain in semiconductor nanocrystals. Nature,
447(7143):441–446, May 2007.
[16] V. Klimov, A. Mikhailovsky, S. Xu, A. Malko, J. Hollingsworth, and
C. Leatherdale. Optical gain and stimulated emission in nanocrystal quantum
dots. Science, 290(5490):314–317, 2000.
[17] B Lounis, HA Bechtel, D Gerion, P Alivisatos, and WE Moerner. Photon an-
tibunching in single CdSe/ZnS quantum dot fluorescence. Chemical Physics
Letters, 329(5-6):399–404, October 2000.
[18] M. Nirmal, B. O. Dabbousi, M. G. Bawendi, J. J. Macklin, J. K. Trautman, T. D.
Harris, and L. E. Brus. Fluorescence intermittency in single cadmium selenide
nanocrystals. Nature, 383(6603):802–804, October 1996.
[19] S. A. Empedocles, D. J. Norris, and M. G. Bawendi. Photoluminescence spec-
troscopy of single CdSe nanocrystallite quantum dots. Physical Review Letters,
77(18):3873, October 1996.
[20] SA Empedocles and MG Bawendi. Quantum-confined stark effect in single CdSe
nanocrystallite quantum dots. Science, 278(5346):2114–2117, December 1997.
[21] Todd D. Krauss and Louis E. Brus. Charge, polarizability, and photoioniza-
tion of single semiconductor nanocrystals. Physical Review Letters, 83(23):4840,
December 1999.
[22] S. A. Empedocles and M. G. Bawendi. Influence of spectral diffusion on the line
shapes of single CdSe nanocrystallite quantum dots. The Journal of Physical
Chemistry B, 103(11):1826–1830, March 1999.
122
[23] L. Coolen, X. Brokmann, P. Spinicelli, and J.-P. Hermier. Emission charac-
terization of a single CdSe-ZnS nanocrystal with high temporal and spectral
resolution by Photon-Correlation fourier spectroscopy. Physical Review Letters,
100(2):027403, January 2008.
[24] L. Coolen, P. Spinicelli, and J.-P. Hermier. Emission spectrum and spectral dif-
fusion of a single CdSe/ZnS nanocrystal measured by photon-correlation fourier
spectroscopy. Journal of the Optical Society of America B, 26(7):1463–1468, July
2009.
[25] Taras Plakhotnik, Mark J. Ferne, Brad Littleton, Halina Rubinsztein-Dunlop,
Christian Potzner, and Paul Mulvaney. Anomalous power laws of spectral dif-
fusion in quantum dots: A connection to luminescence intermittency. Physical
Review Letters, 105(16):167402, October 2010.
[26] Phedon Palinginis, Sasha Tavenner, Mark Lonergan, and Hailin Wang. Spectral
hole burning and zero phonon linewidth in semiconductor nanocrystals. Physical
Review B, 67(20):201307, May 2003.
[27] Jau Tang and R. A. Marcus. Mechanisms of fluorescence blinking in semiconduc-
tor nanocrystal quantum dots. The Journal of Chemical Physics, 123(5):054704,
2005.
[28] Pavel A. Frantsuzov and R. A. Marcus. Explanation of quantum dot blink-
ing without the long-lived trap hypothesis. Physical Review B, 72(15):155321,
October 2005.
[29] Xavier Brokmann, Moungi Bawendi, Laurent Coolen, and Jean-Pierre Hermier.
Photon-correlation fourier spectroscopy. Optics Express, 14(13):6333–6341, June
2006.
[30] M. Kuno, D. P. Fromm, S. T. Johnson, A. Gallagher, and D. J. Nesbitt. Modeling
distributed kinetics in isolated semiconductor quantum dots. Physical Review B,
67(12):125304, March 2003.
[31] Phedon Palinginis and Hailin Wang. High-resolution spectral hole burning in
CdSe/ZnS core/shell nanocrystals. Applied Physics Letters, 78(11):1541, 2001.
[32] K. Takemoto, B. -R. Hyun, and Y. Masumoto. Heterodyne-detected accumulated
photon echo in CdSe quantum dots. Solid State Communications, 114(10):521–
525, May 2000.
[33] Bradley N. Littleton, Mark J. Fernee, Daniel E. Gomez, Paul Mulvaney, and
Halina Rubinsztein-Dunlop. High-Resolution line width measurement of single
CdSe nanocrystals at long time scales. The Journal of Physical Chemistry C,
113(14):5345–5348, April 2009.
123
[34] L. Biadala, Y. Louyer, Ph. Tamarat, and B. Lounis. Direct observation of the
two lowest exciton Zero-Phonon lines in single CdSe/ZnS nanocrystals. Physical
Review Letters, 103(3):037404, July 2009.
[35] R. G. Neuhauser, K. T. Shimizu, W. K. Woo, S. A. Empedocles, and M. G.
Bawendi. Correlation between fluorescence intermittency and spectral diffusion
in single semiconductor quantum dots. Physical Review Letters, 85(15):3301,
October 2000.
[36] J. Muller, J. M. Lupton, A. L. Rogach, J. Feldmann, D. V. Talapin, and
H. Weller. Monitoring surface charge movement in single elongated semicon-
ductor nanocrystals. Physical Review Letters, 93(16):167402, October 2004.
[37] J Muller, JM Lupton, AL Rogach, J Feldmann, DV Talapin, and H Weller.
Monitoring surface charge migration in the spectral dynamics of single CdSe/CdS
nanodot/nanorod heterostructures. Physical Review B, 72(20), November 2005.
[38] Daniel E. Gomez, Joel van Embden, and Paul Mulvaney. Spectral diffusion of
single semiconductor nanocrystals: The influence of the dielectric environment.
Applied Physics Letters, 88(15):154106, 2006.
[39] Mark J. Fernee, Brad Littleton, Taras Plakhotnik, Halina Rubinsztein-Dunlop,
Daniel E. Gmez, and Paul Mulvaney. Charge hopping revealed by jitter corre-
lations in the photoluminescence spectra of single CdSe nanocrystals. Physical
Review B, 81(15):155307, April 2010.
[40] MJ Fernee, BN Littleton, and H Rubinsztein-Dunlop. Detection of bright trion
states using the fine structure emission of single CdSe/ZnS colloidal quantum
dots. ACS Nano, 3(11):3762–3768, November 2009.
[41] Gerwin Chilla, Tobias Kipp, Torben Menke, Detlef Heitmann, Marija Nikolic,
Andreas Frmsdorf, Andreas Kornowski, Stephan Frster, and Horst Weller. Direct
observation of confined acoustic phonons in the photoluminescence spectra of
a single CdSe-CdS-ZnS Core-Shell-Shell nanocrystal. Physical Review Letters,
100(5):057403, February 2008.
[42] H Htoon, SA Crooker, M Furis, S Jeong, AL Efros, and VI Klimov. Anomalous
circular polarization of photoluminescence spectra of individual CdSe nanocrys-
tals in an applied magnetic field. Physical Review Letters, 102(1), January 2009.
[43] Al. L. Efros, M. Rosen, M. Kuno, M. Nirmal, D. J. Norris, and M. Bawendi.
Band-edge exciton in quantum dots of semiconductors with a degenerate valence
band: Dark and bright exciton states. Physical Review B, 54(7):4843, 1996.
[44] Y. Louyer, L. Biadala, Ph. Tamarat, and B. Lounis. Spectroscopy of neutral and
charged exciton states in single CdSe/ZnS nanocrystals. Applied Physics Letters,
96(20):203111, 2010.
124
[45] Taras Plakhotnik and Daniel Walser. Time resolved single molecule spectroscopy.
Physical Review Letters, 80(18):4064, May 1998.
[46] Andreas Zumbusch, Ludovic Fleury, Ross Brown, Jacky Bernard, and Michel
Orrit. Probing individual two-level systems in a polymer by correlation of single
molecule fluorescence. Physical Review Letters, 70(23):3584, June 1993.
[47] G. Sallen, A. Tribu, T. Aichele, R. Andre, L. Besombes, C. Bougerol, M. Richard,
S. Tatarenko, K. Kheng, and J.-Ph. Poizat. Subnanosecond spectral diffusion
measurement using photon correlation. Nature Photonics, 4(10):696–699, Octo-
ber 2010.
[48] Albert Abraham Michelson. Light waves and their uses. The University of
Chicago Press, 1902.
[49] C. Kammerer, G. Cassabois, C. Voisin, M. Perrin, C. Delalande, Ph. Roussignol,
and J. M. Gerard. Interferometric correlation spectroscopy in single quantum
dots. Applied Physics Letters, 81(15):2737, 2002.
[50] Z.Y. Ou, E.C. Gage, B.E. Magill, and L. Mandel. Observation of beating between
blue and green light. Optics Communications, 69(1):1–5, December 1988.
[51] John Ernest Chamberlain, G. W Chantry, and Norman Walford Bavin Stone.
The Principles of Interferometric Spectroscopy. Wiley, Chichester [Eng.], 1979.
[52] Robert John Bell. Introductory Fourier Transform Spectroscopy. Academic Press,
New York, 1972.
[53] Ronald N Bracewell. The Fourier Transform and Its Applications. McGraw Hill,
Boston, 3rd edition, 2000.
[54] Valerii Zapasskii and G. Kozlov. Correlation analysis of spectral fluctuations in
inhomogeneously broadened spectra. Optics Express, 8(9):509–516, April 2001.
[55] Leonard Mandel and Emil Wolf. Optical coherence and quantum optics. Cam-
bridge University Press, September 1995.
[56] Francesca Intonti, Valentina Emiliani, Christoph Lienau, Thomas Elsaesser, Vin-
cenzo Savona, Erich Runge, Roland Zimmermann, Richard Ntzel, and Klaus H.
Ploog. Quantum mechanical repulsion of exciton levels in a disordered quantum
well. Physical Review Letters, 87(7):076801, July 2001.
[57] G. von Freymann, U. Neuberth, M. Deubel, M. Wegener, G. Khitrova, and
H. M. Gibbs. Level repulsion in nanophotoluminescence spectra from single
GaAs quantum wells. Physical Review B, 65(20):205327, May 2002.
[58] Douglas Magde, Elliot L. Elson, and Watt W. Webb. Fluorescence correlation
spectroscopy. II. an experimental realization. Biopolymers, 13(1):29–61, 1974.
125
[59] Xavier Brokmann, Lisa F. Marshall, and Moungi G. Bawendi. Revealing single
emitter spectral dynamics from intensity correlations in an ensemble fluorescence
spectrum. Optics Express, 17(6):4509–4517, March 2009.
[60] W E Moerner and M Orrit. Illuminating single molecules in condensed matter.
Science (New York, N.Y.), 283(5408):1670–1676, March 1999. PMID: 10073924.
[61] Taekjip Ha, Alice Y. Ting, Joy Liang, W. Brett Caldwell, Ashok A. Deniz,
Daniel S. Chemla, Peter G. Schultz, and Shimon Weiss. Single-molecule fluores-
cence spectroscopy of enzyme conformational dynamics and cleavage mechanism.
Proceedings of the National Academy of Sciences of the United States of America,
96(3):893 –898, February 1999.
[62] W. P. Ambrose, Th. Basche, and W. E. Moerner. Detection and spectroscopy
of single pentacene molecules in a p-terphenyl crystal by means of fluorescence
excitation. The Journal of Chemical Physics, 95(10):7150, 1991.
[63] Mayrose R Salvador, Matthew W Graham, and Gregory D Scholes. Exciton-
phonon coupling and disorder in the excited states of CdSe colloidal quantum
dots. The Journal of Chemical Physics, 125(18):184709, November 2006. PMID:
17115781.
[64] P. T. Snee, Y. Chan, D. G. Nocera, and M. G. Bawendi. Whispering-Gallery-
Mode lasing from a semiconductor Nanocrystal/Microsphere resonator compos-
ite. Advanced Materials, 17(9):1131–1136, 2005.
[65] S. Felekyan, R. Kuhnemuth, V. Kudryavtsev, C. Sandhagen, W. Becker, and
C. A. M. Seidel. Full correlation from picoseconds to seconds by time-resolved
and time-correlated single photon detection. Review of Scientific Instruments,
76(8):083104, 2005.
[66] Rogier Verberk and Michel Orrit. Photon statistics in the fluorescence of single
molecules and nanocrystals: Correlation functions versus distributions of on- and
off-times. The Journal of Chemical Physics, 119(4):2214, 2003.
[67] Ming Zhao, Lei Jin, Bo Chen, Yao Ding, Hui Ma, and Dieyan Chen. Afterpulsing
and its correction in fluorescence correlation spectroscopy experiments. Applied
Optics, 42(19):4031–4036, July 2003.
[68] X. Brokmann, J.-P. Hermier, G. Messin, P. Desbiolles, J.-P. Bouchaud, and
M. Dahan. Statistical aging and nonergodicity in the fluorescence of single
nanocrystals. Physical Review Letters, 90(12):120601, March 2003.
[69] Mark J. Fernee, Brad N. Littleton, Steven Cooper, Halina Rubinsztein-Dunlop,
Daniel E. Gomez, and Paul Mulvaney. Acoustic phonon contributions to the
emission spectrum of single CdSe nanocrystals. The Journal of Physical Chem-
istry C, 112(6):1878–1884, February 2008.
126
[70] J. L. Doob. The brownian movement and stochastic equations. The Annals of
Mathematics, 43(2):351–369, 1942.
[71] Jing Zhao, Gautham Nair, Brent R. Fisher, and Moungi G. Bawendi. Challenge
to the charging model of Semiconductor-Nanocrystal fluorescence intermittency
from Off-State quantum yields and multiexciton blinking. Physical Review Let-
ters, 104(15):157403, April 2010.
127
