Optimization (FEPSO) is proposed based on the classical particle swarm optimization (PSO) algorithm. FEPSO applies the fractal Brownian motion model used to describe the irregular movement characteristics to simulate the optimization process varying in unknown mode, and include the implied trends to go to the global optimum. This will help the individual to escape from searching optimum too randomly and precociously. Compared with the classical PSO algorithm, each particle contains a fractal evolutionary phase in FEPSO. In this phase, each particle simulates a fractal Brownian motion with an estimated Hurst parameter to search the optimal solution in each sub dimensional space, and update correspond sub location. The simulation experiments show that this algorithm has a robust global search ability for most standard composite test functions. Its optimization ability performs much better than most recently proposed improved algorithm based on PSO.
I. INTRODUCTION
Particle Swarm Optimization (PSO) simulated birds foraging behavior is conceptually simple, convenient, efficient search algorithm with few parameter settings [1] . Since 1995 It has been studied all the time. It is easy to fall into local optimum by using PSO algorithm to optimize complex functions and get a premature convergence result. Therefore the inertia weight for the speed of the PSO evolution equation is introduced [2] and is dynamically adjusted to balance the global convergence feature and the convergence speed. Combined with fuzzy theory, fuzzy dynamic adjustment of the inertia weight method is proposed [3] . In order to ensure the convergence of PSO, a shrinkage factor is included in the algorithm [4] [5] . Based on the selection, hybridization and other ideas of the comprehensive evolutionary computation, the particle with worst fitness is replaced with the copier of the particle with better fitness to improve the algorithm convergence [6] [7] . To improve PSO performance, neighborhood topology is combined with niche ideas [8] . Each particle neighborhood grows with the evolution of the generation from itself to the scope that the entire population is included. The neighborhood models such as Ring and Wheel basic structures have been studied by Kennedy [9] .
In past several years, several improved PSO algorithms with good performance have been studied. In the FitnessDistance-Ratio algorithm based Particle of Swarm Optimization(FDR-PSO) proposed in 2003 [10] , each particle moves to multiple particles with better fitness according to the fitness -distance criteria to overcome the PSO premature convergence feature. Cooperative Particle Swarm Optimizer (CPSO) studied in 2004 [11] uses the collaborative work sub-particle swarm optimized separately in the different parts of the solution vector to achieve better optimization results. Comprehensive Learning Particle of Swarm Optimizer (CLPSO) proposed in 2006 updates the velocity after comprehensive study of all other particles best location in their histories [12] to achieve global optimum. In 2010 Intelligent Single Particle Optimizer (ISPO) is studied. The particle is no longer a simple individual, but with some intelligent using smart strategic decision to update its location and velocity. The test results have demonstrated that ISPO has an outstanding ability to find the global optimum in the complicated composition test functions [13] .
But ISPO has few adaptability for different optimization objective function, and should keep trying different algorithm parameter to obtain better optimal solution. If the particle swarm movement in searching the optimization problem solution is regarded as natural environment movement, the particle swarm optimization process irregular movement is just like the fractal Brownian motion (FBM) used in Fractal Theory [14] to solve a wide variety of applications such as stock market analysis and forecasting applications. Therefore a fractal evolutionary algorithm is proposed to combine PSO with comprehensive utilization of the FBM randomness and some trend which reflected the imbalance of the objective function different value in different location. This is the same as the effect in the evolution equation of the PSO by adding random items to prevent premature convergence [15] , and get better optimization results.
II. PSO FRACTAL EVOLUTIONARY ALGORITHM

A. Classical PSO
In a PSO system with n particles based on inertia weight [2] , particles representing candidate solutions start their flight from random locations in a search landscape in D dimension. At each step, the ith particle updates its velocity 1 2 ( , , , , , )
move to another location 1 2 ( , , , , , ) (1) and (2) . The flight is influenced by a fitness function f(x i ) that evaluates the quality of each solution.
Where X id (t) is the location of the ith particle at time t on dimension d, V id is the velocity, ω is the inertia weight, C 1 and C 2 are constant values, 1 2 , φ φ ∈ [0， 1]are uniform random numbers, P lid is the ith particle's best position (generating the best fitness) that has been found so far, and P gd is the best position visited by the neighbors. Generally, the neighborhood is chosen as the whole population for global optimization. To prevent the PSO from premature convergence [15] , random update items is added in (1) shown as the following equation (3) . Where C 3 is constant value and 3 φ ∈[-0.5，0.5] is a uniform random factor.
B. Fractal evolutionary PSO
In (3), the random item 3 3 C φ is added with no any guided information. Therefore fractal Brownian motion(FBM) model is proposed to replace this item in this paper. FBM has been studied and effectively used to simulate many natural and social phenomena [14] . It includes two parts: one is the increment of the stochastic process of Brownian motion, the other is the Gaussian noise. Brownian motion shows that particle movement has some trends in the surrounding fluid internal molecular irregular motion. This is similar to the individual optimizing its fitness process in PSO. Thus the FBM search phase is introduced in the classical PSO algorithm. There are two phase integrated with the classical PSO framework shown in Fig.1 : one is the phase of each particle FBM exploration and the other is the phase of the best individual FBM optimization. The new integrated algorithm is called Fractal Evolutionary PSO (FEPSO).
Supposed B H (t) stands for the FBM with the Hurst parameter H (0 <H <1), the ith particle movement change dx i (t) relative to x i (t) in the dt time contains two parts. One part is used to reflect the overall trend of the objective function, the other part includes the random interference as the FBM. The movement is defined by the following equations according to [14] :
The solution of equation (4) is
The expected value of We have a new equation (7) derived from (4) ,
According to [14] ,
is fractal white noise. To simplify the calculation, the following formula is used to approximately estimate the value in (7): Because the fractal parameter estimation is difficult, one-dimensional FBM is used to update particle velocity and location sub-vector (1 ) j j m ≤ ≤ in turn. The following formula used for the velocity and location updated will iterate N times: . The golden section method is included in (11) to estimate the value μ as soon as possible. Therefore the pseudocode for the FEPSO algorithm is shown as Fig. 2 . By (11), a new search decision is used: (1) In each iteration, if the particle has found a better location than its history, the μ will increase and the particle velocity of the next iteration will be amplified by (9) .
(2) If in this iteration the particle has not found a better location, μ will decrease and the particle velocity of the next iteration will be lower by (9) and will help to search the global optimum in the new iteration. 
Set function evaluation times ( ) ( , , , , , ) End (3) If the particle fitness value is still not improved after several iterations, μ will be reduced to a smaller value than ε . μ is set to the sum of the opposite velocity and additional random value by (11) , which means that the velocity changes with greater diversity, more easily escape from local optima.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
The six standard composite test functions CF 1~ CF 6 studied in [16] is used to test the performance of FEPSO. The composite test function is constructed by the following equation:
Where CF(x) represent the new composition function, ( ) i f x is the ith basic function used to construct the composition function. They are the Sphere Function, Rastrigin's Function, Weierstrass Function, Griewank's Function, and Ackley's Function defined in [16] . n is the number of basic functions. D is the dimension. M i is the orthogonal rotation matrix for each ( ) 
In [16] , CF1-CF6 composition test functions is constructed by the equation 11 to 15. These functions with a large number of local minima are recognized as difficult function optimizations [13] . Most of the optimization algorithm in the optimization process is easy to fall into local minima. To compare the test optimization results, the other PSO algorithm parameters setting and experimental results are obtained from [13] . In the FEPSO, the Hurst parameter is estimated by
First FEPSO run 10 times to optimize each standard composite test function. The maximum fitness evaluations including each particle FBM optimization phase and the final FBM optimization phase are set at 50,000. The mean and standard deviation values of the results are recorded and compared with [13] in Table I The convergence characteristics compared with each other algorithm in the optimization of the composite test functions is shown on Fig.3 , where the other algorithm convergence characteristics data is obtained from the Fig.3 in [13] . The horizontal axis is the function evaluation times in the range of 0 ~ 5 × 10 4 , the vertical axis is objective function value. In the Fig.3 , "FEPSO mean" stands for the average convergence curve and "FEPSO best" stands for the best convergence curve achieved by FEPSO algorithm. FEPSO has achieved better convergence speed and is significantly faster than other algorithms on the composite test function of CF 2 , CF 3 , CF 5 and CF 6 . IV. CONCLUSIONS After analysis of the existing PSO algorithms, the particles should include a self-optimize exploration phase in order to effectively solve complex function optimization problem. Particle self-optimize exploration phase is very similar as the irregular movement of FBM. A new Fractal Evolutionary particle swarm optimization(FEPSO) framework is introduced. In FEPSO, each particle has FBM optimization phase in the beginning, then enter the classical PSO phase, and finally get the optimal result after the current best particle FBM optimization again. In this paper because the fractal parameter estimation is difficult, one-dimensional FBM is used to update particle velocity and location. The numerical simulation results show that the FEPSO has a strong global search capability to obtain optimal results for the composite test function mentioned in [13] . It is worthwhile to continue the further study in the application [17, 18] .
