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vAbstract
Stationary subdivision is an important tool for generating smooth free-form surfaces used
in CAGD and computer graphics. One of the challenges in the construction of subdivision
schemes for arbitrary meshes is to guarantee that the surfaces produced by the algorithm
are C1-continuous. First results in this direction were obtained only recently. In this thesis
we derive necessary and suﬃcient criteria for Ck-continuity that generalize and extend most
known conditions.
We present a new method for analysis of smoothness of subdivision which allows us to
analyze subdivision schemes which do not generate surfaces admitting closed-form parame-
terization on regular meshes, such as the Butterﬂy scheme and schemes with modiﬁed rules
for tagged edges.
The theoretical basis for analysis of subdivision that we develop allows us to suggest
methods for constructing new subdivision schemes with improved behavior. We present
a new interpolating subdivision scheme based on the Butterﬂy scheme, which generates
C1-continuous surfaces from arbitrary meshes.
We describe a multiresolution representation for meshes based on subdivision. Com-
bining subdivision and the smoothing algorithms of Taubin [61] allows us to construct a
set of algorithms for interactive multiresolution editing of complex hierarchical meshes of
arbitrary topology.
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1Chapter 1 Introduction
Subdivision is a method for generating smooth surfaces, which ﬁrst appeared as an ex-
tension of splines to arbitrary topology control nets. Eﬃciency of subdivision algorithms,
their ﬂexibility and simplicity make them suitable for many interactive computer graphics
applications.
Although the basic subdivision algorithms are simple, the properties of limit surfaces
generated by subdivision may be quite complicated and diﬃcult to analyze. In this thesis
our main focus is on the analysis of C1-continuity and construction of stationary subdivision
algorithms. This class of algorithms is particularly important because all classical subdi-
vision schemes [13, 5, 20, 40] are stationary. Understanding the algorithms in this class is
essential for understanding more general forms of subdivision.
Although subdivision was introduced as a generalization of knot insertion algorithms for
splines, it is much more general and allows considerable freedom in the choice of subdivision
rules. These degrees of freedom can be used to obtain surfaces with speciﬁc properties
(varying degree of smoothness, interpolation) or with features such as creases and cusps.
To take advantage of this ﬂexibility we have to understand the dependence between the
subdivision rules and the behavior of the limit surface. Because these dependences are
diﬃcult to analyze, most of the work on subdivision on meshes of arbitrary topology was
centered on analysis of spline-based schemes, which constrained the variety of surfaces that
could be generated.
One of the goals of this work is to develop a framework for analysis of general sub-
division. We prove general necessary and suﬃcient conditions for tangent plane and Ck-
continuity of subdivision and describe practical methods for analyzing C1-continuity. We
have implemented algorithms that allow us to perform C1-continuity analysis automati-
cally, potentially for whole families of subdivision schemes and prove C1-continuity for all
valences of extraordinary vertices.
Another goal was to design practical algorithms for manipulation of subdivision sur-
faces. We have chosen a particularly challenging application, multiresolution editing, to
demonstrate how theoretical properties of subdivision lead to eﬃcient adaptive and local
2algorithms.
In the next sections we introduce the subject of this thesis and discuss the related work.
1.1 Subdivision
Given an initial mesh, subdivision computes a sequence of reﬁned meshes converging to a
limit surface. The reﬁned meshes are obtained by adding new vertices to the mesh and
connecting them with old vertices. The positions of new vertices are computed as functions
of positions of the old vertices; the positions of old vertices in the reﬁned mesh can be
modiﬁed. To specify a subdivision scheme, we need to describe two rules: a topological rule
for obtaining the graph of the reﬁned mesh from the graph of the initial mesh and a rule
for computing the positions of new vertices and modifying positions of the old vertices.
Figure 1.1: Insertion of new vertices for a triangular mesh.
The topological rule has primary importance; only several rules where ever used for
construction of subdivision schemes for surfaces. We will mostly consider the schemes that
use probably the simplest possible rule that works on arbitrary triangular meshes: one new
vertex is added for each old edge, all old edges are replaced by a pair of edges and the new
vertices for each old face are connected (Figure 1.1).
This rule is general enough to serve as a basis for a variety of subdivision algorithms.
An important property of this rule is that all new vertices, unless they are on the boundary
of the mesh, have valence 6.
The new vertices on the boundary have valence four. The number of extraordinary
3vertices, which have valence other than 6 (4 on the boundary), remains constant on all
subdivision levels. For the type of schemes that we consider, this fact means that almost
everywhere a small part of the mesh is in one-to-one correspondence with a piece of the
regular three-directional grid (Figure 1.1).
Analysis for other types of rules, such as topological rules used in Catmull-Clark and
Doo-Sabin schemes, is similar (see Chapter 8 for discussion) and only minor adjustments
are needed in the derivations. We choose to concentrate on the triangle-based schemes
because the initial formalization (Chapter 2) is more transparent for these schemes. Once
the triangular case is understood, it is relatively easy to adapt the derivations for the
quadrilateral schemes.
Powerful tools exist for analysis and construction of subdivision schemes on regular
grids (see [6]). We concentrate on the analysis of the behavior of subdivision near the
extraordinary vertices.
Figure 1.2: The dark lines partition the mesh into 3 pieces. Each piece of the subdivided
mesh, except for the shaded ones, can be mapped to the regular grid with a boundary.
To specify a complete subdivision scheme, we need a set of functions for computing the
positions of vertices on successive approximation levels. For the scheme to be practical,
these functions should be as simple as possible, yet capable of generating a smooth limit
surface. We will consider subdivision schemes for which all reﬁnement functions are linear.
Moreover, we will assume that the choice of function that is used to compute a value at a
vertex depends only on the local topology of the mesh around this vertex, and the function
itself depends only on a ﬁnite number of neighbors (locality and ﬁnite support.)
Linear and ﬁnitely supported functions can be computed very eﬃciently, which makes
4the schemes of this type particularly promising for computer graphics applications.
We consider primarily stationary schemes, which implies that the choice of the reﬁne-
ment functions does not depend on the subdivision level. Once a mesh is reﬁned, we “forget”
about the old mesh and base our choice of functions for the next subdivision step only on
the topology of the current mesh. This restriction makes the implementation highly eﬃcient
and also makes the analysis of the schemes much simpler. Following the pattern that was
established in the analysis of subdivision on regular grids [19], one may hope to extend this
analysis to the case of non-stationary subdivision.
1.2 Multiresolution Representations and Editing
An important part of this thesis is dedicated to the applications of subdivision.
Subdivision in its pure form is useful for generating smooth surfaces. However, applica-
tions such as special eﬀects and animation require creation and manipulation of complex ge-
ometric models, which, like real world geometry, carry detail at many scales (cf. Figure 1.3).
We extend subdivision to a more general multiresolution representation for surfaces. The
advantage of our approach is that it allows us to implement level-of-detail rendering, mul-
tiresolution editing and animation using highly eﬃcient subdivision algorithms.
We focus on interactive multiresolution editing of complex models, a particularly chal-
lenging application. Complex geometric models might be constructed from scratch (ab
initio design) in an interactive modeling environment or be scanned-in either by hand or
with automatic digitizing methods. The latter is a common source of data. If a model is
obtained using a laser range scanners it is often composed of high resolution meshes with
hundreds of thousands to millions of triangles.
Manipulating such ﬁne meshes can be diﬃcult, especially when they are to be edited
or animated. Interactivity, which is crucial in these cases, is challenging to achieve. Even
without accounting for any computation on the mesh itself, available rendering resources
alone may not be able to cope with the sheer size of the data. Possible approaches include
mesh optimization [33, 31] to reduce the size of the meshes and using hierarchical represen-
tations, such as the subdivision-based representation that we propose. Our representation
is more suitable for editing and animation applications: diﬀerent levels of resolution can be
extracted on the ﬂy, even if the geometry changes. In addition, our representation provides
5Figure 1.3: An edit of a complex mesh. The original is on the right (courtesy Venkat
Krischnamurthy). The edited version on the left illustrates large scale edits, such as his
belly, and smaller scale edits such as his double chin; all edits were performed at about 5
frames per second on an Indigo R10000 Solid Impact.
multiresolution editing semantics: it is possible to control the geometry at a large scale; at
the same time, minute features of the model can be modiﬁed if necessary.
1.3 Contributions
In this section we summarize the contributions of the thesis. Our results are compared to
the previous work is discussed in Section 1.6.1.
1.3.1 Theory of Subdivision
The goal of this thesis is to build a systematic theory of stationary subdivision surfaces on
arbitrary meshes. We ﬁnd necessary and suﬃcient conditions for tangent plane continuity
and Ck-continuity of subdivision schemes. These conditions can be used to determine
smoothness of particular schemes; more importantly, they provide us with a more explicit
description of whole classes of tangent plane continuous and Ck-continuous schemes; it is
our hope that such description can be used for ﬁnding schemes in the class that are optimal
in other senses, for example, schemes that produce surfaces with improved fairness.
Our analysis of stationary subdivision around extraordinary vertices builds on the ideas
from the work of Warren [63, 62], Reif [55, 54, 56] and Cavaretta, Dahmen and Miccelli [6].
6Our main results include
• A formalism for description of subdivision schemes on arbitrary meshes in terms of
graph neighborhoods (Section 2.2), which allows us to deﬁne such crucial concepts
as control sets (extension to the case of general subdivision of the idea of the set of
control points of a spline patch).
• An approach to analysis of local properties of subdivision schemes near extraordinary
points based on the idea of the universal surface (Section 3.4). This approach is crucial
for developing geometric intuition about the behavior of subdivision surfaces.
• Necessary and suﬃcient conditions for tangent plane continuity given by Theorem 3.4
and under additional nondegeneracy assumptions by Corrolary 3.5 and equivalent
Theorem 3.7.
• Necessary and suﬃcient conditions for Ck-continuity of subdivision schemes at ex-
traordinary vertices (Section 3.10).
• Practical suﬃcient criteria for C1-continuity of a subdivision scheme at an extraordi-
nary vertex (Chapter 4);
• Algorithms for verifying C1-continuity of general subdivision schemes (Chapter 5);
the same algorithms can also be used for stability analysis.
• Construction and analysis of several speciﬁc schemes; we present a complete analysis
of the Butterﬂy scheme and propose a new scheme based on the Butterﬂy which we
prove to be C1-continuous for vertices of arbitrary valence. We also present analysis
of the Loop scheme for arbitrary valence and propose a way of introducing soft creases
into the Loop scheme.
The suﬃcient conditions of Chapter 4 do not require knowledge of the explicit formula
for the limit surface, which makes it useful for analysis of interpolating subdivision schemes,
such as the Butterﬂy scheme [20].
The connection to the singularity theory, brieﬂy discussed in Appendix B, suggests that
some results from that area can be applied to the study of subdivision surfaces, stationary
as well as non-stationary.
71.3.2 Multiresolution Representations
We propose a multiresolution representation for surfaces based on subdivision and describe
algorithms for fast update and rendering of subdivision and multiresolution surfaces. Eﬃ-
ciency is achieved by using adaptive and local algorithms whenever possible.
We present an editing system which possesses the following properties
• Multiresolution control: Both broad and general handles, as well as small knobs
to tweak minute detail, are available.
• Speed/ﬁdelity tradeoﬀ: All algorithms dynamically adapt to available resources
to maintain interactivity.
• Simplicity/uniformity: A single primitive, triangular mesh is used to represent the
surface across all levels of resolution.
It should be noted that our methods rely on the ﬁnest-level mesh having subdivision
connectivity. This requires a remeshing step before external high resolution geometry can be
imported into the editor. Eck et al. [22], have described a possible approach to remeshing
arbitrary ﬁnest level input meshes fully automatically. A method that relies on a user’s
expertise was developed by Krishnamurthy and Levoy [37].
1.4 Related Work: Construction of Subdivision Schemes
In this section we brieﬂy review a number of subdivision algorithms. These come in two
principal varieties, approximating and interpolating. The former are typically based on
generalizations of spline patch-based schemes, while the latter are related to 1D interpolating
schemes [9, 10, 11, 14, 16].
1.4.1 Approximating Subdivision Schemes
The ﬁrst subdivision algorithms for meshes of arbitrary topology were given by Doo and
Sabin [12, 13, 57] and Catmull and Clark [5]. These were based on generalizations of
quadratic and cubic B-spline subdivision for meshes consisting of quadrilaterals. The be-
havior around extraordinary vertices was ﬁrst analyzed by Doo and Sabin [13] using Fourier
8transforms and an analysis of the eigenvalues and eigenvectors of a matrix associated with
the subdivision process.
A ﬁrst scheme for arbitrary meshes consisting of triangles was given by Loop [40]. It is
based on a generalization of quartic triangular B-splines.
Another class of approaches to generating smooth surfaces from arbitrary topology
meshes attempts to directly derive a set of spline patches which globally achieve some
order of continuity. Most of these approaches are based on some number of initial “corner
cuttings” to regularize the topology, or alternatively place some restrictions on the mesh
connectivity [8, 41, 47, 48]. The output of these algorithms is a set of patches of varying,
at times rather high, polynomial order and varying shape, typically triangles and quadri-
laterals. Once these patches have been generated, the surface can be built by subdivision
through the de Casteljau algorithm.
1.4.2 Interpolating Subdivision Schemes
Since the ability to control the resulting surface exactly is very important in many practical
applications, a number of modiﬁcations of approximating schemes have been developed to
force the limit surface to interpolate particular points. Nasri [45] gives modiﬁcations to the
quadratic scheme of Doo-Sabin to enforce interpolation of vertices and normals by solving
a linear system which is global but sparse. Similarly, Halstead, Kass and DeRose [29]
give an algorithm modifying the cubic scheme of Catmull-Clark to enforce positional and
normal constraints, again by solving a global and sparse linear system. In both cases there
are a number of limitations. For example, it is unclear under what conditions the linear
system to be solved for the interpolation constraints can become singular. Additionally,
the interpolation conditions are only satisﬁed in the limit. Among the patch-based schemes
only Peters [47] recently gave one which can incorporate interpolation constraints without
requiring the solution of a global linear system.
Until recently the only known interpolating scheme was the Butterﬂy scheme of Dyn,
Gregory and Levin [20] and a later variant [17]. These schemes are interpolating by design,
local, and simple in terms of the required data structures and algorithms. They are also
known to be smooth in the regular setting, where they lead to C1-continuous limit func-
tions [17, 21]. Topological regularity, however, is a rather severe restriction since all vertices
must be of valence six for these results to be applicable. The failure to be C1-continuous
9for vertices of valence other than six is easily observed in practice as can be seen in the ex-
ample of Figure 1.4. Simultaneously with this work a new quadrilateral-based interpolating
scheme was developed by Kobbelt [35].
Figure 1.4: On the left a control mesh with a vertex of valence 3. In the middle the
result after several levels of subdivision using the Butterﬂy scheme. The surface loses C1-
continuity around the vertex of valence 3. On the right the result achieved in the same
situation with our modiﬁed scheme. The behavior around the extraordinary vertex remains
C1-continuous and no cusp is formed.
1.5 Related Work: Analysis
The subdivision literature is quite extensive, but until recently, surprisingly little was known
about subdivision surfaces built on meshes with arbitrary topology. Already in the work of
Doo and Sabin [12, 13] and Catmull and Clark [5] attempts were made to analyze smoothness
properties of the subdivision surfaces around extraordinary vertices. A more systematic
approach was taken by Ball and Storry [2], who established conditions for tangent plane
continuity of Catmull-Clark subdivision. A similar analysis was performed by Loop [41].
Most recently, important results were obtained by Reif [54, 55, 56]. In [55] Reif points out
that tangent plane continuity does not adequately reﬂect the intuitive idea of smoothness
and establishes suﬃcient conditions for a stronger notion of smoothness (C1-continuity)
which requires existence of a local regular parameterization. The important concept of a
characteristic map is introduced. Reif [56] demonstrates that polynomial patches of order 6
are required to achieve C2-continuity of a surface — an important result showing limitations
of stationary subdivision. The result requires establishing a necessary condition for C2-
continuity in a special case. In [54] asymmetric schemes are considered and somewhat more
general suﬃcient conditions are proposed. Our work extends and generalizes the work of
Reif. Another important source of ideas for this work was the manuscript by Warren [63],
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where he noted the importance of scaling relations for understanding behavior of subdivision
schemes around extraordinary vertices.
Reif’s criterion was used to analyze C1-continuity of subdivision schemes by Habib and
Warren [28], Schweitzer [59], Peters and Reif [49].
Prautzsch [50] presents suﬃcient conditions for Ck-continuity that form a subset of our
conditions. The diﬀerences between our work and the work of Prautzsch are discussed in
Section 1.6.1. A degree estimate for Ck-continuous polynomial schemes was published by
Prautzsch and Reif [51].
Reif’s suﬃcient conditions for C1-continuity of subdivision schemes requires establishing
injectivity and regularity of the characteristic map. In [28] and [49] this was achieved using
explicit representation of the surface with polynomial patches. Techniques developed by
Schweitzer [59] are more subtle, but still rely on closed-form expressions. These approaches
cannot be used to analyze schemes that do not have explicit formulas for parameterizations
in the regular case.
1.6 Related Work: Surface Editing
Our system is inspired by a number of earlier approaches. We mention multiresolution
editing [23, 25, 27], arbitrary topology subdivision [5, 13, 20, 35, 40, 66], wavelet represen-
tations [7, 22, 42, 58], and mesh simpliﬁcation [31, 37]. Independently, an approach similar
to ours was developed by Pulli and Lounsbery [52].
H-splines were presented in pioneering work on hierarchical editing by Forsey and Bar-
tels [25]. Brieﬂy, H-splines are obtained by adding ﬁner resolution B-splines onto an existing
coarser resolution B-spline patch relative to the coordinate frame induced by the coarser
patch. Repeating this process, one can build very complicated shapes which are entirely
parameterized over the unit square. Forsey and Bartels observed that the hierarchy induced
coordinate frame for the oﬀsets is essential to achieve correct editing semantics.
H-splines provide a uniform framework for representing both the coarse and ﬁne level
details. Note, however, that as more detail is added to such a model, the internal control
mesh data structures more and more resemble a ﬁne polyhedral mesh.
Forsey and Bartels’ original work focused on ab initio design. The user’s help is enlisted
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in deﬁning what is meant by diﬀerent levels of resolution. The levels of the hierarchy are
hand built by a human user and the representation of the ﬁnal object is a function of its
editing history.
To edit a given model, it is important to have a general procedure to deﬁne coarser levels
and compute details between levels. We refer to this as the analysis algorithm. An H-spline
analysis algorithm based on weighted least squares was introduced [24], but is too expensive
to run interactively. Note that even in for ab initio design online analysis is needed, since
after a long sequence of editing steps the H-spline is likely to be overly reﬁned and needs to
be consolidated.
Wavelets provide a framework in which multiresolution approximations can be rigor-
ously deﬁned. Finkelstein and Salesin [23], for example, used B-spline wavelets to describe
multiresolution editing of curves. As in H-splines, parameterization of details with respect
to a coordinate frame induced by the coarser level approximation is required to get cor-
rect editing semantics. Gortler and Cohen [27] pointed out that wavelet representations of
detail tend to behave in undesirable ways during editing and returned to a pure B-spline
representation as used in H-splines.
Carrying these constructions over into the arbitrary topology surface framework is not
straightforward. In the work by Lounsbery et al. [42] the connection between wavelets and
subdivision was used to deﬁne the diﬀerent levels of resolution. The original constructions
were limited to piecewise linear subdivision, but smoother constructions are possible [58, 66].
An approach to surface modeling based on variational methods was proposed by Welch
and Witkin [64]. An attractive characteristic of their method is ﬂexibility in the choice of
control points. However, they use a global optimization procedure to compute the surface
which is not suitable for interactive manipulation of complex surfaces.
1.6.1 Comparison with Previous Work
Subdivision Theory. Our criteria generalize and unify most of the known smoothness
conditions at extraordinary points. Our main result is a set of necessary and suﬃcient
conditions for tangent plane continuity and C1-continuity. While various conditions were
known before [2, 29, 55], they typically required some strong additional assumptions on the
structure of the subdivision matrix, which we eliminate. We prove two sets of necessary and
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suﬃcient conditions: Theorem 3.4, and Corollary 3.5 with equivalent Theorem 3.7. Theo-
rem 3.4) gives necessary and suﬃcient conditions with minimal assumptions. Corollary 3.5
identiﬁes a broad class of schemes for which more explicit conditions can be stated.
Reif [55] proved a suﬃcient condition for C1-continuity of subdivision surfaces and intro-
duced the characteristic maps for a restricted type of subdivision matrices. We generalize
the deﬁnition to arbitrary matrices and introduce the parametric map, which coincides with
the characteristic map given Reif’s assumptions on eigenvalues, and deﬁnes singular (regu-
lar away from the extraordinary vertex) parameterizations for any tangent plane continuous
scheme.
Some of the conditions for Ck-continuity proved in this thesis are similar to the con-
ditions of Prautzsch [50], which were unknown to us when this work was done. However,
our work improves the results obtained by [50] in a signiﬁcant way. Prautzsch formulates
suﬃcient and partial necessary conditions for Ck-continuity assuming that the scheme is
C1-continuous. We do not assume C1-continuity. Our conditions are simultaneously nec-
essary and suﬃcient. We consider the third possible type of characteristic map which was
not considered by Prautzsch.
Prautzsch and Reif [51] consider conditions similar to the degree estimate of Sec-
tion 3.10.2 in greater detail and provide better degree estimates. It is important to keep in
mind that they assume that the characteristic map of the scheme is regular and injective,
which makes the results slightly less general: in principle, there could be a scheme with
non-injective or singular characteristic map for which the estimate does not hold. We show
that this is not the case under weaker assumptions.
Analysis of speciﬁc schemes. Smoothness of Catmull-Clark and Doo-Sabin subdivision
schemes was analyzed in [49]. Unfortunately, the analysis was based on several theorems
that are not formally correct; this does not invalidate the proof of C1-continuity, as these
theorems can be proved under certain additional assumptions which hold for the schemes
considered in [49]. C1-continuity of Loop scheme was analyzed by Schweitzer [59]. Both
approaches ([49] and [59]) rely on the closed form expression for the limit surface on the
regular grid and symbolic calculation of the Jacobian of the characteristic map. Both [59]
and [49] prove smoothness only for a ﬁnite number of valences, although this number is
suﬃciently large for practical purposes. In contrast, our approach is more general and
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allows us to prove smoothness of schemes which do not generate surfaces with closed form
parameterization on regular grids and for arbitrary valence.
Multiresolution surface representations. Our work extends H-splines of Forsey and
Bartels to arbitrary topology meshes. Similar work was independently done by Pulli and
Lounsbery [52]; our work also bears similarity to an earlier paper of Kurihara [38]. Most
of the previous work focused on ab initio design with the exception of [24]. We introduce
eﬃcient algorithms for analysis based on Taubin’s smoothing, which are essential for ma-
nipulating high-resolution meshes. All our algorithms are local and adaptive, which allows
us to achieve interactive performance even with low-end graphics hardware.
1.7 Overview
In Chapters 2 and 3 we present the theory of smoothness of stationary subdivision near
extraordinary vertices.
In Chapter 2 we discuss the structure of the complexes generated by subdivision and
prove some basic facts about dependencies of vertices generated by subdivision on the
vertices on coarser levels.
Section 2.3 introduces topology on the complexes and deﬁnes convergence of subdivision.
In the same section we show that the analysis of any local and ﬁnitely supported stationary
scheme on arbitrary complexes can be reduced to the analysis of that scheme on k-regular
complexes, which have only one extraordinary vertex.
Section 2.4 introduces the subdivision matrix. It is shown that the limit functions gen-
erated by the eigenvectors of the matrix satisfy scaling relations.
In Section 3.4 we introduce the universal surfaces, and show that analysis of subdivision
schemes can be reduced to analysis of the corresponding universal surfaces.
Some of the main results are contained in Sections 3.5 and Sections 3.10. We formu-
late criteria for tangent plane continuity, C1-continuity and Ck-continuity of a subdivision
scheme.
Section 3.13 contains a discussion of the properties of the functions satisfying scaling
relations.
In Chapters 4 and 5 we develop practical algorithms for analysis of C1-continuity of
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subdivision schemes. In Chapter 4 we derive expressions for convergence rates for certain
general types of schemes, including schemes that we call “crease schemes.” We show how
one can use these estimates to prove regularity of the characteristic map using linear ap-
proximations to this map. We show that under certain assumptions the characteristic map
is a covering if it is a local homeomorophism and thus the question of injectivity of the
characteristic map can be reduced to computation of the winding number for a curve.
In Chapter 5 we use facts proven in Chapter 4 to describe algorithms for veriﬁcation of
smoothness of subdivision schemes based on interval arithmetic.
Speciﬁc schemes are analyzed in Chapter 6. We also prove some general results on
symmetric schemes; for this types of schemes injectivity is necessary for smoothness under
certain assumptions. This result corrects the results reported by Peters and Reif [49] by
adding several assumptions.
Finally, in Chapter 7 we describe a multiresolution representation based on subdivi-
sion, and a number of eﬃcient algorithms for manipulating and rendering subdivision and
multiresolution surfaces.
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Chapter 2 Basic Properties of Stationary
Subdivision
In this chapter we introduce a formalism for describing general subdivision on simplicial
complex. Our notation is similar to the notation of Warren [63]. Exposition in the chapter
is rather detailed; some of the constructions are more general than it is required in the
rest of the thesis. We have chosen this level of generality to clarify the relations between
diﬀerent properties of subdivision schemes such as ﬁnite support, local deﬁnition, invariance,
stationarity etc. For example, the basis function decomposition requires only ﬁniteness of
the stencil for each vertex, but does not require ﬁnite support or local deﬁnition. These
basic questions were mostly ignored in the literature, and we ﬁnd it necessary to describe
all these concepts in considerable detail.
For readers interested primarily in smoothness results described in Chapter 3, we provide
a brief summary of this chapter in Section 2.1. This section contains all deﬁnitions and fact
that are necessary for understanding the rest of the thesis.
2.1 Summary
2.1.1 Subdivision on Complexes.
Simplicial complexes. Subdivision surfaces are naturally deﬁned as functions on two-
dimensional simplicial complexes. Recall that a simplicial complex K is a set of vertices,
edges and triangles in RN , such that for any triangle all its edges are in K, and for any edge
its vertices are in K. We assume that there are no isolated vertices or edges. |K| denotes
the union of triangles of the complex regarded as a subset of RN with induced metric. We
say that two complexes K1 and K2 are isomorphic if there is a homeomorphism between
|K1| and |K2| that maps vertices to vertices, edges to edges and triangles to triangles.
A subcomplex of a complex K is a subset of K that is a complex. A 1-neighborhood
N1(v,K) of a vertex v in a complex K is the subcomplex formed by all triangles that have v
as a vertex. An m-neighborhood is deﬁned recursively as a union of all 1-neighborhoods of
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vertices in (m− 1)-neighborhood. We will omit K in the notation for neighborhoods when
it is clear what complex we refer to.
Recall that a link of a vertex is the set of edges of N1(v,K) that do not contain v.
We will consider only complexes with all vertices having links that are connected simple
polygonal lines, open or closed. If the link of a vertex is an open polygonal line, this vertex
is a boundary vertex, otherwise it is an internal vertex.
Most of our constructions will use two special types of complexes — k-regular complexes
Rk and the regular complex R. Each complex is simply a triangulation of the plane consisting
of identical triangles. In the regular complex each vertex has exactly 6 neighbors. In a k-
regular complex all vertices have 6 neighbors, except one vertex C, which has k neighbors.
We will call C the central vertex of a k-regular complex and identify it with zero in the
plane.
Subdivision of simplicial complexes. We can construct a new complex D(K) from
a complex K by subdivision, adding a new vertex for each edge of the complex and re-
placing each old triangle with four new triangles. Let mvw be the midpoint of the edge
(v,w); if (u, v,w) is a triangle of K, then (u,muv,muw), (v,mvw,muv), (w,muw,mvw) and
(muv,mvw,muw) are triangles of D(K). Note that k-regular complexes are self-similar, that
is, D(Rk) and Rk are isomorphic.
We will use notation Kj for j times subdivided complex Dj(K) and V j for the set of
vertices of Kj . Note that the sets of vertices are nested: V 0 ⊂ V 1 ⊂ . . . . We will call the
elements of the union ∩∞i=0V i the dyadic points of K.
Subdivision schemes. Next, we attach values to the vertices of the complex; in other
words, we consider the space of functions V → B, where B is a vector space over R. The
range B is typically Rl or Cl for some l. We denote this space P(V,B), or P(V ), if the
choice of B is not important.
A subdivision scheme for any function pj(v) on vertices V j of the complex Kj computes
a function pj+1(v) on the vertices of the subdivided complex D(K) = K1. More formally, a
subdivision scheme is a collection of operators S[K] deﬁned for every complex K, mapping
P(K) to P(K1). We consider only subdivision schemes that are linear, that is, the operators
S[K] are linear functions on P(K). In this case, each component of a subdivision operator
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computing the value at a ﬁxed vertex v is a linear function P(V ) → B, and is deﬁned by
equations
p1(v) =
∑
w∈V
avwp(w)
for all v ∈ V 1. We restrict our attention to subdivision schemes which are ﬁnitely supported,
locally deﬁned, invariant with respect to a set of isomorphisms of complexes and aﬃnely
invariant.
A subdivision scheme is ﬁnitely supported if there is an integer M such that avw = 0
only if w ∈ NM (v,K1) (note that the neighborhood is taken in the complex K1) for any
complex K. It is possible to show that the values pj(v) on all dyadic points of a subcomplex
K ′ ⊂ K depend only on the values p0(v) on the vertices of NM (K ′,K). We call NM (K ′,K)
the control set of K ′. This set is similar to the control set of a patch.
We assume our schemes to be locally deﬁned and invariant with respect to a set G of
isomorphisms of complexes. This means that there is an integerL, such that if for two
complexes K1 and K2 and two vertices v1 ∈ V1 and v2 ∈ V2 there is an isomorphism
ρ : NL(v1,K1) → NL(v2,K2), ρ ∈ G such that ρ(v1) = v2, then av1w = av2ρ(w). If for
subcomplexes K ′1 ⊂ K1 and K ′2 ⊂ K2 there is a isomorphism ρ mapping NL(K ′1,K1) to
NL(K ′2,K2) and ρ is from G, then the values computed by subdivision on all dyadic points
of K ′1 are identical to the values computed by subdivision on corresponding points of K
′
2.
We assume that the set G contains isomorphisms of 1-neighborhoods of any vertex of
any complex with a subcomplex of a k-regular complex or the regular complex, possibly
with boundary. In addition, if it contains an isomorphism ρ : K1 → K2, it also contains the
induced isomorphism of D(K1) → D(K2), as well as the restrictions of ρ to subcomplexes
of K1.
An example of a nontrivial set G is the set of isomorphisms of tagged complexes: we
can tag some edges of the complex, and propagate the tags to the edges of the subdivided
complex. We can allow only isomorphisms that map tagged edges to tagged edges. Analysis
of quadrilateral-based schemes, such as Catmull-Clark and Doo-Sabin, can be reduced to
analysis of subdivision schemes on complexes introducing auxiliary vertices into complexes
and tagging certain edges. Schemes on tagged complexes also can be used to create surfaces
with creases. The requirement that we impose on the set G guarantees that the surfaces gen-
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erated by subdivision on arbitrary complexes are locally identical to the surfaces generated
by subdivision on a k-regular complex, possibly with boundary (see below).
The ﬁnal requirement that we impose on subdivision schemes is aﬃne invariance: if
T is a linear transformation B → B, then for any v Tpj+1(v) = ∑ avwTpj(v). This is
equivalent to requiring that all coeﬃcients avw for a ﬁxed v sum up to 1.
Limit functions. For each vertex v ∈ ∪∞i=0V i there is a sequence of values pj(v), pj+1(v),
. . . where j is the minimal number such that V j contains v.
Deﬁnition 2.1. A subdivision scheme is called convergent on a complex K, if for any
function p ∈ P(K,B) there is a continuous function f deﬁned on |K| with values in B, such
that
lim
i→∞
sup
v∈V i
∥∥pi(v)− f(v)∥∥
2
→ 0
The function f is called the limit function of subdivision.
Notation: f [p] is the limit function generated by subdivision from the initial values
p ∈ P(K).
It is easy to show that if a limit function exists, it is unique. A subdivision surface is
the limit function of subdivision on a complex K with values in R3. In this case we will
call the initial values p0(v) the control points of the surface.
Similar to Theorem 2.1 of [6] we can represent any limit function of subdivision as a
linear combination of basis functions. A basis function ϕv(y) : |K| → R at vertex v is
obtained from the initial values δv ∈ P(K,R), δv(v) = 1, δv(w) = 0 if w = 0. Let p0 be
some initial values on a complex K. If subdivision converges,
f [p0](y) =
∑
v∈V 0
p0(v)ϕv(y) (2.1)
Reduction to k-regular complexes. Locally any surface generated by a subdivision
scheme on an arbitrary complex can be thought of as a part of a subdivision surface deﬁned
on a k-regular complex, if the set of isomorphisms G, with respect to which the scheme is
invariant, satisﬁes the requirements above. The reason for this can be easily understood
from Figure 2.3.3. More formally this can be proved by establishing isomorphisms between
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neighborhoods NL(v,Kj) of any vertex of Kj for suﬃciently large j and neighborhoods
NL(0,Rk) of the central vertex of the k-regular complex or regular complex and proving
that they are in G.
Note that this fact alone does not guarantee that it is suﬃcient to study subdivision
schemes only on k-regular complexes (see Section 3.1).
A B
C
Figure 2.1: Neighborhoods of vertices A, B and C isomorphic to neighborhoods in regular
(A and C) and k-regular complexes; L = 2.
If the complex has boundary, we also need to consider regular and k-regular complexes
with boundaries. We mostly concentrate on the analysis for closed surfaces, and do not
consider the boundary case.
The schemes for subdivision surfaces are typically constructed from schemes that gen-
erate Ck-continuous limit functions f [p] on a regular complex. We will assume that this is
the case, and focus on Ck-continuity near extraordinary points.
2.1.2 Subdivision Matrices
We have already observed that we have to consider primarily k-regular complexes, which
are just triangulations of the plane. Consider the part of a subdivision surface f [y] with
y ∈ U j1 = |N1(0,Rjk)|, deﬁned on the k-gon formed by triangles of the subdivided complex
R
j
k adjacent to the central vertex. It is straightforward to show that the values at all dyadic
points in this k-gon can be computed given the initial values pj(v) for v ∈ NL(0,Rjk). In
particular, the control points pj+1(v) for v ∈ NL(0, Rj+1k ) can be computed using only
control points pj(w) for w ∈ NL(0,Rjk). Let p¯j be the vector of control points pj(v) for
v ∈ NL(0,Rjk). Let p+ 1 be the number of vertices in NL(0,Rk).
As the subdivision operators are linear, p¯j+1 can be computed from p¯j using a (p+1)×
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(p+ 1) matrix Sj :
p¯j+1 = Sj p¯j
If for some m and for all j > m, Sj = Sm = S, we say that the subdivision scheme is
stationary on the k-regular complex, or simply stationary, and call S the subdivision matrix
of the scheme. Note that in the case k = 6 (regular complex) our deﬁnition is weaker than
the standard deﬁnition of stationary subdivision on regular complexes [6].
As we will see, eigenvalues and eigenvectors of the matrix have fundamental importance for
smoothness of subdivision.
Eigenbasis functions. let λ0, λi, . . . λJ be diﬀerent eigenvalues of the subdivision matrix.
The following lemma can be easily proved
Lemma 2.1. If a subdivision scheme converges on the regular complex, it is necessary
and suﬃcient for convergence on a k-regular complex that the subdivision matrix S has
eigenvalue 1 with a single cyclic subspace of size 1 and all other eigenvalues have magnitude
less than 1.
Let λ0 = 1. For any λi let J ij , j = 1 . . . Pi be the complex cyclic subspaces corresponding
to this eigenvalue.
Let nij be the orders of these cyclic subspaces; the order of a cyclic subspace is equal to
its dimension minus one.
Let bijr, r = 0 . . . n
i
j be the complex generalized eigenvectors corresponding to the cyclic
subspace J ij . The vectors b
i
jr satisfy
Sbijr = λib
i
jr + b
i
j r−1 if r > 0
Sbij0 = λib
i
j0
(2.2)
We use the following rules for enumerating the cyclic subspaces of S:
• All eigenvalues are enumerated in the order of nonincreasing magnitude.
• If the magnitudes of eigenvalues are equal, they are enumerated in the order of non-
increasing order of the largest cyclic subspace.
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• If the eigenvalues have equal magnitudes, and equal orders of highest-order cyclic sub-
space, real eigenvalues have smaller numbers than complex; the real positive eigenvalue
if there is one, has number less than real negative; two complex-conjugate eigenval-
ues have sequential numbers; the order of complex-conjugate pairs of eigenvalues is
insigniﬁcant for our purposes.
• For each eigenvalue the cyclic subspaces are enumerated in nonincreasing order, i.e.,
ni1 ≥ ni2 ≥ ni3 ≥ . . . niPi .
The complex eigenbasis functions are the limit functions deﬁned by f ijr = f [b
i
jr] : U1 →
C
It immediately follows from (2.13) that any subdivision surface f [p] : U1 → R3 can be
represented as
f [p](y) =
∑
i,j,r
βijrf
i
jr(y) (2.3)
where βijr ∈ C3, and if bijr = bklt, βijr = βklt, where the bar denotes complex conjugation.
One can show using the deﬁnition of limit functions of subdivision and (2.17) that the
eigenbasis functions satisfy the following set of scaling relations:
f ijr(y/2) = λif
i
jr(y) + f
i
j r−1(y) if r > 0
f ij0(y/2) = λif
i
j0(y)
(2.4)
Real eigenbasis functions. As we consider real surfaces, it is often convenient to use
real Jordan normal form of the matrix rather than the complex Jordan normal form. For
any pair of the complex conjugate eigenvalues λi, λk, we can choose the complex cyclic
subspaces in such a way that they can be arranged into pairs J ij , J
k
j , and b
i
jr = b
k
jr for
all j and r. Then we can introduce a single real subspace for each pair, with the basis
cijr, c
k
jr, r = 0 . . . n
i
j, where c
i
jr = bijr, and ckjr = bijr. We will call such subspaces Jordan
subspaces. Then we can introduce real eigenbasis functions gijr(y) = f
i
jr(y) for real λi, and
gijr(y) = f ijr(y), gkjr(y) = f ijr(y) for a pair of complex conjugate eigenvalues (λi, λk). For
a Jordan subspace corresponding to pairs of complex eigenvalues the order is the same as
22
the order of one of the pair of cyclic subspaces corresponding to it. We will follow the same
rules for enumerating Jordan spaces, with one alteration: instead of two sequences of cyclic
subspaces corresponding to a pair of complex Jordan eigenvalues we have a single sequence
of Jordan subspaces.
Similar to (2.18) we can write for any surface generated by subdivision on U1:
f [p](y) =
∑
i,j,r
αijrg
i
jr(y) (2.5)
Now all coeﬃcients αijr are real. Eigenbasis functions corresponding to the eigenvalue
0 have no eﬀect on tangent plane continuity or Ck-continuity of the surface at zero. From
now on we assume that λi = 0 for all i.
2.2 Subdivision of Abstract Simplicial Complexes
In this section we deﬁne subdivision schemes on abstract simplicial complexes; abstract
simplicial complexes are simply a class of graphs with values attached to the vertices — no
topology or metrics is deﬁned. While it is possible to deﬁne subdivision directly on sim-
plicial complexes described in the next section, starting with abstract simplicial complexes
allows us to separate discrete and continuous aspects of subdivision. Abstract complexes
closely match data structures used for implementation of subdivision, and in this sense
our somewhat more abstract approach turns out to be more practical. Our deﬁnitions are
similar to those found in introductory algebraic topology texts such as Giblin [26].
The only non-trivial restriction that we impose on the complex is that the triangles of
the complex adjacent to a vertex should form one ring. It is easy to see that any mesh can
be converted to a mesh of this type by replicating some vertices and triangles.
We deﬁne a formal language for describing local parts of a simplicial complex (neigh-
borhoods) and derive their elementary properties.
Subdivision schemes that we consider are ﬁnitely supported, locally deﬁned and aﬃne-
invariant. Informally, ﬁnite support means that only a ﬁnite number of vertices are used to
compute the value at a new vertex. Local deﬁnition means that coeﬃcients used to compute
the new value depend only on the structure of a ﬁnite part of the complex. Stationarity
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means that the rules do not change from one level to the next.
We show that if a scheme is ﬁnitely supported, then all new values that are computed
as the result of subdivision of a triangle depend only on the values at the original vertices
in a ﬁnite neighborhood of the triangle.
This neighborhood is called control set of the triangle and is similar to the set of control
points of a spline patch. Similarly, a localization set is the neighborhood of the triangle
whose topology inﬂuences the choice of functions for subdivision on all levels.
The distinction between localization and control sets is subtle; the rest of the material
presented in this thesis would not loose much generality if this distinction is ignored and
control and localization sets are identiﬁed. We make the distinction because these properties
are in fact diﬀerent and potentially there are useful subdivision schemes for which the
diﬀerence is important.
2.2.1 Deﬁnitions
Deﬁnition 2.2. An abstract simplicial 2D complex K = (V,E,F ) is a set of vertices
V , a set of abstract edges, which are unordered pairs of vertices, E ⊂ {(v,w)| v,w ∈ V } and
a set of abstract triangles which are unordered triples of vertices, F ⊂ {(u, v,w)| u, v,w ∈
V }, satisfying the conditions below.
In this section we omit the word “abstract” in the terms “abstract edge,” abstract
triangle” and “abstract simplicial complex”.
The ﬁrst three conditions formalize the intuitive idea of the complex consisting of trian-
gles that are glued together. The last two conditions ensure that the neighborhood of any
vertex has simple structure.
1. All edges of a triangle are in E: if (u, v,w) ∈ F , then (u, v), (v,w), (w, u) ∈ E.
2. No “dangling” edges: if (v,w) ∈ E, then there is u ∈ V such that (u, v,w) ∈ F . If an
edge is shared by two triangles, it is called an internal edge. Otherwise, it is called
a boundary edge.
3. No isolated vertices: If v ∈ V , there is w ∈ V such that (v,w) ∈ E.
4. No more than two triangles share an edge: If (v,w) ∈ E, there are no more than two
vertices u1, u2 such that (u1, v, w) ∈ F and (u2, v, w) ∈ F .
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5. Consider the set of all triangles containing the vertex v. Consider the set of all edges
of these triangles not containing v itself: N(v) = {e0, e1, ...ek−1}; this set is called the
link of v. We assume that this set is ﬁnite and there is a permutation π such that ei
and ei+1 share a vertex and no non-consecutive edges do not share a vertex except
possibly e0 and ek−1. If e0 and ek−1 share a vertex, the vertex v is called a boundary
vertex; otherwise, the vertex is called an internal vertex (Figure 2.2).
boundary internal
v
v
v
NO YES
v
Figure 2.2: Left: Excluded conﬁgurations of triangles around a vertex. Right: These
conﬁgurations are allowed.
A simplicial map K1 → K2 is a map V1 → V2 which maps edges to edges and triangles
to triangles.
Deﬁnition 2.3. We call two simplicial complexes K1 and K2 isomorphic if there is there
is a bijective simplicial map K1 → K2.
A subcomplex K ′ = (V ′, E′, F ′) of a complex K is a complex that satisﬁes V ⊆ V ′,
E ⊆ E′, F ⊆ F ′.
A complex is closed if all edges are internal. It is easy to show that all vertices are also
internal in this case.
If for a pair of complexes K1 and K2 there are subcomplexes K ′1 ⊂ K1 and K ′2 ⊂ K2
such that K ′1 is isomorphic to K ′2, K1 and K2 are called locally isomorphic on (K ′1,K ′2).
Deﬁnition 2.4. A 1-neighborhood N1(W ) of a set of vertices W ∈ V is the subcomplex
of K consisting of all triangles with at least one vertex in W , their edges and vertices.
An m-neighborhood Nm(W ) is deﬁned recursively as a 1-neighborhood of the (m −
1)-neighborhood. We also use notation Nm(W,K) when the want to emphasize in which
complex we ﬁnd the neighborhoods.
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N ji (A) where A is a subcomplex of K
j denotes the i-neighborhood of the set of vertices
of A; N ji (A) = Ni(A,K
j).
k-regular complexes. Most of our constructions use special types of complexes — regular
and k-regular.
(-1,3)(-2,3)(-3,3)
(-3,2) (-2,2)
(3,0)
(1,2)
(2,1)
(-1,2)
(-2,0) (-1,0) (0,0) (1,0) (2,0)
(-2,-1)
(-3,0)
(0,2)
(-3,) (-2,1) (-1,1) (0,1) (1,1)
(-1,-1)
(000)
(131)
(120)
(130)
(121)
(010)(221)
(210)
(410) (432)(421)
(020)
(021)
i=2
i=3
i=4
i=0
j
l
i=1
(110)
(132)
(320)
(321)
(331)
(430)
(420)(2,-2) (3,-2)
(1,-3) (2,-3) (3,-3)
(0,3)
(1,-2)
(0,-1) (1,-1) (2,-1) (3,-1)
(-1,-2) (0,-2)
(0,-3)
(231)
(232)
(330)
(332)
(431)
(310)
(230)
j
i
(031)
(032)
(030)
(220)
Figure 2.3: Left: enumeration of vertices of the regular complex. Right: enumeration of
vertices of a k-regular complex for k = 5.
The standard k-regular complex Rk is shown in Figure 2.3. To specify the complex ex-
actly, we need to enumerate its vertices and faces — all edges of each face are automatically
included into the set of edges.
The set of vertices can be enumerated using three indices (i, j, l): the ﬁrst index indicates
the “sector,” and the other two deﬁne the position of the vertex in the sector. Indices satisfy
i = 0 . . . k − 1, j > 0, l = 0 . . . j − 1. There is also a special central vertex v0,0,0. A pair of
faces is deﬁned for each vertex vi,j,l except v0,0,0 (Figure 2.4): for l < j − 1 the triangles
{(
vi,j,l, vi,j+1,l+1, vi,j,l+1
)
,
(
vi,j,l, vi,j−1,l, vi,j,l+1
)} ∈ F
are in F ; for l = j − 1, the triangles
{(
vi,j,j−1, vi,j+1,j, vi+1,j,0
)
,
(
vi,j,j−1, vi+1,j−1,0, vi+1,j,0
)} ∈ F
are in F .
Index i is incremented modulo k, i.e., vk,j,l = v0,j,l.
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(i, j, l+1) (i, j+1, l+1)
(i, j+1, j)
(i, j, j−1)
(i, j, l)(i, j−1, l)
(i+1, j−1, 0)
(i+1, j, 0)
Figure 2.4: 2 faces corresponding to each vertex in a k-regular complex.
A standard k-regular complex with boundary RBk is deﬁned in a similar way: the vertices
of the complex are numbered using the same three-index scheme, but the last sector with
i = k − 1 contains only vertices with l = 0.
The faces of the k-regular complex with boundary are deﬁned exactly in the same way,
but i varies in the range 0 . . . k − 2.
If k = 6, there is a simpler way to enumerate the vertices of complex: they can be
identiﬁed with the vertices of an integer grid on the plane. The vertex vi,j corresponds to
the point (i, j) (Figure 2.3).
We use this numbering for the 6-regular complex; we call a 6-regular complex simply
regular.
Similar numbering can be introduced for the 4-regular complex with boundary: the
vertices are vi,j , where i is any integer, j is non-negative. We call a 4-regular complex with
boundary a regular complex with boundary.
Complex reﬁnement. First we introduce complex reﬁnement which describes how new
vertices are added to a complex (this part of the subdivision process was called “topological
rule” in the introduction).
The procedure is an abstraction of the midpoint subdivision: insert a new vertex at the
middle of each edge and connect the midpoints for each triangle. We call this procedure
complex reﬁnement.
Let D(K) be a new complex obtained in the following way: The new set of vertices
V ′ = V ∪ V (E) where V (E) is a set of vertices which has one vertex per edge of the
complex K; let mvw be the vertex in V (E) corresponding to the edge (v,w).
The new set of edges E′ is deﬁned as {(v,mvw)|(v,w) ∈ E}. For each old edge (v,w)
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there are two new edges (v,mvw) and (w,mvw) in E′.
The new set of triangles F ′ consists of four new triangles for each triangle in F : if
(u, v,w) ∈ F , then (u,muv,muw), (v,mvw,muw), (w,muw,mvw) and (muv,mvw,muw) are
in F ′ (Figure 2.5).
w v
muw
u
mvw
muv
Figure 2.5: Insertion of new vertices for a triangle (u, v,w).
The new triangles are called children of the original triangle (u, v,w). The triangles of
the complexes Dj(K), j = 0, 1 . . . form a quadtree with no terminal nodes.
We use Kj as a notation for Dj(K). The vertices of Kj are also vertices of Kj+1.
Notation for sets of vertices:
V jT is the set of vertices of all children of a triangle T in K
j.
V ∞T is the union of V
j
T for all j.
V j(A) is the union of V jT for all triangles T of a subcomplex A of K
j For i < j, V i(A)
means V j(A) ∩ V i — the set of vertices of A that are vertices of Ki.
An simplicial map ρ : K1 → K2 can be extended to Kj1 and Kj2 inductively:
ρj(v) = ρj−1(v) for v ∈ V j−11
ρj(muv) = mu′v′ , if ρj(u) = u′ and ρj(v) = v′.
(2.6)
where V1 is the set of vertices of K1. We denote the extension of ρ to D(K1) by ρD.
A complex K is self-similar, if the complexes K and D(K) are isomorphic. k-regular
complexes and k-regular complexes with boundary are all self-similar. Recall that the set
of vertices of D(Rk) by deﬁnition consists of all vertices vi,j,l of Rk and vertices muv for
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all edges (u, v) of Rk. For each vertex vi,j,l there are 3 new vertices in D(Rk), shown in
Figure 2.6.
(i, j, l)
ρ0
Rk
(i, 2j+1, 2l+1)
(i, 2j, 2l+1)
(i, 2j−1, 2l) (i, 2j, 2l)
Figure 2.6: Reﬁnement of k-regular complexes.
An isomorphism ρ0
R
: D(Rk)→ Rk is given by
ρ0
Rk
(vi,j,l) =v2i,2j,2l
ρ0
Rk
(m(vi,j,l, vi,j,l+1)) =vi,2j,2l+1
ρ0
Rk
(m(vi,j,l, vi,j,l+1)) =vi,2j,2l+1
ρ0
Rk
(m(vi,j,l, vi,j+1,l+1)) =vi,2j+1,2l+1
(2.7)
where l is incremented modulo j as above.
Isomorphisms ρj
Rk
: Rj+1k → Rjk are derived from ρ using formulas (2.6).
Functions on complexes. Next we attach values to the vertices of the complex. A set
of values deﬁned at each vertex of the complex can be regarded as a function on the set of
vertices of this complex.
For a ﬁxed complex K, the linear vector space P(V,B) is deﬁned as the space of functions
on the set of vertices of the complex V with values in a vector space B over R, with
operations deﬁned in the natural way. We are interested in the cases when B is Rn or Cn
for n = 1, 2, 3. If ρ : K1 → K2 is a simplicial map, it induces a homomorphism of linear
spaces ρ∗ : P(K2) → P(K1) deﬁned by (ρ∗(p)) (v) = p(ρ(v)) for p ∈ P(K2), and v ∈ V1. If
ρ is injective, then ρ∗ is surjective. If ρ is an isomorphism, then ρ∗ is an isomorphism.
V1
ρ∗(p)∈P(V1)

ρ  V2
p∈P(V2)  
  
 
B
If two complexes are isomorphic, an isomorphism ρ : V1 → V2 induces an isomorphism
ρ∗ of linear spaces P(V1, B) and P(V2, B) via ρ∗(p)(v) = p(ρ−1(v)) for v ∈ V2.
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Typically we omit B in P(V,B), as the range is often obvious from the context.
Categories of complexes. In addition to abstract complexes described above, we would
like to consider other types of complexes such as tagged complexes. For example, a set of
edges can be designated as tagged, and two complexes are considered as isomorphic only if
there is an isomorphism that maps tagged edges to tagged edges. Tagging can be viewed
as a constraint on the set of simplicial maps of complexes. Let Ob(K) be the class of all
abstract simplicial complexes and let Mor(K1,K2) be the set of simplicial maps from the
complex K1 to the complex K2 for any K1 and K2, and Ar(K) the class of all simplicial
maps. This deﬁnes the category of simplicial complexes. We consider various subcategories
K
′ of K with Ob(K′) = Ob(K), and G = Ar(K′) ⊂ Ar(K). We call the elements of G the
admissible simplicial maps of K′. If ρ ∈ G is an isomorphism of complexes K1 and K2 we
call K1 and K2 G-isomorphic. Locally G-isomorphic complexes are deﬁned in a similar way.
Of course, not all possible sets G are useful. We consider sets G that in addition to the
maps required by the category axioms (the identity map K → K, for any K, compositions
of maps) also contains the following maps:
• if K2 is a subcomplex of K1, G contains the inclusion map K2 → K1;
• for any ρ : K1 → K2, G contains ρD : D(K1) → D(K2).
• If two complexes K1 and K2 are locally isomorphic on (K ′1,K ′2), K ′1 ⊂ K1, K ′2 ⊂ K2
then there is a complex K3 with subcomplex K ′3 such that K3 is isomorphic to K2,
and K1 and K3 are locally G-isomorphic on (K ′1,K ′3).
The ﬁrst two requirements are obvious. To understand the last requirement, note that
the whole class of complexes can be separated into nonintersecting equivalence classes of
isomorphic complexes. If we eliminate those isomorphisms that are not in G, then each
equivalence class is separated into subclasses of G-isomorphic complexes. Suppose we know
that we can analyze invariant subdivision locally, using only certain equivalence classes of
complexes (speciﬁcally, regular and k-regular). Then the third requirement ensures that
subclasses of these classes produced by G can be used for the same purpose.
For example, for some G there may be more than one nonisomorphic class of k-regular
complexes in K′: we can tag one, two three etc. edges in a k-regular complex and if G
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contains only isomorphisms that map tagged edges to tagged edges, all these complexes are
not isomorphic in K′. The requirement is a formal way of saying that if some complex K
is locally isomorphic to a k-regular complex, then no matter how we tag complex K, it is
locally isomorphic to a tagged k-regular complex.
Tagged complexes can be used to deﬁne schemes with creases such as the one described in
[32], and to reduce other types of reﬁnement rules (Catmull-Clark, Doo-Sabin) to reﬁnement
of simplicial complexes (Appendix A).
Subdivision schemes. The most general deﬁnition of subdivision simply states that a
subdivision scheme computes values at ﬁner subdivision levels from the values at the top
level for any complex and any initial set of values.
Deﬁnition 2.5. A subdivision scheme S is a map from the class of complexes to the
linear operators S[K] : P(V ) to P(V 1), where V 1 is the set of vertices of D(K). We call
the operators S[K] subdivision operators.
We say that a scheme is G-invariant, if it commutes with the isomorphisms in G. If
ρK1 → K2 is an isomorphism from G, then S[K1](ρ∗(p)) = ρD∗ (S[K2](p)):
P(K1)
S[K1]
ρ∗

P(D(K1))
ρD∗

P(K2)
S[K2]
P(D(K2))
Deﬁnition 2.5 is too general to be useful. In addition, we require schemes to have a
number of properties. These properties have two origins: most of them are motivated by
practical considerations. One property (stationarity), while being practically useful, also
makes theoretical analysis much easier.
We consider subdivision schemes having the following properties:
• ﬁnite support;
• local deﬁnition;
• stationarity;
• aﬃne invariance.
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Any locally deﬁned scheme is ﬁnitely supported, but not every ﬁnitely supported scheme
is locally deﬁned.
Before deﬁning these properties, we deﬁne stencils. Because a subdivision operator S[K]
is linear on P(K), it can be written as
(S[K](p)) (v) =
∑
w∈V
awvp(w),
where avw are coeﬃcients which depend on K. If we ﬁx v, we can consider S[K, v](p) =
(S[K](p)) (v) as a function P(V ) → B. We call this function the subdivision function. Then
the stencil at v St(Kj, v) is the set of all w such that the coeﬃcient awv is not zero.
Note that the vertices of the stencil are vertices of Kj, but due to the inclusion V j ⊂
V j+1, they may be regarded also as vertices of Kj+1.
Example. Figure 2.8 shows the stencils of the Loop scheme for various vertices.
v
v2
v4
v
v3
v1
Figure 2.7: Locality and ﬁnite support for the Loop scheme, L = M = 2. The larger gray
disks mark vertices of the stencils S[K, v]. Left: NM (v) for a new vertex v; Right: NM for
an old vertex v.
Condition 1: Finite support. The new value at any vertex depends only on the ﬁnite
number of values on the coarser level in the neighborhood of the vertex.
Formally, suppose for any j and v ∈ Kj+1 there is a neighborhood N j+1M(v)(v) containing
the stencil St(Kj , v). If the set of all M(v) for all K and j is bounded by a constant M ,
the scheme has ﬁnite support:
for all K, v St(Kj, v) ⊂ N j+1M (v)
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We call the minimal M the support size for the subdivision scheme. Figure 2.7 shows
stencils and neighborhoods Nm for the Loop scheme (see example below).
Condition 2: Local deﬁnition. The scheme has local deﬁnition if the subdivision rule
at any vertex depends only on the structure of a ﬁnite part of the complex around this
vertex.
More precisely, suppose two subdivided complexes D(K1) and D(K2) for some L1 have
isomorphic L-neighborhoods NL(v1) and NL(v2) of vertices v1 ∈ V 11 and v2 = ρ(v1) ∈ V 12 ,
and ρ is an admissible isomorphism of NL(v1) and NL(v2). Then if for any p ∈ P(V2)
S[K1, v1](ρ∗(p)) = S[K2, v2](p), and if L can be chosen to be the same for all vertices of all
complexes the scheme is said to be locally deﬁned and L is called the localization size of the
scheme. If a scheme is ﬁnitely supported, in general it is possible for schemes with small
support (for example, midpoint subdivision) that L < M . These cases are not particularly
interesting, so we assume that L ≥ M .
As we will see, for local schemes it is suﬃcient to study surfaces deﬁned over k-regular
complexes and k-regular complexes with boundary.
Condition 3: Aﬃne invariance with respect to the values. A natural geometric
property of subdivision is invariance with respect to rotations and translations of the space
of initial values B. Due to linearity of subdivision, this is equivalent to requiring invariance
with respect to the class of all aﬃne transformations.
Let A be an aﬃne transformation on B. Then a subdivision scheme S is called aﬃne
invariant with respect to the values if for any complex K, for any j, for any p ∈ P(K,B),
Sj [K](Ap) = ASj [K](p). Above, the transformation A is applied to the values of p at the
vertices of K and to the values of Sj [K](p) at the vertices of D(K).
The properties of subdivision schemes deﬁned above are all independent, except the
dependence between ﬁnite support and locality: a scheme can be ﬁnitely supported, and
not locally deﬁned, but not the other way around.
Example. One of the simplest and useful subdivision schemes satisfying Conditions 1–3
is the Loop scheme (Loop [40]). The stencils and coeﬃcients for a variant of the scheme
are shown in Figure 2.8. Diﬀerent stencils are used for computing values at four types of
vertices:
33
new boundaryold boundaryold interalnew internal
d
3/8
1/8 1/8
3/4
1/2
3/8
1/8
1/2
d
1/8
d
c0
d
d
d
d
Figure 2.8: Loop scheme. Gray vertices of Kj are elements of St(Kj , v) for vertices v marked
with circles. Black vertices are vertices inserted by reﬁnement (only two are shown). The
numbers next to vertices are coeﬃcients used to compute the value pj+1(v) from the values
pj(vi) for vi ∈ St(Kj , v); c0 = α(n)/(n+α(n)), α(n) = n((5/8−(3+2 cos(2π/n))2/64)−1−1),
d = 1/(1 + α(n)).
• “old” internal: a vertex inherited from the previous subdivision level which has a
closed ring of triangles around it;
• “new” internal: a vertex generated by complex reﬁnement;
• “old” boundary: a vertex from the previous subdivision level which has an open strip
of triangles around it;
• “new” boundary: a vertex inserted by complex reﬁnement on the edge connecting two
boundary “old” vertices.
This list exhausts all possible positions of vertices. For example, the formula used to
compute a new value at a “new” internal vertex is
pj+1(v) = 3/8pj(v1) + 3/8pj(v2) + 1/8pj(v3) + 1/8pj(v4)
Vertices v1, v2, v3, v4 are the vertices of triangles adjacent to the edge of v (Figure 2.8.
Details about the scheme can be found in Loop [40]).
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2.2.2 Control and Localization Sets
In this section we introduce the control sets of sets of vertices of subdivided complexes.
It is suﬃcient to deﬁne the values at the control set of a set W to compute with subdi-
vision all values on W .
This idea generalizes the sets of control points of splines: if we know the positions of
control points, all points of a spline patch can be computed.
Deﬁnition 2.6. Deﬁne the control set Ctrlj(W ) where W ⊂ V j+1 to be V j
(
N j+1M (W )
)
,
where M is the support size deﬁned in Condition 1, Section 2.2.1.
The values pj+1(v) for v ∈ W depend only on the values pj(v) for v ∈ Ctrlj(W ).
We deﬁne Ctrli(W ) for W ∈ V j+1, i ≤ j recursively:
Ctrli(W ) = Ctrli(Ctrli+1(W ))
For a subset W of V∞, the control set on level i is the union of control sets ∪jCtrli(W ∩
V j). For i > j a control set Ctrli(W ) is deﬁned using inclusion V j ⊂ V i.
For subsets of W ⊂ V∞ we deﬁne control sets as
Ctrli(W ) = ∪jCtrli(W ∩ V j)
Note that the control set may include vertices which are not actually used to compute
values on W ; an alternative deﬁnition could be based on stencils. Our deﬁnition has the
advantage of giving control sets more regular structure at the expense of increasing the size.
There is no guarantee that this set is ﬁnite. We are primarily interested in control sets
of V∞T ; Ctrl
0(V∞T ) is the direct analog of the set of control points of a spline patch; in fact,
if subdivision produces a triangular spline patch (for example, Loop scheme on the regular
complex), the set of values of p0(v) on Ctrl0(V ∞T ) is exactly the set of control points of the
patch.
The control sets for a triangle for the Loop scheme and for the Butterﬂy scheme of Dyn,
Gregory and Levin [20] are shown in Figure 2.9.
Lemma 2.2. Control set Ctrlj(V ∞T ) is ﬁnite for schemes with ﬁnite support and is a subset
of V j
(
N jM−1(V
j
T )
)
, where M is the support size of the scheme.
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TT
Figure 2.9: Left: Control set Ctrl0(V ∞T ) for the Loop scheme, M = 2. Right: Control set
for the Butterﬂy scheme, M = 3.
Proof. We use Lemma 2.5 from the next section.
Observe that if there is a sequence of sets Cj, j = 0, 1 . . . such that for any j > 0
Ctrlj(V j+1T ) ⊂ Cj and Ctrlj(Cj+1) = Cj, then Ctrli(V∞T ) ⊂ Ci. Indeed, Ctrli(V j+1T ) ⊂
Ctrli(Cj) = Ci (the last inclusion is easy to show by induction). As this is true for any j,
Ctrli(V ∞T ) ⊂ Ci.
Take Cj = N jM−1(V
j
T ). Then from the deﬁnition of the control set and Lemma 2.5, we
get
Ctrlj(Cj+1) = V j
(
N j+1M
(
N j+1M−1
(
V j+1T
)))
= V j
(
N j+12(M−1)+1
(
V j+1T
))
= N jM−1
(
V jT
)
= Cj
.
It is easy to see that M − 1 is the minimal possible size of Cj.
Note that both Conditions 2 and Condition 1 deﬁne a ﬁxed-size neighborhood for any
vertex in V∞.
Exactly the same construction can be used to deﬁne localization sets:
Deﬁnition 2.7. Let L be the localization size deﬁned in Condition 2, Section 2.2.1 Deﬁne
the localization set Locj(W ) where W ⊂ V j+1 to be V j
(
N j+1L (W )
)
.
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Signiﬁcance of localization sets is diﬀerent; they can be used to establish equivalence of
subdivision on parts of two complexes (Lemma 2.3).
The values pj+1(v) for v ∈ W depend only on the values pj(v) for v ∈ Locj(W ).
We deﬁne Loci(W ) for W ∈ V j+1, i > j recursively: Loci(W ) = Loci(Loci+1(W )). The
rest of the deﬁnitions for control sets are transferred to the localization sets in the same
way.
Note that the sets Ctrli(V ∞T ) and Loc
i(V∞T ) are sets of vertices of subcomplexes. We
use the same names for these complexes.
The following fact is the basis for reducing the study of ﬁnitely supported schemes
with local deﬁnition on arbitrary complexes to the case of k-regular complexes. It follows
immediately from the deﬁnition of localization sets:
Lemma 2.3. Suppose K1 and K2 have isomorphic subcomplexes Loc0(V ∞T1 ) and Loc
0(V ∞T2 ),
where T1 is a triangle of K1 and T2 is a triangle of K2 and ρ(T1) = T2. If the initial values
p1 and p2 satisfy p2 = ρ∗(p1) on Ctrl0(V∞T1 ) and Ctrl
0(V ∞T2 ), then for all vertices v in
V jT ⊂ V∞T , pi2(ρ(v)) = pi1(v) for i ≥ j.
A proposition similar to Lemma 2.2 holds for localization sets:
Lemma 2.4. Localization set Locj(V∞T ) is ﬁnite for schemes with local deﬁnition and is a
subset of N jL−1(V
j
T ), where L is deﬁned in Condition 2.
As L is always no less than M , Ctrlj(V ∞T ) ⊂ Locj(V∞T ).
2.2.3 Properties of Neighborhoods
We start with several elementary properties which are straightforward to prove using the
deﬁnition of the neighborhood and induction.
1. N1(∪iAi) = ∪iN1(Ai), Ai ⊂ V
2. if A ⊂ B, N1(A) ⊂ N1(B), A,B ⊂ V
3. The sets V jT have the following property: if vi ∈ V j+1T \ V j (i.e., it is a new vertex
created on jth subdivision step) then vertices va, vb ∈ V j such that (vi, va), (vi, vb)
are edges of Kj+1, also are in V j+1T . This property immediately follows from the
construction of V jT .
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The following fact is easy to show:
N j+11 (v) ⊂ N j+11 (va) ∪N j+11 (vb) (2.8)
Using property 2 and induction, we can show that
N j+1m (v) ⊂ N j+1m (va) ∪N j+1m (vb) (2.9)
for any m.
Now we are ready to prove the following lemma:
Lemma 2.5. For any m and any j ≥ 0,
V j
(
N j+12m
(
V j+1T
))
= V j
(
N jm
(
V jT
))
and
V j
(
N j+12m+1
(
V j+1T
))
= V j
(
N jm
(
V jT
))
Proof. First we show that D(N jm(W j)) = N
j+1
2m (W
j+1) for any subcomplex W j.
A straightforward check shows that D(N j1(v)) = N
j+1
2 (v) for any v ∈ V j. It is also
straightforward to show that D(∪iAi) = ∪iD(Ai), where Ai are subcomplexes of a complex.
Therefore, for any W j,
D(N j1(W
j)) = D(∪v∈W jN j1 (v)) = ∪v∈W jN j+12 (v) (2.10)
Using (2.9) with m = 2, we obtain
D(N j1 (W
j)) = ∪v∈D(W j)N j+12 (v) = N j+12 (W j+1)
SupposeD(N jm−1(W
j)) = N j+12(m−1)(W
j+1). Then taking W˜ j = N jm−1(W
j) and applying
(2.9), we obtain
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D
(
N jm(W
j)
)
= D
(
N j1(W˜
j)
)
= N j+12 (D(W˜
j))
= N j+12
(
N j+12(m−1)(W
j)
)
= N j+12m (W
j+1)
which proves our proposition by induction.
Now the ﬁrst formula becomes obvious: V j(D(Aj)) = Aj for any subcomplex Aj by
deﬁnition of D.
Now we can prove the second formula. Let W j+1 = N j+12m (V
j+1
T ), W
j = N jm(V
j
T ).
Write N j+12m+1(V
j+1
T ) as N
j+1
1 (N
j+1
2m (V
j+1
T )) which coinsides with N
j+1
1 (W
j+1). For any
vertex v ∈ V j(W j+1) N j+11 (v) does not contain vertices in V j except v. For any vertex
v ∈ V j+1(W j+1) \ V j(W j+1) va and vb are in V j(W j+1). Using (2.8), we conclude that for
v N1(v) doesn’t contain vertices of V j other than va and vb, which are in W j, and therefore
V j
(
N j+12m+1
(
V j+1T
))
= V j
(
N jm
(
V jT
))
2.3 Convergence of Subdivision
The goal of this section is to introduce some basic constructions for analysis of convergence
of subdivision. To deﬁne convergence, we need a parameter domain for subdivision which
has topological structure.
We introduce topology on abstract simplicial complexes. Once topology is speciﬁed,
we can deﬁne continuous functions on simplicial complex. A subdivision surface is such a
function with values in R3.
A simple, but very useful fact (Theorem 2.8) provides us with a representation of limit
functions of subdivision as linear combinations of a set of basis functions. This is a straight-
forward generalization of a similar fact proved for regular complexes in [6].
We show that for locally deﬁned subdivision the questions of convergence and tangent
plane continuity and Ck-continuity of subdivision surfaces can be answered for any complex
if the answer is known for k-regular complexes. This is a consequence of local deﬁnition
and ﬁnite support. (but see Section 3.1 for a caveat).
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2.3.1 Deﬁnition of Convergence
Most of the constructions in this section are routine formalizations of the intuitive concepts
described in the introduction.
Topology on Simplicial Complexes. A 2D simplicial complex in a Euclidean space
RN can be deﬁned as a set of triangles in RN that satisfy the following conditions:
• Any two triangles are either disjoint, or have one vertex in common, or have two
vertices and the edge joining them in common.
• Deﬁne the link of a vertex v as the union of edges of triangles that have v as a vertex.
A link of any vertex is either open or closed connected simple polygonal line.
It is clear that for any simplicial complex we can construct a corresponding abstract
simplicial complex, assigning an abstract triangle to each triangle of the simplicial complex
and abstract edge to each edge. The converse is not obvious. A realization of an abstract
simplicial complex K is a simplicial complex such that the corresponding abstract simplicial
complex is isomorphic to K. A well-known theorem says that any ﬁnite abstract simplicial
complex has a realization in R4 (but not necessarily in R3; non-orientable complexes cannot
be realized in R3). As we are interested primarily in ﬁnite complexes we can use simplicial
complexes to introduce topology on abstract complexes. We also use k-regular complexes,
which are not ﬁnite, but they clearly can be realized as triangulations of the plane. We use
notation KS to denote a realization of an abstract simplicial complex K. The union of all
triangles of a simplicial complex KS regarded as a subset of of RN with induced topology
is denoted |KS |. We use notation |T | for a triangle of KS corresponding to the abstract
triangle T of K.
For any abstract complex neighborhood Nm(v), there is a corresponding topological
closed neighborhood Um(v) = |Nm(v)|, which is the union ∪i|Ti| for all abstract triangles
in Nm(v).
Reﬁnement of simplicial complexes: midpoint subdivision. Reﬁnement of abstract
complexes produces a new complex D(K) from an old complex K. The vertices of K are
also vertices of the new complex D(K). Given a simplicial complex KS , we can produce a
new complex D(Ks) using midpoint subdivision: replace each triangle of KS with vertices
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v1, v2, v3 ∈ RN , with four new triangles obtained by adding vertices (v1+v2)/2, (v2+v3)/2,
(v1 + v3)/2, and connecting the new vertices. Clearly, |D(KS)| = |KS |, and D(KS) is a
realization of D(K). In this way,
∣∣Kj∣∣, j = 0 . . . are identiﬁed. If we map a triangle |T | to
the triangle ((0, 0), (1, 0), (1, 1)), the dyadic points (the points corresponding to vertices of
Kj, j = 0 . . . ) map to the points with coordinates of the form i/2j , k/2j for some integer
i, k. From now on we identify abstract simplicial complexes with their realizations and drop
the subscript in the notation KS .
For each dyadic point v of |K| we have a sequence of values pj(v), pj+1(v), . . . deﬁned
by subdivision, where j is the minimal number such that v ∈ V j .
Deﬁnition 2.8. A subdivision scheme is called convergent, if for any pair (K, p), p ∈
P(K,B) there is a continuous function f deﬁned on |K| with values in B, such that
lim
i→∞
sup
v∈V i
∥∥pi(v)− f(v)∥∥
2
→ 0
The function f is called the limit function of subdivision.
Notation: f [p] is the limit function generated by subdivision from the initial values
p ∈ P(K).
Isomorphism of simplicial complexes. An isomorphism ρ of abstract complexes K1
and K2 induces a unique homeomorphism ρ′ of corresponding simplicial complexes: as
induced isomorphisms are deﬁned for all subdivided complexes Kj , ρ′ is already deﬁned on a
dense set in |K1|. It is easy to show that ρ coincides with the restriction to V ∞ of a mapping
of topological spaces which is an aﬃne mapping for each triangle of |K1|. Uniqueness of
continuous extension of ρ to the immediately follows from density of V∞ in |K1|. We
identify isomorphisms of abstract complexes with their extensions to the topological spaces.
Identiﬁcation of k-regular simplicial complexes with the plane. For k-regular
abstract simplicial complex Rk, |Rk| can be realized as a triangulation of the plane. Consider
the triangulation of the plane with vertices vi,j,l. Let v0,0,0 be the point (0, 0) and vi,j,l to
the point Ri[j − l + l cos 2π/k, l sin 2π/k]T , where Ri is the rotation by 2iπ/k around zero.
It is easy to see that the abstract complex of this triangulation is exactly the k-regular
complex. This identiﬁcation is shown in Figure 2.3.
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The vertices of subdivided complexes
∣∣∣Rjk∣∣∣ are identiﬁed with points of the plane obtained
by midpoint subdivision. Note that the isomorphism ρ0
Rk
, deﬁned in Section 2.2.1, becomes
the restriction to the set of vertices of R1k of the scaling of the plane σ : R
2 → R2,σ(y) = 2y.
Extension of ρ0
Rk
to the plane is exactly σ.
2.3.2 Basis Function Decomposition
In this section we derive a decomposition of the limit function of converging subdivision
into the sum of basis functions, which can be obtained as limit functions of subdivision with
initial value 1 at one of the vertices of a complex and 0 at all other vertices. The lemmas in
this section are proved with the only assumption that the stencil of the subdivision scheme
is ﬁnite for any point of any complex. The scheme is not required to be either ﬁnitely
supported or locally deﬁned.
First, we show that linear and piecewise constant approximations to the limit function
deﬁned below converge to the limit function in L∞ norm on any compact subset of |K|.
Deﬁnition 2.9. Let T = (v1, v2, v3) be a triangle of Kj, y ∈ |T |. Let α1, α2, α3 be the
barycentric coordinates of y in the triangle T , α1+α2+α3 = 1. Deﬁne L[pj](y) = α1pj(v1)+
α2p
j(v2) + α3pj(v3), jth linear approximation of f [p0](y).
Clearly, L[pj](y) is continuous, and the deﬁnition is consistent on common edges of
triangles.
Lemma 2.6. On any compact subset A of K
lim
j→∞
‖Lj(y)− f [p0](y)‖∞,A = 0 (2.11)
Proof. We denote f [p0](y) by f(y), L[pj](y) by Lj(y). For any compact set A ⊂ |K|, there
is only a ﬁnite number of triangles T of Kj such that A ∩ |T | = ∅. Thus,
‖Lj(y)− f(y)‖∞,A < max|T |∩A=∅ ‖L
j(y)− f(y)‖∞,T
and it is suﬃcient to show convergence only for A = |T |, where
T is a triangle of K, T = (v1, v2, v3).
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∥∥Lj(y)− f(y)∥∥∞ ≤ maxs∈|T |maxy∈|T | ∣∣Lj(y)− Lj(s)∣∣
≤ max
s∈|T |
max
i∈{1,2,3}
∣∣Lj(vi)− f(s)∣∣
= max
s∈|T |
max
i∈{1,2,3}
∣∣pj(vi)− f(s)∣∣
As |T | is compact, f(y) is uniformly continuous on |T | in the standard metrics on
T , i.e., for any  > 0 there is a δ > 0 such that for any s1, s2 satisfying |s1 − s2| < δ,
|f(s1)− f(s2)| < .
As the maximal distance between points of |T | for a triangle T of Km is
√
2
2m , then for
any  > 0 there is m1 such that for all triangles T of Kj , j > m1, for any s1, s2 ∈ |T |,
|f(s1)− f(s2)| < .
By deﬁnition, f(vi) = liml→∞ pl(vi). Therefore, there is a number m2 such that for all
l > m2
∣∣pl(vi)− f(vi)∣∣ <  for i ∈ {1, 2, 3}.
Let m = max(m1,m2). Then for j > m
max
i
∣∣pj(vi)− f(s)∣∣ < max
i
(
∣∣pj(vi)− f(vi)∣∣+ |f(vi)− f(s)|) < 2
We conclude that (2.11) is true.
A similar statement holds for piecewise constant approximations, deﬁned in the following
way.
Deﬁnition 2.10. Suppose for each triangle T of Kj we choose a vertex v, and deﬁne
piecewise contstant Cj(t), for t in the interior of |T | to be equal to pj(v). On the
intersections of triangles Cj(y) is deﬁned by arbitrarily picking a triangle “responsible” for
the intersection.
Lemma 2.7. On any compact subset A of K
lim
j→∞
‖Cj(y)− f [p0](y)‖∞,A = 0 (2.12)
The proof of this lemma is exactly the same as the proof of Lemma 2.6.
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Now we can prove the following theorem:
Theorem 2.8. Suppose a subdivision scheme S converges on a complex K for any initial
values p0 ∈ P(K,R). Then
f [p0](y) =
∑
v∈V 0
p0(v)ϕv(y) (2.13)
where ϕv(y) is continuous and ϕv(y) = f [δv](y), δv(v) = 1 and δv(w) = 0 for w = v.
Proof. It follows from Lemma 2.7 that
ϕv(y) = lim
j→∞
Lj[δv](y) (2.14)
For any vertex v ∈ V j ,
pj(v) =
∑
w∈V j−1 a
j−1
wv pj−1(w), where only a ﬁnite number of aj−1wv = 0.
By induction, pj(v) =
∑
w∈V j−l a
j−l
wv pj−l(w) for all l < j, i.e., pj(v) =
∑
w∈V 0 a
0
wvp
0(w),
with only ﬁnite number of a0wv = 0.
In particular, for p0 = δ0u, δ
j
u(v) = auv, i.e.,
pj(v) =
∑
w∈V 0
δjw(v)p
0(w)
L[pj ](y) = α1pj(v1)+α2pj(v2)+α3pj(v3), if y ∈ |T |, T is a triangle of Kj and α1, α2, α3
are barycentric coordinates of y. Then
Lj [p](y) =
∑
w∈V 0
(
α1δ
j
w(v1) + α2δ
j
w(v2) + α3δ
j
w(v3)
)
p0(w) =
∑
w∈V 0
p0(w)L[δjw](y)
The limits of the right and of the left side exist by Lemma 2.6. Taking limits and using
(2.14), we get (2.13).
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2.3.3 Reduction to the k-regular Complexes
In this section we reduce local analysis of the limit surfaces generated by a scheme satisfying
Conditions 1 and 2 to the analysis of limit surfaces on k-regular complexes. By local analysis
we mean analysis of properties that can be determined from arbitrarily small neighborhood
of a point in |K| where K is the simplicial complex over which the surface is deﬁned.
Suppose we can demonstrate that for a certain subcomplex Ky such that y is an interior
point of |Ky|, there is an isomorphism ρy of Ky and Kstd where Kstd is a subcomplex of a
standard complex, and any limit function f [p], p ∈ P(K) can be represented locally on |Ky|
as f [ρ∗y(p)] ◦ ρy:
|Ky|
f [p]

ρy  |Kstd|
f [ρ∗y(p)]  
  
  
B
(2.15)
We use the k-regular complexes, possibly with boundary, as Kstd. Then the analysis of
all local properties of f , of Ck-continuity in particular, can be done on k-regular (possibly
with boundary) complexes.
We consider the case of schemes invariant with respect to all isomorphisms of com-
plexes. Constructions for G-invariant schemes for sets G satisfying the requirements stated
in Section 2.2.1 is similar.
In order to demonstrate existence of the isomorphisms ρy described above, we consider
several types of points of |K|, shown in Figure 2.10.
Non-dyadic, non-edge, internal. Suppose  is the distance from y to the boundary of∣∣T 0∣∣. Let T j be the triangle of Kj such that y ∈ ∣∣T j∣∣. There is j such that ∣∣∣N jL−1(T j)∣∣∣ ⊂
B(y), where B is a disk of radius  centered at y. Therefore, N
j
L−1(T
j) doesn’t contain any
extraordinary vertices and it is isomorphic to a subcomplex of the regular complex. Explicit
enumeration of the vertices in N jL−1(T
j) establishes the isomorphism. The fact that the
localization set doesn’t contain extraordinary vertices guarantees that the mapping induced
by the isomorphism satisﬁes (2.15).
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non-boundary
dyadic,
internal
non-dyadic,
internal
edge,
non-dyadic,
boundary dyadic,boundary
non-edge,
non-dyadic,
Figure 2.10: Types of points of |K|. Non-dyadic vertices are not vertices of a triangle on
any level of subdivision, not only on the levels shown in the picture.
∣∣∣N jL(T j)∣∣∣
non-edge internal point
B(y)
y
∣∣T 0∣∣
∣∣T j∣∣
edge internal point
∣∣∣T˜ 01 ∣∣∣
∣∣∣T˜ j1 ∣∣∣
∣∣∣N jL(T˜ j1 ∩ T˜ j2 )∣∣∣
∣∣∣T˜ j2 ∣∣∣
e
ρ(y)
B(ρ(y))
∣∣∣T˜ 02 ∣∣∣
Figure 2.11: Non-dyadic points, reduction to the regular case, L = 3.
Non-dyadic, edge, internal. Suppose y ∈ ∣∣T 01 ∣∣ ∪ ∣∣T 02 ∣∣. For any j, there is an isomor-
phism ρ between Dj(T 0)∪Dj(T 1) and the subcomplex of the regular complex consisting of
vi,k, 0 ≤ i, k ≤ 2j ,induced by the map from
∣∣T 01 ∣∣ ∪ ∣∣T 02 ∣∣ to the square [0, 1]× [0, 1], which is
identity for T 01 , and reﬂection across e = [(0, 0), (1, 1)] for T
0
2 , assuming that e is the edge
of T 01 identiﬁed with the same edge of T
0
2 . Let T˜
0
i = ρ(T
0
i ), i = 1, 2.
Suppose  is the distance from ρ(y) to the boundary of the square formed by T˜ 01 and
T˜ 02 . Then there is j such that N
j(T˜ j1 ) ∪N j(T˜ j2 ) ⊂ B(ρ(y)). Then we proceed as in case 1.
Non-dyadic, boundary. Suppose y ∈ ∣∣T 0∣∣. Assume [(0, 0), (1, 0)] is on the boundary.
Map T 01 to the triangle (v00, v01, v11) in the regular complex with boundary. The rest of the
argument is similar to case 1.
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∣∣T 0∣∣
∣∣NL(T j)∣∣
yboundary
B(y)
∣∣T j∣∣
Figure 2.12: Non-dyadic boundary point, reduction to the regular case case, L = 3.
boundary pointinternal point
∣∣∣N j1 (y)∣∣∣
boundary y
∣∣∣N j2j (y)∣∣∣
∣∣∣N jL(y)∣∣∣
∣∣∣N jL+1(y)∣∣∣∣∣N j2j (y)∣∣∣
y
∣∣∣N j1 (y)∣∣∣
Figure 2.13: Dyadic points, reduction to the regular case, L = 3, j = 2.
Dyadic, internal. Clearly, N01 (y) is isomorphic to N
0
1 in the k-regular complex, where k
is the valence of the vertex. Therefore, N j
2j
in K is isomorphic to a similar neighborhood in
the k-regular complex Rk. Choosing suﬃciently large j, we obtain the required isomorphism.
Dyadic boundary. This case is similar to the previous one, but the k-regular complex
with boundary is used instead of the k-regular complex.
In the case of internal non-dyadic and regular dyadic points of |K|, it is suﬃcient to
analyze Ck-continuity of the surface on the regular complex.
In the case of internal extraordinary points, it is suﬃcient to analyze Ck-continuity the
k-regular complexes.
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Thus, analysis of Ck-continuity of the scheme at internal points of |K| is reduced to two
cases: the regular case, for which the scheme is deﬁned with a ﬁnite mask, and k-regular
case, for which the scheme is deﬁned with a ﬁnite number of ﬁnite masks, corresponding to
diﬀerent symmetry classes of vertices.
On the boundary, it is also suﬃcient to analyze two cases: regular and k-regular com-
plexes with boundary.
The regular case is described in detail for functional subdivision by Cavaretta, Dahmen
and Micchelli [6].
The second case did not receive much attention until recently. Relevant literature in-
cludes works by Loop, Warren, Kobbelt, Reif [40, 63, 36, 55].
2.4 Subdivision Matrix
In this section we introduce the subdivision matrix, which is the matrix that relates the
values on the localization set of the topological 1-neighborhood of zero in the k-regular
complex to the values on the similar neighborhood on the next subdivision level. This
matrix is deﬁned only for stationary schemes.
As the localization set of 1-neighborhood of zero U˙1 is contained in NL, the limit function
on U˙1 is completely deﬁned by values p0 on NL. In particular, if we take the initial values to
be equal to the values of an eigenvector of the subdivision matrix, subdivision will produce
a limit function called eigenbasis function. These functions satisfy scaling relations which
will be used in the next section to derive a criterion for Ck-continuity.
We introduce layers of a k-regular complex, which are rings of triangles around a vertex,
where only regular subdivision rules are used.
Finally, we prove a simple condition on the eigenvalues of the subdivision matrix that
is suﬃcient for convergence of subdivision.
2.4.1 Subdivision Matrix and Layers
Let L be the localization size for S.
Deﬁnition 2.11. Consider N0L−1(N
0
1 ) = N
0
L in the k-regular complex Rk. As N
j
L  N j+1L
and Ctrlj(N j+1L ) ⊂ N jL, the values of pj+1|Nj+1L can be computed from p
j |
NjL
only, using
a matrix Sj. If there is an m such that for all j > m Sj = Sm = S we say that the
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subdivision scheme is stationary on the k-regular complex, or simply stationary. We call
S the subdivision matrix of S on Rk.
Note that our deﬁnition diﬀers from the deﬁnition of stationary subdivision on regular
complexes which can be found for example in [6]. Our deﬁnition is somewhat weaker.
Example. The following matrix is the subdivision matrix for the Loop scheme on the
3-regular complex. The vertices are indexed as it is shown in Figure 2.14.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
7/16 3/16 3/16 3/16 0 0 0 0 0 0
3/8 3/8 1/8 1/8 0 0 0 0 0 0
3/8 1/8 3/8 1/8 0 0 0 0 0 0
3/8 1/8 1/8 3/8 0 0 0 0 0 0
1/16 5/8 1/16 1/16 1/16 0 0 1/16 0 1/16
1/16 1/16 5/8 1/16 0 1/16 0 1/16 1/16 0
1/16 1/16 1/16 5/8 0 0 1/16 0 1/16 1/16
1/8 3/8 3/8 0 0 0 0 1/8 0 0
1/8 0 3/8 3/8 0 0 0 0 1/8 0
1/8 3/8 0 3/8 0 0 0 0 0 1/8
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
5
3 9
41
6
8
7
5
6
7
8
2
2
04
93
0 1
N jL N
j+1
L
Figure 2.14: Subdivision matrix operates on the values of pj on N jL (left) and produces the
values of pj+1 on N j+1L (right). In the picture, L = 2, as for the Loop scheme. The numbers
shown in the picture are used to arrange the values at vertices of N jL into one vector.
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Conditions 1–3 from Section 2.2 are reﬂected in the properties of the matrix. For
example, Condition 3 (aﬃne invariance) implies that the subdivision matrix has eigenvalue
1 with eigenvector x(v) = 1 for all v ∈ NL. Indeed, let p′(v) = p(v) − 1 for p ∈ Nm, i.e.,
p′ = p− x. Then Sp′ = Sp− x by aﬃne invariance. But by linearity Sp′ = Sp− Sx, thus
Sx = x.
Next we deﬁne the layers of k-regular complexes. For any triangle T , T ∩ NL = ∅,
convergence of S on |T | is equivalent to convergence of S on a triangle of the regular complex
(Lemma 2.4). By assumption, S converges there. Thus the scheme converges on Rk \ NL.
Note that D(Rjk \N jL) = Rj+1k \N j+12L .
Deﬁnition 2.12. A Layer Lrj of the subdivided k-regular complex Rjk is deﬁned as N
j
2L \
N jL.
Lr0
Lr1
Lr2
Figure 2.15: Layers Lr0,Lr1,Lr2 for L = 3 (Butterﬂy scheme).
The union of all layers covers a neighborhood of zero in |Rk|, except for zero itself:
∞⋃
j=0
∣∣Lrj∣∣ = U˙02(L+1) (2.16)
We use notation U˙ jl for U
j
l \ {(0, 0)}.
By construction of the layers, functions f [pn] are deﬁned on ∪mj=0Lrj for n ≥ m, and
f [pn] = f [pm] on ∪mj=0Lrj. Thus, we can deﬁne f◦(y) = f [pn](y) for y ∈ ∪nj=0Lrj . If the
subdivision scheme converges on Rk, the limit function f [p0] coincides with f◦[p0] on
∣∣N02L∣∣.
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We summarize the observations above in the following
Lemma 2.9. On a k-regular complex Rk for a subdivision scheme S converging on the
regular complex, for any p ∈ P(NL) there is a continuous limit function f◦[p] deﬁned on U˙1;
at dyadic points v, the sequences of values pi(v) converge to f◦[p]. If the scheme converges
on Rk, f◦[p] coincides with f [p] on U˙1.
2.4.2 Eigenbasis Functions and Scaling Relations
The limit functions generated by the eigenvectors of the subdivision matrix have an impor-
tant property: they satisfy scaling relations described in this section. This property will be
used in Section 3.10 to derive a criterion for Ck-continuity of subdivision.
Let λ0, λi, . . . λJ be diﬀerent eigenvalues of the subdivision matrix. The following lemma
can be easily proved
Lemma 2.10. If a subdivision scheme converges on the regular complex, it is necessary
and suﬃcient for convergence on a k-regular complex that the subdivision matrix S has
eigenvalue 1 with a single cyclic subspace of size 1 and all other eigenvalues have magnitude
less than 1.
Let λ0 = 1. For any λi let J ij , j = 1 . . . Pi be the complex cyclic subspaces corresponding
to this eigenvalue.
Let nij be the orders of these cyclic subspaces; the order of a cyclic subspace is equal to
its size minus one.
Let bijr, r = 0 . . . n
i
j be the complex generalized eigenvectors corresponding to the cyclic
subspace J ij . The vectors b
i
jr satisfy
Sbijr = λib
i
jr + b
i
j r−1 if r > 0
Sbij0 = λib
i
j0
(2.17)
We use the following rules for enumerating the cyclic subspaces of S:
• All eigenvalues are enumerated in the order of nonincreasing magnitude.
• If the magnitudes of eigenvalues are equal, they are enumerated in the order of non-
increasing order of the largest cyclic subspace.
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• If the eigenvalues have equal magnitudes, and equal orders of highest-order cyclic sub-
space, the real positive eigenvalue if there is one, has number less than real negative;
complex eigenvalues are enumerated after real; two complex conjugate eigenvalues
have sequential numbers; the order of complex-conjugate pairs of eigenvalues is in-
signiﬁcant for our purposes.
• For each eigenvalue the cyclic subspaces are enumerated in nonincreasing order, i.e.,
ni1 ≥ ni2 ≥ ni3 ≥ . . . niPi .
Deﬁnition 2.13. Suppose S is the subdivision matrix of a subdivision scheme S on the k-
regular complex, and bijr are the vectors of the Jordan basis of S. Then the limit functions
f [bijr](y) deﬁned on U1 are called complex eigenbasis functions.
Eigenbasis function f [bijr] is also denoted f
i
jr.
It immediately follows from Theorem 2.8 that any function on U1 can be written as a
linear combination
f [p](y) =
∑
i,j,r
βijrf
i
jr(y) (2.18)
where βijr ∈ C3, and if bijr = bklt, βijr = βklt, where the bar denotes complex conjugation.
One can show using the deﬁnition of limit functions of subdivision and (2.17) that the
eigenbasis functions satisfy the following set of scaling relations:
f ijr(y/2) = λif
i
jr(y) + f
i
j r−1(y) if r > 0
f ij0(y/2) = λif
i
j0(y)
(2.19)
Real eigenbasis functions. As we consider real surfaces, it is convenient to use real
Jordan normal form of the matrix rather than the complex Jordan normal form. For
any pair of the complex conjugate eigenvalues λi, λk, we can choose the complex cyclic
subspaces in such a way that they can be arranged into pairs J ij , J
k
j , and b
i
jr = b
k
jr for
all j and r. Then we can introduce a single real subspace for each pair, with the basis
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cijr, c
k
jr, r = 0 . . . n
i
j, where c
i
jr = bijr, and ckjr = bijr. We will call such subspaces Jordan
subspaces. Then we can introduce real eigenbasis functions gijr(y) = f
i
jr(y) for real λi, and
gijr(y) = f ijr(y), gkjr(y) = f ijr(y) for a pair of complex conjugate eigenvalues (λi, λk). For
a Jordan subspace corresponding to pairs of complex eigenvalues the order is the same as
the order of one of the pair of cyclic subspaces corresponding to it. We will follow the same
rules for enumerating Jordan spaces, with one alteration: instead of two sequences of cyclic
subspaces corresponding to a pair of complex Jordan eigenvalues we have a single sequence
of Jordan subspaces.
Similar to (2.18) we can write for any surface generated by subdivision on U1:
f [p](y) =
∑
i,j,r
αijrg
i
jr(y) (2.20)
Now all coeﬃcients αijr are real. Eigenbasis functions corresponding to the eigenvalue
0 have no eﬀect on tangent plane continuity or Ck-continuity of the surface at zero. From
now on we assume that λi = 0 for all i.
Trivial eigenbasis functions and eigenvalues. Some of the eigenbasis functions of a
subdivision scheme may be identically equal to zero. These eigenbasis functions do not
aﬀect the limit functions of subdivision in any way. If an eigenbasis function corresponds
to the eigenvalue λ = 0, it also cannot aﬀect convergence or C1-continuity of subdivision
surfaces. Although it need not be identically zero on U1, it is identically zero on a smaller
neighborhood U11 . Eigenbasis functions which are identically equal to zero or correspond to
the eigenvalue zero are called trivial.
If all eigenbasis functions corresponding to an eigenvalue λ are trivial, λ is said to be a
trivial eigenvalue.
The non-trivial eigenvectors of the subdivision matrix span a subspace of P(NL,R)
or P(NL,C) that we call the non-trivial subspace. The limit function generated by any
x ∈ P(NL,R) is equal to the limit function generated by the projection of x onto the
non-trivial subspace.
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Constant eigenvectors and eigenbasis functions. We have observed that if the sub-
division scheme is aﬃne invariant, S has eigenvalue λi = 1 with eigenvector constant on NL.
Note that S cannot have generalized eigenvectors of order greater than 0 corresponding to
the eigenvalue 1: if x is such eigenvector, Smx diverges. Any eigenvector with eigenvalue
1 should produce a constant eigenbasis function. Note that for any eigenvector x of the
eigenvalue 1 Smx does not converge to zero as m →∞. Therefore, the corresponding eigen-
basis function cannot be trivial. By Lemma 3.14 the eigenbasis function corresponding to
eigenvalue 1 should be a constant. Consider two eigenvectors bi10 and b
i
20 of the eigenvalue
1. if they generate eigenbasis functions equal to C1 and C2 respectively, then C2bi10−C1bi20
generates a trivial eigenbasis function, which means that the C2bi10−C1bi20 = 0 (it is also an
eigenvector of eigenvalue 1). We conclude that the eigenvalue 1 has a single cyclic subspace
of size 1 with constant eigenvector and constant eigenbasis function.
Suppose the set of vectors bm m = 0 . . . n are generalized eigenvectors of S for the
eigenvalue λ, Sbm = λbm + bm−1 for m > 0, Sb0 = λb0.
In Section 2.3.1 we have introduced an identiﬁcation of the k-regular complex and the
plane. Recall that the map y → y/2 of the plane to itself maps N ji → N j+1i for any m.
Theorem 2.11. For a subdivision scheme S, the functions f [bm] = fm deﬁned on U˙1 in
the k-regular complex Rk satisfy scaling relations
fm(y/2) = λfm(y) + fm−1(y) for m > 0
f0(y/2) = λf0(y)
(2.21)
Proof. By linearity of subdivision, if bjm = λb
j
m + b
j
m−1, b
j
m ∈ P(Dj(N0L)), then bj+1m =
λbj+1m + b
j+1
m−1, b
j+1
m ∈ P(Dj+1(N0L)). As Ljm(y) := L[bjm](y) is linear in y on each triangle
|T |, where T is a triangle of Dj(N1), then
Ljm(
y
2
) = λLjm(y) + L
j
m−1(y) (2.22)
For any complex Rpk \ NpL limj→∞Lm(y) = f(y). Therefore, limj→∞Lm(y) = f(y)
everywhere, and (2.21) follows from (2.22).
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2.4.3 Jordan Normal Form of the Subdivision Matrix
Let {bijr|i = 0 . . . J, j = 1 . . . Pi, r = 0 . . . nij} be a basis in which the subdivision matrix S
has Jordan normal form. Any vector x can be written in the form
x =
J∑
i=0
Pi∑
j=1
nij∑
r=0
βijrb
i
jr,
and bijr satisﬁes Sb
i
jr = λib
i
jr + b
i
j(r−1) for r ≥ 0, Sbij0 = λibij0.
We are interested in the expression for the vector Slx. We assume that l ≥ nij for all
i, j.
First, we consider a matrix with one Jordan block. In this case the subscripts i, j can
be dropped.
We introduce a formal operator N , acting on eigenvectors of S. Nbm = bm−1 for m > 0
and Nb0 = 0. The action of S is just λI +N . Clearly, multiplication by a constant and N
commute. Therefore,
Slx = (λI +N)l
n∑
j=0
βmbm =
n∑
j=0
j∑
q=0
(
l
q
)
λl−qbj−qβj
Changing indexing and the order of summation, we get
n∑
j=0
j∑
q=0
(
l
q
)
λl−qbj−qβj =
n∑
m=0
m∑
q=0
(
l
m− q
)
λl−m+qbqβm =
n∑
q=0
bq
n−q∑
m=0
(
l
m
)
λl−mβm+q
Thus,
Slx = λl−n
n∑
q=0
bq
(
n−q∑
m=0
(
l
m
)
λn−mβm+q
)
(2.23)
In the general case,
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Slx =
J∑
i=0
Pi∑
j=1
λ
l−nij
i
nij∑
q=0
bijqa
il
jq (2.24)
where ailjq =
∑nij−q
m=0
( l
m
)
λn
j
i−mβij(m+q).
Estimating |ailjq|, we get
|ailjq| ≤ maxm β
i
jm
nij−q∑
m=0
(
l
m
)
λn
i
j−m ≤ max
m
|aijm|
nji−q∑
m=0
(
l
m
)
for |λi| ≤ 1.
|ailjq| ≤ maxm |β
i
jm|ln
i
j−q+1 = O(ln
i
j−q+1)
Finally,
Slx =
J∑
i=0
Pi∑
j=0
λ
l−nij
i
nij∑
q=0
bijqO(l
nij−q+1) (2.25)
In certain cases we have to use bases consisting of real vectors. Generalized eigenvectors
corresponding to complex eigenvalues can be complex. As the matrix is real, complex
eigenvalues come in conjugate pairs and the same is true for complex eigenvectors. Further,
if the decomposition (2.23) is written for a real vector x, the coeﬃcients of a pair of conjugate
vectors of the Jordan basis are complex conjugate.
Let λ = |λ| exp(iϕλ), βm+q = |βm+q| exp(iϕm+q) and bjq = |bjq| exp(iψjq), where bjq is j-th
component of bq.
Using Equation (2.24) for a matrix with 2 Jordan blocks corresponding to λ and λ¯, we
obtain an analog of (2.23).
[Slx]j = 2|λl−n|
n∑
q=0
|bjq|
n−q∑
m=0
(
l
m
)
|λn−m||βm+q| cos(ϕλ(l −m) + ϕm+q + ψjq) (2.26)
This decomposition of x is real.
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2.4.4 Convergence Criterion for Subdivision
The idea of layers introduced in Section 2.4.1 can be used to prove a criterion for convergence
of subdivision. This criterion is very similar to Theorem 3.2 [55] by Reif. We do not make
any assumptions about the range of p and f — it can be Rn or Cn. For the second part of
the lemma, we use a fact that will be proven in Section 3.13.
Theorem 2.12. Suppose S converges on the regular complex. S converges on Rk if and
only if the eigenvalues of the subdivision matrix S have magnitudes less than one, except
λ0 = 1, which has a single cyclic subspace of size 1 with a constant eigenvector.
Proof. Suﬃciency. Suppose λ0 = 1, and all other eigenvalues satisfy |λi| < 1. By assump-
tions of the lemma, λ0 has a single eigenvector which is constant on NL. Consider a sequence
of points si ∈ Rk such that limi→∞ si = 0. By Lemma 2.9, the limit function f [p](y) is
deﬁned everywhere except 0. For a triangle T of Rk such that Locj |T | doesn’t contain 0,
f [p](y)
∣∣|T | = ∑
v∈Ctrlj |T |
p(v)ϕv(y)
Suppose that for all v ‖p(v)− a‖2 <  for some a. For any y, ‖
∑
v p(v)ϕv(y)− a‖2 =
‖∑v(p(v) − a)ϕv(y)‖2 by aﬃne invariance.
Hence,
∥∥∥∥∥∑
v
p(v)ϕv(y)− a
∥∥∥∥∥
2
≤ 
∑
v
|ϕv(y)| < C (2.27)
where C = maxy∈|T |
∑
v |ϕv(y)|. C is ﬁnite, because ϕv(y) are continuous and |T | is
compact. Clearly, (2.27) is also true for any union of triangles T .
Consider the sequence pj, pj ∈ P(N j2(L+1)+M ). The control set Ctrl(
∣∣Lrj∣∣) is contained
in P(N j2(L+1)+M ): the limit function restricted to
∣∣Lrj∣∣ depends only on the values of pj.
There is a matrix Slr such that Slrpj = pj+1. As the subdivision matrix takes p˜j = pj|NL
to p˜j+1, eigenvalues of Slr are also eigenvalues of S and have to satisfy the conditions of the
theorem. Let bijr, i ∈ {0 . . . J}, j ∈ {1 . . . Pi}, r ∈ {0 . . . nij}, be the the Jordan basis of Slr.
Write
pj = β0b0 +
J∑
i=1
Pi∑
j=1
λ
l−nji
i
nji∑
q=0
bijqO(l
nij−q+1),
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using (2.25) and λ0 = 1 > |λ1|.
Thus, as j →∞ pj → β0b0; in particular, limj→∞ pj(0) = f [p0](0) = β0
For any  > 0 there is l such that ‖sj‖2 <  for j > l. Therefore, for any n there is l
such that sj ∈ ∪∞i=n
∣∣Lri∣∣ for j > l, unless sj = 0.
Choose l′ so that
∥∥pj − β0b0∥∥∞ < δ/C, for a given δ. Then ‖f [p](s)− β0‖2 < δ for
s ∈ Lrn′ for n′ > l′; if sj = 0, this is also true.
We conclude that f [p](sj) converges to β0, and the scheme converges on Rk.
Necessity. In the previous section, we have already proved that the eigenvalue 1 should
be a non-trivial eigenvalue of the matrix and have a single cyclic subspace of size 1 with
constant eigenvector.
Suppose |λi| > 1 or |λi| = 1, but λi = 1; clearly, Smbi10 does not converge; and the
scheme is not convergent.
2.4.5 Extension of the Eigenbasis Functions
Sometimes it is more convenient to consider functions deﬁned on the plane rather than
on U1. In this section we show that any eigenbasis vector bijr can be extended to the
whole k-regular complex Rk in such a way that when restricted to any neighborhood Nm,
m ≥ L, it is an eigenbasis vector for the subdivision matrix Sm mapping P(Nm) to itself.
Consequently, any eigenbasis function can be extended to the whole plane and will satisfy
scaling relations everywhere.
In this lemma we omit the subscripts i, j for bijr and f
i
jr.
Lemma 2.13. Any set of eigenbasis functions fr, r = 0 . . . n deﬁned on U1 can be extended
in a unique way to the whole plane; the extended functions satisfy the scaling relations
fr(
y
2
) = λfr(y) + fr−1(y), for r > 0
f0(
y
2
) = λf0(y) + f0(y)
(2.28)
Proof. Throughout this proof we will assume the standard identiﬁcation of Rk and R1k.
Consider the set of eigenvectors br, r = 0 . . . n. If the localization size of the scheme is
L, for any neighborhood Np, p ≥ L, the values on N2p−L can be computed using only the
values from P(Np);
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We extend the vectors br to the whole complex Rk recursively. Suppose we have exten-
sion b[p]r to Np, p ≥ L. It can be extended in arbitrary way to the vector bextr deﬁned on the
whole complex Rk.
Note that S[Rk]bextr restricted to N2p−L depends only on the values of bextr on Np, i.e.,
only on b[p]r .
Deﬁne
b̂r = S[Rk]bextr
∣∣
N2p−L
b̂ can be extended in arbitrary way to the whole complex Rk and considered to be an
element of P(Rk). Let Sn be the subdivision matrix for Nn, n ≥ p. Then
S2p−Lb̂r = S[Rk ]̂br
∣∣
N2p−L
depends only on the values of b̂r on Np. By construction of b̂r and the assumption of
induction
b̂r
∣∣
Np = S
pb[p]r = λb
[p]
r + b
[p]
r−1
Deﬁne
b˜r =
r∑
s=0
(−1)s 1
λs+1
b̂r−s
As b̂r, b˜r is deﬁned on N2p−L which is larger than Np. A direct check shows that
b˜
∣∣
Np = b
[p]
r .
At the same time,
S2p−Lb˜r =
r−1∑
s=0
(−1)s 1
λs+1
(
λb̂r−s + br−s−1
)
+
(−1)r
λr
b̂0 = λb˜r + b˜r−1
Therefore, b˜r extends b
[p]
r to N2p−L and satisﬁes the same relation with respect to S2p−L
as b[p]r satisﬁes with respect to Sp.
By induction, we extend br to a vector b
[∞]
r deﬁned on the whole plane and satisfying
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S[Rk]b[∞]r = λb
[∞]
r + b
[∞]
r−1 (2.29)
The argument of Theorem 2.11 still applies, and the limit functions f∞r (y) generated by
subdivision from br satisfy scaling relations (2.28).
We have established existence of the extension, now we prove that it is unique.
For any point y and p ≥ n
f∞r
( y
2p
)
=
r∑
s=0
(
s
p
)
λp−sf∞r−s(y)
For suﬃciently large p, y/2p is in U1, and f∞(y/2p) = f(y/2p). Then f∞r (y) can be
found as a solution of a triangular linear system with non-zero entries on the diagonal. The
solution is unique, hence the values of f∞r are uniquely deﬁned by the scaling relations.
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Chapter 3 Smoothness of Stationary Subdivision
In this chapter we establish criteria for tangent plane continuity and Ck-continuity of sub-
division schemes at extraordinary points. The chapter is subdivided into four parts.
Part I establishes the framework for discussing smoothness of subdivision. In Section 3.4
we show that any subdivision surface near an extraordinary point can be represented as a
projection of a higher-dimensional space Rp into R3. We will call this surface the universal
surface. We show that a subdivision scheme is tangent plane or Ck-continuous if and only
if the universal surface is tangent plane or Ck-continuous.
In Part II we discuss the criteria for tangent plane continuity. This is the heart of the
theory presented in this chapter. In Section 3.5 we show how tangent plane continuity of the
universal surface is related to the eigenstructure of a matrix derived from the subdivision
matrix. We call this matrix the tangent subdivision matrix. The eigenstructure of this ma-
trix is determined by the eigenstructure of the subdivision matrix; the relation between the
two structures is discussed in Section 3.12. These observations lead us to the necessary and
suﬃcient conditions for geometric smoothness of subdivision in terms of the eigenstructure
of the subdivision matrix and properties of the eigenbasis functions.
We introduce two maps: the parametric map, which gives a local parameterization of
almost all surfaces generated by subdivision, and characteristic map, which is a self-similar
map that can be used to establish properties of the parametric map.
Theorem 3.4 is the most general result of this part. Corollary 3.5 and equivalent Theo-
rem 3.7 provide an characterization of an important class of geometrically smooth schemes.
In Part III we consider C1 and Ck continuity. In Section 3.10 we show how to augment
the conditions for geometric smoothness to ensure that the surface is C1-continuous. We
formulate the conditions for Ck-continuity, which easily follow once the conditions for C1-
smoothness are established.
Part IV is a collection of technical proofs that were omitted in the ﬁrst three parts to
improve presentation.
Figure 3.1 shows the structure of this chapter.
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Reduction to analysis
of the universal surface
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Figure 3.1: Relations between the main results presented in this chapter.
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Part I: Preliminaries
3.1 Deﬁnitions of Tangent Plane Continuity and Ck-continuity
To avoid ambiguity, we describe the deﬁnitions of tangent plane continuity and Ck-continu-
ity that we are going to use in detail, and provide motivations for the choices that we have
made. The discussion in this section is quite general and applies to a variety of parametric
surfaces rather than only surfaces constructed using stationary subdivision.
3.1.1 C1-continuous Surfaces
The simplest deﬁnition of a C1-continuous surface A is a “locally C1-continuous two-
dimensional” subset of R3: if we take a small ball B centered at any point of A, and
look at the part of A enclosed in the ball B, then it can be obtained from a disk in the
plane by a C1-continuous deformation. More formally, there is a C1 map p from a disk D
in the plane to A ∩B with Jacobi matrix of maximal rank. We will call surfaces satisfying
this condition simple C1-continuous surfaces. We will call maps with Jacobians of maximal
rank regular. The deﬁnition is illustrated in Figure 3.2. Surfaces satisfying this deﬁnition
are 2-dimensional manifolds embedded in R3.
Figure 3.2: Deﬁnition of a simple C1-continuous surface
However, this deﬁnition is not convenient for reasoning about surfaces obtained using
subdivision and parametric surfaces in general; (recall that a subdivision surface by con-
struction is parameterized over its topological complex). The problems with the deﬁnition
above can be seen best from an example, such as the surface depicted in Figure 3.3. If we
regard the surface in Figure 3.3 as a subset of R3, clearly point A does not have a neighbor-
hood that can be deformed into a disk. But we can look at this surface in a diﬀerent way.
Suppose we start with a ﬂat sheet, and then deform it into the shape shown in the ﬁgure.
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In this case, we can think about the point A as being two separate points of the sheet that
happen to coincide for this particular deformation. We can still consider the surface to be
C1-continuous: we can take a small neighborhood of A on the original sheet and see that
its image under the deformation can be parameterized with a regular map over a disk.
A
Figure 3.3: A surface with a self-intersection.
Note that we needed the original sheet and the deformation to separate the parts of the
surface that intersect at A. While they are close in R3, from the point of view of the surface
they are far away. The parameter domain (the sheet) is used to deﬁne the neighborhoods
of all points. It need not be a subset of R3: we can use any topological space. We only
need it to deﬁne neighborhoods on the surface independently from the way the surface is
mapped into R3. In the case of subdivision surfaces we already have a convenient domain:
the topological complex M = |K|. A subdivision surface is the domain M together with
a map f from M to R3. This leads us to the following deﬁnition of C1-continuity and
Ck-continuity:
Deﬁnition 3.1. Consider a surface (M,f) where M is a topological space, and f is a map
f : M → R3. This surface is C1-continuous if for any point x ∈ M there is a neighborhood
Ux ⊂ M such that there is a regular parameterization of f(Ux) over a disk in the plane,
that is, a map p : D → f(Ux) ⊂ R3 which is C1 and has Jacobi matrix of maximal rank
(2). If the parameterization p can be chosen to be Ck, then the surface is Ck-continuous.
The mappings that are used in this deﬁnition are shown in Figure 3.4.
Note that parameterization p and the map f are not necessarily related: in fact, for f
C1-continuity may not even be deﬁned, because we assume very little about M : it only has
to have a system of neighborhoods deﬁned for each point. In contrast, the domain of p is a
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Figure 3.4: Deﬁnition of a C1-continuous surface.
disk in the plane, which inherits the metric of the plane. We use f to separate the surface
into small pieces; then we parameterize each piece p separately in the same way as we did
it for simple surfaces.
Example. The fact that p and f in our deﬁnition are unrelated leads to some complica-
tions. Consider, for example, the map from the unit disk D in x, y plane to the same disk
deﬁned by x′ = x2 − y2, y′ = 2xy. If we identify the plane with the complex plane, this
is simply the map f(z) = z2. It is easy to check that the map is onto; thus, f(D) = D.
We can look at the pair (D, f) as the pair (M,f) in the deﬁnition above. This map is not
one-to-one: f “wraps” the disk around itself twice, and has a singularity at zero. However,
clearly there is a nice regular parameterization of f(D) = D: we can take the identity as
a parameterization. Although f is not one-to-one anywhere, we still get a C1-continuous
surface. If we are trying to determine if a subdivision surface (M,f) is C1-continuous by
constructing a C1-continuous parameterization p, our example shows that f might be a bad
starting point, which makes analysis of subdivision surfaces somewhat more diﬃcult.
An alternative to our deﬁnition is to require p to be a mapping of the form f ◦ p′,
for some p′ : D → M . This approach allows constructing parameterizations from f , and
automatically excludes cases when f locally is not one-to-one. While being somewhat easier
to use, this deﬁnition would give f a special role in determining C1-continuity: returning to
the example discussed above, according to the alternative deﬁnition the parameterized disk
may be not a C1-continuous surface. We use the weaker deﬁnition to include such cases.
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3.1.2 Constructing C1-Continuous Subdivision Schemes
Typically, subdivision schemes are constructed starting with the rules for the regular com-
plex. These rules are chosen so that if we identify each triangle of the topological complex
with a triangle in the plane using a mapping p, then the mapping f ◦ p is C1-continuous in
the interior of the triangle. Moreover, if we use the same rules for reﬁning the boundaries of
the triangles, it is easy to construct C1 parameterizations of the same type near any point
of the edge except the endpoints. Note that continuously diﬀerentiable parameterization
does not guarantee yet that the surface is C1-continuous in the sense deﬁned above: the
parameterization may be C1 but singular, i.e., have Jacobi matrix of rank 1 or 0. It is
possible to show that this problem cannot be completely avoided due to linearity of subdi-
vision. However, for a good choice of subdivision rules on the regular part of the complex
(for example, spline subdivision rules or interpolating subdivision rules) we can ensure that
the surfaces are singular only for a nowhere dense set of conﬁgurations of control points.
Assume that the control points are chosen in such a way that the surface is C1-continuous
everywhere except the corners of the triangles of the topological complex M , i.e., vertices
of the complex. It is easy to see that we can construct a parameterization of a part of the
surface adjacent to a vertex v of M (to be more precise, of the union of images f(T ) of all
triangles T of M adjacent to v) which will be C1-continuous and nonsingular everywhere
except at the vertex v. This parameterization is described in greater detail in Section 3.2.
Thus, we are particularly interested in surfaces which are known to be locally C1-continuous
everywhere except at a set of isolated points (extraordinary vertices).
It is important to note that the for C1-continuity of the surface the parameterization of
Section 3.2 need not be regular or even C1-continuous at extraordinary vertices; moreover,
this parameterization need not even be one-to-one.
3.1.3 Tangent Plane Continuity
It turns out to be useful to split the task of establishing C1-continuity of a subdivision surface
at extraordinary vertices into two steps: ﬁrst, check the existence of a tangent plane, then
determine if the projection into the tangent plane is injective. To make this idea formal,
we need to describe the tangent planes as functions on the surface more precisely.
Recall that the tangent plane is the span of all tangent vectors, which are deﬁned as
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directional derivatives of the parameterization. If regular parameterizations are deﬁned
everywhere except a set of isolated points, so are tangent planes. In R3, a tangent plane at
a given point is uniquely determined by its unit normal; however, each tangent plane has
two unit normals. We use the regular parameterization near the extraordinary vertex, to
guarantee a consistent choice of the orientation of normals: the normal can be computed
as a cross product of directional derivatives in the parametric domain. In this case we can
identify each tangent plane with one of its unit normals. This leads us to the following
deﬁnition of tangent plane continuity:
Deﬁnition 3.2. Let D be the unit disk in the plane. Suppose a surface (M,f) in a neigh-
borhood of a point x ∈ M is parameterized by p : D → R3, which is regular everywhere
except 0, and p(0) = f(x). Let n(y), y ∈ D be the unit normal deﬁned as [ ∂p∂x1×
∂p
∂x2
]+, where
(x1, x2) is a coordinate system in the plane of the disk D and [·]+ denotes normalization.
The surface is called tangent plane continuous at x if the limit limy→0 n(y) exists.
The orientation of the normals is a subtle question. It is possible to characterize tangent
planes in such a way that no orientation is speciﬁed; then the limit plane might exist, even
if the limit of consistently oriented normals does not. One can show that such surfaces
will not be C1-continuous (Deﬁnition 3.1); as we regard tangent plane continuity as an
intermediate stage on the way to C1-continuity, we choose somewhat stronger deﬁnition
including orientation.
Tangent plane continuity is clearly a weaker notion than C1-continuity. A typical ex-
ample of a surface, which is not C1-continuous but is tangent plane continuous, is shown in
Figure 3.5. The local structure of the surface near the singularity can be very complicated;
this is the reason why requiring just tangent plane continuity is not suﬃcient.
Tangent plane continuity in Rp. A surface in R3 is tangent plane continuous at a
point, if the normals to the surface have a limit at that point. In R3, there is a one-to-one
correspondence between planes and their normals. This is not the case for p > 3: the
orthogonal space to a plane is not one-dimensional. A normal to a plane can be obtained
by computing the cross product of any two independent vectors in the plane. The crucial
property of the normal is that up to a constant, it does not depend on the choice of vectors.
The cross product has a well-known generalization to Rp, called the wedge product, which
we describe here for completeness.
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Figure 3.5: Right: parametric surface (s2 − t2, 2st, s + t). The complex form of (s, t) →
(s2 − t2, 2st) is z → z2. The surface does not have a regular parameterization around 0.
Left: two sheets of the surface with incision along the ray s = 0. One of the sheets is
displaced.
The key to generalizing the deﬁnition of a normal is the relation between normals to a
surface and Jacobians: each component of the normal is the Jacobian of a pair of coordinate
functions, assuming that the coordinate functions are C1-continuous and at least one of the
three pairwise Jacobians is not zero. This is just a special case of the general observation
that the components of the normal to a plane deﬁned by vectors t1 and t2 are determinants
of two-by-two matrices
nk =
⎛⎝ t1i t1j
t2i t
2
j
⎞⎠ , (i, j, k) ∈ {(2, 3, 1), (3, 1, 2), (1, 2, 3)}
Once we have described the normal in this way, we can see that given a plane in Rp,
we can consider the vector of Jacobians for all possible pairs of components, which will
have length p(p − 1)/2. Each such component is invariant with respect to planar aﬃne
transformations, hence the whole vector is invariant. For two vectors x1, x2 ∈ Rp this vector
of determinants is called the wedge product and denoted x1 ∧x2. As elements of Rp(p−1)/2,
such products have well-deﬁned sums, but not every element of Rp(p−1)/2 corresponds to
a wedge product for p > 3 (example: e1 ∧ e2 + e3 ∧ e4, where ei, i = 1 . . . 4, are the basis
vectors in Rp). Although our deﬁnition clariﬁes how wedge products generalize normals, a
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more natural and invariant deﬁnition is the space of all antisymmetric bilinear functions of
two vectors from Rp. It is straightforward to check that these spaces are isomorphic. The
space of wedge products of vectors is denoted Λ2(Rp).
In the three-dimensional space a surface is tangent plane continuous at a point if the
normals have a limit at that point. Using the wedge product, we can deﬁne tangent plane
continuity is Rp in a way similar to the deﬁnition in R3:
Deﬁnition 3.3. Let D be the unit disk in the plane, M a topological space. Suppose a
surface (M,f), f : M → Rp, in a neighborhood of a point x is parameterized by g : D → Rp,
which is regular everywhere except 0, and p(0) = f(x). The the surface is tangent plane
continuous at the point x if the limit of [∂1g ∧ ∂2g]+ : D → Λ2(Rp) exists at that point.
[·]+ denotes normalization to unit length.
The following Proposition shows the relation between tangent plane continuity and C1-
continuity:
Proposition 3.1. Suppose a surface is tangent plane continuous at zero. Let τ be the limit
at zero of the oriented tangent planes, and let Pτ : Rp → R2 be the projection of Rp onto
the plane τ . Then the surface is C1-continuous if and only if there is a neighborhood D of
zero, such that Pτ restricted to f(D) is injective.
Proof. Necessity is obvious; we prove suﬃciency. Suppose Pτ is injective on f(D). We are
going to show that the inverse of Pτ |f(D) is regular as a function on the tangent plane in a
neighborhood of f(0).
By assumption, there is a parameterization p of the surface deﬁned on a neighborhood of
zero in the plane, which is regular away from zero, and the limit limy→0[∂1p(y)∧∂2p(y)]+ =
u0 exists. Choose the basis in Rp in such a way that u0 = e1 ∧ e2. As any nondegenerate
projections into a plane diﬀer by a nondegenerate aﬃne transformation which does not
aﬀect injectivity, we can assume that Pτ (a) = (a1, a2) for any a ∈ Rp, if a =
∑
i a
iei.
Let pi(y) be the i-th coordinate function of p. Let Φ(y) = (p1(y), p2(y)). Note that the
components of ∂1p(y)∧∂2p(y) are the Jacobians of the pairs of coordinate functions J [pi, pj].
As limy→0[∂1p(y) ∧ ∂2p(y)]+ = e1 ∧ e2, for a suﬃciently small neighborhood of zero U
(∂1p(y)∧∂2p(y), e1 ∧ e2) > 0; but this component of ∂1p(y)∧∂2p(y) is exactly the Jacobian
of Φ. We conclude that Φ is regular on U away from zero.
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Therefore, for any point x ∈ U , x = 0, there is a neighborhood Ux of x such that Φ is
invertible.
Also note that [∂1p(y) ∧ ∂2p(y)]+ = ∂1p(y) ∧ ∂2p(y)/
∥∥∂1p(y) ∧ ∂2p(y)∥∥. Writing the
components of the equation limy→0[∂1p(y) ∧ ∂2p(y)]+ = e1 ∧ e2 explicitly, we obtain
lim
y→0
J [Φ]∥∥∂1p(y) ∧ ∂2p(y)∥∥ = 1 (3.1)
lim
y→0
J [pi, pk]∥∥∂1p(y) ∧ ∂2p(y)∥∥ = 0 for (i, k) = (1, 2) (3.2)
combining (3.1) with (3.2) we obtain
lim
y→0
J [pi, pk]
J [Φ]
= 0 for (i, k) = (1, 2)
Let Pτ |f(D) = π. As Φ = Pτ ◦ p, then on Ux we can write π = p ◦ Φ−1. Observe that
∂1π ∧ ∂2π = J [Φ]−1∂1p ∧ ∂2p. Let MJ be the Jacobi matrix of Φ.
Note that the we can write the vector
[
J [pi,pk]
J [Φ] ,
J [pi,pk]
J [Φ]
]T
as
1
J [Φ]
⎡⎣ J [pi, p1]
J [pi, p2]
⎤⎦ = M−1J
⎡⎣ ∂1pi
∂2p
i
⎤⎦ (3.3)
which is exactly the gradient [∂1πi ∂2πi]T of the i-th component of π. As we have
observed, each component of the left-hand side of (3.3) converges to zero for i = 1, 2. For
i = 1, 2 the components of π are just linear functions away from zero and their gradients
have limits [1, 0] and [0, 1] at zero.
If the limit of a derivative exists at zero, the derivative itself exists at zero and is
continuous. We conclude that π is a regular parameterization of the surface.
3.1.4 C1-continuous Subdivision Schemes
It would be natural to say that a subdivision scheme is C1-continuous if all surfaces gen-
erated by a scheme are C1-continuous. However, this requirement is too restrictive: in
general, it is impossible to construct schemes of this type; even for spline surfaces we can
ﬁnd conﬁgurations of control points that lead to non-C1-continuous surfaces. We adopt a
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weaker notion of C1-continuity of a scheme. Recall that the collections of control values
for a given complex can be regarded as elements of a linear space P(V ). As we consider
only local schemes, it is suﬃcient to consider only ﬁnite complexes. For such complexes,
the spaces P(V ) are ﬁnite-dimensional, and we can deﬁne a distance on P(V ) identifying it
with a Euclidean space. We will consider a subdivision scheme C1-continuous on a complex
K if it generates C1 continuous surfaces for all initial values p ∈ P(V ) exclusing a nowhere
dense subset of P(V ).
This approach introduces a new problem. For a vertex v, Ctrl(N1(vK)) be the set of
vertices w ∈ V such that the values of the limit function f [p] on |N1(v,K)| depend only
on the vertices from Ctrl(N1(v,K)). Recall that we reduce the analysis of subdivision on
arbitrary complexes to analysis on k-regular complexes using an isomorphism ρ between
NL(v,Kj) and NL(0,Rk) for some j. Clearly, the values pj(v) on NL(v,Kj) can be com-
puted from the values p0(v) on Ctrl(N1(v,K)). By linearity of subdivision, there is a matrix
(not necessarily square) A such that pj(v) = Ap0(v). If the rank of A is less than p + 1,
then the dimension of the space of pj(v) on NL(v,Kj) is less than the maximal dimension
p + 1 and it can be identiﬁed with a proper subspace P˜ of the space Pk of functions on
the vertices of NL(0,Rk), rather than with the whole space. The simplest example of such
complex is a tetrahedron: the dimension of P˜ cannot be more than 4, but even for Loop
scheme p = 9 for a vertex of valence 3. It might happen that the subspace P˜ is contained
inside the nowhere dense subset of Pk for which subdivision generates surfaces that are
not C1-continuous. We will call complexes for which this occurs constraining. It is diﬃ-
cult to characterize constraining complexes for arbitrary schemes. We simplify our task by
excluding such complexes.
This leads us to the following deﬁnition:
Deﬁnition 3.4. A subdivision scheme is C1-continuous on a complex K if it generates
C1-continuous surfaces for any choice of control points on K, except a nowhere dense set
of conﬁgurations. A subdivision scheme is C1-continuous, if it is C1-continuous for any
non-constraining complex.
Tangent plane continuity of a subdivision scheme is deﬁned in a similar way. This
deﬁnition allows us to consider only subdivision on k-regular complexes. If a subdivision
scheme is C1-continuous according to our criteria additional analysis is needed to identify
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h
Figure 3.6: Mapping of a pair of adjacent triangles of U1 to two adjacent triangles of the
regular complex.
constraining complexes.
3.2 Singular Parameterizations and a Nondegeneracy Con-
dition
We have already mentioned that any subdivision surface has a natural parameterization near
extraordinary vertices, which is C1-continuous everywhere except the extraordinary point
itself. In this section we describe this parameterization in greater detail. This construction
is similar but not identical to the complex-analytic structure on complexes described by
Duchamp and others [15].
Consider the 1-neighborhood U1 of the extraordinary vertex of the k-regular complex.
This neighborhood is identiﬁed with a regular k-gon in the plane centered at zero. The
surface f : U1 → R3 deﬁned by subdivision is piecewise C1-continuous on U1: it is C1-
continuous in the interior of the triangles of U1 and may be not C1-continuous on the
boundaries between triangles. However, assuming C1-continuity of the scheme on the reg-
ular complex, we can map any pair of adjacent triangles to two adjacent triangles of the
regular complex using a piecewise linear mapping h (Figure 3.6). Then f ◦ h−1 has to be
C1 on the interior of the quadrilateral formed by the two triangles of the regular complex.
Note that any deformation of the two triangles of U1 that agrees with h in the limit
near the boundary between the two triangles can be used instead. We describe a mapping
κ deﬁned on the whole neighborhood U1 that agrees with mappings h constructed as above
for each pair of adjacent triangles of U .
Each triangle has angle 2π/k at the extraordinary vertex. The map κ ﬁrst maps each
triangle of U1, equilateral triangle, then “squeezes” the equilateral triangle back into the an-
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Figure 3.7: Construction of the singular parameterization κ.
gle 2π/k conformally. Conformality guarantees that near the boundary of any two triangles
the map looks exactly like the piecewise linear map h deﬁned above.
Formally, the map κ can be deﬁned as follows; identify the plane with the complex
plane. Suppose the vertices of the k-gon identiﬁed with U1 are π/k, 3π/k, . . . (2k− 1)π/k.
Let Hk be the linear transformation with the matrix
⎛⎝ √32 cos π/k 0
0 12 sinπ/k
⎞⎠
Let χ(z) be the map χk(z) = z6/k. The image of the equilateral triangle with vertices
0, eπ/6, e−π/6 is contained in the triangle T0, with two of the edges adjacent to 0 mapping
to the edges of T0.
Then on the triangle Tm with vertices 0, (2m− 1)π/k, (2m + 1)π/k the map κ can be
deﬁned as
κ(z) = e−2imπ/k
(
χk
(
hk(e2imπ/kz)
))
(3.4)
The structure of the mapping κ is shown in Figure 3.7.
Then for any surface f : U1 → R3 generated by subdivision, the parameterization f ◦κ−1
is C1-continuous everywhere except 0.
Nondegeneracy condition. It is straightforward to show that the parameterization f ◦
κ−1 is regular away from zero for all conﬁgurations of control points except for a set of
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conﬁgurations of measure zero, if the following nondegeneracy condition holds:
Condition A. For any point y in a triangle T ⊂ U1 there is a pair of eigenbasis functions
gijr, g
k
lt such that the Jacobian J [g
i
jr, g
k
lt] is not zero.
In this condition we assume that the Jacobian is deﬁned on the boundaries of the trian-
gles using one-sided derivatives. Note that these derivatives need not coincide for adjacent
triangles, thus we are talking about Jacobians only for eigenbasis functions restricted to a
single triangle. It is easy to check, however, that although the derivatives may not coincide,
the Jacobians on diﬀerent sides of the boundary have to coincide. This means that we can
consider the Jacobian to be deﬁned everywhere on U1 except zero.
If Condition A is violated, then there is a point in U1 such that any surface generated by
the subdivision scheme would have a singularity there. Moreover, one can see from scaling
relations for wedge products of tangents (3.9), that there will be a singularity arbitrarily
close to zero. In this work we consider only schemes satisfying Condition A.
3.3 Subdivision on k-regular Complexes as Projection
To analyze C1-continuity of a subdivision scheme it is necessary to examine C1-continuity
of all surfaces generated by subdivision. Moreover, we may have to exclude a nowhere dense
set of surfaces. The problem can be simpliﬁed if we regard any subdivision surface as a
projection into R3 of a single surface in a higher-dimensional space.
We have observed that any surface generated by subdivision on a 1-neighborhood of
zero in the k-regular complex is just a linear combination of the eigenbasis functions gijr,
with coeﬃcients from R3.
Let p+1 be the size of the localization set of U1, i.e., of NL. As the eigenbasis function
corresponding to the eigenvalue 1 is constant we will assume the corresponding coeﬃcient to
be zero, and consider only the surfaces mapping zero to the origin in R3. For our purposes,
it is convenient to consider the coeﬃcients as three vectors x1, x2, x3 from Rp, rather
than p vectors from R3. Let hijr be an orthonormal basis in R
p, with one vector per each
generalized real eigenvector cijr of S. Denote the vector of all eigenbasis functions g
i
jr by
ψ(y) : U1 → Rp, ψ(y) =
∑
i,j,r g
i
jr(y)h
i
jr. Then any surface in R
3 is given by
75
((x1, ψ), (x2, ψ), (x3, ψ)) (3.5)
Note that by deﬁnition of S for any x ∈ Rp
(x,ψ(y/2)) = (Sx,ψ(y))
Using the well-known formula for inner products, (Su, v) = (u, ST v), we get
(x,ψ(y/2)) = (x, STψ(y)), for any x
This means that the scaling relations can be jointly written as
ψ(y/2) = STψ(y)
where S is the subdivision matrix; in our basis, the matrix S is in real normal Jordan
form. Although ST is not in Jordan normal form, a simple permutation of the vectors of
the basis will reduce ST to Jordan normal form; speciﬁcally, for a Jordan subspace of a
real eigenvalue λi of order nij, introduce a new basis e
i
jr = h
i
j nij−r
, that is, simply reverse
the order of the generalized eigenvectors. Similarly, reverse the order of vectors for Jordan
subspaces corresponding to pairs of complex conjugate eigenvalues. It is easy to see that in
the new basis ST has Jordan normal form. An important consequence of this fact is that
hi
jnij
is an eigenvector of ST . The transposed matrix ST is more important for most of our
constructions, so we will primarily use the basis eijr obtained by reordering the vectors of
the basis hijr.
From (3.5) we can see that any surface generated by subdivision can be regarded as
a projection of a unique surface ψ : U1 → Rp into R3. Rather than studying all such
projections, we would like to relate C1-continuity of projected surfaces to C1-continuity
of the unique surface in R3, and then establish C1-continuity criteria directly for ψ. The
advantage of this approach is that it becomes unnecessary to consider singular surfaces that
are generated for some special directions of projection, as long as this set of projections is
known to be nowhere dense.
In the previous section we have described a transformation κ of the parametric domain
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U1 that gives a regular away from zero parameterization of almost any surface generated by
subdivision, if Condition A is satisﬁed. As we will see later, this condition also guarantees
that the parameterization of the surface ψ given by ψ ◦ κ−1 is regular away from 0.
Deﬁnition 3.5. For a subdivision scheme S let ψ be the vector of the eigenbasis functions
on the 1-neighborhood of zero U1 in the k-regular complex. The universal surface is the
surface in Rp deﬁned by ψ = ψ : U1 → Rp. Let κ be the transformation of U1 deﬁned in
Section 3.2. Then the universal surface has a parameterization ϕ = ψ ◦ κ−1 : κ(U1) → Rp,
which is C1-continuous away from 0.
Note that while we deﬁne a unique surface ψ, any surface obtained from ψ by nondegen-
erate aﬃne transformation of Rp would also characterize the subdivision scheme completely.
The advantage of using ϕ rather than ψ is that partial derivatives of ϕ are well-deﬁned
everywhere on κ(U1) except 0. The drawback of using ϕ is that the scaling relation has a
somewhat more complex form; instead of simply scaling the argument by 1/2, we have to
use a mapping given by Ty = κ(1/2(κ−1(y))), y ∈ κ(U1). Then the scaling relation for ϕ
has the form
ϕ(Ty) = STϕ(y) (3.6)
Tangent plane continuity of the universal surface. Note that Condition A in the
wedge-product notation can be written as ∂1ψ(y) ∧ ∂2ψ(y) = 0 for any y in a triangle T of
U1. As the Jacobian of κ is not zero anywhere including the boundaries of the triangles of
U1, and the composition ϕ = ψ ◦κ−1 is diﬀerentiable on κ(U1), we can restate Condition A
as
Condition A. ∂1ϕ(y) ∧ ∂2ϕ(y) = 0 for any y in κ(U1), y = 0.
If we assume Condition A, the parameterization ϕ is not only continuously diﬀerentiable,
but is also regular at any point y ∈ κ(U), y = 0, hence can be used as g in the deﬁnition of
the tangent plane continuity of the universal surface at 0.
There is a simple formula relating the Jacobian of a mapping U1 → R2 generated by
subdivision to the wedge product ∂1ψ ∧ ∂2ψ. The Jacobian of a mapping ((x1, ψ), (x2, ψ)) :
U1 → R2 can be computed as
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(x1, ∂1ψ)(x2, ∂2ψ)− (x1, ∂2ψ)(x2, ∂1ψ)
It is easy to check that this expression can be transformed to the following simple form:
J [F [x1, x2]] = (x1 ∧ x2, ∂1ψ ∧ ∂2ψ) (3.7)
where the dot product is deﬁned by the standard basis ei ∧ ej , i < j ≤ p, with e1 . . . ep
being the basis in Rp.
Note that the partial derivatives of ψ are deﬁned only on the interior of the triangles of
U1; on the boundaries only one-sided derivatives exist, excluding zero. However, using the
argument that was used to establish C1-continuity of ϕ in Section 3.2, we can see that the
Jacobian of ψ is continuous on U˙1. Equation 3.7 is valid on the boundaries too, if one-sided
derivatives of ψ are used.
Equation 3.7 is useful for relating the normals of surfaces in R3 deﬁned by subdivision
to the normals of the universal surface. For a surface f [x1, x2, x3] : U1 → R3 a normal at
any point except zero can be written as
N(y) = [(x2 ∧ x3, w(y)), (x3 ∧ x1, w(y)), (x1 ∧ x2, w(y))], y ∈ κ(U) (3.8)
where w(y) = ∂1ψ(y) ∧ ∂2ψ(y). Note that by assumption w(y) = 0 for all y. Therefore,
for any choice of x1, x2, x3, such that at least 2 vectors are independent, the vector above
is not zero and the unit normal can be obtained by normalizing the vector above.
3.4 Reduction to the Analysis of the Universal Surfaces
Our goal is to relate tangent plane continuity and Ck-continuity of the universal surface in
Rp and tangent plane continuity of the subdivision scheme at an extraordinary vertex of
valence k. It turns out that the following theorem holds under our assumptions:
Theorem 3.2. For a subdivision scheme satisfying Condition A to be tangent plane con-
tinuous, it is necessary and suﬃcient that the universal surfaces for all valences are tangent
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plane continuous; for the subdivision scheme to be Ck-continuous, it is necessary and suf-
ﬁcient that the universal surfaces are Ck-continuous.
Proof. Suﬃciency is straightforward.
Necessity: tangent plane continuity. Suppose the universal surface for some valence is not
tangent plane continuous at zero, that is, the limit limy→0[w(y)]+ does not exist.
Note that [w(y)]+ ∈ Sp(p+1)/2−1, the unit sphere in Λ2(Rp). As the sphere is compact,
there are two sequences y1s , y
2
s , s ∈ N such that lims→∞[w(y1s)]+ = u1, lims→∞[w(y2s)]+ =
u2, and u1 = u2. As the set of all decomposable elements in Λ2(Rp) is closed, u1 = u11 ∧ u21
and u2 = u12 ∧ u22 for some u11, u21, u12, u22 ∈ Rp. As both u1 and u2 are unit vectors and are
not equal, at least 3 out of 4 vectors u11, u
2
1, u
1
2, u
2
2 are linearly independent, or u1 = −u2.
For the purposes of this proof it is convenient to ﬁx a basis such that uij , i, j = 1, 2 are
vectors of the basis (if some uij are linearly dependent, we can always modify our choices
of uij so that the only ones that are dependent, are equal). We assume that u
i
1, and u
i
2 are
independent for i = 1, 2. If there are three independent vectors, we assume that u11 and u
2
2
are independent. Otherwise, u11 = u
2
2 and u
1
2 = u
2
1.
First, assume that at least 3 vectors uij are independent. For any basis ei, i = 1 . . . p in
Rp we can construct a basis in Λ2(Rp) out of vectors ei ∧ ej , i < j. For the dual basis e˜i,
the corresponding basis e˜i ∧ e˜j in Λ2(Rp) is dual to the basis ei ∧ ej . Let u˜ij be the vectors
dual to uij, that is, satisfying (u˜
i
j , u
k
l ) = δ(i− k)δ(j − l), and orthogonal to other vectors of
the basis.
Consider the surface [u˜11, u˜
1
2 + u˜
2
1, u˜
2
2]. The normals to this surface are given by
N(y) =
[
((u˜12 + u˜
2
1) ∧ u˜22, [w(y)]+), (u˜22 ∧ u˜11, [w(y)]+), (u˜11 ∧ (u˜12 + u˜21), [w(y)]+)
]
Note that the limit lims→∞N(y1s) is [0, 0, 1] if all four vectors are independent; if u12 = u21,
the limit is [0, 0, 2]. For N(y2s) we get [1, 0, 0] if all four vectors are independent; if u12 = u
2
1,
we get [2, 0, 0]. In either case, the sequences of unit normals [N(y1s)]+ and [N(y
2
s)]+ converge
to diﬀerent limits.
In the case of two independent vectors among uji the argument is similar.
In both cases it is easy to see that any surface obtained from the described surfaces by
small perturbation of the vectors deﬁning the surface will not be tangent plane continuous.
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Therefore, there is a set of surfaces of measure greater the zero that are not tangent plane
continuous, and the scheme is not tangent plane continuous.
Necessity, Ck-continuity. We assume that the universal surface is tangent plane continuous;
for the surface to be C1-continuous, it is necessary and suﬃcient for the projection of the
surface into the tangent plane to be injective in a neighborhood of zero (Proposition 3.1).
Suppose the projection of the universal surface into the tangent plane is not injective arbi-
trarily close to zero. As we have seen, the tangent plane is spanned by two basis vectors
in Rp. Suppose these vectors are u01 and u
0
2, and ψ1, ψ2 are the corresponding components
of the universal map ψ : U1 → Rp. Let map Ψ be the map (ψ1, ψ2) : U1 → Rp. Let
τ be the tangent plane, Pτ : Rp → τ be the projection into the tangent plane deﬁned
by x ∈ Rp → ((u01, x), (u01, x)). If Pτ |ψ(U1) is not injective arbitrarily close to zero, then
there are two sequences of points y1s , y2s ∈ U1, s = 1 . . . , such that ψ(y1s) = ψ(y2s) for all s,
lims→∞ y1s = lims→∞ y2s = 0 and Ψ(y1s) = Ψ(y2s). We can choose a component ψi of ψ that
has diﬀerent values at inﬁnitely many pairs of points y1s , y2s . Consider a surface in R3 de-
ﬁned by (ψ1, ψ2, ψi). The tangent plane to this surface is obtained by projecting u01 and u
0
2
into R3; this plane coincides with the plane of the ﬁrst two coordinate axes in R3. Clearly,
projection into this plane is not injective. Now consider arbitrary projection of ψ into R3.
By a change of coordinates, we can always reduce it to the form (ψ1, ψ2, f) where f is a
linear combination of components of ψ. If this linear combination is suﬃciently close to ψi,
the projection is not injective again. We have constructed an open set of surfaces generated
by subdivision that are not C1-continuous, and the scheme cannot be C1-continuous.
The argument is easily extended to Ck-continuous surfaces: for the universal surface to
be Ck-continuous it is necessary and suﬃcient that the inverse projection to the tangent
plane is Ck-continuous. As any subdivision surface in R3 can be obtained by applying a
linear mapping P : Rp → R3 to the universal surface, the projection of the surface in R3
into its tangent plane is obtained in the same way. We have shown that if the universal
surface is C1-continuous for almost any linear mapping P the projection into the tangent
plane is injective. Then its inverse is well deﬁned and its derivatives can be computed
as linear combinations of the derivatives of the parameterization of the universal surface
over its tangent plane. If the universal surface is not Ck, for almost any choice of P the
subdivision surface in R3 is not Ck-continuous.
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Part II: Tangent Plane Continuity
3.5 Tangent Plane Continuity Criterion
In this section we are going to formulate a general criterion for tangent plane continuity of
the universal surface. We make very few assumptions about the eigenbasis functions: we
assume only
• Condition A
• the scaling relation ψ(y/2) = STψ(y), y ∈ U1.
It is important to keep in mind that although eigenbasis functions for a stationary
subdivision scheme necessarily satisfy scaling relations, the converse is not true, that is,
not every set of functions satisfying scaling relations can be generated by subdivision. We
primarily explore properties of the universal surface that do not depend on the fact the
coordinate functions of the surface were obtained by subdivision.
Action of the subdivision matrix on 2-vectors. As we are interested in the behavior
of the normals to the universal surface, rather than using the scaling relation for the surface,
it is convenient to formulate a scaling relation for the elements of Λ2(Rp).
We obtain the action of S on Λ2(Rp) by setting
ΛS(u1 ∧ u2) = Su1 ∧ Su2
This deﬁnes the action on decomposable elements. It is easy to see that ΛS is linear
and can be extended by linearity to the whole space Λ2(Rp). We call the matrix of ΛS with
respect to the basis hijr ∧ hklt the tangent subdivision matrix.
Recall that the scaling relations can be written as ψ(y/2) = STψ(y). Diﬀerentiating
and taking wedge products, we obtain
w(y/2) = 4ΛSTw(y) (3.9)
where w(y) = ∂1ψ(y)∧ ∂2ψ(y). Again, although only one-sided partial derivatives exist
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on the boundaries of triangles of U1, the wedge product does not depend on the chosen
triangle; thus, w(y) is well-deﬁned on U1 away from zero.
The matrix ΛS(y) is uniquely determined by the subdivision matrix S. Tangent plane
continuity of a subdivision scheme is naturally related to the eigenstructure of the matrix
ΛS.
If the 2-vectors w(y), y ∈ U1 span the whole space Λ2(Rp), as we will see below, the
smoothness properties of the scheme are mostly determined by the eigenstructure of ΛS.
In general, however, this is not the case: it is possible that two or more functions generated
by subdivision are dependent, i.e., J
[
f [x1], f [x2]
]
(y) = 0 for all y. In this case the tangents
to the surface are constrained to the directions perpendicular to the plane x1 ∧x2. Writing
the Jacobian above as (x1 ∧ x2, ∂1ψ ∧ ∂2ψ) we can see that the condition for dependence
of two functions generated by subdivision can be written in Λ2(Rp) as orthogonality to the
space spanned by vectors w(y), y ∈ U1. The set of all directions of w(y) is the p-dimensional
analog of the set of the directions of normals, i.e., the image of the Gauss map of the surface.
Deﬁnition 3.6. The directional set Dψ is the image of the Gauss map [∂1ψ(y)∧∂2ψ(y)]+ :
U1 → Sp(p−1)/2−1.
The crucial property of the directional set Dψ trivially follows from the scaling relation
for tangents: If v ∈ Dψ, then [ΛST v]+ ∈ Dψ.
Asymptotic behavior of vectors under iterated linear transforms. It follows from
relations (3.9) that sequences of 2-vectors of the form [(ΛST )su]+ are important for analysis
of tangent plane continuity. The behavior of such sequences is best understood if we identify
Λ2(Rp) with the Euclidean space Rp(p−1)/2 and regard 2-vectors just as vectors. We need
to determine the conditions on a matrix A and vector v ∈ Rk that are necessary and
suﬃcient for convergence of the sequence [Asv]+ as s →∞. The conditions for convergence
of such sequences are quite general and have little to do with subdivision. Here we just
state the main deﬁnitions and the condition for convergence (Lemma 3.3). We make only
one assumption on A: all eigenvalues of A are not equal to zero and less than 1. This
assumption does not lead to a loss of generality: components of v from the kernel of A do
not contribute to the asymptotic behavior of Asv for any v, unless v ∈ KerA; in the latter
case, for some s Asv = 0.
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For each eigenvalue μ of A let Vμ be the corresponding invariant space, that is, the
subspace of vectors that are annulled by (A − μI)j for some j. The order of any vector
v in the invariant subspace Vμ of a matrix A is the minimal number j such that v ∈
Ker(A− μI)j+1.
If a vector v ∈ V jμ has order k, then Av = μv+v′ where v′ has order k−1. By induction
we obtain the following decomposition of Asv for s ≥ k:
Asv = μs
k∑
q=0
μq−k
⎛⎝ s
k − q
⎞⎠ v(q) (3.10)
where v(q) is in V qμ , and v(q) = 0. As s → ∞, the direction of Av converges to the
direction of v(0).
A decomposition similar to (3.10) can be written for complex eigenvalues. Let χ be the
complex phase of the eigenvalue μ, let v(q)1 = v(q), v(q)2 = v(q). where v(q) are complex
generalized eigenvectors of order q; note that the vectors v(q)1 , v
(q)
2 , q = 0 . . . k are linearly
independent.
Asv = |μ|s
k∑
q=0
|μ|q−k
⎛⎝ s
k − q
⎞⎠ v(q)1 cos((s+ q − k)χ)− v(q)2 sin((s + q − k)χ) (3.11)
Consider an arbitrary vector v inRk. The vector v can be written as a linear combination
of the vectors in the invariant subspaces Vμ of A:
v =
∑
μ
vμ (3.12)
where vμ ∈ Vμ. This decomposition is unique. Let kμ be the order of the vector vμ, if
vμ = 0.
The following deﬁnition identiﬁes the set M(v) of components of Asv that determine
the asymptotic behavior of the direction of Asv. These are the components with coeﬃcients
changing as |μ|sks, with maximal possible |μ| and k.
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Deﬁnition 3.7. For a given vector v, Let M = max{|μ|
∣∣∣vμ = 0}, and kM = max{kμ∣∣∣ vμ =
0, |μ| = M}. Deﬁne M(v) as {μ
∣∣∣μ = M,kμ = kM}.
Lemma 3.3. If there is a complex or negative μ ∈M(v), Asv does not have a limit direction
as s →∞. Otherwise, M(v) has a single positive element M and the limit direction is given
by u0(v) =
[
v
(0)
M
]
+
; The sequence
∥∥u0(v)− [Asv]+∥∥ converges to zero no slower than Cs−1,
where C does not depend on v.
The proof of Lemma 3.3 can be found in Section 3.11.
We apply this Lemma to the tangent subdivision matrix ΛS acting on 2-vectors.
Tangent plane continuity criterion. We are ready to state a general criterion for
tangent plane continuity. Recall [4ΛSTw(y)]+ = [ΛSTw(y)]+ = [w(y/2n)]+, s = 0 . . . , is
a sequence of normals at points y, y/2 . . . in U1. It is clearly necessary for existence of a
limit tangent plane that all such sequences converge to the same limit. It turns out to be
suﬃcient. Note that the factor 4 in (3.9) has no eﬀect on the limit direction, therefore, we
can drop it and consider sequences (ΛST )sw(y). From now on we will drop this factor.
Let Vμ be the invariant subspace of Λ2(Rp) corresponding to the eigenvalue μ. Let
uμ = Proj(u, Vμ) be the component of a 2-vector u from the invariant subspace Vμ of ΛS.
For a set of 2-vectors X, Proj(X,Vμ) is the set of Proj(u, Vμ) for all u ∈ X.
Lemma 3.3 allows us to prove the following general condition for tangent plane conti-
nuity:
Theorem 3.4. The universal surface and hence the corresponding subdivision scheme is
tangent plane continuous at zero, if and only if there is a real positive eigenvalue M of
ΛST and an eigenvector u0 of M such that the following conditions hold for all u from the
directional set Dψ:
1. the set M(u) contains a single element M ;
2. For any 2-vector u ∈ Dψ, let uM = Proj(u, VM ); then the term u(0)M in decomposition
(3.10) is au0 for some a = 0; in other words, if the order of uM is k, then uM is in
the preimage (ΛST −MI)−k(span〈u0〉) and is not zero.
Proof. Necessity. The ﬁrst condition immediately follows from Lemma 3.3. By deﬁnition
of M, the projection uμ is non-zero. In addition, the limit direction is the same for all
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2-vectors; this means that in the expansion (3.10) u(0) is the same for all u ∈ Dψ up to a
scaling factor. Given that u(0)M = (S −MI)kuM for an element of order k, we obtain the
second condition of the lemma.
Suﬃciency. The conditions of the lemma guarantee that for any 2-vector u, [(ΛST )su]+
converges to the same limit u0. Lemma 3.3 gives us a uniform estimate for the convergence
rate of the direction of (ΛST )su. Consider a ring R0 in U1 with outer radius 2r and inner
radius r. The distance to the limit direction
∥∥[w(y)]+ − u0∥∥ is bounded by some constant
K on the ring R0. Let Rj be the ring with inner radius r/2j and outer radius r/2j−1. Then
on Rj the distance to the limit direction can be estimated from above by CKj−1, where C
is a constant not depending on y or j. The same estimate applies to the union of rings Rs,
s = j . . . , that is, to a punctured neighborhood of zero. We conclude that the direction of
w(y) regarded as a function of y has a limit at 0.
3.6 Tangent Plane Continuity of Schemes with Nondegen-
erate Directional Sets
The results presented in this section, while being less general than the results of the previous
sections, are of primary importance both for practical purposes and for understanding the
geometry of subdivision surfaces near extraordinary vertices.
A geometrically natural assumption on the directional set Dψ is that span〈Dψ〉 has
maximal possible dimension, that is, coincides with Λ2(Rp). This assumption means that
the universal surface is in a general position — any surface can be deformed into a general
position surface by arbitrarily small perturbation. In three dimensions, this is equivalent
to requiring that the surface is not a cylinder: there is no plane such that the projection
of ψ into this plane is a curve. In this case for any generalized eigenvector e of ΛS we are
guaranteed to have 2-vectors ∂1ϕ ∧ ∂2ϕ ∈ Dψ with non-zero component along e.
Corollary 3.5. Suppose that for a subdivision scheme with universal map ψ span〈Dψ〉 =
Λ2(Rp) Then the subdivision scheme is tangent plane continuous if and only if
1. the subdivision matrix ΛST has an eigenvalue of maximal magnitude M which is
positive and real, and this eigenvalue has a single Jordan subspace JM of maximal
85
order kM (dominant Jordan subspace); for any eigenvalue μ such that |μ| = M , the
maximal order of a Jordan subspace is less than kM .
2. For any u ∈ Dψ, Proj(u, JM ) = 0.
Proof. If span〈Dψ〉 = Λ2(Rp) then for any 2-vector u and hence for any invariant subspace
Vμ ∈ Λ2(Rp), Proj(Dψ , Vμ) = 0. Then the ﬁrst condition follows from the ﬁrst condition of
Theorem 3.4.
If the eigenvalue M has two Jordan subspaces of maximal order kM , there is a subspace
W of VM with all 2-vectors of order kM of dimension at least two. The projection of
Dψ on that subspace should span a two-dimensional subspace. Therefore, we can ﬁnd
two 2-vectors u1 and u2 from Dψ such that u′1 = Proj(u1,W ) and u′2 = Proj(u2,W ) are
linearly independent. By construction of W , α1u′1 + α2u
′
2 also has order kM for any α1, α2
unless both are 0. Note that the limit directions of [(ΛST )su1]+ and [(ΛST )su2]+ are
u∞1 =
[
(ΛS −MI)kMu1
]
+
and u∞2 =
[
(ΛS −MI)kMu2
]
+
respectively. As α1u′1 + α2u′2
has order kM , α1u∞1 + α2u
∞
2 = 0 if one of α1, α2 is not zero. Therefore, (ΛST )su1 and
(ΛST )su2 have diﬀerent limit directions. We conclude that the Jordan subspace of maximal
order must be unique.
The second condition of the corollary directly follows from Theorem 3.4.
There are some interesting cases for which the assumptions of Corollary 3.5 are not satis-
ﬁed; most notable exception are piecewise smooth schemes of the type described by H.Hoppe
and others [32]. The assumption is easy to verify for piecewise polynomial schemes, as for
such schemes Jacobians also can be expressed in polynomial bases, and the nondegener-
acy assumption is reduced to checking independence of vectors of control values for the
Jacobians.
The conditions on Dψ and ΛST required by Corollary 3.5 are quite simple. In practice,
however, it is more useful to have explicit conditions on eigenbasis functions rather than on
the directional set Dψ, and on the matrix ST , rather than on the larger matrix ΛST . There
are three parts of Corollary 3.5 that have to be restated: the assumption about span〈Dψ〉,
the conditions on the eigenstructure of ΛST and the condition on the projection of Dψ on
the largest Jordan subspace of ΛST . Now we consider these parts one by one.
86
Linear independence of Jacobians. First, we reformulate the assumption of Corol-
lary 3.5 in terms of eigenbasis functions. Observe that the components of the vectors
w(y) ∈ Dψ are J [gijr, gklm](y). span〈Dψ〉 = Λ2(Rp), if and only if for any vector u ∈ Λ2(Rp)
there is y such that (u,w(y)) = 0; the latter inequality means that for any linear combina-
tions of Jacobians J [gijr, g
k
lm](y) there is a point y such that this linear combination is not
zero, that is, the set of functions J [gijr, g
k
lm](y) is linearly independent.
Eigenstructure of ΛST . To interpret the condition imposed by Corollary 3.5 on the
tangent subdivision matrix, we use a Lemma relating the eigenstructure of a matrix ΛB
acting on Λ2(Rp) to the eigenstructure of the matrix B acting on Rp. This Lemma is a
general algebraic fact and is not speciﬁc to subdivision. We use the notation for eigenvalues
and Jordan subspaces of B introduced in Section 2.4 for the subdivision matrix and the
order of cyclic subspaces ﬁxed there. We use an ordering of pairs (λi, nij) corresponding to
the order of Jordan subspaces: (λi, nij) > (λk, n
k
l ), if |λi| > |λk|, or |λi| = |λk| and nij > nik.
Let Pr
(
J ij ∧ Jkl
)
be the real cyclic subspace generated by the vector ei
j nij
∧ ek
l nkl
if
J ij = Jkl , and by eij nij ∧ e
i
j nij−1
otherwise (we assume that λiλk is real).
Lemma 3.6. Suppose the Jordan subspaces of a matrix B are numbered following the rules
described in Section 2.4. The dominant Jordan subspace JM for the matrix ΛB acting on
Λ2(Rp) is unique and corresponds to a real positive eigenvalue exactly in one of the following
cases.
1. JM = Pr
(
J11 ∧ J11
)
, if λ1 real, (λi, ni1) < (λ1, n
1
1 − 2) for all i > 1. If λ1 has more
than one cyclic subspace, then n12 < n
1
1 − 2.
2. JM = Pr
(
J11 ∧ J12
)
, if λ1 real, has at least two cyclic subspaces, n12 = n
1
1 or n
1
2 = n
1
1−1,
(λi, ni1) < (λ1, n
1
2) for all i > 1. If λ1 has more than two cyclic subspaces, n
1
3 < n
1
2.
3. JM = Pr
(
J11 ∧ J21
)
, if λ1 and λ2 real, of the same sign and consequently λ1 > λ2.
The eigenvalue λ1 has a single cyclic subspace of order n11 = 0, and n
2
2 < n
2
1 if n
2
2 is
deﬁned, and (λi, ni1) < (λ2, n
2
1) for all i > 2.
4. JM = Pr
(
J11 ∧ J12
)
, if (λ1, λ2) are a pair of complex-conjugate eigenvalues, and for
all i > 2 (λi, ni1) < (λ1, n
1
1). If λ1 has more than one cyclic subspace, then n
1
1 > n
1
2.
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The conditions on eigenvalues are illustrated in Figure 3.8. The proof of the lemma can
be found in Section 3.12.
Parametric map. Suppose the universal surface is tangent plane continuous. The limit
unit 2-vector u0 is an eigenvector of ΛST . As it is the limit of sequences of decomposable
2-vectors and the set of decomposable 2-vectors is closed, it can be written as u01∧u02, where
u01, u
0
2 ∈ Rp. If u01 ∧u02 is an eigenvector of a real eigenvalue u01 and u02 can be chosen in one
of the following ways: u01 and u
0
2 are both eigenvectors, u
0
1 and u
0
2 are linear combinations
of a pair of complex eigenvectors, and u01, u
0
2 satisfy S
Tu01 = λu
0
1 + u
0
2. For a suitable choice
of the basis cijr, u
0 has one of the forms eab0 ∧ ecd0 (λa and λc real), or eab0 ∧ ecb0 (λa and λc
complex-conjugate), or eab0 ∧ eab1.
Deﬁnition 3.8. Suppose the universal surface for a subdivision scheme is tangent plane
continuous, and has limit tangent plane deﬁned by u01∧u02. Then we deﬁne the parametric
map as
((ψ, u01), (ψ, u
0
2)) : U1 → R2
The second condition of Corollary 3.5 is equivalent to requiring the parametric map
to have nonzero Jacobian J(y) for suﬃciently small y. Indeed, for any u = w(y), J(y) =
(w(y), u0). If [w(y)]+ → u0 as y → 0, then J(y) has to be positive as y → 0. Observing
that if Proj(w(y), Jμ) = 0 then Proj(w(y/2s), Jμ) = Proj((ΛST )sw(y), Jμ) = 0, we get the
converse.
Now we have all the ingredients required to restate the Corollary 3.5 in a more explicit
form.
Theorem 3.7. Suppose that the set of Jacobians J [gijr, g
k
lm](y) regarded as functions on U1
is linearly independent. Let S be the subdivision matrix of the scheme with eigenvalues and
Jordan subspaces numbered as described above.
For the subdivision scheme to be tangent plane continuous, it is necessary and suﬃcient
that the subdivision matrix satisﬁes the conditions of Lemma 3.6 and for a suﬃciently small
neighborhood of 0 the parametric map of the scheme should have positive Jacobian. The
parametric map U1 → R2 is given by (f11n11, f
1
1n11−1) in case 1 of Lemma 3.6, (f
1
1n11
, f1
1n12
)
in case 2, (f1
1n11
, f2
1n21
) in case 3, and (f1
1n11
,f2
1n11
) in case 4.
The conditions of the theorem are illustrated in Figure 3.8.
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Figure 3.8: Conditions of Theorem 3.6 illustrated graphically. Each column corresponds
to a Jordan subspace. Each cell in the columns corresponds to a generalized eigenvector
(pair of generalized eigenvectors for complex eigenvalues) of matrix ST . The generalized
eigenvectors generating the parametric map are marked with black squares.
The theorem is just a restatement of Corollary 3.5 in a diﬀerent language.
Comparison of Corollary 3.5 and equivalent Theorem 3.7 shows the advantage of using
the tangent subdivision matrix ΛS for theoretical analysis: otherwise, the geometric proper-
ties of subdivision are obscured by the apparent complexity of the conditions on eigenvalues
and generalized eigenvectors.
3.7 Suﬃcient Conditions for Tangent Plane Continuity
In the previous sections we have derived conditions for tangent plane continuity that are
geometrically natural, but only in Theorem 3.5 we have made a step towards conditions
that can be explicitly veriﬁed for speciﬁc subdivision schemes. Conditions which are simul-
taneously necessary and suﬃcient are important for understanding the structure of the class
of tangent plane continuous subdivision schemes. However, for the purposes of veriﬁcation
of tangent plane continuity of speciﬁc schemes it is more useful to have conditions that are
easier to check, even if they are less natural mathematically.
In this section we derive suﬃcient conditions extending those originally proposed by
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Reif[55]1
As a practical criterion, Theorem 3.7 suﬀers from two problems: ﬁrst, the assumption
of the Theorem is unnecessarily restrictive; second, it is likely to be diﬃcult to evaluate
Jacobian of the parametric map directly. We start with introducing a new map, called
the characteristic map, which is closely related to the parametric map; this map is more
suitable for explicit evaluation. Our deﬁnition is based on the deﬁnition proposed by Reif.
Characteristic map.
Suppose a surface is tangent plane continuous, and u0 = limy→0[w(y)]+. Recall that
for a suitable choice of the basis cijr, u
0 has one of the forms eab0 ∧ ecd0 (λa and λc real), or
eab0 ∧ ecb0 (λa and λc complex-conjugate), or eab0 ∧ eab1. We consider only the ﬁrst case, the
other two are similar.
Note that for the parametric map at y/2s we have
(w(
y
2s
), u0) = ((ΛST )sw(y), u0) = (w(y),ΛSsu0) (3.13)
Although ΛS in the basis of wedge products eijr∧eklt does not have normal Jordan form,
with proper choice of ordering it still has block-diagonal form, with each block corresponding
to a Jordan subspace. It is easy to show that u0 = eab0 ∧ ecd0 has order nab + ncd = kM with
respect to matrix ΛS. Therefore, as we can see from (3.10) (3.11), asymptotically ΛSsu0
behaves as
Ms
(
s
kM
)
eabnb ∧ ecdnd = Ms
(
s
kM
)
hab0 ∧ hcd0
As we have observed, the 2-vector ukM = eabnb ∧ ecdnd is an eigenvector of ΛS. Suppose
for all y ∈ U1 the Jacobian (w(y), ukM ) is not zero. Then for suﬃciently large s, the
Jacobian of the parametric map is arbitrarily well approximated by Ms
( s
kM
)
(w(y), ukM ). If
the Jacobian (w(y), ukM ) is positive, this guarantees that the parametric map has positive
Jacobian suﬃciently close to zero. One can observe that it is also necessary for this Jacobian
to be nonnegative, otherwise the parametric map will be negative arbitrarily close to zero.
1Reif’s conditions guarantee C1-continuity, not just tangent plane continuity; however, as we will see in
Section 3.10 the diﬀerence between conditions for tangent plane continuity and C1-continuity is small.
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These considerations lead us to the following deﬁnition:
Deﬁnition 3.9. The characteristic map Φ : U1 → R2 is deﬁned for a pair of cyclic
subspaces Jab , J
c
d of the subdivision matrix as follows:
1. if Jab = J
c
d, λa is real, the characteristic map is (fa0, fa1);
2. if Jab = Jcd, λa, λc are real, the characteristic map is (fa0, fc0);
3. if λa = λc, b = d, the characteristic map is (fa0,fa0) = (ga0, gc0).
Although a characteristic map is deﬁned for many pairs of cyclic subspaces, only the
map corresponding to the pair of cyclic subspace of the parametric map is of interest. The
characteristic map has a remarkable property, which makes it particularly useful for proving
tangent plane continuity and Ck-continuity of subdivision schemes:
The characteristic map Φ for any pair of Jordan subspaces has self-similar Jacobian:
J [Φ](y/2) = J [Φ](y)
This property can be easily proved using the scaling relation. Therefore, it is suﬃcient
to verify that the characteristic map is regular on a suitably chosen annular compact set.
Reif’s original characteristic map is deﬁned on such set. In our context it is more natural
to consider the map deﬁned on the whole neighborhood U1.
Note that if the parametric map corresponds to a pair of distinct Jordan subspaces
of order 0, to a Jordan subspace of a pair of complex eigenvalues of order 0, or a single
Jordan subspace of a real eigenvalue of order 1, the characteristic map coincides with the
parametric map.
Suﬃcient condition. Now we are ready to formulate the suﬃcient condition. The idea
of the condition is to ensure that the parametric map corresponds to a given pair of Jordan
subspaces of S and then to require the corresponding characteristic map to have positive
Jacobian.
Suppose that for a given pair of cyclic subspaces Jab and J
c
d the characteristic map Φ
has non-zero Jacobian everywhere. This guarantees that the projection of the any 2-vector
in Dψ on Pr (Jab ∧ Jcd) has maximal possible order kM , where M = λaλc and kM = nab + ncd
if Jab = Jcd and 2nab − 2 otherwise.
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By Theorem 3.4, it is suﬃcient for tangent plane continuity to ensure for any u ∈ Dψ that
if |λiλk| > M , then Proj(u, J ij∧Jkl ) = 0 and if |λiλk| = M , then the order of Proj(u, J ij∧Jkl )
is less than kM for (J ij , J
k
l ) = (Jab , Jcd).
The ﬁrst part of this requirement is also necessary and is equivalent to J [f ijr, f
k
lt] = 0 if
|λiλk| > M . For the second part it is suﬃcient to have Proj(u, eijr ∧ eklt) = 0 for which the
order of eijr ∧ eklt is no less than kM , i.e. r + t ≥ kM if (i, j) = (k, l), or r + t − 1 ≥ kM if
r = t and (i, j) = (k, l). However, this is not necessary: a linear combination of vectors of
order kM or higher may have order less than kM ; projections of 2-vectors from Dψ can be
such linear combinations.
Our observations lead to the following condition:
Theorem 3.8. For a subdivision scheme to be tangent plane continuous on the k-regular
complex it is suﬃcient that there is a basis bijr, in which S has Jordan normal form, such
that there is a pair of cyclic subspaces Jab , J
c
d in this basis, possibly coinciding, with λaλc
positive real, and the following conditions are satisﬁed:
1. For any pair of eigenbasis functions corresponding to eigenvalues λi and λk such that
|λiλk| > λaλc the Jacobian J [f ijr, fklt], is identically zero.
2. Let ord(bijr, b
k
lt) = r + t if J
i
j = Jkl , ord(bijr, bklt) = r + t− 1 if J ij = Jkl , and r = t. Let
ord(bijr, b
i
jt) = 0. For any pair of eigenbasis functions of S f
i
jr and f
k
lt corresponding
to eigenvalues λi and λk such that |λiλk| = λaλc the Jacobian J
[
f ijr, f
k
lt
]
, is identically
zero if ord(bijr, b
k
lt) ≥ ord(babnab , b
c
dncd
).
3. The characteristic map of Jab , J
c
d has Jacobian of constant sign everywhere on U1
except zero.
Another condition, with stronger assumptions than the one above, but easier to check,
can be obtained directly from Theorem 3.7 by relaxing the nondegeneracy assumptions; it is
suﬃcient to assume that only the characteristic map corresponding to the dominant cyclic
subspace of ΛST is nondegenerate.
3.8 A Necessary Condition
If we want to prove that a scheme is not tangent plane continuous, it is useful to have
necessary conditions that are easier to check than the general conditions of Theorem 3.4, or
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the assumptions of Theorem 3.7. Most of the schemes do satisfy these assumptions; however,
to make the conditions of Theorem 3.7 necessary, weaker assumptions would suﬃce.
Deﬁne the decay exponent of a generalized eigenvector with eigenvalue μ oforder k as
(|μ|, k). Deﬁne the decay exponent of a cyclic subspace of order kμ of eigenvalue μ as
(|μ|, kmu). Decay exponents are ordered: (λ, n) > (λ′, n′) if λ > λ′ or λ = λ′ and n > n′.
Deﬁne the decay exponent of a pair of basis vectors d.e.
(
eijr, e
k
lt
)
as the decay exponent
of eijr ∧ eklt. Explicitly, the pair (|λiλk|, r + t) if J ij = Jkl , as the pair (|λi|2, r + t − 1) if
J ij = J
k
l , r = t, and as (0, 0) if eijr = eklt.
Suppose the tangent subdivision matrix has two cyclic subspaces JM and JM ′ of equal
sizes with |M | = |M ′|. This happens if there are two pairs of cyclic subspaces of the
subdivision matrix Jab , J
c
d and J
a′
b′ , J
c′
d′ such that d.e. (J
a
b , J
c
d) = d.e.
(
Ja
′
b′ , J
c′
d′
)
; and JM =
Pr (Jab ∧ Jcd) and JM ′ = Pr
(
Ja
′
b′ ∧ Jc
′
d′
)
.
We can consider decompositions of the form (3.10), but with respect to the sum of
subspaces JM ⊕ JM ′ . If there are 2-vectors w(y1) and w(y2) such that their projections on
JM ⊕ JM ′ have maximal order, and w(y1)(0) and w(y2)(0) are linearly independent, then
w(y1/2s) and w(y2/2s) converge to diﬀerent limits as s → ∞. These projections have
maximal order if and only if
Proj(w(ym), span〈eabnab ∧ e
c
dncd
, ea
′
b′na′
b′
∧ ec′
d′nc′
d′
〉) = 0 for m = 1, 2
This is equivalent to requireing that at least one of the Jacobians J [gab0, g
c
d0](ym), J [g
a′
b′0, g
c′
d′0](ym)
is not zero for m = 1, 2.
For w(y1)(0) and w(y2)(0) to be linearly independent, we require vectors of length 2
[J [gabnab , g
c
dncd
](ym), J [ga
′
b′na′
b′
, gc
′
d′nc′
d′
](ym)]T for m = 1, 2 to be linearly independent.
The resulting necessary condition for tangent plane continuity is
Lemma 3.9. Suppose for any pair of subspaces J ijr, J
k
lt
d.e.
(
J ijr, J
k
lt
)
≤ d.e. (Jab , Jcd) and d.e. (Jab , Jcd) = d.e.
(
Ja
′
b′ , J
c′
d′
)
Suppose that at the points y1, y2 ∈ U1 and vectors of length 2⎡⎢⎣ J [gabnab , gcdncd ](ym)
J [ga
′
b′na′
b′
, gc
′
d′nc′
d′
](ym)
⎤⎥⎦ m = 1, 2
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are linearly independent, and J [ga
′
b′0, g
c′
d′0](ym) = 0 or J [ga
′
b′0, g
c′
d′0](ym) is not zero for each
m = 1, 2. Then the subdivision scheme is not tangent plane continuous.
Note that the assumptions on the Jacobians are rather weak and are typically satisﬁed.
In most cases, schemes with subdivision matrices violating conditions of Theorem 3.7 are
not tangent plane continuous.
3.9 Interpretation of the Tangent Plane Continuity Criterion
In this section we discuss the meaning of Theorem 3.4 in terms of eigenbasis functions
and subdivision matrices, without any additional assumptions. Our goal is to gain more
understanding of the subdivision schemes that do not satisfy our suﬃcient conditions, but
are nevertheless tangent plane continuous.
Note that the ﬁrst part of Theorem 3.8 is also necessary. The “coarse structure” condi-
tions on pairs of eigenfunctions with |λiλk| = |λaλc| where λa, λc are the eigenvalues of the
pair of cyclic subspaces Jab , J
c
d corresponding to the parametric map.
The crucial diﬀerence between Theorem 3.4 and Theorem 3.8 is the assumption that the
characteristic map of the pair of blocks Jab , J
c
d is regular. This assumption is not necessary.
However, it is easy to see that the characteristic map has to have a nonnegative Jacobian.
Thus, the tangent plane continuous schemes that do not satisfy Theorem 3.8, have singular
characteristic maps. If the characteristic map has zero Jacobian at a subset of U1, then
tangent plane continuity of the scheme depends on the “next slowest decreasing Jacobian”
(we will make this idea precise below). If that map also has degeneracies, we have to consider
the next Jacobian etc. We can separate the domain U1 into subsets such that the number of
“vanishing Jacobians” is constant for each subset. The rate at which the Jacobian vanishes
is constant for each subset.
Partition of U1. To make these ideas more precise, we consider the eigenspace Vμ of the
tangent subdivision matrix ΛST . Let ujr, j = 1 . . . Pμ, r = 0 . . . nj , be a Jordan basis for
the matrix ΛST on Vμ.
We would like to describe more explicitly when an eigenvector u0 with an eigenvalue M
is the limit of all sequences (ΛST )sw(y). By Theorem 3.4, for any y ∈ U1 the component
Proj(w(y), Vμ) should be in (S − MI)−k(span〈u0〉) for some k. To make this statement
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more explicit, we deﬁne a decomposition of Vμ into subspaces Wk of elements of k-th order.
Note that while Vμ is invariant, Wk depend on the choice of the Jordan basis.
Let Wk be the span of all vectors ujk for all j such that the order of the j-th cyclic
subspace nj ≥ k. Then
Vμ =
mμ∑
k=0
Wk
Let v(y) = Proj(w(y), Vμ). Then v has order k if Proj(v,Wr) = 0 for all r > k. If v has
order k then the limit of [(ΛST )sv]+, is u10 only if Proj(v,Wk) is parallel to u1k; in other
words, Proj(v, ujk) = 0 for all j = 1.
Let Z(k) be the set of all points y such that Proj(w(y),Wr) = 0 for r < k and
Proj(w(y),Wk) = 0. This deﬁnes a partition of U1:
U1 = ∪k=mμk=0 Z(k)
For each y ∈ Z(k), Proj(w(y), ujk) = 0 for all k ≥ 0.
Orthogonality conditions. Conditions of the type Proj(w(y), v) = 0 can be inter-
preted as conditions on Jacobians using the dual basis u˜jr of the basis ujr in Vμ. Then
Proj(w(y), ujk) = 0 is equivalent to (w(y), u˜jk) = 0.
Observe that each vector u˜pq can be written as a linear combination of vectors
∑
j, r, l, tαjrlth
i
jr ∧ hklt
where hiij are vectors of the Jordan basis for the subdivision matrix. Therefore, all conditions
on w(y) can be written in the form
∑
jrlt
αjrltJ [f [xijr], f [x
k
lt]] = 0
that is, a particular linear combination of Jacobians of maps generated by pairs of the
vectors of the Jordan basis of S should be zero. It is easy to see that in general these linear
combinations cannot be reduced to a single Jacobian of a certain map, because most vectors
upq are not decomposable. For example, if upmq = hjnj ∧ hlnl , then
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upmq−1 = ΛSupmq − μupmq = hjnj ∧ hlnl + λihjnj ∧ hlnl−1λkhjnj−1 ∧ hlnl + hjnj−1 ∧ hlnl−1
It is interesting to observe that without additional restrictions on the eigenbasis functions
it is impossible to formulate any strong necessary conditions on the subdivision matrix:
virtually for any structure of the subdivision matrix we can choose the eigenbasis functions
in such a way that the resulting universal surface is tangent plane continuous.
Part III: Ck-continuity
3.10 Criteria for C1 and Ck-continuity
Once tangent plane continuity is established, the only additional condition that is required
for Ck-continuity is injectivity and Ck-continuity of the projection of the universal surface
into the tangent plane.
This criterion for Ck-continuity can be obtained by reinterpreting the injectivity condi-
tion in terms of the eigenbasis functions. Let τ be the tangent plane, Pτ be the projection
R3 → τ . Recall that Pτ ◦ ψ is just the parametric map Ψ deﬁned in Section 3.5. Suppose
Ψ(y1) = Ψ(y1). If ψ(y1) = ψ(y2), the projection Pτ restricted to ψ(U1) is not injective.
To obtain conditions for Ck-continuity we only have to note that in this case the param-
eterization of the universal surface over the tangent plane can be written as ψ ◦Ψ−1 where
Ψ is the parametric map. Note that Ψ can be noninjective, but conditions of Theorem 3.10
guarantee that ψ ◦Ψ−1 is well-deﬁned.
Thus, we have the following criterion for Ck-continuity
Theorem 3.10. A tangent plane continuous scheme with parametric map Ψ is C1-con-
tinuous if and only if there is a neighborhood of zero U , such that for any y1, y2 ∈ U ,
y1, y2 = 0 for which Ψ(y1) = Ψ(y2), and for any eigenbasis function g the values g(y1) and
g(y2) coincide. A subdivision scheme is Ck-continuous if and only if the reparameterized
eigenbasis functions f ijk(Ψ
−1(ξ)) : Ψ(U) → R are Ck-continuous for some neighborhood of
zero in U1.
This condition can be made much more explicit if the parametric map coincides with
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Figure 3.9: Three types of characteristic maps: control points after 4 subdivision steps are
shown. a. Two real eigenvalues. b. A pair of complex-conjugate eigenvalues. c. single
eigenvalue with Jordan block of size 2.
the characteristic map:
Condition C. The parametric map corresponds to a pair of cyclic subspaces of order 0
with real eigenvalues, or cyclic subspaces of a pair of complex-conjugate eigenvalues of order
0, or a single Jordan subspace of order 2. In other words, the sum of the pair of Jordan
subspaces deﬁning the parametric map has dimension 2.
Additional motivation for considering this case is that only in this case C1-continuity
of the subdivision scheme can be stable with respect to perturbations of coeﬃcients. It is
possible to show that under certain assumptions unless Condition C is satisﬁed, there is an
arbitrary small perturbation of the entries of the subdivision matrix such that the resulting
matrix violates the necessary conditions for tangent plane continuity. Three possible types
of characteristic maps for which the subdivision scheme can be tangent plane continuous
are shown in Figure 3.9.
In this case the complex eigenbasis functions reparameterized by the parametric map
f ijr(ξ) = f
i
jr(Ψ
−1(ξ)) satisfy more general scaling relations of the form
f ijr(Tξ) = λif
i
jr(ξ) + f
i
j(r−1)(ξ), for r ≥ 1
f ij0(Tξ) = λif
r
j0(ξ)
where T is a nondegenerate linear transformation of the plane, which can be reduced
to one of three normal forms: diagonal matrix with real eigenvalues λa, λc, rotation matrix
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corresponding to a pair of complex eigenvalues λ exp(iϕ), λ exp(−iϕ) or a Jordan block
J2(λ) for a real λ. We assume that |λ1|, |λ2|, |λ| < 1 and λ′ = 0.
Using the results about Ck-continuity of functions satisfying scaling relations (Sec-
tion 3.13), we can formulate a general criterion of Ck-continuity of subdivision schemes.
Before stating the theorem, we need to deﬁne three special types of polynomials. Each
type of polynomials corresponds to a particular type of characteristic map described above.
The ﬁrst two types generalize the idea of homogeneous polynomials. Their deﬁnitions
diﬀer only slightly from the standard deﬁnitions of quasihomogeneous polynomials.
1. For T being the diagonal matrix with real eigenvalues λa, λc, we use the classes of
polynomials P(p, q). Let N(p, q) be the set of all pairs of non-negative integers (i, j)
such that λiaλ
j
c = λ
p
aλ
q
c for a ﬁxed pair (p, q). Then P(p, q) is deﬁned as
P(p, q) =
{∑
i,j
αijξ
i
1ξ
j
2
∣∣∣ (i, j) ∈ N(p, q), αij ∈ C}
Note that the set N(p, q) depends on p, q and the ratio lnλa/ ln λc. For example, if
this ratio is 2/3, then P(4, 3) is spanned by the monomials ξ61 , ξ
4
1ξ
3
2, ξ
2
1ξ
6
2 , ξ
12
2 .
We also deﬁne an integer constant jimin for all λi satisfying |λi| ≥ |λc|k as
jimin = min
{
j
∣∣∣ ∃l : l + j ≤ k, and |λlaλjc| ≤ |λi|}
Note that if |λa| = |λc| and |λi| ≥ |λkc |, jimin = 0. The meaning of this constant is
explained in Section 3.13.
2. If T has a pair of a pair of complex conjugate eigenvalues λa = λ, λc = λ¯, we deﬁne
N¯(p, q) as the set of all pairs of integers (i, j) such that λiλ¯j = λpλ¯q for a ﬁxed pair
(p, q). In this case we deﬁne the set of polynomials
P¯(p, q) =
{∑
i,j
αijξ
i
1ξ¯
j
2
∣∣∣ (i, j) ∈ N¯(p, q), αij ∈ C}
3. If T is a Jordan block of size 2 with real eigenvalue λ, we use polynomials
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Fm(t) =
1
m!
m−1∏
i=0
(x− i)for m > 0; F0(t) = 1 (3.14)
Theorem 3.11. Suppose a subdivision scheme S is Ck on the regular complex and the
parametric map of the scheme coincides with the characteristic map Ψ. S is C1-continuous
on the k-regular complex if and only if Ψ has Jacobian of constant sign, and for any y1 and
y2 for which Ψ(y1) = Ψ(y2), and for any eigenbasis function g the values g(y1) and g(y2)
coincide.
S is Ck-continuous if in addition for |λi| > |λc|k any nontrivial set of complex eigenbasis
functions f ijr(Φ
−1(ξ)) = f ijr(ξ), r = 1..nj corresponding to the eigenvalue λi satisﬁes one of
the following conditions:
1. If the characteristic map is (fab0, f
c
d0) with λa, λc real and
(a) λi = λ
p
aλ
q+jimin
c for some nonnegative p, q , p + q ≤ k − jimin and ∂j
i
min
2 f
i
jnij
(ξ) ∈
P(p, q), ∂j
i
min
2 f
i
jm(ξ) ≡ 0 for m < nij.
(b) OR ∂j
i
min
2 f
i
jr(ξ) ≡ 0 for all j.
2. If the characteristic map is (fab0,fab0) with complex eigenvalue λa, and λi = λpaλa
q
for some p, q, p+ q < k, f i
jnij
(ξ) ∈ P¯(p, q), and f ijm(ξ) ≡ 0 for m < nij.
3. If the characteristic map is (fab0, f
a
b1) with eigenvalue λa real, λi = λ
p
a for some p ≤ k
and
f ijr(ξ) =
r−l∑
i=0
Cr−l−m
ξp2
λmpa
Fm(
λaξ1
ξ2
)
for r ≥ nij − p, where l = max(0, nij − p). For r < nij − p, f ijr(ξ) ≡ 0.
The theorem immediately follows from 3.10 combined with the criteria of Ck-continuity
of functions satisfying scaling relations stated in Section 3.13.
In the ﬁrst case, the eigenbasis functions can be speciﬁed in more explicit form integrat-
ing the relations given in the theorem, as it is described in Section 3.13.
An important special case of Theorem 3.11 occurs when λa = λc; in this case the
eigenvalues are necessarily real and the criterion becomes
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Corollary 3.12. If a subdivision scheme satisﬁes conditions of Theorem 3.11 and λa =
λc = λ, than the scheme is Ck if and only if any nonzero complex eigenbasis function f ijnij
corresponding to an eigenvalue λi ≥ λk is a homogeneous polynomial of degree d, λi = λd
and for all r < nij f
i
jr ≡ 0.
Another important special case are the conditions for C1-continuity:
Corollary 3.13. If for a tangent plane continuous subdivision scheme the characteristic
map Ψ coincides with the parametric map, it is C1-continuous if and only if for any y1, y2 ∈
U1, y1, y2 = 0, such that Ψ(y1) = Ψ(y2), for any eigenbasis function g(y1) = g(y2) and the
Jacobian of Ψ has constant sign.
C2-continuity. The conditions of Theorem 3.11 for k = 2 lead to the following constraints
on the nontrivial eigenbasis functions.
• If the eigenvalues λa and λb are real and |λa| > |λb|, there are three distinct cases:
|λa|2 > |λb|, |λa|2 = |λb| and |λa|2 < |λb|. For simplicity, we assume that both λa and
λb are positive.
In both cases, a nontrivial eigenbasis function f(ξ) has to correspond to an eigenvalue
λ′ with λ′ < λ2a, or λ′ ∈ {λa, λb, λaλb, λ2a, λ2b}. In the latter case, if λ′ = λa, f(ξ) = Cξ1,
if λ′ = λaλb, f(ξ) = Cξ1ξ2+g(ξ1), where g(ξ) satisﬁes λ′-scaling relations for (λa, λb),
if λ′ = λ2b , f(ξ) = Cξ
2
2 + g(ξ1), and if λ
′ = λ2a, f(ξ) = Cξ21.
If λ′ = λb, three cases are possible: if λ2a > λb then f(ξ) = Cξ2; if λ2a = λb then
f(ξ) = C1ξ21 + C2ξ2 and if λ
2
a < λb then f(ξ) = Cξ2 + g(ξ1).
• If the eigenvalues λa and λc are complex conjugate, then a nontrivial eigenbasis func-
tion corresponds to an eigenvalue λ′ with |λ′| < |λa|, or λ′ ∈ {λa, λa, λ2a, |λa|2, λa2},
and f(ξ) is Cξ1, Cξ2 Cξ21, Cξ1ξ2 or Cξ
2
2 respectively.
• If the characteristic map is deﬁned by a Jordan block of size 2 with real positive
eigenvalue λa, then a nontrivial eigenbasis function corresponds to an eigenvalue λ′
with |λ′| < |λa|, or λ′ ∈ {λa, λ2a}. If λ′ = λa, then there may be a pair of eigenbasis
functions corresponding to a cyclic subspace of order m ≥ 1 fm(ξ) = C1ξ2 + C0ξ1
and fm−1(ξ) = C0ξ1, or a single eigenbasis function f0(ξ) = C0ξ1 for a a cyclic
100
subspace of order 0. if λ′ = λ2a, then there may be three nontrivial eigenbasis functions
corresponding to a cyclic subspace of order m ≥ 2, fm(ξ) = C2ξ22 + C1ξ1ξ2 + C0ξ21 ,
fm−1(ξ) = (λC1 + C0)ξ22 + 2C0ξ1ξ2 and fm−2(ξ) = 2C0λ2ξ22. For a cyclic subspace of
order 1, there may be a pair of nontrivial eigenbasis functions f1(ξ) = (C1 − C0)ξ22 +
C0λξ1ξ2 and f0(ξ) = 2C0λ2ξ22 , and for a cyclic subspace of size 1, f0(ξ) = C0ξ
2
2.
3.10.1 Limit Values, Tangents and Normals
When the subdivision surface is C1-continuous or at least tangent plane continuous, it is
possible to ﬁnd explicit expressions for limit values, tangents and normals to the surface
at vertices of V ∞. These expressions can be easily derived from decompositions given in
Equations 2.24. Suppose the parametric map is deﬁned by the pair of eigenbasis functions
(g1, g2), corresponding to the generalized eigenvectors c1, c2. Recall that (c1, c2) is either
(cabnab , c
c
dncd
) (real λa, λc), (cabnab , c
c
bncb
) (complex-conjugate λa, λc), or (cabnab , c
a
b nab−1) (single
real eigenvalue λa).
A vector of initial values x ∈ P(NL,R3) can be decomposed with respect to the Jordan
basis of the subdivision matrix:
x =
∑
i,j,r
βijrc
i
jr
where βijr ∈ R3 for all i,j and r.
The tangent plane is spanned by the vectors β1 and β2, from R3 corresponding to c1
and c2 in the decomposition above unless β1 × β2 = 0. In the latter case the generated
surface may be not smooth (this is the subset that we allow to be excluded in our deﬁnition
of smoothness of a scheme).
Let c˜1 and c˜2 be the left generalized eigenvectors of the subdivision matrix corresponding
to c1 and c2. Then
β1 = (c˜1, x)β2 = (c˜2, x) (3.15)
It is possible to compute β1 and β2 using vectors of smaller size; Let L′ ≤ L be the size
of the neighborhood NL′ such that Ctrl0(N1l ) ⊂ NL′ , we call such neighborhoods invariant.
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Similar to Lemma 2.2, it is easy to see that minimal size of an invariant neighborhood is in
general L − 1. It can be further decreased in speciﬁc cases such as the Modiﬁed Butterﬂy
scheme (Section 6.4).
For such neighborhood we can write a matrix S′ such that S′xj = xj+1 for x ∈ P(NL′).
Clearly, this matrix is a submatrix of the subdivision matrix, and subdivision matrix with
appropriate reordering has the form
S =
⎛⎝ S′ 0
Sr1 Sr2
⎞⎠
Each left generalized eigenvector of S can be taken in one of the two forms [y˜′|y˜r]
or [y˜′|0] where y˜′ is a left generalized eigenvector of S′. Corresponding generalized right
eigenvectors have forms [0|yr] and [y′|yr] respectively. Typically, the dominant eigenvectors
have the second form. (Explicit reasons for this for single ring symmetric schemes are
discussed in Section 6.2). If this is true, then corresponding left generalized eigenvectors
can be written as [c˜′
1|0] and [c˜′2|0], where c˜′1 and c˜′2 are generalized eigenvectors of S′.
This means that β1 an β2 depend only on S′ and can be computed using its left generalized
eigenvectors. This makes formulas for computing tangents and normals for schemes with
small support particularly simple (Sections 6.4,6.5).
3.10.2 Degree Estimate for Piecewise Polynomial Subdivision
A simple consequence of Theorem 3.11 is the following estimate for the minimal degree of
the polynomial patches that is required to obtain Ck-continuous surfaces.
We derive these estimates for the case of two equal real eigenvalues, which is the most
common case.
First, we note that if all eigenvalues are less than λkc , then the scheme is Ck-continuous.
But this also means that all partial derivatives up to the order k disappear at zero, i.e., the
surface is “ﬂat.” Extending the deﬁnition of [53] we deﬁne a non-ﬂat surface of order k as
a Ck-continuous surface which has non-vanishing partial derivatives up to order k. In this
case Corollary 3.12 tells us that the scheme should reproduce surfaces of the form
z = Hk(x, y)
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where Hk(x, y) is a homogeneous polynomial of degree k. x, y and z, in the case of
piecewise polynomial schemes, are piecewise polynomials of degrees less than d > k. As it
was shown by Reif, the degree of piecewise polynomials x and y should be at least k + 1.
Therefore, the degree of z is at least k(k + 1).
3.11 Proof of Lemma 3.3
Using (3.10) and (3.11) we can write an expression for Asv in terms of vectors v(q)μ (real μ)
and v(q)1μ , v
(q)
2μ (complex μ), q = 0 . . . kμ. Deﬁne rμ(s, q) = |μ|s−kμ+q
⎛⎝ s
kμ − q
⎞⎠. Then
Asv =
∑
realμ>0
kμ∑
q=0
rμ(s, q)v(q)μ
+
∑
realμ<0
kμ∑
q=0
(−1)s−kμ+qrμ(s, q)v(q)μ
+
∑
complexμ
kμ∑
q=0
rμ(s, q)(v
(q)
μ1 cos((s + q − k)χμ)− v(q)μ2 sin((s + q − k)χμ))
(3.16)
The set of vectors v(q)μ , v
(q)
1μ , v
(q)
2μ , μ ∈ M(v), is linearly independent. Therefore, we can
construct a basis such that this set of vectors is a part of the basis. In a ﬁnite-dimensional
space any basis is a Riesz basis, in particular, there is a constant B such that
∥∥Asv∥∥ ≥B(∑
realμ
kμ∑
q=0
rμ(s, q)
∥∥v(q)μ ∥∥
+
∑
complexμ
kμ∑
q=0
rμ(s, q)(
∥∥v(q)μ1 ∥∥| cos((s+ q − k)χμ)|+ ∥∥v(q)μ2 ∥∥| sin((s + q − k)χμ)|)
)
(3.17)
Consider the direction of Asv, that is, Asv/
∥∥As∥∥. As all components of the vector are
independent, this vector has a limit if and only if each component has a limit.
Suppose μ ∈M(v) is complex. Deﬁne
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v(s) = v(0)1μ cos sχμ − v(0)1μ sin sχμ
Intuitively it is clear that this sequence of vectors does not have a limit direction; there
are two sequences s1k, s
2
k such that v(s
1
k) and v(s
2
k) converge to linearly independent limits
as k → ∞. For irrational χμ/2π, this follows from the well-known fact (see for example,
Hardy [30]) that for any  > 0, t ∈ [0, 2π] and arbitrary large s, there is an s′ such
that |sχμ mod2π − t| < . If χμ/2π is rational, then the function is periodic, and unless
it is constant, which is impossible, we can choose two constant subsequences of linearly
independent vectors.
Let s1k, s
2
k are two sequences such that v(s
1
k) converges to c
1 and v(s2k) converges to c
2
as k →∞, with c1 and c2 linearly independent.
Because μ ∈M(v), kμ = kM and the ratio rμ′(s, q)/rμ(s, kM ) as s →∞ for all μ′ and q.
From (3.17) we have
∥∥As1kv∥∥ ≥ BrM (s, kM )(∥∥c1∥∥(1− )) (3.18)
for arbitrary small  and suﬃciently large k. Similar statement is true for s2k. Therefore,
all elements of the sequence Asv/
∥∥Asv∥∥ are well-deﬁned for suﬃciently large k.
Also from deﬁnition of M and kM it follows that
∥∥Asv∥∥ < KrM(s, kM ) for some constant K. (3.19)
Observe that v(s)rμ(s, kM )/
∥∥Asv∥∥ is a linearly independent component in the decom-
position of Asv/
∥∥Asv∥∥. To show that Asv/∥∥Asv∥∥ does not have a limit it is suﬃcient to
show that v(s)rμ(s, kM )/
∥∥Asv∥∥ does not have a limit.
For suﬃciently large k and arbitrarily small 
∥∥v(s1k)rM (s1k, kM )∥∥∥∥As1kv∥∥ ≥ 1K ∥∥c1∥∥(1− )
The direction of the vectors v(s1k)rμ(s
1
k, kM )/
∥∥As1kv∥∥ converges to c1/∥∥c1∥∥; the direction
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of the vectors in the sequence v(s2k)rμ(s
2
k, kM )/
∥∥As2kv∥∥ converges to c2/∥∥c2∥∥. By linear
independence of c1 and c2 these limits do not coincide.
Therefore, the component does not have a limit as s → ∞ and we conclude that the
sequence Asv does not have a limit direction.
Similar argument can be used to show that that μ ∈M cannot be negative.
Thus, if the sequence of vectors has a limit direction, the eigenvalues in M(v) are all
positive and real. But the magnitudes of all eigenvalues in M(v) are equal, therefore, it
may contain only a single element.
Convergence rate can be easily estimated observing that the ratio of the second slowest
term to the dominant term decreases at least at the rate O(s−1).
3.12 Linear Transformations on Λ2(Rp)
Complex Jordan structure of ΛB. We start with the complex Jordan structure of
ΛB. It is straightforward to show that any eigenvalue μ of ΛB is a product of eigenvalues
λiλk of B (i and k may coincide). Suppose B has cyclic subspaces J ij and J
k
l corresponding
to eigenvalues λi and λk, of orders nij and n
k
l respectively.
Let eij0, . . . e
i
jnij
be the basis for the cyclic subspace J ij satisfying Be
i
jr = λie
i
jr + e
i
jr−1,
for r > 0, Beij0 = λie
i
j0. Let e
k
l0, . . . e
k
lnkl
be a similar basis in Jkl .
Two cases are possible: J ij and J
k
l are are diﬀerent subspaces, or they coincide.
1. Case 1: J ij and J
k
l are diﬀerent. In this case the cyclic subspaces J
i
j and J
k
l generate a
subspace J ij∧Jkl of Λ2(Rp) of dimension (nij+1)(nkl +1). For diﬀerent cyclic subspaces
J ij and J
k
l , e
i
jr ∧ eklt has order r + t. This can be shown by induction. For r > 0 and
t > 0,
(A˜− λiλkI)eijr ∧ eklt =Aeijr ∧Aeklt − λiλkeijr ∧ eklt
=λkeij r−1 ∧ eklt + λieijr ∧ ekl t−1 + eij r−1 ∧ ekl t−1
(3.20)
As we apply the transform (ΛB−λiλkI) iteratively, on step m (ΛB−λiλkI)meijr∧eklt
would consist out of terms proportional to eijq ∧ ekls, where q + s ≤ r + t −m. After
r + t steps, we get q + s ≤ 0, that is, a single component eij0 ∧ ekl0. The components
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that we get by repeatedly applying the transform to a vector eijr ∧ eklt can be seen in
the diagram on Figure 3.10
Figure 3.10: Subspace of Λ2(Rp) generated by two cyclic subspaces J ij , J
k
l . The pairs of
numbers correspond to the basis vectors eijr ∧ eklt, r = 0 . . . nij , t = 0 . . . nkl ; arrows indicate
the components that are generated by each vector after one application of ΛB − λiλkI,
as given by (3.20); after m steps, if we start in the bottom right corner, we only have
components above the line given by equation r + t ≤ nij + nkl −m.
Clearly, there is a cyclic subspace of order nij+n
k
l generated by e
i
j nij
∧ek
l nkl
; we will de-
note this subspace Pr
(
J ij ∧ Jkl
)
to ﬁnd other cyclic subspaces, we should characterize
eigenvectors of ΛB that are linear combinations of eijr∧eklt. Suppose u =
∑
r,t crte
i
jr∧eklt
is an eigenvector, that is, should satisfy (ΛB − λiλkI)u = 0. Then from (3.20) after
trivial transformations, we get the following system of equations for coeﬃcients crt of
the eigenvector:
crt + λicr−1 t + λkcr, t−1 = 0, r = 1 . . . nij, t = 1 . . . n
k
l
cr nkl
= 0, r = 1 . . . nij
cnij t
= 0, t = 1 . . . nkl
(3.21)
Note that if two out of three coeﬃcients crt,cr−1 t,cr t−1 are zero, then the third one
is also zero. An inductive argument starting with the triple cnij ,nkl −m, cnij ,nkl −m−1,
cnij−1,nkl −m, m = 0 . . . n
k
l −1, shows that for r+t > nij the coeﬃcient crt is zero, that is,
all coeﬃcients below r+t = nij the diagram in Figure 3.10. Similar statement is true for
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nkl . We conclude that any eigenvector has coeﬃcients crt = 0 for r + t > min(n
i
j , n
k
l ).
Assume nkl ≤ nij. Again, following the diagram it is easy to see that if we choose
arbitrary values for cnij r we can always construct a unique eigenvector. By choosing
cnij r
= δ(r − m), for m = 0 . . . nkl we get nkj + 1 eigenvectors u0, u1, . . . um, with
u0 = eij0 ∧ ekl0. Clearly, the size of the cyclic subspace corresponding to u0 is nij + nkj .
All other eigenvectors us are not decomposable, and corresponding cyclic subspaces
are of little interest to us. We note however, that orders of the cyclic subspaces are
nij + n
k
l − 2m, m = 0 . . . nkl .
2. Case 2: J ij and J
k
l coincide. This case is similar; however, because of dependencies
between the basis vectors, we get smaller cyclic subspaces. The diagram for the basis
of J ij ∧ J ij is shown in Figure 3.11
Figure 3.11: Subspace of Λ2(Rp) generated by a single cyclic subspace J ij . The pairs of
numbers correspond to the basis vectors.
In a similar way, we obtain a decomposition of J ij ∧J ij into a sum of (ni+1)/2 cyclic
subspaces with orders from 2ni − 2, 2ni − 6 . . . , down to 0 for odd ni and down to 2
for even nij. If n
i
j = 0, the cyclic subspace J
i
j ∧J ij does not exist. For J ij ∧J ij again the
only cyclic subspace that has decomposable eigenvector has maximal order 2ni − 2,
which we denote Pr
(
J ij ∧ J ij
)
.
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Conditions for existence of a single dominant cyclic subspace of ΛB. Recall
that we call a cyclic subspace JM of ΛB dominant, if it corresponds to a real positive
eigenvalue M , and for any other cyclic subspace of order k corresponding to the eigenvalue
μ, (μ, k) < (M,kM ) where kM is the order of JM .
We have observed that any eigenvalue of ΛB has the form λiλk or λ2i ; and the orders of
cyclic subspaces are of the form nij + n
k
l − 2m and 2nij − 2 − 4m m = 0 . . . . Therefore, we
need to assert that (M,kM ) > (λiλk, nij + n
k
l ) and (M,kM ) > (λ
2
i , 2n
i
j) for all other pairs
of cyclic subspaces of B diﬀerent from the pair of cyclic subspaces deﬁning JM .
We have to consider only subspaces Pr
(
J ij ∧ Jkl
)
; other cyclic subspaces of ΛB have
smaller orders. With our ordering of cyclic subspaces M can be either λ21 or λ1λ2. The
dominant subspace is one of Pr
(
J11 ∧ J11
)
, Pr
(
J11 ∧ J12
)
, Pr
(
J11 ∧ J21
)
and Pr
(
J11 ∧ J21
)
.
The ﬁrst two cases require λ1 real, the third case requires λ1 and λ2 real, and the last case
requires λ1 and λ2 to be complex conjugate with λ1λ2 real positive. These four possible
cases correspond to the cases of Lemma 3.6.
1. JM = Pr
(
J11 ∧ J11
)
; this case implies that M = λ21. Therefore, λ1 is real. In addition,
we need for any i, j, (λiλj , ni1 + n
k
1) < (λ1, 2n
1
1 − 2) and (λi, 2ni1 − 2) < (λ1, 2n11 − 2).
As |λ1| ≥ |λi| for any i > 1, and n11 ≥ n1j for any j > 1, it is suﬃcient to require
n11 > n
1
2 + 2, and (λ1, n
1
1) > (λi, n
i
1 + 2) for all i > 1.
2. JM = Pr
(
J11 ∧ J12
)
; M = λ21 and λ1 are real. Similarly, the additional conditions are
n11 < n
1
2 + 2, n
1
2 > n
1
3 if n
1
3 is deﬁned, and (λ1, n
2
1) > (λi, n
i
1) for all i > 1.
3. JM = Pr
(
J11 ∧ J21
)
, M = λ1λ2, and λ1 and λ2 both are complex and have opposite
phase. Suppose that |λ1| = |λ2|; then λ¯1 = λi and λ¯2 = λk are also eigenvalues
of B distinct from λ1 and λ2. Then eigenvalue λ1λ2 = λiλk has a cyclic subspace
Pr
(
J i1 ∧ Jk1
)
distinct from Pr
(
J11 ∧ J21
)
and of the same size, because ni1 = n
1
1 and
nk1 = n
2
1. Therefore, there is no dominant subspace unless λ1 = λ¯2. Suppose λ1 = λ¯2.
For Pr
(
J11 ∧ J21
)
to be dominant, we need n12 < n
1
1 if n
1
2 is deﬁned and (λi, n
i
1) <
(λ1, ni1) for all i > 2.
4. If λ1 and λ2 are real, for M to be positive, they have to be of the same sign. Then
necessarily |λ1| > |λ2|. To guarantee that (lm1λ2, n11+n21) > (lmiλk, ni1+nk1) we need
n11 < n
2
1 − 2, n22 < n21 and (λi, ni1) < (λ2, n2 − 1) for all i.
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3.13 Scaling Relations
In this section we the prove the criteria for Ck-continuity of functions satisfying scaling
relations. We consider the scaling relation of the form
f(Tξ) = Jn+1(λ′)f(ξ) (3.22)
where T is a nondegenerate linear transformation of R2, f is a map R2 → Cn+1,
Jn+1(λ′) is a Jordan block with eigenvalue λ′, possibly complex.
We assume that T is reduced to the real Jordan normal form; as T is nondegenerate, it
can be reduced to one out of three possible forms:
⎛⎝ λ1 0
0 λ2
⎞⎠ or
⎛⎝ λ cosϕ −λ sinϕ
λ sinϕ λ cosϕ
⎞⎠ or
⎛⎝ λ 1
0 λ
⎞⎠
where λ1,λ2, λ and ϕ are real and are not equal to zero; in addition, we assume that
|λ1|, |λ2|, |λ| < 1. We assume that λ′ = 0.
The following lemma is the basis of our derivations. This lemma extends a similar lemma
by Warren [63].
Lemma 3.14. Suppose f(ξ) = [fn, fn−1 . . . f0]T : R2 → Cn+1 is a continuous function
deﬁned on D \ {0}, where D is a compact domain in R2 which contains the origin as an
internal point and f satisﬁes (3.22)
1. If |λ′| < |λmin|k, where λmin is the eigenvalue of T with minimal absolute value, then
lim
|ξ|→0
∥∥f(ξ)∥∥∥∥ξi∥∥k = 0
2. If λ′ = 1, then f is continuous at 0 if and only if fn = const and fm = 0 for m < n.
3. If |λ′| ≥ 1, and λ′ = 1, then f are continuous if and only if f ≡ 0.
Proof. 1. Without the loss of generality we assume that f is deﬁned on the whole plane
except zero: using the scaling relation (3.22) we can extend f to the whole plane from
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D.
For any ξ, ∥∥f(T pξ)∥∥∥∥T pξ∥∥k =
∥∥(Jn+1(λ′))p f(ξ)∥∥∥∥T pξ∥∥k ≤ K |λ
′|pnp
|λmin|pk
∥∥f(ξ)∥∥∥∥ξ∥∥k (3.23)
where K is a constant.
Suppose
∥∥ξ∥∥ < . Then
∥∥T−nξ∥∥ ≤ (|λmin|)−nmn∥∥ξ∥∥ (3.24)
where m is the size of the maximal Jordan block of T . On the other hand, for any ξ
there is p such that
∥∥T−pξ∥∥ > r0 for a ﬁxed r0. Let p be the minimal p such that for
some ξ with
∥∥ξ∥∥ < , ∥∥T−pξ∥∥ > r0. It follows from (3.24), that p → ∞ as  → 0.
Suppose for some ξ
∥∥T−pξ∥∥ > r0 and ∥∥T−p+1ξ∥∥ ≤ r0 Then ∥∥T−pξ∥∥ < Cr0, where C
depends only on T . We conclude that for any  > 0 for any
∥∥ξ∥∥ <  we can choose
p such that r0 <
∥∥T−pξ∥∥ < R0, and if p is minimal p deﬁned as above, p →∞. As∥∥f(ξ)∥∥/∥∥ξ∥∥k is continuous away from zero, it is bounded on the ring r0 ≤ ∥∥xi∥∥ ≤ R0
by a constant K ′.
Therefore, we can estimate
∥∥f(ξ)∥∥∥∥ξ∥∥k ≤ KK ′ |λ
′|pnp
|λmin|pk (3.25)
for any ξ ≤  for suﬃciently small , if |λ′| < |λkmin|. Clearly, as  → 0, the estimate
in the right part of (3.25) converges to zero.
2. If λ′ = 1, then f(T p(ξ)) = (Jn+1(1))p f(ξ) = (I + N)pf(ξ) = f(ξ) + pNf(ξ) + . . . ,
where N is a nilpotent matrix. Unless Nf(ξ) = 0, this sequence does not have a limit.
This proves the second part of the lemma.
3. If |λ′| > 1, f(T pξ) = Jn+1(λ′)pf(ξ) diverges whenever f(ξ) = 0; as T pξ → 0, this
proves that f(ξ) is continuous at zero only if it is identically zero. If |λ′| = 1, consider
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f0(T pξ) − f0(T p−1ξ) = (λ′)p−1(1 − λ′)f0(ξ). Unless f0(ξ) is identically zero, this
quantity does not converge to zero as p → ∞. In a similar way we prove that fm(ξ)
for m > 0 has to be identically zero for f to be continuous.
Remark: the proof of the lemma did not use the fact that T is a transformation of R2; it
holds for f deﬁned on Rk for any k, as long as T is contracting.
Using Lemma 3.14, we establish conditions for Ck-continuity of functions satisfying
scaling relations. These conditions have diﬀerent form depending on the type of the trans-
formation T . We consider each of the three types separately.
3.13.1 Two Real Eigenvalues
First we consider the scaling relations of the form
fm(λ1ξ1, λ2ξ2) = λ′fm(ξ) + fm−1(ξ), for m ≥ 1
f0(λ1ξ1, λ2ξ2) = λ′f0(ξ)
(3.26)
This case includes the case when λ1 = λ2, and the matrix has a single real eigenvalue
but with two cyclic subspaces. We assume without the loss of generality that |λ1| ≥ |λ2|.
We say that a system of functions fm(ξ) satisﬁes (λ1, λ2)-scaling relation for λ′ if it satisﬁes
(3.26).
Functions of this type are well-know in singularity theory; Newton diagrams described
below were used to study quasihomogeneous functions by Kushnirenko [39].
The derivatives of functions satisfying a scaling relation do not satisfy a scaling relation
themselves, but their scaled versions do. This allows us to establish the following
Lemma 3.15. If a system of functions f0(ξ), . . . fm(ξ) satisﬁes the (λ1, λ2)-scaling relation
for λ′, the functions are deﬁned on a compact domain containing 0 as an internal point,
and are Ck everywhere except 0, then the derivative ∂i1∂
j
2fm(ξ), i + j ≤ k, exists at 0 and
is continuous if and only if one of the following conditions is met:
1. |λ′| < |λi1λj2|
2. λ′ = λi1λ
j
2, ∂
i
1∂
j
2fn(ξ) ≡ const and ∂i1∂j2fm(ξ) ≡ 0 for all m < n.
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3. ∂i1∂
j
2fm(ξ) ≡ 0 for all m.
Proof. Diﬀerentiating the scaling relation, we obtain
λi1λ
j
2∂
i
1∂
j
2fm(λ1ξ1, λ2ξ2) = λ
′∂i1∂
j
2fm(ξ) + ∂
i
1∂
j
2fm−1(ξ) for m > 0
λi1λ
j
2∂
i
1∂
j
2f0(λ1ξ1, λ2ξ2) = λ
′∂i1∂
j
2f0(ξ)
Deﬁne the functions
f˜m(ξ) =
(
λi1λ
j
2
)m
∂i1∂
j
2fm(ξ)
Then f˜m(ξ) satisfy
f˜m(λ1ξ1, λ2ξ2) =
λ′
λi1λ
j
2
f˜m(ξ) + f˜m−1(ξ) for m > 0
f˜0(λ1ξ1, λ2ξ2) = f˜0(ξ)
which is the (λ1, λ2)-scaling relation for λ
′
λi1λ
j
2
.
As the functions f˜m are just scaled versions of ∂i1∂
j
2fm, their properties are the same.
Now we can apply Lemma 3.14.
Necessity immediately follows from Lemma 3.14, as the derivatives ∂i1∂
j
2fm(ξ) and, therefore,
f˜m(ξ) have to be continuous.
Suﬃciency.
1. If both i and j are equal to zero, the statement of the lemma is reduced to the
statement of Lemma 3.14.
Assuming that j = 0, consider the derivative ∂i1∂j−12 fm. If
∣∣∣∣ λ′λi1λj2
∣∣∣∣ < 1, then ∣∣∣∣ λ′λi1λj−12
∣∣∣∣ <
|λ2|. As the set of functions f˜m corresponding to ∂i1∂j−12 fm satisﬁes the (λ1, λ2)-scaling
relation for λ
′
λi1λ
j−1
2
, by part 1 of Lemma 3.14, the limit
lim
|ξ|→0
f˜m(ξ)
ξ2
exists and is equal to 0. This limit is precisely the derivative ∂i1∂
j
2fm(ξ).
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Similarly, as
∣∣∣∣ λ′λi1λj2
∣∣∣∣ < 1, the limit of ∂i1∂j2fm(ξ) exists and is equal to 0. We conclude
that the derivative ∂i1∂
j
2fm(ξ) exists and is continuous.
2. If λ
′
λi1λ
j
2
= 1, to be continuous, ∂i1∂
j
2fn has to be constant. Therefore, ∂
i
1∂
j−1
2 fn is
linear in ξ2, for ξ = 0, and the appropriate limit clearly exists, and is equal to the
same constant. Thus, the derivative in this case exists. For m < n ∂i1∂
j
2fm is 0
everywhere. Then ∂i1∂
j−1
2 fm is a constant for ξ = 0, and ∂i1∂j2fm exists and is 0 at
ξ = 0. This argument also applies to part 3.
The functions fm(ξ) are Ck-continuous if all derivatives
∂i1∂
j
2fm(ξ)
with i+ j ≤ k exist and are continuous. The derivative ∂i1∂j2fm can be associated with the
integer point (i, j) in the plane. Such representation is used for the Newton diagrams of
quasihomogeneous polynomials (Appendix B).
We are interested in the existence and continuity of the derivatives which are represented
by integer points inside the triangle bounded by x = 0, y = 0, x+ y = k (Figure 3.12).
According to Lemma 3.15, the derivatives ∂i1∂
j
2fm are guaranteed to exist at 0 if
∣∣∣∣ λ′λi1λj2
∣∣∣∣ <
1. Taking logarithms of both sides of this inequality, we can see that for all integer points
below the line l(λ′) with equation x ln |λ1|+ y ln |λ2| = ln |λ′|, the derivatives are known to
exist. The slope of l(λ′) is less than −1, because |λ2| < |λ1|.
For the points between the lines l(λ′) and x+ y = k, the derivatives have to be either 0
or constants to exist and be continuous. For those that are constants, additional condition
λ′ = λi1λ
j
2 have to be satisﬁed; only the derivatives of fn can be constant; derivatives of fm
for m < n are identically zero.
Note that if a derivative ∂i1∂
j
2fm is 0 or constant, all derivatives to the right and upward
from (i, j) are equal to zero everywhere. Suppose |λ′| ≥ |λk2|; this means that l(λ′) intersects
the y axis below or at the point (0, k).
In this case let jmin be the minimal integer value of y for which there is an integer point
(x, jmin) between l(λ′) and x + y = k. All derivatives represented by integer points inside
the area delimited by x = 0, l(λ′), x+ y = k, y = jmin are 0 (shaded area in Figure 3.12).
113
k
y
y y
x
ln |λ′|
ln |λ1|
x + y = k
k
k
k
l(λ′)
l(λ′)
ln |λ′|
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x
Figure 3.12: (a) |λ′| < |λ2|k; All variables up to order k exist. (b) |λ′| > |λ2|k, jmin = 0;
The function fm has to be a polynomial. (c) |λ′| > |λ2|k, jmin = 0; derivative ∂jmin2 fm has
to be a polynomial.
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Before formulating the result following from these considerations, recall the deﬁnition
of the sets of polynomials P(p, q), generalizing the idea of homogeneous polynomials to the
case of nonuniform scaling of variables. Let N(p, q) be the set of all pairs of integers (i, j)
such that λi1λ
j
2 = λ
p
1λ
q
2 for a ﬁxed pair (p, q) Then
P(p, q) =
{∑
i,j
αijξ
i
1ξ
j
2
∣∣∣ (i, j) ∈ N(p, q), αij ∈ C}
Lemma 3.16. Suppose a set of functions fm(ξ), m = 0 . . . n satisﬁes the conditions of
Lemma 3.15. If |λ′| ≥ |λ2|k, set
jmin = min {j ∈ N|
∣∣∣λi1λj2∣∣∣ ≤ |λ′|, i+ j ≤ k, for some i ∈ N}
.
All functions are Ck-continuous at 0 if and only if one of the following conditions holds:
1. |λ′| < |λ2|k,
2. λ′ = λp1λ
q+jmin
2 for some p, q, p+q ≤ k−jmin, ∂jmin2 fn(ξ) ∈ P(p, q), and ∂jmin2 fm(ξ) ≡
0 for m < n.
3. ∂jmin2 fm(ξ) ≡ 0 for all m.
Proof.
Necessity. Suppose |λ′| ≥ |λ2|j . As it was observed above, all derivatives corresponding to
the integer points in the area between l(λ′) and x + y = k should be constant. Note that
all derivatives ∂i1∂
j+jmin
2 fm for all m and for i+ j > k − jmin are 0. This means that ∂j2fm
is a polynomial because all its derivatives of order k − jmin are zeros.
Suppose ∂p1∂
q+jmin
2 fn is not zero for some p and q satisfying p + q ≤ k − jmin. Then it
follows from Lemma 3.15 that λ′ = λp1λ
q+jmin
2 .
Moreover, as the polynomial ∂jmin1 f0(ξ) should satisfy the scaling relation for λ
′/λjmin2 =
λp1λ
q
2, ∂
jmin
1 f0(ξ) should be contained in P (p, q). On the other hand, if for a pair i, j
|λiλj | ≥ |λpλq|, ∂jmin1 f0 cannot contain the monomial Cξi1ξj2 unless n = 0. In particular,
∂jmin1 f0 cannot contain any monomials from P (p, q); therefore, f0(ξ) ≡ 0. By induction, all
∂jmin1 fm for m < 0 are identically zero and ∂1jminfn is contained in P (p, q).
115
Suﬃciency. If the ﬁrst condition of the lemma is satisﬁed, the derivatives up to order k
exist by Lemma 3.15.
Suppose the second or the third condition is satisﬁed. Then all derivatives ∂i1∂
j
2fm exist
for j ≥ jmin. However, if j < jmin, the scaled versions of the derivatives f˜m satisfy scaling
relation for λ
′
λi1λ
j
2
, and
∣∣∣∣ λ′λi1λj2
∣∣∣∣ < 1 by deﬁnition of jmin. Therefore, all other derivatives also
exist.
The condition on ∂jmin2 fm does not give the explicit form for the functions fm unless
jmin = 0. It is possible to ﬁnd a more explicit expression for fm that are Ck and satisfy
scaling relation for λ′.
Integrate the expression for the derivative, we obtain the following formulas:
fn(ξ) = ξ
jmin
2 p(ξ) +
jmin−1∑
s=0
hsn(ξ1)ξ
s
2
fm(ξ) =
jmin−1∑
s=0
hsm(ξ1)ξ
s
2 for m < n
(3.27)
where hsm are some functions of ξ1. The functions fm satisfy
fm(λ1ξ1, λ2ξ2) = λ
p
1λ
q+jmin
2 fm(ξ) + fm−1(ξ)
f0(λ1ξ1, λ2ξ2) = λ
p
1λ
q+jmin
2 f0(ξ)
Regarding fm as polynomials in ξ2, we obtain equations for hsm:
λs2h
s
m(λ1ξ1) = λ
p
1λ
q+jmin
2 h
s
m(ξ) + h
s
m−1(ξ)
λs2h
s
0(λ1ξ1) = λ
p
1λ
q+jmin
2 h
s
m(ξ)
Substituting hsm = λ
−sm
2 f
s
m(ξ), we can see that the set of functions f
s
m(ξ), m = 0 . . . n
satisﬁes one-dimensional λ1-scaling relations for λ
p
1λ
q+jmin−s
2 :
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f sm(λ1ξ1) = λ
p
1λ
q+jmin−s
2 f
s
m(ξ1) + f
s
m−1(ξ1) for m > 0
f s0(λ1ξ1) = λ
p
1λ
q+jmin−s
2 f
s
0(ξ1)
Fixing ξ2, at a set of values x1 . . . xjmin such that the matrix
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 x1 x21 . . . x
jmin−1
1
1 x2 x22 . . . x
jmin−1
2
. .
. .
. .
1 xjmin x
2
jmin
. . . xjmin−1jmin
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
has nonzero determinant, we can express hsm(ξ1) as linear combinations of fm(ξ1, ξ2)
with ξ2 ∈ {x1 . . . xjmin}. Therefore, the functions have to be Ck-continuous if fm is Ck-
continuous. Therefore, f sm(ξ1) also have to be Ck-continuous.
A direct computation shows that if f sm are Ck-continuous and satisfy λ1-scaling relations
for λp1λ
q+jmin−s
2 , then fm, m = 0 . . . n deﬁned as above satisfy (λ1, λ2)-scaling relations for
λp1λ
q+jmin
2 .
Therfore, we can restate Lemma 3.16 in the following more explicit form
Lemma 3.17. The functions fm(ξ), m = 0 . . . n that are Ck-continuous on a set D \ {0},
where D is a compact set containing zero as an internal point satisfy the (λ1, λ2)-scaling
relation and are Ck-continuous at zero, if and only if one of the following conditions is
satisﬁed:
1. |λ′| < |λ2|k,
2. λ′ = λp1λ
q+jmin
2 for some nonnegative p, q, p+ q ≤ k − jmin and
fn(ξ) = ξ
jmin
2 p(ξ1, ξ2) +
jmin−1∑
s=0
λ−sn2 f
s
n(ξ1)ξ
s
2
fm(ξ) =
jmin−1∑
s=0
λ−sm2 f
s
m(ξ1)ξ
s
2
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where f sm are Ck-continuous and satisfy the λ1-scaling relation for λ
p
1λ
j+jmin−s
2 .
3.
fm(ξ) =
jmin−1∑
s=0
λ−sm2 f
s
m(ξ1)ξ
s
2
where f sm are Ck-continuous and satisfy the λ1-scaling relation for λ′λ
−s
2 .
For |λ′λ−s2 | > 1 this implies that f sm(ξ) ≡ 0 for all m; for |λ′λ−s2 | = 1, f sn(ξ) = const
and f sm(ξ) ≡ 0 for m < n.
If λ1 = λ2, it is guaranteed that jmin = 0. Moreover, the set P(p, q) becomes simply
the set of homogeneous polynomials of a given degree p+ q.
This case is particularly important for the analysis of subdivision schemes, so we state
is as a separate corollary.
Corollary 3.18. Suppose a set of functions fm(ξ), m = 0 . . . n satisﬁes the conditions of
Lemma 3.15 for λ1 = λ2 = λ. All functions are Ck-continuous at 0 if and only if one of
the following conditions holds:
1. |λ′| < |λ|k,
2. λ′ = λp for some p, fn(ξ) is a homogeneous polynomial of degree j, and fm(ξ) ≡ 0
for all m < n.
3. fm(ξ) ≡ 0 for all m.
3.13.2 Complex-Conjugate Eigenvalues
In this section we consider the case of scaling relations
fm(Tξ) = λ′fm(ξ) + fm−1(ξ), form ≥ 1
f0(Tξ) = λ′f0(ξ)
with
118
T =
⎛⎝ λ cosϕ −λ sinϕ
λ sinϕ λ cosϕ
⎞⎠
In this case it is convenient to consider ξ to be a complex number.
We introduce operators ∂ = ∂1 − i∂2 and ∂¯ = ∂1 + i∂2. Clearly, any derivative ∂i1∂j2
can be expressed as a linear combination of operators ∂s∂¯t with s+ t = i+ j. We examine
conditions for existence and continuity of derivatives of the form ∂i∂¯j , for i+ j ≤ k, which
is equivalent to Ck continuity.
Observe that Tξ = λξ, where λ = λ exp iϕ.
Thus, the scaling relation takes the form
fm(λξ) = λ′fm(ξ) + fm−1(ξ), for m ≥ 1
f0(λξ) = λ′f0(ξ)
(3.28)
If the system of functions fm(ξ) satisﬁes (3.28) we say that it satisﬁes λ-scaling relation
for λ′.
The following two equations make the transfer of Lemmas 3.14-3.17 a straightforward
operation:
∂(f(λξ)) = λ(∂f)(λξ)
∂(f(λξ)) = λ¯(∂f)(λξ)
(3.29)
Lemma 3.15 becomes
Lemma 3.19. If a system of functions satisﬁes the λ-scaling relation for λ′, the functions
are deﬁned on a compact domain containing 0 as an internal point, and are Ck everywhere
except 0, then the derivative ∂i∂¯jfm(ξ), i+ j ≤ k, exists at 0 and is continuous if and only
if one of the following conditions is met:
1. |λ′| < |λ|i+j
2. λ′ = λiλ¯j, ∂i1∂
j
2fn(ξ) ≡ const, and ∂i∂¯jfm(ξ) ≡ 0 for all m < n.
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3. ∂i1∂
j
2fm(ξ) ≡ 0 for all m.
The proof of this lemma exactly repeats the proof of Lemma 3.15, if λ1 and λ2 are
replaced with λ and λ¯ respectively, and ∂1 and ∂2 are replaced with ∂ and ∂¯.
The analog of Lemma 3.16 is much simpler due to the fact that |λ| = |λ¯|, and is more
similar to the Corollary 3.18.
Recall the deﬁnition of N¯ and P¯: N¯(p, q) is the set of all pairs of integers (i, j) such
that λiλ¯j = λpλ¯q for a ﬁxed pair (p, q) Then
P¯(p, q) =
{∑
i,j
αijξ
i
1ξ¯
j
2
∣∣∣ (i, j) ∈ N¯(p, q), αij ∈ C}
Lemma 3.20. Suppose a set of functions fm(ξ), m = 0 . . . n satisﬁes the conditions of
Lemma 3.19.
All functions are Ck-continuous at 0 if and only if one of the following conditions holds
1. |λ| < |λ|k,
2. λ′ = λpλ¯q for some p, q, fn(ξ) ∈ P¯(p, q), p+ q ≤ k, and fm(ξ) ≡ 0 for m < n.
3. fm(ξ) ≡ 0 for all m.
The crucial observation is that in this case jmin is always 0. Using the same substitutions
as for Lemma 3.19, we obtain the proof of the last lemma from the proof of Lemma 3.16.
3.13.3 Jordan Block of Size 2
Finally, we consider the case when
T = J2(λ) =
⎛⎝ λ 1
0 λ
⎞⎠
If a system of functions f0, . . . fn satisﬁes scaling relations (3.22) with T = J2(λ), we
say that these functions satisfy J2(λ)-scaling relations for λ′.
Applying ∂p1∂
k−p
2 to fm(T ·) we obtain the following expression for the derivative:
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(
∂p1∂
k−p
2 fm(T ·)
)
(ξ) =
k∑
l=p
(
k − p
l − p
)
λk−l+p∂k−l2 ∂
l
1fm(Tξ)
Write each equation for m > 0 in the set of scaling relations in the matrix form:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λk kλk−1
(k
2
)
λk−2 . 1
0 λk (k − 1)λk−1 . λ
0 0 λk . λ
. .
. .
0 . . . λk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂k2fm(Tξ)
∂11∂
k−1
2 fm(Tξ)
∂21∂
k−2
2 fm(Tξ)
.
.
∂k1fm(Tξ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂k2 (λ
′fm(ξ) + fm−1(ξ))
∂11∂
k−1
2 (λ
′fm(ξ) + fm−1(ξ))
∂21∂
k−2
2 (λ
′fm(ξ) + fm−2(ξ))
.
.
∂k1fm(ξ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.30)
Similar equation holds for f0, with fm−1 removed. Denote the vector of derivatives
f˜m(ξ) = [∂k2 fm(ξ), ∂
2
1∂
k−2
2 fm(ξ), . . . ∂
k
1fm(ξ)]
T and let B be the matrix on the left side of
(3.30). Then (3.30) becomes
Bf˜m(Tξ) = λ′f˜m(ξ) + f˜m−1(ξ)
Equations for all m can be written together as
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
B
B
.
.
.
B
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f˜n(Tξ)
f˜n−1(Tξ)
.
.
.
f˜0(Tξ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ′I I
λ′I I
.
.
.
λ′I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f˜n(ξ)
f˜n−1(ξ)
.
.
.
f˜0(ξ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
multiplying by the inverse of the matrix on the right we get
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f˜n(Tξ)
f˜n−1(Tξ)
.
.
.
f˜0(Tξ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ′B−1 B−1
λ′B−1 B−1
.
.
.
λ′B−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f˜n(ξ)
f˜n−1(ξ)
.
.
.
f˜0(ξ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.31)
Let B be the matrix on the right, BN be its Jordan form, P the matrix such that
PBP−1 = BN , and let f˜ be the vector [f˜n, f˜n−1 . . . f˜0]T ; then (3.31) can be written as
P f˜(Tξ) = BNP f˜(ξ)
Note thatB is triangular with λ′/λk on the diagonal. Therefore, B has a single eigenvalue
λ′/λk. The vector P f˜ can be separated into several sets of functions satisfying J2(λ)-scaling
relations for λ′/λk. If |λ′| < |λk|, all components of P f˜ and hence all derivatives ∂i1∂j2fm
for all i + j ≤ k and m are continuous at zero. If |λ′| ≥ |λk| all components of P f˜ are
necessarily constant (zero if λ′ = λk). We conclude that in this case the functions fm(ξ)
have to be polynomials of degree no higher than k.
Next, we prove that all such polynomials have to be homogeneous. We start with the
polynomial f0. Any polynomial in two variables (ξ1, ξ2) = ξ can be written as f0(ξ) =∑k
j=0 H
j(ξ) where Hj is a homogeneous polynomial of degree j.
Note that Hj(Tξ) is also homogeneous of degree j. Therefore, the scaling relation
f0(Tξ) = λ′f0(ξ) can be written separately for each homogeneous component
Hj(Tξ) = λ′Hj(ξ)
Write Hj(ξ) =
∑j
i=0 αiξ
i
1ξ − 2j−i. Then for Hj(Tξ) we have
Hj(Tξ) =
j∑
i=0
i∑
l=0
(
i
l
)
αiλ
l+j−iξl1ξ
j−l =
j∑
l=0
ξlξj−l2
(
j∑
i=l
(
i
l
)
αiλ
l+j−i
)
(3.32)
Using (3.32), we can write the scaling relation as
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j∑
l=0
ξlξj−l2
(
j∑
i=l+1
(
i
l
)
αiλ
l+j−i + (λj − λ′)αl
)
= 0
For the polynomial to be identically zero, each coeﬃcient has to be zero; therefore, αi
have to satisfy the linear system of equations
j∑
i=l+1
(
i
l
)
αiλ
l+j−i + (λj − λ′)αl = 0, l = 0 . . . j (3.33)
Note that the matrix of the system is triangular with identical entries λ′ − λj on the
diagonal. This system has a nontrivial solution if and only if λ′ = λj for some j ≤ k.
As λ′ = λj can hold only for one j, only one component Hj(ξ) of f0(ξ) can be nonzero.
Therefore, f0 is a homogeneous polynomial. Moreover, if we assume that λ′ = λj, then we
can immediately solve the system: clearly, α = C, αm = 0 for m > 0 is a solution for any C.
The entries above the diagonal are all nonzero, therefore the rank of the system is j, with
total size 1, and the space of solutions is one-dimensional. We conclude that f0(ξ) = Cξj if
λ′ = λj.
Our next task is to ﬁnd expressions for fm(ξ). Suppose fm(ξ) is homogeneous of degree j
and λ′ = λj . Then the equations for a homogeneous component of fm+1 of degree p diﬀerent
from j are identical to the equations (3.33) with p instead of j. These systems have only
trivial solutions, therefore, all polynomials fm are homogeneous of the same degree j.
Let fm(ξ) =
∑j
i=0 αmiξ
i
1ξ
j−i. Then αmi i = 0 . . . j are solutions of the linear system of
equations
j∑
i=l+1
(
i
l
)
αiλ
l+j−i = αm−1 l, l = 0 . . . j − 1 (3.34)
Note that the system has rank j and αm0 is not present in any equation. Therefore,
once αm−1 l are ﬁxed, all possible αml form a one-dimensional space. As f0 linearly depends
on 1 constant, then f1 linearly depends on 2 constants, etc. If we construct a family of
solutions with fm depending on m+ 1 constant, we found all possible solutions.
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Observe that we can formally write for any homogeneous polynomial of degree j
fm(ξ1, ξ2) = ξ
j
2Qm(ξ1/ξ2)
where Qm(t) is a polynomial with one variable. Note that Q0(t) = C. Scaling relations
can be written as
Qm(t +
1
λ
) = Qm(t) +
1
λj
Qm−1(t)
for m > 0. Introduce polynomials Fm(t) = λmjQm( tλ), i.e. Qm(t) =
1
λmj
Fm(λt).
After substituting t instead of λt, we reduce the scaling relations to a form that does
not depend on λ or j:
Fm(t+ 1) = Fm(t) + Fm−1(t); F0(t) = C (3.35)
Note that if we have one solution of the recurrence (3.35), we can immediately obtain
a solution with suﬃcient number of constants to span the whole space of sets homoge-
neous polynomials satisfying scaling relations: if Fm(t), m = 0 . . . n, is a solution, then∑m
i=0 CiFi(t), m = 0 . . . n is also a solution. A single solution of (3.35) can be guessed
and is given for F0(x) = 1 by
Fm(t) =
1
m!
m−1∏
i=0
(x− i) for m > 0 (3.36)
This leads us to the following general expression for fm:
fm(ξ) =
m−l∑
i=0
Cm−l−i
ξj2
λmi
Fi(
λξ1
ξ2
)
where l = max(0, n− j).
We summarize our derivation in the following Lemma:
Lemma 3.21. All functions fm(ξ) in a set satisfying J2(λ)-scaling relations for λ′ are
Ck-continuous if and only if one of the following conditions holds:
124
1. |λ′| < |λk|.
2. λ′ = λj for j ≤ k and for m ≥ n− j
fm(ξ) =
m−l∑
i=0
Cm−l−i
ξj2
λmi
Fi(
λξ1
ξ2
)
where Fm(t) = 1m!
∏m−1
i=0 (x − i) for m > 0, F0(t) = 1 and l = max(0, n − j). For
m < n− j fm(ξ) ≡ 0.
3. All fm(ξ) ≡ 0.
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Chapter 4 Constructive Conditions for
Smoothness
In this chapter we concentrate on constructive ways of proving C1-continuity of subdivision
schemes. As it was shown in Chapter 3 a generalization of Reif’s suﬃcient condition is
necessary for practical subdivision schemes unless they have eigenbasis functions with rather
speciﬁc structure. All previous applications of Reif’s criterion were restricted by necessity
to the schemes that produce piecewise polynomial surfaces away from the extraordinary
points. We develop methods that allow us to determine if a subdivision scheme is smooth
even if there is no closed-form parameterization of the part of the surface away from the
extraordinary points.
We start with several lemmas that show that injectivity and regularity of the a map
generated by subdivision can be inferred from a suﬃciently close linear approximation, due
to the convergence of the linear approximations to the limit functions in the Lipschitz norm.
We show that a simple condition guarantees that the characteristic map is a covering,
whether it is C1-continuous or not, and thus the question of injectivity can be reduced to
computing the winding number of a curve, leaving regularity as the only non-trivial part.
Next, we demonstrate how the diﬀerence between a linear approximation and the limit
map can be estimated using contractivity with respect to a suitably chosen function, fol-
lowing [6] and [18]. We derive explicit formulas for the convergence rate for two classes
of schemes: traditional uniform stationary schemes and a particular class of nonuniform
schemes – schemes with creases. In particular, our estimates allow us to prove smoothness
of a parameterized family of subdivision schemes on the regular complexes.
We conclude with an outline of the algorithm for checking smoothness of subdivision;
details of the implementation for particular classes of schemes are discussed in the next
chapter.
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4.1 Injectivity of the Characteristic Map
In Section 3.10, the question of C1-continuity of a subdivision scheme was reduced to
checking local regularity of the parametric map and compatibility of eigenbasis functions
once it is known that the scheme is tangent plane continuous. From the practical point
of view, the schemes with regular injective characteristic maps are the most useful. If the
characteristic map is injective with non-zero Jacobian everywhere it is deﬁned, it is suﬃcient
for C1-continuity.
We show that, in general, injectivity of the characteristic map can be inferred from
injectivity of a suﬃciently close linear approximation.
4.1.1 Lipschitz Norms
In this section we state several simple facts about Lipschitz continuous functions with a
special structure and prove a criterion for injectivity.
In the following lemmas we assume that f is a mapping from Rn to Rm (Cn can be
identiﬁed with R2n for our purposes).
It does not matter which particular norm from the family ‖·‖p, p = 1 . . .∞ we use in a
ﬁnite-dimensional space when examining convergence, as the topologies induced by all norms
are identical. However, as we may have to compute certain norms explicitly, it is useful to
make estimates for a general p and choose a norm which is most convenient computationally
(typically, ‖·‖1). We use the following general relation establishing equivalence between
norms in Rn:
‖x‖q ≤ ‖x‖p ≤ n
1
p
− 1
q ‖x‖q, for p < q (4.1)
the Lipschitz norm for functions from Rn to Rm can be deﬁned for any given pair of
norms on the domain and range. For our purposes it is suﬃcient to consider the same norm
on both. Denote
‖f‖Lip,p = sup
x1,x2
‖f(x1)− f(x2)‖p
‖x1 − x2‖p
(4.2)
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Lemma 4.1. For a C1 function f deﬁned on a compact convex domain,
‖f‖Lip,p ≤ C
∥∥∥‖∇f‖p∥∥∥∞
where C depends only on p, and ∇f is the n×m Jacobi matrix of f , with the standard
linear operator norm.
Proof. First, we prove this fact for the norm ‖·‖2. Note that
‖f(x2)− f(x1)‖2 =
∂
∂τ
‖f(x̂)‖2‖x1 − x2‖2
where the direction of the derivative is τ = x2−x1‖x2−x1‖2 and x̂ is a point of the line segment
[x1, x2].
∂
∂τ
‖f(x̂)‖2 =
(
f(x̂), ∂∂τ f(x̂)
)
‖f(x̂)‖2
≤
∥∥∥∥ ∂∂τ f(x̂)
∥∥∥∥
2
= ‖∇f(x̂)τ‖2 ≤ ‖∇f(x̂)‖2
Thus, ‖f‖Lip,2 ≤ ‖‖∇f‖2‖∞. Using the bounds given by the norm equivalence, we get
the statement of the lemma for p ≥ 2:
‖f‖Lip,p = sup
‖f(x2)− f(x1)‖p
‖x2 − x1‖p
≤ n 12− 1p sup ‖f(x2)− f(x1)‖2‖x2 − x1‖2
≤ n 12− 1p ‖‖∇f‖2‖∞
≤ n 12− 1pm 12− 1p
∥∥∥‖∇f‖p∥∥∥∞
(4.3)
For p = 1, we get the estimate
‖f‖Lip,2 = sup
‖f(x2)− f(x1)‖p
‖x2 − x1‖p
≤ n 12 sup ‖f(x2)− f(x1)‖2‖x2 − x1‖2
≤ n 12 ‖‖∇f‖2‖∞ ≤ (nm)
1
2
∥∥∥‖∇f‖p∥∥∥∞
(4.4)
Lemma 4.2. Assume that a function is piecewise C1-continuous on a union of convex
domains and on each domain it is C1, with one-sided limits of the gradients existing on the
boundary. In addition, assume that there is a constant B, such that for any x1 x2 there is a
piecewise linear path in A connecting x1 and x2 of length no more than B‖x1 − x2‖p. Then
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‖f‖Lip,p < BC
∥∥∥‖∇f‖p∥∥∥∞
Proof. Let b0 = x′1, b1, . . . bn = x′2 be intersections of a segment [x′1, x′2] of a piecewise linear
path connecting
with domain boundaries. Then
∥∥f(x′1)− f(x′2)∥∥p ≤ n−1∑
i=0
‖f(bi+1)− f(bi)‖p
≤ C
∥∥∥‖∇f‖p∥∥∥∞∑
i
‖bi+1 − bi‖p = C
∥∥∥‖∇f‖p∥∥∥∞∥∥x′1 − x′2∥∥p
Summing the inequalities for all intervals of the path, we get the estimate of the lemma.
Lemma 4.3. Let Ω be a compact set. Suppose f is Lipschitz continuous on Ω. If Lj is a
sequence of functions converging to g in the Lipschitz norm, and
0 < K ′ ≤ ∥∥Lj(x2)− Lj(x1)∥∥p/‖x2 − x1‖p ≤ K
for some K and suﬃciently large j. Then f is injective.
Proof. As for any x1, x2
0 < K ′ ≤
∥∥Lj(x1)− Lj(x2)∥∥p
‖x1 − x2‖p
≤ K
.
Suppose
∥∥Lj − f∥∥
Lip,p
< .
Then
‖f(x1)− f(x2)‖p
‖x1 − x2‖p
≥
∥∥Lj(x1)− Lj(x2)∥∥p
‖x1 − x2‖p
− ∥∥Lj − f∥∥
Lip,p
≥ K ′ − 
.
Therefore, if  < K ′,
‖f(x1)−f(x2)‖p
‖x1−x2‖p ≥ K
′ for x1 = x2, which means that g is invertible.
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We call the ratio ‖f(x2)− f(x1)‖p/‖x2 − x1‖p the Lipschitz ratio of f .
4.1.2 Injectivity Criterion
In this section we show how injectivity of the characteristic map can be inferred from a
suﬃciently close linear approximation.
First, we note that Theorem 3.1 from [6] works also if the Haar subdivision scheme
H l,m, where (l,m) is one of six points adjacent to (0,0) on three-directional grid, used as a
comparison scheme
Deﬁnition 4.1. On a regular complex deﬁne Haar subdivision H l,m by
pk+1
(
m(vij , vi(j+m))
)
=
pk+1
(
m(vij , v(i+l)j)
)
=
pk+1
(
m(vij, v(i+l)(j+m))
)
=
pk+1(vij) = pk(vij)
where m(u, v) denotes the midpoint of the edge (u, v), and the pair l,m is one of (0, 1),
(1, 0), (−1,−1), (1, 1), (−1, 0), (0,−1).
In the formulas of the deﬁnition, we use notation v(u,w) for the vertex of D(R) inserted
at the edge (u,w).
Note that the limit function is discontinuous (piecewise constant). Convergence, how-
ever, is obvious, and basis functions satisfy a trivial scaling relation. The domains of the
basis functions are shown in 4.1; each function is constant and equal to 1 on its domain.
Stability of Haar subdivision is obvious.
If the comparison scheme B in Theorem 3.1 from [6] is taken to be H l,m, S still converges
and the estimate for the convergence rate is the same as in [6].
Theorem 4.4. Suppose S is a convergent subdivision scheme on a complex K with |K|
being a subset of the plane satisfying the conditions of Lemma 4.2. Suppose for any vertex
of K there is a piecewise linear one-to-one mapping μv from U1(v) to a subcomplex of
the regular complex. Then the linear approximations converge to the limit surface in the
Lipschitz norm, if S is C1 on the regular complex.
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(i + 1, j)(i + 1, j) (i, j)
(i, j + 1) (i, j + 1)
(i + 1, j)(i, j)(i, j)
(i, j + 1)
(i + 1, j)(i, j)
(i, j + 1)
(i, j) (i + 1, j)
(i, j + 1)
(i, j)(i + 1, j)
(i, j + 1)
Figure 4.1: Domains of the basis functions ϕi,j for H l,m, (l,m) = (1, 0), (0, 1), (1, 1) (ﬁrst
row) (−1, 0), (0,−1), (−1,−1) (second row). Thick triangle boundaries are included in the
domain; each function is 1 inside the domain and 0 outside.
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Proof. For the regular complex we introduce the diﬀerence scheme d1, following Dyn and
Levin [18]:
(d1p)(vij)1 = 2k(pk(i+1)j − pkij)
(d1p)(vij)2 = 2k(pki(j+1) − pkij)
(4.5)
If S is C1 there is a matrix subdivision scheme S(1) such that
d1pk+1 = S(1)d1pk
is convergent.
By a straightforward generalization of the Lemma 2.7 to the matrix case, piecewise
constant approximations of d1pk converge uniformly to ∇f [p0] (for f : Rn → Rm, ∇f =
[∇f1 . . .∇fm]T ).
Note that by construction 2kd1pk is the gradient of the piecewise linear approximation
on each triangle of μv(U1(v)) for any v. Consider two adjacent triangles of K. The limit
function f ◦ μ−1v is continuous and piecewise C1, with limits of partial derivatives existing
on the boundary. The diﬀerence scheme converges everywhere inside each triangle. On the
boundary the limits on diﬀerent sides exist, but may be diﬀerent.
Consider ∇(f [p]− Lj) on each triangle. It is equal to Jv(∇(f ◦ μ−1v ) − d1pj) where Jv
is the Jacobian matrix of μv on the triangle, and
∥∥∇(f [p]− Lj)∥∥
p
≤ ‖J‖p
∥∥∇(f ◦ μ−1v )− d1pj∥∥p∥∥f − Lj∥∥
p
converges to 0 uniformly on K, as
∥∥∇(f ◦ μ−1v )− d1pj∥∥p converges to 0 on a
subcomplex of the regular complex, and |K| is compact, therefore it can be covered by a
ﬁnite number of neighborhoods U1(v) where μv are deﬁned.
The conditions of Lemma 4.2 are satisﬁed for |K|; therefore,
‖f − Lj‖Lip ≤ CB
∥∥∥‖∇(f − Lj)‖p∥∥∥∞
and ‖f − Lj‖Lip also converges to 0.
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Now we observe that each layer deﬁned in Section 2.4.1 is a complex satisfying the
requirements of Theorem 4.4.
Suppose that we can establish that the Lipschitz ratio of a suﬃciently close linear
approximation is bounded from below by a positive number. Then the characteristic map
is injective on each layer, and Reif’s argument in Theorem 3.6 [55] applies in unchanged
form.
We conclude that the following theorem holds:
Theorem 4.5. Consider a subdivision scheme S, which is C1-continuous in the regular
case. Suppose for a subdivision level j the following conditions are satisﬁed:
1. the Jacobian J of a piecewise linear approximation Lj to the characteristic map Φ for
some valence k is within  of the Jacobian of the limit function in L∞ norm on the
layer Lr0, infx |J | >  for x in Lr0;
2. the linear approximation is within ′ from Φ in Lipschitz norm of Lr0, and the Lipschitz
ratio ‖Φ(x2)− Φ(x1)‖p/‖x2 − x1‖p > ′.
Then Φ is injective and the scheme is C1.
This theorem allows us to use the following procedure for asserting C1-continuity of a
subdivision scheme on the k-regular complex. First we estimate the rate of convergence of
the scheme and the derivative scheme in the regular case. This allows us to estimate the
precision of the approximation of the map and its derivatives after N subdivision steps. If
the Jacobian of the linear approximation is greater than a suﬃciently large positive constant
everywhere, and so is the Lipschitz ratio, than we can guarantee that the characteristic
map is injective. Special eﬀort has to be made to ensure that the numerical error of the
calculations does not aﬀect correctness of our conclusions (see the next chapter for details).
Although the Lipschitz ratio for a piecewise linear function can be computed explicitly,
it would be desirable to reduce the complexity of the problem. We will prove two lemmas
in the next section; one reduces checking injectivity to computing the winding number of a
curve under additional assumptions that are also easy to check; the second makes weaker
assumptions but requires checking injectivity of the characteristic map on a curve. We
describe a constructive procedure for this test.
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4.2 Covering Conditions
We will prove the following lemma, which allows us to check injectivity with less eﬀort.
Lemma 4.6. Suppose a characteristic map Φ = (fa, fc) satisﬁes the following conditions:
1. the preimage Φ−1(0) contains only one element, 0;
2. the characteristic map has a Jacobian of constant sign at all points where it is deﬁned.
Then the extension of the characteristic map is surjective and is a covering away from 0.
Proof. Three cases are possible:
1. the characteristic map is deﬁned by a pair of real eigenvectors;
2. the characteristic map is deﬁned by two generalized eigenvectors from the same Jordan
block corresponding to a real eigenvector;
3. the characteristic map is deﬁned by the real and imaginary parts of an eigenvector
corresponding to a complex eigenvalue.
In the ﬁrst case components satisfy the scaling relations of the simplest form
fa(
y
2
) = λafa(y)
fc(
y
2
) = λcfc(y)
First, we establish the following important fact: if a characteristic map satisﬁes the ﬁrst
two conditions of the lemma, then the map is continuous at inﬁnity.
Consider two circles of radii r and 2r centered at 0 in the domain of Φ. The image of
the ring R bounded by the two circles Φ(R) is compact, and does not contain 0. Thus,
there is a constant M > 0 such that for any point p in the ring ‖Φ(p)‖ ≥ M (Figure 4.2).
Consider any point p in the domain of Φ. There is a number k ∈ Z such that 2kp is
contained in the ring R. Thus, by scaling relations, ‖Φ(p)‖ > min(|λa|, |λc|)kM . Clearly,
as ‖p‖ → ∞, k →∞, and for any C there is C ′ such that if ‖p‖ > C ′, ‖Φ(p)‖ > C.
Consider the stereographic map P from the plane into the sphere without one point.
The map Φ gives rise to the map ΦS = PΦP−1 : S2 \ {N} → S2, where N is the center
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M
Φ
r
2r
Figure 4.2:
of projection. From continuity of Φ at inﬁnity it follows that if we extend the mapping by
setting ΦS(N) = N , we get a continuous mapping. Thus, ΦS is a continuous mapping of
a sphere into the sphere. As we have assumed that the Jacobian of the characteristic map
has constant sign where it is deﬁned, the mapping is also a local homeomorphism away
from 0. The sphere is compact, thus its image is compact, hence closed, i.e., contains its
boundary. But under local homeomorphism the points on the boundary of the image can
be images only of the points of the boundary of the domain. Therefore, the only points
that can be contained in the boundary of the image are 0 and N . Therefore, the image has
no boundary, i.e., the mapping is surjective.
Finally, for any p set Φ−1S (p) is ﬁnite: if it were not ﬁnite, it would have a limit point
(S2 is compact). As Φ−1S (p) is a discrete set for any local homeomorphism, the only limit
points that it may have are 0 and N . But Φ(0) = 0 and Φ(N) = N , so this is impossible.
We conclude that for any point p Φ−1S (p) is ﬁnite. As any point y ∈ Φ−1S (p), p = 0,N
has a neighborhood U(y) such that ΦS |U(y) is a homeomorphism, then the intersection of
all neighborhoods V = ΦS(U(y)) has inverse image consisting of disjoint homeomorphic
images of V . This proves that ΦS is a covering away from 0.
The case of the characteristic map generated by imaginary and real part of a complex
eigenvector corresponding to a complex eigenvalue is similar to the case of two real eigen-
vectors; we proceed directly to the proof for the case of two generalized eigenvectors from
a single Jordan block Φ = (f0, f1),
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f0(
y
2
) = λf0(y)
f1(
y
2
) = λf1(y) + f0(y)
From these equations we immediately obtain
.Φ(2py) =
1
λp
⎛⎝ 1 0
1 −p/λ
⎞⎠Φ(y) = 1
λp
TΦ(y) (4.6)
Consider the image of a circle γ of radius r centered at 0. As Φ−1(0) by assumption is
{0}, then 0 is an interior point of the image of Int(γ) and there is an open disk centered
at 0 of some radius r′, which is contained in Φ(Intγ). For any p the image of the disk
bounded by 2pγ is determined by the equations (4.6). It can be obtained from the image
of the disk bounded by γ by aﬃne transform 1λpT from (4.6). If a disk Dr of radius r is
contained in Φ(Intγ), then the interior of the ellipse 1λpTDr is contained in Φ(Int2
pγ). We
can estimate the length of the minor axis of this ellipse: it can be represented parametrically
as ( rλp cos(t),
r
λp (sin(t)− (p/λ) cos(t))). The square of the distance from 0 to a point on the
ellipse is
r2
λ2p
(cos2(t) + (sin(t)− p
λ
cos(t))2) =
r2
λ2p
(1 +
p2
2λ
(cos(2t) + 1)− p
λ
sin(2t))
This quantity can be estimated from below by
r2
λ2p
(1 +
p2
λ
− p
λ
)
As λ < 1, the length of the minor axis increases with p for suﬃciently large p. We
conclude that as p → ∞, the image of the exterior of 2pγ is arbitrarily far from zero, and
Φ is continuous at inﬁnity. Then the rest of the argument that was used for the case of two
eigenvectors applies.
136
0
Φ
Figure 4.3: An example of a map which does not satisfy the conditions of Lemma 4.6.
Inﬁnitely many points on a line on the right map to 0, and the image of the line has to
return to zero inﬁnitely many times. While the points that map to zero do not have to be
on one line, any regular characteristic map which has inﬁnitely many points mapping to
zero has to have similar structure for some curve.
Note. It is easy to see that if the ﬁrst condition Φ−1(0) = 0 is violated, the structure of
the characteristic map has to be quite complicated (Figure 4.3) and it is unlikely that any
useful scheme may have such a map. Despite the fact that only “unreasonable” cases are
excluded, it would be useful from a theoretical point of view to make the conditions of the
lemma weaker.
Algorithm for checking injectivity. Lemma 4.6 is useful for checking injectivity of
a characteristic map which is known to be regular. Indeed, suppose the conditions of
the lemma are satisﬁed, and we have shown by some means that the map is regular and
Φ−1(0) = {0}. Once the conditions of the lemma are established, we know that the map
is a covering away from 0. Therefore, it is injective, if and only if the winding number of
a simple curve around zero has winding number 1. This fact can be seen by looking at
the fundamental groups of the domain and the image. The conditions of the Lemma 4.6
guarantee that both have fundamental group Z. As for a covering the fundamental group
of a covering space is a subgroup of the fundamental group of the base space, with a
monomorphism induced by the covering map. A simple curve around zero is the generating
element of the fundamental group of the domain. Thus, the mapping of fundamental groups
is an isomorphism which is necessary and suﬃcient for the covering mapping to be an
injection, if and only if the simple curve maps to a curve homotopic to a simple curve, i.e.,
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one with winding number 1.
We summarize our observations in the following Proposition:
Proposition 4.7. Suppose the characteristic map of a subdivision scheme is regular and
satisﬁes Φ−1(0) = 0. Then if the winding number of the image Φ(γ) of a curve is 1, the
characteristic map is injective and the scheme is C1-continuous.
Computing the winding number. In general, we do not have a closed-form expression
for any curves on the limit surface. One way to compute the winding number of a curve is
to choose a suﬃciently close linear approximation and compute the winding number of the
approximation. The linear approximation is suﬃciently close if we can guarantee that the
winding number of the approximation is equal to the winding number of the curve. This is
a particular instance of the following problem:
Consider two continuous curves γ1(t) and γ2(t). Suppose supt ‖γ1(t)− γ2(t)‖ =
. What value of  guarantees that the winding numbers of the curves are equal?
It is convenient to consider γ1(t) and γ2(t) as functions into the complex plane. Deﬁne
α1(t) to be the continuous phase of γ1 and α2(t) to be the continuous phase of γ2(t). Then
α1(0) = α2(0) = 0, α1(1) = 2πn1, α2(1) = 2πn2, where n1 and n2 are the winding numbers.
Consider α1(t)− α2(t); this is a continuous function with values 0 and 2π(n1 − n2) on the
endpoints. Suppose n1 = n2; then α1(t1)−α2(t) = π for some t1, i.e., for some t1 the points
γ1(t1) and γ2(t1) are on the same line going through zero on diﬀerent sides of zero.
Suppose that we have established that inft ‖γ1(t)‖ >  and inft ‖γ2(t)‖ > . Then the
distance between γ1(t1) and γ2(t1) is at least 2. Therefore, if sup ‖γ1 − γ2‖ is less than 2,
the winding numbers cannot be diﬀerent.
The following proposition reduces computation of the winding number of a curve to the
computation of the winding number of a linear approximation:
Proposition 4.8. Suppose for some 
sup
t
‖Φ(γ(t)) − Lm(γ(t))‖ ≤ 
inf
t
‖Φ(γ(t))‖ ≥ 2
(4.7)
138
where γ(t) is a curve in the domain of Φ, Lm is a piecewise linear approximation to Φ.
Then the winding number of Lm(γ(t)) is equal to the winding number of Φ(γ(t)).
The simplest way to compute the winding number is to count the number of intersections
of a half-line starting at zero with the curve. However, when the curve is known only
approximately and is represented by its linear approximation, this method is not very
reliable numerically. The winding number of a piecewise linear curve can be computed
in a more stable way using a projection of this curve to the unit square. Let γ(t) be a
piecewise linear curve with γ(ti) = yi, i = 0 . . . n, γ(t) linear on each interval [ti, ti+1],
t0 = 0, tn = 1, and y0 = yn. A projection of the curve into the unit square can be deﬁned
using P (y) = y/‖y‖∞. Let pi = P (yi), i = 0 . . . n. Suppose pi and pi+1 end up on the
diﬀerent sides of the square [−1, 1]× [−1, 1]. Then a corner of the square is contained in the
projection of the line segment [yi, yi+1]. We split this interval in two, so that the projection
of each subinterval is contained in only one side of the square. We assume that pi and pi+1
both have one of the coordinates equal. Then pi+1 − pi has one of the forms (p1i+1 − p1i , 0)
or (0, p2i+1 − p2i ), i.e., can be characterized by a single number di. As the phase increases or
decreases on each interval, depending on the sign of di, it is straightforward to show that
the winding number is simply (1/8)
∑
i di.
Under additional assumptions, we can simplify the computation even further (see the
next chapter).
4.3 Convergence Rates for Uniform Schemes on Regular
Complexes
To apply Theorem 4.5 to a particular scheme, we need a way to estimate the rate of
convergence of the scheme and the matrix schemes corresponding to the derivatives. As it
was shown in [6], under suﬃciently general assumptions subdivision converges geometrically.
We derive estimates on the rate of convergence, and use them to determine the number of
subdivision iterations that have to be performed to achieve suﬃcient approximation both to
the limit surface and partial derivatives of the surface in the sense described in Section 4.1.
We use the contraction function
D(p) = max(
∥∥Δ(1,0)p∥∥∞,∥∥Δ(0,1)p∥∥∞)
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Figure 4.4: Computing the winding number of a piecewise linear curve.
, where [Δ(k,l)p]ij = pi+k j+l − pij, to be able to use convergence estimates of Theorem 3.1
[6].
Suppose that a subdivision scheme satisﬁes for any p
D(SNp) < γND(p) for some N and γ < 1 (4.8)
‖(S −B)p‖∞ < cD(p) (4.9)
where B is a midpoint or piecewise constant subdivision scheme, then we have
∥∥Lm+1 − Lm∥∥∞ = ‖(S −B)pm‖∞ < cD(pm)
Suppose that m = kN + q; then D(pm) < γkD(pq) and
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‖L∞ − Lm‖∞ ≤
∞∑
j=0
∥∥Lm+j − Lm+j∥∥∞ =
=
∞∑
j=0
∥∥(S −B)pj+m∥∥∞ ≤ c ∞∑
j=0
D
(
pm+j
)
=
= c
∞∑
i=1
N∑
q=1
D
(
pm+iN−q
)
=
∞∑
i=1
⎛⎝N−1∑
q=1
D
⎛⎝ pm+iN−q )+D (pm+(i−1)N))
If m ≥ N ,
‖L∞ − Lm‖∞ ≤
c
1− γ
⎛⎝γ N−1∑
q=1
D
(
pm−q
)
+D (pm)
⎞⎠ (4.10)
If m < N ,
‖L∞ − Lm‖∞ ≤
c
1− γ
⎛⎝γ m∑
q=1
D
(
pm−q
)
+
N−1∑
q=m
D (pq)
⎞⎠ (4.11)
Note that the formulas coincide for m = N − 1. In particular, if N = 1, we get
‖L∞ − Lm‖∞ ≤
c
1− γD (p
m) (4.12)
and for N = 2, m ≥ 1
∥∥L∞ − L2m∥∥∞ ≤ c( c1− γ (γD (pm−1)+D (pm))
)
(4.13)
Note that piecewise constant approximations can be shown to satisfy the same estimate;
this fact is important for characterizing convergence of the diﬀerences to partial derivatives.
To calculate the number of steps necessary to approximate the limit surface to a given
precision, we need to ﬁnd an expression for constants γ and c.
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Estimates of γ. For uniform stationary subdivision on regular complexes, we use the
techniques of Cavaretta, Dahmen and Micchelli [6] and Dyn, Levin and Micchelli [21] to
estimate the constants in the formulas above.
In this section we use notation Sa for a stationary uniform subdivision scheme with
the Laurent polynomial a(z). Consider a scheme Sa. Assume that a(z) is divided by
1 + z−11 and 1 + z
−1
2 . In general, this is not necessary for C
1-continuity of subdivision and
matrix schemes have to be considered. However, it is true for the particular instances of
subdivision schemes that we are going to consider, and we restrict ourselves to the schemes
with reduceable polynomials a to simplify exposition. We use the notation
a1(z) =
a(z)
1 + z−11
a2(z) =
a(z)
1 + z−12
(4.14)
Polynomials a1 and a2 correspond to diﬀerence subdivision schemes satisfying commu-
tation formulas
Sa1Δ(1,0)p = Δ(1,0)Sap Sa2Δ(0,1)p = Δ(0,1)Sap
Denote
aij =
ai
1 + z−1j
ai3 =
ai
1 + z−12 z
−1
1
i, j = 1, 2, i = j (4.15)
It is easy to show for a symmetric scheme that if a1 is ﬁnite, then a2, a12, a21, a13, a23
are all ﬁnite. The polynomial a(z) can be written in the following form:
a(z) =
1
2
(
1 + z−11
) (
1 + z−12
) (
1 + z−12 z
−1
1
)
q(z1, z2)z1z2 (4.16)
with q(z1, z2) satisfying q(z1, z2) = q(z2, z1) = q(z−12 , z1z2), as the rotation of the
grid by π/3 corresponds to the transformation z1 → z−12 , z2 → z1z2. The polynomials
a12, a21, a13, a23 satisfy
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a1(z1, z2) = a2(z2, z1), a12(z1, z2) = a21(z1, z2), a13(z1, z2) = a23(z2, z1) (4.17)
We can can ﬁnd the estimate for γ in (4.8) using the L∞ norms of the subdivision
operators; for S we get
D(SNp) = max(
∥∥Δ(0,1)SNp∥∥∞,∥∥Δ(1,0)SNp∥∥∞)
= max(
∥∥SNa2Δ(0,1)p∥∥∞,∥∥SNa1Δ(1,0)p∥∥∞) ≤
≤ max(∥∥SNa2∥∥∞∥∥Δ(0,1)p∥∥∞,∥∥SNa1∥∥∞∥∥Δ(1,0)p∥∥∞)
As a1(z1, z2) = a2(z2, z1), the norms of the corresponding subdivision operators are
equal and
D(SNp) ≤ ∥∥SNa1∥∥∞D(p) (4.18)
Thus, γ can be taken to be
∥∥SNa1∥∥∞ for any N . N should be chosen in such a way that the
norm is less than 1; in addition we may try to improve our estimate of the convergence rate
by choosing larger N , to minimize the number of subdivision steps required to guarantee
the necessary precision. For any scheme an optimal N has to exist, as large N are clearly
non-optimal (subdivision has to be evaluated for all levels at least up to N).
To prove that the characteristic map is regular, using Theorem 4.5 we need to estimate
the Jacobian of the map, i.e., the partial derivatives of the limit functions of subdivision.
In the case of schemes with Laurent polynomials that can be factored in the way described
above, approximation of partial derivatives can be done using a similar approach applied
to the schemes for the derivatives S2a1 and S2a2 (in a more general case we would have to
use a single matrix subdivision scheme acting on the vector of diﬀerences).
When choosing the contraction functions, we have to ensure that there is a convenient
commutation relation associated with this function. In the case of schemes for derivatives,
the following contraction functions turn out to be convenient:
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D1(p) = max(Δ(1,1),Δ(0,1)) and D2(p) = max(Δ(1,1),Δ(1,0)) (4.19)
For the scheme S2a1 we get by triangle inequality
D1(SN2a1Δ(1,0)p) = max
(∥∥Δ(1,1)SN2a1Δ(1,0)p∥∥∞,∥∥Δ(0,1)SN2a1Δ(1,0)p∥∥∞) =
= max
(∥∥SN2a13Δ(1,1)Δ(1,0)p∥∥∞,∥∥SN2a12Δ(0,1)Δ(1,0)p∥∥∞) ≤
≤ max (∥∥SN2a13∥∥∞,∥∥SN2a12∥∥∞)D1(Δ(1,0)p)
Thus, the following estimate holds for the derivative scheme S2a1
D1
(
SN2a1Δ(1,0)p
) ≤ max (∥∥SN2a13∥∥∞,∥∥SN2a12∥∥∞)D1 (Δ(1,0)p) = γ1D1 (Δ(1,0)p) (4.20)
In a similar way, for the derivative scheme S2a2 we get
D2
(
SN2a2Δ(0,1)p
) ≤ max (∥∥SN2a23∥∥∞,∥∥SN2a21∥∥∞)D2 (Δ(0,1)p) = γ2D2 (Δ(0,1)p) (4.21)
Estimates of c. Estimates of constant c in (4.8) can be obtained by considering the
subdivision scheme Sa−b, where b is the Laurent polynomial for the midpoint subdivision
given by the formula
b(z1, z2) =
1
2
(
1 + z−11
) (
1 + z−12
) (
1 + z−12 z
−1
1
)
z1z2
The following obvious fact plays an important role in our derivations, so we state it as
a separate proposition:
Proposition 4.9. For any pair of aﬃne-invariant uniform schemes S and T with Laurent
polynomials s(z) and t(z), the polynomial s(z) − t(z) corresponding to their diﬀerence can
be factored in the following ways:
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s(z)− t(z) = p11(z)(z−11 − 1) + p12(z)(z−12 − 1)
s(z)− t(z) = p21(z)(z−11 − 1) + p23(z)(z−11 z−12 − 1)
s(z)− t(z) = p32(z)(z−12 − 1) + p33(z)(z−11 z−12 − 1)
Proof. As both schemes are aﬃne-invariant, they reproduce constants. Therefore, the fol-
lowing sums are 1:
∑
i,j
a2i+a 2j+b = 1, a, b ∈ {0, 1}
Therefore, the sum of all coeﬃcients of each Laurent polynomial is 4, and the sum of
the coeﬃcients of their diﬀerence is 0. This means that the pair (1, 1) is a solution of the
equation s(z)−t(z) = 0. It follows that the polynomial admits the ﬁrst decomposition. Any
Laurent polynomial in z1 and z2 can be rewritten as a polynomial in y1 = z1 and y2 = z1z2
or y1 = z2 and y2 = z1z2. If z1 = z2 = 1, then y1 = y2 = 1 in both cases, and we can obtain
the second and the third decomposition.
Using this proposition, we can write a− b in the following form:
a(z1, z2)− b(z1, z2) = b(z1, z2)
(
p1(z1, z2)(z−11 − 1) + p2(z1, z2)(z−12 − 1)
)
(4.22)
Note that z1−1 is the Laurent polynomial for Δ(1,0) and z2−1 is the Laurent polynomial
for Δ(0,1). Deﬁne polynomials
b1(z1, z2) =
b(z1, z2)
1 + z−11
, b2(z1, z2) =
b(z1, z2)
1 + z−12
, b3(z1, z2) =
b(z1, z2)
1 + z−11 z
−1
2
(4.23)
Then we have the following estimate:
‖Sa−bp‖∞ ≤
(‖Sb1p1‖∞ + ‖Sb2p2‖∞)D(p) (4.24)
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For the derivatives, instead of using midpoint subdivision as a comparison scheme, we
use one of the piecewise constant schemes corresponding to the polynomials b1, b2, b3.
As q(z1, z2) deﬁned in (4.16) satisﬁes q(z1, z2) = q(z−12 , z1z2), 1− q can be decomposed
as p12(z−12 − 1) + (z−11 z−12 − 1)p13 or as p21(z−11 − 1) + (z−11 z−12 − 1)p23. Note that we can
choose polynomials p12, p13, p21, p23 to be p12 = −z−11 p1(z1z2, z−11 ), p13 = p1(z1z2, z−11 ),
p21 = −z−12 p1(z−12 , z1z2), p23 = p1(z−12 , z1z2).
Similar to (4.24) we get
∥∥S2a1−2b1Δ(1,0)p∥∥∞ ≤ (‖S2b12p12‖∞ + ‖S2b13p13‖∞)D1(Δ(1,0)p) = c1D1(Δ(1,0)p) (4.25)
where bik are deﬁned similarly to bk, with b replaced by bi. For the other partial derivative,
we have a similar expression and by symmetry c1 = c2.
Here is a summary of the estimates, m ≥ N − 1:
• For the limit function f :
‖f − Lm‖∞ ≤
c
1− γ
⎛⎝γ N−1∑
q=1
D
(
pm−q
)
+D (pm)
⎞⎠ γ = ∥∥SNa1∥∥∞, c = ‖Sb1p1‖∞ + ‖Sb2p2‖∞
(4.26)
• For the derivatives:
∥∥∥∥ ∂∂x1 f − Lm1
∥∥∥∥
∞
≤ c1
1− γ1
⎛⎝γ1 N−1∑
q=1
D1
(
Δ(1,0)p
m−q)+D1 (Δ(1,0)pm)
⎞⎠
γ1 = max
(∥∥SN2a13∥∥∞,∥∥SN2a12∥∥∞) , c1 = (‖S2b12p12‖∞ + ‖S2b13p13‖∞)
(4.27)
∥∥∥∥ ∂∂x2 f − Lm2
∥∥∥∥
∞
≤ c2
1− γ2
⎛⎝γ2 N−1∑
q=1
D2
(
Δ(0,1)p
m−q)+D2 (Δ(0,1)pm)
⎞⎠
γ2 = max
(∥∥SN2a21∥∥∞,∥∥SN2a23∥∥∞) , c2 = (‖S2b21p21‖∞ + ‖S2b23p23‖∞)
(4.28)
where Lmi = S
m
2ai
are the approximations of the derivatives generated using the basis
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functions corresponding to S2bi (piecewise constant).
In all estimates above we need to compute the L-inﬁnity norm of Laurent polynomials
for powers of subdivision schemes. These norms can be computed using the formulas [6]
∥∥SN∥∥∞ = max{âNi,j , 0 ≤ i, j ≤ 2N − 1} , âN =∑
k,l
∣∣∣aNi−2Nk,j−2N l∣∣∣ (4.29)
where aNi,j are the coeﬃcients of a(z)a(z
2) · · · a(z2N−1).
In particular, the Butterﬂy scheme is characterized by the polynomial a(z1, z2) with
q(z1, z2) being
q(z1, z2) = 1− 116(2z
−2
1 z
−1
2 + 2z
−2
2 z
−1
1 − 4z−11 z−12 − 4z−11
− 4z−12 + 2z−11 z2 + 2z1z−12 + 12− 4z1 − 4z2 − 4z1z2 + 2z21z2 + 2z1z22) (4.30)
‖Sa1‖∞ =
7
8
,
∥∥S2a1∥∥∞ = 3164 , ∥∥S3a1∥∥∞ = 2611024 , ‖Sb1p1‖∞ + ‖Sb1p1‖∞ = 12 (4.31)
‖S2a12‖∞ = 1,
∥∥S22a12∥∥∞ = 78 , ∥∥S32a12∥∥∞ = 1116 , (4.32)
‖S2a13‖∞ = 1,
∥∥S22a13∥∥∞ = 78 , ∥∥S32a13∥∥∞ = 1116 , (4.33)
‖S2b12p12‖∞ + ‖S2b13p13‖∞ = 2 (4.34)
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4.4 Convergence Rates for Schemes with Creases on Regular
Complexes
It is often desirable to introduce a smooth or sharp one-dimensional feature on a surface.
A common way of introducing sharp features is to separate the surface into several surface
patches which match along an edge. When a smooth feature is introduced, it is typically
done by increasing the number of control points on the surface near the crease. An alterna-
tive method of introducing sharp edges into a subdivision surface was proposed by Hoppe et
al. [32]; the main idea of the approach is to modify the subdivision rules near tagged edges
of the initial mesh so that the limit surface becomes non-smooth at that edge. A related
idea was used by B. Barsky [3] for β-splines, who added tension parameters to the spline
basis functions. In both cases it is not necessary to increases the number of control points
of a surface to introduce a crease; only manipulation of the tags or tension parameters is
required.
We extend the idea of modiﬁcation of subdivision rules to add tension parameters to
subdivision, and study C1-continuity of the resulting families of schemes.
In this section we consider the behavior of subdivision schemes with modiﬁed rules along
an edge on a regular complex.
To analyze C1-continuity for extraordinary vertices, we need to derive estimates on
convergence of the partial derivatives of a scheme similar to those in Section 4.3.
Note that we develop a method for asserting C1-continuity of a particular parameteri-
zation of the surface (the dyadic parameterization over the plane). If this parameterization
is not C1-continuous, in general it does not mean that the surface is not C1-continuous; our
conditions are suﬃcient but it is not known if they are necessary.
4.4.1 Deﬁnitions
We restrict ourselves to the simplest class of schemes with creases deﬁned as follows:
Deﬁnition 4.2. A crease subdivision scheme S with uniform coeﬃcients a0ij,i, j ∈ Z and
crease coeﬃcients ci,2j, i, j ∈ Z is a linear operator on sequences p(vi,j) = pij,i, j ∈ Z,
such that
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[Sp]ij =
∑
l,m a
0
i−2m,j−2lplm for j = 0 (4.35)
[Sp]i0 =
∑
l,m ci−2m,−2lplm (4.36)
In this deﬁnition special coeﬃcients are used to compute values at vertices on the x-axis
in the parametric plane. It is clear from this deﬁnition that the scheme is stationary but not
uniform. The crucial observation for analysis of schemes of this type is that Theorem 3.1
from [6] and the estimates 4.10 do not use the assumption that the scheme is uniform.
However, the lack of translation invariance does not allow us to use Laurent polynomials
to represent the schemes. Nevertheless, we can derive convergence estimates for crease
subdivision schemes in a similar way, considering several separate cases.
As we would like to introduce parameters into subdivision, we would like to estimate
convergence rates for parametric families of subdivision schemes, rather than schemes with
ﬁxed coeﬃcients. In order to do this eﬃciently, we further restrict the type of schemes
that we consider, assuming that there is one parameter k, and the crease coeﬃcients are
computed using linear interpolation
c(k)ij = akij = (1− k)a0ij + ka1ij, 0 ≤ k ≤ 1 (4.37)
where a1ij are coeﬃcients for a sharp crease, that is, when the limits of the partial
derivatives are diﬀerent on the diﬀerent sides of the x-axis.
The case k = 0 corresponds to the uniform scheme; the case k = 1 corresponds to a
sharp crease.
We use notation Sk for the uniform scheme with coeﬃcients akij . We denote by a
k(z1, z2)
the Laurent polynomial with coeﬃcients akij. Sk is not the crease subdivision scheme; it
is the uniform scheme that uses the coeﬃcients of the crease scheme everywhere, rather
than only at the x-axis. We use notation D = S0 − S1, with the Laurent polynomial
d(z) = a0(z)− a1(z).
149
As in Section 4.3, we assume that the Laurent polynomials a0, a1 have the form
al(z) = b(z)ql(z) =
1
2
z1z2(z−11 + 1)(z
−1
2 + 1)(1 + z
−1
1 z
−1
2 )q
l(z) (4.38)
In addition, we assume that
d(z) = (z−12 − 1)d˜(z) (4.39)
where z˜ is a ﬁnite Laurent polynomial. Both assumptions can be relaxed, but it would
make the exposition somewhat more complex. The speciﬁc schemes that we consider satisfy
this requirement, and we restrict our derivations to this special case.
In the case of crease schemes, it is not suﬃcient to consider scalar schemes for estimating
the convergence rate even with the assumption (4.38), as we did in Section 4.3. Recall ([6],
Section 2.4) that a matrix stationary uniform subdivision scheme is a linear operator on
the sequences of vectors pij ∈ Rn
[Sp]ij =
∑
l,m
aTi−2l,j−2mplm, i, j ∈ Z (4.40)
where aij are n × n matrices. In general, there is no subdivision scheme that would
allow to compute forward diﬀerences in a particular direction on a ﬁner level from the
forward diﬀerences in the same direction on the coarser level. However, if a scheme S is
parametrically C1-continuous, there is a matrix subdivision scheme S′ that allows us to
compute the gradient of the limit function starting with the vector of forward diﬀerences.
This scheme satisﬁes the commutation formula
Δ12Spij = S′Δ12pij (4.41)
where Δ12pij = [pi+1 j−pij, pi j+1−pij ]T . The index of Δ refers to the particular pair of
forward diﬀerences that is used. The three direction vectors (0, 0), (0, 1) and (1, 1) are often
used throughout the derivations; to make the notation less cumbersome, we assign numbers
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1, 2,3 to (1, 0), (0, 1), (1, 1) respectively and use 1,2,3 in indices instead of direction vectors:
Δ(1,0) = Δ1, Δ(0,1) = Δ2, Δ(1,1) = Δ3. Clearly, we can deﬁne Δ in (4.41) using any pair of
independent forward diﬀerences; it is useful to consider Δ13pij = [pi+1 j−pij, pi+1 j+1−pij]T
and Δ23pij = [pi j+1 − pij , pi+1 j+1 − pij]T .
We use three operators acting on schemes, both uniform and nonuniform, and on Laurent
polynomials for uniform schemes.
1. For any scheme S, the scheme S′l , l = 1, 2, 3, satisﬁes
ΔlSp = S′lΔlp (4.42)
Note that S′ may not exist. Our assumptions guarantee existence of such schemes for
Sk.
If S is uniform, the polynomials a′l(z) corresponding to S
′
l as in previous section satisfy
a′1(z) =
a(z)
z−11 + 1
, a′2(z) =
a(z)
z−12 + 1
, a′3(z) =
a(z)
z−11 z
−1
2 + 1
(4.43)
2. Next we deﬁne for any scheme S S¯l, l = 1, 2, 3 a scheme
Sp = S¯lΔlp (4.44)
Again, S¯ need not exist. If S is uniform, the polynomials a¯(z) satisfy
a¯1(z) =
a(z)
z−21 − 1
, a¯2(z) =
a(z)
z−22 − 1
, a¯3(z) =
a(z)
z−21 z
−2
2 − 1
(4.45)
3. Finally, operator Z(a,b) is deﬁned by
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[
Z(a,b)p
]
ij
= pi+a j+b (4.46)
For (a, b) being one of (0, 1), (1, 0), (1, 1) we use the notation Z1, Z2, Z3. The corre-
sponding polynomials are
Z1(z) = z−11 , Z2(z) = z
−1
2 Z3(z) = z
−1
2 z
−1
1
The following list of relations allows us to manipulate schemes in a formal way:
Δl = Zl − 1 (4.47)
ΔlS = S′lΔl (4.48)
S = S¯lΔl (4.49)
Sk = S0 − kD (4.50)
where l = 1, 2, 3. The relations above using S′ and S¯ are valid only when these
schemes are deﬁned for a given S.
4.4.2 Commutation Formulas
In this section our goal is to derive commutation formulas for the crease schemes and
schemes for their partial derivatives under the assumptions (4.38) and (4.39). Once we
have expressions for the schemes in commutation formulas, it is straightforward to obtain
contractivity estimates necessary to apply (4.10), using formulas similar to the ‖·‖∞-norm
expressions for polynomials.
In the following formulas we use i, j to specify the domain for the formulas deﬁning
nonuniform schemes; if A, B, C are uniform subdivision schemes, then the expression
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S =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
A if j = 0,−1
B if j = 0
C if j = −1
is equivalent to [Sp]ij =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[Ap]ij if j = 0,−1
[Bp]ij if j = 0
[Cp]ij if j = −1
Expanding the deﬁnition of a crease scheme using Dl = Zl − 1, Sk = S0 − kD, and the
fact that Δ and Z commute, we get
Δ2S =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Δ2S0 if j = 0,−1
Z2S
0 − Sk if j = 0
Z2S
k − S0 if j = −1
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Δ2S0 if j = 0,−1
Δ2S0 + kD if j = 0
Δ2S0 − kZ2D if j = −1
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
S0
′
2Δ2 if j = 0,−1
S0
′
2Δ2 + kD¯2Δ2 if j = 0
S0
′
2Δ2 − kZ2D¯2Δ2 if j = −1
Thus, we can deﬁne
S′2 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
S0
′
2 if j = 0,−1
S0
′
2 + kD¯2 if j = 0
S0
′
2 − kZ2D¯2 if j = −1
(4.51)
For S′1 we get
Δ1S =
⎧⎪⎨⎪⎩
Δ1S0 if j = 0
Δ1Sk if j = 0
=
⎧⎪⎨⎪⎩
S0
′Δ1 if j = 0
(1− k)S0′1Δ1 + kS1′1Δ1 if j = 0
= S′1Δ1 (4.52)
The motivation behind the assumptions (4.38) and (4.39) was to make it possible to
deﬁne S′1 and S′2 as scalar, not matrix, subdivision schemes.
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We outline brieﬂy the derivation for the matrix scheme S′ for the cases when the condi-
tion on D does not hold. It is not possible to use D¯2. Instead, we can apply Proposition 4.9
to d(z): the polynomial d(z) can be decomposed as pd1(z)(z
−1
1 − 1) + pd2(z)(z−12 − 1); com-
bined with assumption that both a0(z) and a1(z) are divided by b(z), we we obtain a
decomposition
d(z) = qd1(z)(z
−2
1 − 1) + qd2(z)(z−22 − 1)
We can factor Δ1 out of the ﬁrst term and Δ2 out of the second term. Thus, we express
Δ2S as AΔ1+BΔ2 where A and B are some schemes. This gives us two components of the
matrix. The other two components are easily obtained from the expression for S′1 above.
Next, we derive commutation formulas for the schemes S′1 and S′2. Note that 2S′1
and 2S′2 converge to the partial derivatives of the limit function of subdivision when it is
C1-continuous. The goal of our calculations is to obtain estimates for convergence using
contractivity functions; we are going to use the function D1(p) = max (‖Δ1p‖∞, ‖Δ3p‖∞)
for S′2 and D2(p) = max (‖Δ2p‖∞, ‖Δ3p‖∞) for S′1. Thus we need commutation formulas
for Δ3.
For Δ1S′2 we obtain
Δ1S′2 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Δ1S0
′
2 if j = 0,−1
Δ1S0
′
2 + kΔ1D¯2 if j = 0
Δ1S0
′
2 − kZ2Δ1D¯2 if j = −1
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
S0
′′
21Δ1 if j = 0,−1
S0
′′
21Δ1 + kD¯
′
21Δ1 if j = 0
S0
′′
21Δ1 − kZ2D¯′21Δ1 if j = −1
Deﬁne
S′′21 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
S0
′′
21 if j = 0,−1
S0
′′
21 + kD¯
′
21 if j = 0
S0
′′
21 − kZ2D¯′21 if j = −1
(4.53)
Then Δ1S′2 = S′′21Δ1.
For Δ3S′2 we get
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Δ3S′2 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δ3S0
′
2 if j = 0,−1,−2
Z3S
0′
2 − S0′2 − kD¯2 if j = 0
Z3S
0′
2 + kZ3D¯2 − S0′2 + kZ2D¯2 if j = −1
Z3S
0′
2 − kZ3Z2D¯2 − S0′2 if j = −2
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
S0
′′
23Δ3 if j = 0,−1,−2
S0
′′
23Δ3 − kΔ3D¯2 if j = 0
S0
′′
23Δ3 + k(Z3 + Z2)Δ3D¯2 if j = −1
S0
′′
23Δ3 − kZ3Z2Δ3D¯2 if j = −2
As we have observed, d(z) can be decomposed as
d(z) = qd1(z)(z
−2
1 − 1) + qd3(z)(z−21 z−22 − 1)
Denote Qd1 and Q
d
3 the schemes corresponding to polynomials q
d
1(z) and q
d
3(z).
Thus, we can write the following commutation formula
Δ3D = Qd1Δ1 +Q
2
3Δ3
Thus for Δ3S′2 we get
Δ3S′2 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
S0
′′
23Δ3 if j = 0,−1,−2
(S0′′23 − k ¯[Qd3]2)Δ3 − kQ¯d12Δ1 if j = 0
(S0′′23 + k(Z3 + Z2)
¯[Qd3]2)Δ3 + k(Z3 + Z2)
¯[Qd1]2Δ1 if j = −1
(S0′′23 − kZ3Z2 ¯[Qd3]2)Δ3 − kZ3Z2 ¯[Qd1]2Δ1 if j = −2
(4.54)
Deﬁne two diﬀerence schemes
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S′′23,3 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
S0
′′
23 if j = 0,−1,−2
(S0′′23 − k ¯[Qd3]2) if j = 0
(S0′′23 + k(Z3 + Z2)
¯[Qd3]2) if j = −1
(S0′′23 − kZ3Z2 ¯[Qd3]2) if j = −2
S′′23,1 =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if j = 0,−1,−2
−kQ¯d12 if j = 0
k(Z3 + Z2) ¯[Qd1]2 if j = −1
−kZ3Z2 ¯[Qd1]2 if j = −2
(4.55)
Then
Δ3S′′2 = S23,3Δ3 + S23,1Δ1
.
For Δ2S′1 and Δ3S′1 we have
S′′12 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
S0
′′
12 if j = 0,−1
S0
′′
12 + kD¯′12 if j = 0
S0
′′
12 − kZ2D¯′12 if j = −1
S′′13 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
S0
′′
13 if j = 0,−1
S0
′′
13 + kD¯′13 if j = 0
S0
′′
13 − kZ3D¯′13 if j = −1
(4.56)
The commutation formulas for S′1 are Δ2S
′
1 = S
′′
12Δ2, Δ3S
′
1 = S
′′
13Δ3.
Commutation formulas could be derived in full generality for a matrix scheme with
4 components instead of the pair S′1 and S
′
2 and a matrix scheme with 16 components
instead of S′′12, S′′13, S′′21, S′′23,1, S′′23,3 using polynomial decompositions of the type used for d.
Whenever a scheme is aﬃne-invariant, decompositions of this type are guaranteed to exist.
Further, for schemes with negative coeﬃcients, the schemes S′1 and S′2 may be non
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contractive (the Butterﬂy scheme being the primary example). Then it is necessary to
consider powers of the scheme. The commutation formulas above have to be applied several
times in such cases.
Comparison Schemes. The commutation formulas above allow us to estimate the rate
of convergence (γ in the equation (4.10)) in the way described below; we also need to
estimate the constant c, the measure of approximation by a comparison scheme. If we use
piecewise linear subdivision scheme Sb as the comparison scheme for the limit function of
S, it is natural to use piecewise constant schemes Sb1, Sb2 deﬁned in the previous section,
as the comparison schemes for partial derivatives, as the limit functions of these schemes
are derivatives of the piecewise linear function generated by Sb, whenever these derivatives
are deﬁned.
To estimate S′1 − Sb1 in terms of the contractivity function D1 it is suﬃcient to factor
out Δ2 and Δ3. Using Proposition 4.9, we can write the diﬀerence a′1 − b1 as b12p12(z−11 −
1) + b12p13(z−12 z
−1
1 − 1)
Thus,
S′1 − Sb1 =
⎧⎪⎨⎪⎩
Sb12p12Δ1 + Sb13p13Δ3 if j = 0
Sb12p12Δ1 + (Sb13p13 + kD¯′13)Δ3 if j = 0
(4.57)
and
S′2 −B2 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Sb21p21Δ1 + Sb23p23Δ3 if j = 0,−1
(Sb21p21 + k
¯[Qd1]2)Δ1 + (Sb23p23 + k
¯[Qd3]2)Δ3 if j = 0
(Sb21p21 − kZ2 ¯[Qd1]2)Δ1 + (Sb23p23 − kZ2 ¯[Qd3]2)Δ3 if j = −1
(4.58)
Convergence parameters. Finally, we discuss how to compute convergence parameters
γ and c given the commutation formulas. Suppose that a scheme S satisﬁes relations of the
type
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ΔiS = SiiΔi + SijΔj
ΔjS = SjiΔi + SjjΔj
Then we can make an estimate of the convergence rate using the function Dij(p) =
max(‖Δip‖∞, ‖Δjp‖∞):
Dij(Sp) = max
(‖SiiΔip+ SijΔjp‖∞, ‖SjiΔip+ SjjΔjp‖∞) ≤
≤ max (max(‖Sii‖∞, ‖Sij‖∞)Dij(p),max(‖Sji‖∞, ‖Sjj‖∞)Dij(p)) ≤
≤ max (‖Sii‖∞, ‖Sij‖∞, ‖Sji‖∞, ‖Sjj‖∞)Dij(p)
(4.59)
The last question that we have to address is calculation of the operator norms for
nonuniform subdivision schemes described above. An estimate of the norm from above is
the maximum of the norms of the uniform schemes that are used to construct the scheme
on each subdomain (j = 0,−1, j = 0, j = −1 for some of the schemes above). The norm
can be calculated precisely, if we exclude the sums in the formulas (4.29) that correspond to
the elements outside the domains: for example, if the scheme is used on the domain j = 0,
the coeﬃcients for odd j are never used.
4.5 The Algorithm for Checking C1-continuity of a Subdivi-
sion Scheme
The following algorithm can be used to check C1-continuity of a subdivision scheme on the
regular part of the surface and near an extraordinary point of a ﬁxed valence. Note that if
this test fails, the scheme still can be C1-continuous. It is likely, however, that the success
of the test is necessary for C1-continuity of a large class of schemes. This is a brief outline
of the algorithm; details of the implementation for particular types of schemes are discussed
in the next chapter.
1. Establish C1-continuity of the scheme on the regular complex; this may be known
a priori, as it is in the case of polynomial patches; otherwise, convergence estimates
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derived in this section can be used to check C1-continuity
2. Compute the convergence estimates for the scheme and the derivatives if they were
not computed on the ﬁrst step.
3. For the given valence, compute the eigenvectors with an initial precision.
4. Compute linear approximations to the characteristic map on a layer deﬁned in Sec-
tion 2.4 keeping track of the error bounds.
5. Test if the image of the layer is isolated from 0, using convergence estimates for the
limit function of subdivision. The test can either fail (layer is not isolated from 0)
or succeed (the layer is isolated from 0) or the result cannot be determined on this
subdivision level. If this test fails, the whole test fails. If the test is successful, it is
not repeated on the next subdivision level.
6. If the previous test is successful, compute the winding number of the approximation
to the outer boundary curve as described in Section 4.1. If it is not 1, the whole test
failed. If it is successful, this test is not repeated on the next subdivision level. This
test always either fails or is successful, as the winding number can be determined from
the linear approximation of the curve given that the previous test was successful.
7. Compute the lower and upper bounds for the minimum and maximum of the Jacobian
using the Jacobians of the linear approximation and convergence estimates. If the
minimal and maximal Jacobians have the same sign, the whole test is successful; if
the minimal and maximal Jacobians have diﬀerent signs, the whole test fails. If the
signs of Jacobians cannot be determined, compute the next subdivision approximation
and return to step 4.
4.6 Continuity with Respect to the Control Values
Convergence estimates derived in the previous sections allow us to examine smoothness
of subdivision for ﬁxed subdivision matrices; the estimates of Section 4.4 allow to analyze
smoothness of particular parametric families of schemes on regular complexes. To extend
this analysis of families to the neighborhoods of extraordinary points, we note that the
limit functions generated by subdivision are linear combinations of the basis functions with
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coeﬃcients being the control values. Clearly, the same is true for the derivatives of the
limit functions. Therefore, the limit functions and its derivatives are continuous functions
of control values. If the control values of a characteristic map continuously depend on a
parameter, as it is the case for crease schemes, it follows from regularity and injectivity of
a characteristic map for a particular value of the parameter that all characteristic maps for
nearby values of the parameter are also regular and injective, and corresponding schemes
are C1-continuous.
The same idea can be used to analyze smoothness of a given scheme on a k-regular
complex for arbitrary value of k. Suppose the scheme is deﬁned in such a way that some
properly chosen aﬃne transformations of control points of all sectors of the characteristic
map converge to one of a set of ﬁxed conﬁgurations as k → ∞. If for these conﬁgurations
we can prove regularity and if we can prove injectivity for all maps, then the scheme is
smooth for arbitrary k.
It is clear that this approach does not always work: for example, if the dominant eigen-
values of the subdivision matrix approach 1 as k → ∞, the limit conﬁgurations do not
produce regular maps. However, in this case from practical point of view for suﬃciently
large k, the behavior of the scheme is be indistinguishable from non-C1-continuous. More
precisely, the convergence rate for the derivatives is very slow. When the scheme is “stably
smooth” as k → ∞ (for example, modiﬁed Butterﬂy and Loop schemes described in the
next section), then smoothness for arbitrary k can be established by examining the limit
conﬁgurations if they exist.
To implement this approach, we need an estimate of the change of the limit function
and its derivatives given a change in the control values. As we cannot assume a closed-form
expression for the basis function and its derivatives, two approaches are possible. The ﬁrst
approach is to use the decomposition
f(t) =
∑
i,j
pijB(t− tij), tij = (i, j)
where t is a point in the regular topological complex identiﬁed with the plane in the
standard way, B(t) is the basis (scaling) function corresponding to the scheme, pi are the
control values. For schemes with bounded support the basis function has compact support
160
so for a ﬁxed t summation goes over a ﬁnite number of copies of the basis function. Let this
number be K. Using subdivision we can compute B theoretically with arbitrary precision.
Let the approximation error of our calculation be . Then we can easily obtain the following
estimate:
‖f(t)‖∞ ≤
∑
i,j
‖B(t− tij)‖∞‖p‖∞ +K (4.60)
where p is the vector of control values. However, the error term for realistic K may
be signiﬁcant for derivatives. By necessity, our estimates of the error  based on (4.10)
are quite conservative, especially in the case of schemes with negative coeﬃcients, such as
Butterﬂy. For a reasonable number of subdivision levels (≤ 10) the error term may still be
very large.
It is useful to derive a better estimate directly using contractivity functions.
‖f(t)‖∞ = ‖S∞p‖∞ ≤
∥∥∥∥∥
∞∑
i=0
(
Si+1 − Si) pm + pm∥∥∥∥∥
∞
≤
≤
∥∥∥∥∥
∞∑
i=0
(S −B)pm+i
∥∥∥∥∥
∞
+ ‖pm‖∞ ≤ c
∞∑
i=0
N−1∑
q=0
D(pm+iN+q) + ‖pm‖∞ ≤
≤ c
1− γ
N−1∑
q=0
D(pm+q) + ‖pm‖∞
Suppose m = kN + q0. Then
‖f(t)‖∞ ≤
c
1− γ
N−1∑
q=0
D(pkN+q0+q) + ‖pm‖∞ ≤
≤ cγ
k
1− γ
⎛⎝N−1∑
q=q0
D(pq) + γ
q0−1∑
q=0
D(pq)
⎞⎠+ ‖pm‖∞
Observe that D(p) ≤ 2‖p‖∞ for all choices of D(p) that we use. This leads to the
following estimate
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‖f‖∞ ≤
(
2cγ
m
N

1− γ
(
γ
mmodN−1∑
q=0
‖Sq‖∞ +
N−1∑
q=mmodN
‖Sq‖∞
)
+ ‖Sm‖∞
)
‖p‖∞ (4.61)
In the next chapter we will use this estimate to prove smoothness of the modiﬁed But-
terﬂy and Loop schemes on arbitrary k-regular complex; see the next chapter for details.
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Chapter 5 Algorithms for Veriﬁcation of
C1-continuity
In this chapter we describe in detail the algorithms for checking C1-continuity of subdi-
vision schemes outlined in the previous chapter. These algorithms are used to establish
C1-continuity of several subdivision schemes in the next chapter.
The main idea of all algorithms is to use a suﬃciently close linear approximation to the
characteristic map to determine regularity and injectivity of the characteristic map or a
family of suﬃciently close maps.
5.1 Error Types
In this section we discuss the types of error that have to be taken into account in our
algorithms.
Floating point error. Evaluating derivatives of subdivision schemes with slow conver-
gence may require a large number of subdivision steps. For example, approximately 7
levels of subdivision are necessary to determine whether the Jacobian changes sign 1
In practically all cases there is little hope to perform more than 3-4 subdivision steps
in symbolic form: the general data structures, memory management strategies and
arbitrary precision ﬂoating point implementations used in common symbolic algebra
packages make them diﬃcult to use for extensive computations. In addition, the gen-
eralized eigenvectors of the subdivision matrix quite often can be represented only
approximately. These factors suggest an implementation based on ﬁnite-precision
arithmetics.
As the goal of our algorithms is to establish certain properties of the characteristic
map precisely, we need to keep track of guaranteed lower and upper bounds for each
number. One approach would be to encode the precision in the number of digits used
1After the work described in this thesis was completed, we have developed an improved method which
allows us to determine if a map is regular with fewer subdivision steps; nevertheless, if the convergence of a
scheme is slow, implementations using a symbolic algebra system is not feasible.
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in the representation, as it is done in Maple or Mathematica. An alternative approach
is to represent the numbers as intervals.
The ideas of interval arithmetic date back at least to Moore’s work [43], [44]. The
IEEE 754 standard made possible consistent and eﬃcient implementations on a variety
of hardware (e.g., PROFIL/BLAS package [34]).
A number of approaches can be used to implement this type of arithmetic. One
approach would be to use IEEE standard operations “round to +∞” and “round to
−∞” to compute the upper and lower bounds of the intervals, as suggested in [60].
Another approach was implemented in the RealExpr package described in [65] and in
detail in [46] the BigFloat representation for numbers. A distinctive feature of this
package is that it does not rely on the hardware ﬂoating point and uses an arbitrary-
length integer representation for mantissas instead. Although this approach leads to
signiﬁcantly longer run times, it avoids the limitations on precision inherent in ﬁxed-
size representations. If our algorithm fails because the intervals for computed values
grow too large before it is possible to determine whether the scheme is C1-continuous
or not, we can simply increase the precision and rerun the algorithm.
We have compared implementations of our algorithms based on these two approaches
and found that at least for the examples that we have considered the hardware-based
implementation is suﬃcient.
Linear approximation error. This error is deﬁned by
approx = ‖Lm − f‖∞
where Lm is the linear or piecewise constant approximation obtained after m steps of
subdivision. The upper bounds on this error were derived in the previous chapter.
Control point approximation error. This type of error is deﬁned by
contr = ‖f [p]− f [p˜]‖∞
where p is the actual vector of control values, p˜ is the approximation of the vector of
control values. This error was estimated in Section 4.6. The input of our algorithms
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includes vectors of control points in interval representation; extending the intervals to
include all initial conﬁgurations of control points that are of interest, we can simul-
taneously examine C1-continuity of a parametric set of characteristic schemes for a
suﬃciently small ranges of parameters.
In all cases, the precise value is not known explicitly, and the error is not known either.
In our calculations we track an upper bound for the error, rather than the error itself. Below
we use the term “error” when referring to upper bounds.
The use of the interval representation allows us to obtain guaranteed bounds on the
results; however, not all operations on real numbers can be extended to the interval repre-
sentations. In the next subsections we deﬁne the representations precisely, introduce a set
of operations deﬁned on the interval representations and formulate the algorithms described
in chapter 4 in terms of these operations.
5.2 Interval Representations
In our algorithms, we use the following set of operations on the interval numbers: binary
+, −, ∗, /, min,max, unary −. In addition, for any number a, which has an exact repre-
sentation, and for any interval number X we can check if a belongs to X. For any interval
number X ceil(X) = X is the larger endpoint of the interval, and floor(X) = X is the
smaller endpoint.
Conversion of a rational number to an interval number can be regarded as a special case
of division. Also, given a ﬂoating point number with a known number of valid digits, we
can easily compute a corresponding interval representation with the error being determined
by the last valid digit.
Hardware-based interval representation. Each interval number X is a pair of ma-
chine ﬂoating point numbers (X,X). A real number a belongs to X if X ≤ a ≤ X.
Following Moore, we deﬁne the operations on the interval numbers. In the formulas below
the operations on hardware f.p. numbers performed in round-to-+∞ mode are denoted
with an arrow pointing up and operations performed in round-to-∞ with an arrow pointing
down.
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• addition
X + Y = X ↓ +Y , X + Y = X ↑ +Y
• subtraction
X − Y = X ↓ −Y , X − Y = X ↑ −Y
• multiplication
X · Y = min(X·Y ,X·Y ,X·Y ,X·Y )
X · Y = max(X·Y ,X·Y X·Y ,X·Y )
• division (assuming 0 /∈ Y )
X/Y = min(X ↓ /Y ,X ↓ /Y ,X ↓ /Y ,X ↓ /Y )
X/Y = max(X ↑ /Y ,X ↑ /Y ,X ↑ /Y ,X ↑ /Y )
• minimum
min(X,Y ) = min(X,Y ) min(X,Y ) = min(X,Y )
• maximum
max(X,Y ) = max(X,Y ) max(X,Y ) = max(X,Y )
BigFloat Number Representation. Part of this section is adopted from the work of
Ouchi [46].
Let B = 2c, where c = L/2 − 2, L is the number of bits used for representing an
integer. Each BigFloat number is a triple 〈m, err, exp〉 where
• m ∈ Z is mantissa, represented by an arbitrary-length integer;
• err ∈ N is the error normalized, i.e., be in the range 0 . . . 2L − 1;
• exponent exp ∈ Z, which is assumed to be in the range −2L−1 . . . 2L−1 − 1.
We say that a real number X belongs to a BigFloat x = 〈m, err, exp〉 if
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X ∈ [(m− err)Bexp, (m+ err)Bexp]
The general deﬁnition of a binary operation @ on two numbers x = 〈mx, errx, expx〉
and y = 〈my, erry, expy〉 is a number z = 〈mz, errz, expz〉, which satisﬁes the following
condition:
if a real X belongs to x and a real Y belongs to y, then X@Y belongs to z.
It would be desirable to minimize errzBexpz subject to the condition above and error
normalization conditions. Unfortunately, this is not computationally feasible, and in some
cases compromise formulas for computing z are adopted, which attempt to minimize the
error without sacriﬁcing the performance.
The formulas for the arithmetic operators are derived in [46]. Here we describe the
formulas for addition/subtraction and multiplication; the formulas for division are quite
complex and can be found in the cited work.
Addition/Subtraction. For the sum of two BigFloat numbers x and y, the sum is
deﬁned as follows.
Assume expx ≥ expy. If expx = expy
mz = mx +my
errz = errx + erry
expz = expx
If expx > expy and errx = 0,
mz = mxBexpx−expy +my
errz = erry
expz = expy
If expx > expy and errx > 0,
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mz = mx + sgn(my)
⌊|my|Bexpy−expx⌋
errz = errx + 5
expz = expx
In the last case the error may have to be renormalized. The deﬁnition for the diﬀerence
is similar.
Multiplication. The product of x and y is deﬁned by
mz = mxmy
errz = |mx|erry + |my|errx + errxerry
expz = expx + expy
The error has to be renormalized.
Min/Max. It is suﬃcient to deﬁne min. Several cases are possible (we assume that
expx ≥ expy):
1. expx = expy; if mx ≥ my,
mz = mx
errz = max(errx, erry −my +mx)
expz = expx
The case my < mx is similar with x and y exchanged.
2. expx > expy, mxBexpx−expy ≤ my and (mx − errx)Bexpx−expy > my − erry
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mz = mxBexpx−expy
errz = mxBexpx−expy −my + erry
expz = expy
If (mx − errx)Bexpx−expy <= my − erry then z = x.
3. expx > expy, mxBexpx−expy > my and (mx − errx)Bexpx−expy ≤ my − erry
mz = my
errz = my − (mx − errx)Bexpx−expy
expz = expy
If (mx − errx)Bexpx−expy > my − erry, then z = y.
5.3 Input of the Algorithms
In our description of the algorithms we do not assume any speciﬁc data structures for
representing the mesh; we assume that there is a way to iterate through all values in the
mesh and compute forward diﬀerences and second diﬀerences at all vertices where they are
deﬁned.
The algorithms compute linear approximation errors for the function and derivatives
using formulas (4.26), (4.27) and (4.59).
The input is a collection of 2D control points G0, typically a part or a whole control set
for the characteristic map, and constants γ,C, γj , Cj , j = 1, 2 estimating the convergence
rate of subdivision.
Formally, let G0 ∈ P(P,R2 ×R2) be a vector of 2D control points deﬁned on a subset
P of the regular complex identiﬁed with the plane with coordinates (t1, t2) in the usual
manner (Section 2.2). The values of G0 are represented using 2-vectors of interval numbers,
thus the range is R2 ×R2 (pairs of intervals) rather than R2 (pairs of numbers).
Let Φ = (f1, f2) be the limit function corresponding to these control points, deﬁned on
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a maximal subset D of |P | such that Ctrl0(D) ∈ P . Note that Φ is an interval function
with values in R2 ×R2. The range of such a function in R2 is the union all points y ∈ R2
such that y ∈ Φ(y) for some y. When Φ is deﬁned by interval approximations to dominant
generalized eigenvectors of a subdivision scheme, we call it an interval characteristic map.
Let P˜ i be the maximal subcomplex of P i (i-th subdivision of P ) such that Ctrl0(P˜ i) ⊂ P .
Let G˜i be the restriction of Gi to P˜ i. L˜i is the linear or piecewise constant extension of G˜i
to D.
The functions j(C, γ, G˜i, i), j = 1, 2, jk(Cj , γj , G˜i, i),j = 1, 2, k = 1, 2, compute linear
approximation errors at level i for the functions f1 and f2 and their partial derivatives,
using formulas (4.26), (4.27) and (4.59).
‖fj − Li‖∞ < j, j = 1, 2
∥∥∥∥ ∂fj∂tm − Li
∥∥∥∥
∞
< jm, m = 1, 2 j = 1, 2
To deﬁne the initial control net G0 more speciﬁcally, we consider the characteristic map
of a subdivision scheme on a k-regular complex Rk, with k ﬁxed.
As input to our algorithm we use the control set for a ring of triangles Ringk of Rk,
which have vertices vijl with i = 0 . . . k− 1, j = r1 . . . r2, l < j (see Figure 2.3 for notation).
We refer to this control set as the control net of the ring.
The inner and outer radii r1 and r2 are deﬁned by the following conditions:
• For any triangle T of Ringk
v000 /∈ Loc0(T )
• If ρm is the identiﬁcation of R0k and Rmk , then
(∪∞m=0|ρm(Ringk)|) ∪ {0} contains a neighborhood of 0
• r1 is the minimal value such that the ring satisfying the ﬁrst two conditions exist; r2
is the minimal value of r2 for r1.
Informally speaking, this means that the subdivision rules that are used to subdivide
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Figure 5.1: The ring Ring7 for the Loop scheme and 3 scaled copies of the ring; the ring
coincides with the domain of the characteristic map in the sense of Reif. The union of all
scaled copies is the interior of the 7-gon bounded by the outer boundary of Ring7 excluding
0.
Ringk are the subdivision rules that are used on the regular complex, and a neighborhood
of zero is covered by scaled copies of the ring as shown in the Figure 5.1.
The characteristic map in our sense restricted to Ringk coincides with the characteristic
map in the sense of Reif whenever it is deﬁned.
Note that although the only meaningful input to the whole algorithm is the control
net of the ring of the characteristic map, the subalgorithms (regularity test, isolation from
zero test, winding number calculation) can be used to determine properties of other maps
generated by subdivision, which need not be characteristic maps. In particular, we use
isolation from zero test and winding number computation to establish that the Butterﬂy
scheme does not satisfy a necessary condition for regularity.
5.4 Algorithm for Testing C1-Continuity for Fixed Valence
We deﬁne the algorithm for testing C1-continuity of subdivision on a k-regular complex for
ﬁxed k starting with the top level. The main algorithm uses a number of subalgorithms,
which will be described in subsequent sections. The following subalgorithms are used:
TestRegular tests whether the map deﬁned by the control net G0 has Jacobian of constant
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sign.
TestIsolZero tests whether the map has value 0.
TestInjective tests if the boundary curve of the map has winding number 1 or -1. As-
suming that the ﬁrst two tests succeeded, this means that the map is injective.
Assumptions: We assume that the dominant generalized eigenvectors deﬁning the char-
acteristic map are eigenvectors, to be able to apply Lemma 4.6.
Input:
G˜0k, the control net for Ringk;
convergence rate estimates C, γ, Ci, γNi , i = 1, 2. N is the number of levels of
subdivision used in (4.26) and (4.27). (For simplicity, we assume that it is the same
for the function and both derivatives.)
maxlevel The maximal number of levels of subdivision to perform.
If the algorithm is able to establish C1-continuity, it is established for all maps with
convergence described by the input constants or better, and with control points of the
characteristic maps belonging to the interval control points of G˜0. This fact can be used
to establish C1-continuity of certain types of schemes for arbitrary valence as explained in
Section 6.2.1.
Output:
true if the scheme is C1-continuous,
false if the scheme is not C1-continuous or the assumption
Φ−1(0) = {0} of Lemma 4.6 is not satisﬁed.
undefined if the algorithm cannot determine whether the scheme is C1-continuous,
but it might be possible to give a deﬁnite answer with more subdivision steps, and
fail if the algorithm could not determine C1-continuity and increasing the number of
subdivision steps does not help because the precision of the arithmetic is insuﬃcient.
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TestC1cont( G˜0k, C, γ, C1,2, γ
N
1,2, maxlevel)
isolationTestOK := injectiveTestOK := regularTestOK := undefined
for i = 0 to maxlevel
compute G˜ik
if isolationTestOK= true then
isolationTestOK := TestIsolZero(G˜ik, C,γ,max(1, 2))
if (isolationTestOK= false) then return false
endif
if (injectiveTestOK = true) and (isolationTestOK = true) then
injectiveTestOK := TestInjective(G˜ik, C,γ)
if (injectiveTestOK= false) or (injectiveTestOK= fail) then return injectiveTestOK
endif
if regularTestOK= true then
regularTestOK := TestRegular(G˜ik, C1,2,γ1,2)
if (regularTestOK= false) then return false
endif
if injectiveTestOK= true and isolationTestOK= true and regularTestOK= true then
return true
endfor
return undefined
5.5 Algorithm for Testing Regularity
This algorithm attempts to check if the limit function f has non-zero Jacobian everywhere
on D. This algorithm does not rely on any assumptions about the nature of G˜0 and can be
used on any initial control net.
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Input: G˜0, γj , Cj, j = 1, 2 as deﬁned above.
Denote Int(A) the subset of a set A of vertices of the regular complex such that if
vkl ∈ Int(A), then vk+1 l ∈ A and vk l+1 ∈ A, i.e., forward diﬀerences at this point can be
computed.
Output: true if the function is regular, false if not, undefined if the algorithm could
not make a decision.
For brevity, we omit the arguments of jk which are clear from the context.
TestRegular( G˜0, γ1,2, C1,2)
Jminmin := +∞, Jminmax := +∞
Jminmin := −∞, Jmaxmax := −∞
foreach vkl ∈ Int(G˜i)
d1 := G˜i(i + 1, j) − G˜i(i, j)
d2 := G˜i(i, j + 1)− G˜i(i, j)
compute 16 numbers Jl, l = 1 . . . 16
choosing signs in (d11 ± 11)(d22 ± 22)(d12 ± 12)(d21 ± 21)
Jmin := min(Jl, l = 1 . . . 16)
Jmax := max(Jl, l = 1 . . . 16)
Jminmin := min(Jmin, Jminmin) Jminmax := min(Jmax, Jminmax)
Jmaxmin := max(Jmin, Jmaxmin) Jmaxmax := max(Jmax, Jmaxmax)
if 0 /∈ Jminmax and 0 /∈ Jmaxmin
and Jminmax and Jmaxmin have diﬀerent signs then
return false
endforeach
if 0 /∈ Jminmin and 0 /∈ Jmaxmax
and Jminmin and Jmaxmax have the same sign then
return true
return undefined
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If we can make the precision of G˜0k arbitrarily high, our algorithm returns undefined
only if the Jacobian is zero at some points, but never changes the sign for all maps in the
set deﬁned by the intervals of the initial control points (assuming inﬁnite amounts of time
and memory available).
Note that the algorithm never returns fail. It seems to be reasonable to expect that
further reﬁnement does not help if 0 ∈ Jmin and 0 ∈ Jmax or 0 ∈ . Proving if this is indeed
the case is rather diﬃcult, so we do not use this condition for termination.
5.6 Algorithm For Testing Isolation from Zero
This algorithm determines if the range of the limit interval function produced by G˜0k is
further than δ from (0, 0) in ‖·‖∞ norm. This algorithm does not rely on any assumptions
about the nature of G˜0 and can be used on any initial control net. The idea of the algorithm
is straightforward: if it is known that the function is approximated within , and if all values
of the approximation are further than + δ from zero, the limit function cannot have value
zero.
Input: G˜0, γ,C, as deﬁned above; δ.
Output: true if the function has no value f(y) with ‖f(y)‖∞ < δ, false if it does,
undefined if the algorithm could not make a decision.
TestIsolZero( G˜i, C, γ, δ)
foreach vkl ∈ G˜i
d1 :=
∣∣∣G˜i1(vkl)∣∣∣− δ − 1
d2 :=
∣∣∣G˜i2(vkl)∣∣∣− δ − 2
if d1 and d2 are both negative then return false
if 0 ∈ d1 and 0 ∈ d2 then return undefined
endforeach
return true
This algorithm can be made considerably more eﬃcient if additional information is
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known: for example, if the map is regular on the domain, and the domain is a union of
triangles of the initial complex, then we can check these conditions by scanning only the
points on the boundary.
5.7 Algorithm for Testing Injectivity
Unlike the previous two algorithms, this algorithm is speciﬁc for characteristic maps. Here
we use the assumption that Lemma 4.6 can be applied. The generalized eigenvectors have
to be known in advance; the condition Φ−1(0) = {0} is tested by the algorithm. Given
that both components of Φ satisfy scaling relations, checking this condition is equivalent to
checking isolation from zero for a layer, which can be done using the algorithm from the
previous section. If we have established regularity for every top level triangle, we know that
the map has to be a covering. In this case it is suﬃcient to estimate the winding number
for the image of a simple curve that has zero in its interior region; the winding number can
be computed using projected length as described above.
Input: G˜0k, the interval control net for the characteristic map restricted to Ringk, γ,C,
as deﬁned above.
Output: true if the interval characteristic map is injective, false if it is not, undefined
if the algorithm could not determine the result.
Projected length is computed in the following way: for each linear segment of the piece-
wise linear approximation to the image of the boundary, we compute the projections of the
endpoints, determine on which sides of the square they ended up and compute the length
accordingly. We need not determine precisely the side of the square where the point is; it
is suﬃcient to determine a pair of adjacent sides. Number the sides of the square from 0 to
4 starting from the side on the line y = 1 (Figure 5.2). Note that this calculation may fail
as shown in the ﬁgure.
We deﬁne a function ComputeProj which computes the interval projective length of the
image of the outer boundary of the Ring at level i.
The function returns either the length or undefined or fail.
We use an auxiliary function Sides(x), which returns the set of sides of the unit square
that an interval point x intersects.
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Figure 5.2: Projecting an interval point onto the unit square. For the interval point A
unique side is deﬁned; for the interval point B two adjacent sides intersect the projection.
For the point C there are 3 sides intersecting projection. In this case, precision is insuﬃcient,
and the algorithm fails completely: it is unlikely that the problem disappears with further
subdivision. The absence of cases of this type can be guaranteed if the characteristic map
on the ring is suﬃciently well separated from 0 and the intervals for the control points are
small.
A side i is in Sides(x) if and only if the corresponding predicate is true:
for 1: (0 ∈ x1 − 1) and (0 /∈ x1 + 1)
for 2: (0 ∈ x2 − 1) and (0 /∈ x2 + 1)
for 3: (0 ∈ x1 + 1) and (0 /∈ x1 − 1)
for 4: (0 ∈ x2 + 1) and (0 /∈ x2 − 1)
(5.1)
we also deﬁne Next(vmr2 j) := Next(vmr2 j+1) if j < r2 − 1, and
Next(vmr2 r2−1) := Next(vm+1mod r2 0).
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ComputeProj(G˜i)
projLength := 0
for m := 0 to k − 1
for j := 0 to r2 − 1
ns := G˜ik(vmr2 j)/max(G˜
i
1(vmr2 j), G˜
i
2(vmr2 j))
nf := G˜i(Next(vmr2 j))/max(G˜
i
1(Next(vmr2 j)), G˜
i
2(Next(vmr2 j)))
if |Sides(ns)| > 2 or |Sides(nf )| > 2 then
return fail
intervSides := Sides(ns) ∪ Sides(nf )
if |intervSides| > 2 then return undefined
case intervSides
{1}:projLength += nf2 − ns2
{2}:projLength += ns1 − nf1
{3}:projLength += ns2 − nf2
{4}:projLength += nf1 − ns1
{1,2}:projLength += ns1 − nf1 + nf2 − ns2
{2,3}:projLength += ns1 − nf1 + ns2 − nf2
{3,4}:projLength += nf1 − ns1 + ns2 − nf2
{4,1}:projLength += nf1 − ns1 + nf2 − ns2
endcase
endfor
endfor
return projLength
The test is illustrated in Figure 5.3.
Now we can describe the algorithm for checking injectivity. As we compute the winding
number of the linear approximation to the image of the curve, we need to check that the
image is suﬃciently far from zero using the function TestIsolZero.
For the winding number to be 0, projected length has to be 8 (the perimeter of the
square).
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Figure 5.3: Projecting an interval into the unit square. The algorithm computes projected
length for interval A, but not for the interval B. It is possible to estimate the upper and
lower bounds for projected length in some cases of type B, but it may also happen that
the interval passes through 0 and its projected length is undeﬁned. Rather than further
analyzing this case, we choose to reﬁne the mesh further to reduce the length of the interval.
TestInjective(G˜ik, C, γ)
ProjLength= ComputeProj(G˜ik)
if (ProjLength= fail) or (ProjLength= undefined) then return ProjLength
if (0 ∈ ProjLength − 8) and (0 /∈ ProjLength) and ( 0 /∈ ProjLength − 16) then
return true
This is the only subalgorithm that can return fail.
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5.8 Conditions for Successful Completion
We say that the algorithm TestC1cont was successful if it returned true or false. Assum-
ing unlimited memory and time available, as well as arbitrary precision arithmetic (note
that we need arbitrary but ﬁnite precision, rather than exact arithmetic), the algorithm is
guaranteed to return true or false for a ﬁnite value of maxlevel if
• the Jacobian of the characteristic map either has constant sign or changes signs;
• or 0 is a value of the characteristic map in an internal point of the ring;
• or 0 is not the value of the characteristic map on the ring and the winding number of
the image of the bounding curve is not 1 or -1.
The time and/or space required to execute algorithms above grows linearly with the
valence k and size of the initial mesh G0. Dependence of the complexity on other parameters
is more diﬃcult to determine. Intuitively, it is clear that the number of subdivision steps
to be performed is proportional to | log γ|−1.
Arbitrary Valence. The algorithm that we have described in this section works for ﬁxed
valence k. For practical purposes it is typically suﬃcient to prove C1-continuity for a ﬁnite
number of valences. It is, however, desirable to be able to obtain more complete results
and prove C1-continuity for a scheme for arbitrary valence. It turns out that it is possible
with for certain classes of schemes; we describe the algorithm for verifying C1-continuity of
invariant schemes for arbitrary valence in Section 6.2.1; in the same section we also explain
how a similar approach can be used for a more general class of schemes.
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Chapter 6 Analysis of Speciﬁc Schemes
In this chapter we present analysis of several subdivision schemes. In each case, we present
a brief description of the scheme and its properties. Eigenvalues and generalized eigenvec-
tors of the subdivision matrices play an important role in our analysis. Most of the analysis
techniques developed in previous chapters apply to G-invariant schemes, which are invariant
with respect to sets G of isomorphisms of complexes described in Section 2.2.1. For invari-
ant schemes, that is, schemes that are invariant with respect to all possible isomorphisms of
complexes, we can establish necessary conditions for C1-continuity. that are easier to evalu-
ate. We derive some general formulas for the eigenstructure of invariant schemes that allow
us to understand the behavior of the schemes and synthesize new and improved schemes.
In the case of Modiﬁed Butterﬂy and Modiﬁed Loop schemes, we establish C1-continuity
for complexes with vertices of arbitrary valence.
C1-continuity of the Butterﬂy scheme on arbitrary complexes was not rigorously ana-
lyzed before, as all previous work on the analysis of subdivision surfaces relies on closed-form
expressions for the surface on the regular complex.
C1-continuity of the original Loop scheme was analyzed in [59] for complexes with
extraordinary vertices of valence up to 100. We show that Loop scheme is C1-continuous
for all valences. We use Loop scheme as an example to identify the origin of some common
problems with subdivision surfaces and discuss a modiﬁcation of the scheme that corrects
some of the problems. We prove that our modiﬁcation of the Loop scheme is C1-continuous
for all valences of extraordinary vertices.
Finally, we present a parametric family of schemes based on Loop that allows us to
create “soft creases” on the surface.
6.1 Invariant Schemes
Before discussing properties of particular schemes, we discuss some properties of a general
class of invariant schemes. General algorithms for verifying C1-continuity can be simpliﬁed
for invariant schemes and extended to handle all valences.
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All well-known subdivision schemes (Loop, Butterﬂy, Catmull-Clark, Doo-Sabin) belong
to this class (although some changes in notation are required to describe quadrilateral-based
schemes, essential properties are preserved). Useful examples of non-invariant schemes are
Hoppe’s piecewise smooth Loop scheme and Loop’s scheme with creases proposed in this
work.
The constructions of this section follow the ideas of Ball and Storry [2]; some of them
were presented in [66]. Similar constructions are presented by Peters and Reif [49].
However, in most common situations there is no restriction on isomorphisms that can
be used. For a k-regular complex there is a set of automorphisms that add additional
constraints on the subdivision rules that can be used. For a regular complex this set is even
larger and the number of degrees of freedom in such schemes is considerably reduced. In
most general form, such conditions can be written as
Si[K, v](p) = Si[K,ρ(v)](p ◦ ρ−1) for any p ∈ P(K) (6.1)
where Sj [K, v] is the subdivision function at a vertex v, ρ is an automorphism of the
complex K.
By linearity, any subdivision function can be written as
Si[K, v](p) =
∑
w
a(v,w)p(w),
where a(w, v) are the coeﬃcients of subdivision. Expanding (6.1) and substituting
w = ρ(w), we get
∑
w
a(v,w)p(w) =
∑
w
a(ρ(v), w)p(ρ−1(w)) =
∑
w
a(ρ(v), ρ(w))p(w) for any p ∈ P(K)
Taking p(w) = δ(w) (1 at w, 0 elsewhere) we get explicit conditions on coeﬃcients of
subdivision
a(v,w) = a(ρ(v), ρ(w)) (6.2)
183
In particular, for k-regular complexes with three-index numbering shown in Figure 2.6,
the set of automorphisms consists of rotations around the extraordinary vertex, mirror
reﬂections and their combinations; we start with considering only rotations, adding restric-
tions following from mirror symmetries later. We will use notation (sjl) for the vertex with
indices s,j and l. In our notation the formulas for rotations are particularly simple:
Rm ([sjl]) = [smod k jl]
where Rm is the automorphism of the k-regular complex corresponding to the rotation
of the plane by 2mπ/k.
This leads to the condition on the coeﬃcients of the scheme
a
(
(s′j′l′), (sjl)
)
= a
([
(s′ +m)mod k j′l′
]
, [(s+m)mod k jl]
)
for any m, j, j′ > 0
In the cases when j = 0 or j′ = 0 (one of v, w is the extraordinary vertex), we get
a ([0 0 0] , [sjl]) = a
(
[0 0 0] ,
[
s′jl
])
for any s, s′
a ([sjl] , [0 0 0]) = a
([
s′jl
]
, [0 0 0]
)
for any s, s′
(6.3)
This means that the coeﬃcients are functions of j,l,j′,l′ and (s− s′)mod k only.
This fact allows us to simplify analysis of subdivision matrices, in particular for schemes
with small control and localization sizes, for which the range of j and l that we have to
consider is small.
Let n = (j, l) for j >= 1. We introduce notation a ([sjl] , [s′j′l′]) = ann′(s − s′). It
follows from (6.3) that a ([0 0 0] , [sjl]) and a ([sjl] , [0 0 0]) and do not depend on s. This
allows us to introduce notation
bn = a ([0 0 0] , [sjl])
cn = a ([sjl] , [0 0 0])
a00 = a ([0 0 0] , [0 0 0])
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Let M be the localization size for the subdivision scheme on a k-regular complex. In this
case, the control set of U1 is a M -neighborhood of the extraordinary vertex. One sector of
this neighborhood (center excluded) contains M(M + 1)/2 = N vertices, the total number
of vertices being Nk + 1.
To write the subdivision matrix explicitly, we need to convert triple indices into single
indices. The matrix will have a convenient block form if we use the following rule for
translating indices
(s, j, l) → k(j(j + 1)
2
+ l) + 1 + s for j > 0, l < j, s = 0 . . . k − 1
Eﬀectively, we arrange the vertices “by symmetry class”: ﬁrst we enumerate all vertices
that can be obtained by rotation from the vertex (0, 1, 0), then (0, 2, 0), (0, 2, 1), etc.
The index (0, 0, 0) corresponds to index 0. For double indices n = (j, l) inside one sector,
we use the rule (j, l)− > j(j + 1)/2 for j > 0, l < j
With this ordering of vertices, the subdivision matrix has the form
S =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a00 bT0 · · · bTN−1
c0 A00 · · · A0N−1
...
...
. . .
...
cN−1 AN−1 0 · · · AN−1N−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(6.4)
where Ann′ are k × k matrices with entries ann′(s − s′), s, s′ = 0 . . . . Clearly, these
matrices are cyclic. bn denotes the vector [bn, . . . bn]T of size k with equal entries; similarly,
cn is the vector [cn, . . . cn]T .
A cyclic matrix can be reduced to a diagonal form using the DFT. As the subdivision
matrix has cyclic blocks, we can simplify the matrix applying DFT to each block. Let
D =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0T · · · 0T
0 1kDk · · · 0
...
...
. . .
...
0 0 · · · 1kDk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
185
where Dk is the DFT matrix with entries e−2πjl/k, j, l = 0 . . . k − 1, and 0 is the
zero vector of length k. The number of DFT blocks in D is N . We choose to include
the normalization factor 1k in D rather than in D
−1 because it will slightly simplify the
calculations later.
The inverse of this matrix is
D
−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0T · · · 0T
0 D¯k · · · 0
...
...
. . .
...
0 0 · · · D¯k
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Applying a similarity transform to S, we obtain a matrix with diagonal blocks Ânn′ =
1
kDkAnn′D¯k:
DSD−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a00 bT0 D¯k · · · bTN−1D¯k
1
kDkc0
1
kDkA00D¯k · · · 1kDkA0N−1D¯k
...
...
. . .
...
1
kDkcN−1
1
kDkAN−1D¯k 0 · · · 1kDkAN−1N−1D¯k
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
The matrices (1/k)DkAD¯k are diagonal with entries on the diagonal Dkann, where
a = [ann′(0) . . . ann′(k − 1)]. Note that vectors Dkbn and Dkcn have zeros in all positions
except the ﬁrst: Dkb = [kbn0 . . . 0]T .
Finally, the subdivision matrix can be reduced to block diagonal form by applying a
permutation. Let P be the permutation matrix mapping the index r = pk + q + 1, where
q ∈ {0 . . . k − 1} p ∈ {0 . . . N − 1} , to r′ = qN + p + 1; if we write an Nk + 1 vector v as
[f vT0 . . . v
T
N−1]
T where vj are vectors of length k and f a scalar, then Pv will be a vector
with f in the ﬁrst position, followed by N ﬁrst components of v0 . . . vN−1, followed by N
second components, etc.
Applying this permutation reduces the subdivision matrix to the block-diagonal form:
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P DSD−1P−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a00 b 0 · · · 0 0
1
kc B(0) 0 · · · 0
0 0 B(2πk ) · · · 0
...
...
. . .
...
0 0 · · · B(2πk ) 0
0 0 · · · 0 B(2(k−1)πk )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(6.5)
The matrix has k N × N blocks B(2ω) where ω = 0, π/k, 2π/k, . . . (k − 1)π/k. Each
B(2mπ/k) has entries [Dann′ ]m, i.e., is composed of m-th entries of DFT transforms of all
vectors bnn′ . For m = 0 we have to analyze a larger (N + 1) × (N + 1) matrix Z with
vectors b = [b0, · · · bN−1]T and (1/k)c = (1/k)[c0, · · · cN−1]T added on two sides. Note
that B(2mπ/k) = ¯B(2(k −m)π/k) and the eigenvalues of these blocks are conjugate. If
an eigenvalue happens to be real, and corresponds to the block B(2mπ/k) with m = k/2,
it necessarily has an eigenspace of dimension at least 2. If x is its complex eigenvector
obtained from an eigenvector of B(2mπ/k), a pair of real eigenvectors in this subspace
can be taken to be x and x. If an eigenvalue λ is complex, the two-dimensional real
eigenspace corresponding to λ and λ¯ is also spanned by x and x.
This representation of the subdivision matrix allows one to ﬁnd eigenvectors and eigen-
values of the matrix using eigenvalues and eigenvectors of smaller matrices B(ω) and the
matrix Z. For example, in the case when M = 3 which will be considered in greater detail
in the next section, the matrices B(2ω) are 6 × 6 and can be further reduced to 3 × 3;
eigenvalues and eigenvectors of 3 × 3 matrices and one 4 × 4 matrix can be computed
explicitly.
Each eigenvalue of the subdivision matrix is an eigenvalue of a block B(2mπ/k),m =
1 . . . k − 1 or Z. Each eigenvector can be obtained by taking an eigenvector of one of the
blocks, setting the rest of the entries to 0, and transforming it using DP . This means that
the eigenvectors have symmetries that can be used to establish necessary conditions on
location of dominant eigenvalues of the subdivision matrix.
A condition of this type was proposed in [49] (Theorem 3.1). Unfortunately, the proof
of that theorem is not formally correct as reported in the paper; some assumptions on
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the characteristic map, which are diﬃcult to verify, are implicitly used in the proof. The
theorem of Peters and Reif states that the dominant eigenvalues for a subdivision scheme
with injective characteristic map necessarily have to be the eigenvalues of the blocks B(1)
and B(2π(k − 1)/k). Intuitively, it appears that this is true for any “reasonable” subdivi-
sion scheme. However, it is possible to construct examples of C1-continuous schemes with
dominant eigenvalues in other blocks. Typically, such schemes would have noninjective
characteristic map. As it was shown in Chapter 3, injectivity of a characteristic map is not
strictly necessary for C1-continuity of the scheme. This contradicts Theorem 2.2 of [49]
which has several errors in the proof. However, the cases when the scheme is C1-continuous
and the characteristic map is not injective, are quite degenerate and are unlikely to be
practically useful.
We prove a weaker version of the conditions of Peters and Reif under some additional
assumptions. These additional assumptions are quite technical, and it would be desirable
to come up with more natural conditions.
Lemma 6.1. Let S be a invariant scheme, S its subdivision matrix for valence k. Suppose
that the subdivision matrix has a dominant pair of cyclic subspaces Jab , J
c
d corresponding to
the blocks B(2πm/k) and B(2π(k −m)/k), m = 1, the characteristic map of this pair of
cyclic subspaces has Jacobian which is not identically zero, and dimension of Jab ⊕ Jcd is 2.
Let λ be an eigenvalue of the block B(2π/k) and x a corresponding complex eigenvector.
Suppose that for the limit map f : U1 → R2 generated by the pair x, x the following
two conditions hold:
1. f−1(0) = {0}
2. there is a simple curve γ(t) : S1 → U˙1 such that the winding number of f(γ(t)) is 1 or
-1, and Im(γ) is invariant with respect to rotations of the plane by 2mπ/k, for integer
m.
Then the scheme is not C1-continuous.
Proof. Suppose the scheme is C1-continuous. It follows from the conditions of the lemma
that the parametric map Φ has to correspond to the pair of cyclic subspaces Jab and J
c
d and
coincide with the characteristic map. If the scheme is C1-continuous, f ◦Φ−1 : Φ(U1) → R2
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is well-deﬁned. U . This means that the curve f(γ(t)) can be written as f(Φ−1(Φ(γ(t)))). As
f−1(0) = 0, Φ−1(0) = 0 also, and the winding number for the curve Φ(γ(t)) is well-deﬁned.
Figure 6.1: This diagram shows the maps used in the proof of Lemma 6.1 for the case k = 7.
In this case the characteristic map Φ is generated by the eigenvectors of the blocks B(4π/7)
and B(10π/7).
The idea of the proof is to show that the curve f(γ) cannot be parameterized over the
image of γ′(t) = Φ(γ(t)) (Figure 6.1).
Consider Φ(γ(t)) on the part of the curve contained in one triangle of U1. It follows from
the invariance of the curve and structure of the generalized eigenvectors generating Φ that
the diﬀerence of the arguments at the endpoints is 2mπ/k; the change in the argument of
Φ(γ(t)) is 2mπ/k+2πl for some l. By symmetry, the total change of argument is 2π(m+lk)
and the winding number of γ′ = Φ(γ(t)) is 2π(m + lk).
As it was shown in Lemma 2.13, the mapping Φ : U1 → R2 can be extended to
the mapping Φ : R2 → R2. Note that Φ satisﬁes the conditions of Lemma 4.6 for a C1-
continuous scheme. Thus, it is a surjection from R2\{0} to R2\{0}. f is a homeomorphism
R2 \ {0} to R2 \ {0}. Clearly, f ◦ Φ−1 which is well-deﬁned, is also a homeomorphism of
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the same type. Moreover, it is not nullhomotopic because the image of f(γ(t)) is a curve
in R2 \ {0} not homotopic to 0.
The mappings
R2 \ {0} Φ−→ R2 \ {0} f◦Φ
−1
−→ R2 \ {0}
induce a pair of homomorphisms of fundamental groups, which are all Z:
Z Φ
∗−→ Z (f◦Φ
−1)∗−→ Z
any homomorphism Z → Z is of the form n → rn, where n ∈ Z, r is an integer.
This means that the combined homomorphism is of the form n → r1r2n. Recall that
the winding number of the curve in R2 \ {0} is the index of the corresponding element
of the fundamental group. As γ(t) is a simple curve, it corresponds to the element 1 of
the fundamental group. We have shown that Φ(γ(t)) = γ′(t) has index m + lk. The
winding number of the composition f
(
Φ−1(γ′(t))
)
must be a multiple of m+ lk. However,
by assumption of the Lemma it is 1 or -1; as k ≥ 3 and m < k, this is possible only if
m = 1.
It would be desirable to improve on the last lemma in a number of ways. Conditions
like Lemma 6.1 are primarily useful for proving non-C1-continuity of a scheme. Although
it is possible to check the condition on the winding number above using the techniques
that we have developed, the check is relatively complex and has to be performed for all
valences. It would be desirable to have a simpler procedure for rejecting schemes that are
not C1-continuous. For example, this potentially can be achieved describing constraints on
the coeﬃcients of the schemes and eigenvectors that would imply conditions of the Lemma.
6.2 Single Ring Schemes
Schemes with localization and control sizes ≤ 3 are particularly important in practice: all
well-known schemes belong to this class or its analog for the quadrilateral-based schemes.
It follows from the deﬁnition of the localization and control sizes that the stencils St(Kj , v)
of such subdivision schemes may include 1-neighborhoods for even vertices V ∈ V j and
1-neighborhoods of the two even neighbors of an odd vertex v ∈ V j+1 \ V j. Examples of
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such stencils are shown in Figure 6.3. The name “single ring” was suggested by the shape
of stencils. Several reasons make this class of schemes particularly important:
Eﬃciency Small stencils allow eﬃcient subdivision.
Simplicity If the stencils were larger, we would have to design rules for a variety of cases:
for example, if we were to include two rings into the stencil for an odd vertex, at least
on the top level we would have to deﬁne rules for a k-vertex surrounded by vertices
of valences n1 . . . nk; instead of a family of rules parameterized by a single parameter
k, we need a family of rules with inﬁnite number of parameters.
Generality This family of schemes includes both interpolating and approximating C1
schemes; there are no C1-continuous interpolating schemes in the family of schemes
with support size 2.
Schemes from this family have suﬃciently small number of parameters to make achiev-
able the goal of complete characterization of C1-continuity properties of all schemes in this
family; the tools developed in this thesis can serve as a foundation for such characterization,
and we hope that a more or less complete analysis will be done in the nearest future.
Single ring schemes have subdivision matrices with blocks of size N = 6. It is possible
to show that the blocks have a particular form that allows us to reduce the analysis of their
structure to the analysis of the structure of 3× 3 blocks.
We start by making several simple observations about the coeﬃcients of the scheme
in the regular case; the number of symmetries in this case is higher than in the k-regular
case, and all possible schemes are fully characterized by 4 coeﬃcients a, b, c, e as shown in
Figure 6.2 (by aﬃne invariance d = 1/2 − a − b − 2c). The number of parameters can be
further reduced by considering C1-continuity requirements, but this is not our goal at this
point.
Figure 6.3 shows the 6 symmetry types of vertices for single ring schemes. One can see
that the stencils for vertices of types (3,0), (3,1) and (3,2) do not contain the extraordinary
vertex; by deﬁnition of the localization size, the coeﬃcients used in this case have to be the
coeﬃcients for the regular case.
Considering the stencil for each type we can see that the blocks of the subdivision matrix
have the following form:
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Figure 6.2: Coeﬃcients for a single ring scheme in the regular case; a,b,c,d satisfy 2a+2b+
4c + 2d = 1 by aﬃne invariance.
Figure 6.3: 6 symmetry types of vertices with respect to rotations for single ring schemes
and stencils for each type.
∗ ∗ ∗ 0 0 0
∗ ∗ ∗ 0 0 0
∗ ∗ ∗ 0 0 0
∗ ∗ ∗ d c ce−2π/k
∗ ∗ ∗ 0 c d
∗ ∗ ∗ 0 d c
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where ∗ denotes potentially non-zero entries. Some of the ∗-entries could be made
explicit, but it is not important for our purposes. It is immediately clear that the matrix
has two sets of eigenvectors and eigenvalues; the ﬁrst is deﬁned by the 3× 3 matrix in the
upper left corner; the rest are deﬁned by a 3×3 matrix in the lower left corner which depends
only on the coeﬃcients of the scheme in the regular case; the eigenvalues and eigenvectors
of this matrix are easy to compute. The eigenvalues are d, c − d and c + d. Eigenvectors
may have diﬀerent expressions depending on the Jordan type of the matrix. Given that the
eigenvalues do not depend on the block number, if one of them happens to be dominant, the
scheme is not C1-continuous excluding several exceptional cases; in general, the primary
reason to examine these eigenvalues is to make sure that they are not dominant.
Finally, the structure of the block Z is
∗ ∗ 0 0 0 0 0
∗ ∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ d c ce−2π/k
∗ ∗ ∗ ∗ 0 c d
∗ ∗ ∗ ∗ 0 d c
In this case a 4× 4 matrix in the upper left corner has to be considered.
We conclude that analysis of the structure of any single ring scheme with explicit co-
eﬃcients can be done in closed form although the expressions for the eigenvalues may be
quite complicated as we will see in Section 6.3.
6.2.1 Algorithms for Testing C1-Continuity of Invariant Schemes
It is easy to see that for an invariant scheme it is suﬃcient to test regularity on one out of k
identical segments surrounding the k-vertex. The same applies to the test of isolation from
zero — testing one sector of the ring is suﬃcient. In the injectivity test, if the projected
length of the part of the boundary curve contained in one segment may be 8/k and is
not 0 or 16/k, then the total length should be 8. Thus, the algorithms TestRegular and
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TestIsolZero don’t have to be changed at all (their input becomes the control net for one
segment rather than for the whole ring). The only change that is required in TestIsolZero
is replacing the lengths 8 and 16 with 8/k and 16/k.
Arbitrary valence. An important observation about all algorithms described in this
section is that the input is always a set of interval control points; thus, each time the
algorithms are successful in establishing C1-continuity of subdivision, we actually have
established C1-continuity not for one scheme but for a collection of schemes with suﬃciently
close eigenvectors of the subdivision matrix.
As we have observed, for invariant schemes we need to check regularity and compute
projective length for a boundary curve only on one segment. If r1 and r2 are constant for all
k > k0 for some k0, and the control set does not contain the whole ring for k > k0, then the
initial data for all k > k0 are deﬁned on the same subcomplex of the regular complex, i.e.
are elements of one space P(P ). As our schemes are aﬃne-invariant, proving C1-continuity
for initial data G0 ∈ P(P,R2 × R2) is equivalent to proving C1-continuity for any aﬃne
transformation A A ◦ G0 ∈ P(P,R2 × R2), where A is extended to act on the space of
interval vectors in the obvious way. The algorithms don’t have to be changed in any way,
except for the value of the projected length, which have to be scaled in an appropriate way.
It is worth noting that it can be deduced from symmetry that if the projected length for
one segment is less than 8, it is less than 8/k, so even this scaling is not really necessary.
Suppose we can choose aﬃne transformations of the initial data G0(k) in such a way
that the sequence of vectors G0(k) converges to a limit G0(∞). Further, assume that for
any k the pair of dominant eigenvalues is unique and satisﬁes conditions of Lemma 4.6.
Then for any n-dimensional interval I containing G0(∞), there is a k0 such that for all
k > k0 the initial data vectors G0(k) are in I. Then if we can test regularity for the limit
set of initial data, and an interval around it, we need to test C1-continuity only for ﬁnitely
many valences k ≤ k0 to prove C1-continuity for arbitrary valence. Note that in the limit
eigenvalues of the scheme need not be well-behaved and for example, may approach 1. In
these cases, however, C1-continuity for large k has mostly theoretical interest, because of
extremely slow convergence of derivatives to the limit.
We describe the algorithm for testing C1-continuity of a invariant scheme for arbitrary
valence using an additional function ControlNet(i, interval size) which computes the nor-
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malized interval control net for one segment of the ring of the characteristic map with each
interval point having size at least interval size.
Normalization is given by an appropriately chosen aﬃne transform of the map, the one
for which the sequence G0(k) converges and the limit net is nondegenerate. The particular
choice of the transform depends on the way in which the coeﬃcients are speciﬁed. As we
will see in Sections 6.3 and 6.5, a simple scaling by 1/ sin(π/k) works for most invariant
schemes.
The function TestC1contSymmetricNormalized diﬀers from the function TestC1cont
described in Chapter 5 in two aspects: the control net that is used in all algorithms is the
net for one segment and the constant that is used for checking projected length is scaled
using the normalization transform.
We omit the usual arguments C, γ, C1,2, γ1,2.
TestAllValences(interval size)
current mesh := ControlNet(3,interval size)
limit mesh := ControlNet(∞,interval size)
if TestC1contSymmetricNormalized(current mesh) = true then return fail
if TestC1contSymmetricNormalized(limit mesh) = true then return fail
i := 4
loop
mesh := := ControlNet(i,interval size)
if Distance(mesh, limit mesh) < interval size
then return true
if Distance(mesh, current mesh) >= interval size then
current mesh := mesh
if TestC1cont(current mesh) = true then return fail
endif
endif
endloop
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The argument interval size should be chosen as large as possible without making the
algorithm fail.
This algorithm can be further generalized to non-invariant schemes, crease schemes in
particular.
In this case all k segments of the ring may be diﬀerent. However it is reasonable to
expect that control segments in ﬁxed positions (e.g. 0 and k/4) also admit suitable
aﬃne transforms such that as j →∞ their control nets converge to a nondegenerate limit
control net. It is also reasonable to expect that the control net of each segment changes
“continuously” with the number of segment; by “continuous change we mean that as k →∞
the maximal diﬀerence between normalized control meshes of any two adjacent segments is
approaching zero. It is clear that if the scheme behaves in this way, it is possible to apply
the algorithm above; however, now we have to use two parameters: one corresponding to
the valence, the other to angular position of the segment (2πm/k for segment number m).
In addition, we have to be careful about estimating the projected length correctly. However,
the general structure of the algorithm remains the same although the details become more
complicated.
6.3 Butterﬂy Scheme
In this section we analyze the C1-continuity of the Butterﬂy scheme of Dyn, Gregory and
Levin [20, 21]. It turns out that this scheme produces C1 surfaces only for extraordinary
vertices of valences 4, 5 and 7. We examine the behavior of the scheme when it is not
smooth; the non-C1-continuous appearance of the surfaces is primarily due to the clustering
of eigenvalues for large valences. This observation suggests an approach for constructing
C1-continuous schemes which will be further developed in the following sections.
6.3.1 Deﬁnition of the Scheme
An attractive feature of the Butterﬂy scheme is that the same set of coeﬃcients is used for
all odd vertices. The scheme is interpolating, which means that for each vertex we need to
compute only one value in R3 which is the same for all subdivision levels. The coeﬃcients
of the scheme are shown in Figure 6.4.
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Figure 6.4: The stencil of the Butterﬂy scheme.
6.3.2 Analysis of the Eigenvalues
As in Sections 6.1 and 6.2, we apply the DFT to obtain a general forma for the blocks of
the subdivision matrix near a vertex of valence k. As it was observed in Section 6.2, the
eigenvalues of the subdivision matrix are the eigenvalues of a 4× 4 matrix, a family of 3× 3
matrices and three eigenvalues d = 0, c− d = −1/16 and c+ d = −1/16. As the scheme is
interpolating, the matrix Z, is block diagonal with 1 and B(0) on the diagonal, so we may
consider B(0) instead of Z. By abuse of notation we denote the 3 × 3 matrices in the top
left corner of 6× 6 matrices B(2mπ/k), m = 0 . . . k − 1 by the same letter B.
For the Butterﬂy scheme these matrices have the form
B(ω) =
⎛⎜⎜⎜⎜⎜⎝
1
2 +
1
4 cos(2ω)− 18 cos(4ω) − 116 e−2 iω − 116 0
1
2 +
1
2 e
2 iω − 116 e−2 iω − 116 e4 iω 18 − 116 − 116 e2 iω
1 0 0
⎞⎟⎟⎟⎟⎟⎠
where ω = mπ/k. Denote xω, yω, zω the coordinates corresponding to the block B(ω).
Using a change of coordinates, yω = yωeiω, we can reduce the matrix to a real form:
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⎡⎢⎢⎢⎢⎢⎣
1/2 + 1/4 cos(2ω) − 1/8 cos(4ω) −1/8 cos(ω) 0
−1/8 cos(3ω) + cos(ω) 1/8 −1/8 cos(ω)
1 0 0
⎤⎥⎥⎥⎥⎥⎦
Expanding the cosines as functions of cos(ω) and denoting cos(ω) = z, we get
⎡⎢⎢⎢⎢⎢⎣
1/8 + 3/2 z2 − z4 −1/8 z 0
−1/2 z3 + 118 z 1/8 −1/8 z
1 0 0
⎤⎥⎥⎥⎥⎥⎦
The characteristic polynomial of this matrix is
λ3 +
(−1/4− 3/2 z2 + z4)λ2 +( 1
64
+
23
64
z2 − 3/16 z4
)
λ− 1
64
z2
Using the standard substitution μ = λ− r/3, where r is the coeﬃcient of the quadratic
term, we can eliminate the quadratic term
μ3 +
(
− 1
192
+
7
64
z2 − 37
48
z4 + z6 − 1/3 z8
)
μ
+
1
6912
+
55
1152
z4 +
73
144
z8 +
2
27
z12 − 1/3 z10 − 19
64
z6 +
1
768
z2
=μ3 + p(z)μ+ q(z)
The number of real roots is determined by the sign of D = (p/3)3 + (q/2)2. It can be
shown that p(z) ≤ 0 for all z. If D ≤ 0 the three real roots of this polynomial are
y1 = −2R cos ϕ3 y2 = −2R cos(
ϕ
3
+
2π
3
) y3 = −2R cos(ϕ3 +
4π
3
)
where R = sign(q)
√|p|/3, cosϕ = q/2R3.
If D > 0, then there are two complex and one real root:
y1 = −2R cosh ϕ3 y2 = R cosh
ϕ
3
+ i
√
3R sinh
ϕ
3
y2 = R cosh
ϕ
3
+ i
√
3R sinh
ϕ
3
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where R = sign(q)
√
(|p|/3), coshϕ = q/2R3.
The eigenvalues of the matrix can be expressed as functions of z = cos(ω), which changes
in the range from -1 to 1; the eigenvalues for a subdivision matrix for valence k are obtained
by substituting z = 1, cos(π/k), cos(2π/k) . . . cos(π) into the expressions for the roots of the
equation above. The graphs of the roots are shown in Figures 6.5-6.8.
To characterize the eigenstructure of the matrix completely, we also need to determine
the size of the Jordan blocks for all values of z in the range −1 . . . 1. These sizes can be
determined using the following argument. Given a ﬁxed eigenvalue λ ofB(ω) an eigenvector
xλ is a solution of the equation (B(ω)− λI)x = 0. Directly solving this system, we can see
that 2 cases are possible.
1. z = cos(ω) = 0. In this case for a given λ = 0 the solution of the system is unique
up to a scaling constant. This means that for a given value of λ there is only one
eigenvector. If the characteristic polynomial happens to have a double or triple root,
necessarily there is only one Jordan block for that eigenvalue, which has to have size
2 or 3. The characteristic polynomial has a triple eigenvalue 1/4 for z = 1 (z = −1
can be excluded as it does not occur for any valence), a double eigenvalue 1/4 for
z = ±0.5 and a double eigenvalue for z ≈ ±0.9212389505. The latter value of z is
unlikely to be the value of cos 2mπ/k for any m and k, although we did not establish
this rigorously. z may have value 0.5 for valences 3, 6, 9 . . . . For all valences the 0th
block has z = 1, i.e., has a triple eigenvalue 1/4.
2. z = 0. In this case the matrix is simply
⎡⎢⎢⎢⎢⎢⎣
1/8 0 0
0 1/8 0
1 0 0
⎤⎥⎥⎥⎥⎥⎦
and has a double eigenvalue 1/8 with 2 Jordan blocks and a simple eigenvalue 0.
Using the algorithm of Sections 5.6 and 5.7, we can verify the conditions of Lemma 6.1
for all valences except 3.
We will describe the calculations in greater detail in the next section where they are
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performed for the Modiﬁed Butterﬂy scheme. We conclude that the scheme is C1-continuous
only if the largest eigenvalues, excluding 1, all belong to the blocks B(1) and B(k − 1).
Figures 6.5-6.8 show the magnitudes of eigenvalues for valences 3, 6 and 8. The mag-
nitudes of eigenvalues can be visualized as intersections of vertical lines z = 1, cos(π/k),
cos(2π/k) . . . cos(π) with the plots of the magnitudes of roots of the characteristic polyno-
mial as functions of z.
Figure 6.5: Eigenvalues of the subdivision matrix for the Butterﬂy scheme for valence
3. There are 2 eigenvalues with Jordan blocks of size 2 (dots with circles), 1 eigenvalue
with a Jordan block of size 3 (the dot with a double circle) and 2 single eigenvalues. All
eigenvalues with nontrivial Jordan blocks happen to coincide and are equal to 1/4. The
dominant eigenvalue in this case is the one with the largest Jordan cell and belongs to B(0).
As shown in Figure 6.5, necessary conditions of Lemma 3.9 for tangent plane continuity
fail for valence 3 (additional assumptions are veriﬁed computing suﬃciently close approxi-
mations of the appropriate Jacobians). As a result, the surfaces produced by the butterﬂy
scheme have a singularity whenever there is a vertex of valence 3 (Figure 6.11).
Eigenvalues satisfy necessary conditions for valences 4,5,6,7. Due to symmetry we need
to consider only one out of k segments of the characteristic maps for k = 4, 5, 7. Once
the eigenvalues are known, the pair of dominant eigenvectors is completely deﬁned, up to
a scaling factor, by 2 real parameters a and c and a complex parameter l, as shown in
Figure 6.6.
The equations for ﬁnding the values of a, c and l can be obtained by applying subdivision
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Figure 6.6: One sector of the control net of the characteristic map for the Butterﬂy scheme.
and using the fact that the central 2 rings of the subdivided mesh should be scaled versions
of the rings of the initial mesh with scaling factor λ. In this way we ﬁnd
a = −8λ
z
+
1
z
+ 12z − 8z3
c =
5
8λ
+
1
2λ2
+
az
4λ
− z
2
4λ
− lz
8λ
l = − sin π
k
6λ− 3 + 2azλ
λ(16λ + 1)
l = −−10λz − 9λa− z + 2az
2λ
λ(16λ + 1)
Control nets for the rings of the characteristic maps for valences 4,5 and 7 are shown
in Figure 6.9. The characteristic map can be shown to be regular and injective using
our algorithm. We don’t reproduce the details here; an example of detailed analysis of
regularity and injectivity is given in the next section where we prove that our modiﬁcation
of the butterﬂy scheme is C1-continuous for all valences.
It is not necessary to check C1-continuity for the valence 6, but this is an important
boundary case (Figure 6.7) and it helps to understand the eigenstructure for other cases.
Necessary conditions fail for valence 8: the largest eigenvalue for ω = π/8 is smaller than
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Figure 6.7: Eigenvalues of the subdivision matrix for the Butterﬂy scheme for valence 6.
Figure 6.8: Eigenvalues of the subdivision matrix for the Butterﬂy scheme for valence 8.
The magnitude for the largest eigenvalue of the ﬁrst block B(π/8) is less than the magnitude
of the largest eigenvalue for the second block B(2π/8).
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the largest eigenvalue for ω = π/4. Moreover, it is clear from Figure 6.8 that for higher
valences the situation will be the same: the vertical line z = cos(π/k) will move to the right
as z increases and the magnitude of the largest eigenvalue will decrease. z = cos(2π/k)
will intersect the upper curve at a point to the left of z = cos(π/k) and to the right of
z = cos(π/4) for k > 8. Therefore, the eigenvalues of block B(π/k) will be always less
than the largest eigenvalue of B(2π/k). This fact can be established precisely analyzing the
expressions for the roots of the characteristic polynomial.
Figure 6.9: Characteristic maps for the Butterﬂy scheme, valences 4,5,7.
Formally, failure of the eigenvalues to satisfy the necessary conditions precludes the
scheme from being C1-continuous. However, it is useful to examine the behavior of surfaces
generated by the scheme near extraordinary points. From the fact that the dominant
eigenvalues of the scheme are located in the second block of the subdivision matrix, one
might infer that in a small neighborhood of the extraordinary vertex, the surface will behave
in a similar way to the map generated by a pair of eigenvectors corresponding to the second
block. These eigenvectors produce a mapping U1 → R2 that is not injective and is a double
covering on a suﬃciently small neighborhood of the extraordinary vertex. However, this
eﬀect often cannot be observed even after a few subdivision steps.
The reason for this is that for many surfaces the decomposition with respect to the
eigenbasis of the subdivision matrix contains only small components corresponding to the
dominant eigenvectors; and large components corresponding to the eigenvalues of the ﬁrst
block which are not dominant, but close to dominant. If we consider a surface which is
known to contain components of suﬃciently large magnitude corresponding to the second
block (Figure 6.10a), then the twist starting to appear in the surface becomes apparent.
Note the diﬀerence between behavior of the Butterﬂy scheme and the Modiﬁed Butterﬂy
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Figure 6.10: The diﬀerence in the behavior of a C1-continuous scheme (Modiﬁed Butterﬂy)
and non-C1-continuous scheme (Butterﬂy). The latter has close eigenvalues in B(π/8) and
B(2π/8). The ring of points around the vertex of valence 8 was generated using the formula
e2mπ/8 + 0.7e4mπ/8+0.2, to introduce a signiﬁcant component at the “frequency” 4π/8.
scheme (Figure 6.10bc) which is C1-continuous near extraordinary point of valence 8 as it
will be shown in the next section. For other initial meshes the Butterﬂy can produce smooth-
looking surfaces even for valences for which it is not formally smooth (Figure 6.12a). On
the other hand, in the particularly degenerate case of valence 3, the Butterﬂy scheme never
produces surfaces that look smooth (Figure 6.11).
For large valences, the appearance of the meshes generated by the Butterﬂy scheme is
primarily determined by the fact that the largest eigenvalues of the blocks B(mπ/k) are
clustered together (Figure 6.12b) rather than by the number of the block which has the
largest eigenvalues. It is particularly important for common “cap-like” conﬁgurations that
the eigenvalues of the block B(0) are close to the eigenvalues in the block B(2π/k). This
results in a surface very close to conical near a vertex with large valence.
As we will see in the next section, for Loop’s scheme the formal requirements for C1-
continuity are satisﬁed, but the surfaces produced by the scheme don’t look smooth for
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Figure 6.11: A tetrahedron is subdivided according to the original Butterﬂy scheme (on the
left) and with our modiﬁed Butterﬂy scheme (right).
large valences due to a similar clustering of eigenvalues.
These observation indicate that for practical schemes it is important to consider relative
magnitudes of eigenvalues rather than only the dominant eigenvalues and characteristic
maps generated by the dominant eigenvectors.
In the next section we discuss how the Butterﬂy scheme has to be modiﬁed to ensure
C1-continuity for all valences and avoid eigenvalue clustering.
6.4 Modiﬁed Butterﬂy Scheme
In this section we describe and analyze a modiﬁcation of the Butterﬂy scheme that corrects
some of the problems of the original scheme while keeping the support of the scheme small
and coeﬃcients easy to compute. Some examples of surfaces generated using our scheme
are shown in Figure 6.13
6.4.1 Deﬁnition of the Scheme
As we have observed, the appearance of the surfaces generated by the Butterﬂy scheme is
largely determined by the behavior of the eigenvalues of the subdivision matrix. We can
improve the Butterﬂy scheme by choosing the coeﬃcients near extraordinary points in such
a way that the eigenvalues of the subdivision matrix have desired behavior. It would be nice
to be able to preserve the size of the stencil of the scheme; however, it is easy to show that if
the stencil does not change, the eigenvalues inevitably will be clustered; formal C1-continuity
in this case will have little relevance. We allow the stencil to include 1-neighborhoods of
both neighbors of the vertex were the value is computed, i.e., the whole stencil for single
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Figure 6.12: Left: for this initial mesh (all vertices around the extraordinary vertex of va-
lence 8 are on a circle) the Butterﬂy scheme generates a smooth-looking surface, although it
is not formally C1-continuous. Right: for valence 17, the surface generated by the Butterﬂy
scheme is close to conical.
ring schemes. Using this stencil, it is possible to ﬁnd coeﬃcients for subdivision for any
prescribed set of eigenvalues of the subdivision matrix. In fact, it is suﬃcient to use a
smaller stencil, including only one ring (Figure 6.14). Note that this stencil is asymmetric.
For vertices on level ﬁner than 0, this is not a problem: we are modifying coeﬃcients of
the scheme only for neighbors of extraordinary vertices, and only one of the two neighbors
can be extraordinary after one subdivision step. On the top level both neighbors can be
extraordinary. The choice that we make on the top level does not aﬀect C1-continuity, but
aﬀects the appearance of the surface. As we don’t have enough degrees of freedom to apply
a meaningful optimization procedure, we make an ad hoc choice to take the average of the
results produced by each of the two possible choices. In our experience, this choice has
produced satisfactory results, but a better one may be possible.
For the stencil shown in the Figure 6.14, the eigenvectors of the subdivision matrix
are completely deﬁned by the eigenvalues. The eigenvalues of the subdivision matrix can
be chosen using the following considerations. The Butterﬂy scheme does not generate C2
surfaces on the regular complex, and it is possible to show that no other interpolating scheme
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Initial mesh Butterﬂy interpolation Modiﬁed Butterﬂy interpolation
Initial mesh Modiﬁed Butterﬂy interpolation Initial mesh Modiﬁed Butterﬂy interpolation
Figure 6.13: Top row: pipe joint. Note the diﬀerence between Butterﬂy and Modiﬁed
Butterﬂy. Lower left: mannequin head. Lower right: torso.
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Figure 6.14: Stencil for a vertex in the 1-neighborhood of an extraordinary vertex
on a Butterﬂy or ten-point (Figure 6.2) does. We can try to approximate the behavior of a
C2 surface. Suppose a C2 surface is generated by a symmetric scheme with all eigenvalues
having trivial Jordan blocks.
If the scheme is not ﬂat at the extraordinary vertex, it is necessary that the second
largest eigenvalue is the eigenvalue of B(0), B(4π/k) (and, by symmetry of B(2(k−2)π/k))
and is λ2. It is possible to make any scheme which is C2 on the regular complex into
a C2 scheme on an arbitrary complex by making it ﬂat, i.e., make the distance to the
tangent plane decrease as O(h3) as we approach the extraordinary vertex. However, this
is undesirable: one of the reasons for using C2 surfaces is their natural local behavior; for
generic points C2-surfaces have either parabolic or saddle shape, while a ﬂat surface will
always closely approximate a plane or a cylinder.
If the surface is not C2 at the extraordinary vertex but is C2 elsewhere, picking the
eigenvalues λ2 as largest eigenvalues for B(0), B(4π/k) and B(2(k− 2)/k) ensures that the
second derivatives of the parameterization given by the characteristic map stay bounded
near the extraordinary point, without diverging to inﬁnity or converging to zero.
Finally, it is useful to have the dominant eigenvalues the same for the regular and
extraordinary case. The magnitude of the eigenvalue does not aﬀect C1-continuity as long
as all other eigenvalues are scaled with it, but it determines how fast the size of the triangles
near an extraordinary point decreases with each subdivision step. In Section 6.5 we will see
how the magnitude of the eigenvalues aﬀect the quality of the approximating meshes.
In the regular case, the dominant eigenvalues of the subdivision matrix are both 1/2.
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This leads us to the following choice of the eigenvalues: 1/4, 1/2, 1/4, 1/4, 1/2 for blocks
B(0), B(2π/k), B(4π/k), B(2(k − 2)π/k), B(2(k − 1)π/k). The only condition that we
have to impose on the eigenvalues for other blocks is that their magnitude should be less
than 1/4. The simplest choice is to set them to 0. This appears to work quite well in
practice. The two cases that have to be treated separately are k = 3 and k = 4. We choose
eigenvalues 1/2, 1/2 in the ﬁrst case and 1/2, 1/4, 1/2 in the second.
These conditions immediately determine the choice of coeﬃcients of the scheme for
computing the values at vertices that have one regular and one extraordinary neighbor.
For K ≥ 5 the coeﬃcients are given by the equations
sj =
1
k
(1/4 + cos(2π/k) + 1/2 cos(4π/k)) (6.6)
with j = 0, . . . , k − 1. For k = 3 we use s0 = 5/12, s1,2 = −1/12, and for k = 4,
s0 = 3/8, s2 = −1/8, s1,3 = 0.
To summarize, the proposed scheme uses the following rules:
1. For all edges with both endpoints of valence 6, compute the value for the midpoint
using the coeﬃcients of the Butterﬂy scheme.
2. For every edge that is adjacent to an extraordinary vertex, compute the value for the
midpoint using coeﬃcients of Equation (6.6).
3. For every edge that connects two extraordinary vertices, compute values for the mid-
point using coeﬃcients (6.6) for each vertex and take the average.
6.4.2 Subdivision Matrices, Eigenvectors and Convergence Rates
As in the case of the Butterﬂy scheme, we primarily have to analyze the eigenstructure of
the blocks B(2mπ/k) which in this case have the form
B(2ω) =
⎛⎜⎜⎜⎜⎜⎝
λω 0 0
1/2 + 1/2 e2 iω − 1/16 e−2 iω − 1/16 e4 iω 1/8 −1/16 − 1/16 e2 iω
1 0 0
⎞⎟⎟⎟⎟⎟⎠
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with eigenvalues λω, 1/8 and 0, where λω are the prescribed eigenvalues. Therefore, the
dominant eigenvalues are guaranteed to be the prescribed eigenvalues 1/2.
The eigenvectors can be determined in the same way as it was done for the Butterﬂy
scheme using the parameters λ, a, c, l shown in Figure 6.6. For the Modiﬁed Butterﬂy
scheme λ = 1/2, c = 3, a and l are given by
a =
8
3
(
3
4
cos
π
k
− 1
8
cos
3π
k
)
l = a
(
8
9
− 1
9
e−
2πi
k
)
+
4
3
e−
πi
k
In order to analyze C1-continuity using the algorithms of Chapter 5, we need to ﬁnd
the control net for a ring of patches; the size of the ring is determined by two conditions:
• No stencil of the net contains the extraordinary vertex as an internal vertex; in our
case this is guaranteed by choosing the internal radius to be 2. This is due to the fact
that the extraordinary vertex has stencil of size 1 on all subdivision levels ﬁner than
the top level. In general, this radius for a single ring scheme is 3.
• The union of the ring and it scaled images with scaling factors 1/2i, i > 0, cover U˙1.
This means that the outer radius should be no less than twice the inner radius, i.e.,
at least 4.
The control net for the ring consists of 6 rings of vertices around the central vertex as
shown in Figure 6.15.
The algorithms of Chapter 5 require the constants C, C1, C2, γ, γ1, γ2 characterizing
the convergence of the scheme on the regular grid. These constants can be computed using
Equations (4.26) and (4.27) and formulas for the ‖·‖∞ norm of Laurent polynomials (4.29).
For the Butterﬂy scheme, as it was already mentioned in Section 4.3, we obtain
C = 34 γ
1 = 78 γ
2 = 3164 γ3 =
261
1024
C1,2 = 118 γ
1
1,2 = 1 γ
2
1,2 =
7
8 γ
3
1,2 =
11
16
(6.7)
We have chosen to use γ for 3 levels of subdivision as after 3 levels of subdivision the
convergence rate estimate is close enough to what we would get if we were to use more
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Figure 6.15: Control nets of the rings of characteristic maps for the Modiﬁed Butterﬂy
scheme.
levels: γ1/33 is close to (γ4)
1/4. These estimates indicate that the convergence for derivatives
is quite poor: γ stays close to 0.9 per level. However, this is a worst case estimate and
in practice the scheme behaves quite well. The reason for this is that for schemes with
negative coeﬃcients, the “worst case” happens when the initial values have changing signs,
i.e., consist primarily out of high frequency components, which is uncommon for surfaces.
These overly conservative estimates result in a relatively large number of subdivision steps
that have to be performed to establish C1-continuity of the Modiﬁed Butterﬂy scheme.
Potential ways of improving the situation are discussed below.
6.4.3 C1-Continuity Analysis
To prove C1-continuity of the Modiﬁed Butterﬂy scheme for vertices of arbitrary valence,
we use the algorithms of Chapter 5. As discussed in Section 6.2.1, it is possible to prove
convergence for arbitrary valence if suitably chosen aﬃne transforms of the control nets for
one segment of the characteristic map converge to a limit as k → ∞ and the normalized
segment in the limit is regular and injective. This is the case for the Modiﬁed Butterﬂy
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scheme; the aﬃne transform that we use is simply scaling along the y-axis by sin(π/k).
The values of a and l for the limit conﬁguration are
a =
5
3
; l =
71
27
− 26
27
i
The control net for one segment of the characteristic map before normalization consists
out of parts of 3 segments of the control net for the whole map; the middle segment is the
one shown in Figure 6.6; the other two can be obtained from the middle one by rotation by
2π/k and −2π/k. After scaling, the transformation for obtaining the normalized segments
from the normalized middle segment are given by the matrix
⎛⎝ cos 2πk ∓ sin 2π/ksin πk
± sin 2πk / sin πk cos 2πk
⎞⎠
The limit of this transformation as k →∞ is
⎛⎝ 1 0
±2 1
⎞⎠
Normalized control nets for several valences and the limit net are shown in Figure 6.16
The algorithm of Section 6.2.1 steps through the valences, verifying C1-continuity for
each valence which has suﬃciently diﬀerent control net. In the case of the Modiﬁed Butterﬂy
scheme we were able to use only a relatively small step size 2.6×10−6, with all tests passing
only after 7 steps of subdivision. However, our implementation based on hardware ﬂoating
point operation is quite eﬃcient and the algorithm spends around 30 sec. performing all
tests for 7 levels of subdivision; as the test has to be one only once for a given scheme, time
becomes a concern only for multiparameter schemes.
The plot in Figure 6.17 shows the valences used by the algorithm; Figure 6.18 shows
how the normalized control nets approach the limit as function of valence.
The lower and upper bounds of the Jacobians computed by the algorithm are shown in
Figure 6.19. Each upper and lower bound is an interval number; the error bars indicate the
size of the interval.
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Figure 6.16: Convergence of normalized control nets of one segment of the characteristic
maps for the Modiﬁed Butterﬂy scheme as valence increases. Only the boundaries of the
nets are shown.
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Figure 6.17: Valences tested by algorithm; note that only few large valences need to be
tested. Total number of tested valences is 440. Data for valences 3, 4, 5 are not shown.
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The jumps in the plot occur when the algorithm has to increase the number of levels
used for estimating Jacobians.
It is clear from the appearance of the control nets that the estimates for the convergence
rate of the Butterﬂy scheme are overly pessimistic; clearly, for this initial conﬁgurations the
linear approximations to the Jacobians approach their limit values much faster. A possible
approach to improving the performance of the algorithm is to reﬁne analysis of Chapter 4;
rather than using worst case estimates, one can try to decompose surfaces on regular grids
into suitably chosen combinations of basis functions corresponding to diﬀerent frequencies;
as it was observed by Taubin [61], high-frequency components of surfaces are typically
small. The same observation applies to characteristic maps of practically useful subdivision
schemes. One may expect that signiﬁcantly better convergence estimates can be obtained
for interpolating schemes restricted to low-frequency initial data. This will lead to better
estimates for general surfaces. In particular, one may expect a signiﬁcant improvement
simply by decomposing the control net into a linear component and an oﬀset. For the
linear part the convergence rate is very fast; in fact, the Butterﬂy scheme degenerates into
midpoint subdivision and we can get rid of that component altogether, in error estimation,
adding ﬁxed constants to the derivatives.
Finally, the plot in Figure 6.20 shows the behavior of 6 error estimates ij , 
i
jk as functions
of valence.
The tests for isolation from zero and injectivity succeeded after 3 or less subdivision
steps.
6.4.4 Tangents, Normals and Degeneracy Conditions
To complete the description of the Modiﬁed Butterﬂy scheme, we state the formulas for
tangents and normals for the scheme. As discussed in Section 3.10.1 the tangent vectors
can be computed using left eigenvectors of a submatrix of the subdivision matrix, which is
obtained by restricting the matrix to the minimal invariant neighborhood. For the Modi-
ﬁed Butterﬂy scheme, this is a 2-neighborhood for regular vertices and 1-neighborhood for
extraordinary vertices. The latter is due to the fact that the immediate neighbors of an
extraordinary vertex can be computed using only immediate neighbors of the same vertex
on the coarser level.
The left eigenvectors required to compute tangent vectors are dual to the subvectors of
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Figure 6.18: Distance from normalized control net to the limit control net as a function of
valence.
Figure 6.19: Upper and lower bounds for the Jacobians; error bars indicate the size of the
interval; the interval size argument for the algorithm was chosen to be 2.6−6 so that lower
bound of the interval for Jmin is close to zero.
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the dominant eigenvectors. For extraordinary vertices the calculation is trivial: the matrix
is cyclic (with one column and row added on the left and top) so it is reduced to the diagonal
form by the DFT matrix. The left eigenvectors are the rows of the inverse DFT matrix.
Therefore, for the extraordinary vertices the tangent vectors are given by
t1 =
k−1∑
m=0
xm cos
2mπ
k
, t2 =
k−1∑
m=0
xm sin
2mπ
k
(6.8)
xm, m = 0 . . . k − 1 denote the control points at the vertices of 1-neighborhood of the
vertex of valence k, the vertex itself excluded. The numbering can start from any vertex
(tangent vectors are not unique). The normal is just the cross-product t1×t2; this product is
unique up to a scaling factor. This is not obvious from the expressions above; to understand
this, it is useful to consider the expression for the normal which is obtained from t1× t2 by
expanding the product and rearranging the terms:
t1 × t2 =
∑
m<n
sin
2(n−m)π
k
xn × xm =
k∑
p=0
sin
2pπ
k
∑
n=0
xn × x(n+p)mod k
In this form one can see that the cross product is a sum of normals of all triangles
adjacent to the vertex plus a scaled sum of normals of triangles formed by edges adjacent
to the vertex which are separated by another edge etc. Clearly, this sum does not depend
on the particular choice of indexes of the vertices. This construction also shows the relation
between the exact normal and approximate normal computed using the standard technique
of averaging normals.
The same formulas can be used for any other scheme for which the subdivision matrix
for minimal invariant neighborhood is diagonalized by DFT, such as Loop and Modiﬁed
Loop schemes described in Sections 6.5 and 6.6.
For regular vertices the situation is somewhat more complicated; the minimal invariant
neighborhood in this case has size 2, and the eigenvectors are larger: as the valence is 6, the
number of points in the invariant neighborhood is 19. the left eigenvectors corresponding to
the dominant eigenvalues have the following form using indexing described in Section 6.1:
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The tangent vectors are obtained by multiplying the vector of control points on the
2-neighborhood of a vertex by the vectors l1 and l2.
As the surfaces generated by subdivision are not necessarily C1-continuous if a1×a2 = 0
it is desirable to have a geometric condition which would guarantee that this does not
happen.
For the case of extraordinary vertices (as well as for Loop-like schemes) it is possi-
ble to formulate a natural suﬃcient condition for a conﬁguration of control points to be
nondegenerate.
For any integer j ∈ [0 . . . k − 1] the set of indices {0..k − 1} of vertices in the invariant
neighborhood can be separated into two sets: H1(j) = {j, . . . j + k2} and its complement
H2(j) = {j + k2+ 1 . . . k − 1} ∪ {0 . . . j}
Proposition 6.2. For any direction in space d consider the projections Pxm, of control
points xm, m ∈ {0 . . . k − 1} onto this direction. Fix an origin and a positive direction on
d. If there is a real number C and an integer j, 0 ≤ j ≤ k − 1, such that for all m ∈ H1(j)
P dm < C and for m ∈ H2(j) P dm > C, then the normal t1 × t2 is not a zero vector.
Informally speaking, this condition means that there is a plane such that N2  consecutive
points of the invariant neighborhood are above this plane and the other "N2 # are below.
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Figure 6.20: Linear approximation errors for Modiﬁed Butterﬂy scheme; 1, 2 are errors
for components of the map, 12, 12, 12, 12 are errors for the partial derivatives. Note that
errors level out quite quickly; this indicates that the diﬀerence between normalized maps
for large valences is quite small.
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6.5 Loop Scheme
This scheme was introduced in C. Loop’s thesis [40]. This is one of the simplest known
C1-continuous subdivision schemes. On the regular mesh this scheme generates degree 4
triangular splines. Tangent plane continuity (existence of limit normals) of this scheme
was analyzed in Loop’s thesis. C1-Continuity as deﬁned in Section 3.1 was established
using Reif’s criterion and analytic methods for valences up to 100 by J. Schweitzer [59]. In
this section we use our algorithms to establish C1-continuity of Loop scheme for arbitrary
valence. Observations that we make in this section lead to improved versions of Loop scheme
described in the next section.
6.5.1 Eigenvalues, Eigenvectors, Convergence Rates
Many facts stated in this section can be found in [40] and [59]. We reproduce these facts
here for completeness.
The Loop scheme was deﬁned in Section 2.2. The control and localization sizes for Loop
scheme are both 2.
The eigenvectors of Loop scheme are determined by two parameters λ and a shown in
Figure 6.21.
Figure 6.21: One sector of the control net of the characteristic map for Loop scheme.
The subdivision matrix in this case has particularly simple blocks
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B(2ω) =
⎛⎜⎜⎜⎜⎜⎝
3
8 +
1
4 cos(2ω) 0 0
3
4 cos(ω)
1
8 0
5
8 +
1
8 cos(2ω)
1
8 cos(ω)
1
16
⎞⎟⎟⎟⎟⎟⎠ (6.9)
where ω = 2mπ/k, m = 1 . . . k−1. The eigenvalues of this matrix are 3/8+(1/4) cos(2ω),
1/8 and 1/16. The ﬁrst changes in the range 1/8 to 5/8. In particular, the eigenvalue of
the ﬁrst block increases from 1/4 to 5/8 as ω goes through values π/3, π/4, π/5 . . .
The 0-th block Z has the form
Z =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0 1− c0 0 0
3
8
5
8 0 0
0 34
1
8 0
0 34
1
8
1
16
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(6.10)
The eigenvalues of Z are 1, 1/8, 1/16 and c0 − 3/8 (see Figure 2.8 for deﬁnition of c0).
It can be easily established by direct calculation that the dominant eigenvalues are both
3/8 + (1/4) cos(2π/k) for all k and are eigenvalues of blocks B(2π/k) and B(2(k − 1)π/k).
For Loop scheme Ringk has the same size as for the Modiﬁed Butterﬂy; the control nets,
however, are smaller and contain only the vertices (s, j, l) with j = 1 . . . 5. Several control
nets for rings are shown in Figure 6.30.
We choose the same normalization for the control nets of one segment of the character-
istic map as we used for the Modiﬁed Butterﬂy scheme, i.e., scaling by factor 1/ sin(2π/k)
along the y-axis. As a result, we get a converging sequence with nondegenerate limit, similar
to the one shown in Figure 6.28; see also Figure 6.16.
Convergence rate estimates for Loop scheme are much better than for the Modiﬁed
Butterﬂy; not only all coeﬃcients of Loop scheme on the regular grid are positive, but all
coeﬃcients of the schemes generating derivatives are positive too. It turns out that this
results in convergence rate 1/2.
The values of the convergence constants for Loop scheme are
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C =
7
8
C1,2 =
3
2
γ = γ1,2 =
1
2
The plots in Figures 6.22-6.25. show that the algorithm is able to establish C1-continuity
of Loop scheme with signiﬁcantly less eﬀort: only 55 valences have to be tested, and only
3 subdivision steps were required in the worst case. The primary reason for this is that
the estimates for convergence rates for schemes with non-negative coeﬃcients are much
more realistic. This allowed us to use the interval size 0.0004, considerably larger than the
interval size for the Modiﬁed Butterﬂy.
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Figure 6.22: Valences tested by algorithm; note that only few large valences need to be
tested. Total number of tested valences is 55. Data for valences 3,4,5 are not shown.
Behavior for large valences. Eigenvalue clustering for large valences also occurs for
Loop scheme. Clearly, as k →∞ largest eigenvalues of blocks B(2π/k) and B(4π/k) both
approach 5/8. However, the limit values of the eigenvalues of block Z are 1, 1/8, 1/16
and 25/64; thus, the “zero-frequency” eigenvalues are away from the cluster; as a result, as
k → ∞, the surfaces generated by the scheme don’t approach cones, unlike the Butterﬂy
scheme (Figure 6.12). Note that this becomes possible for a scheme which uses the regular
rule for immediate neighbors of the central vertex only if it is not interpolating.
However, a milder problem coming from eigenvalue clustering persists: an example is
shown in Figure 6.26 on the right. This problem can be solved as it is described in the next
section; it is worth mentioning that in some cases this behavior may be desirable, but our
goal is to make it controllable rather than let the artifacts appear by chance.
The other problem, presence of ripples in the surface close to an extraordinary point,
shown in Figure 6.26. It is not clear to what extent this problem can be eliminated, as
it appears to be related to the fact that Loop scheme is not C2 at extraordinary vertices.
There is no C2-stationary non-ﬂat symmetric scheme with same stencils as Loop, and it is
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Figure 6.23: Distance from normalized control net to the limit control net as a function of
valence.
unlikely that the problem can be eliminated completely if we use stationary schemes.
It turns out that there is a trade-oﬀ between the two types of artifacts described above;
we discuss this problem further in the next section.
6.6 Modiﬁcation of Loop Scheme
In this section we describe a modiﬁcation of Loop scheme that does not have eigenvalue
clusters.
We construct the new scheme in the same way we have constructed the Modiﬁed But-
terﬂy scheme: we prescribe eigenvalues and compute coeﬃcient using inverse DFT. An
additional property of Loop scheme that we would like to preserve is non-negativity of co-
eﬃcients. When coeﬃcients are nonnegative, the surfaces generated by the scheme have
the convex-hull property, that is, are contained inside the convex hull of the initial control
points.
The only eigenvalues that we would like to ﬁx are the free eigenvalues of Z, B(2π/k),
B(2(k−1)π/k), B(4π/k), B(2(k−2)π/k); it is desirable to have eigenvalues 1/4, 1/2, 1/4,1/4
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Figure 6.24: Upper and lower bounds for the Jacobians; error bars indicate the size of the
interval; the interval size argument for the algorithm was chosen to be 0.0004 so that lower
bound of the interval for Jmin is close to zero.
and 1/2 in these blocks as explained in Section 6.4. As can be seen from the formulas of
the previous section, we have no control over the eigenvalues except one eigenvalue in block
Z if we use the stencil of Loop scheme and require the scheme to coincide with Loop on the
regular complex. We increase the stencil in a minimal way, including all vertices around a
k-vertex into the stencil for an immediate odd neighbor, as we did for the Butterﬂy scheme.
Formally, this increases the control and localization sizes of the scheme to 3; however, as
the change is made only for neighbors of extraordinary vertices, the size of the subdivision
matrix does not have to be increased for analysis.
It turns out that it is possible to obtain a scheme with prescribed eigenvalues and
positive coeﬃcients using eigenvalues (1/2)m for blocks B(2mπ/k) and B(2(k −m)π/k),
for m = 1 . . . k/2. Let the (0,0) entry of B(0) be a. Using notation of Figure 6.14, the
coeﬃcients of the scheme for immediate neighbors of extraordinary vertices are for k > 4
sj =
1
k
(
a− 1 + 3 + (−1)
j2−(k+1)/2 cos mπk
9− 8 cos2 jπk
)
for j = 0 . . . k, odd k
sj =
1
k
(
a− 1 + 3 + 3(−1)
j2−k/2 cos mπk
9− 8 cos2 jπk
)
for j = 0 . . . k, even k
(6.11)
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Figure 6.25: Linear approximation errors for Loop scheme; 1, 2 are errors for components
of the map, and 12, 12, 12, 12 are errors for the partial derivatives. 1 and 2 for valences
close to 6 are large because Jmin is suﬃciently far away from zero, and the errors were
computed using fewer subdivision levels.
For valences 3 and 4 we cannot have all prescribed eigenvalues because the subdivision
matrix has too few blocks. In these cases we use spectra 1/4, 1/2, 1/2 and 1/4, 1/2, 1/4, 1/2
obtaining coeﬃcients 13/24, 1/24, 1/24 and 1/2, 1/16, 0, 1/16 respectively, assuming the co-
eﬃcient in the center is 3/8.
If we ignore the variable terms in the denominator of the second term of the formulas
(they vanish as k → ∞), it is easy to see that the coeﬃcients are nonnegative if a > 2/3.
More detailed analysis shows that it is suﬃcient to use values for a above 5/6 +
√
61/48.
For given a we can choose the coeﬃcients of the scheme for the central vertex to be
(1/k)(a − 1/4) for the immediate neighbors and 5/4 − a for the vertex itself to guarantee
that the free eigenvalue of Z is 1/4.
The tests required to prove C1-continuity of this scheme are very similar to the tests for
Loop scheme; 60 valences had to be tested; the interval size used was 0.0013. Behavior of
lower and upper bounds of the Jacobians is shown in Figure 6.27.
As expected, the meshes generated by this scheme have better structure near extraor-
dinary points (Figure 6.29). However, the ripples become larger, so one kind of artifact is
traded for another. The reason for this can be understood intuitively from the form of the
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Figure 6.26: Left: ripples on a surface generated by Loop scheme near a vertex of large va-
lence; Right: mesh structure for Loop scheme near an extraordinary vertex with signiﬁcant
“high-frequency” component; a crease starting at the extraordinary vertex appears.
expressions for the coeﬃcients and eigenvalues: eigenvalues can be computed as DFT of
coeﬃcients. One can hypothesize that ripples are ampliﬁed by non-zero coeﬃcients sj with
j far from 0 and k. Thus, it is desirable to make these coeﬃcients as small as possible.
However, for large k having distinct eigenvalues in adjacent blocks B(2π/k) and B(4π/k)
is similar to having a δ-function for the continuous Fourier transform. This means that
coeﬃcients sj may be signiﬁcantly diﬀerent from zero for values of j far from 0 and k. This
reﬂects the standard duality between properties of a function and its Fourier transform.
It is, however, possible to seek an optimal solution or one close to optimal; alternatively,
one may resort to a family of schemes that would allow to control the tradeoﬀ between the
two artifacts.
6.7 Crease Subdivision
In this section we brieﬂy discuss a simple one-parametric family based on Loop scheme,
with rules modiﬁed to create a smooth crease. This family of schemes is shown to be
C1-continuous for regular vertices and extraordinary vertices for certain ranges of tension
parameters. Further work is needed to achieve controlled behavior near extraordinary ver-
tices.
As discussed in Section 4.4, one can analyze C1-continuity of a particular type of non-
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Figure 6.27: Upper and lower bounds for the Jacobians for Modiﬁed Loop scheme; error
bars indicate the size of the interval; the interval size argument for the algorithm was chosen
to be 0.0013 so that lower bound of the interval for Jmin is close to zero.
uniform schemes, constructed as a linear combination of two uniform subdivision schemes.
For Loop scheme the natural choice of coeﬃcients satisfying Deﬁnition 4.2 is shown in
Figure 6.31.
Direct computation using (4.59) and commutation formulas derived in Section 4.4 gives
the following estimates for convergence rates γ: 1/2 for the derivative in x direction; (k+1)/4
in y-direction. Clearly, the scheme is C1-continuous for all k < 1 on the regular complex.
It is instructive to analyze the eigenstructure of the subdivision matrix in the regular
case; the matrix has the form
Figure 6.28: Normalized control nets for Modiﬁed Loop scheme and the limit control net.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
k
8 + 5/8
k
16 + 1/16 1/16 − k16 1/16 − k16 k16 + 1/16 1/16 − k16 1/16 − k16
k
8 + 3/8
k
8 + 3/8 1/8 − k8 0 0 0 1/8 − k8
3/8 1/8 3/8 1/8 0 0 0
3/8 0 1/8 3/8 1/8 0 0
k
8 + 3/8 0 0 1/8− k8 k8 + 3/8 1/8− k8 0
3/8 0 0 0 1/8 3/8 1/8
3/8 1/8 0 0 0 1/8 3/8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
An additional parameter can be introduced to adjust the shape of the crease near a
vertex; it will aﬀect only the ﬁrst row of the matrix, and won’t have any impact on the
C1-continuity analysis; the coeﬃcients for the central vertex change to
5/8 + k/8 + 3kp(1− k)/8,
(k + 1)(1 − kp)/16, (1− k)(1 − kp)/16, (1 − k)(1− kp)/16,
(k + 1)(1 − kp)/16, (1 − k)(1 − kp)/16, (1− k)(1− kp)/16
where kp is the “parallel” tension, i.e., tension along the crease. For kp = 1 the crease
interpolates the vertex and has a sharp corner. For k = 1 it does not mean that the surface
is not C1-continuous.
Remarkably, in the regular case the eigenvectors and eigenvalues of the subdivision
matrix also linearly interpolate between eigenvectors and eigenvalues of the two limit cases
k = 0 and k = 1.
The eigenvalues are
1,
1
4
,
1
4
,
1
2
,
1
2
,
k + 1
8
,
k + 1
4
If we choose to interpolate coeﬃcients linearly for extraordinary vertices, the behavior of
eigenvectors and eigenvalues is much more complicated. Although we were able to analyze
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C1-continuity for a range of valences using our algorithms, this analysis relies on numerically
computed eigenvalues; precision of such calculations is diﬃcult to estimate, in most cases,
and the analysis without such estimates cannot be regarded as rigorous. Additionally,
our analysis indicates that the surface may become non-C1-continuous at an extraordinary
vertex for k < 1.
A better way to determine coeﬃcients for the crease scheme near extraordinary vertex
is to derive them from predeﬁned eigenvalues and eigenvectors. It would be undesirable
to use matrix inversion to compute coeﬃcients; this imposes an additional constraint of
having an orthogonal system of eigenvectors for all values of the tension parameter. Note
that the standard crease scheme as introduced by Hoppe does not have an orthogonal
system of eigenvectors for valences diﬀerent from 6. It can be made orthogonal, however,
by appropriate modiﬁcation of coeﬃcients. Interpolation inside the class of orthogonal
matrices is also a diﬃcult task, and the resulting expressions for coeﬃcients are likely to be
quite complicated. We leave construction and analysis of such schemes as a direction for
future work.
As the expressions for eigenvalues and eigenvectors of the crease scheme for k = 1 are
known [59], we were able to prove one-sided C1-continuity of Loop scheme with sharp
creases for arbitrary valence. The results are very similar to those obtained in the previous
sections of r symmetric schemes, with the only diﬀerence that two parameters have to be
considered.
Shapes generated by the scheme for various values of the tension parameter are shown
in Figure 6.32.
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Figure 6.29: Left: mesh structure for Loop scheme and Modiﬁed Loop scheme near an
extraordinary vertex; a crease does not appear for the Modiﬁed Loop. Right: shaded
images of the surfaces for Loop and Modiﬁed Loop; ripples are more apparent for Modiﬁed
Loop.
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Figure 6.30: Comparison of control nets for Loop scheme and Modiﬁed Loop scheme. Note
that for Loop scheme the size of the hole in the ring (1-neighborhood removed) is very small
relatively to the surrounding triangles for valence 3 and becomes larger as k grows. For
Modiﬁed Butterﬂy this size remains constant.
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Figure 6.31: Coeﬃcients for Loop scheme with creases (regular case).
Figure 6.32: Three edges were assigned tensions 0.2, 0.5 (top row), and 0.7, 0.9 (bottom
row).
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Figure 6.33: Three edges were assigned “parallel” tensions 0.2, 0.5 (top row), and 0.7, 0.9
(bottom row).
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Chapter 7 Multiresolution Representations
In the previous chapters we have concentrated on theoretical properties of subdivision. In
this chapter we describe algorithms for implementing subdivision and a multiresolution
representation closely related to subdivision. Combining subdivision and the smoothing
algorithms of Taubin [61] allows us to construct a set of algorithms for interactive multires-
olution editing of complex hierarchical meshes of arbitrary topology. The simplicity of the
underlying algorithms for reﬁnement and coarsiﬁcation enables us to make them local and
adaptive, thereby considerably improving their eﬃciency. These algorithms take advantage
of some basic properties of subdivision:
• Smoothness of the subdivision scheme used in the representation ensures that the
changes made to the surface are blended with the rest of the surface.
• Locality of subdivision makes it possible to design algorithms which typically traverse
only a small part of the data when recomputation is required.
• Topological Generality: Vertices in a triangular (resp. quadrilateral) mesh need not
have valence 6 (resp. 4). Almost all generated surfaces are C1-continuous everywhere,
and eﬃcient algorithms exist for computing normals and limit positions of points on
the surface.
• Multiresolution: Because they are the limit of successive reﬁnement, subdivision
surfaces support multiresolution algorithms, such as level-of-detail rendering, mul-
tiresolution editing, compression, wavelets, and numerical multigrid.
• Uniformity of Representation: Subdivision provides a single representation of a
surface at all resolution levels. Boundaries and features such as creases can be resolved
through modiﬁed rules reducing the need for trim curves.
Although all algorithms are presented for multiresolution representations, they can be
used for rendering and manipulation of pure subdivision surfaces, which are a special case
of our representation.
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For reasons of eﬃciency the algorithms should be highly adaptive and dynamically ad-
just to available resources. Our goal is to have a single, simple, uniform representation with
scalable algorithms. The system should be capable of delivering multiple frames per second
update rates even on small workstations taking advantage of lower resolution representa-
tions.
7.0.1 Structure of the Editng System
The particulars of the algorithms will be given later, but Figure 7.1 already gives a preview
of how the diﬀerent algorithms make up the editing system. In the next sections we ﬁrst
talk in more detail about subdivision, smoothing, and multiresolution transforms.
Adaptive render
Initial mesh
Render
Select group of vertices
at level i
Adaptive analysis
Begin dragging
Create dependent
submesh
DragRelease selection
Local analysis Local synthesis
Render
Adaptive synthesis
Figure 7.1: The relationship between various procedures as the user moves a set of vertices.
7.1 Multiresolution Representation
We begin by ﬁxing our notation which is slightly diﬀerent from the notation used in previous
chapters. As usual, K denotes the initial complex, Ki, i ≥ 1 subdivided complexes. Recall
that the vertex sets are nested as V j ⊂ V i if j < i. We deﬁne odd vertices on level i as
M i = V i+1 \ V i. V i+1 consists of two disjoint sets: even vertices (V i) and odd vertices
(M i). We deﬁne the level of a vertex v as the smallest i for which v ∈ V i. The level of v is
i + 1 if and only if v ∈ M i.
With each set V i we associate a map to R3., i.e., for each vertex v and each level i, we
have a 3D point si(v) ∈ R3. The set si contains all points on level i, si = {si(v) | v ∈ V i}.
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Figure 7.2: Computing approximate frame; the tangents at m(v,w) are taken to be t1 =
w − v and t2 = u2 − u1; the normal n is their cross-product; the frame is the coordinate
system obtained from (t1, T2, n) by orthonormalization.
A subdivision scheme S takes the points from level i to points on the ﬁner level i + 1:
si+1 = S si.
Assuming that the subdivision converges, σ(v) ∈ R3 denotes the point on the limit
surface associated with vertex v ∈ V∞.
In order to deﬁne our oﬀsets with respect to a local frame, we also need tangent vectors
and a normal. For the subdivision schemes that we use, such vectors can be deﬁned through
the application of linear operators Q and R acting on si so that qi(v) = (Qsi)(v) and ri(v) =
(Rsi)(v) are linearly independent tangent vectors at σ(v). Together with an orientation they
deﬁne a local orthonormal frame F i(v) = (ni(v), qi(v), ri(v)). It is important to note that ,
in general, it is not necessary to use precise normals and tangents during editing; as long as
the frame vectors are aﬃnely related to the positions of vertices of the mesh, we can expect
intuitive editing behavior.
The simplest possible formula that can be used for odd vertices is illustrated in Fig-
ure 7.2; it is important to note that while the approximate frame is adequate for represent-
ing details, the approximate normal vector computed in this way is not adequate for lighting
calculations at coarsest levels of resolution. A precise subdivision surface normal using the
formulas from the previous chapter can be used; in the case of a scheme with localization
size 3, such as Butterﬂy, 2-ring neighborhoods have to be used for this calculation which
makes them expensive to compute. In practice, formulas for schemes with support size 2,
which don’t depend on the coeﬃcients of the scheme as long as it is symmetric, provide an
adequate approximation to the normal for lighting.
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For our implementation we have chosen the Loop scheme, since more performance op-
timizations are possible in it. However, the algorithms we discuss later work for any single
ring scheme.
So far we have only discussed subdivision, i.e., how to go from coarse to ﬁne meshes. In
this section we describe analysis which goes from ﬁne to coarse.
We ﬁrst need smoothing, i.e., a linear operation H to build a smooth coarse mesh at
level i− 1 from a ﬁne mesh at level i:
si−1 = H si.
Several options are available here:
• Least squares: One could deﬁne analysis to be optimal in the least squares sense,
min
si−1
‖si − S si−1‖2.
The solution may have unwanted undulations and is too expensive to compute inter-
actively [24].
• Fairing: A coarse surface could be obtained as the solution to a global variational
problem. This is too expensive as well. An alternative is presented by Taubin [61],
who uses a local non-shrinking smoothing approach.
Because of its computational simplicity, we decided to use a version of Taubin smoothing.
As before let v ∈ V i have k neighbors vm ∈ V i. Use the average, si(v) = k−1
∑k
m=1 s
i(vm),
to deﬁne the discrete Laplacian L(v) = si(v)−si(v). On this basis Taubin gives a Gaussian-
like smoother which does not exhibit shrinkage
H := (I + μL) (I + λL).
With subdivision and smoothing in place, we can describe the transforms needed to sup-
port multiresolution editing. Recall that for multiresolution editing we want the diﬀerence
between successive levels expressed with respect to a frame induced by the coarser level,
i.e., the oﬀsets are relative to the smoother level.
With each vertex v and each level i > 0 we associate a detail vector , di(v) ∈ R3. The
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set di contains all detail vectors on level i, di = {di(v) | v ∈ V i}. As indicated in Figure 7.3
the detail vectors are deﬁned as
di = (F i)t (si − S si−1) = (F i)t (I − S H) si,
i.e., the detail vectors at level i record how much the points at level i diﬀer from the result
of subdividing the points at level i− 1. This diﬀerence is then represented with respect to
the local frame F i to obtain coordinate independence.
Since detail vectors are sampled on the ﬁne level mesh V i, this transformation yields
an overrepresentation in the spirit of the Burt-Adelson Laplacian pyramid [4]. The only
diﬀerence is that the smoothing ﬁlters (Taubin) are not the dual of the subdivision ﬁlter
(Loop). Theoretically, it would be possible to subsample the detail vectors and only record
a detail per odd vertex of M i−1. This is what happens in the wavelet transform. However,
subsampling the details severely restricts the family of smoothing operators that can be
used.
s
i di
(F ) t
s
i-1
Subdivision
s -Ssi i-1
Smoothing
i
Figure 7.3: Wiring diagram of the multiresolution transform.
7.2 Algorithms and Implementation
Before we describe the algorithms in greater detail, let us recall the overall structure of the
mesh editor (cf. Figure 7.1). The analysis stage builds a succession of coarser approximations
to the surface, each with fewer control parameters. Details or oﬀsets between successive
levels are also computed. In general, the coarser approximations are not visible; only their
control points are rendered. These control points give rise to a virtual surface with respect
to which the remaining details are given. Figure 7.4 shows wireframe representations of
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virtual surfaces corresponding to control points on levels 0, 1, and 2.
Figure 7.4: Wireframe renderings of virtual surfaces representing the ﬁrst three levels of
control points.
When an edit level is selected, the surface is represented internally as an approximation
at this level, plus the set of all ﬁner level details. The user can freely manipulate degrees
of freedom at the edit level, while the ﬁner level details remain unchanged relative to the
coarser level. Meanwhile, the system will use the synthesis algorithm to render the modiﬁed
edit level with all the ﬁner details added in. In between edits, analysis enforces consistency
on the internal representation of coarser levels and details (cf. Figure 7.5).
Figure 7.5: Analysis propagates the changes on ﬁner levels to coarser levels, keeping the
magnitude of details under control. Left: The initial mesh. Center: A simple edit on level
3. Right: The eﬀect of the edit on level 2. A signiﬁcant part of the change was absorbed
by higher level details.
The basic algorithms Analysis and Synthesis are very simple, and we begin with their
description.
Let i = 0 be the coarsest and i = n the ﬁnest level with N vertices. For each vertex v and
all levels i ﬁner than the ﬁrst level where the vertex v appears, there are storage locations
v.s[i] and v.d[i], each with 3 ﬂoats. With this the total storage adds to 2∗3∗ (4N/3) ﬂoats.
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In general, v.s[i] holds si(v) and v.d[i] holds di(v); temporarily, these locations can be used
to store other quantities. The local frame is computed by calling v.F (i).
Global analysis and synthesis are performed levelwise:
Analysis
for i = n downto 1
Analysis(i)
Synthesis
for i = 1 to n
Synthesis(i)
With the action at each level described by
Analysis(i)
∀v ∈ V i−1 : v.s[i− 1] := smooth(v, i)
∀v ∈ V i : v.d[i] := v.F (i)t ∗ (v.s[i] − subd(v, i− 1))
and
Synthesis(i)
∀v ∈ V i : s.v[i] := v.F (i) ∗ v.d[i] + subd(v, i − 1)
Analysis computes points on the coarser level i − 1 using smoothing (smooth), subdivides
si−1 (subd), and computes the detail vectors di (cf. Figure 7.3). Synthesis reconstructs level
i by subdividing level i− 1 and adding the details.
So far we have assumed that all levels are uniformly reﬁned, i.e., all neighbors at all
levels exist. Since time and storage costs grow exponentially with the number of levels, this
approach is unsuitable for an interactive implementation. In the next sections we explain
how these basic algorithms can be made memory and time eﬃcient.
Adaptive and local versions of these generic algorithms (cf. Figure 7.1 for an overview
of their use) are the key to these savings. The underlying idea is to use lazy evaluation and
pruning based on thresholds. Three thresholds control this pruning: A for adaptive analy-
sis, S for adaptive synthesis, and R for adaptive rendering. To make lazy evaluation fast
enough, several caches are maintained explicitly and the order of computations is carefully
staged to avoid recomputation.
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7.2.1 Adaptive Analysis
The generic version of analysis traverses entire levels of the hierarchy starting at some ﬁnest
level. Recall that the purpose of analysis is to compute coarser approximations and detail
oﬀsets. In many regions of a mesh, for example, if it is ﬂat, no signiﬁcant details will
be found. Adaptive analysis avoids the storage cost associated with detail vectors below
some threshold A by observing that small detail vectors imply that the ﬁner level almost
coincides with the subdivided coarser level. The storage savings are realized through tree
pruning.
For this purpose we need an integer v.ﬁnest := maxi{‖v.d[i]‖ ≥ A}. Initially v.ﬁnest =
n and the following precondition holds before calling Analysis(i):
• The surface is uniformly subdivided to level i,
• ∀v ∈ V i : v.s[i] = si(v),
• ∀v ∈ V i | i < j ≤ v.ﬁnest : v.d[j] = dj(v).
Now Analysis(i) becomes:
Analysis(i)
∀v ∈ V i−1 : v.s[i− 1] := smooth(v, i)
∀v ∈ V i :
v.d[i] := v.s[i]− subd(v, i − 1)
if v.ﬁnest > i or ‖v.d[i]‖ ≥ A then
v.d[i] := v.F (i)t ∗ v.d[i]
else
v.ﬁnest := i− 1
Prune(i− 1)
Triangles that do not contain details above the threshold are unreﬁned:
Prune(i)
∀t ∈ T i : If all middle vertices m have m.ﬁnest = i− 1
and all children are leaves, delete children.
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This results in an adaptive mesh structure for the surface with v.d[i] = di(v) for all
v ∈ V i, i ≤ v.ﬁnest . Note that the resulting mesh is not restricted, i.e., two triangles that
share a vertex can diﬀer by more than one level. Initial analysis has to be followed by a
synthesis pass which enforces restriction.
i+1V
iV
V i V
i
V
i
i+1
V i+1
T
Figure 7.6: A restricted mesh: the center triangle is in T i and its vertices in V i. To
subdivide it we need the 1-rings indicated by the circular arrows. If these are present the
graph is restricted and we can compute si+1 for all vertices and middle vertices of the center
triangle.
7.2.2 Adaptive Synthesis
The main purpose of the general synthesis algorithm is to rebuild the ﬁnest level of a mesh
from its hierarchical representation. Just as in the case of analysis we can realize savings
from noticing that in ﬂat regions, for example, little is gained from synthesis and one might
as well save the time and storage associated with synthesis. This is the basic idea behind
adaptive synthesis, which has two main purposes. First, ensure the mesh is restricted on
each level, (cf. Figure 7.6). Second, reﬁne triangles and recompute points until the mesh
has reached a certain measure of local ﬂatness compared against the threshold S .
The algorithm recomputes the points si(v) starting from the coarsest level. Not all
neighbors needed in the subdivision stencil of a given point necessarily exist. Consequently,
adaptive synthesis lazily creates all triangles needed for subdivision by temporarily reﬁning
their parents, then computes subdivision, and ﬁnally deletes the newly created triangles
unless they are needed to satisfy the restriction criterion. The following precondition holds
before entering AdaptiveSynthesis:
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• ∀t ∈ T j | 0 ≤ j ≤ i : t is restricted
• ∀v ∈ V j | 0 ≤ j ≤ v.depth : v.s[j] = sj(v)
where v.depth := maxi{si(v)has been recomputed}.
AdaptiveSynthesis
∀v ∈ V 0 : v.depth := 0
for i = 0 to n− 1
temptri := {}
∀t ∈ T i :
current := {}
Refine(t, i, true)
∀t ∈ temptri : if not t.restrict then
Delete children of t
The list temptri serves as a cache holding triangles from levels j < i which are temporarily
reﬁned. A triangle is appended to the list if it was reﬁned to compute a value at a ver-
tex. After processing level i these triangles are unreﬁned unless their t.restrict ﬂag is set,
indicating that a temporarily created triangle was later found to be needed permanently
to ensure restriction. Since triangles are appended to temptri , parents precede children.
Deallocating the list tail ﬁrst guarantees that all unnecessary triangles are erased.
The function Refine(t, i, dir) (see below) creates children of t ∈ T i and computes the
values Ssi(v) for the vertices and middle vertices of t. The results are stored in v.s[i + 1].
The boolean argument dir indicates whether the call was made directly or recursively.
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Refine(t, i, dir)
if t.leaf then Create children for t
∀v ∈ t : if v.depth < i+ 1 then
GetRing(v, i)
Update(v, i)
∀m ∈ N(v, i + 1, 1) :
Update(m, i)
if m.ﬁnest ≥ i+ 1 then
forced := true
if dir and Flat(t) < S and not forced then
Delete children of t
else
∀t ∈ current : t.restrict := true
Update(v, i)
v.s[i + 1] := subd(v, i)
v.depth := i + 1
if v.ﬁnest ≥ i+ 1 then
v.s[i + 1] += v.F (i + 1) ∗ v.d[i + 1]
The condition v.depth = i+1 indicates whether an earlier call to Refine already recomputed
si+1(v). If not, call GetRing(v, i) and Update(v, i) to do so. In case a detail vector lives at
v at level i (v.ﬁnest ≥ i + 1) add it in. Next compute si+1(m) for middle vertices on level
i+1 around v (m ∈ N(v, i+1, 1), where N(v, i, l) is the l-ring neighborhood of vertex v at
level i). If m has to be calculated, compute subd(m, i) and add in the detail if it exists and
record this fact in the ﬂag forced which will prevent unreﬁnement later. At this point, all
si+1 have been recomputed for the vertices and middle vertices of t. Unreﬁne t and delete
its children if Refine was called directly, the triangle is suﬃciently ﬂat, and none of the
middle vertices contain details (i.e., forced = false). The list current functions as a cache
holding triangles from level i− 1 which are temporarily reﬁned to build a 1-ring around the
vertices of t. If after processing all vertices and middle vertices of t it is decided that t will
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remain reﬁned, none of the coarser-level triangles from current can be unreﬁned without
violating restriction. Thus t.restrict is set for all of them. The function Flat(t) measures
how close to planar the corners and edge middle vertices of t are.
Finally, GetRing(v, i) ensures that a complete ring of triangles on level i adjacent to the
vertex v exists. Because triangles on level i are restricted triangles all triangles on level i−1
that contain v exist (precondition). At least one of them is reﬁned, since otherwise there
would be no reason to call GetRing(v, i). All other triangles could be leaves or temporarily
reﬁned. Any triangle that was already temporarily reﬁned may become permanently reﬁned
to enforce restriction. Record such candidates in the current cache for fast access later.
GetRing(v, i)
∀t ∈ T i−1 with v ∈ t :
if t.leaf then
Refine(t, i− 1, false); temptri .append (t)
t.restrict := false; t.temp := true
if t.temp then
current .append (t)
7.2.3 Local Synthesis
Even though the above algorithms are adaptive, they are still run everywhere. During an
edit, however, not all of the surface changes. The most signiﬁcant economy can be gained
from performing analysis and synthesis only over submeshes which require it.
Assume the user edits level l and modiﬁes the points sl(v) for v ∈ V ∗l ⊂ V l. This
invalidates coarser level values si and di for certain subsets V ∗i ⊂ V i, i ≤ l, and ﬁner level
points si for subsets V ∗i ⊂ V i for i > l. Finer level detail vectors di for i > l remain
correct by deﬁnition. Recomputing the coarser levels is done by local incremental analysis
described in Section 7.2.4; recomputing the ﬁner level is done by local synthesis described
in this section.
The set of vertices V ∗i which are aﬀected depends on the support of the subdivision
scheme. If the support ﬁts into an m-ring around the computed vertex, then all modiﬁed
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vertices on level i + 1 can be found recursively as
V ∗i+1 =
⋃
v∈V ∗i
N(v, i+ 1,m).
We assume that m = 2 (Loop-like schemes) or m = 3 (Butterﬂy type schemes). We deﬁne
the subtriangulation T ∗i to be the subset of triangles of T i with vertices in V ∗i.
LocalSynthesis is only slightly modiﬁed from AdaptiveSynthesis: iteration starts at
level l and iterates only over the submesh T ∗i.
LocalSynthesis
∀v ∈ V ∗l : v.depth := l
for i = l to n− 1
temptri := {}
∀t ∈ T ∗i :
current := {}
Refine(t, i, true)
∀t ∈ temptri :
if t.leaf and not t.restrict then
Delete children of t
7.2.4 Local Incremental Analysis
After an edit on level l, local incremental analysis will recompute si(v) and di(v) locally
for coarser level vertices (i ≤ l) which are aﬀected by the edit. As in the previous section,
we assume that the user edited a set of vertices v on level l and call V ∗i the set of vertices
aﬀected on level i. For a given vertex v ∈ V ∗i, we deﬁne Ri−1(v) ⊂ V i−1 to be the set of
vertices on level i − 1 aﬀected by v through the smoothing operator H. The sets V ∗i can
now be deﬁned recursively starting from level i = l to i = 0:
V ∗i−1 =
⋃
v∈V ∗i
Ri−1(v).
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Figure 7.7: The mesh on the top is adaptively subdivided; middle image shows the mesh
after subdivision but before any temporary triangles are removed; in the bottom image the
mesh has all temporary triangles removed. Temporary triangles are shown in light gray;
temporary triangles that were ﬁxed due to restriction and subdivided triangles are shown
in dark gray.
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Figure 7.8: Sets of even vertices aﬀected through smoothing by either an even v or odd m
vertex.
The set Ri−1(v) depends on the size of the smoothing stencil and whether v is even or odd
(cf. Figure 7.8). If the smoothing ﬁlter is 1-ring, e.g., Gaussian, then Ri−1(v) = {v} if v is
even and Ri−1(m) = {ve1, ve2} if m is odd. If the smoothing ﬁlter is 2-ring, e.g., Taubin,
then Ri−1(v) = {v} ∪ {vm | 1 ≤ m ≤ k} if v is even and Ri−1(m) = {ve1, ve2, vf1, vf2} if v
is odd. Because of restriction, these vertices always exist. For v ∈ V i and v′ ∈ Ri−1(v) we
let c(v, v′) be the coeﬃcient in the analysis stencil. Thus
(H si)(v′) =
∑
v|v′∈Ri−1(v)
c(v, v′)si(v).
This could be implemented by running over the v′ and each time computing the above
sum. Instead we use the dual implementation, iterate over all v, accumulating (+=) the right
amount to si(v′) for v′ ∈ Ri−1(v). In the case of a 2-ring Taubin smoother, the coeﬃcients
are given by
c(v, v) = (1− μ) (1 − λ) + μλ/6
c(v, vk) = μλ/6K
c(m, ve1) = ((1 − μ)λ+ (1− λ)μ+ μλ/3)/K
c(m, vf1) = μλ/3K,
where for each c(v, v′), K is the degree of v′.
The algorithm ﬁrst copies the old points si(v) for v ∈ V ∗i and i ≤ l into the storage
location for the detail. Then it propagates the incremental changes of the modiﬁed points
from level l to the coarser levels and adds them to the old points (saved in the detail
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locations) to ﬁnd the new points. Then it recomputes the detail vectors that depend on the
modiﬁed points.
We assume that before the edit, the old points sl(v) for v ∈ V ∗l were saved in the detail
locations. The algorithm starts out by building V ∗i−1 and saving the points si−1(v) for
v ∈ V ∗i−1 in the detail locations. Then the changes resulting from the edit are propagated
to level i− 1. Finally, S si−1 is computed and used to update the detail vectors on level i.
LocalAnalysis(i)
∀v ∈ V ∗i : ∀v′ ∈ Ri−1(v) :
V ∗i−1 ∪= {v′}
v′.d[i− 1] := v′.s[i− 1]
∀v ∈ V ∗i : ∀v′ ∈ Ri−1(v) :
v′.s[i− 1] += c(v, v′) ∗ (v.s[i]− v.d[i])
∀v ∈ V ∗i−1 :
v.d[i] = v.F (i)t ∗ (v.s[i]− subd(v, i − 1))
∀m ∈ N(v, i, 1) :
m.d[i] = m.F (i)t ∗ (m.s[i]− subd(m, i − 1))
Note that the odd points are actually computed twice. For the Loop scheme this is less
expensive than trying to compute a predicate to avoid this. For Butterﬂy type schemes this
is not true and one can avoid double computation by imposing an ordering on the triangles.
The top level code is straightforward:
LocalAnalysis
∀v ∈ V ∗l : v.d[l] := v.s[l]
for i := l downto 0
LocalAnalysis(i)
It is diﬃcult to make incremental local analysis adaptive, as it is formulated purely in terms
of vertices. It is, however, possible to adaptively clean up the triangles aﬀected by the edit
and (un)reﬁne them if needed.
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7.2.5 Adaptive Rendering
The adaptive rendering algorithm decides which triangles will be drawn depending on the
rendering performance available and level of detail needed.
The algorithm uses a ﬂag t.draw which is initialized to false, but set to true as soon
as the area corresponding to t is drawn. This can happen either when t itself gets drawn,
or when a set of its descendents, which cover t, is drawn. The top level algorithm loops
through the triangles starting from the level n − 1. A triangle is always responsible for
drawing its children, never itself, unless it is a coarsest-level triangle.
AdaptiveRender
for i = n− 1 downto 0
∀t ∈ T i : if not t.leaf then
Render(t)
∀t ∈ T 0 : if not t.draw then
displaylist.append (t)
non linear edge
Figure 7.9: Adaptive rendering: On the left 6 triangles from level i, one has a covered child
from level i + 1, and one has a T-vertex. On the right the result from applying Render to
all six.
The Render(t) routine decides whether the children of t have to be drawn or not (cf.
Figure 7.9). It uses a function edist(m) which measures the distance between the point
corresponding to the edge’s middle vertex m, and the edge itself. In the case when any of
the children of t are already drawn or any of its middle vertices are far enough from the
plane of the triangle, the routine will draw the rest of the children and set the draw ﬂag for
all their vertices and t. It also might be necessary to draw a triangle if some of its middle
vertices are drawn because the triangle on the other side decided to draw its children. To
avoid cracks, the routine cut(t) will cut t into 2, 3, or 4 triangles depending on how many
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middle vertices are drawn.
Render(t)
if (∃ c ∈ t.child | c.draw = true
or ∃m ∈ t.mid vertex | edist(m) > D) then
∀c ∈ t.child :
if not c.draw then
displaylist.append (c)
∀v ∈ c : v.draw := true
t.draw := true
else if ∃m ∈ t.mid vertex | m.draw = true
∀t′ ∈ cut(t) : displaylist.append(t′)
t.draw := true
7.2.6 Data Structures and Code
The main data structure in our implementation is a forest of triangular quadtrees. Neigh-
borhood relations within a single quadtree can be resolved in the standard way by ascending
the tree to the least common parent when attempting to ﬁnd the neighbor across a given
edge. Neighbor relations between adjacent trees are resolved explicitly at the level of a
collection of roots, i.e., triangles of a coarsest level graph.
Finding neighborhoods. One can observe that the algorithms described above rely on
a fast algorithm for ﬁnding neighborhoods of a set of vertices in the mesh (submeshes). An
obvious solution can be described recursively: ﬁnd a neighborhood Nm−1(V0) of size m− 1;
for each vertex of v Nm−1, insert all vertices of N1(v) into Nm(V0). This procedure requires
time which is quadratic in the size of the neighborhood. Complexity is even worse if we
use a representation of the mesh that does not allow us to determine if a triangle is already
in the mesh in constant time. In addition to improving speed, we would like to solve this
problem under several additional constraints:
• We avoid using markers associated with triangles to indicate whether a triangle is in
the submesh that we are constructing or not. We take this approach for two main
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reasons: it is useful to be able to maintain more than one submesh at the same time
and it is desirable to avoid an extra cleanup step, which would reset markers to zero
once the submesh is constructed.
• We would like to reduce as much as possible the number of searches for a 1-neighbor-
hood and the number of times we test if a triangle is in the submesh, as well as the
time required for each test.
In order to avoid markers we need a container that stores the triangles of the submesh
and allows fast iteration and fast tests for existence of a given element.
Our solution is to maintain an explicit representation of the boundary of a submesh.
In this way in order to extend Nm−1 to Nm, we have to iterate only over the boundary
which has average size proportional to
√
m. The size of the container is reduced, which also
decreases the time for non-constant time operations with the container.
The algorithm is based on the following function, which, given a vertex v on the bound-
ary, adds all triangles in N1(v) to the submesh. The vertex is speciﬁed as a triple (T, e, v)
where T is a triangle already in submesh with edge e on the boundary, and v indicates
which of the two vertices of e we are using.
Variables used in the algorithm are shown in Figure 7.10.
The function takes as an argument the boundary of the old submeshB and adds edges to
the boundary of the new submesh Bnew. Containers representing boundaries are assumed
to have operations insert and erase. The algorithm uses functions Neighbor and link to
ﬁnd neighbors and to create links to adjacent triangles.
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ExpandMesh( T , e, v, B, Bnew)
prevTri :=T prevEdge := e
Neighbor := v
currentTri :=Neighbor(prevTri, prevEdge)
currentEdge := edge of currentTri containing Neighbor which is not prevEdge
while currentTri exists and ( currentTri , prevEdge) /∈ B
nextTri := Neighbor( currentTri ,currentEdge)
nextEdge := edge of nextTri containing Neighbor which is not currentEdge
if ( currentTri ,currentEdge) /∈ B then
link( prevTri, currentTri )
Bnew.erase(prevTri,prevEdge)
if nextTri exists and (nextTri, currentEdge) ∈ B then
link(nextTri, currentTri )
Bnew.erase(nextTri,currentEdge)
else
Bnew.insert( currentTri ,currentEdge)
endif
outerTri := Neighbor( currentTri ,outerEdge)
if outerTri exists and (outerTri , outerEdge) ∈ B then
link( currentTri , outerTri )
Bnew.erase(outerTri ,outerEdge)
else
Bnew.insert( currentTri ,outerEdge)
endif
prevTri := currentTri prevEdge := currentEdge
currentTri := nextTri currentEdge :=nextEdge
endwhile
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Figure 7.10: Notation of the function ExpandMesh.
We have used the C++ Standard Template Library implementation of sets based on red-
black tree which has log(m) time for search, insertion and deletion of elements to implement
containers for edges.
7.3 Results
In this section we show some example images to demonstrate various features of our system
and give performance measures.
Figure 7.11 shows two triangle mesh approximations of the Armadillo head and leg.
Approximately the same number of triangles are used for both adaptive and uniform meshes.
The meshes on the left were rendered uniformly, and the meshes on the right were rendered
adaptively. (See also color plate 7.13).
Locally changing threshold parameters can be used to resolve an area of interest partic-
ularly well, while leaving the rest of the mesh at a coarse level. An example of this “lens”
eﬀect is demonstrated in Figure 7.12 around the right eye of the Mannequin head. (See also
color plate 7.14).
We have measured the performance of our code on two platforms: an Indigo R10000,
175MHz with Solid Impact graphics, and a PentiumPro@200MHz with an Intergraph In-
tense 3D board. We used the Armadillo head as a test case. It has approximately 172000
triangles on 6 levels of subdivision. Display list creation took 2 seconds on the SGI and
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Figure 7.11: On the left are two meshes which are uniformly subdivided and consist of
11k (upper) and 9k (lower) triangles. On the right another pair of meshes mesh with
approximately the same numbers of triangles. Upper and lower pairs of meshes are generated
from the same original data but the right meshes were optimized through suitable choice of
S . See the color plates for a comparison between the two under shading.
3 seconds on the PC for the full model. We adjusted R so that both machines rendered
models at 5 frames per second. In the case of the SGI approximately 113,000 triangles were
rendered at that rate. On the PC we achieved 5 frames per second when the rendering
threshold had been raised enough so that an approximation consisting of 35000 polygons
was used.
The other important performance number is the time it takes to recompute and re-
render the region of the mesh which is changing as the user moves a set of control points.
This submesh is rendered in immediate mode, while the rest of the surface continues to be
rendered as a display list. Grabbing a submesh of 20-30 faces (a typical case) at level 0
added 250 mS of time per redraw, at level 1 it added 110 mS and at level 2 it added 30 mS
in case of the SGI. The corresponding timings for the PC were 500 mS, 200 mS and 60 mS
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respectively.
Figure 7.12: It is easy to change S locally. Here a “lens” was applied to the right eye of
the Mannequin head with decreasing S to force very ﬁne resolution of the mesh around the
eye.
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Figure 7.13: Shaded rendering (OpenGL) of the meshes in Figure 7.11.
Figure 7.14: Shaded rendering (OpenGL) of the meshes in Figure 7.12.
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Chapter 8 Conclusions and Future Work
8.1 Summary
8.1.1 Subdivision Theory
In Chapters 2 and 3 we develop a foundation for analysis of general subdivision schemes.
Our results extend and put into a common context most previously known results on C1-
continuity of stationary subdivision surfaces.
We prove necessary and suﬃcient conditions for tangent plane continuity and C1-
continuity of subdivision. One of the important observations we can make is that for
almost any C1-continuous subdivision scheme a small generic perturbation of the coeﬃ-
cients of the scheme near an extraordinary vertex will not destroy C1-continuity, as long as
the coeﬃcients for each subdivision rule sum up to 1.
We establish necessary and suﬃcient conditions for Ck-continuity of subdivision surfaces,
relating Ck-continuity and reproduction of certain polynomials in a parameterization given
by the characteristic map. These conditions show that requirements for Ck schemes are quite
diﬀerent from C1 schemes: unless the surface is ﬂat, a small perturbation of coeﬃcients is
likely to destroy C1-continuity. Our results demonstrate both the potential and limitations
of stationary subdivision methods: while Ck-subdivision schemes can be constructed for
k ≥ 2, the support of the schemes is likely to be large.
In Chapters 4 and 5 we establish explicit estimates on convergence rates of subdivision
along with constructive suﬃcient conditions for C1-continuity and used them to develop
algorithms for veriﬁcation of C1-continuity. We implement these algorithms using interval
arithmetic, which allows us to prove C1-continuity for all valences simulataneously, and for
parametric families of subdivision schemes.
8.1.2 Multiresolution Editing
We have built a scalable system for interactive multiresolution editing of arbitrary topology
meshes. The user can either start from scratch or from a given ﬁne detail mesh with
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subdivision connectivity. We use smooth subdivision combined with details at each level as
a uniform surface representation across scales and argue that this forms a natural connection
between ﬁne polygonal meshes and patches. Interactivity is obtained by building both local
and adaptive variants of the basic analysis, synthesis, and rendering algorithms, which rely
on fast lazy evaluation and tree pruning. The system allows interactive manipulation of
meshes on a variety of hardware, with rendering quality adapting to the available resources
while maintaining acceptable frame rates.
8.2 Future Work
8.2.1 Subdivision
It is immediately obvious how to extend our constructions in several directions.
Diﬀerent topological rules. We have considered only schemes deﬁned using the simplest
topological subdivision rule; schemes using diﬀerent types of topological rules are also of
considerable interest. A topological rule for a stationary scheme is typically based on a
tiling of a plane that admits a reﬁnement procedure that produces a similar tiling from the
original one. If we would like to use a tiling consisting of identical regular polygons, only few
cases are possible: triangular tiling (this is the tiling that we were using), quadrilateral and
hexagonal tiling. It does not make a lot of sense to consider reﬁnements that create more
than 4 polygons per each polygon of the initial tiling. If we restrict ourselves to regular
tilings and dyadic reﬁnements, not that many topological rules are possible. Excluding
rather arcane, but possible case of honeycomb reﬁnement, we have 3 main cases: midpoint
reﬁnement of triangular and quadrilateral grids and dual reﬁnement of the quadrilateral
grid (Doo-Sabin-type rule), as shown in Figure 8.1.
In each case we can reduce the scheme to an equivalent scheme deﬁned on simplicial
complexes as explained in Appendix A. However, while this is acceptable for theoretical
purposes, analysis of speciﬁc schemes would be more diﬃcult than it is necessary if we adopt
this approach. Instead, we might develop a similar formalism for each reﬁnment type.
Generalization of our formalism to the reﬁnement of quadrilaterals of Catmull-Clark
type is straightforward: vertices of reﬁned complexes still form a hierarchy of nested sets;
one case can be reduced to the other by splitting each quadrilateral into two. The only
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Catmull-Clark-type rule Doo-Sabin-type rule honeycomb refinement
Figure 8.1: Several diﬀerent topological rules on regular grids and near an extraordinary
vertex of valence 7.
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diﬀerence between these cases is the number of symmetries in the group of automorphisms
of regular complexes, and hence the number of constraints on symmetric schemes.
Doo-Sabin-type schemes are diﬀerent from triangle-based schemes in a more fundamen-
tal way. The vertices of the reﬁned complexes do not form a hierarchy, but the polygons
do. Thus it would be more natural to deﬁne neighborhoods on the dual complexes.
Boundary case. All derivations in Chapter 3 were performed for an extraordinary vertex
in the interior of the surface. The same methods can be used to consider the vertices on the
boundary; although Schweitzer [59] applied Reif’s conditions to vertices on the boundary, a
careful theoretical analysis was never performed in that case. In the case of Ck continuity,
the fact that the classiﬁcations of singularities of smooth functions are diﬀerent for the
boundary case suggests that there might be subtle diﬀerences in the conditions.
Convergence estimates in the general case. In Chapter 4 we made some simplifying
assumptions on factorizations of Laurent polynomials in our derivations of convergence esti-
mates. Convergence estimates using matrix schemes can be derived without these additional
assumptions.
Better convergence estimates. As already mentioned in Section 6.3, the estimates
that we have obtained for schemes with negative coeﬃcients are unnecessarily pessimistic.
A simple way to improve these estimates is to subtract suitably chosen closed-form functions
that the scheme is known to reproduce (quadratic in the simplest case) from the coordinate
control points and perform the estimates only on the residual term. It is likely that some
improvement can be achieved for most schemes.
Single ring schemes. A more diﬃcult problem that appears to be within close reach
is suﬃciently complete description (in terms of coeﬃcients) of all possible C1-continuous
symmetric single ring schemes based either on a triangular or quadrilateral topological rule.
Such a description would allow us to search for small-support schemes satisfying certain
requirements.
While the polynomial degree estimate leads to the conclusion that Ck-continuous poly-
nomial schemes have large support, it does not require all other schemes to have large
support. Intuitively, it appears that polynomial schemes have maximal smoothness among
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all schemes with given support. A proof of this fact in the one-dimensional case can be
found in [6]. We are not aware of a proof in the two-dimensional case; a theorem like this
would ﬁnally answer the question of the minimal possible support for a C2 scheme.
Limitations of stationary subdivision make it desirable to extend the theory to some
classes of non-stationary schemes. However, in the case of non-stationary schemes, smooth-
ness analysis alone is unlikely to be suﬃcient. The remarkable fact that Ck-continuity of
subdivision surfaces is related to polynomial reproduction also leads to a particular depen-
dence between global (fairness) and local (smoothness) properties. It is unlikely to be the
case for most non-stationary schemes, so it might be necessary to consider fairness directly.
All smoothness criteria that we have described reduce veriﬁcation of smoothness of all
surfaces generated by a subdivision rule to veriﬁcation of certain properties of the eigenbasis
functions. The eigenbasis functions are still deﬁned as a limit of the subdivision process; in
some important cases we found a way to verify the properties of the limit function using
a suﬃciently close linear approximation. It would be desirable to have suﬃciently general
smoothness criteria formulated entirely in terms of the coeﬃcients of the scheme (0-th linear
approximation).
8.2.2 Multiresolution Representations and Editing
There are several avenues for future research:
• Multiresolution transforms readily connect with compression. We want to be able to
store the models in a compressed format and use progressive transmission.
• Features such as creases, corners, and tension controls can easily be added into our
system and expand the users’ editing toolbox.
• Presently no real time fairing techniques, which lead to higher quality coarse levels,
exist.
• In our system coarse level edits can only be made by dragging coarse level vertices.
The locations of the vertices control the on coarse levels cannot be controlled directly.
Ideally the user should be able to dynamically choose control points and their areas
of inﬂuence (direct manipulation).
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• The system allows topological edits on the coarsest level. Algorithms that allow
topological edits on all levels are needed.
• An important area of research relevant for this work is generation of meshes with
subdivision connectivity from scanned data or from existing models in other repre-
sentations.
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Appendix A Reduction of Subdivision of
Polyhedra to Subdivision of Complexes
In this thesis we have considered schemes deﬁned on simplicial complexes; most theoretical
constructions and algorithms are more transparent for this type of schemes. For a variety
of reasons some of the popular types of schemes are deﬁned on general polyhedral meshes
(Catmull-Clark, Doo-Sabin). With minor modiﬁcations, constructions of Chapter 2 also
apply to these schemes. Rather than redoing all derivations for each type of reﬁnement
rules, we can show that schemes using these reﬁnement rules are equivalent to other schemes
deﬁned on simplicial complexes. This can be achieved using tagged complexes.
The goal of this reduction is not to propose a new way to implement Catmull-Clark or
Doo-Sabin subdivision, but to demonstrate that the theoretical results of Chapter 3 equally
apply to schemes of other types. To simplify the exposition, we assume that all polyhedra
are closed.
Catmull-Clark reﬁnement. Reﬁnement rules of this type can be deﬁned on polyhedra
in the same way as we deﬁned reﬁnement of simplicial complexes. In addition to inserting
vertices in the middle of each edge, we also insert a vertex at the barycenter of each polygonal
face. For any subdivision scheme using subdivision rules of this type deﬁned on a polyhedron
P , we construct a subdivision scheme deﬁned on a suitably simplicial complex Σ(P ), which
produces the same limit surfaces.
Subdivide a polyhedron P once to obtain P 1; after this, no extraordinary vertices are
adjacent, all faces of the subdivided complex are quadrilateral, and each face has no more
than two extraordinary vertices. Consider one of the quadrilaterals (v1, v2, v3, v4). Suppose
v1 is extraordinary. If the quadrilateral has two extraordinary vertices, the other can be
only v3. We split the quadrilateral along the diagonal (v2, v4) into two triangles; as a result,
we obtain a simplicial complex Σ(P ). In addition, we tag all edges of the resulting simplicial
complex Σ(P ) that are also edges of P 1. The process is shown in Figure A.1.
Finally, we deﬁne a rule to propagate the tags from Σ(P ) to D(Σ(P )). Note that each
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Figure A.1: Reducing reﬁnement rules of the Catmull-Clark scheme to simplicial complex
reﬁnement.
triangle in Σ(P ) has exactly two tagged edges. a new edge of the reﬁned complex D(Σ(P ))
(we use simplicial reﬁnement deﬁned in Chapter 2) is tagged if it connects a midpoint of a
tagged edge with the midpoint of an edge that is not tagged.
Now the standard Catmull-Clark rules [5] (vertex, edge and face rule) are used as follows:
the vertex rule is used to compute the values pj+1(v) at vertices v ∈ V j, the edge rules are
used to compute midpoints of tagged edges, and the face rule is used to compute the
midpoint of edges that are not tagged.
We deﬁne the set of admissible isomorphisms G as the set of all isomorphisms that
map tagged edges to tagged edges; it is easy to show that it satisﬁes our requirements for
admissible sets (Section 2.2.1) and that the simplicial complex equivalent of the Catmull-
Clark scheme is G-invariant and stationary.
Doo-Sabin scheme. Because the reﬁnement of the type used by the Doo-Sabin scheme
removes vertices from the polyhedron, it is more diﬃcult to reduce it to simplicial reﬁnement.
We show how to reduce it to the Catmull-Clark reﬁnement with vertex tags. Then it can
be reduced to simplicial reﬁnement using edge tags as above.
Note that deﬁning the domain for Doo-Sabin surfaces is less straightforward than for
simplicial reﬁnement or Catmull-Clark reﬁnement. One possible way of doing this is to in-
troduce additional vertices into the polyhedra generated by the scheme. For each polygonal
face, we add the center of the face and connect it to all vertices of the face (Figure A.2a).
Then we eliminate all the edges of the original polyhedron, retaining only the edges intro-
duced on the previous level (Figure A.2a). Initially we tag all centers. Then we propagate
vertex tags as shown in the ﬁgure.
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b
c d
e
Figure A.2: Reducing reﬁnement rules of the Doo-Sabin scheme to the Catmull-Clark re-
ﬁnement. a. The original polyhedron. b. One step of the Doo-Sabin subdivision. c. The
original polyhedron with the centers of the faces added. d. The polyhedron subdivided
using the Catmull-Clark reﬁnement, with the edges of the polyhedron obtained using Doo-
Sabin reﬁnement (b) shown as dashed lines. e. The polyhedron converted to a simplicial
complex. The picture in the center shows how vertex tags are propagated. Each quadrilat-
eral has two tagged vertices; in the subdivided quadrilateral all old vertices are tagged, all
new vertices are not tagged.
The new mesh can be subdivided using the Catmull-Clark reﬁnement. Note that all
tagged vertices always correspond to the centers of the faces of polyhedra that we would
obtain using the Doo-Sabin reﬁnement.
Clearly, the values at the centers on subdivision level j + 1 can be computed from the
values on level j. These formulas give us vertex rules for tagged and untagged vertices; the
rule for tagged vertices is the rule for centers of faces on level j+1 that correspond to faces
of level j; the rule for untagged vertices is the rule for centers of faces that correspond to
new faces on level j+1 created for vertices. The vertex rules are derived from the formulas
for the centers of new faces. The edge rules are the standard Doo-Sabin rules. The tagged
vertex (exactly one vertex of each edge is tagged) is used to determine which values to use
in the rule.
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Appendix B Classiﬁcation of Quasihomogeneous
Polynomials
The conditions provided by Lemmas 3.16 and 3.20 are not explicit in one aspect: they use
implicitly deﬁned sets of polynomials P(p, q). If a set P(p, q) consists of more than one
polynomial, it is possible to enumerate all polynomials in this set as points on a line with a
rational slope in the Newton plane. It would be of some interest however, to ﬁnd classes of
polynomials that can be reduced to each other with suitable coordinate transformations.
Polynomials in these sets play an important role in singularity theory. In this section
we will brieﬂy touch on the subject; the nature of the relation between quasihomogeneous
functions and eigenbasis functions of subdivision requires further study.
First we make the connection between functions satisfying scaling relations and quasi-
homogeneous functions explicit.
Deﬁnition B.1. A function satisfying relation
f(λq1ξ1, λq2ξ2) = λf(ξ1, ξ2) (B.1)
where q1 + q2 = 1, is called quasihomogeneous function of degree 1 with exponents q1,
q2.
It is clear that whenever the set P (p, q) is not spanned by one monomial, there is a
non-zero pair of integers p1, p2 such that λ
p1
1 λ
p2
2 = 1. Therefore, all scaling factors in the
corresponding relation can be expressed in terms of λp1λ
q
2, resulting in the relation of the
type (B.1). The exponents q1 and q2 in this case will be positive and rational, which means
that any smooth quasihomogeneous function satisfying (B.1) has to be a polynomial.
Thus, the set of quasihomogeneous functions with given positive rational exponents is
exactly one of the sets P (p, q).
With each monomial of a quasihomogeneous polynomial, we can associate a pair of
integer points in the plane, similar to the way it was done in Figure 3.12.
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All such points (i, j) are on the line q1i + q2j = 1. Monomials corresponding to these
points are called diagonal. Monomials below the line are called lower; monomials above the
line are called upper.
An important quantity characterizing quasihomogeneous functions is intrinsic modality.
To deﬁne intrinsic modality, we ﬁrst deﬁne the local algebra of a quasihomogeneous function
f . This algebra is the factor algebra of all formal power series with respect to the ideal
generated by the partial derivatives of f .
The local algebra has a basis of monomials, and the number of upper, lower and diagonal
monomials in the basis does not depend on the choice of the basis.
The intrinsic or inner modality is the number of upper and diagonal monomials of any
basis of the local algebra. There is a simple geometric method for calculating modality on
the exponent plane.
Any quasihomogeneous polynomial of given type can be represented in the form f0 +∑
ckek, where f0 is a ﬁxed quasihomogeneous polynomial of the same type, ek are diagonal
monomials of the basis of the local algebra and ck are some coeﬃcients.
The sets P(p, q) can be speciﬁed by presenting the diagonal monomials of the basis of
the local algebra and one quasihomogeneous polynomial with given exponents.
The equivalence of quasihomogeneous functions is given by the group of quasihomoge-
neous diﬀeomorphisms. The classiﬁcation of the quasihomogeneous functions of intrinsic
modality 0 up to equivalence is particularly simple: all such functions are listed in the table
below (up to renaming of variables):
Type Normal Form q1 q2
Ak ax
k+1 + by1 k + 1 12
Dk ax
2y + byk−1 k−22k−2
2
2k−2
E6 ax
3 + by4 13
1
4
E7 ax
3 + bxy3 13
2
9
E8 ax
3 + by5 13
1
5
The same ﬁve classes occur in various classiﬁcations, such as classiﬁcations of simple Lie
algebras, braid groups and regular polyhedra.
Many references to the singularity theory literature can be found in Arnold [1].
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quasihomogeneous polynomials, 97, 112
reﬁnement
complex, 26
reﬁnement rule, 263
regular, 63
rendering
adaptive, 249
restriction, 240
Riesz basis, 102
scaling relation, 76
tangents, 80
scaling relations, 53, 75, 96, 108
sharp features, 147
simplical map, 24
simplicial complex
closed, 24
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local isomorphism, 24
tagged, 29, 263
singular parameterization, 72
stationarity, 47
stencil, 31, 189
Loop scheme, 31
subdivision
adaptive, 241
analysis for arbitrary valence, 159
as projection, 74
convergence
criterion, 56
estimate, 140
rate, 138
limit function, 18, 40, 50
basis function decomposition, 41, 42
linear approximation, 41
piecewise constant approximation, 42
subdivision function, 31
subdivision matrix, 74
block-diagonal form, 185
cyclic, 184
deﬁnition, 47
eigenvalues, 50
for single ring schemes, 190
Jordan normal form, 54
tangent, 80, 104
eigenstructure, 86
Jordan structure, 104
tangents, 80
subdivision scheme
C1-continuity, 157
C1-continuous
criterion, 95
Ck-continuous
criterion, 95, 98
aﬃnely invariant, 32
algorithm for testing C1-continuity, 193
arbitrary valence
C1-continuity, 193
Butterﬂy, see Butterﬂy scheme
Catmull-Clark, see Catmull-Clark scheme
comparison, 156
computing normals, 100
convergence
rate, 156
convergent, 40
crease, 147, 225
deﬁnition, 30
derivative, 143, 145
diﬀerence, 131, 154
Doo-Sabin, see Doo-Sabin scheme
ﬁnitely supported, 31
Haar, 129
invariant, 182
conditions for C1-continuity, 187
with respect to a set of isomorphisms,
182
Laurent polynomial, 141
locally deﬁned, 32
Loop, 161, see Loop scheme
matrix, 142, 149, 260
Modiﬁed Butterﬂy, see Modiﬁed But-
terﬂy scheme
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modiﬁed Butterﬂy, 161
nonstationary, 261
piecewise constant, 129, 139, 156
single ring, 189, 260
stationary, 47
stencil, 189
tangent plane continuity, 77
suﬃcient conditions, 88, 91
support size, 31
surface
C1-continuous, 63, 64
self-intersections, 63
singular parameterization, 72
tangent plane continuous, 67
tangent plane continuous in Rp, 69
synthesis, 238
adaptive, 241
local, 244
tangent plane continuity, 67
criterion, 83, 87
necessary condition, 92
of universal surface, 76
tangent plane continuity in Rp, 69
Taubin’s smoothing, 233, 236, 247
tension, 147
tension parameter, 147, 225
universal surface
deﬁnition, 76
reparameterization, 76
vector
normal, 100
tangent, 100
wedge product, 67
winding number, 137, 187
computation, 137
