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MODELLING OF A MICROFLUIDIC ULTRASONIC PARTICLE SEPARATOR
by Rosemary June Townsend
Particles within an ultrasonic standing wave experience an acoustic force causing the particles to
move to certain positions within the acoustic field. This phenomenon can be used to manipulate
particles and so provides a means to separate, concentrate or trap particles, cells or spores. The
work described is applied to a micro-engineered flow-through device for processing small samples
and incorporates a fluid filled chamber of depth typically between 100 and 200µm, and therefore
approaches microfluidic dimensions. The successful design and subsequent performance of such
devices rely on the predictability of particle trajectories which are influenced predominantly by
acoustic and fluid flow fields. Therefore, the majority of this research seeks an understanding of
the nature of these fields and, in turn, reliable simulation of particle trajectories.
Computational fluid dynamics (CFD) modelling is used to develop a robust 2-dimensional
model of the device’s microchannels and is used to predict the presence of eddy regions, associated
with the etch fabrication techniques, which are likely to disrupt the separation process. Based on
a geometric study, simulations and subsequent test results on a fabricated device have revealed
geometric modifications which minimise these eddy flows and promote the existence of laminar
flow within the main channel of the device.
Finite element analysis (FEA) provides a method to investigate the 2-dimensional characteris-
tics of the acoustic field and reveals variations in acoustic pressure across the width of the device,
giving rise to lateral radiation forces frequently reported in similar ultrasonic devices. This work
investigates acoustic enclosure modes in 2 or 3-dimensions as a possible cause of these lateral
variations, with modelled results matching well with experiment.
A particle force model has also been developed which predicts the motion of particles through
the device, and by which concentration and separation performance may be calculated. This tool is
used to investigate acoustic design, operating conditions and separation performance for both the
micro-engineered device and a device based on a quarter-wavelength, providing valuable insight
into various trends observed.
The novelty in this work is the application of macro-scale numerical techniques to micro-
engineered ultrasonic particle manipulators and the execution of an extensive analysis of the design
and operation of such devices. These analyses have demonstrated, and therefore have explained,
various phenomena associated with the fluid and acoustic fields, and how they influence parti-
cle separation performance. The development of similar devices can be aided by the use of the
numerical simulation methods featured throughout this thesis.
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Chapter 1
Introduction
1.1 General
Particles within an ultrasonic standing wave experience a radiation force. This radiation force de-
pends on the acoustic field pattern and causes particles to move towards the acoustic pressure nodes
or anti-nodes. For second phase particles within a fluid suspension, the acoustic radiation force
offers a method to manipulate particles, moving particles to various positions, fractionating parti-
cles or causing them to converge thus increasing their concentration. Such a technique, therefore,
has applications in the processing of biological samples containing cells or spores; for example,
a concentrate would increase the sensitivity of any subsequent tests. The simple structural design
also permits simplification and miniaturisation of laboratory processes; miniature systems which
incorporate such processing and sensor stages are termed Micro Total Analysis Systems (µTAS)
or “lab-on-a-chip”.
This thesis describes the numerical simulation of various aspects of particle manipulation, but is
centred around a micro-engineered ultrasonic separator, the operation of which relies on acoustic
radiation forces. The device processes a sample of a fluid/particle mix by passing it through a half
wavelength ultrasonic standing wave contained within a fluid chamber, causing the particles to
congregate on the nodal plane along the centre of the chamber. By controlling the respective flow
rates through two outlets it is possible to pass the particle concentrated stream through one, leaving
clarified fluid to pass through the other. Therefore, this device operates primarily as a clarifier and
is designed to demonstrate the potential of acoustic separation within a micro-engineered device
and is an example of a micro electro-mechanical system (MEMS).
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The efficiency of separation is dependent on various factors including the operating conditions and
geometric design of the micro-engineered device as these influence the fluid dynamics, acoustic
field and particle motion within the device. Numerical modelling is used to investigate these
factors, building on previous modelling work which concentrated on the 1-dimensional acoustic
aspect of the device. The numerical modelling work includes development of a CFD model, an
acoustic FEA model and particle force model, by which the fluid dynamics, the 2-dimensional
acoustic field and particle motion within the device may be simulated respectively. In turn, these
enable the degree of separation or clarification to be quantified.
Simulations also predict, and thus explain, various acoustic and fluid phenomena which have an
impact on separation performance. Further to this, simulations have been used for the appropri-
ate redesign of geometry to discourage fluid flow phenomena which is detrimental to separation
performance.
Several devices have been fabricated from which experimental results have contributed to valida-
tion of the various models mentioned above. Geometry revisions recommended through the use of
CFD have been incorporated into fabricated devices, yielding positive results and demonstrating
the potential use of simulation tools.
1.2 Background
Observations of acoustic forces on particles in a standing wave causing particle accumulation
and fractionation were first recorded in the late 1800s [1] and the phenomenon has since been
investigated as a means to separate particles from a carrying fluid. Various methods have been
patented, including methods which use a drifting standing wave to transport particles to another
part of the device.
By contrast, the University of Southampton has investigated a ‘flow-through’ type of separator,
where a fluid stream is continually processed through a ‘stationary’ standing wave, the position of
multiple outlets enabling the particle concentrate to be separated from clean fluid regions. Initial
experiments investigating this method of separation used flow rates of between 8 to 20 l/hr and
have shown that a useful level of particle separation can be achieved [2, 3].
It is intended to develop this method on a much smaller scale to produce a separator capable of
processing millilitre samples. Researchers at Cardiff University have designed and tested a device
fabricated from stainless steel, capable of separating yeast and polystyrene particles at a flow rate
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of 0.1ml/s [4]. Researchers at the University of Southampton are developing a similar device [5],
but by using micro-engineering fabrication techniques it may be incorporated into microfludic
systems encompassing similar devices.
1.3 Structure
The separator device is novel in terms of how it combines micro-engineering technology with an
ultrasonic phenomenon, therefore chapter 2, containing much of the literature review, concentrates
on these two aspects. The chapter then concludes with the application of this technology within
other devices relying on ultrasonics and within the microfluidic ultrasonic separator about which
this work is centred, and also summarises the modelling techniques used in relation with these
devices. As this thesis draws on a range of techniques and areas of research some literature is not
included in this chapter, but instead incorporated into the following chapters where its relevance
can be clearly shown.
Chapters 3 and 4 study the fluid and acoustic characteristics, respectively, within the microflu-
idic ultrasonic separator, which both influence the trajectory of particles through the device and
therefore will ultimately determine the success of the device to separate or concentrate. These
chapters also describe the CFD and FEA modelling mentioned above. Chapter 5 describes the
development of the numerical simulation of particle trajectories and concentration which makes
assumptions about and uses simplifications of the fluid and acoustic fields, put into context by the
two preceding chapters. In chapter 6, the thesis culminates in analysis and test of separator devices,
comparing the model described in chapter 5 with experimental performance of the devices.
1.4 Research Contributions
This thesis presents the methods employed to predict both the behaviour of particles and fluid
within the channels of the Southampton micro-engineered separator and a related device. The
simulation approaches have been validated against experimental results taken from fabricated de-
vices and are shown to be valuable tools to determine and evaluate modifications.
CFD simulations have described the flow patterns generated by passing fluid through anisotropi-
cally etched structures, but improvements to the flow pattern have been simulated and shown ex-
perimentally, whilst bound by the limited geometric variations offered by the KOH etch process.
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The flow efficient design of fluid networks approaching microfluidic scale had been shown to be
possible using a commercial CFD program and has wider implications regarding the design of
microfluidic networks.
FEA of the 2-dimensional acoustic field has predicted the presence of lateral radiation forces,
assisting in their explanation and describing the relative influence of materials and geometry. The
effects of lateral radiation forces have been observed in similar ultrasonic devices and suggests
that FEA has a role in diagnosing acoustic phenomena observed in other resonators.
To predict the movement and concentration of particles, a numerical model is developed. This pre-
dicts the particle concentration throughout the processing chamber and is able to describe discon-
tinuities such as at the edge of the particle stream and wall concentration. This simulation method
demonstrates the combined influence of the acoustic and fluid flow fields on particle distribu-
tion, which becomes more significant when the acoustic wavelength is comparable to the chamber
depth and a parabolic laminar flow profile exists. Separation performance is also predicted using
this simulation method describing the influence of various operating parameters, validated exper-
imentally. This simulation approach has potential application in the design of other field-assisted
particle manipulators where the spatial control of particle concentration is vital to the successful
operation of the device.
Chapter 2
Introduction to Separator Development
The development of the microfluidic ultrasonic separator relies on twomain topics: micro-engineering
fabrication techniques which determine the geometric design and fluid flow regime, and the acoustic
radiation force which gives rise to particle convergence and ultimately separation. The first three
sections within this chapter review literature broadly concerned with these areas, therefore intro-
ducing the basic principles of the design and operation before introducing the separator device
itself. The microfluidic ultrasonic separator and related devices are then discussed in sections 2.4
and 2.5 which present the various ways in which the acoustic radiation force has been employed
and the simulation methods used to predict the characteristics of operation.
2.1 MEMS Technology
Micro Electro-Mechanical Systems (MEMS) is the term used for micron scaled devices which in-
corporate both electrical and mechanical parts, typically on a common silicon substrate. Due to the
scale of these systems the fabrication technology is specialised, referred to as micro-engineering,
and principally using etched wafers to build the bulk of the device structure. Other than their
size, the layered construction make MEMS devices very distinctive. The ultrasonic separator is
a MEMS device: it incorporates fluid microchannels, a piezoelectric transducer and is fabricated
using micro-engineering techniques. By appreciating the technologies associated with MEMS it
is possible to recognize limitations in design in terms of the ultrasonic separation device geometry,
manufacture, operation and integration into a system composed of similar devices.
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2.1.1 Micromachining
MEMS devices are typically fabricated using micromachining techniques where material is added
to or etched from a suitable substrate. Bulk micromachining methods are used to fabricate the main
structure of the ultrasonic separator involving the etching and bonding of wafers, frequently used
for fabricating MEMS devices. Other fabrication techniques not used here have been developed,
capable of producing more complex structures and devices.
Silicon is the most common substrate material, although other materials include glass, ceramics,
plastics and other single crystal materials. Injection moulding of PMMA (acrylic) for use in micro-
engineered devices has also been demonstrated [6]. However, within the ultrasonic separator Pyrex
and silicon wafers are used, and therefore, only the fabrication methods relevant to these materials
are described further.
Bulk Micromachining
Bulk micromachining describes the technique where geometry is formed by selectively removing
material from wafers by etching [7, 8, 9]. To control the etch pattern a photoresist layer is applied
to the substrate, which, after exposure, is developed to remove either the exposed or unexposed
areas of resist, depending on the substances used. The remaining resist creates a mask on the
surface of the silicon and is used to control the subsequent silicon etch process.
Wet Etching: Wet etching processes involve the application of a chemical solution, causing
exposed substrate to dissolve. As with a silicon substrate, the etchant can act either isotropically,
where material is removed equally in all directions, or anisotropically, such as that achieved using
potassium hydroxide (KOH), where the etchant shows a preference to certain crystal planes [7,
8, 10, 11]. With KOH etching of single crystal silicon (diamond cubic structure [12]), (111)
crystal planes etch significantly slower than the other crystal planes. Therefore, for silicon wafers
of 〈100〉 orientation, KOH etching produces trapezoidal geometries with surface set at 54.74o,
corresponding to (111) planes. Due to its reliance on the crystalline structure, anisotropic etching
can produce predictable geometry and a good surface finish, although the range of geometries
possible is limited.
Figure 2.1(a) illustrates the use of a mask in controlling the etch pattern upon a silicon wafer and
figures 2.1(b) and (c) show the result of using isotropic and anisotropic etchants, respectively. It
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Figure 2.1: The etching process showing a) the etch mask, b) the etched geometry resulting from
an isotropic etch and c) the angular geometry resulting from an anisotropic etchant.
can be seen that the isotropic etch undercuts the etch mask and produces curved sides to the etch
depression, with the etch time typically determining the etch depth. With the anisotropic etch the
resulting trapezoidal trench can be clearly seen and, unlike the isotropic etch, does not undercut
the mask.
Dry Etching: Other etch techniques include dry etching [8, 9, 13]. For example, reactive ion
etching uses a combination of chemical etching and ion bombardment to physically etch away
material and break down molecular bonds. The resulting plasma causes highly directional etching
and creates a geometry of nearly 90o angles to the substrate surface. A related technique is Deep
Reactive Ion etching, which uses a cycle of plasma and sidewall protection which is able to etch
100’s of microns deep into the silicon. Deep Cryogenic etching also produces vertical sidewalls,
but without the scalloped surfaces produced by the Deep Reactive ion etch technique. Generally
these dry etching techniques are more expensive and complex than wet isotropic and anisotropic
etch techniques which are used for the fabrication of the separator.
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Figure 2.2: Cross-section of a micro-engineered microvalve (Nguyen et al. [14]).
Bonding: It is possible to create a device that contains complex internal geometry by building
the structure from several etched wafers. Depending on the wafer materials involved, bonding of
multiple wafers can be achieved, either using fusion bonding for silicon to silicon where compo-
nents in intimate contact with each other are heated to >1000oC producing an atomic bond, or
anodic bonding for silicon to glass, which uses an electric field [7, 8]. Figure 2.2 shows an example
of a layered structure, typical of many MEMS devices, and also shows an anisotropically etched
silicon layer. The image taken is of the cross-section of a microvalve incorporated into a micro
dosing system [14, 15] and uses an electrostatic actuated silicon diaphragm to control movement
of fluid through the two fluidic ports.
Surface Micromachining
Surface micromachining, where the wafer is not necessarily etched, involves layers of various
materials being deposited onto the substrate, for which Bustillo et al. [16] present an excel-
lent overview. Such layers can include conducting, insulating materials and sacrificial layers
onto which further layers may be added, some of which, for example, may be deposited using
chemical-vapour-deposition. To introduce the basic process, figure 2.3 illustrates the deposition
and patterning of a sacrificial layer (figure 2.3(a) and (b)) followed by similar deposition and pat-
terning of a polysilicon structural layer (figure 2.3(c) and (d)). Any etched windows through the
sacrificial layer create anchor points for the structural layer. Finally, acid removal of the sacrificial
layer leaves the structural material intact and, depending on the process and etch patterns of the
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Figure 2.3: Schematics showing the production of structural overhangs and released structures
using a basic surface-micromachining process.
various layers, produces overhangs or released structures as depicted in figure 2.3(e).
The use of sacrificial layers is applied to the manufacture of micro gears and similar freestand-
ing components, as the sacrificial layer allows release of the surface micromachined or moulded
structure from the base wafer. The fabrication of free-standing components and hinges makes it
possible to rotate structures out of plane, creating 3-dimensional devices.
One application of surface micromachining is the fabrication of capacitative micromachined ul-
trasonic tranducers (cMUT’s). For an example see the work developed by Stanford University
[17, 18] where the use of cMUT’s as an alternative to piezoelectric transducers is studied. This
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Figure 2.4: Basic MEMS pressure sensor construction.
uses surface micromachining techniques and sacrificial layers to create a diaphragm suspended
over the surface of a silicon substrate and separated by a small gap; an electrode is then deposited
onto the diaphragm. A voltage applied between the diaphragm electrode and wafer substrate
causes electrostatic movement of the diaphragm, the excitation of which generates a sound wave.
Jin et al. describe in detail the various stages involved in the fabrication of such a transducer [18].
2.1.2 MEMS Devices
Basic Device Types
As previously mentioned these devices incorporate both electrical and mechanical elements into
a single device or system. A basic example of a MEMS device is a pressure sensor and typically
consists of a diaphragm formed by etching [19]. This diaphragm will deflect with pressure which
is sensed by, for example, piezoresistive elements deposited at certain locations on the diaphragm.
Figure 2.4 shows the typical construction.
A variety of other mechanical structures and electrical sensing or actuation techniques may be
incorporated into MEMS devices. For example, sensors may include a suspended mass or resonant
beam structure, the deflection or resonant frequency of which, respectively, is influenced by the
parameter to be measured. Depending on the mechanical structure used, the deflection or resonant
frequency is then sensed by a piezoresistor, capacitor or photodetector [19, 10]. Other devices
include accelerometers, micro-motors, tweezers, optical components, gyroscopes, switches and
microfluidic devices.
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Advantages of MEMS devices
Micromachining techniques and the ability to integrate both mechanical and electrical aspects of a
device allow the creation of complex yet small MEMS devices, typically cheaper than more bulky
conventional devices which are built from discrete components [9]. Indeed, MEMS fabrication
has adopted already well established techniques from the IC industry. This has reduced microma-
chining development costs, increased device reliability and enabled the use of batch production,
contributing again to reduce costs [19].
Due to low costs, some devices have the advantage of being disposable. For example, micro pres-
sure sensors used in the medical industry can avoid the processes of cleaning and sterilisation after
each use, ultimately one advantage associated with an ultrasonic separator. Bryzek & Petersen [7]
mention the importance of reduced fabrication costs.
Applications
MEMS sensors have wide applications, being used for automotive applications, notably micro-
engineered accelerometers in airbag systems and tyre pressure sensors, aero and medical indus-
tries. More specialised devices such as tweezers and micro-motors have applications in micro-
surgery and bioresearch, for example in performing surgery and manipulating tissue samples [20].
2.2 Microfluidics
Microfluidics is a subdivision of MEMS technology where micro-engineering techniques are used
to create fluidic circuits used in the processing of small fluid samples. Fluid channels are typically
of the order of microns to hundreds of microns and, due to the scale, the fluid flow characteristics
within a microfluidic device may differ from large macroscale flow systems. In this section, the
flow through channels of a similar scale to those found in the ultrasonic separator are discussed
and appropriate simulation methods considered. Various microfluidic devices are also introduced,
describing their principle of operation and their applications.
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2.2.1 Flow Theory
Laminar Flow
When investigating fluid flow, the type of flow is typically determined by the Reynolds number
which represents the relative significance of inertial and viscous forces and indicates either turbu-
lent or laminar flow, respectively. For example, a Reynolds number up to 2300 for closed ducts
indicates that viscous forces dominate and that the flow is laminar. Reynolds number is defined
below [21]:
Re =
ρvd
µ
, (2.1)
where ρ is the fluid density and µ is the fluid viscosity. Also, v is the characteristic velocity and
d is the characteristic length, usually average velocity and pipe diameter, respectively, for flow
through a circular duct.
However, for non-circular ducts the characteristic length will typically be made equal to the hy-
draulic diameter, Dh:
Dh =
4A
P
, (2.2)
where A is the cross-sectional area and P is the wetted perimeter. Applying this to the main
channel of the ultrasonic separator which has a width of 5mm and channel depths between 0.175
and 0.250mm, we calculate Dh = 0.338 to 0.476mm. Based on a flow rate of 0.1ml/s, as used by
Hawkes & Coakley [4] and applied to the estimate of the mean flow velocity, Re ≈ 38 which lies
comfortably in the laminar region.
Once the condition of laminar flow is established, the velocity profile, u(y), for fully developed
laminar pressure driven (Poiseuille) flow can be predicted theoretically, which for flow between
parallel plates is described by the following equation [22]:
U(y) = − 1
2µ
d
dx
(p+ ρgz)(Y y − y2), (2.3)
or U(y) =
6U¯
Y 2
(Y y − y2), (2.4)
where Y is the channel depth, U¯ is the mean flow velocity, µ is the fluid viscosity, ρ is the fluid
density, p is pressure and z is a measure of the plate inclination, where these parameters are
illustrated in figure 2.5.
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Figure 2.5: Fully developed flow between parallel plates.
Figure 2.6: Entrance region of a duct inlet.
As fluid either enters a duct or moves past a discontinuity in the geometry such that the flow be-
comes disturbed or approximates a uniform velocity profile, boundary layers will begin to develop
over the wall area where shear forces dominate, but as the flow moves further downstream these
boundary layers eventually fill the entire cross-section of the duct. After a certain distance, known
as the entrance length, the flow becomes fully developed laminar flow and can be described by
equation (2.4), remaining constant as a function of x along the channel. Figure 2.6 illustrates this
boundary layer growth downstream of an inlet.
The entrance length, Le, for flow between parallel plates as shown in the figure is described by the
following equation, adapted from Cebeci & Bradshaw [23], so that the characteristic lengths for d
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and Re are both taken to be the channel depth:
Le
d
≈ 0.05Re, (2.5)
This gives Le = 0.18 to 0.25mm based on the channel heights and flow rate given earlier, and is
therefore the order of∼d, which for a channel of length 14mm, typical of the main channel within
the ultrasonic separator, represents no more than ∼2% of the total channel length. However, even
for creeping or very low Reynolds number flows the entrance length does not tend to zero. For
example, in circular ducts the minimum entrance length is 0.6 diameters.
Transition from laminar to turbulent flow is typically taken to occur at Re = 2300 for circular
closed ducts. However, Gravesen et al. [24] report that this is not always a valid assessment
for flow through microchannels where the entrance length equals or exceeds the length of the
device. At seemingly low Reynolds numbers the flow will be dominated by entrance type flow and
therefore cannot be described by simple analytical laminar flow expressions. Considering this, the
transitional Reynolds number Ret below which developed laminar flow exists in the channel is
given below for closed ducts:
Ret ≈ 30 L
Dh
(2.6)
For example, taking hydraulic diameter, Dh = 0.338mm, and length of the device, L ≈ 14mm
taken as the distance between the inlet and first outlet (see section 2.5.1 for device dimensions),
this results in Ret ≈ 1240 and therefore a maximum flow rate Q ≈ 3.2ml/s. This is significantly
larger than the flow rate of 0.1ml/s used in the Cardiff separator device suggesting, therefore, that
during typical operation of similar devices the flow rate will be low enough to assume that laminar
flow exists. (Some simulation work reports coefficients smaller than 0.05 as used in equation (2.5)
[25, 26]. This further supports the assumption that fully developed laminar flow dominates the
flow characteristics of the device.)
Although the velocity profile for flow between parallel plates has been quoted, the main channel
of the ultrasonic separator has a width to height ratio w/d ≥ 20. It is conceivable that the small
height of the channel dominates the fluid flow, although the extent to which the sides of the chan-
nel influence the flow profile is not obvious. Desmet et al. [27] investigate the flow through high
aspect-ratio channels, characteristic of micro-engineered fluid devices, and bring together analyt-
ical descriptions of flow. These analytical expressions indicate that across the width w of a high
aspect channel, where w > d, the flow is characterised by narrow boundary layers either side
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Figure 2.7: Schematic of flow profiles through a duct of rectangular cross-section, with fluid
flowing in the x direction. Velocity profiles across the width and depth of the channel illustrated.
of a wide uniform flow velocity, dominating the channel flow as illustrated in figure 2.7. These
boundary layers extend ∼d into the flow. For a channel width of 5mm this suggests that the flow
will be dominated by a uniform flow profile, unvarying across the width of the device. Within the
wide uniform flow region, and from the equations presented by Desmet et al., there is negligible
difference between the mean flow velocity and that for flow between parallel plates, therefore it
would be reasonable to apply the parabolic flow profile described by equation (2.4).
It is recognised that acoustic streaming may disrupt the parabolic laminar flow profile, however,
the presence of streaming depends on the acoustic design of the device and is explained in section
2.3.2.
Flow Phenomena Associated With Microchannels
Surface tension effects should not be a problem for fluid filled devices; however, if gas bubbles are
present in the device surface tension effects can cause problems with the removal of the bubbles.
Gravesen et al. [24] explain that to move a bubble obstruction a pressure drop related to the recip-
rocal of the channel dimension is required and so becomes significant for channels of a only few
microns. Such surface tension effects therefore have implications on experimental work, although
only during initial priming of a device and expelling any air. Addition of detergents reduces sur-
face tension effects [21] and so may alleviate problems with bubble obstruction. Surface tension
also gives rise to capillarity where a liquid is drawn along a small diameter duct [21, 28]. This
occurs for liquids which wet a surface, where the contact angle between the liquid and surface is
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acute. Where the working fluid is typically water, capillary action conveniently assists the filling
of microfluidic devices, as the fluid is naturally drawn through the device without any pumping
mechanism or applied pressure drop.
In the preceding pages the velocity profile (equation (2.4)) between parallel plates and within high
aspect ratio micro-fabricated channels is assumed to have a no-slip condition. This is where the
fluid velocity at the walls of the channel reduces to zero. For increasingly small scale channels,
the continuum assumption of a fluid begins to break down and the behaviour of the individual
fluid molecules becomes significant. When considering the flow of fluid at the molecular scale,
the fluid molecules will skip along the surface of the channel and the no-slip assumption will not
be valid when this molecular movement becomes significant compared to the flow characteristics.
Gad-el-Hak [29] discusses this thoroughly and mentions the use of an apparent viscosity with
no-slip theory which compensates for boundary slip. The slip condition and the breakdown of
the continuum assumption with regard to the numerical modelling of fluid flow is mentioned in
the following pages, in section 2.2.2. The continuum assumption also breaks down for high shear
flows; however, Nguyen &Wereley [28] give an example at the limit of this assumption – the flow
of liquid argon between parallel plates separated by 1µm and the flow drawn by the movement
of one of the plates at 106m/s – demonstrating that most microfluidic flows can be considered as
continuous as flow velocities will be several orders of magnitude smaller than this limiting case.
Influence of Suspended Particles
The discussion above is applicable to Newtonian fluids, such as water which for a given temper-
ature have a constant viscosity, µ. However, some fluids do not exhibit constant viscosity with
fluid shear stress and are termed non-Newtonian [21]. Fluids containing a particle suspension may
exhibit non-Newtonian behaviour [30] and include blood, the characteristics of which Chang et al.
[31] simulate for flow through microchannels.
Acoustic manipulation processes are frequently applied to the processing of low concentration
samples where Newtonian behaviour can be assumed. Depending on the particles used, higher
particle concentrations may sooner influence the acoustic characteristics of the fluid sample rather
than the fluid flow properties. Indeed, tests investigating the feasibility of acoustic separation
applied to acoustically hard sand particles have concluded that particle concentrations above 1%
by weight decrease separation efficiency and separation is difficult to achieve above 5% by weight
[32]. Conversely, separation of blood (∼50% cell concentration) has been demonstrated [33] and
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although the acoustic efficiency of the process is unclear, the acoustic properties of the blood cells
do not contrast significantly with the blood plasma, resulting in little distortion of the acoustic field.
Therefore, the presence of a high concentration of cells is not a limiting factor in this application.
It can be assumed that with the low concentrations (< 1% by wt.) processed by the ultrasonic
separator, it is reasonable to assume that both the carrier fluid’s Newtonian and acoustic properties
predominate.
Sedimentation of particles could be possible, forming a thin layer of particles on the bottom surface
of the fluid chamber. This is because particles held within a fluid carrier are subject to both
buoyancy forces and drag forces, therefore, for particle densities greater than that of the fluid, in
stationary flow these particle forces result in sedimentation. For fluid flow through ducts, Govier
& Aziz [34] describe transition velocities which determine the degree to which a suspension is
maintained by the fluid flow rate. For example, VM1 is the velocity above which a symmetrical
(homogenous) suspension is maintained. Below this velocity gravitational effects become more
significant and sediment forms as velocity decreases further. One expression given for VM1 is
shown below, for a duct diameter d and fluid of density ρ and viscosity µ:
VM1 = 294Vc
(
Vcdρ
µ
)1/7
, (2.7)
and where Vc =
g(ρp−ρ)d2p
18µ is the terminal settling velocity of a particle of diameter dp and density
ρ. For typical values for water, 1µm diameter latex particles of density 1050kg/m3 and duct of
hydraulic diameter 0.338 to 0.476mm (as above), the transition velocity VM1 ∼ 1.5µm/s. This
equates to a flow rate of Q ∼0.002µl/s which is significantly smaller than the flow rates used for
the purposes of this thesis, therefore the particle suspension can be assumed symmetrical and that
a sediment will not form.
2.2.2 Simulation of Microchannel Flow
Whilst much research has been undertaken to understand the characteristics of gaseous flows
through microchannels (see Gad-el-Hak [29] for a general review), there appears to be limited
conclusive literature discussing liquid flows. Recent studies exist which aim to determine the
scale at which liquid flow ceases to be described by macro-scale or classical flow theory and the
Navier-Stokes set of governing equations, which also form the basis for CFD (examples of these
studies include Pfahler et al. [35], Mala & Li [36] and Peng & Peterson [37]). Judy et al. [38] and
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Gad-el-Hak [20] both present an overview of such investigations which study a range of microscale
channels and cross-sectional shapes, and compare experimentally measured pressure drops with
values calculated using macroscale flow theory. These investigations are typically concerned with
the experimental measurement of fRe, a function of the friction factor and Reynolds number, or
more commonly termed Poiseuille number. Measured values can then be compared to the value
used in macroscale theory; for example, for flow between parallel plates fRe = 24. A difference
between the measured and theoretical value therefore indicates deviation from macroscale theory
and the Navier-Stokes equations.
Judy et al. note that in the literature deviations from macroscale flow theory have generally been
observed to occur for hydraulic diameters below 100µm, but also that more obvious changes
are observed for channel sizes of the order ∼ 1µm. Conclusive arguments are limited as the
experimental uncertainty is often significant enough to disguise any deviation from macroscale
theory should it exist.
Papautsky et al. [39] describe a model based on micropolar fluid theory which models the influence
of local fluid particle motion on the flow and includes effects such as fluid rotation and wall effects
which the Navier-Stokes equations do not consider. The modelled results match experimental data
much more accurately, although, in the study at the Reynolds number and flow rate appropriate
for the purposes of this thesis, the more traditional Navier-Stokes equations are considered to be
sufficiently accurate.
Computational modelling has been applied to simulate microchannel flow, both for laminar [40,
41, 42] and turbulent flows [43] in microchannels. Commercial numerical packages based on the
Navier-Stokes equations have been applied to the analysis of fluid flow in microfluidic systems;
for example, aspects of fluid flow through injector systems incorporating channels of dimensions
200µm [44, 40] and micromixer channels down to dimensions of 70µm [43] have been simulated.
Van Akkers et al. [40] describe in detail the application of the commercial package Flow3D/CFX,
whilst Koch et al. [45] links this software to the finite element package ANSYS to model a
micro-machined valve. Software developments by ANSYS Inc. have now created a package for
multi-physics systems, developed with MEMS technology in mind and capable of simultaneous
simulation of solids, fluids and various other fields and mediums [46].
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Figure 2.8: Schematic of micropump relying on diffuser/nozzle flow rectification.
2.2.3 Microfluidic Devices
Microfluidics is a sub division of MEMS which consists of devices designed for fluid flow. An
important application for such devices is in “miniaturised total chemical analysis systems” (µTAS)
or “lab-on-a-chip” devices. Such devices incorporate a variety of integrated fluidic components,
including valves, pumps and nozzles, which can be fabricated together on a single substrate. The
principal components are described below:
Microfluidic Components
Valves: Micro-valves generally rely on a diaphragm or flap opening and closing against a duct
face, using piezoelectric (such as that demonstrated by Koch et al. [45, 47]), electromagnetic,
thermopneumatic or other actuation methods compatible with the micron scale of the device. Al-
though not preventing negative fluid flow, diffuser/nozzle ducts can be used to encourage positive
fluid flow with the advantage of having no moving parts and zero power consumption, relying on
the different fluid losses incurred when orientated as a diffuser or nozzle; i.e. for the same pressure
drop, the nozzle will permit a greater flow rate than orientated as a diffuser. Figure 2.8 illustrates
a pair of such ducts within a pump system, rectifying the flow [28].
Pumps: There are two principal mechanical methods employed to pump liquid through micro-
channels, namely actuation of a plug along a channel and actuation of a diaphragm [48]. The
former method uses either a liquid metal or bubble plug actuated by electrodes and an array of
heaters, respectively. In the case of the bubble plug the heaters also serve to form the bubble. With
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the diaphragm method, the diaphragm is actuated by a piezoelectric layer, the motion of which
causes variations in the internal volume of the device and therefore fluid displacement. A pair of
one-way valves ensures positive fluid displacement; these are either etched flap valves or diffuser
ducts (see figure 2.8). Another method to ensure positive fluid displacement demonstrated by
Husband et al. [49] is to use a series of diaphragms which operate peristaltically. Non-mechanical
pumps also exists for certain fluids, for example, taking advantage of electrostatic forces [50].
Injectors: Injectors are pumps which deliver droplets using the growth of a bubble to isolate a
discrete volume of liquid and force it through a nozzle [51]. Again, a heater is used to control the
formation of the bubble.
Flow sensors: An important component in Microfluidic systems is a flow sensor. Examples
of how the devices operate include measuring the transit time of a heat pulse and sensing the
pressure drop across a restriction [51]. Nguyen presents a good introduction to the variety of
sensing techniques available [52].
Mixers: In Microfluidic applications laminar flow is dominant; therefore mixing, for the pur-
poses of say drug delivery and chemical tests, generally relies on diffusion processes [53, 54].
However, micromixing has been realised on a microscale using turbulent flow induced by the use
of jets, increasing the efficiency of mixing [43].
Reaction Chambers: Reaction chambers realised on a microfluidic scale have applications in
polymerase chain reaction (PCR) DNA analysis systems. In such systems, the microfluidic chip
will include microchannels and heaters which facilitate controlled reactions between DNA sam-
ples and reagents. DNA analysis relies on multiple reactions, therefore a chip incorporating mul-
tiple reaction chambers and complete fluid handling, e.g. pumps, is desirable [55, 56].
SiliconMicro Turbines: Although unlikely to be incorporated into a µTAS device, micro-scaled
gas turbine engines have been created, and are an interesting concept. These can produce 10-50W
of electrical power and have rotation speeds of ∼1.2x106rpm, such examples developed by the
Massachusetts Institute of Technology [57, 58]. As for conventional turbines, micromachined
turbines include bearings, compressor, turbine and combustion chamber elements and potentially
have applications in powering portable equipment and in space vehicle propulsion systems.
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Applications of Microfluidic Devices: Injectors are found in commercial inkjet printer heads
and have been considered for use in biomedical and chemical handling for the accurate dispensing
of substances [20]. However, applications for microfluidic devices become far more diverse when
a selection of devices can be integrated, so that a fluid sample can be prepared and processed by
a single device (µTAS). For example, medical applications, including drug delivery systems, may
incorporate micropumps, valves, micromixers and sensors on a single chip. This is also the aim
with DNA analysis systems [55, 56], chemical and biochemical detectors, where processing of
clinical samples or bacterial agents through a micromachined device may be achieved quickly and
require only small samples. An introduction to µTAS devices is given in the following subsection.
Micro Total Analysis Systems (µTAS)
With the development of microfluidic components, analysis systems composed of a series of such
component devices fabricated on a single chip becomes feasible. Manz et al. [59] gave an early
review of such a concept, miniaturising total analysis systems (TAS) in order to improve the perfor-
mance of the process, for example, in environmental monitoring. They explain that the reduction
of length scales reduces the transport times, the consumption of liquid samples and reagent, and
also increases the speed of sample processing.
More recent reviews [60, 61] clearly associate µTAS with micro-fabricated microfluidic devices.
Auroux et al. [61] describe how various microfluidic processing stages such as injectors and
mixers have been applied to sample processing, especially in biochemical analysis, referring to a
vast number of publications. For example, the analysis of DNA within microfluidic devices has
been investigated by Bu et al. [56] describing the development of a chip for DNA amplification, a
device which is portable and provides rapid analysis when compared to the conventional macro-
scale equivalent. This particular device incorporates a micropump, reaction chambers and various
sensors, demonstrating their integration into the single chip.
Reyes et al. [60] discuss the development of micro-fabricated devices with reference to µTAS
and also how the integration of various devices or processing stages may be achieved, and several
types of fluid interconnections are mentioned, including the use of capillary tubing between micro-
fabricated system components. Schabmueller [62] describes how wafers may be stacked in order
to incorporate multiple fluid processing and operation stages, and this was demonstrated with the
fabrication of a chemical reaction system incorporating pump, mixing and sensor components
on a single chip. This avoids additional fabrication steps which would otherwise be required to
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fabricate individual devices and to form fluid connections between these devices. It also avoids
introducing excessive dead volume as the entire fluid network consists of etched micro-channels.
Certainly, the growing interest in µTAS fuels the development of microfluidic devices and research
into microfluidic flow, the development of individual microfluidic components providing more
possibilities and solutions for µTAS devices.
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2.3 Acoustic Separation and Associated Phenomena
2.3.1 Acoustic Radiation Forces
A particle within an acoustic field experiences an acoustic radiation force, which is a non-linear
second order effect. Gol’dberg [63] explains that a particle within an acoustically oscillating fluid
medium does not necessarily oscillate as one with the medium. Relative movement between the
particle and surrounding fluid results in scattering of the acoustic wave and momentum transfer
between the fluid and particle. The momentum transfer equates to a force experienced by the
particle and is referred to as the acoustic radiation force.
This phenomenon was first recorded by Kundt & Lehmann [1] in the 1870s and recently the
scientific community has found new impetus to apply the phenomenon to particle manipulation
processes. For example, it is acoustic radiation forces which are used to concentrate particles
within the ultrasonic microfluidic separator described later in this chapter.
King [64] derived an expression for the acoustic radiation force acting on incompressible spheres
within a plane wave, then Yosioka & Kawasima [65] extended this for compressible spheres. It
was shown theoretically that the radiation force acting on a sphere of radius R due to a plane
travelling wave, wave number k (where k = 2pi/λ) is dependent on (kR)4, which for R  λ is
very small [63] (Gro¨schl [66] presents a similar argument). However, in a standing wave the force
is instead dependent on a kR term and therefore becomes significantly larger. The practical use of
radiation forces is therefore limited to standing waves and resonant fields.
For particles suspended within a fluid carrier and in a standing wave propagating in the y direction,
the radiation force Fac acts in the y direction and is also a function of the y position. It is quoted
by Gro¨schl [66] and others in a form similar to the following:
〈Fac(y)〉 = Fac0sin(2ky), (2.8)
where Fac0 =
4
3
pi〈ε¯〉kR3φ.
In the above equation 〈ε¯〉 is the time averaged energy density which can also be expressed as a
function of the acoustic pressure amplitude. k is the wave number and φ is the acoustic contrast
factor, defined as:
φ =
5ρp − 2ρf
2ρp + ρf
− cf
2ρf
cp2ρp
. (2.9)
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where ρp and ρf are the particle and fluid densities, and cp and cf represent speed of sound for the
particle and fluid mediums.
Gor’kov [67] derived an expression for the radiation force acting on a particle in an arbitrary field.
The following is taken from Gro¨schl [66]:
〈Fac(x, y, z)〉 = −∇〈φG(x, y, z)〉, (2.10)
where 〈φG(x, y, z)〉 = −V
[
3(ρp − ρf )
2ρp + ρf
〈E¯kin〉 −
(
1− cf
2ρf
cp2ρp
)
〈E¯pot〉
]
(2.11)
where V is particle volume, 〈E¯kin〉 and 〈E¯pot〉 are the time averaged kinetic and potential energies
at a point in the field and φG is the gradient of radiation force potential. These equations are
generally true in the case of kR 1 [63].
Referring to equation (2.11), if the velocity and pressure fields are known it is possible to derive
the time averaged kinetic and potential acoustic energy densities. For a progressive wave the time
averaged force 〈Fac〉 tends to zero, as the gradients of both the time averaged pressure and velocity
fields are small, therefore leading to negligible displacement of particles. In contrast, in a plane
standing wave the expression simplifies to equation (2.8) (part of this derivation is given by Yasuda
[68]) and is a 1-dimensional description of the radiation force with a rigid boundary existing at
y = 0.
To understand the physical influence of the radiation force on particles, figure 2.9 illustrates the
spatial relationship between the acoustic pressure field of a standing wave and radiation force,
shown over a distance of λ/2. It can be seen from the diagram and equation (2.8) that the radiation
force varies at twice the spatial frequency of the acoustic wave and can also act in a positive or
negative y direction.
Figure 2.9 illustrates the case for φ > 0, typical for solid particles, where the radiation force causes
particles to converge towards the nearest pressure node which are sites of low potential energy, the
force also being a function of position in the wave. For example, particles positioned in region A
experience a downward force, away from the pressure anti-node and towards the pressure node,
at which point the force reduces to 0 and, assuming no other disturbances to the particles, they
come to rest. Particles in region B however experience an upward force, again away from the
anti-node and towards the pressure node. In this system, particles are repelled from the anti-nodes
and attracted to the nodes where the particles agglomerate.
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Figure 2.9: Acoustic force in a standing wave.
Conversely, for particles where φ < 0 such as for benzene liquid phase droplets in water [69],
equation (2.8) shows that these particles are instead drawn to the pressure anti-node. A more
complex case arises for gas bubbles which although typically φ < 0 in their equilibrium state,
move to either the pressure node or anti-node depending on bubble size [70, 71]. This is associated
with the bubble itself resonating and the resulting periodic change of the gas density. For the
application with which this thesis is concerned, solid particles are used resulting typically in φ > 0
and movement towards the pressure nodes.
Measurement of Acoustic Radiation Force
Generally, literature investigating acoustic radiation force experimentally have demonstrated a
good level of agreement with the theory presented here [72, 73]. However, some discrepancies
with the theory have been discussed, for example, by Yasuda & Kamakura [74] who observed that
for particles of diameter less than 5µm, the linear dependence of the acoustic force on the volume,
V , of a particle begins to fail. This discrepancy was explained by considering the existence of
a shell around the particle increasing the apparent radius of a particle, R′, one possible cause
being a viscous fluid boundary layer. The thickness of the boundary layer, δ, based on Yasuda and
Kamakura’s paper, can be calculated as follows:
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δ =
√
2µ
ρfω
(2.12)
Based on this proposed explanation, for an operating frequency of approximately 3MHz (ω =
2pif ) and fluid parameters based on those of water, the boundary layer thickness of a particle is
∼ 0.3µm, where the apparent radius R′ = R + δ. This example translates to a 50% increase in
radiation force for a 2µm particle, down to a 9% increase for a 10µm radius particle. However,
this hypothesis does not consider streaming flows which are commented on in section 2.3.2, and
which provide another explanation for the behaviour of small particles.
Secondary Radiation Force
Particles within an acoustic field experience forces other than the primary acoustic radiation force.
The primary radiation force as previously discussed is a result of the interaction between the os-
cillating fluid and scattering from particles, however, a particle can also be influenced by the scat-
tered field from a neighbouring particle [66, 75]. The radiation force resulting from these particle
interactions is known as Bjerknes force or secondary radiation force (although in the literature
this is occasional used as a collective term to describe lateral acoustic forces resulting from both
particle-fluid and particle-particle interactions). The magnitude of the particle interaction force is
a function of the acoustic velocity and pressure profiles, such that particles aligned with the direc-
tion of sound propagation will experience a repulsive force whilst those aligned normal to sound
propagation experience an attractive force.
The force is also a function of the reciprocal of particle spacing and therefore becomes negligible
for a low concentration suspension where particle spacing is large. However, as particles begin
to agglomerate onto a plane due to the primary radiation force reducing particle spacing, the
secondary radiation forces increase. This means that for particles gathered at the pressure node,
they are also forced together laterally by Bjerknes forces into clusters or as a membrane on the
nodal plane. As these secondary radiation forces are still small relative to the primary radiation
force, it takes a significant time to form particle clusters. Therefore secondary radiation forces
have been disregarded in some analyses of flow-through devices where particles are exposed to
the acoustic field for a short, finite length of time just sufficient to move particles to the nodal
planes, or where particle concentration is low [76].
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Figure 2.10: Lateral radiation forces acting on particles.
Lateral Radiation Forces
The preceding pages have illustrated the effect of acoustic radiation force in terms of a simple
acoustic field giving rise to an axial radiation force, aligned in the direction of the acoustic prop-
agation. However, in practical systems lateral variations in the acoustic field typically occur and
give rise to lateral radiation forces [66, 77].
To demonstrate the movement of particles under these forces, figure 2.10(a) illustrates the motion
of particles within a standing wave, initially subjected to the axial primary radiation force. For
a positive value of Fac0 the particles are forced towards the pressure node until they lie in the
nodal plane depicted in (b). Similarly, variations in the acoustic field within the nodal plane create
a radiation force potential, φG, which creates a radiation force as described by equation (2.11)
[78]. This force is perpendicular to the axis of the sound wave and, depending on the nature of
the acoustic field, moves particles towards a single point (c) or into striations as observed during
preliminary experiments with the ultrasonic separator. The source of these lateral variations are
due to, for example, the cavity boundaries and divergence of the wave [66].
Schram [78] comments that depending on the geometry of the resonating system and acoustic
beam, lateral radiation force could be comparable to the axial component. Various experimental
investigations have been undertaken to measure or characterise lateral radiation force [77, 79,
80, 81]. For example, Whitworth & Coakley observe the lateral movement of particles within
a cylindrical cavity with results comparing well with the analytical description of the acoustic
field. Woodside et al. [80] measure lateral forces within a rectangular resonator and compare this
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with the axial radiation force, revealing 100-fold difference between the axial and smaller lateral
forces. With a similar system, Woodside et al. [81] also measure the amplitude of displacement
of the reflector and transducer surfaces and link lateral variations in displacement amplitude to the
lateral movement of particles within the device, with the resonant patterns on the reflector surface
explained in terms of acoustic shear waves. More recently, Lilliehorn et al. [82] use the near-field
interference pattern of an acoustic field to give rise to lateral variations and high lateral forces to
trap particles in 3 dimensions.
In summary, lateral radiation forces are shown in the literature to be caused by non-uniformities in
the acoustic field which themselves may be generated by a variety of resonant effects, including the
fluid cavity boundary and geometry, near-field interference and boundary shear-waves. Depending
on the design of the resonator and cause of the lateral variations, lateral radiation forces may
become comparable to the axial component of radiation force.
2.3.2 Acoustic Streaming
Acoustic streaming describes the bulk motion of fluid caused by an acoustic field. These flows are
caused by attenuation of the acoustic field where acoustic energy is dissipated into the fluid in the
form of momentum. As discussed by Lighthill [83], attenuation occurs either in the bulk of the
fluid or due to the presence of a solid boundary, each leading to different forms of streaming flows
(see also [84, 85]).
Acoustic streaming is discussed as it potentially influences the operation of the ultrasonic sep-
arator. If significant, any fluid currents generated by the acoustic streaming may influence the
movement of particles relative to the acoustic node, as observed in other devices [86, 87, 88].
Streaming in an unbounded system
This is typically large scale streaming where the attenuation of sound as it passes through a
medium creates a radiation pressure gradient creating a fluid motion away from the acoustic
source. Zarembo [89] refers to this type of streaming as Eckart streaming, although this phe-
nomena is also termed “quartz wind” or “sonic wind”. Depending on the nature of the acoustic
source and power transmitted, the streaming can develop into a turbulent jet [83].
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Streaming in bounded systems
Schlichting Streaming: Attenuation of the acoustic energy also occurs with the presence of solid
surfaces such as solid obstacles or system boundaries. Due to the attenuation caused by a
solid surface, streaming forces are created in the region immediately adjacent to the surface,
creating flow within a boundary layer, often referred to as Schlichting streaming. For ex-
ample, a wave propagating through a channel will induce streaming along the walls of the
channel.
Rayleigh Streaming: In the special case of a standing wave the streaming velocities are greater
than those for a progressive wave and create vortices within the boundary layer. The stream-
ing flow adjacent to the main body of fluid is known as the mean slip velocity, u¯s, which
always flows towards the velocity nodes and induces vortex flows in the main body of the
fluid. These Rayleigh streaming vortices are typically λ/4 deep and are positioned between
the nodal planes of the standing wave. Figure 2.11(a) illustrates the pattern of Rayleigh
streaming vortices which are observed in a simple rectangular cavity showing both the
Schlichting boundary layer vortices and the larger vortices which they induce. Rayleigh
[90] provided much of the theoretical work describing the occurrence of this phenomenon
between two planes, particularly the vortices that accompany the boundary layer streaming.
In narrow channels where the calculated boundary layer streaming thickness approaches the
same order of magnitude as the channel width, the boundary layer streaming will suddenly
dominate, disguising any Rayleigh type streaming which would have been predicted by the
original theory [91].
Figure 2.11(b) represents the same pattern of streaming flow as (a), but transposed to a high
aspect ratio channel such as the ultrasonic separator where the height of the channel is λ/2
and, indeed, Rayeigh type streaming flows have been observed in micro-scale high aspect
ratio devices such as those investigated by Spengler et al. [88].
Significance of streaming velocity
Streaming will influence acoustic particle manipulation processes as the streaming flow imparts a
drag force on particles, which is significant if of the same order as radiation forces. To determine
the magnitude of the streaming velocity and therefore the significance of the flow, slip velocity
can be calculated for Rayleigh streaming and is defined as the relative tangential velocity between
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Figure 2.11: Rayleigh streaming in (a) a simple long rectangular cavity and (b) a high aspect
cavity such as the ultrasonic separator where streaming pattern assumed to be consistent with (a)
and classic Rayleigh streaming flows (not to scale, boundary layer thickness estimated to be of the
order of 1µm or less).
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the wall and streaming motion immediately beyond the boundary layer [83, 89, 90], quantified as
follows:
u¯s = −38
u0
2
c
sin (2ky). (2.13)
It can be seen that the slip velocity depends on acoustic particle velocity amplitude u0 which in turn
depends on the strength of the acoustic field chosen for the particular application. As the acoustic
energy increases, the streaming velocity as well as the radiation force also increase, complicating
the relative significance of each effect. However, using the acoustic impedance transfer model of
Hill et al. [2] (see section 2.5.2) and entering typical operating conditions, the acoustic velocity
amplitude is of the order 1.2m/s, from which the maximum value of u¯s is 0.36mm/s.
Similarly, the boundary layer thickness as given by Zarembo [89] is:
∆ = 1.9
(
2µ
ρω
)1/2
, (2.14)
which for a frequency of ∼3MHz results in a boundary layer thickness of ∆ = 0.6µm.
The Cardiff device [4] operates using 0.1ml/s of fluid flow through the main channel and, based on
the fluid channel geometry of the Southampton device, this corresponds to a mean flow velocity of
80mm/s. This is large compared to the maximum streaming slip velocity of 0.36mm/s, calculated
above. However, this streaming velocity calculation assumes that the acoustic source extends
the width of the channel and is pistonic, which is not necessarily true in the practical system.
Therefore, in the absence of a more accurate approach, equations (2.13) and (2.14) are considered
approximations only when calculating the scale of acoustic streaming. In summary, although
Rayleigh type streaming may be present in the high aspect ratio ultrasonic separator chamber, it
is likely to be characterised by a low slip velocity having a minimal influence on particles and,
besides, may not conform to the ideal Rayleigh patterns illustrated. Therefore, it is deemed more
appropriate to consider Rayleigh streaming qualitatively for the purposes of this thesis.
Streaming flows are also generated in the vicinity of particles as losses are induced by the walls of
a particle. Danilov &Mironov [92] present a useful analysis of the relative significance of the drag
force induced by this localised streaming and the acoustic radiation force, which when coupled are
termed the total mean force on a particle. In their analysis they define the viscous wave penetration
depth where ν is kinematic viscosity,
δ =
√
2ν
ω
. (2.15)
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By considering the relative magnitude of δ and particle radius R, the contributions of the radiation
and streaming drag forces to the total mean force are determined, concluding that in a plane stand-
ing wave for δ  R streaming is negligible and the mean force can be described by Gor’kov’s
equation (2.11) for radiation force. However, for δ ≥ R, streaming becomes increasingly sig-
nificant and drag dominates the total mean force experienced by a sphere or particle. Applying
equation (2.15) to water at 3MHz results in δ = 0.3µm, therefore in order to avoid considering
streaming flows, particles of radius R 0.3µm must be used.
Equation (2.15) is identical to the boundary layer depth used by Yasuda & Kamakura [74]. Al-
though the theory presented by Danilov & Mironov is more comprehensive, the observations of
Yasuda & Kamakura do record a divergence from equation (2.11) for decreasing particle sizes and
this suggests that streaming may in part explain their observations. Related to these boundary layer
losses, Gro¨schl [66] summarises the work by various authors describing analytically the effect of
viscosity on radiation force (for example see Doinikov [93]). The conclusions drawn from this
source are consistent with the Danilov & Mironov analysis presented here and equation (2.15).
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2.4 Applications and Simulation of Radiation Forces
Due to the ability to control the movement of particles, acoustic radiation forces have been applied
to the manipulation of particles including filtration and fractionation processes. This section gives
a brief introduction to particle processing based on established processes as well as alternative
techniques, examples of which are devices encompassing acoustic radiation force phenomena.
Further to this, a more thorough description is given regarding the various devices which exploit
acoustic radiation forces and principle of their operation. The various modelling techniques used
to describe and predict the performance of these acoustic devices are of great relevance and are
also described.
2.4.1 Overview of Particle Processing
A brief introduction to established particle processing techniques, predominantly separation, is
given below, (for examples on established techniques see books by Belter et al. [94] and Svarovsky
[95]) and can be grouped into one of two principles: filtration or sedimentation [96] where most
methods can be operated as a continuous or batch process. Further to this is the aggregation of
particles using an externally applied field, such techniques also extending to more refined particle
manipulation strategies.
Filtration
Filtration methods use a permeable medium through which the fluid phase passes depositing the
solid phase either on the surface (cake) or within the filter medium (deep bed). Therefore, this
method is controlled by the relative sizes of the suspended particles and filter pores. One of the
main disadvantages associated with filters is the reduction in flow rate as the cake layer builds up.
This can be avoided in some applications by directing the flow parallel to the filter membrane so
that the surface is constantly swept by the flow and is essentially self cleaning.
Sedimentation and Aggregation
Sedimentation relies on the difference between the specific gravities of the solid and liquid phases,
such as in the simple case of a settling tank. Whilst the rate of separation can be increased as with
a centrifuge, the control of the process is limited by the properties of each phase. To assist the
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process, another constituent which separates more readily than the suspended particles and to
which the particles attach can be introduced. Flotation is one example, where the solid phase
particles attach themselves to gas bubbles introduced into the suspension [97]. These bubbles are
then transported to the surface where the particles are collected.
Field-Assisted Aggregation and Manipulation
In the more general case of sedimentation or aggregation, solids held in suspension can be col-
lected by taking advantage of the difference between other properties of the solid and liquid phases,
rather than relying on gravitational effects alone. Examples include magnetic separation, elec-
trophoresis and acoustic aggregation which are all field assisted methods and are typically non-
invasive techniques.
Karumanchi et al. [98] review such aggregation methods with an emphasis on biotechnology.
For example, magnetic separation is one of the principal methods discussed by Karumanchi et al.
and relies either on particles (or cells) being inherently magnetic or by introducing a magnetic
constituent to which the particle or cell can become attached, similar to flotation techniques. Ap-
plication of a magnetic field is then used to separate the magnetic particles aiming to either create
an aggregate or separate from other particles or cells less magnetically active. Similarly, elec-
trophoresis is related to the magnetic technique, but instead relies on particles having an electric
charge allowing particle movement to be controlled by an electric field.
Dielectrophoresis is another particle manipulation technique, but is distinctly different to elec-
trophoresis in that it does not rely on the charge of a particle, instead relying on the ability of a
particle to be polarised relative to the surrounding electrolyte. When a non-uniform electric field
is applied, the dielectric properties of the particle cause it to experience a force, either towards the
point of higher or lower electric field, depending on the relative permittivities of the electrolyte
and particle media.
In general, these methods find a range of applications, including food and water processing. In
biotechnology these methods have been realised on a microfluidic scale and are effective for
separation between different molecule/cell types (fractionation) as well as between phases, elec-
trophoresis notably finding applications in DNA analysis [28], and dielectrophoresis used in med-
ical diagnostics [99].
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2.4.2 Review of Ultrasonic Devices
This section describes the range of devices which rely on acoustic radiation forces. These devices
accomplish various tasks including the separation, fractionation or manipulation of particles or
bubbles. Acoustic streaming has also been exploited in some devices and is also mentioned.
Devices Using Radiation Forces
In the simple case acoustic radiation forces can be used in a batch mode to concentrate particles
or cells which then sediment under gravity. Examples include the clarification of blood plasma by
Cousins et al. [33] who use a tubular transducer system where a radial standing wave is set up in a
vertically orientated tube containing the blood sample. As blood cells begin to concentrate along
the centre of the tube at the pressure node, the cell clusters fall as sediment and after∼6minutes of
irradiation produced plasma of 99.7% clearance, approaching that possible using a centrifuge. A
similar but commercially available system is the BioSep system of AppliSens [100, 101] designed
to process large volumes of cell culture of up to 200litres/day as reported by Gorenflo et al. [102].
Other devices used to operate a continuous separation process, but without relying on sedimenta-
tion, have been fabricated and include flow-through devices in which a particle suspension is con-
tinuously fed into the device and processed. ‘h’-shaped devices are an example of flow-through
devices, as reported by Bohm et al. [103], Benes et al. [104] and Hill & Wood [3]. The typ-
ical configuration is shown in figure 2.12 and demonstrates that as particles enter the chamber
they become held within acoustic nodal planes adjacent to the lower wall, the multiple number
of nodes indicating that the height of the channel is significantly greater than the acoustic wave-
length. Fluid is drawn through two (or more) outlets with one outlet aligned with the inlet (lower
outlet) and another offset (upper outlet). The fluid motion passing through the outlets gives rise
to fluid drag forces acting on the particles, the flow through the lower outlet associated with drag
acting predominantly parallel to the transducer and perpendicular to acoustic radiation forces, the
upper outlet associated with both parallel and axially aligned drag forces. The acoustic radiation
forces balance the axially acting drag forces and so the particles are prevented from being drawn
through the upper outlet creating clarified flow. However, drag forces acting parallel to the trans-
ducer are not resisted and so particles are drawn along the nodal planes and through the lower
outlet, allowing a particle concentrate to be formed.
Another method to allow continuous operation was used by Tolt & Feke [69] who used frequency
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Figure 2.12: Operation of flow-through h-shaped particle separator (Hill & Wood 2000).
sweeping, where varying the acoustic frequency over a small range and using a saw-tooth function
caused movement of the nodal planes in the direction of acoustic propagation. Therefore, particles
could be continuously fed into the chamber and then carried by an acoustic node to an outlet. A
schematic of this process is shown in figure 2.13 illustrating the movement of particles towards
one end of the chamber leaving clarified fluid to be extracted at the other end. It also shows that
transducers are positioned at both ends of the chamber, one to drive the acoustic field and the other
as a reflector which can be used to monitor the resonance via an oscilloscope.
More recent studies have used small scale devices, typically involving chamber depths of 100’s
of microns. This scale is applied to the generation of half or quarter-wavelength fluid resonance
modes and is suitable for rapid processing of small samples and possible integration with develop-
ing µTAS technology. For example, within a half-wavelength device tested by Hawkes & Coakley
[4] particles are concentrated along the centre of the processing chamber. Outlets are positioned
such that they extract different regions of the fluid, these regions corresponding to the subsequent
particle stream and clear fluid streams. The device studied within this thesis is based on a sim-
ilar operating principle, although its design, operation and fabrication is explained more fully in
section 2.5.
As well as separation/clarification of particles/fluid, fractionation of different particle types is pos-
sible as demonstrated by Gupta et al. [105]. Here, two particle types, polystyrene and low-density
polyethylene with similar densities were used which, due to the difference in their compressibility,
had positive and negative acoustic contrast factors φ respectively within a carrier fluid of a certain
wt% water to glycerol and so could be driven to different parts of the standing wave. Within a
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Figure 2.13: Collection of particles using acoustic radiation force and frequency sweeping (Tolt
& Feke 1993).
half-wavelength device, this resulted in one type of particle collecting at the centre of the cham-
ber (pressure nodal plane) and the other type moving to the top and bottom walls of the chamber
(anti-nodal planes). Subsequent separation of the particles was then possible using flow splitters
to extract specific portions of the fluid. Similarly, separation of lipid particles from blood cells
(erythrocytes) has been demonstrated by Petersson et al. [106]. This relies on the lipids having
a negative acoustic contrast factor and moving away from the erythrocytes which have a positive
value. This application is relevant to the cleansing and recycling of blood during surgery.
Fractionation has also been demonstrated by Johnson & Feke [107] by exploiting variation in
particle acoustic contrasts, but relies on each particle type experiencing a different force magni-
tude, influencing speed of response to the acoustic field. Different particle types move through the
acoustic field at different rates and become fractionated across the chamber depth. Application of
fluid flow orthogonal to the acoustic field can then carry the particles to an array of outlets. A more
complicated technique is described by Mandralis et al. [108] demonstrated using polystyrene par-
ticles, but once the particles are fractionated across the chamber, introduction of a laminar flow
profile can carry particles at different speeds and spreads the particles out along the length of the
chamber. Ultimately, particles of zero contrast are carried to one end of the chamber and graded
along the chamber length through to high contrast particles carried to the other end of the chamber.
To enable fractionation, such devices require the use of half or quarter-wavelength sized chambers
containing only one pressure node.
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The feasibility of acoustic radiation force assisted separation with biological samples has been
conclusively demonstrated; for example, Pui et al. [109] aggregated mammalian cells and Gaida
et al. [110] investigated the acoustic fractionation of viable and non-viable cells. A range of other
biological applications have been discussed by Coakley et al. [111]. In general, cell viability is
not affected during sound irradiation, i.e. cells are not significantly damaged.
Lateral radiation forces have also been used in the 2-dimensional trapping of particles. Spengler
& Coakley [112] and Morgan et al. [113] used the primary radiation force first to move particles
to a nodal plane, then to form clusters on the plane due to lateral radiation forces strong enough to
withstand fluid flow and associated fluid drag forces. Trapping of particles has also been demon-
strated using lateral forces arising from near-field interference patterns of the acoustic field [82].
Gupta & Feke [114, 115] investigate the trapping of particles against a fluid flow, but aided by the
presence of a porous mesh. Although the pores are larger than the particles which are captured,
the particles have a tendency to become trapped due to a number of mechanisms brought about by
the acoustic field. For example, secondary radiation forces are believed to act between the mesh
fibres and particles causing the particles to adhere to the mesh fibres or at least become obstructed
by the fibres and preventing the particles being flushed through by the fluid. Wang et al. [116]
test this trapping approach on mammalian cells, allowing cells to be collected and separating them
from the effluent stream and other smaller unwanted products.
Whilst all of the above deal with the manipulation of solid particles, liquid phase and gas phase
particles can also be controlled using radiation forces. For example, Abe et al. [117] could control
the motion of bubbles within a standing wave, moving the bubbles to acoustic pressure nodes.
Devices Using Quarter-wavelength (λ/4) Fields
So far, the devices described have used fluid chambers no smaller than λ/2, relying on at least
one pressure node for particle handling. Many early devices used multiple nodal planes such as
that by Tolt & Feke [69] and Hill & Wood [3], although a progression towards the processing
of small sample volumes and micro-fabrication make the use of smaller chamber depths more
appropriate and of the order of the acoustic wavelength. Although challenging to design, quarter-
wavelength devices have been tested where a pressure node will be positioned near or beyond the
fluid chamber surface. Figure 2.14 illustrates the effect that a quarter-wavelength mode has on
particles, showing that (a) particles are moved to the pressure node when the node is positioned
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Figure 2.14: Particle movement in quarter-wavelength fluid chambers where (a) the node is posi-
tioned within the fluid layer and (b) the node is positioned within the reflector layer.
within the fluid chamber, and (b) particles move towards the node but push up against the chamber
wall when the node is positioned just beyond the surface and in, say, the reflector layer.
Hawkes et al. [118] have designed and tested a quarter-wavelength device which has the pressure
node positioned beyond a glass reflector surface such that particles are forced up against this
surface. A 200-fold increase in capture along the glass surface was measured after applying the
acoustic field and would have applications in biosensing, increasing speed and sensitivity of bio-
detection. A similar device is investigated later in this thesis [119].
Devices Using Acoustic Streaming
Although microfluidic devices offer a range of particle and fluid processing techniques, the scale
of these devices ensures that the flow is inherently laminar in nature and mixing is dominated by
diffusion processes. However, as described earlier in section 2.3.2, losses within an acoustic field
create fluid movement. These streaming flows have been used in ultrasonic devices to successfully
enhance mixing of liquid phases as described by Suri et al. [120] in cylindrical containers of
diameters 50 and 100mm using frequencies of the order of 1MHz, and also by Yaralioglu et al.
[121] using a micro-fabricated device and extremely high frequency devices (450MHz). Medical
applications exist, for example diagnosis of fluid filled cysts has been studied using ultrasound to
induce acoustic streaming in fluid regions and detecting the resulting fluid movement [122].
Streaming has also been observed to disrupt particle manipulation processes in devices relying on
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acoustic radiation forces. Studies by Kuznetsova & Coakley [87] and Spengler et al. [88] have
shown that in a standing wave streaming effects on particles are significant. Although the primary
radiation force is large and can transport particles onto nodal planes, particles were seen to move
within these planes as they are subject to both lateral radiation forces and streaming. For smaller
particles, streaming flow dominated the particle movement and so has obvious implications on
particle trapping devices which rely on lateral radiation forces to concentrate particles [112].
2.4.3 Review of Simulation Techniques
Design of the devices mentioned above typically involved simulation of the acoustic system, or
the fluid flow and particle movement in order to investigate the influence of various parameters.
A summary of the simulation techniques reported in the literature is given in this section and is a
useful introduction to some of the modelling approaches used throughout this thesis. Fluid sim-
ulation has previously been considered in section 2.2.2, therefore, to cover the remaining aspects
relevant to the ultrasonic microfluidic separator, acoustic and particle simulation are considered
here.
Acoustic Simulation
In order to predict the magnitude of the acoustic radiation force the resonant behaviour of the
acoustic device must be considered. Basic calculations can be used to specify an approximate
fluid layer thickness and operating frequency, i.e. for a half-wavelength chamber f = c/2h, but
this approach does not consider the influence of the remaining device structure and how that alters
the resonant frequency. A more complex treatment is required for the layered system and one
which predicts the effect of material and geometric parameters on the acoustic field and, in turn,
the radiation force.
For a layered resonator and for the 1-dimensional case, Nowotny et al. [123, 124] describe a trans-
fer matrix approach which determines boundary values for each layer of the resonator by solving
differential equations in matrix form. Once boundary values, such as displacement and mechan-
ical stress, are determined the acoustic field properties within a selected layer can be calculated.
This second stage is processed in a similar manner to the first by dividing the thickness into multi-
ple layers and again solving for boundary values for each layer. This ultimately enables the input
conditions of the transducer to be related to the acoustic field within the fluid layer. A general
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description of the approach is given by Gro¨schl [66] and it has been applied successfully to the
analysis of devices by Benes et al. [76] and Hawkes et al. [125].
An alternative approach is to consider the acoustic impedance of the device. The acoustic im-
pedances of each layer combine to give the total impedance of the device which acts as a load
upon the transducer and, using an equivalent circuit, can be used to model the frequency response
of the device. Using the total impedance of the device and the properties of the transducer, it is
possible to calculate the forces exerted at each layer boundary from which acoustic pressure and
velocity fields may be determined. A more comprehensive description of this approach is given
in section 2.5.2 as acoustic design of the microfluidic ultrasonic separator is developed with this
simulation. This model is used by Hill [126] to investigate the influence of various parameters on
the acoustic characteristics of a layered resonator and the radiation force acting on a particle. The
model also aids the selection of layer thicknesses to design for certain resonant modes and nodal
positions.
Lilliehorn et al. [82] are interested in the simulation of the near-field acoustic interference patterns
and the lateral radiation forces that are generated on a particle. Their model is based on simulation
techniques used to describe interference in optical systems (seeWu et al. [127, 128]) and compares
well with experimental observation, thus appearing a suitable method for the analysis of analogous
acoustic systems.
Particle Simulations
To assess the design and performance of acoustic manipulation devices, the movement of particles
within such devices can be modelled in order to predict the level of separation or fractionation
achievable. Simulation of particle behaviour is typically achieved by considering the forces expe-
rienced by particles.
Particle trajectories can be calculated using a balance of particle forces and using simple numerical
integration to simulate the deflection of a particle as it moves through the fluid chamber. Hawkes et
al. [4] and others [117, 129, 130] simulate particle trajectories to assess the efficiency of separation
or fractionation processes and, where these processes involve the division of flow to extract a
specific portion of the flow, it is typical to model the trajectory of the particle which marks the
point of this division. For example, figure 2.15(a) illustrates a half-wavelength system where
particles are converging to the centre plane and moving downstream towards a splitter. Simulation
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of a particle found at the edge of this particle stream can be used to specify appropriate operating
conditions to ensure that the entire particle stream passes one side of the splitter and that complete
clearance is obtained on the other side of the splitter. Alternatively, by modelling the particle
which coincides with the splitter and calculating its original location at the inlet, it is possible to
determine the separation efficiency and outlet particle concentrations based on a knowledge of the
inlet concentration profile (figure 2.15(b)). This latter approach has been used by Johnson & Feke
[107] and Gupta et al. [105] to assess fractionation processes. The simulation approaches reported
in the literature typically include only the primary acoustic radiation, fluid drag and gravitational
forces. Lateral radiation, secondary radiation and other interparticle forces are neglected due to
their apparently low magnitudes.
Higashitiani [72] uses a derivation based on the conservation of mass to express particle concen-
tration within an acoustic standing wave as a function of time. Analytical expressions are given for
the case of initial sound irradiation where the acoustic forces dominate, and also for the case a suf-
ficient time later when diffusion processes dominate. This method does not consider or determine
particle trajectories, a distinct difference compared to other approaches considered in this section,
and therefore can be considered a Eulerian approach as opposed to Lagrangian. An example of
these two approaches is seen in a general treatment of particle/fluid simulation by Durst et al. [131]
where their Lagrangian approach considers forces experienced by second phase particles, whereas
the Eulerian approach treats the particle phase as a continuum and continuum equations, similar
to those used for a fluid, are used. The Eulerian approach is suitable for most cases, although the
Lagrangian approach provides information on particle trajectories and can handle multiple particle
types.
Analytical expressions of the acoustic radiation force have been coded into CFD simulations
(Benes et al. [104]) and has also been accompanied by expressions describing Rayleigh streaming
flows by Holwill [132]. This can be useful to determine particle trajectories within more complex
flow fields, for example, where the flow profile within the acoustic field changes. The applica-
tion of complex computational methods to simple laminar flow systems is impractical due to the
disproportionate processing power required.
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Figure 2.15: Particle trajectories used to determine separation and fractionation efficiency.
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2.5 Introduction to the Ultrasonic Microfluidic Separator
The simulation work described in this thesis has been carried out alongside the fabrication and
test of an ultrasonic separator, guiding the work and providing essential experimental data. The
ultrasonic separator device in question has been developed at the University of Southampton and
takes advantage of the university micro-machining facilities to realise the device on a microfluidic
scale, and therefore provide the potential for integration within microfluidic systems. The sepa-
rator is designed to operate using a half-wavelength resonance and to separate particles held in a
fluid suspension. Acoustic radiation forces drive particles to a plane within the processing cham-
ber, and controlled extraction of various portions of the resulting flow aim to separate clear fluid
from particle concentrated fluid. This section describes the fabrication and principle of operation,
which is followed by a description of the acoustic modelling developed for use as a design tool and
to understand the acoustic characteristics of such a resonator. A significant portion of this thesis is
developed from this acoustic modelling and thereby builds a series of complimentary design tools.
2.5.1 Construction
The design and operation of the separator is related to the laminar flow separator device described
by Hawkes et al. [4] in terms of the scale and operation of the device. The laminar flow separator
was constructed from metal plates forming the reflector and acoustic matching layer, and encasing
the fluid chamber. The operational frequency was approximately 3MHz and so to produce a half-
wavelength standing wave the fluid chamber had a depth of 250µm. The microfluidic separator
described here is on a similar scale, but uses materials such as silicon and Pyrex suitable for micro-
machining processes and therefore results in different acoustic characteristics, although the fluid
chamber was initially designed with the same fluid depth of 250µm.
The construction of the microfluidic separator is illustrated in figure 2.16 and shows the arrange-
ment of the piezoelectric (PZT) transducer, silicon matching layer and the Pyrex reflector layer.
The fluid chamber is created by isotropically etching into the Pyrex producing curved walls inside
the chamber. This also means that the Pyrex wafer thickness used in the fabrication always equals
the combined depth of the fluid and reflector layers. The Pyrex layer also allows observation
of the particle suspension during operation and the condition of the fluid chamber. The silicon
layer is etched to include three fluid ducts, with the characteristic angular geometry resulting from
the anisotropic etch process clearly seen. Once etched, the Pyrex and silicon layers are bonded
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Figure 2.16: Cross-section of the ultrasonic microfluidic separator (not to scale).
anodically.
Typical dimensions are indicated in figure 2.16 although the fluid chamber depth, and therefore
the reflector layer depth, have changed during the study. Also note that the fluid chamber has a
high length-to-height ratio typically greater than 50:1. The width of the chamber and ducts (not
indicated in the diagram) are approximately 5mm, which results in a width-to-height ratio of at
least 20:1.
2.5.2 Operation
The separator is a flow-through device within which a fluid sample can be continuously fed through
the inlet duct. Figure 2.17 shows the flow path of the sample up through the inlet duct and into the
main chamber of the device. Within this area the transducer is used to generate a half-wavelength
standing wave across the chamber and perpendicular to the direction of flow. As particles move
through this field they are deflected in the y direction by the acoustic radiation forces acting on
them and move towards the node of the standing wave positioned along the centre of the chamber.
Simultaneously, the particles are subject to fluid drag forces which transport them along the cham-
ber towards the outlets. For separation to be possible the particles must have formed into a narrow
stream, as indicated in the diagram towards the end of the acoustic field (light grey shaded area).
As the flow within the device is laminar this particle stream remains intact and can be extracted
through either outlet. The diagram indicates the case when the flow rate through outlet 2 is greater
than outlet 1 and therefore particles are extracted through outlet 2. Clarified fluid is extracted
through the other outlet.
When using a half-wavelength resonance and this duct configuration, the outlet through which
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Figure 2.17: Operation of the ultrasonic microfluidic separator.
the particle stream is extracted must have a flow rate at least half that of the total, or inlet, flow
rate. This means that the maximum concentration achievable is only a 2-fold increase, the device
therefore acting more effectively as a clarifier.
Acoustic Simulation
To predict the nature of the acoustic field within the separator device an acoustic impedance trans-
fer model is used. This model is described by Hill & Wood [3] and Hill et al. [2] and was origi-
nally used to describe an h-shaped device. The approach considers the total acoustic impedance
of the layered device which can then be related to the transducer using an equivalent electrical
impedance.
Figure 2.18 illustrates a basic acoustic system and properties of the media. The input mechanical
impedance of the acoustic system, Zm0, where a plane wave is propagating through a material with
properties density ρ0, speed of sound c, area S, and thickness L, and with the cavity terminated
with a material of impedance ZmL, is calculated as follows [133]:
Zm0 = ρ0cS
(
ZmL + jρ0cS tan kL
ρ0cS + jZmL tan kL
)
, (2.16)
where k is the wave number.
When simulating the separator the impedance, Zm0, seen by the transducer is ultimately required
and depends on the properties of the glue, silicon, fluid and reflector layers. Therefore, it is
necessary to calculate the input impedance of each successive layer. For example, equation (2.16)
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Figure 2.18: Acoustic Properties associated with a closed cavity.
Figure 2.19: Equivalent circuit of separator.
is first used to calculate the impedance from the reflector layer whereZmL is simply the impedance
of the surrounding air. The resulting value of Zm0 now describes the termination impedance,
ZmL, when looking through the fluid layer. This calculation is repeated until the transducer layer
is reached.
The resulting value of Zm0 as seen from the transducer now describes the total mechanical im-
pedance of the device and is represented by an equivalent electrical impedance Z0. In order to
model the resonant behaviour of the device and related electrical characteristics, an equivalent cir-
cuit is considered as shown in figure 2.19 whereRe represents the electrical losses, C0 is the static
capacitance of the transducer and Cm, Lm and Rm are the equivalent mechanical capacitance, in-
ductance and resistance, respectively. Further, to determine the nature of the acoustic field within
the cell, the mechanical impedance is used to calculate the forces generated at layer boundaries,
which in turn are used to describe the variation in the acoustic pressure and velocity fields. This
transfer model is described in more detail by Hill et al. [2].
The equivalent circuit is modelled within MATLAB and typically used to simulate the frequency
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response. This can be compared to the measured frequency response of a device and used to fine-
tune parameters. It can also be used in a predictive capacity to determine the resonant frequencies
of the device.
To model the acoustic behaviour within the device, the force exerted by the transducer can be
calculated and is proportional to the voltage applied across the transducer. As the wave propagates
through the devices it in turn generates a force between each layer of the device. These forces
can then be used to determine the acoustic pressure p and velocity u fields within each layer, as
a function of y in a direction perpendicular to the transducer and layer boundaries. Although the
model does not simulate variations in the field along its length or across the width, it provides a
1-dimensional description of the most dominate component.
As can be seen from equation (2.11) the radiation force depends on the kinetic and potential
energy. Kinsler et al. [133] give these energies as functions of the acoustic pressure and velocity
and are time and position dependent. Here, the time averaged expressions are shown, where ρ0 is
the undisturbed fluid density and u and p are time averaged acoustic velocity and pressure fields:
〈E¯kin(y)〉 = 14ρ0u(y)
2, (2.17)
〈E¯pot(y)〉 = 14
p(y)2
ρ0c 2
. (2.18)
MATLAB is again used to determine these values and by substituting them into equation (2.11)
the radiation force as a function of y can be calculated. The resulting data describes the spatial
variation of radiation force, an example of which is shown schematically in figure 2.9.
2.6 Conclusions
2.6.1 Flow Through Microfluidic Channels
The development of µTAS technologies highlight the importance of realising fluid and particle
processes on a micro-scale in order to be incorporated into these analysis systems. Although
many other fabrication routes are available, the microfluidic ultrasonic separator is fabricated us-
ing the bulk micro-machining approach providing a method to batch fabricate many devices. Wet
anisotropic etching is used for the silicon layer, but creates angular geometry which limits the
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geometric design of fluid channels, although it does create smooth surfaces which limit fluid fric-
tion losses. The fluid flow field dominates the motion of particles, therefore the influence that the
angular etched duct geometries has on flow streamlines, and therefore particle trajectories, is of
some interest and should be investigated.
Although well within the laminar flow region the flow within the etched ducts of the device cannot
be simulated analytically as for the main channel, therefore a computational approach is required
for these duct regions. It is understood from the literature that flows can be modelled with reason-
able accuracy using commercial CFD codes down to hydraulic diameters of the order of 100µm.
Conversely, the main fluid channel of the separator device is suitably long and wide such that the
classical description of flow between parallel plates can be applied as well as the entrance region
being short (< 2% of the channel length), becoming negligible for the low flow rates used in
experimental tests of the separator device. It is assumed that the low concentration of particles
(< 1% by wt.) will produce a negligible effect on the behaviour of the fluid requiring only the
fluid to be considered in the both the CFD model and analytical treatment.
Surface tension effects and capillarity will influence experimental work on the separator. This
should only affect the initial priming of the device channels and experimental procedures need to
be adopted which flush the device and eliminate trapped air bubbles.
2.6.2 Acoustic Field/Particle Interaction
Acoustic field-assisted devices have the advantage over other field-assisted techniques in that they
rely on acoustic properties inherent in any particle suspension. Many acoustic devices have been
designed and tested for the processing of particle suspensions, although the separator device dis-
cussed as part of this thesis is one of the few to be fabricated using micro-engineering techniques.
The various devices described demonstrate the application of acoustic fields to the separation,
fractionation and trapping of particles with a significant number applied to bio-sample processing.
The effect of acoustic radiation forces is well documented and has been applied to the manipula-
tion of particles and cells. Of the forces experienced by a particle in an acoustic field, the primary
(or axial) radiation force is considered to be of most significance, although streaming becomes
more important for sub-micron diameter particles. Secondary radiation forces are negligible for
low concentration suspensions and short residence time processes such as for flow-through de-
vices. Geometric features and boundaries within a resonator are one possible source of variations
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within the acoustic field and associated lateral radiation forces. The magnitude of these lateral
forces may be large enough to significantly influence the movement of particles and, depending
on the function of a particle manipulator, may be either beneficial or detrimental to the process
and therefore be an important consideration in some resonator designs.
Acoustic streaming flows have been observed in other acoustic particle manipulation devices and
suggest the presence of Rayleigh type streaming. The exact nature of the flow field generated is
not clear for high aspect ratio chambers and therefore without specialising in this area it would be
imprudent to attempt to predict the nature of streaming flows within the separator device, although
it is important to recognise Rayleigh streaming when interpreting experimental results. Other
types of streaming have been considered including localised streaming around the particle which
is estimated to be negligible for micron-scale particles.
2.6.3 Simulation of Particle Manipulation Processes
Particle trajectory models have frequently been used for the simulation of acoustic particle manip-
ulation devices and typically involve solving particle equations of motion. A complex simulation
of the acoustic field can usually be avoided and equation (2.8) is employed with the placing of
acoustic nodes on, say, a boundary. However, the use of a more accurate simulation of the acoustic
field in fluid chamber depths ≤ λ/2 and in micro-scale devices is important as the other layers
of the device significantly influence the acoustic behaviour. For example, the acoustic impedance
transfer model described in section 2.5.2 simulates the layered device and supplies numerical data
describing the acoustic field and radiation force. This model is not limited to the resonant case,
but can simulate the acoustic field over a range of frequencies. As the acoustic design of the mi-
crofluidic ultrasonic separator has been developed using this model, it is appropriate to adopt the
model code for the purposes of this thesis when simulating particle behaviour within the separator
device.
Chapter 3
Development of Fluid Channel
Geometry
3.1 Introduction
As well as the acoustic field, the fluid flow field has a major influence on the particle trajectories
through the separator and, therefore, the particle separation efficiency. To predict the movement
of particles the flow patterns must be known and be stable over a range of flow rates, and it is the
role of this chapter to investigate this computationally.
Brief summaries of laminar flow theory and fluid modelling approaches were presented in the
previous chapter, investigating the scale at which the Navier-Stokes equations and macroscale
fluid flow theory was applicable, and concluded that simulation of the separator using a macroscale
CFD code was a valid approach. These summaries are frequently referred to in following sections
with regard to the development of a suitable 2-dimensional CFD model to represent the separator
geometry and fluid flow. Section 3.4 then describes the application of this model in simulating the
separator fluid channels and reveals eddy regions detrimental to the separation process that were
also visualised experimentally. Eddy formation can distort particle trajectories and influences
sedimentation formed on the channel walls, in turn strongly influencing the performance of the
device.
The flow patterns within the device are influenced by the fluid flow rate and the channel geometry,
therefore these parameters may be modified to improve various aspects of the flow. However, the
fluid flow rate is an important parameter (together with the acoustic radiation force) to control
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the rate at which particles agglomerate. Therefore, when improving the flow pattern and to avoid
compromising the particle agglomeration rate, it is preferential to modify only the geometry. Once
a study to improve the flow pattern has been completed (as a result of geometric modifications), it
should be ensured that the results stand for a range of flow rates. Adjustment to the flow rate will
then be reserved for optimisation of particle agglomeration rate, and will not alter the flow pattern
significantly.
Similar devices have been fabricated from steel and glass [4, 125], however for this technique
to be realized on a microfluidic scale etched silicon and Pyrex are being used. This has poten-
tial advantages of batch production and easy incorporation into microfluidic systems containing
micropumps etc. which handle only very small sample volumes. However, the nature of micro-
engineering fabrication techniques restricts the geometric design of the microchannels and in this
case geometric modifications are limited by basic wet etch fabrication methods. This geometric
study is presented in section 3.5 describing the influence of the geometric design of the device on
pressure losses and eddy formation and aiding the selection of a geometry which suppresses eddy
formation.
3.2 Microchannel Geometry
3.2.1 Separator Construction and Geometry
The micro-machined separator device consists of a 525µm thick silicon wafer and 1700µm Pyrex
wafer, etched and then joined using anodic bonding. Fluid enters and leaves the device via ducts
etched into the silicon. The duct geometries currently used in the separator consist of either single
or double sided anisotropically etched ducts that lead to an isotropically etched channel within the
Pyrex, and across which the acoustic standing wave is set up. Figure 3.1 illustrates the typical
wafer geometry incorporating either single or double etched ducts.
Isotropic and anisotropic etchants are used for the Pyrex and silicon wafers respectively, where
the anisotropic etch produces predictable angular geometries where the etch process is effectively
halted at the (111) crystal planes, forming angles of 54.74o. Alternative methods of creating the
ducts, such as deep ion etching, exist and although such methods may provide more geometric
variations this study reveals a satisfactory solution based simply on wet etching techniques.
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Figure 3.1: Silicon etched duct geometries used in original microfluidic ultrasonic separator design
incorporating (a) double etched ducts or (b) single etched ducts (not to scale).
3.2.2 Influence of Geometry on Separator Performance
Anisotropically etched geometry is dictated by the orientation of the wafer crystal planes and so
produces angular wall geometry and discontinuities in the wall profile. Such discontinuities cause
fluid flow to separate from the channel wall giving rise to fluid boundary layer separation, in which
the direction of flow is reversed at the wall [22, 21] and a flow vortex results. To avoid confusion
between such flow separation and particle separation which is discussed in later chapters, bound-
ary layer separation flow patterns will be referred to as eddy regions.
An example of eddy flow formation is shown in figure 3.2 where a step in the wall geometry
creates a sudden expansion, and an associated eddy flow within the stagnant region of the step.
When compared to the bulk flow, the eddy region typically has a low flow velocity and is reversed
at the wall. This can occur in flows of low Reynolds number in the laminar regime and is therefore
not a turbulent effect.
With regard to eddy flows being present within the ultrasonic separator during operation, the for-
mation of eddies presents a condition where particle movement cannot easily be predicted. For
example, particles are manipulated by the acoustic field within the main channel, but the presence
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Figure 3.2: Formation of an eddy region downstream of a step.
of an eddy in this region will distort the laminar flow field and also particle trajectories, which in
turn influences the separation efficiency of the device. Additionally, the degree to which particles
become trapped within eddies is unknown, but presents doubts over the ability to successfully
flush clean the device should it be required to process subsequent fluid samples.
The following sections develop a model to investigate the exact nature of these eddy flows within
the separator device and then uses this model to identify channel geometry which limits the for-
mation of these eddies.
3.3 Development of the CFD Model
3.3.1 Approach to CFD Study
In order to study the influence that the microchannel geometry has on the development of eddies, a
study based on numerical simulation of the fluid flowwas undertaken. The CFD computer package
used is CFX5 and is a general purpose and commercially available program. This software enables
a variety of possible geometries to be modelled over a range of flow rates and provides compre-
hensive visualisation of the flow, useful for direct comparison with experimental observations, but
also valuable where observation of the flow is not possible. CFD is used here in preference to
more basic fluid theory due to the complexity of the fluid channels, although basic theoretical flow
profiles are used to validate computational results.
The aspect ratio w/d of the fluid channels is typically greater than 20, therefore to reduce the size
of the model and computation time, 2-d models are considered for simulation of the fluid flow
through various parts of the device. As the concentration of yeast particles used in experiment is
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low enough to assume negligible effect on the fluid dynamics, the CFD simulations are further
simplified by modelling only the fluid flow and exclude the influence of solid phase particles.
Before applying CFD to study the effects of specific fluid flow parameters it is necessary to estab-
lish a degree of confidence with a basic CFD model by studying its performance. The following
study involves optimising the model by increasing the accuracy of the solution and reducing the
processing time. However, there is often a conflict: it is necessary to increase the processing time
if a more accurate solution is required. To progress, acceptable levels of accuracy and computa-
tional time must be chosen appropriate for the problem being simulated. These two aspects are
influenced by various CFD modelling parameters including geometry and mesh characteristics
introduced below. Following this, the approach to optimising the model for accuracy involves
running CFD simulations of the flow domain and studying the change in results when model para-
meters are altered, specifically the mesh size. Once the appropriate level of each model parameter
is established, these can be applied to a final CFD model for use investigating the influence of
boundary conditions, fluid characteristics and small changes in domain geometry of the separator.
The CFD simulations consider only the micro-channels of the device and so the flow domain
consists of the ducts etched through the silicon and the main channel etched into the Pyrex. No
modelling of the manifold block onto which the device is mounted is included.
3.3.2 Overview of CFD Parameters
Within the CFX package, certain user input parameters are key to improving the level of accuracy
of flow solutions. There are also parameters held within the output file which are indicative of the
solution accuracy. Those most appropriate to this work are introduced below.
Input (Pre-processor)
Geometry: Naturally, the choice of geometry is dependent on the fluid problem being analysed
although to avoid excessive processing times, whilst giving more scope for increased accu-
racy, it is often necessary to reduce the size of the model. This involves modelling only part
of the fluid domain; for example, symmetry planes can be used to describe the 2-dimensional
aspect of a fluid problem. This is explored in more detail in section 3.3.3. Also, if the char-
acteristics of the flow are known at any point between the inlet and outlet boundaries, the
geometry can be divided into two separate models as boundary conditions would be known.
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Fluid Model: As opposed to basic fluid characteristics, for example, density and viscosity, the
user defines the fluid model to be used, either laminar or turbulent. With the turbulence
regime several models exist which include the k− model. For simulations of the separator
device it is always ensured that the laminar model is applicable by limiting Re.
Mesh: Mesh parameters are available which control the general size of each element and any
mesh refinement which the software then uses to generate a mesh structure. If enabled by the
user, mesh adaption allows mesh refinement of certain elements to occur during processing
if large variations in flow parameters are observed in those locations. This results in a more
accurate solution and allows more rapid convergence of the solution once an appropriate
level of refinement is achieved. A simulation within this section typically involves the use
of between 10,000 and 30,000 nodes.
Boundary Conditions: The boundary conditions applied to a model depend again on the fluid
problem being analysed, although the position of the boundary (for example, an inlet or
outlet) can be controlled. One specific example of where relocation of the boundary is
necessary is where eddy regions lie near or across the boundary, which causes large errors
in the solution and problems converging to a solution during processing. In this situation it
is advised that the boundary is moved 10 diameters downstream of the eddy region [134].
Processing Control: In CFX the residual target parameter controls when to cease processing and
accept the solution. A smaller residual target results in a more accurate solution.
Output (Post-processor)
Residual: This parameter is indicative of accuracy and is repeatedly calculated during process-
ing, essentially measuring the variation of the solution between each iteration, which for a
converging solution will tend to zero. The solution is considered to have converged when
the calculated residual equals or is less than that of the user defined residual target.
Imbalance: Imbalance of momentum and mass is calculated at the end of the processing phase
and is a measure of conservation across all boundaries.
Errors
Mesh error: The software is unable to mesh the flow domain when the user specifies certain
combinations of geometry and mesh values. Due to the sensitivity of the algorithms used
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to create the mesh, small changes in mesh parameters can eventually prove successful, al-
though this process can be time consuming.
Non-convergence: This can either be divergence or oscillation (cycles of convergence and diver-
gence). In the case of the former, small and apparently insignificant changes in the boundary
conditions can solve the problem. With oscillation, a change in the CFD time step parameter
is necessary.
3.3.3 Optimisation of the Model
The parameters above are used to help optimise the model and ensure that the solution is indepen-
dent of the mesh characteristics. For the simulation of the ultrasonic separator at low Reynolds
numbers there will be regions of fully developed flow so, to assess the solution, the velocity profile
determined by the CFD package in these regions is compared to the theoretical profile according
to equation (2.4). A measurement of the CFD velocity error is therefore possible, quantifying
the validity of the CFD results. The theoretical entrance length (equation (2.5)) is also used as a
comparison for the CFD results.
Z-Axis Mesh Study
When creating a 2-dimensional model in CFX the program still requires a third dimension and
must be at least one element thick. Figure 3.3 illustrates a pair of symmetry planes separated by
a distance Z containing the 2-d model. The symmetry planes preclude wall friction and simu-
late flow between infinitely wide parallel plates (variables constant in z-axis), therefore the flow
solution should be independent of Z and the mesh size/density in the z-direction.
To confirm that the solution is independent of the z characteristics of the mesh a simple CFD
model is used and is of a simple parallel plate channel 8mm long, 100µm deep and with a domain
thickness, Z, ranging from 10 to 80µm. The mean inlet velocity applied at the inlet plane is 0.2m/s.
A series of simulations are processed for a range of Z values and with the elements “stretched”,
so that the model remains only one element thick, i.e. the element size in the z-direction is equal
to Z and the number of elements across the width, n = 1.
Figure 3.4(a) shows the velocity profiles extracted from the simulations and compares these to the
theoretical velocity profile according to equation (2.4). The velocity variation between each CFD
simulation is not discernible, implying that the width of the domain does not have a significant
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Figure 3.3: Position of symmetry planes for 2-d modelling.
influence on the CFD results. A difference can be seen between the CFD results and the theoretical
velocity profile, although this error will be tackled later.
To reduce processing time the flow domain volume (or rather number of elements) needs to be
minimised. Therefore, a thickness of one element in the z-axis is optimum. Again, a series of
simulations are used to test that this does not influence the solution, where in each simulation a
different number of elements is used across the domain width. Each element is 10µm wide, so for
example, a domain thickness Z = 40µm comprises of n = 4 elements across the width.
Figure 3.4(b) again shows that there is indistinguishable difference between the CFD results, sug-
gesting that the solution is independent of the number of elements between symmetry planes.
Therefore it is concluded that the use of one element between symmetry planes and of an arbitrary
width is suitable for 2-d modelling.
For a channel 100µm deep and with mean inlet velocity 0.2m/s, the theoretical entry length is
0.12mm (equation (2.5)), after which point the flow is fully developed and velocity will not change
as a function of x. Figure 3.5 shows the maximum, centre line velocity as the flow progresses
down the channel, where fully developed flow is indicated by the velocity reaching a steady value
(∼ 0.3m/s). This occurs at approximately 0.10mm along the channel, agreeing with the theo-
retical value for Re = 20 and confirms that at this stage the 2-d simulation gives a reasonable
representation of flow between parallel plates.
3.3.4 Mesh Dependence Study
Generally, mesh refinement increases the accuracy of the result although, to make the analysis
practical, there is a limit to the refinement necessary or else excessive computation time results.
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Figure 3.4: Comparison of flow profiles using (a) one element in z-axis and (b) multiple elements
in z-axis.
3.3 Development of the CFD Model 60
Figure 3.5: Development of flow in main channel (maximum, centre line velocity shown).
To help determine a reasonable level of mesh density in the x− y plane, a mesh dependence study
is used which involves modelling the same flow domain geometry, but adjusting the mesh at each
stage, for example, halving the element size between simulations. With a second order model, the
log of error plotted against the log of a measure of mesh size should reveal an approximately linear
relationship; as mesh refinement is doubled, error is halved.
For the mesh dependence study parts of the flow domain may be removed and so the investigation
involves modelling three sections of the silicon/Pyrex part of the device. As shown in section
2.2.1 the entry length of the flow in the main channel is small and therefore fully developed flow
dominates in that part of the device. This suggests that there is little to benefit from modelling the
entire volume of the main channel as no change in the velocity profile will be seen. It is therefore
reasonable to reduce the flow domain which also reduces computation time. The shaded regions
in figure 3.6 show the remaining areas to be used in the study. Part of the main channel will still
be modelled in order to contribute to the mesh dependence study.
To measure the error in each simulation, velocity flow profiles in fully developed regions are
again compared with the theoretical parabolic flow profile (equation (2.4)). In regions where the
flow is not fully developed, particularly through the ducts, the flow profile cannot be calculated
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Figure 3.6: Sections of the device to be used for mesh dependence study.
theoretically. These regions are analysed by measuring the change in velocity between subsequent
simulations with the solution appearing to converge as the mesh is refined.
Velocity profiles from the simulation of the inlet duct and averaged over small regions near the
outlet plane, are shown in figure 3.7 with the theoretical flow profile. This shows a degree of con-
vergence to the theoretical velocity profile as the mesh is refined, therefore error is being reduced
and tending to zero. Figure 3.8 quantifies the average magnitude of error for the results shown
above and plots the percentage errors against the general element size defining the mesh to give
an approximate indication of the effect of element size. The results from other regions in each
section of the device all show similar results, consistently showing that a general element size of
12µm results in an average error less than 1% when compared to the classical solution.
3.3.5 Mesh Refinement
Where velocity or pressure gradients are large, accuracy of the solution deteriorates for a given
element size. These larger gradients typically exist near boundaries (walls) and geometric features
where pressure losses may exist and are also associated with eddy formation.
To retain accuracy in such regions it is necessary to reduce the element size. In CFX this can
be achieved by using wall refinement, although the user must judge the level of refinement for
various parts of the flow domain. Here it is considered more efficient to use “mesh adaption”
which selectively refines elements during processing of the solution, where large gradients are
calculated to exist and so does not rely on the user’s judgement. Mesh adaption is used throughout
subsequent modelling of the device.
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Figure 3.7: Flow profiles in fully developed regions.
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Figure 3.8: Plot of log error against log of element size.
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3.3.6 Conclusion
Results show that for a 2-d model of the separation device a z thickness of one element can be
used, minimising element number and therefore processing time. Also, if parameters including
thickness and z-axis stretch need fine adjustment to avoid mesh errors, this can be done without
affecting the accuracy of the result.
For CFD simulations at this scale the mesh dependence study indicates that a general element size
of 12µm is used, as this results in an average error of less than 1% when compared to the classical
parabolic velocity profile for laminar flow. Mesh adaption, an automated process within the CFD
package, is available for selective refining of the mesh during the computation, avoiding the need
to apply a computationally expensive general wall refinement, and refines the mesh in regions
exhibiting a high velocity or pressure gradient which usually occur adjacent to wall boundaries
and at geometric discontinuities. Figure 3.9(a) shows the typical mesh pattern with the basic
12µm element size applied to the mesh algorithm and (b) with further mesh refinement.
3.4 Study of Eddy Flow within Original Device
3.4.1 Simulation of Fluid Flow
By modelling the device using typical operational flow conditions it is possible to simulate eddy
flow phenomena detrimental to the performance of the device and determine their approximate
location. Here the minimum flow velocity is based on the Cardiff device at 0.1ml/s flow rate and
pressure at both the outlets set to atmospheric pressure (zero differential pressure).
Simulation of Inlet Flow
With the current device geometry, CFD results (figure 3.10) show that above a flow rate of 0.1ml/s
an eddy region develops immediately downstream of the inlet and becomes more significant at
increasing flow rates. There is also an eddy region at the end of the main channel, contained
within the curved isotropic etch profile created in the Pyrex layer. This eddy is associated with the
alignment tolerances between the silicon and Pyrex layers which determine the position at which
the inlet duct joins the main channel.
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Figure 3.9: Typical mesh pattern for (a) unstructured mesh and (b) unstructured mesh with mesh
adaption.
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Figure 3.10: Locations of eddy regions downstream of inlet.
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Simulation of Outlet Flow
Figure 3.11 shows the location and size of the eddy regions opposite outlet 1 and in the overhang
near outlet 2 at various flow rates in the outlet end of the device. Note that in these simulations
of the outlet ducts the large eddy regions in the diverging section of both ducts cross the outlet
boundaries of the simulation. This may not be an accurate description of the flow field in these
areas where ideally, as good CFD practice recommends, an extension of 10 diameters of the flow
domain is used downstream of suspected eddy flows.
No CFD analyses described here consider the influence of transient flow so it is unknown what
influence fluid pressure pulses, such as those produced by pumping, would have on the fluid flow
and therefore separation efficiency of the device.
Together with that for the inlet region, sites within the device susceptible to eddy flow formation
have been identified and are presented in figure 3.12. It is then possible to concentrate on these
regions when investigating geometry modifications.
3.4.2 Experimentally Observed Flow Patterns
An initial batch of microengineered cells has been produced to investigate the ultrasonic separation
capabilities of a micro-engineered device and contains devices of the two different duct geometry
designs shown in figure 3.1. These devices were also used to validate the CFD model by measur-
ing and comparing the size of the eddy region downstream of the inlet duct. The eddy region in
question is illustrated in figure 3.10 and is chosen as it can be observed in the fabricated devices.
Most of the other eddy regions illustrated in the diagram are either obscured or are difficult to
observe and so can not be easily investigated experimentally. The experimental results taken from
the fabricated devices were extracted by studying the movement of particles under the influence
of the flow field only (it has been assumed that particles have little influence on the fluid dynamics
and are neutrally buoyant). This is achieved by pumping a mixture of water and a low concentra-
tion of yeast particles through the device at a known flow rate, and using a Motic DMB3 digital
biological microscope to record images looking down through the device Pyrex layer. The extent
of the regions may be clearly seen in real-time, although figure 3.13 shows a still image where the
recirculating eddy flow is discernible from the laminar stream striations. CFD results are collected
by modelling the inlet region of both duct designs and using streamline plots to determine the
extent of the eddy region from the leading edge of the main channel.
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Figure 3.11: Locations of eddy regions adjacent to outlet ducts.
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Figure 3.12: Locations within separator device associated with potential eddy flow formation.
Figure 3.13: Photograph of observable eddy region downstream of inlet duct and looking down
through Pyrex layer of device.
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Figure 3.14: Experimentally observed variation in eddy size across inlet duct region.
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It has been observed that the flow velocity through the inlet duct is not uniform across the width
of the device and is caused by the manifold geometry beneath the device which issues a narrow
jet of fluid towards the centre of the inlet. This causes the size of the associated eddy to vary
across the width which is demonstrated in the plot shown in figure 3.14, the data for which is
measured experimentally. It can be seen that near the side of the channel the eddy region is
small and corresponds to a lower flow velocity, whereas towards the centre of the channel the jet
emanating from the manifold creates a larger flow velocity and therefore longer eddy region. At
flow rates between 0.1ml/s to 0.3ml/s the mean eddy size (calculated by numerically integrating
the experimental data in the figure) is on average approximately 0.5 times that of the maximum
(centre) eddy length and is indicated on the plot. Therefore, to simplify the experimental work, the
maximum eddy size only has been measured and adjusted by a factor of 0.5 to take into account
the non-uniform flow and to record a mean eddy length.
3.4.3 Validity of Model
In figure 3.15 the size of the eddy region for both simulated and modelled data is plotted as a
function of flow rate and demonstrates that eddy size is strongly related to the fluid flow rate. An
initial inspection shows that the CFD results underestimate the length of the eddy region, however
they both show that the double-etched geometry produces a slightly smaller eddy region compared
to the single etch geometry up to a flow rate of 0.5ml/s. The difference between experimental
and CFD results can be explained by the following: a) in general the exact conditions at the inlet
boundary of the CFD model are unknown although a parabolic profile has been assumed; b) pulses
produced by the peristaltic pumps have been observed to cause fluctuations in the flow rate and
therefore variations in the eddy size, although it has not been possible to quantify these variations;
c) as demonstrated in figure 3.14, the flow through the device is not uniform across its width and
suggests that a more computationally expensive 3-d CFD would be more appropriate; d) a build-up
of particles can reduce the duct size and encourages more significant flow separation and a larger
eddy, although the device was flushed frequently during experimental work. It is also noted that
for the simulated data at the higher flow rates, the length of the eddy region for the double etched
duct exceeds that of the single etch duct. Further CFD studies at these higher flow rates may be
able to determine whether this is a genuine result of increased Re or due to errors in CFD model.
In general this exercise demonstrates that a 2-d CFD model provides a valuable method to predict
the location and scale of eddy formation within microfluidic channels. This has been applied
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Figure 3.15: Eddy region size (downstream of inlet duct) as predicted by CFD compared to that
recorded in experiment.
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to ducts incorporating a minimum dimension of 160µm, where this measurement is taken from
the ‘waist’ of the double etched ducts. However, by extending the complexity of the simulation
to include transient and 3-dimensional aspects of the flow, it is anticipated that a more accurate
representation of the flow can be generated, should this be required.
3.5 Geometric Study
3.5.1 Introduction
The geometric study aims to improve the duct design by restricting the onset of eddies and re-
ducing pressure drops. As eddy regions are typically caused by discontinuities found in the duct
geometry, an initial visual inspection can be used to identify these features. The visual inspec-
tion covers a range of possible geometries created by the anisotropic etch process. This approach
serves to reduce the problem to a few geometric designs which are then each investigated more
thoroughly within CFD simulations.
3.5.2 Qualitative Study
Eddy regions occur when the flow becomes separated from the wall. Within a fluid network this
occurs in areas where the cross-section changes, such as in diffusive channels and at discontinuities
and sharp edges in the wall geometry. For example, an anisotropic etch such as the single-etched
duct inherently creates a diffusive duct with an inclusive angle of 70o, based on the etch angle
relative to the perpendicular (90o − 54.74o = 35.26o). This can result in significant losses if
compared to the optimum angle of 6 to 7o for turbulent flow and given by fluid mechanics text
books [21]. Also, the separator device is formed from multiple wafer layers and misalignment
between these can introduce sharp edges and sudden expansions or reductions in the fluid channel
size. For example, where a single-etched duct acts as a convergent channel (inlet duct in figure
3.1(b)) as the fluid enters the main channel the fluid is subject to an extreme expansion, although
no eddy is necessarily induced in the duct itself.
For the reasons discussed above the study concentrates on double-etched ducts and, in order to
efficiently cover a range of possible duct geometries, a parametric approach is used. This analysis
assumes an anisotropic wet silicon etch such as KOH, where figure 3.16 illustrates the parameters
used to describe the resulting etched duct geometry with the direction of flow either way through
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Figure 3.16: Parameters used to describe anisotropic etch geometry.
Figure 3.17: Range of anisotropically etched ducts considered in study
the duct. Parameters g1 and g2 describe the width of the top and bottom etch masks and subsequent
etched areas, whereas g3 describes the distance between the centrelines of the top and bottom etch
areas, effectively representing their offset and the degree to which the duct is skewed.
For the purposes of the geometric study it has been assumed that the inlet and outlet 2 ducts are
positioned at the extreme ends of the main channel, i.e. there are no redundant areas at the ends of
the main channel. This is designed to discourage eddy formation either end of the main channel
such as that demonstrated in figure 3.10 near the inlet duct. However, this assumes a fabrication
method such that high accuracy is applied both to the alignment of the Pyrex upon the silicon layer
and to the isotropic etching of the Pyrex which determines the length of the main channel.
By classifying the geometry in terms of the parameters g1, g2 and g3, figure 3.17 illustrates the
basic geometry groups used for the study. Again, fluid flows either way through the duct with the
main channel flow passing either from the left or right.
3.5 Geometric Study 75
Considering the selection of geometries displayed in figure 3.17, a discontinuity cannot be avoided
where fluid passes to the main channel and beyond the silicon layer (points A or B indicated in fig-
ure 3.16). However, only the geometry type shown in figure 3.17(e) is unlikely to encourage eddy
formation within the duct area itself; all other geometries contain discontinuities and a divergent
element. It is therefore this parallel sided duct geometry which shall be investigated further.
3.5.3 CFD Study
Simple inspection has eliminated geometries which have a significant expansion or contraction.
However, more insight is gained from CFD simulations investigating dimensions and the robust-
ness of the flow pattern to small inaccuracies in dimensions and mask alignment. This is achieved
by completing a series of simulations of the flow through both the inlet and outlet ducts, investi-
gating the influence of dimensions g1 (where g2 = g1) and also the influence of small etch mask
inaccuracies which create the geometry illustrated in figure 3.17(f). The key observations are as
follows and are based on CFD simulations using a flow rate of 0.5ml/s:
Duct width
Over a complete series of simulations, an optimum design is observed when subsequent sections of
the flow path remain constant or gradually reduce in cross-sectional size, replicating the effect of
a convergent duct and ensuring that flow remains adhered to the wall. An example of this is shown
in figure 3.18 which demonstrates that, as the width of the parallel sided inlet duct is increased and
becomes larger than the preceding channel section, an eddy region is created and expands. Note
that this is only of significant advantage in the inlet region of the separator device as only the inlet
duct leads to the relatively narrow main channel.
Error/offset in masks
Any errors or offset in the double sided alignment process used to align the etch masks on either
side of the silicon wafer will potentially introduce a discontinuity. Such discontinuities generally
encourage an eddy, the eddy size being related to the magnitude of the error/offset. Figure 3.19
depicting the outlet 2 duct shows one example of this where an eddy region forms within the area
created by the curved isotropic etch profile within the Pyrex layer and the chamfer within the
anisotropically etched silicon duct. However, the flow through outlet 1 is not influenced by the
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Figure 3.18: Influence of duct width on inlet duct flow pattern for a) minimum duct width and b)
a 150µm increase in width.
Pyrex etch profile and is less sensitive to double sided alignment inaccuracies. Figure 3.20 shows
that an eddy only forms within the main channel above the duct at a high degree of alignment
inaccuracy where a large chamfer is present in the duct. This is unlikely to occur since the double
sided alignment process is typically accurate to +/- 5µm.
The eddy regions in the outlet ducts themselves and downstream of the main channel can be seen
in figures 3.19 and 3.20 to be large, but importantly do not encroach on the flow within the main
channel. Also, by not including more of the downstream geometry the accuracy of the simulation
within the eddy regions is limited, therefore no conclusions will be drawn from this part of the
simulation.
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Figure 3.19: Influence of error/offset in etch mask on outlet 2 flow pattern for a) no offset and b)
top etch increased by 50µm.
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Figure 3.20: Influence of error/offset in etch mask on outlet 1 flow pattern for a) no offset, b) top
etch increased by 50µm and c) top etch increased by 100µm.
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Figure 3.21: Cross-section of outlet 2 duct incorporating revised geometry.
3.5.4 Experimental Flow Tests of Modified Geometry
Parallel ducts have been used within a new batch of devices from which figure 3.21 shows an
example of the outlet 2 region and is taken from a cross-sectioned device. The potential chamfering
of the duct edges produced by errors in alignment has not occurred. However, the alignment of the
Pyrex and silicon wafers, which was performed by eye, means that the outlet duct is not aligned
exactly with the end of the main channel. The use of an optically aligned anodic bonder would
produce more satisfactory results by reducing this overhang.
The device has been tested using the same method described in section 3.4.2 and no eddy down-
stream of the inlet is observed up to flows of 0.6ml/s, beyond which the flow pattern is difficult
to discern. This level of eddy suppression is significant when compared to the results recorded
in figure 3.15 for the original, more angular geometry where eddies downstream of the inlet exist
at a much lower flow rate of 0.1ml/s and possibly below this value. The only drawback of the
parallel duct is the imposition of a minimum channel width which is based upon the silicon wafer
thickness.
Figure 3.22 shows the pressure distribution in both the double-etched and parallel sided inlet duct
geometry, where the large pressure drops seen within the double-etched geometry are not observed
within the new parallel geometry where the pressure contours are much more widely and evenly
spaced. It is accepted that eddy formation and, possibly, pressure losses are still likely to be
significant within the outlet ducts, although more careful design of the downstream fluid network
would be beneficial.
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Figure 3.22: Pressure profile in a) original double etched inlet duct geometry and b) parallel etched
inlet duct geometry.
3.6 3-Dimensional Assessment of Outlet Region
Within the main fluid chamber it has been assumed that the particle separation effect due to the
acoustic radiation force is less efficient towards the side walls. The isotropic etch process used in
the fabrication of the Pyrex creates curved side walls, as well as the curved walls either end of the
main channel, as illustrated repeatedly throughout this chapter. Because of this, outlet 1 has been
designed not to extend across the full width of the chamber, but is smaller than the width of outlet
2, approximately 4mm compared to 5mm wide. This means that any fluid towards the side walls
which is not effectively processed is not drawn through outlet 1, which would reduce the clearance
and separation efficiency. However, this potentially invalidates the 2-d flow assumption as lateral
(z direction) flows are potentially created within the outlet duct region. This section presents
a brief investigation into the effect of dissimilar outlet ducts and mentions the implications on
simulating the particle movement and separation process discussed in chapters 5 and 6.
A coarse 3-d model has been used which, although it has not been optimised for accuracy, is
chosen to involve only a relatively short processing time and give a general indication of the flow
behaviour. The model includes the outlet region of the main channel and uses a symmetry plane
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Figure 3.23: 3-d CFD simulation of outlet region looking down through Pyrex layer and illustrat-
ing streamlines of fluid passing through outlet 2.
so that only half the flow domain needs to be modelled. To simplify the model further, the outlet
duct geometry is not included, but instead is replaced by simple outlet planes to which flow rate
boundary conditions are applied.
Using the 3-d model, figure 3.23 illustrates the flow pattern when looking down through the Pyrex
layer, with the example based on a total flow rate of 0.1ml/s with 60% of the flow passing through
outlet 1 and 40% through outlet 2. To simulate this, mass flow rate boundary conditions are applied
to the inlet and outlet 2, with zero gauge pressure applied to outlet 1. The figure shows a set of
streamlines for fluid destined for outlet 2, where it can be seen the fluid across the full width of the
channel is drawn. However, the streamlines show that there is a z component of velocity and that
towards the top of the fluid domain beyond the extent of outlet1 the streamlines are more bunched,
suggesting that a significant proportion of the fluid drawn through outlet 2 originates from the wall
region.
To illustrate this more clearly figure 3.24 indicates how the fluid, as seen at the inlet plane in the
main channel of figure 3.23, becomes divided on reaching the outlet ducts. The plot is orientated
such that the fluid would pass perpendicular to the paper with the x and y axes corresponding to the
positions across the width and depth of the channel, respectively. The dark grey area indicates the
region of fluid which ultimately passes through outlet 2, whereas the light grey area represents the
fluid passing through outlet 1. If a 2-d flow field is assumed the division of fluid would be uniform
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Figure 3.24: Division of fluid between outlet 1 and outlet 2 and corresponding position within
main channel. Both 3-dimensional and 2-dimensional flow systems considered.
across the width of the channel, i.e. flow through outlet 1 comprises of a region of fluid located
between the silicon face and up to a certain depth within the channel indicated by the dashed line,
the position of which depends on the proportions of fluid being drawn from each outlet. However,
this line does not coincide with the division indicated by the two shaded areas. Instead the 3-
d aspects of the fluid flow mean that all fluid within the side wall region flows through the wider
outlet 2, and is compensated by a greater proportion of the fluid in the centre (and inline with outlet
1) being drawn through outlet 1. This has implications on the approach used to predict particle
separation, as particles which would normally be considered to pass through outlet 2 using a 2-d
model may in fact pass through outlet 1 if a 3-d flow system were to be considered.
To determine accurately the position of flow division in the 3-d system, a significantly more refined
CFD simulation would be required and solutions generated over a range of flow rates and outlet
1 to outlet 2 flow proportions. Due to the significant computational time required, the simple 2-d
flow field is assumed when determining particle separation efficiencies in later chapters, with the
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implications of this assumption being discussed.
3.7 Conclusions
It has been shown that significant improvements in the microchannel geometry can be achieved
even with the limited geometry potential of the wet etch process, which for silicon geometry is
restricted by an anisotropic etch. CFD and experimental results demonstrate that this has been
most successful in the main channel of the device where highly laminar flow is required for pre-
dictable operation of the device in manipulating particles. In one case problematic eddy formation
has been eliminated within a range of flow rates at least 6 times larger than that for the original
geometry. Significant improvement can be made by eliminating duct shapes associated with eddy
losses such as divergent ducts and geometries.
The principal advantage of the elimination of eddy flows for devices employed in the processing
of fluid/particle samples is in the reduction of sedimentation and therefore contamination of sub-
sequent samples. Crevices associated with eddy region sites are locations where particles typically
lodge and are therefore detrimental to the operation of reusable (as opposed to disposable) devices
which require flushing to remove contaminants. In this study eddy flows within the duct regions
have been investigated and limited by the use of parallel sided ducts.
By modifying the geometry to reduce the eddy region size, adverse pressure gradients contributing
to the eddy formation are also reduced and minimise the total pressure drop across the microfluidic
device. This translates to a reduction in the total power required to pump fluid through the system;
a benefit to µTAS devices. In general these benefits may be found in low power microfluidic
devices such as micro-pumps, where etched ducts are used to carry fluid to different planes within
a fluid circuit of layered wafer structures and resistance offered by the fluid system needs to be
minimised. Further work is required to improve aspects of the outlet ducts where the flow field is
highly dependent upon the downstream fluid network.
The assumption that the flow field is 2-dimensional in nature has been investigated within the outlet
region of the device where the geometry of the outlet duct create lateral flow components. This
geometry invalidates the 2-d assumption which implies that uniform regions of fluid are extracted
through either outlet. The flow pattern has been shown to be more complex and has implications
when predicting particle separation which is discussed in chapter 6.
Chapter 4
Lateral Acoustic Fields in the Separator
4.1 Introduction
The operation of the separator relies on the acoustic radiation force experienced by a particle and
its ability to move particles to the nodal plane(s). The acoustic design of the device is therefore
paramount to successful separation. Due to the layered nature of the design, the layer thickness y
dimensions are relatively small compared to the length and width (x and z dimensions), therefore,
when driving the device at frequencies which excite a thickness resonance the acoustic character-
istics through the y-axis predominate. The design of the separator therefore relies on the y-axis
acoustic characteristics which are predicted using the 1-d model described in section 2.5.2.
However, lateral forces acting perpendicular to the axis of propagation (x-z plane) have frequently
been reported and it is generally appreciated that such forces can significantly influence the move-
ment of particles. The primary axial radiation force induces particles to move parallel to the
direction of acoustic propagation, whereas lateral forces are aligned perpendicular in the x and
z directions of the device. During device operation particles are observed to form into striated
patterns (figure 4.1) which suggests the existence of lateral forces and, as the patterns vary with
frequency, also suggests that the forces can be attributed to the acoustic field. In figure 4.1(a) with
the fluid flow condition, any acoustic forces in the x direction are negligible compared to the fluid
drag force and so the effect of the acoustic force acting in the z direction can be observed easily,
revealing striations. However, in figure 4.1(b) with a no flow condition, x direction forces are
also observed and become more significant at the end of the transducer (right-hand side of image),
again indicating that these forces are acoustically generated.
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It can also be seen in (b) that, as the lateral radiation forces cause particles to move into closer
proximity to each other than would be attributed to the primary radiation force alone, particle
clumping is induced where inter-particle forces become more significant. Although inter-particle
forces themselves are not studied in this thesis it is appreciated that such forces contribute to the
forming of particle aggregates which can disrupt the separation process as the aggregate does
not necessarily have the same characteristics as the individual particles, e.g. the aggregate may
sediment out of the suspension or block and disrupt the movement of the fluid. The forming of
aggregates in this application is therefore not considered desirable, but in part can be controlled
by reducing the strength of lateral forces.
In this chapter the nature and cause of lateral radiation forces are investigated to understand and
predict their occurrence and magnitude. This is achieved by investigating the acoustic field com-
putationally to understand better the nature of the lateral forces and factors which influence their
magnitude, and in particular to determine the significance of the lateral force relative to the pri-
mary axial radiation force. This study therefore also demonstrates the use of FEA as a tool for the
acoustic design of the device.
4.2 Development of 2-Dimensional Acoustic Model
4.2.1 Acoustic Simulation Techniques
The acoustic impedance transfer model (section 2.5.2) considers the 1-dimensional acoustic field
and therefore only the axial (y-axis) radiation force. To extend the simulation work to consider
2-dimensions, the use of finite element analysis (FEA) is examined, consistent with the computa-
tional approaches used throughout this work. For this FEA work the ANSYS computer package
is used.
Other than that described in section 2.4.3, the literature has revealed little which is directly relevant
to the simulation of acoustic fields within MEMS and similar scale systems, and certainly not to
the extent reported for the simulation of fluid. The small amount of literature which is available
uses established equations and techniques when simulating micro-scale ultrasonic devices with
no special treatment reported to take into account the scale of the systems. Also, there is scant
literature concerning FEA acoustic computational simulation which implies a reasonable level of
confidence in this established technique.
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Figure 4.1: Image taken during operation of cell at a frequency of 3.4MHz and showing striation
patterns (a) with fluid flow and (b) with no fluid flow.
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It is certainly not proposed that the 2-d simulation described here replaces the 1-d model used
to determine the critical dimensions and material properties of a design. At this stage, the 2-d
model is presented as a more qualitative tool and is not used in subsequent simulation of particle
movement which is reserved for the 1-d model.
4.2.2 Construction and Processing of Model
The approach to developing a suitable FEA model is similar to that used for the CFD model
in chapter 3, therefore only the specific differences when processing the acoustic simulation are
described here. One important difference is the orientation of the 2-d plane; in the fluid CFD
simulation the model described the x-y plane and neglected the z-axis, across width, direction as
it was assumed that the x-y flow field was significantly more important. With the acoustic field,
it can be seen in figure 4.1(a) that during operation, other than the stronger y-axis primary axial
force, the lateral forces acting in the z direction are of most interest as these form the striated
patterns, therefore suggesting acoustic simulation of the y-z plane.
Pre-processor
The finite element analysis investigation uses plane acoustic fluid elements, requiring the input of
acoustic property values including density, sonic velocity and absorption coefficient at boundaries.
The acoustic fluid elements are used for both the fluid and solid phase layers of the separator;
although solid elements are available giving similar modal results, they are not as convenient for
submission and extraction of acoustic parameters within solid phase regions. Also, use of fluid
elements does not support the analysis of structural modes, therefore analysis results only include
acoustic enclosure modes.
Using the 2-d plane elements and appropriate boundary conditions, it is possible to approximate
the 1-d as well as the 2-d case. Figure 4.2(a) illustrates schematically the use of a single pressure
release surface and a horizontally constrained one element wide model to simulate the acoustic
field in the fluid and reflector (Pyrex) layers. In this case the field varies only in the y direction
and is effectively a 1-d simulation. Figure 4.2(b) simulates the 2-d aspect of the fluid and reflector
layers where the reflector layer is seen to encase the fluid region. Pressure release boundaries
exist on the top and side of the reflector and to simplify the simulation only half the structure is
modelled, facilitated by the use of a symmetry plane on the left side.
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Figure 4.2: Schematics of (a) 1-dimensional and (b) 2-dimensional models indicating the fluid and
reflector elements and boundary conditions. Boundary conditions applied include zero displace-
ment boundaries (.), pressure release boundaries (.) and impedance boundaries (-).
Although the FEA software is capable of simulating all the layers included in the separator design,
only the reflector and fluid layers are included in the current study. Once a degree of confidence
is established with this level of modelling, subsequent work may include simulation of the silicon
matching layer, glue and transducer, but is beyond the remit of this thesis.
Solution Phase
Both modal and harmonic analyses can be completed on the model, giving the response to modal
frequencies or a chosen frequency, respectively. For harmonic analyses, the applied pressure at
the vibrating surface may be input as a complex number, indicating a phase difference between
the acoustic pressure and velocity fields, and allows for losses in the media. The modal analyses
are used to identify the resonant behaviour of the layers and are used throughout this study.
Post-processor
In the output listings of the ANSYS package the modal analysis gives a real component of the
acoustic pressure field. However, the harmonic analysis gives real and imaginary components of
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Figure 4.3: Example of mode shape pressure maxima and minima in a rectangular cavity for
m = 2 and n = 3.
pressure and particle velocity and so can be used to determine the acoustic radiation force. Also,
vector y and z quantities are given as separate components corresponding directly to axial and
lateral radiation force components.
4.2.3 2-Dimensional Fields in Rectangular Enclosures
To investigate the accuracy of the model a 2-dimensional resonant pattern is simulated. A simple
rectangular waveguide is used as the basic resonant characteristics can be determined analytically.
Kinsler et al. [133] give an expression for the resonant frequencies of a rectangular waveguide,
f =
c
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〉2
+
〈
n
Lz
〉2
, (4.1)
where the various dimensions of the waveguide are given by Lx, Ly and Lz with relative mode
orders of l, m and n. If the x dimension is assumed large compared to the other dimensions,
equation (4.1) is reduced to a 2-d description of the y-z plane. As an example, a mode pattern
resulting from m = 2 and n = 3 is shown in figure 4.3 which indicates regions of acoustic
pressure maxima and minima. For the reflector layer, based on a thickness of 1525µm, device
external width of 6.8mm and c = 5430m/s for Pyrex, this mode shape would occur at a frequency
of 3.76MHz.
The same geometry is simulated in the FEA model and comprises simply of a 2-d rectangular
structure with pressure release boundaries on all sides. A modal analysis then identifies various
resonant frequencies and the associated mode shape. The mode shape described in figure 4.3 has
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Figure 4.4: Modelled example of resonance in a rectangular cavity.
been modelled and is shown in figure 4.4. The analytically calculated and modelled frequencies
are in agreement, providing confidence in the FEA approach used.
It can be seen in figure 4.4 that 2-dimensional resonant fields are characterised by acoustic pres-
sure variations occurring in both directions. In the fluid filled cavity it is expected that similar
2-d enclosure modes give rise to pressure gradients and, therefore, acoustic forces in the lateral
z direction as well as the y direction, as initially intended for particle manipulation. Further, it
can be imagined that all 3 dimensions would be subject to similar modes. Whilst the mode shape
and resonant frequency in a simple rectangular cavity can be determined analytically, the geom-
etry and therefore the mode shapes in layered ultrasonic devices is more complex and cannot be
solved analytically, supporting the use of computational approaches such as FEA. The following
subsections now progress with an FEA model and attempt to simulate the layered structure of the
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device both in 1-d and 2-d.
4.2.4 Comparison with 1-Dimensional Simulation
As the FEA model agrees well with the analytically determined frequencies of a simple 2-d cavity
resonance, the fluid and reflector layer of the separator device are now modelled. A modal analysis
of the basic structure seen in figure 4.2(a) is used to determine the 1-d resonant frequencies of the
layers and is compared to the frequencies calculated by the 1-d MATLAB model. The MATLAB
model is reduced to include only the fluid and reflector layers, to maintain similarity between the
two models. The two models predict slightly different resonant frequencies, for example, the FEA
model predicts two resonant frequencies of 3.37MHz and 4.35MHz compared to 3.46MHz and
4.33MHz for the MATLAB model, differing by up to 3%. This difference may be attributed to the
different methods used to describe losses in the respective ANSYS and MATLAB models.
Figure 4.5 illustrates the resonant pressure fields predicted by each model and uses an arbitrary
acoustic particle velocity boundary condition of 0.002m/s at the boundary between the matching
layer and fluid layer. The resonant frequencies chosen correspond to modes 3 and 4 reported in
Hill et al. [126] which are both approximately half-wavelength fluid layer modes.
Referring to figure 4.5 it can be seen that the lower frequency mode results in a node positioned
slightly above the centre line of the fluid layer as the fluid depth h < λ/2 and the depth of the
reflector layer is approximately equal to λ. There is a poor comparison between the two models
regarding the magnitude of the pressure field in the reflector layer which may be due to the small
difference in the frequencies predicted and acoustic losses, although the mode shapes compare
well. For the higher frequency mode both the mode shape and pressure amplitude compare well,
showing that the reflector and fluid layers are 54λ and
1
2λ respectively with a nodal plane existing
along the centre plane of the fluid channel.
4.2.5 Comparison with Experimental Observations
The FEA model above is extended to describe the fluid and reflector layers in 2-d and uses the
model structure represented in figure 4.2(b) with pressure constraints applied to the external sur-
faces only. The simulation is based on the measured width of the Pyrex layer (external width) of
6.8mm and design width of the fluid of 5mm. The curved side walls created by the isotropic etch
are also included in the model. This model can be compared to experimental observations such
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Figure 4.5: Comparison between the acoustic pressure fields predicted by the FEA and MATLAB
models for resonant frequencies of a) 3.37MHz and 3.46MHz for the respective models and b)
4.35MHz and 4.33MHz and based on an acoustic particle velocity of 0.002m/s at the fluid plane.
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as that pictured in figure 4.1(a) and aims to validate the model and demonstrate the source of the
striated patterns.
The two modes identified in the previous subsection are investigated as these are the modes used in
operation of the separator. However, the resonant frequencies and behaviour of the 2-d modelled
system are different to the 1-d system as additional boundary conditions and geometry are used in
the simulations. As well as these two axial half-wavelength modes, the FEA model also identifies
many other, predominantly lateral modes, although are not investigated here.
Figure 4.6 shows the results of a modal analysis of the reflector and fluid layers and describes the
pressure field within the system. It can be seen that in (a) a standing wave of order approximately
m = 2 and n = 1 is present in the reflector layer, which is predominantly a through thickness
resonance resembling the pressure profile in figure 4.5(a). The field pattern within the fluid layer is
much more complex and is highly non-uniform, showing acoustic ‘hot spots’ at regular positions
across the channel width. These hot spots suggest that particles will move to a series of lateral
positions across the fluid chamber with an approximate spacing of 0.25mm. The experimentally
observed striations are spaced at approximately 0.21mm apart which is comparable to the modelled
results, the discrepancy possibly due to inaccuracies in the fluid channel dimensions used in the
simulation.
The higher frequency mode shown in figure 4.6(b) shows a more complex pattern than expected
within the reflector layer which is likely to be caused by the axial resonance coinciding with a lat-
eral resonance producing a 2-d pattern. However, the pattern within the fluid layer is more uniform
and, although some lateral variation still exists at this frequency, the nodal plane (green contour)
can be seen to run along the centre plane of the fluid layer as predicted by the 1-d simulations.
Lateral variations in the fluid layer acoustic field cause a variation in the axial strength of the
radiation force and therefore obvious implications on the particle separation efficiency. Also the
lateral variations themselves are accompanied by lateral radiation forces which may induce par-
ticle agglomeration, allowing short range inter-particle forces to cause particles to cluster further.
Although this may enhance particle separation as the radiation force is proportional to particle
volume (equation (2.11)), sedimentation of particle clumps has been observed and is detrimental
to successful separation.
By investigating the harmonic response of the fluid/Pyrex system to an applied pressure, it would
be possible to extract acoustic pressure and velocity data used to determine the radiation force
acting on a particle within the fluid layer. However, it is felt that a quantitative assessment of
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(a)
(b)
Figure 4.6: 2-d mode shapes given by modal analysis of fluid and reflector layers for a) 3.40MHz
and b) 4.36MHz.
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the radiation force would be misleading as the simulation is highly sensitive to lateral dimensions
(investigated further in the following section), and also the nature of the applied vibration is not
accurately described without extending the model to include the silicon and transducer layers.
Instead, the modal analysis can provide a qualitative assessment of the significance of lateral
modes and variations in the acoustic field. The radiation force acting on a particle held within
the fluid layer is in part related to the gradient of the acoustic potential energy density (equation
(2.11)), in turn related to the square of the acoustic pressure, and defines the magnitude and direc-
tion of the force. Therefore, a particle will follow the route of maximum gradient and to regions
of low pressure amplitude (green contours). Using the pressure data given in the modal analyses
upon which figure 4.6 is based, the lateral gradient of potential energy density is up to approxi-
mately 85% and 39% of the more dominant axial gradient for the 3.40MHz and 4.36MHz modes
respectively, measured in the central region of the fluid layer near the plane of symmetry.
These values are significant regarding the movement of particles within the fluid and resulting
separation and, although it is not intending to use these values in separation predictions, it does
present a case for further investigation into lateral fields.
4.3 FEA Study of Material and Geometry
It has been shown that the presence of lateral modes are a likely cause of lateral variations in the
acoustic field and the formation of particle striations during operation. This section investigates
the influence of selected parameters on the acoustic field within the fluid layer using similar FEA
models describing the fluid and reflector layers and has been limited to the lateral design of the
fluid side-walls. The axial geometry and material properties are not altered as these are more
integral to the operation of the device. This study provides recommendations for the design of
similar devices and demonstrates the use of FEA.
4.3.1 Influence of Side-wall Width
Referring to figure 4.4 and equation (4.1), the pressure release boundaries on all sides of the cavity
have a bearing on the mode shape and resonant frequency. Therefore, it is reasonable to assume
that at the same frequency (3.76MHz), but applying a more complex set of boundary conditions,
would influence the resonance characteristics of the cavity and mode pattern. Applying this to
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the separator device, it is conceivable that the side wall of the fluid chamber influences the lateral
mode shape seen in the fluid layer, but by maintaining the y characteristics, the dominant through-
thickness resonance should remain relatively unaffected. Therefore, the FEA model is used to
demonstrate the influence of the side-wall thickness upon the lateral mode.
The side-walls of the experimental devices are defined by the width of the bonded Pyrex/silicon
region, estimated to be approximately 0.9mm wide. The simulations in figure 4.7 describe the
influence of this side-wall width whilst maintaining a fluid channel width of 5mm, where a modal
analysis is again used to predict the mode shape when the through-thickness resonant frequencies
are excited.
For mode 1 at ∼3.4MHz shown in figure 4.7, it can be seen that as the thickness of the side-wall
is decreased from 1.0mm to 0.2mm, the distinctive lateral variations lose definition and the field
becomes more uniform across the width. This could be the reduced acoustic impedance of the
wall for the smaller side-wall widths as well as the increasingly better match between the fluid and
reflector layer widths such that there is a reduction in acoustic pressure at the fluid chamber/side-
wall boundary.
For mode 2 at ∼4.4MHz also shown in figure 4.7, a similar trend can be seen although the mode
shape in (a) reveals more lateral variations within the reflector layer than the fluid layer. Even
so, a more uniform field is predicted for small side-wall widths, with (c) revealing no discernible
lateral periodic variations in the fluid. Generally this suggests that by reducing the side-wall width,
particles passing within the fluid layer will move towards a more well defined nodal plane across
the fluid layer width, rather than moving to acoustic hot spots and forming striations.
For the small side-wall widths it has previously been mentioned that the acoustic pressure is low
at the fluid chamber/side-wall boundary, close to the pressure release boundary on the external
surface of the reflector layer. Within the fluid layer the acoustic pressure increases in magnitude
from this boundary towards the centre of the fluid layer (from right to left). Correspondingly, the
magnitude of the axial (y) acoustic radiation force increases to a maximum at the centre, therefore
a particle will converge towards the nodal plane at a greater rate within the centre of the fluid layer.
Generally, as the side-wall is reduced in width and the impedance seen by the fluid layer at the lat-
eral edges reduces, the acoustic field in both the reflector and fluid layers becomes more uniform.
With a more uniform field within the fluid layer it is anticipated that lateral forces will become
insignificant and striations are unlikely to form. For the development of the separator device it
has not been possible to experimentally test the effect that side-wall width has on lateral forces
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Mode 1 ∼3.4MHz Mode 2 ∼4.4MHz
(a)
(b)
(c)
Figure 4.7: Influence of side-wall width on mode shape within separator for side-walls of a) 1mm,
b) 0.6mm and c) 0.2mm.
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and therefore experimental validation of this work is not possible. However, assuming that side-
wall width does have a significant influence on the lateral field pattern, it may be possible to tune
existing devices by the removal of wall material which presents interesting future work.
4.3.2 Influence of Side-wall Material
The separator device relies on the etch depth of the Pyrex reflector layer to define the fluid layer
thickness. However, the quarter-wavelength device used by Martin et al. [119] and discussed in
section 6.3 uses a separate spacer to position the reflector layer relative to the matching layer. The
spacer does not serve to seal the fluid chamber, therefore an elastomer seal is used, for example,
Sylgard 182 silicone elastomer which has properties ρ = 1050kg/m3 and c = 1027m/s [135].
Striations are not readily observed in this device, the movement of particles suggesting that the
axial acoustic field is dominant with only a smooth lateral variation reducing to a minimum near
the fluid chamber walls. Hawkes et al. [118] use a similar construction and, although in this case
there is clearly lateral movement of spores on reaching the nodal plane (reflector surface), the axial
field still appears to dominate.
The presence of the acoustically damping seal may assist in the prevention of acoustic hot-spots
and associated particle striations, therefore in the FEA model of the separator device, the Pyrex
side-walls are replaced with a separate structure with Sylgard 182 properties to investigate the
influence of the side-wall material on lateral variations in the acoustic field.
Figure 4.8 illustrates the mode shapes for the through-thickness resonant frequencies, but replacing
the 0.9mm wide Pyrex side-walls in figure 4.6 with rectangular cross-section elastomer region.
With mode 1 a significant difference between the fluid layer mode shapes of figures 4.6(a) and
4.8(a) can be seen. The latter, using the elastomer side-wall, does not predict the presence of
acoustic hot spots across the width of the fluid layer and, although the contours suggest a small
degree of variability in the acoustic field, it is significantly more uniform.
For mode 2, comparing figures 4.6(b) and 4.8(b) there is no significant difference between the
acoustic field patterns within the fluid layers. In both figures the acoustic field varies across the
width of the fluid showing periodic regions of high acoustic pressure (red contours), although the
axial y field gradient still dominates the smaller lateral z gradient. Instead, the presence of the
elastomer material has a greater influence on the reflector layer, reducing the magnitude of the
acoustic pressure towards the right-hand edge of the Pyrex, above the elastomer seal and adjacent
to the external pressure release boundary.
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Mode 1 ∼3.4MHz
(a)
Mode 2 ∼4.4MHz
(b)
Figure 4.8: Influence of silicone elastomer spacer side-wall on mode shape within separator for
both modal frequencies.
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It is also observed that for both modes shown in (a) and (b), the elastomer region appears to
exhibit its own enclosure mode. For example, in (a) a quadrant pattern can be discerned, although
the pressure amplitude is low compared to the field within the reflector and fluid region.
In general, it is shown that the use of alternative materials may aid in reducing lateral variations in
the fluid layer acoustic field, in this case using an elastomer material to form the walls of the fluid
layer. It is noted that the acoustic properties of the elastomer material are more closely matched
to the fluid (in this case water) as compared with the Pyrex material of the reflector which sig-
nificantly alters the impedance boundary conditions seen at the sides of the fluid layer. However,
the materials are not matched such that all through-thickness modes will exhibit a more uniform
acoustic field along the lateral direction, as demonstrated by mode 2 at ∼ 4.4mHz, therefore the
use of an alternative material does not present a universal solution to lateral modes.
4.4 Conclusions
In acoustic resonator devices used for the manipulation of particles, lateral variations in the acoustic
field are known to exist and give rise to lateral acoustic radiation forces. Depending on the design
of the device these lateral forces may be insignificant, although in the separator device investigated
the forces are large enough to form striations as particles are drawn laterally towards positions of
low acoustic pressure and potential energy. Although acoustic interference and structural modes
can give rise to lateral variations, acoustic enclosure modes as a cause are instead investigated.
The mode shapes within the fluid and reflector layers have been simulated using a FEA simulation,
using modal analyses to identify the characteristics of the field at two through-thickness resonant
frequencies. These simulations reveal lateral variations in the acoustic field within the fluid layer
and acoustic hot spots of high acoustic pressure amplitude causing high lateral pressure field gra-
dients in the fluid. Using the modal analyses it is possible to estimate the relative magnitudes of
the axial and lateral radiation forces by measuring the y and z components of the pressure field
gradient. This demonstrates that when enclosure modes are excited, high lateral pressure gradients
create lateral forces which are of the same order as the axial component of force, significantly in-
fluencing particle trajectories. To validate the FEA simulation, the spacings of the experimentally
observed particle striations are compared with that of the acoustic field variations predicted by the
FEA simulation and show a reasonable level of consistency.
Further simulations are then used to investigate the influence that the fluid chamber side-wall has
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on the lateral field. It is shown that the width of the Pyrex etched side-wall significantly influences
the occurrence of lateral modes, where reducing the width of the side-wall reduces the lateral
variations in the field and therefore associated lateral acoustic radiation forces. The influence of
the side-wall material is also investigated briefly and suggests that acoustically softer materials
may introduce more favourable boundary conditions which discourage strong lateral modes.
Currently, these FEA simulations are simplified such that they simulate only two layers of the de-
vices and therefore it is accepted that the solutions they present are approximations. Consequently,
there is not yet enough confidence in the simulations in order to predict the magnitude of the lat-
eral acoustic forces and particle trajectories. Also, it is known from experimental observation that
forces exist in all 3 dimensions, demanding a more complex 3-d simulation to predict accurately
the behaviour of a particle.
Even so, this study demonstrates that enclosure modes are a likely cause of the formation of
particle striations in the separator device and that FEA is a useful tool to predict the presence
of these modes and approximate the modal pattern. Further and more extensive experimental
validation would be valuable to more fully understand the influence of the lateral geometry and
materials used in the separator device construction and additional simulation work to predict more
accurately the magnitude of lateral forces.
Chapter 5
Simulation of Particle Motion
5.1 Introduction
As discussed previously, the combination of forces experienced by a particle determines whether
it will move towards the acoustic nodal plane at a great enough rate for separation or capture to
occur. Based on these forces, a simulation of particles as they pass through the acoustic and fluid
fields, and the resulting trajectories, make it possible to predict the performance of an ultrasonic
manipulator device and investigate the influence of a variety of parameters upon particle distrib-
utions. In this chapter, such simulation methods are developed and are then used in a predictive
capacity in chapter 6. Academic research into acoustic manipulation is occasionally accompanied
by analytical or numerical simulations describing the particle trajectories in order to predict con-
centration or separation efficiency as described more fully in section 2.4.3, although here more
detailed numerical simulation of the device and acoustic field is used, thus making it possible to
simulate the influence of a greater number of parameters upon particle movement, and adopting
fewer assumptions.
A numerical model used to determine particle trajectories is described, where the approach in-
volves considering forces exerted on a particle as it passes through the acoustic field. Solving
these forces numerically gives a set of coordinate points describing the path taken by the particle
in a given time interval. To calculate the acoustic radiation force, the simulation incorporates the
acoustic transfer model introduced in section 2.5.2, and so is not limited to the simple case where
the standing wave velocity nodes are positioned on the boundaries of the fluid cavity (equation
(2.8)).
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A visual inspection of particle trajectories can suggest whether complete clearance or capture has
been achieved, but cannot give the degree achievable, e.g. the decrease in concentration or the
percentage of particles captured on the chamber wall. More appropriately, by tracking multiple
particles or considering the conservation of particles and treating them as a continuum, the concen-
tration profile across the fluid channel can be calculated. The numerical approaches are described
and simple cases are compared to analytical solutions. Concentration profiles are then used to
determine predictions for outlet concentrations, the approach for which is described.
Although the latter numerical approaches to predict concentration profiles begin to resemble basic
forms of numerical fluid simulation, it is considered unnecessary to combine particle simulations
with computational fluid dynamics code when simulating the applications considered in chapter
6. As demonstrated in chapter 3, microfluidic flow is dominated by viscous forces, therefore, in
a simple geometry typical of microfluidics a predictable laminar flow profile can be assumed to
exist and does not require a computationally expensive solution. In the case of more complex
flow, CFD data can be generated independently for low particle concentrations where the presence
of particles has negligible influence on the fluid dynamics. The CFD data generated can be used
in subsequent analyses such as that described in this chapter. A similar approach can also be
considered to provide 2 or 3-dimensional data describing the acoustic field. However, the process
of incorporating such data is time consuming and the work in chapters 3 and 4 has not aimed to
provide accurate descriptions of the fluid and acoustic fields in 2 or 3 dimensions, therefore both
the fluid and acoustic fields are here described in 1 dimension only (y direction).
5.2 Movement of Suspended Particles
The forces acting on an object determine its motion, therefore in order to predict the behaviour of
particles in suspension passing through an acoustic field, the particle forces need to be quantified.
This section describes the main forces and how they are used to calculate particle trajectories.
5.2.1 Particle Forces
The principal forces acting on particles held within a fluid suspension include i) gravitational
(buoyancy) forces FB , ii) fluid drag forces FD, and iii) acoustic radiation forces Fac when an
acoustic field is present. An acoustic field may also give rise to streaming flows within the fluid
(section 2.3.2) influencing the fluid drag forces, although this phenomenon is not considered within
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Figure 5.1: Principal components of force acting on a particle and orientation of axes x and y
within fluid cavity.
the following work as streaming flows are considered insignificant. These three forces are now
described in more detail where the x and y directions relate to directions parallel and perpendicular
to the channel walls, respectively, as indicated in figure 5.1.
Gravitational Force
Due to a difference in density between the carrier fluid and a particle, ρf − ρp, a particle of radius
R will experience a gravitational force FB either up or down relative to earth (positive force up)
[21] and described below for x and y components, where θ is the inclination of the main channel
relative to the horizontal.
FBx =
4
3
piR3g(ρf − ρp) sin θ (5.1)
FBy =
4
3
piR3g(ρf − ρp) cos θ (5.2)
Drag Force
The drag force, FD, on an object of cross-sectional area A within a fluid of density ρf and free
stream velocity of U0, is described by the following equation:
FD =
1
2
CDρf U
2
0A. (5.3)
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The drag coefficient, CD, is determined by considering a series of regimes, dependent on particle
Reynold’s number, Rep = 2RρfU0/µ [21]:
Stokes flow: Rep < 0.2, CD =
24
Rep
Allen flow: 0.2 < Rep < 500, CD =
18.5
Re0.6p
Newton flow: 500 < Rep < 105, CD = 0.44
Stokes flow describes the condition of steady flow around a sphere where viscous flow dominates,
whereas with the increase of Rep flow separates from the surface of the sphere at which point
drag terms for Allen and Newton flows apply. It can be seen that both the drag force and the
Reynold’s number, from which the drag coefficient CD has been defined, are dependent on the
free stream velocity or, more accurately, the relative velocity between the fluid and particle. The
fluid flow through the main channel of a microfluidic ultrasonic manipulator is assumed similar to
that seen between parallel plates, as the depth of the channel is very small compared to the width
and dominates the characteristics of the flow profile, as concluded in chapter 3. For flow between
parallel plates, the velocity profile is described by equation (2.4) where h is the channel depth:
Ux =
6U¯x
h2
(hy − y2), (5.4)
where the maximum flow velocity occurs along the centre of the channel, y = h/2, so it follows
that Uxmax =
3
2 U¯x.
Optimum flow rates for the ultrasonic separator are considered to be small and in the region of
less than 0.1ml/s (U¯x = 0.083m/s), corresponding to a maximum fluid velocity of 0.125m/s. The
resulting Reynold’s number for a 1µm diameter particle which is stationary relative to the flow
is therefore Rep = 0.125 and so is described by the Stokes flow regime. In practice and due to
the low inertia of the particles, the relative velocity, U0, between the particle and fluid flow in the
x direction is negligible and small in the y direction, therefore it is assumed that the Stokes flow
regime is applicable for the simulation of most micron scaled particles. Here the particle velocity
has components x˙ and y˙.
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By describing the drag coefficient CD using the Stokes flow regime, the drag force from equation
5.3 in both x and y directions becomes:
FDx = 6µpiR(Ux − x˙)
= 6µpiR(
6U¯x
h2
(hy − y2)− x˙) for a parabolic flow profile, (5.5)
FDy = 6µpiR(Uy − y˙)
= −6µpiRy˙ where Uy = 0. (5.6)
The latter condition of Uy = 0 assumes that there is no bulk flow moving in a direction perpen-
dicular to the walls, as in the case where acoustic streaming is taken to be negligible.
Acoustic Radiation Force
The time averaged acoustic radiation force is described below (equations (2.10) and (2.11)):
〈Fac(x, y, z)〉 = −∇〈φG(x, y, z)〉
where 〈φG(x, y, z)〉 = −V
[
3(ρp − ρf )
2ρp + ρf
〈E¯kin〉 −
(
1− c
2
fρf
c2pρp
)
〈E¯pot〉
]
.
To calculate the time averaged kinetic and potential energy densities, 〈E¯kin〉 and 〈E¯pot〉, the
acoustic impedance transfer model described in section 2.5.2 is used. These parameters help
determine the variation in acoustic pressure and velocity through the fluid layer, and are also used
to calculate energy density. This approach takes into account the layered nature of the ultrasonic
device and its influence on the acoustic field and resonant frequency. This method also allows
the acoustic radiation force to be calculated over a range of frequencies and is not limited to the
resonant case.
Other Forces
Forces other than those described above also act on particles, but are not considered in subsequent
simulation of particle trajectories or concentration. Such forces or processes are briefly discussed
below.
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Diffusion: Brownian motion and diffusion of particles within a suspension is caused by molec-
ular movement of the liquid. The resulting mean displacement of a particle λ is given by,
λ =
√
t.
√
R0T
N
1
3piµR
, (5.7)
where t, R0, T and N are time, universal gas constant, temperature and Avogadro’s number re-
spectively [136]. For example, for a device with a channel height of 250µm, length 8.5mm and
width 5mm and operating at a flow rate of 0.01ml/s (resident time of 1s), the mean displacement
of a 1µm diameter particle is approximately 1µm, and at 0.001ml/s (resident time of 10s) is 3µm.
This is negligible compared to the deflection caused by the acoustic radiation force, therefore dif-
fusion is not considered within any further numerical treatment. However, it is recognised that in
quarter-wave devices where particles are deflected towards the slower fluid velocity regions near
the channel wall, the residence time within the acoustic field for a particle typically becomes much
greater, in which case diffusion processes may create small discrepancies between measured and
predicted results.
Lateral forces: Within the main channel forces will also be acting in the z direction across the
width of the channel. These lateral forces will originate from acoustic streaming, fluid flow due
to the 3-dimensional nature of the channel geometry and lateral radiation forces. Of these, only
the lateral radiation forces significantly influence the particle trajectories within the main channel
and before the outlet region as observed in experiment, and these have been discussed separately
in section 2.3.1. The fluid streamlines and therefore particle trajectories within the outlet region
typically have a z component as the width of the first outlet is less than the channel width, as
investigated in section 3.6. However, the more simple case described in 2 dimensions is assumed,
where the height at which the two outlet flows split does not vary with z (see section 5.3.4). The
implications of this assumption are discussed in chapter 6.
Lift forces: Fluid lift force will act on a particle within a flowing medium where a velocity
gradient exists. The particle will tend to move to the region of higher fluid velocity which, in
the case of the particle separator, will be along the centre of the chamber and coincide with the
acoustic node for a half-wavelength resonance. The Saffman lift force acting on a particle and
perpendicular to the direction of flow is given below whereK = 6.46 [137]:
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FL ∼ Kµu
(
du
dy
)1/2 R2
ν1/2
(5.8)
From this equation it is possible to estimate the order of displacement expected as a result of lift.
Based on the same parameters employed above for the analysis of diffusion, the mean deflection
of a 1µm particle within a flow of 0.01ml/s is approximately 16µm towards the centre plane and
for 0.001ml/s reduces to a deflection of 5µm and therefore will have a small influence on parti-
cle separation within microfluidic separator device. The omission of lift forces when predicting
particle trajectories and resulting performance of the separator will tend to underestimate the per-
formance as the lift force will assist the separation process in a half-wavelength system. However,
the opposite may apply to quarter-wavelength devices which involve the movement of particles
towards the fluid chamber boundary away from the high velocity region of the fluid.
These forces, which although are not included in the development of the particle model described
in the following sections, will be considered in the discussion sections in chapter 6.
5.2.2 Particle Trajectories
Particle trajectories are calculated by summing particle forces and solving the expression in terms
of x and y. The equations of motion of a particle can be written:
∑
Fx = mx¨ ⇒ x¨ = FDx + FBx
m∑
Fy = my¨ ⇒ y¨ = Fac + FDy + FBy
m
These equations are solved numerically based on a set of initial conditions for x, y, x˙ and y˙, and
a complete set of system equations, as follows:
dx
dt
= x˙,
d2x
dt2
=
FDx(y, x˙) + FBx
m
,
dy
dt
= y˙,
d2y
dt2
=
Fac(y) + FDy(y˙) + FBy
m
.
This system of equations is conveniently solved using a MATLAB ordinary differential equation
(ODE) solver which is based on numerical differentiation equations, and returns an array contain-
ing a series of time increments with the associated particle coordinates and velocity data, x, y, x˙
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Figure 5.2: Example of a half-wavelength acoustic resonance illustrating a) the force profile across
the channel depth and b) the resulting particle trajectories for both ‘plug’ and parabolic flow pro-
files. The channel considered is of height 250µm, width 5mm and field length 8.5mm with a fluid
flow rate of 0.03ml/s.
and y˙. A plot of the x and y coordinates as they vary with time illustrates the particle trajectory,
examples of which are shown in figure 5.2.
Here two particles have been modelled, with the radiation force, Fac, taken at the half wave reso-
nant frequency, i.e. λ ≈ 2h. It can be seen in figure 5.2a that the radiation force is not necessarily
symmetrical about the centre line of the channel; there is one pressure anti-node within the fluid
layer near the lower wall of the channel (y = 0) below which particles would be forced towards
the wall. In the simple case (equation (2.8)) the pressure anti-nodes are positioned on the walls
of the fluid channel, although this is not necessarily the case for resonance in a multiple layered
system.
The particle trajectories are shown in conjunction with the acoustic radiation force (figure 5.2b)
and also illustrate the influence of the laminar parabolic flow profile by comparing it with the
particle trajectory for ‘plug’ flow (uniform fluid velocity profile where Ux = U¯x). The rate of
convergence towards the node is not influenced by the longitudinal (x) flow profile, illustrated
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if position y was plotted as a function of time. However, for the parabolic profile the low flow
velocity at the wall causes the particles to begin converging at a position further upstream in x
as compared to plug flow, and vice versa in high flow velocity regions such as along the centre
of the channel. This demonstrates the significant influence the flow profile has on the particle
trajectory and therefore the implication on design and resulting efficiency of the device, discussed
more thoroughly in chapter 6.
5.3 Concentration of Particles
The concentration of particles can be calculated either by considering a series of individual parti-
cles or the particles as a continuum, i.e. simulating particle trajectories and calculating the change
in particle spacing using the resulting coordinate data, or by applying conservation rules to the
particle flow rate, respectively. Either method has advantages and disadvantages associated with
it which are discussed below, together with a description of the technique.
The purpose of determining particle distribution is to predict the concentration at the outlet end
of the channel and this location is consistently referred to using the index M . In all examples
presented, a uniform concentration at the inlet is assumed and plotted concentration data is always
taken as a ratio of the inlet concentration, e.g. cM /c0 .
5.3.1 Concentration based on particle trajectories
In this section, concentration is calculated numerically by considering the change in y separation
between adjacent particles, the trajectories of which have been determined using the ODE solver
described above.
Within a small region the particle flow rate per unit depth is a product of the depth of the region,
∆y, the x velocity, x˙, and concentration c. Referring to figure 5.3 and considering a pair of
particles, n and n+1, moving along their respective trajectories, the particle flow rates at the
beginning of their trajectories is equal to that at end of their trajectories, assuming steady state
conditions where no particles build up over time within the area depicted. This gives the following
where c and x˙ values are taken at the mid-point between the particles.
c0(y0,n+1 − y0,n)x˙0 = cM(yM,n+1 − yM,n)x˙M . (5.9)
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Figure 5.3: Nomenclature for particles moving along the channel and following trajectories (dotted
lines) where the index M indicates the extent of the acoustic field and n refers to each particle
modelled.
Rearranging gives the concentration at the extent of the acoustic field and is based on particle
position and velocity:
cM = c0
(
y0,n+1 − y0,n
yM,n+1 − yM,n
)
.
(
x˙0
x˙M
)
(5.10)
Determining the trajectories for a series of particles supplies associated y-coordinate positions and
longitudinal velocity terms, x˙0 and x˙M .
Figure 5.4(a) illustrates an example of an acoustic radiation force profile created by a half wave-
length resonance. This is accompanied by a simulation of a series of particles as they pass through
the acoustic field, where figure 5.4(b) illustrates their predicted trajectories. These trajectories are
seen to converge to a plane positioned approximately along the centre of the channel and figure
5.4(c) shows the resulting concentration profile (dotted line) using the method described above.
As expected, the concentration at the centre of the channel has increased and falls away towards
zero towards the walls.
However, each dot represents the concentration determined from a pair of particle trajectories,
therefore data is limited by the number of particles simulated and the concentration of data within
any area is proportional to the particle concentration. This distribution of data can be seen in
the figure, for example, within regions from where particles are repelled few data points exist,
providing little information about that region. More data is available if particles are converging
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Figure 5.4: Example of a) a half-wavelength acoustic radiation force profile, b) the resulting par-
ticle trajectories through the field and along the channel and c) the particle concentration at a
distance 8.5mm from the inlet plane calculated using particle trajectory coordinate data (dotted
line). The channel considered is of height 250µm, width 5mm and field length 8.5mm with a fluid
flow rate of 0.12ml/s.
or more particles are simulated, however in this case the concentration data may become irregular
due to errors within the numerical solution of the trajectories, as can be seen in the figure at the
centre of the channel in the high concentration region.
5.3.2 Concentration based on conservation of particle flow
An alternative approach is to consider the particles as a continuum within the carrier fluid. Re-
maining with the concept of conservation of particle flow, we begin with the basic continuity
equation for a fluid [138, 139] where the density ρ is analogous to the concentration of particles
and the velocity field vector is V ,
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∂ρ
∂t
+ div(ρV ) = 0. (5.11)
Assuming a well mixed sample the concentration of particles delivered through the inlet of the
ultrasonic device is constant, therefore, after a short time the distribution of particles within the
main channel is a function of x and y only and a steady state condition is reached where ∂ρ∂t = 0.
Expanding equation (5.11) where velocity V has x and y components u and v, also replacing ρ
with particle concentration c gives,
c
∂u
∂x
+ u
∂c
∂x
+ c
∂v
∂y
+ v
∂c
∂y
= 0. (5.12)
This is an Eulerian approach [131, 139] as there is no consideration of the particle trajectories in
the solution.
Regular Grid
Equation (5.12) can be solved numerically, first by reducing the channel to a 2-dimensional grid,
as illustrated in figure 5.5, and then replacing the partial derivatives with finite difference equations
as shown:
∂u
∂x
= 0,
∂c
∂x
=
cm+1,n − cm,n
∆x
,
∂v
∂y
=
vm,n+1 − vm,n−1
2∆y
,
∂c
∂y
=
cm,n+1 − cm,n−1
2∆y
.
Here, it has been considered reasonable to apply forward differences in the x direction and central
differences in the y direction. As the difference between the x-direction velocity u of a particle
and the laminar flow profile is negligible, u can be described by equation (5.4), for which u is
constant along the length of the channel and so the partial derivative with respect to x is zero.
Also, the y-direction velocity v of a particle can be derived from the forces acting on the particle
[74] such that,
v =
Fac + FBy
6piµR
(1− exp(−6piµR
m′
t)). (5.13)
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Figure 5.5: Nomenclature and grid used in the numerical solution of particle concentration where
suspended particles are considered as a continuum. Index m and n refer to the x and y grid
positions.
As the profile of Fac across the channel is known numerically from the acoustic impedance transfer
model, it is straightforward to apply this to the above equation. As the particle mass is small the
inertial term in the above equation is also small. Therefore, after removing the inertial term and
including a buoyancy term the particle velocity can be described numerically as,
vm,n =
Facm,n + FBy
6piµR
. (5.14)
Substituting the difference equations into equation (5.12) and rearranging gives,
cm+1,n = cm,n
(
1− ∆x
2∆y
(vm,n+1 − vm,n−1)
um,n
)
− ∆x
2∆y
vm,n
um,n
(cm,n+1 − cm,n−1). (5.15)
To solve for concentration, the inlet condition of c0,n = 1 for all n is applied to equation (5.15)
and, by marching through x, successive values c1,n, c2,n, c3,n etc. can be determined until the outlet
region is reached. Equation (5.15) is an explicit scheme as it relies on known upstream values.
Various other schemes can be written based on alternative finite difference equations used to de-
scribe each partial differential term. These may include downstream, unknown values of c, making
the computation implicit. However, these approaches are either inherently unstable and will never
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produce a reliable solution, or conditionally stable making the implementation of these schemes
troublesome [139]. Also, stability conditions are related to the spacing of grid points, so typically
involves grid refinement in the direction in which the computation progresses (x-direction). This is
not desirable for high aspect-ratio geometry such as that found in microfluidic devices, increasing
computation time significantly.
Hybrid Method
An adaptation of the approach described above is to consider the particles moving through an
alternative grid structure by which particle trajectories are also taken into account. In justification,
Ames [139] notes that the schemes discussed above are not tailored to solving fixed time (or steady
state) problems in 2-dimensional space, but instead a hybrid approach is required using alternative
grid points and interpolation.
Referring to figure 5.6, particles pass through the volume defined by ABCD in through AB and
out through CD. The bounds AC and BD have no particles crossing them and so by definition must
describe particle trajectories, unlike the grid described in figure 5.5. The following conditions are
stated:
Particle flow in AB = u cdy (5.16)
Particle flow out CD =
(
u+
∂u
∂x
dx
)(
c+
∂c
∂x
dx
)(
1 +
dx
u
∂v
∂y
)
dy (5.17)
Due to the high length to height ratio of the channel, the trajectory through that channel will
typically have a small y component compared to x, therefore the expressions for velocity and
concentration are simplified by excluding any partial y derivatives.
As a steady state condition is being simulated, equations (5.16) and (5.17) are equal and can be
simplified to the following where second order terms are taken to be negligible and as before
∂u
∂x = 0:
u
∂c
∂x
+ c
∂v
∂y
= 0. (5.18)
This equation is a reduced version of equation (5.12) and, in a similar manner, can be described
numerically by replacing the partial differential terms using difference equations whilst retaining
the same indexing:
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Figure 5.6: Representation of fluid system used to derive hybrid numerical solution of particle
concentration where suspended particles are considered as a continuum.
cm+1,n = cm,n
(
1− ∆x
2∆y
(vm,n+1 − vm,n−1)
um,n
)
. (5.19)
This method treats the particles as a continuum, but the grid used is not regular, instead reflecting
the particle trajectories so index n now refers to a particle path. In order to provide a more even
distribution of data after each step of∆x, the data can be interpolated from the new particle y posi-
tions back to the original y positions, where particle y displacement is vm,num,n∆x. This conveniently
makes the bracketed term in equation (5.19) constant for all steps.
Regarding particle movement at the wall, it is uncertain as to whether particles forced towards
the wall will adhere to or roll along the wall making concentration predictions in that region
misleading. Also, where a particle moves away from the wall a discontinuity in concentration is
formed as towards the edge of the particle stream the concentration will suddenly reduce to zero.
This discontinuity is more obvious in figure 5.9, which is discussed in the next section. To account
for both cases the wall concentration is made equal to zero. Although this effectively removes wall
particles from the calculated concentration profile, they can be accounted for by calculating the
difference between the initial and final particle flow rates, assuming steady state conditions and
that particle flow rate is conserved, and has been used in chapter 6.
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Figure 5.7: Example of a) a half-wavelength acoustic radiation force profile, b) the resulting par-
ticle trajectories through the field and along the channel and c) the particle concentration at a dis-
tance 8.5mm from the inlet plane calculated using the hybrid method (solid line) and also based on
particle trajectory coordinate data (grey dotted line). The channel considered is of height 250µm,
width 5mm and field length 8.5mm with a fluid flow rate of 0.12ml/s.
The same operating conditions and parameters used in figure 5.4 are repeated and figure 5.7(c)
shows the resulting concentration calculated using the numerical approach based on the hybrid
method and alternative grid system. The resulting concentration profile is shown together with
that calculated previously based on particle trajectory data and an excellent match between the two
methods can be seen. However, the hybrid method does produce a smoother and therefore more
realistic description of the concentration profile, possibly due to the reliance of the computation on
neighbouring grid points and not being restricted by particle trajectories which supply an uneven
distribution of data.
Even when using a finer mesh, the processing of this method is much more rapid than the first
method solving for individual particle trajectories. Although it is recognised that the interpolation
step incorporates errors into the data, figure 5.7 suggests that this is not significant when compared
to the irregular profile of the particle trajectory method (dotted line).
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5.3.3 Comparison with Analytical Solution
In this section the numerical approaches described above are compared against analytical expres-
sions derived for particles within an acoustic standing wave, although it is recognised that experi-
mental validation would also be of value. Chapter 6 compares the modelled results to experimental
results and uses the models to investigate various trends. Some work has been done to verify the
analytical solutions (see section 2.3.1), and where the nature of the acoustic field is known there
is good agreement with experiment.
Time as a function of particle displacement
To compare the numerical approach developed above to the established analytical solution to
acoustic radiation force, an expression is used describing the time taken for a particle to move
from y1 to y2, both relative to the acoustic node and subjected to acoustic radiation and drag
forces. To form this expression, equation (5.14) can be rearranged and integrated with respect to
y giving the following equation:
t =
CD
2kF 0ac
. [ln | tan(ky)|]y2y1 (5.20)
Figure 5.8(a) shows an example of the radiation force generated by a standing wave where an
anti-node is positioned at y = 0 (equation (2.8)). Figure 5.8(b) then shows the movement of a
particle due to this radiation force as a function of time determined using both equation (5.20)
and that calculated numerically from section 5.2.2 removing the buoyancy term for comparative
purposes. This shows an excellent comparison where the two curves are almost indistinguishable
and suggests that the particle trajectory model produces reliable data.
Concentration profile as a function of time
An analytical solution derived by Higashitiani [72] (alternative derivation supplied by King [64])
describes a normalised form of probability density of particles ψ∗ (equivalent to the relative con-
centration cM/c0 used previously) in 1-dimensional space as a function of time:
ψ∗ = [cos(2τ) sinh(4a∗2E∗Ft∗/3) + cosh(4a∗2E∗Ft∗/3)]−1 (5.21)
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Figure 5.8: Example of a) a half-wavelength acoustic radiation force profile and b) the resulting
y position of a particle initially located near an anti-node and plotted as a function of time, deter-
mined analytically (equation (5.20)) (dotted line) and modelled (section 5.2.2) (solid line). The
channel considered is of height 250µm, width 5mm and arbitrary field length with a fluid flow rate
of 0.03ml/s.
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where τ , a∗, E∗, F and t∗ are dimensionless forms of y position, particle radius, energy density,
acoustic contrast and time, respectively.
The derivation is based on particle mass conservation (continuity equation) where particles are
subject to both an acoustic radiation force and diffusion. Equation (5.21) is one of two solutions
given by Higashitiani depending on whether diffusion is deemed significant or not, i.e. radiation
force dominates during initial sound irradiation (equation (5.21)) whereas diffusion dominates
sometime later once particles are positioned near the pressure node.
The above is a transient, 1-dimensional expression, but is analogous to the steady-state 2-dimensional
system considered in the numerical treatment; for plug flow each step ∆x parallel to the acoustic
source is equivalent to a time step of ∆t = ∆x/u where u is constant throughout the fluid do-
main. It is therefore possible to compare the modelled concentration profile with that given by
equation (5.21) and an example has been given in figure 5.9. An excellent match is presented
between the simulated (solid black line) and analytical results (dotted black line obscured by solid
line) both labelled plug flow, again almost indistinguishable suggesting that the modelled particle
concentration is a reliable approach.
Although not immediately obvious in the figure, there is a small discrepancy between the analytical
and numerical methods in the regions near the wall. There is a region of approximately 10µm
from the reflector wall (y = 0.25mm) where zero concentration is predicted by the numerical
approach. However, the analytical solution predicts a small concentration in this region as it
does not take into account the presence of the boundary and assumes that particles will move
from the pressure antinode within the reflector layer. In contrast, by using a zero concentration
boundary condition in the numerical approach, the discontinuity in particle concentration can be
more readily approximated (assuming negligible diffusion acting at this discontinuity).
Also shown is the concentration profile as a result of parabolic flow (grey line) which differs
significantly with the concentration profile for plug flow. Referring back to figure 5.2, due to the
low flow velocity region near the wall in the case of parabolic flow, particles there will achieve a
greater y displacement compared to that in plug flow over a given distance x along the channel.
This results in a lower concentration towards the walls and a greater degree of clearance as can
be seen in the example shown in figure 5.9 up to a position approximately 80µm from the wall.
However, the opposite is true towards the centre of the channel where for the lower plug flow
velocity greater concentrations can be achieved as particles have more time to converge towards
the node.
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Figure 5.9: Example of a) a half-wavelength acoustic radiation force profile, b) the resulting par-
ticle trajectories through the field and along the channel for plug flow conditions and c) concen-
tration in plug flow determined by both modelled (trajectory data (data points) and hybrid method
(solid line)) and analytical method (equation (5.21)) (dashed line, mostly obscured) and also com-
pared with concentration in parabolic flow modelled using the hybrid method (grey line). The
channel considered is of height 250µm, width 5mm and field length 8.5mm with a fluid flow rate
of 0.12ml/s.
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Figure 5.10: Schematic of channel of height h and division of fluid flow between two outlets
resulting in flow rates Q1 and Q2.
5.3.4 Concentration through Device Outlets
The concentration profile across the channel depth can be used to calculate the subsequent outlet
concentrations C1 and C2, which indicate the degree of particle separation and are more practical
parameters when making comparisons with experimental results. Experimental measurements of
particle distribution and concentration profiles could be made by direct observation, but is not
possible for the devices discussed in chapter 6 as the side of the fluid chamber in each device is
obscured.
For simplicity, it is assumed that the outlet flow rates, Q1 and Q2, will ultimately be composed
of fluid within the main channel bounded between 0 < y < h′ and h′ < y < h respectively, as
described by figure 5.10, but that the position of h′ does not vary across the width of the device (z
direction).
The particle concentration collected through an outlet is calculated by summing the particle flow
rate per unit depth, for example up to the height h′, and dividing by the flow rate. For modelled
concentration data, discrete intervals in the y direction are considered in the summation such that,
C1 =
particle flow rate
outlet flow rate
=
N∑
n=1
cn,M un,M ∆y
Q1
, (5.22)
where Q1 =
∫ h′
0 Ux dy per unit depth.
The concentration, C2, passing through the other outlet can be calculated in a similar manner or
by considering conservation of particles and determining the difference between the particle flow
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rate calculated above and that at the inlet.
5.4 Conclusions
This chapter demonstrates the development of a numerical tool to determine particle trajectories
through an acoustic standing wave and to predict particle concentration, both based on the more
significant forces experienced by a particle within the fluid chamber of a resonator, including grav-
itational (buoyancy), fluid drag and acoustic radiation forces. The model is coupled to the acoustic
impedance transfer model described in section 2.5.2 and so predicts the nature of the acoustic
field in 1 dimension and associated radiation force. Other forces and phenomena influencing par-
ticle motion and not included in the model are discussed and include diffusion, lateral forces and
lift forces. Although diffusion is unlikely to have a noticeable influence on particle movement
and separation, lateral and lift forces may have a small influence and must be considered when
interpreting particle simulations.
Particle trajectories are calculated by summing particle forces and solving a system of equations
using MATLAB. This part of the model has been used to demonstrate the influence of a half-
wavelength acoustic standing wave on particle trajectories and also the significant effect of the
fluid parabolic velocity profile where acoustic pressure anti-nodes coincide with the low fluid
velocity regions of the flow profile. Trajectory data can be used to calculate particle concentration
spatially, although data is limited by the number of trajectories simulated, the quality of the data
is poor and the computation is lengthy considering the size of the resulting data set.
A more efficient approach is demonstrated by considering the conservation of particles and solving
using a simple finite difference approach, although care is required to ensure that the method
used in stable. As spatial information is required at a steady state condition, a hybrid method is
used where particle displacement is considered, although this still computes more rapidly than
the approach based on particle trajectories data. The hybrid approach also produces a smoother
concentration profile and supplies a larger and an evenly distributed data set. Data describing
spatial concentration can also be converted into outlet concentration data where multiple outlets
draw fluid from certain regions of the fluid chamber.
The ability of the model to predict particle motion and concentration given a 1-d standing wave
field is validated against analytical solutions for simple cases. This gives confidence prior to fur-
ther use of the particle model for more complex situations, for example, quarter-wave resonant
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systems and where a different alignment exists between the acoustic field and parabolic flow pro-
file. Such systems are typical of microfluidics where the wavelength is comparable to the channel
depth where the flow profile significantly influences the movement of particles. The particle model
is able to simulate this combined effect of the acoustic and fluid flow profiles.
Chapter 6
Experimental Evaluation of Particle
Manipulation Devices
6.1 Introduction
This chapter seeks to demonstrate the validity of the modelling approaches described in previous
chapters and to use the results of simulation work to explain the behaviour of ultrasonic particle
manipulation devices. Two different devices are investigated, the first being the micro-engineered
separator device investigated in previous chapters, and the second being a device developed for
the capture of cells which uses a quarter-wavelength field.
The following section re-introduces the microfluidic separator described in section 2.5, but presents
a fuller description of the parameters used in its simulation and of particular interest for experi-
mental work. Both the measured and simulated performance of the device based on a range of
operational conditions are compared and discussed, drawing from previous chapters and simula-
tion work describing the fluid and acoustic fields. The experimental data contained in this section
was produced with the kind assistance of Prof. Ding.
Section 6.3 goes on to describe the construction of a quarter-wavelength device developed at
Cardiff University which operates to capture cells or spores onto the reflector surface. Simulation
and experimental measurements from the system are again compared, but concentrate on describ-
ing the influence of geometry on the acoustic system rather than an exhaustive investigation of
operational conditions.
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In general, this chapter demonstrates the application of the numerical simulations developed in the
previous chapter for predicting and explaining behaviour of particles within ultrasonic particle ma-
nipulation devices. The other numerical techniques presented in chapters 3 and 4 also contribute
in explaining various features observed in the results. The use of complementary simulation tools
is thus demonstrated.
6.2 Micro-engineered Particle Separator
The micro-engineered particle separator uses a half-wavelength acoustic field to collect particles
along the centre plane of a fluid channel below which clear fluid is drawn off. The relative con-
centrations of the clear fluid stream and remaining fluid can be measured and is influenced by the
operational conditions of the device, such as flow rate and acoustic energy density. These factors
are investigated experimentally and are compared against simulated data.
6.2.1 Parametric Description of Device
In order to model the particle separator and simulate particle motion, the properties of the sys-
tem must be known. This subsection describes briefly the appropriate aspects of the system and
parameters, using the input impedance of the device to check the model description.
Transducer
For the transducer layer on the underside of the silicon matching layer, two different transducer
types have been used: a bulk PZT material or a thick film printed material, the testing of which
is described in Harris et al. [140]. The transducers are illustrated schematically in figure 6.1
which shows the various layers existing in each system. The bulk PZT is modelled according to
the equivalent circuit in section 2.5.2 and uses established parameter values for the PZT material.
However, the printed structure has electrodes arranged such that it represents two transducers
operating back-to-back. When simulating this, the transducer elements seen in the equivalent
circuit must be replaced with a pair of similar components placed in parallel. As the properties of
the printed transducer element depends heavily on the PZT paste preparation and printing process,
parameter values must be estimated experimentally.
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Figure 6.1: Structure of transducer using a) bulk PZT material and b) thick film printed PZT
material.
Resonator Layers
The separator device was introduced in section 2.5 describing the basic construction and operation
of the system, with the devices tested in this chapter having a fluid layer depth of 175µm and a
Pyrex reflector layer thickness of 1525µm.
The properties of the various layers are summarised in table 6.1 for which the quality factor for
each material is selected by matching the simulated impedance with the measured impedance of
the device, with the fluid channel both air filled and water filled. As the platinum layer has a
thickness of only a few microns and is acoustically hard, it has a negligible influence upon the
acoustic characteristics of the resonator and is therefore not included in the model as a separate
layer.
Electrical Impedance
The transducer and layer data is used as input to the acoustic impedance transfer model coded
within MATLAB (section 2.5.2) and describes the 1-d acoustic characteristics of the layered res-
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Table 6.1: Properties of particle separator layers.
Layer Thicknessa Densityb Speed of soundb Quality factorc
(µm) (kg/m3) (m/s)
Glued 5 1160 2620 50
Silicon 525 2340e 8430e 80
Air 175 1.293 331.6 50
Fluid{ Water 175 1000 1500 50
Pyrex 1525 2200 5730 1000
aNominal value given, but may be replaced by measured value.
bTaken from acoustic material tables [135].
cValues determined by matching modelled impedance characteristics with measured data.
dGlue layer not applicable to printed PZT device.
eApproximate values for anisotropic material used.
onator. The electrical input impedance of the device or voltage across the transducer can be mea-
sured over a range of frequencies and can be compared to that calculated by the acoustic model,
as demonstrated for example by [2, 5].
The impedance of a bulk PZT device is illustrated in figure 6.2 (measured data taken fromHill et al.
[126]) and shows the frequency response of the device. The shape of the impedance plot indicates
several resonant frequencies; a large resonance at 2.5MHz due to the transducer resonance, with
other frequencies attributed to resonant modes in various layers of the device, examples seen
at 3.4MHz and 4.1MHz. When comparing the measured and modelled data there is reasonable
agreement between the frequencies at which the more dominant resonant modes occur, especially
the higher frequencies 3.4, 4.1 and 4.8MHz. However, the model is less reliable at the lower
frequencies and does not predict the resonance occurring at 1.4MHz at all. The magnitude of
impedance is predicted with reasonable accuracy at the higher frequencies although is significantly
less accurate at frequencies below 3.4MHz. It is noted that there are many smaller features in the
measured data which are not predicted by the model, possibly caused by more complex modes in
the system attributed, for example, to 3-dimensional modes, misalignment in fabrication or uneven
application of the glue layer none of which are considered by the acoustic simulation.
For the printed PZT devices the frequency response is significantly different. Figure 6.3(a) shows
measured and modelled impedance data for such a device which generally shows a lower im-
pedance value and a smoother profile than that of a bulk PZT device. Only three resonant fre-
quencies can be discerned, two modes at approximately 3.4MHz and 4.5MHz attributed to the
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Figure 6.2: Impedance of water filled particle separator using bulk PZT transducer showing (a)
measured impedance (solid line) and modelled impedance (dotted line) and (b) modelled fluid
layer energy density, 〈¯〉, normalised relative to the peak energy density.
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Figure 6.3: Impedance of water filled particle separator using printed PZT transducer showing
a) measured impedance (solid line) and modelled impedance (dotted line) and b) modelled fluid
layer energy density, 〈¯〉, normalised relative to the peak energy density.
presence of water in the chamber and another due to the transducer/matching layer at 3.7MHz.
The association between these frequencies and certain layers is in part confirmed by two things: a)
only the 3.7MHz mode is present in experimentally measured and predicted impedance in an air
filled device, and b) the acoustic energy in the fluid (water-filled) layer is higher at 3.4 and 4.5MHz
frequencies as seen in figure 6.3(b). This also applies to the bulk PZT device where frequencies
3.4 and 4.1MHz are both associated with strong resonance within the fluid layer. In figure 6.3(b)
a small peak in acoustic energy can be seen and is likely to correspond to a quarter-wavelength
resonance in the fluid layer. This is a low energy resonance, and as no corresponding variation in
the impedance can be seen it is difficult to locate based on changes in the electrical characteristics.
The key physical differences between the bulk and printed devices are the transducer structure and
material, and the method of adhesion to the silicon. This suggests that the more complex profile
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of the bulk PZT data is caused by additional degrees of freedom introduced by the adhesive layer.
Further work investigating the efficiency of each transducer type would be of value, although
no comparison in efficiency or power is made here. Instead it has simply been ensured that the
frequency response can be modelled, an important consideration when simulating the acoustic
field within each device.
6.2.2 Experimental Rig
The experimental rig is used to test the ability of the particle separator fabricated using a printed
PZT transducer to separate clear fluid from the particle/fluid mixture. Depending on the operating
conditions used in experiment, varying degrees of particle separation are observed and are an
indication of the true behaviour of particles within the device.
Apparatus
The device is designed to operate in a flow-through mode, therefore for the purposes of experiment
a convenient means of connecting pumps and other fluid network elements is facilitated using
a manifold. Figure 6.4 shows the separator device mounted on an aluminium manifold which
contains ports aligned with the inlet and outlet ducts in the silicon. These ports lead to flexible
tube connectors which allows pumps to be easily connected to the appropriate duct. The total dead
volume of the system is approximately 1ml.
To control the flow rates through the device ducts, peristaltic pumps are used which are able to
deliver low flow rates, but typically issue a pulsed flow. The pumps chosen (Watson Marlow
403U/L) are designed to minimise this fluid pulsing effect. Figure 6.5 illustrates schematically the
experimental rig and shows that a pump is connected to each outlet duct, corresponding to flow
rates Q1 and Q2.
The schematic also shows other parameters used to ensure the correct setting of operating condi-
tions, notably the drive frequency of the transducer f and voltage amplitude Vt across the trans-
ducer. These parameters are set using a function generator (TTi TG1304 programmable function
generator) feeding to a 50dB amplifier (EIN Model 240L RF power amplifier) then to the trans-
ducer. To measure the transducer voltage Vt, an oscilloscope (Hameg) is connected in parallel
with the transducer.
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Figure 6.4: Photograph of micro-engineered particle separator mounted on aluminium manifold.
Figure 6.5: Schematic of experimental rig showing flow rates and transducer drive operating pa-
rameters.
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To prepare the fluid/particle inlet sample, a balance (Mettler) is used to measure a quantity of fluid
into which a pipette is used to dispense a particle concentrate. This ensures that the concentration
of samples used for each experimental run are consistent. The particles used in experiment are
1µm latex particles (Polysciences Inc.).
The particle concentration of the outlets after each experimental run is measured using a turbidity
sensor (Honeywell) giving values C1 and C2. To account for particles caught within the fluid net-
work, the inlet concentration C0 is calculated using weighted values of C1 and C2. The turbidity
sensor is not connected directly to the fluid network which would facilitate a continuous measure-
ment, but instead measures concentration on fluid samples. This is necessary as the dead volume
of the turbidity sensor housing is large, which at the low flow rates used in experiments would
allow diffusion and settling of particles to take place, affecting concentration measurements. Such
effects are otherwise not a significant problem in the experimental rig as fluid connections and
tube diameters are kept to a minimum, ensuring higher flow velocities and minimum sedimenta-
tion of particles. Reduced dead volume also reduces experimental time and the time taken for the
fluid/particle sample to pass through the fluid network.
Control and Measurement of Parameters
Various parameters are controlled and recorded during the experimental process and include the
following:
Input voltage, Vin, Vt: The peak-peak voltage input from the signal generator to the amplifier,
Vin, is selected as an operating condition and relates to the acoustic energy density within
the device and therefore the radiation force. The corresponding transducer voltage Vt is
occasionally noted, used principally to check the predicted voltage characteristics.
Frequency, f : The frequency of the input signal to the transducer is again controlled via the
signal generator. The resonant frequency of the system is determined by first using a com-
bination of measured and simulated impedance data then, more accurately, when connected
to the experimental rig by adjusting the frequency until a voltage minimum across the trans-
ducer is found (impedance minimum).
Flow rates, Qt, Q1, Q2: For the peristaltic pumps used in the experiments, rotational speed of
the pump is selected via a key pad. The flow rate that each pump delivers is proportional to
pump speed, therefore, calibration of the pumps provides a simple linear correlation between
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flow rate and pump speed, achieved by measuring the time to deliver a known volume of
fluid. Calibration is also made for a series of different tube bore diameters, where small
diameter tubes deliver small volume flow rates and vice versa. The flow rates are repeatable
within measurement error, therefore these calibration results are used throughout the entire
experiment. Pumps are connected to the outlet ducts of the device, therefore the pump flow
rates correspond to outlet flow ratesQ1 andQ2 with the sum corresponding to the total flow
rate seen within the main channel of the device, Qtotal = Qt = Q1 +Q2.
Concentration, C0, C1, C2: The turbidity sensor is used to provide particle concentration mea-
surements of the inlet C0 and outlets C1 and C2. The turbidity sensor detects a combination
of reflected and transmitted light on a fluid sample and relays a voltage signal directly to a
pc. Calibration between the data displayed on the pc and particle concentration is required.
For latex particles supplied in a diluted form, this is achieved using a haemocytometer to
determine particle numbers within a known fluid volume together with a turbidity reading,
and making a series of measurements for a range of sample concentrations. Alternatively,
for initially dry particles such as yeast, a sample of particles are weighed to which a known
quantity of fluid is added and measurements made for further dilution of the sample. Tur-
bidity sensor calibration curves are shown on figure 6.6 where it can be seen that calibration
is required for each particle type and size used in experiments. Also, it is noted that the
relationship between concentration and the turbidity reading is highly non-linear.
For each data point recorded in the following section, the device is operated using the appropriate
voltage and flow rate conditions and at least 5ml of sample is collected from each outlet. This
provides enough fluid to enable the turbidity sensor to make a repeatable measurement and is
drawn into the sensor using a syringe. Flushing of the sensor is then required to ensure that no
particles remain adhered to the sensor surfaces and affecting subsequent measurements.
6.2.3 Particle Concentration Results
In this section the results investigating three parameters, C0, Qt and Q1/Qt are investigated.
Table 6.2 summarises the operating conditions used during each set of experiments, for example,
experiment 1 lists the series ofC0 values used in separate experimental runs and also the parameter
values, Qt andQ1/Qt maintained at a constant value. For each set of operating conditions chosen
the voltage, Vin, is also varied in steps of ∼100mVpkpk, adding another parameter dimension to
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Figure 6.6: Calibration curves for turbidity sensor.
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Table 6.2: Operating conditions used for experimental work.
Parameter Experiment 1 Experiment 2 Experiment 3
1. 2.2e8
C0 (/ml) 2. 1.5e8 2.2e8 2.2e8
3. 9.5e7
1. 0.005
Qt (ml/s) 0.005 2. 0.007 0.005
3. 0.010
1. 0.25
Q1/Qt 0.25 0.25 2. 0.35
3. 0.45
the experimental work and investigating the majority of operating conditions represented in figure
6.5.
The following subsections present the experimentally measured and corresponding predicted data
for each experiment (calculated using the particle model developed in chapter 5), accompanied
by a description of the main trends observed in the data. Any explanations are reserved for the
following discussion, section 6.2.4.
Experiment 1 - Particle Concentration, C0
This experiment records the influence of the inlet particle concentration, C0 using three different
concentration values for each run and repeated over a range of voltage levels. Figure 6.7 records
data collected for several experimental runs and plots the relative concentration of fluid collected
from outlet 1 and outlet 2. The relative concentration gives a simple indication of an increase or
decrease in concentration, for example, at Vin = 0 the relative concentration is 1 in all cases and
informs us that the outlet concentrations are equal to the inlet concentration. At higher voltages,
however, the relative concentration of outlet 1 fluid is lower and indicates reduction in concentra-
tion, where 0.5 would represent a two-fold reduction.
Looking at the trends shown by the experimental data in figure 6.7, it can be seen that as the
voltage increases, fewer particles are drawn through outlet 1, allowing the majority of particles to
pass through outlet 2. This trend is expected as an increase in voltage corresponds to increases
in acoustic pressure and radiation force experienced by the particles, therefore causing a greater
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number of them to reach the acoustic node and be drawn off through outlet 2. The increase of
concentration through outlet 2 is limited as Q2/Qt is relatively high and the particles are still
highly diluted. The theoretical maximum relative concentration through outlet 2 in the case of
Q1/Qt = 0.25 and where all the particles pass through that outlet is 1.33.
Considering the effect of inlet concentration and the data presented by the different curves, the
higher particle concentrate shows marginal improvement in separation, i.e. lower outlet 1 concen-
tration and higher outlet 2 concentration. However, a clear difference in trend between C0 = 1.5e8
and 9.5e7 is not shown, therefore it is reasonable to assume that discrepancies can be attributed to
experimental error.
Assuming the data in figure 6.7 to indicate experimental error rather than a distinctive effect of the
inlet concentration, figure 6.8 is based on the same data, but plots the mean values and associated
error. Also shown in the figure is the predicted concentration (dotted line) which, although it
compares well up to Vin = 150mVpkpk, predicts more marked separation as voltage increases.
In both data sets the degree of separation levels off at the higher voltage values. The discussion
section found later in this chapter aims to explain these observations.
Experiment 2 - Total Flow Rate, Qt
The total flow rate Qt is investigated and concentration results are shown in figure 6.9 for a range
of flow rates. The figure adopts the mean experimental errors for clarified and concentrated flow
respectively, estimated in the preceding experiment.
The most significant influence that the flow rate has on the results is the reduction of separation
at increasingly high flow rates. For example, the concentration through outlet 1 increases as flow
rate increases, presumably as fewer particles reach the acoustic node to pass through outlet 2. A
corresponding reduction in concentration is seen in the measured results of outlet 2.
It is also noted from these results that the concentration through each outlet (and therefore the de-
gree of separation) levels off at different concentration values at high voltages, and even degrades
slightly at 450mVpkpk where a small reduction in separation is recorded (the formation of bubbles
due to thermal effects was occasionally observed at these higher voltage levels). In figure 6.10 the
predicted concentration values are shown which indicate that, theoretically, the separation levels
off to the same value irrespective of the flow rate, the flow rate influencing only the minimum
voltage at which that level is reached, differing significantly from the measured data.
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Figure 6.7: Influence of inlet sample particle concentration, C0, and input voltage, Vin, on particle
separation. Experiment operated using Qt = 0.005ml/s and Q1/Qt = 0.25.
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Figure 6.8: Influence of input voltage, Vin, on particle separation based on both experimental and
predicted data. Experiment operated using Qt = 0.005ml/s and Q1/Qt = 0.25.
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Figure 6.9: Influence of total flow rate, Vt, and input voltage, Vin, on particle separation. Experi-
ment operated using C0 = 2.2e8 particles/ml and Q1/Qt = 0.25.
In general, the modelled data does predict increasingly poor separation for an increase in flow
rate as for the experimental data. However, the model slightly underestimates the separation up
to 170mVpkpk, reflected in both the outlets. Above this voltage the predicted data begins to
overestimate the separation, continuing while concentrations values level off at the higher voltages.
Experiment 3 - Outlet Flow Proportions, Q1/Qt
The final experiment investigates the influence of the outlet flow proportions. Experimental data
recorded for a range of outlet flow rates is shown in figure 6.11 for outlet 1 flow ranging from 25
to 45% of the total flow rate, Qt, which is held constant. Again, data is recorded for a range of
voltages.
It can be seen that as the flow rate through outlet 1, Q1, increases, the concentration through
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Figure 6.10: Influence of total flow rate, Vt, on particle separation based on both experimental
(black) and predicted (red) data. Experiment operated using C0 = 2.2e8 particles/ml andQ1/Qt =
0.25.
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that outlet also increases, and even exceeds the concentration through outlet 2 at Q1/Qt = 0.45.
It would appear that as more fluid is drawn through outlet 1, a greater proportion of the parti-
cle stream is drawn through the outlet, increasing concentration through outlet 1 and decreasing
concentration through outlet 2 and significantly influencing the separation effect.
At high voltages there does not appear to be a small decrease in the separation effect as observed
in the previous experiment where at 450mVpkpk outlet 1 concentration increased slightly.
Figure 6.12 compares the experimental data to modelled predictions. As seen in the experimental
results, the model predicts that an increase in outlet 1 flow will have a detrimental effect on sepa-
ration at the lower voltages, although it inaccurately predicts that good separation will be achieved
at higher voltages as it assumes that a densely packed particle stream is eventually formed and
passes through outlet 2.
With the vast majority of particles passing through outlet 2 (at high voltages), the model suggests
that a greater outlet 2 concentration can be achieved by increasing Q1 and reducing Q2. This is
because the particle stream will be less dilute as it passes through outlet 2 and within a smaller
volume of water. A corresponding, although smaller, change is seen in the outlet 1 concentration.
Generally the modelled results differ significantly from the experimental data at the higher voltages
where the model does not predict the movement of the particle stream switching from outlet 2 to
outlet 1.
6.2.4 Discussion
This section aims to explain the results recorded in the preceding pages and understand the relative
importance of the variety of processes which influence particle movement through the separator.
The modelled results demonstrate the behaviour of particles under the forces described in section
5.2.1 and also based on assumptions regarding the 1-dimensional nature of the acoustic field and
fluid flow profile, not dissimilar to the assumptions adopted for other simulation work discussed
in chapter 2. Therefore, disagreement between the experimental and simulated separation results
can be attributed to a more complex system of forces and/or significant 2 or 3-d variations with
the acoustic and fluid flow fields, some of which have been investigated in detail in chapters 3 and
4 and therefore the discussion also draws from these chapters.
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Figure 6.11: Influence of outlet flow proportions on particle separation. Experiment operated
using C0 = 2.2e8 particles/ml and Qt = 0.005ml/s.
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Figure 6.12: Influence of outlet flow proportions on particle separation based on both experimental
(black) and predicted (red) data. Experiment operated using C0 = 2.2e8 particles/ml and Qt =
0.005ml/s.
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Structure of particle stream
The initial set of experiments investigating the influence of concentration C0 represents the closest
comparison between modelled and measured data (figure 6.8) and, indeed, separation of particles
is demonstrated. At the lower voltage values experimental error and fluid lift forces explain why
the predicted data underestimates the separation slightly, although the particle model incorporating
the acoustic impedance transfer model gives a good description of particle movement. However,
at increased voltage there is a significant discrepancy between the data sets where the model over-
estimates the level of separation.
To begin to explain this discrepancy, it is initially assumed that at high voltages a higher radiation
force is experienced by the particles and all particles move into a high concentration particle
stream. Whilst the prediction assumes that all particles within this stream pass through outlet 2,
the experimental results suggest that part of the particle stream passes through outlet 1. For this to
be possible, the particle stream cannot consist of particles all accurately aligned along a uniform
pressure node plane, but instead be distributed within a band extending a certain distance either
side of the pressure node plane.
Two explanations are put forward. Firstly, simulation of the acoustic field covered in chapter
4 suggests that the occurrence of enclosure modes with the fluid layer will prevent a uniform
pressure node plane from forming, the vertical position y of the pressure node a function of the
lateral position z across the device. The movement of particles towards zero pressure amplitude
locations would result in them being distributed at various y positions. Also, the strength of
the acoustic field will influence the rate at which a particle moves towards the nodal plane. For
example, if a weaker acoustic field exists towards the lateral edges of the fluid chamber, as shown
in chapter 4, figure 4.7 for mode 2, the resulting particle stream may be more dispersed within
these areas as compared to the centre of the chamber.
The second explanation is that disturbance of the particle stream will cause particles to become
more dispersed about the nodal plane. Such disturbance is likely to originate from acoustic stream-
ing which has been observed during subsequent experimental work on the separator. Also, the lit-
erature records the occurrence of streaming within similar resonators which influences the move-
ment of 1µm and similar sized particles and, as streaming is related to the acoustic energy losses,
streaming velocities will increase as a function of voltage.
Streaming tends to influence the movement of smaller sized particles, as used here, and should
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not disturb the movement of larger particles. This is supported by the separation of larger yeast
particles as reported by Harris et al. (appendix 5) where almost total clearance is measured, which
indicates that for larger particles the particle stream is not significantly dispersed.
Diffusion of the particles may also limit the maximum concentration of the particle stream as
predicted by Higashitani [72] where for a long residence time, diffusion becomes more significant
relative to the radiation forces. However, the flow rates used in experiment do not result in a
sufficiently long residence time to support the significant influence of diffusion upon the maximum
concentration of the particle stream. Even without the influence of the acoustic radiation forces,
the movement of particles due to diffusion is negligible (see section 5.2.1).
Separation at high voltage levels
At high transducer voltages the radiation forces also should become high and the formation of a
concentrated particle stream more likely. However, as the voltage is increased further other forces
or phenomena due to the presence of the acoustic field become more significant; for example, the
streaming flow velocities and secondary radiation forces (particle interaction) will increase.
Some experimental results indicate that at 450mVpkpk, particle separation becomes less efficient
than at 350mVpkpk. It is possible that at the higher voltage particles begin to agglomerate and
disturb the flow, the agglomeration being a combined effect of lateral and secondary radiation
forces. This would be consistent with some observations, during preliminary tests with larger
particles, e.g. yeast.
The formation of bubbles within the fluid chamber has also been observed. This is associated with
the heating of the PZT and separator device which causes expansion of gas trapped in the fluid
sample. These bubbles are large enough to significantly disturb the flow and increase the flow
velocity through the fluid chamber, thus damaging the separation process.
The presence of a highly concentrated particle stream due to a high voltage and located at the
nodal plane may influence the acoustic field, as another layer is effectively present in the device.
As mentioned in chapter 2, particles of an acoustically soft material may not significantly alter the
acoustic impedance and therefore characteristics of the device, similarly for a low concentration of
particles. In the experimental results above there is no evidence that the particle stream is tightly
packed with a high concentration, which does not suggest that the particle stream formed at high
voltages will influence the acoustic field.
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Vertical y location of particle stream
The third set of experimental results investigating the influence of relative outlet flow rates pro-
vides information regarding the approximate location of the particle stream relative to the position
which represents the division of flow between the two outlets. For example, if the position where
the flows divide was located at y = h′, all fluid passing along the channel within the bounds
0 < y < h′ will pass through outlet 1 and the remaining fluid within h′ < y < h (where h is
the height of the channel) will pass through outlet 2. This is illustrated in chapter 5 figure 5.10. It
is reasonable to state that as Q1 increases relative to Q2, h′ moves up towards the reflector layer.
Therefore, at a certain flow condition, h′ will be located above the acoustic node and the majority
of particles will instead pass through outlet 1. This is seen in figure 6.11 where for Q1/Qt =0.25
and 0.35 the majority of particles pass through outlet 2, however, this changes for Q1/Qt =0.45
where the majority of particles pass through outlet 1.
This switch between outlets has not been predicted by the modelled results, although the following
paragraphs explain these observations. As shown in section 3.6, this y position representing the
division of the outlet flows is not necessarily uniform across the width of the channel due to the
geometry of the outlet region. In the experimental system it is instead likely that the region of fluid
drawn through outlet 1 extends further in the y-direction (see figure 3.24) than that assumed in the
simulation, which is based on a uniform flow pattern. Therefore, whilst the simulation may predict
the extraction of the particle stream through outlet 2 under certain operating conditions, in the
experimental system the particle stream may instead be contained within outlet 1 flow, as reflected
by the data plotted in figure 6.12. (Other flow effects may explain why a greater degradation in
separation than expected is seen with an increase in flow rateQt, although no specific explanations
can yet be presented.)
Another explanation is that the location of the pressure node has not been accurately predicted and
in the experimental system is closer to the silicon matching layer. It is important for the simulation
to predict the level of acoustic energy at resonance rather than accurately predict the frequency at
which this resonance occurs, therefore the simulation uses the predicted resonant frequency rather
than the experimental operating frequency. However, a small error in frequency will influence
the predicted acoustic pressure profile and nodal position. Based on simulated data, figure 6.13
illustrates the normalised acoustic pressure profiles at both the experimental operating frequency
and the predicted resonant frequency. This figure suggests that the simulation places the node
approximately 5µm above the true node location and therefore overestimates the minimum outlet
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Figure 6.13: 1-d simulation of acoustic pressure profile within fluid chamber at frequencies used
for experimental measurements (solid line) and simulated results (dotted line).
1 flow rate (Q1/Qt) at which particles will pass through outlet 1. In general, ’alignment’ error
between the acoustic pressure profile and parabolic flow profile will alter particle trajectories.
What can also be seen in this figure is a pressure anti-node near the silicon layer boundary at
y = 0 where the pressure amplitude reaches a maximum. This suggests that a small proportion of
particles will be forced towards this surface and, if the particles do not adhere to the surface, will
be carried to outlet 1 with the clarified flow. This explains why the simulated concentration results
do not predict complete clearance (figures 6.8, 6.10 and 6.12).
The position of the pressure anti-node based on the experimental frequency also shown in figure
6.13 is even closer to the silicon surface than for the frequency used in simulation. Therefore, the
anti-node cannot be expected to cause a significant increase in concentration within the clarified
flow and consequently is not the explanation as to why the experimental results do not show
complete clearance. There is more evidence to suggest that streaming is the cause.
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Forces experienced by particles
The discussion above has explained a significant number of observations in terms of non-uniformities
in the acoustic and fluid flow fields simulated in previous chapters, and other phenomena such as
acoustic streaming. As other processes and degrees-of-freedom are present in the experimental
system, it is difficult to judge the accuracy of the predicted separation using the particle model and
based on the 1-d simulation of the acoustic and fluid flow and associated particle forces. Regard-
ing the acoustic radiation force, the literature discussed in section 2.3.1 is confident about how the
acoustic radiation force acting on a particle relates to a known acoustic field, therefore the ability
of the model to accurately predict the nature of the acoustic field becomes important.
The predicted and measured device impedance has already been discussed in section 6.2.1. This
showed that the acoustic simulation of the device can predict the presence of resonant modes
and the general trend of the impedance spectrum, although some error is present in the predicted
magnitude of impedance. When simulating the performance of the device at a certain resonance, it
is important to use the predicted resonant frequency in the simulation in order to more accurately
predict the acoustic energy in the fluid layer. However, this does incorporate an error in frequency.
To illustrate this point, figure 6.14 shows the measured and predicted impedance spectra of the
printed device and there is an error of at least 100kHz between the two resonant frequencies. For
the purposes of experiment the location of the voltage minimum is typically assumed to give a
reasonable estimate of the resonant frequency, for which in this case a frequency of 4.378MHz
was consistently used. Similarly for the simulation, the location of the predicted voltage mini-
mum was used for simulated concentration results, highlighted in the figure at 4.515MHz and also
corresponding to the impedance minimum.
The third graph in the figure describes the predicted acoustic energy density within the system,
which is directly related to the magnitude of the acoustic radiation force (equation (2.8)). The
peak in this energy is associated with resonance and it is assumed that a similar peak exists for
the experimental device at a slightly lower frequency, although this currently cannot be measured.
It is assumed that the experimental operating frequency and frequency used for simulation both
correspond to similar positions on the respective energy peaks, therefore providing a reasonable
estimate of the radiation forces. However, it is noted that the peak appears reasonably sharp and
therefore a small change or error in frequency will significantly influence the resulting radiation
force.
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Figure 6.14: Characteristics of impedance, transducer voltage, Vt, and energy density and over
region of 4.5MHz resonance and indicating frequency used for simulated results. Transducer
voltage and energy density normalised relative to the peak values.
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It can also be seen from the figure that the voltage (or impedance) minimum does not necessarily
represent the energy maximum and the best frequency for separation. This frequency is located
at a slightly higher frequency, typically between the minima and maxima of the voltage or im-
pedance spectra. This suggests that the optimum operating frequency has not been used in the
experimental work reported here. It also has implications on micro-processor control of the device
and the ability to locate the optimum frequency based on a measurable characteristic of the device,
although it is possible that a measure of electrical power could be used.
6.3 Cardiff University Cell Capture Device
This section describes the experimental and modelled results of an ultrasonic device designed
ultimately to capture spores, although 1µm latex particles are used to provide data on particle
capture. The device is related to the particle separator investigated above in that an acoustic field
is used to drive particles to a certain plane within a fluid chamber, although to capture particles a
quarter-wavelength resonance is used to move particles to the reflector surface. This section serves
to test specific aspects of the particle model based on the experimental data produced, although
further investigative work on this device contributed to a substantial paper which can be found in
appendix 6 describing more fully the test procedure, experimental trends and the biological aspects
of the work. This paper is also included in the list of references (Martin et al. [119]).
6.3.1 Overview of Quarter-wavelength Device and Simulation
Structure
The quarter-wave device was designed, fabricated and tested at Cardiff University and in the thick-
ness direction is of a similar scale to the separator device, but does not rely on micro-engineering
techniques in its fabrication. The basic structure of layers is similar although a steel matching
layer is used and the fluid layer thickness is defined using a spacer, unlike the micro-engineered
separator. A cooling system is also incorporated to draw heat away from the transducer and reduce
the risk of damage.
The quarter-wave device structure is illustrated in figure 6.15, the structure consisting of PZT
adhered to a steel matching layer, a fluid layer and a glass reflector layer. The construction allows
the device to be easily disassembled and permits the removal and replacement of the glass reflector
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Figure 6.15: Construction of quarter-wave device: (1) transducer’s active area, (2) steel layer, (3)
spacer for water layer, (4) glass reflector, (5) water inlet (outlet), (6) electrical connection, (7) top
brass, (8) elastic gasket and (9) water cooling system. Taken from Martin et al. [118]
layer. This is a useful feature as a series of different reflector thicknesses may be tested without
changing the other layers of the device. It is also allows the glass reflector to be prepared with
a suitable antibody coating and allows the subsequent microscopic study of the spore/particle
capture. The typical acoustic properties of the structural layers are listed in table 6.3, with the
parameter values taken from Martin et al. [119].
Operation
The operation of the quarter-wavelength device relies on a half-wavelength resonance being gen-
erated in the reflector layer. As the reflector is in resonance the majority of acoustic energy is
contained in this layer rather than in the fluid layer. However, in order to move particles using
radiation forces, a sufficient level of acoustic energy must be generated within the fluid layer,
too. This is most simply achieved by increasing the voltage across the transducer, although this
generates excessive heating of the system and thus a cooling system is required.
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Table 6.3: Properties of particle separator layers.
Layer Thickness Density Speed of sound Quality factor
(µm) (kg/m3) (m/s)
Glue 50 2000 2440 25
Steel 1500 7800 5800 500
Water 135 1000 1500 100
Glass Various 2400 5600 350
The half-wavelength mode in the reflector layer places a pressure node near the reflector/fluid
boundary. Particles in the fluid layer will then be drawn towards that node and the reflector surface,
thus making it possible to capture particles on the surface. This is useful for sensing applications
and environmental monitoring where the sensitivity of a particle or spore sensor can be improved
by maximising the number of particles of interest which meet the sensing element. The device is
tested with both flow-through and no-flow conditions.
The reflector surface is treated prior to an experiment and is coated with an antibody. During
operation of the device spores which move towards the surface then adhere and become captured
(referred to as immunocapture). After rinsing, a fluorescent stain is introduced to mark the cap-
tured spores. The glass slide (reflector) is then removed from the device and particle capture is
then measured under a microscope by counting the number of particles from several sample re-
gions which have adhered to the surface. The spores used in the experiment are Bacillus globigii
(as a safe alternative to Bacillus anthracis), although the data presented in this section are taken
from experiments using 1µm fluorescent latex particles. These particles are considered to sim-
ulate the behaviour of spores accurately. For the various biological treatments involved in the
preparation of the glass surface and spores used please refer to Martin et al. [119].
Device simulation
One of the objectives of the experimental work was to investigate the relationship between the
reflector layer thickness and the number of particles captured on the reflector surface. Simulation
aims to help explain the observations in terms of the acoustic pressure profile within the fluid
layer and its location relative to both the reflector surface and fluid flow profile, as flow-through
operation is also considered.
There is a principal difference between the simulation work carried out for the micro-engineered
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separator and quarter-wave device. For the separator, the voltage across the transducer was used
as an input to the simulation. This then resulted in a predicted pressure profile and amplitude,
and therefore radiation force. However, experimental work on the quarter-wave device is used
to measure the pressure amplitude within the fluid layer which is then used in the simulation,
ensuring that the radiation forces are modelled with reasonable accuracy.
The measurement of pressure amplitude was carried out by those involved in the experimental pro-
cedures at Cardiff University. This measurement is typically achieved by observing the levitation
of a particle of known mass over a range of voltage settings. The particle will move to a position
where gravity and radiation forces balance, therefore, by reducing input voltage the radiation force
reduces until the particle is located at the position of maximum radiation force (λ/8 from the pres-
sure node) and will then fall out of suspension just below a threshold voltage. At this voltage the
magnitude of radiation force F 0ac is equal to the gravitational force acting on the particle and there-
fore the acoustic pressure amplitude P0 can be determined and related to voltage. As the reflector
layer thickness is of interest, the pressure amplitude was measured for several reflector thicknesses
involved in experimental work and at a set voltage and frequency of 2.82MHz. This data is inter-
polated providing an estimate of pressure amplitude for a greater range of reflector thicknesses.
For reflector dimensions ranging from 0.96mm to 1.05mm thick, the pressure amplitude varies
and reaches a maximum for a reflector thickness of 1.01mm. This variation in pressure amplitude
is due to the resonant characteristics of the device varying with reflector thickness, therefore it
would appear then that the resonant frequency using a 1.01mm reflector is much closer to 2.8MHz
than for other reflector thicknesses.
When applying the pressure amplitude data to the simulation, the input parameters are set to a
level which predict identical pressure amplitudes. This removes from the simulation its role to
predict the resonant frequency and pressure amplitude. However, the model is used to predict the
profile of the acoustic field throughout the device, especially within the reflector and fluid layers,
and its resulting effect on particle movement and concentration.
6.3.2 Results
Nodal Position
In the investigation, the simulation is first used to determine the relationship between the reflector
thickness and acoustic pressure profile. An example of the resulting pressure profile within the
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Figure 6.16: Simulated acoustic pressure field within quarter-wave device for 1.00mm thick re-
flector layer.
fluid and reflector layers is shown in figure 6.16. The pressure profile within the reflector layer
indicates the presence of a half-wavelength resonance which is the dominating resonance in the
system. As a by-product of this resonance, a node is positioned near the fluid/reflector boundary
and, depending on the depth of the fluid, a quarter-wavelength pressure profile is generated in the
fluid layer with the anti-node located near the matching layer/fluid boundary (y = 0). The pressure
amplitude within the fluid layer corresponds to the value measured experimentally.
To investigate the influence of reflector thickness, the pressure profiles based on thicknesses of
0.98, 1.00 and 1.02mm are plotted, the y-axis limits focused on the fluid layer and a small region
into the reflector layer. The figure shows that the y position of the pressure node near the reflector
surface is strongly influenced by the dimensions of the reflector. With the thinner 0.98mm reflec-
tor the node is predicted to exist approximate 30µm within the fluid layer, contrasting with the
1.02mm reflector where the node is positioned 30µm within the reflector layer. By placing the
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Figure 6.17: Simulated acoustic pressure field for reflector thicknesses of 0.98, 1.00 and 1.02mm.
node within the reflector layer it is expected that particles will move up towards the boundary and
become captured, otherwise, if the node is located in the fluid layer particles will not be drawn to
the reflector surface and no particle capture would be predicted.
It is also noted that for both the 1.00mm and 1.02mm reflectors an anti-node exists within the fluid
layer near the matching layer surface and will result in the movement of a significant number of
particles towards the matching layer surface, therefore limiting the maximum number of particles
captured on the reflector.
6.3.3 Particle Capture Results
The capture of particles on the reflector layer was measured experimentally at Cardiff University
where the influence of reflector thickness on particle capture for a given flow rate and time period
was investigated. Figure 6.18 plots the capture results and also shows the predicted particle capture
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Figure 6.18: Capture of 1µm particles (concentration = 107/ml) for glass reflectors of different
depths (dark grey points are simulated data, and light grey are experimental data). Each experi-
mental point represents one slide from which fifteen fields of view were counted (P0 = 460 kPa,
assay time = 2 min, Q = 0.2 ml/min). (Figure taken from Martin et al.)
calculated by the particle model and represented as a percentage of particles captured. The two
curves are normalised against each other as no correlation has been made between the percentage
capture and the particle count measurements. Also, normalising takes into account particles which
are only weakly bound to the reflector surface and become dislodged due to fluid flow and rinsing
stages, which cannot be predicted by the model.
The experimental and simulated data both display the same trend. At low reflector thicknesses,
little or no capture is recorded. However, particle capture rapidly reaches a maximum for a re-
flector of 1.01mm, presumably as the pressure node moves into the reflector layer. For increasing
thickness up to 1.05mm the capture results then reduce again although do not reduce to zero.
The influence of flow rate was also investigated, based on a reflector thickness of 1.01mm and
over a period of 2 minutes for each experiment. The percentage capture data produced by the
simulation (figure 6.19(b)) are converted to absolute particle capture values by multiplication with
the product of flow rate, time and inlet concentration. The results are shown in figure 6.19(a)
showing both the experimental and simulated results, and again the data is normalised.
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Figure 6.19: Particle capture as a function of flow rate (a) capture per image for 1µm particles
(concentration = 107/ml) at the reflector surface, f = 2.82 MHz, P0 = 460 kPa, assay time = 2
min, and a slide thickness of 1.01 mm (simulated data - dark grey points, experimental data -
light grey points). The continuous trend is the numerical simulation of capture where maximum
capture in millions of cells reaching the reflector is normalised to the highest experimental value
of capture per image. Each experimental data point is the mean, ± standard error of the mean of
five replicates (fifteen images per replicate). (Figure taken from Martin et al.) and (b) predicted
percentage of particle capture corresponding to predicted data plotted in (a).
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The data in figure 6.19(a) indicates that as flow rate increases, the capture increases then levels out.
At zero flow the proportion of particles captured is high, but the total number of particles is limited
as the fluid is not replenished. As flow rate increases from zero to 0.1ml/min a greater number
of particles pass through the fluid chamber, so whilst a high proportion of particles are still being
captured, it can be seen that the total capture increases. However, as the flow rate increases beyond
0.1ml/min the proportion of particles captured reduces (figure 6.19(b)), but is compensated by the
increase in the number of particles passing through the device and so the total capture reaches a
steady value.
6.3.4 Discussion
The influence of the reflector layer thickness on particle capture is consistent with the pressure
profile and nodal positions predicted by the model in figure 6.17. The experimental and predicted
data together support the notion that capture is expected only when the node is located in the
reflector layer, causing particles to move towards this node and up against the reflector surface.
Lateral acoustic radiation forces and the formation of particle clumps was only observed when us-
ing acoustic pressure values> 500kPa, above that used in the experiments discussed here, or once
particles had reached the reflector layer, suggesting that the axial field dominates. Therefore, the
1-d pressure profiles predicted by the model and based on measured pressure amplitudes represent
with reasonable accuracy the actual field within the fluid and reflector layers.
The trend in figure 6.18 is also predicted well, although the absolute capture depends on the
ability of a particle to adhere to the surface which cannot be predicted by the model, hence the
normalisation of the data. This trend demonstrates that an optimum condition exists for capture
and depends on the node position, but also on the position of maximum force from the node
in relation to the fluid flow profile. Optimum capture has been recorded where the maximum
radiation force is found near the surface and in the region of low fluid velocity where particles have
a high residence time. For thicker reflector layers, the radiation force near the surface reduces as
the λ/8 section of the field is located within the reflector layer. In general, this work demonstrates
the distinct advantage of the particle model in predicting the combined influence of the acoustic
and fluid flow fields on particle movement.
The experimental results do record a small level of capture for a reflector of 0.99mm thickness
and, although the nodal plane is likely to be positioned within the fluid layer, the increase in con-
centration at the node makes capture of a particle on the surface more likely, and would be aided
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by streaming, for example. This is related to the apparently dispersed particle stream discussed
for the separator investigation.
The other experiment investigating the influence of flow rate on particle capture demonstrates
that replenishment of the particle suspension does improve particle capture and compensates for
the reduced percentage capture seen at higher flow rates. It is anticipated that presence of flow
will significantly influence the adhesion of particles to the surface, therefore it is expected that an
additional reduction in capture should be observed with the presence of flow and increase at higher
flow rates. If the predicted data were normalised against the zero flow capture, it would be seen
that the measured capture would be significantly lower than predicted with the presence of flow
and with the difference increasing slightly with increased flow rate, supporting the idea that poor
adhesion will influence capture.
6.4 Conclusions
This chapter investigates the performance of two different resonators and uses the simulation work
of previous chapters to explain observations and trends in measured parameters. The separation
performance of the particle separator developed at the University of Southampton and investigated
in other chapters is measured, recorded in terms of outlet concentration relative to inlet concen-
tration. Also, experimental particle capture data taken from the quarter-wavelength resonator of
Cardiff University is used in conjunction with predicted capture data. The respective predictions of
concentration and capture data are made using the particle model developed in chapter 5, with the
computational investigations of chapters 3 and 4 providing valuable insight into multi-dimensional
nature of the fluid flow and acoustic fields.
Simulation of the separator device relies on accurate descriptions of both the fluid flow and
acoustic fields which are both described in 1-d in the particle model. The acoustic field is pre-
dicted using the acoustic impedance transfer model which estimates the nature of acoustic field
throughout the device based on transducer operating conditions. Comparing the measured and
predicted electrical impedance shows that the model predicts the resonance modes, although a
small error in frequency may be present and will influence the location of the pressure node. The
concentration results predicted by the particle model compared against the measured concentra-
tion demonstrate more accurate predictions of concentration and trends at lower transducer voltage
levels and, therefore that the fluid drag and radiation forces dominate and dictate the movement
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of particles. Lift forces may also have some small influence. Other forces and phenomena signifi-
cantly influence the movement of particles at higher voltages, most notably due to streaming which
has a strong influence on the 1µm particles used in experiment, but less so for larger particles, and
will prevent a concentrated particle stream from forming, instead being slightly dispersed. Also,
the characteristics of the flow in the outlet region of the device influence separation at certain flow
conditions. The effect is consistent with experimental results, and invalidates the assumption that
the flow profile is uniform across the width of the device. The presence of lateral forces and non-
uniformity of the acoustic field also explains discrepancy between the predicted and measured
outlet concentrations.
The performance of the quarter-wave device is investigated, comparing measured and predicted
particle capture. In this system issues related to the nature of the fluid flow field through the
outlet are avoided and it is known that the acoustic field is reasonably uniform, thus reducing the
number of degrees of freedom and sources of error in the particle model. The capability of the
particle model to predict particle movement can therefore be tested and describes successfully the
influence of reflector thickness on node position and how this influences particle movement to the
capture surface. The successful adhesion of particles upon the surface cannot be predicted and
data is normalised to compensate for this. However, the particle model can be used to study trends
and to explain observations made in experiment.
This chapter demonstrates how the relative importance of various processes and phenomena upon
particle manipulation can be established using a range of simulation tools together with exper-
imental work. By using separate simulations for various aspects of the particle manipulation
process being studied, their relative effects can be more easily established and the use of excessive
computation time and power is avoided.
Chapter 7
Conclusions
7.1 General
This thesis describes the development and use of a range of simulation techniques to characterise
various aspects of ultrasonic particle separation and manipulation devices. Work has been guided
by the development of a micro-engineered particle separator device, although simulations of a
related quarter-wavelength device have also been presented and validated.
A range of ultrasonic devices has been investigated in the literature, aiming to manipulate par-
ticles in order to alter particle or cell concentration, enable particle retention or fractionation
and generally enhance the processing of fluid samples whilst avoiding further invasive stages.
Micro-engineering techniques have also been applied to some of these devices and this is an im-
portant progression which extends the applications of particle manipulation devices, particularly
for miniaturised fluid analysis systems (or µTAS). Characterisation of micro-engineered devices
(potential components of a more complex system) is therefore an important issue and has been
undertaken here with an ultrasonic particle manipulator.
A range of modelling approaches has been presented in this thesis, used to characterise the separa-
tor device. More detailed particle simulation is based on 1-d descriptions of the fluid and acoustic
fields, and can be used to predict the performance of the separator device and similar systems
without resorting to highly expensive computational techniques. However, very specific aspects
have been simulated using computational packages and this has tested the assumptions of the 1-d
model with regard to the uniformity of the acoustic and fluid flow fields. These more computa-
tionally expensive techniques have demonstrated the source of various phenomena and, together
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with the particle simulation, help interpret separation results.
7.2 Fluid Modelling
Investigations of the fluid flow through the separator device using CFD simulations have revealed
regions of the device where the fluid flow cannot be described by classical analytical velocity
profiles. Eddy regions (flow separation) exist near geometric features and are associated with
regions where particles may become lodged, form aggregates or adhere to the wall. These eddy
regions have been simulated and observed experimentally with the CFD model providing a good
estimate of the size of these eddies, supporting the use of further simulation work.
CFD simulations have then be used to investigate the flow through alternative duct geometries, and
a significant improvement in the flow field can be achieved by producing parallel sided ducts, even
though geometry is limited by anisotropic etch fabrication producing angular geometric features.
In addition, modification of the geometry is predicted to reduce the pressure drop across the ducts,
which may be of advantage when considering low power pumping through more complex analysis
systems involving the integration of several processing devices.
Simulation of the flow within the outlet region of the separator device in 3-d has shown that
flow patterns are non-uniform across the width of the device and associated with the outlet duct
geometries. The characteristics of the flow influence the extraction of the particle stream and
significantly influence the separation process which is demonstrated during separation tests.
7.3 Acoustic Modelling
Acoustic simulation work has demonstrated a potential source of lateral variations in the acoustic
field. Although axial resonance dominates, significant lateral modes are predicted to exist within
the fluid layer at operating frequencies which would cause lateral movement of particles. These
lateral modes provide a convincing explanation for the occurrence of striations and the presence
of lateral forces within test devices.
At high concentrations and depending on the particles used, lateral forces enhance agglomeration
and therefore sedimentation of the suspended particles, seriously affecting the intended particle
manipulation process. A brief study has shown that simple geometric and material modifications
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influence these lateral modes and provide a means to suppress (or promote) these modes, FEA
being a useful tool to test these ideas.
7.4 Particle Modelling
A particle force model has been developed which uses drag force, buoyancy forces and the acoustic
radiation force acting on particles, predicted numerically over a range of frequencies, to determine
their trajectories through the ultrasonic separator. Particle simulation assumes uniform acoustic
and fluid flow patterns in the lateral directions, but despite these simplifications provides a good
indication about the deflection of particles and trends observed.
Methods to predict spatial concentration within the device have been investigated and, by mod-
elling the particles as a continuum, a rapid yet detailed solution results. The more common finite
difference schemes used to solve the continuum equations are prone to instability when applied
to steady state, spatial problems. However, a hybrid scheme was adopted which takes particle
movement into account and resolves these instability problems successfully. Outlet concentration
or wall concentration may be calculated a number of ways, either using particle trajectories or
spatial concentration data, and is used to predict performance of the separator.
This model has also been able to predict the effect of moving the acoustic pressure node, to which
particles typically move, relative to the fluid channel walls and laminar flow profile. This is im-
portant when designing for particle capture (quarter-wavelength devices) where it has been shown
that movement of the node due to modification of the reflector layer thickness significantly influ-
ences the performance of the device. The model is successful at predicting the optimum reflector
thickness and the combined influence of acoustic and fluid flow profiles.
Discrepancies between experimental and modelled separation performance can be discussed in
terms of the various phenomena predicted by the more complex 2-d acoustic and fluid flow simula-
tions, demonstrating the combined use of the modelling approaches. Comparison between perfor-
mance data also highlights other phenomena, not simulated in detail within this thesis, which sig-
nificantly influence particle manipulation processes. Such effects include streaming flows which
influence the movement of micron and sub-micron particles, and it has been demonstrated that
such effects warrant more investigation.
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In summary, a combination of acoustic, fluid and particle simulation techniques have been used
to characterise the various mechanisms which control particle manipulation within ultrasonic de-
vices. These simulations have been used to successfully design and examine aspects of the separa-
tor device and experimental work has contributed to the validation of the simulated results. Particle
separation has been investigated experimentally showing that separation of particles is occurring,
with simulated results comparing well. By considering all the simulation work which has been
undertaken, together with experimental separation results, the importance of various phenomena
which influence particle movement is revealed. The simulation work contained in this thesis is
also applied to a quarter-wave particle concentrator and demonstrates the potential application of
these modelling techniques to the development of other ultrasonic particle manipulation devices.
Chapter 8
Future Work
8.1 Development of Models
The undertaking of research inevitably generates more questions. For instance, simulation work
within this thesis has identified important features of the fluid flow and acoustic fields which
warrant further investigation. This is expanded below:
Fluid flow field: Thorough 2-d studies of the microchannel geometry within the ultrasonic device
revealed several eddy regions including eddies within the outlet ducts. The surrounding fluid
network would ultimately need to be considered for commercial development of particle
manipulation devices (and other microfluidic technologies) and similar flow and geometric
studies may reveal similar flow phenomena. It may be necessary to eliminate potential eddy
regions and sites where particles and debris may collect in such a fluid network. Before
extending the use of the 2-d simulations, it would be sensible to validate the simulations
used to predict eddy length by simulating test cases for which established numerical and
empirical data exist.
It was shown experimentally that the size of the eddy downstream of the inlet duct varies sig-
nificantly across the width of the duct due to the flow conditions created by the inlet channel
within the aluminiummanifold. 3-dimensional CFD studies of the manifold channel leading
to the anisotropically etched inlet duct may predict the influence that the manifold geometry
has on the fluid flow within the separator. Similarly, the pulsing flow caused by peristaltic
pumps, often used where low flow rates are required, can also influence the size of eddies.
Transient simulations may help us to understand the effect of these pulsing flows.
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3-dimensional simulations of the fluid flow have indicated that the outlet geometry has a
significant influence on the flow field, and regions of fluid destined for each outlet, which
in turn can have a negative impact on the separation performance. These simulations were
not intended to accurately quantify the fluid velocity, for which a finer mesh (and more
computation time) would have been required. More refined simulation would be valuable for
the redesign of the outlet geometry or, using the current geometry, to thoroughly characterise
the flow pattern and improve the accuracy of the particle model, used to predict separation
performance.
Acoustic field: Simulation of the acoustic field has so far indicated the significance of enclosure
modes giving rise to lateral radiation forces. Lateral forces may be generated by other
means, namely near-field effects and structural modes. More extensive FEA simulation
and experimental work can be used to determine the significance of these effects, and also
be used at the design stage to control the strength of lateral forces. Such work would be
applicable to many types of ultrasonic particle manipulator devices; for example, particle
trapping devices would benefit from high lateral forces which could be designed into the
system.
8.2 Other Phenomena Affecting Device Performance
Chapter 6 compared experimental with predicted separation performance data with many discrep-
ancies explained by the fluid and acoustic simulation work. However, other effects also became
apparent, but have not been extensively investigated in this thesis. These other processes demand
further investigation:
Streaming: Streaming appears to be an important effect, causing disturbance to the particle
stream and being harmful to the separation performance. Ultrasonic manipulation tech-
niques have potential applications for cells and spores down to 1µm in diameter, but it is
at these sizes that streaming has a significant influence. The characterisation of streaming
flows in high aspect-ratio channels will contribute to the effective control of streaming and,
therefore, increase the feasibility of devices designed to manipulate 1µm particles.
Particle agglomerates: At the low particle concentrations considered in this thesis it has been
assumed that the presence of particles have a negligible effect upon the fluid and acoustic
characteristics. However, the combined action of axial, lateral and inter-particle (secondary)
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radiation forces may serve to increase the concentration of particle agglomerates to a value
which does have an influence on the fluid and acoustic field. Any changes in the fluid or
acoustic field may be deleterious to the operation of the device.
Other particle forces should be investigated, such as the action of Brownian motion which
may influence particle capture on a surface. Conversely, van der Waals forces may serve
to hold particle agglomerates together and cause particles to adhere to walls within a de-
vice. This also relates to the cleaning of microfluidic devices and the ability to successfully
remove particles from a system.
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Abstract
Ultrasonic standing waves can be used to generate forces on particles within a ﬂuid. Recent work has concentrated on developing
devices that manipulate the particles so that they are concentrated near the centre of the cavity. It is also possible to design a device
that concentrates the particles at the wall of a cavity. This paper describes a device that has the capability of operating in several
modes to allow concentration of particles at either the cavity wall or the centre of the cavity, depending on the driving frequency.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
High frequency acoustic standing waves can be used
to separate materials with diﬀerent acoustic character-
istics. The technique can be used to agglomerate parti-
cles, to hold particles within a ﬂow, or to manipulate
particles with the ﬂow [1].
This paper describes the modelling of such a device
and shows how the model has been used to design a
chamber that works eﬃciently at a number of diﬀerent
modal frequencies allowing particles to be concentrated
at diﬀerent points across the cavity depth, depending on
the driving frequency.
2. Modelling and construction of the device
The system can bemodelled as amultilayered resonant
structure as described by Hill et al. [2,3]. The modelling
approach has been used successfully in the design of a
ﬂuid clariﬁer (a device which allows a sample of particle-
free ﬂuid to be extracted from a ﬂow), shown schemati-
cally in Fig. 1. A PZT transducer is attached to a silicon
carrier layer in which inlet and outlet ports are etched.
The silicon is anodically bonded to a Pyrex wafer into
which a ﬂuid ﬁlled cavity is etched. This clariﬁer operates
in a half-wave mode, in which the cavity depth is half the
acoustic wavelength at resonance, creating a pressure
node at which particles gather in the centre of the cavity.
The dimensions of the structure were chosen so that the
device operated eﬃciently at a frequency of about 2.4
MHz, with a cavity depth of the order of 240 lm.
The device described in this paper extends this con-
cept, as it allows particles to be positioned at diﬀerent
planes within the cavity, depending on the driving fre-
quency. The device is fabricated in silicon and pyrex,
and as such is able to exploit standard silicon processes.
In addition, the pyrex allows the cavity itself to be
viewed. Driving is achieved via a bonded PZT plate.
The motivation for the work came from two sources:
• experimental observations from Hawkes et al. [4] that
for certain combinations of layer geometries, particles
can be forced up against the reﬂector layer, implying
a pressure minimum within the ﬂuid lies at the solid
boundary––a quarter-wave mode,
• a theoretical prediction [5] that for particular combi-
nations of chamber and reﬂector layer depths, both
half-wave and quarter-wave modes can exist.
The feature of the quarter-wave device mode that is
of signiﬁcant interest is the ability to drive particles to
the pyrex boundary. This mode has application in bio-
sensors, where it may be possible to improve the sensi-
tivity of such sensors by concentrating the active
element on the sense element. The half wave cavity mode
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has application in particle separators, and is the mode
that can be generated most eﬃciently.
Theoretical predictions based on the cavity and
reﬂector alone predict that an eﬃcient quarter-wave
mode will exist in the cavity if a frequency exists for
which the cavity depth is a quarter wavelength and the
reﬂector depth is a half wavelength. This is described in
Eq. (1), where cr, cf are the sound velocities in the
reﬂector and ﬂuid layers respectively and tr, tf are the
thicknesses of the reﬂector and ﬂuid layers. The total
thickness of the combined ﬂuid and reﬂector layer is
speciﬁed as 1.7 mm, as this is a stock pyrex wafer size.
cr
f
¼ 2tr; cff ¼ 4tf and tf þ tr ¼ 1:7 10
3 m ð1Þ
By substituting cr ¼ 5430 m s1 and cf ¼ 1500 m s1,
eliminating f and then solving for the thickness of the
ﬂuid layer, it can be shown that the cavity should have a
depth of 206 lm.
Hence a quarter wave mode should exist for a cavity
depth of about 200 lm with a frequency near 1.8 MHz.
This cavity/reﬂector combination should also produce a
half-wave resonance near 3.6 MHz. Simulations were
carried out over a range cavity etch depths and Fig. 2
shows the energy density within the ﬂuid layer as a
function of frequency and cavity depth.
The expected ‘‘quarter wave’’ mode is the very nar-
row peak labelled ‘‘mode 1’’ at about 1.8 MHz. How-
ever there are two modes (modes 3 and 4), one on each
side of the expected ‘‘half wave’’ mode. In addition,
there is a mode (mode 2) a little above 2 MHz. The
nature of the modes can be explored in more depth if the
pressure proﬁles of these modes are plotted as in Fig. 3.
It can be seen that, as expected, mode 1 is approximately
a quarter wavelength with a pressure maximum at the
silicon boundary and a pressure minimum at or near the
reﬂector boundary. Mode 2 is also a ‘‘quarter wave’’
mode, but in this case the pressure minimum is at, or
near, the silicon boundary. Modes 3 and 4 are similar
and both are close to a half wavelength with a pressure
node near to the centre of the cavity.
As the main aim of this investigation was to dem-
onstrate a device in which particles could be moved ei-
ther to the centre or a boundary of the cavity, a cavity
depth of 175 lm was chosen so that both ‘‘quarter
wave’’ modes were predicted to have their pressure
minimum at, rather than simply near, the boundaries.
The fabrication technique to be used involves etching
the cavity out of a Pyrex plate. The silicon wafer has a
thickness of 525 lm.
The device was constructed in a similar manner to
the half wave concentrator [6] with the exception that
the cavity depth was etched to 175 lm rather than the
previous 250 lm. Inlet and outlet ports were etched in
the silicon using a standard KOH wet etch. The bulk
PZT transducer drive element was bonded onto the sili-
con using standard Araldite epoxy resin.
In order to allow ﬂuid into and out of the device, a
manifold was constructed from aluminium as shown in
Fig. 4. The device was held on the top of the manifold
with four small screw-on clamps, and the manifold/sili-
con seal was achieved with a custom silicon O-ring.
3. Veriﬁcation of the model
In order to verify the model against the fabricated
device, an impedance analyser was used. The instrument
Fig. 1. Cross section of ﬂuid clariﬁer.
Fig. 2. Energy density (Jm3) in the cavity against depth in microns and frequency in MHz. Note diﬀerent z-axis scales for the two frequency ranges.
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used was a Hewlett Packard 4192A frequency analyser,
under PC control. Measurements were taken at an
excitation voltage of 1 V. The model predictions for
impedance are shown in Figs. 5 and 6, together with the
corresponding measured results. Fig. 5 shows the results
for the chamber ﬁlled with air, and Fig. 6 shows the
results for the chamber ﬁlled with ﬂuid.
In Fig. 5, the dotted line shows the modelled re-
sponse of eﬀectively the PZT drive element coupled via
a glue layer to the silicon layer. As the cavity is ﬁlled
with air, this is eﬀectively the limit of the model and so
no cavity response is expected. Two resonances are
expected in this conﬁguration, one at 2.3 MHz and a
smaller one at 4.7 MHz. The solid line shows the
measured impedance curve. As can be seen there is a
large peak at 2.6 MHz and a smaller peak at 4.7 MHz.
There are some other artefacts present in the lower
frequencies, but the origin of these is unclear at pres-
ent.
Fig. 6 shows the corresponding results for the device
with the cavity full of water. Although the expected
cavity modes at 3.5 and 4.1 MHz are clearly visible,
those at 1.8 and 2.2 MHz are masked by the transducer/
carrier layer resonance and other artefacts.
However, in practical terms, the modes are most
easily identiﬁed by measuring the voltage drop across
the transducer, and so a voltage trace was also taken,
using a HP spectrum analyser and is shown in Fig. 7.
The right hand axis corresponds to the measured voltage
(solid line). The diﬀerence in scale is due to the diﬀerent
drive amplitudes in the two cases. Again it is easy to
identify the higher frequency modes, but the lower fre-
quency modes are more diﬃcult to spot. It is believed
Fig. 3. Modelled pressure distributions across the cavity (fractional distance from the silicon layer) for four cavity modes shown in Fig. 2, plotted
against cavity depth in microns.
Fig. 4. The micromachined resonator on the aluminium manifold.
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that the 2.2 MHz mode is masked by the transducer
resonance, but there is some evidence of the 1.8 MHz
mode, actually located at 1.714 MHz. Although disap-
pointingly small, this mode proved to be experimentally
locatable using an oscilloscope.
4. Experimental results
To verify the operation of the device, an optical
microscope was used to measure the position of the
particles within the chamber. The principle is that it is
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Fig. 5. Modelled (dotted) and measured (solid) impedance plots for the empty device.
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Fig. 6. Modelled (dotted) and measured (solid) impedance plots for the ﬂuid ﬁlled device.
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possible to focus on particles within a plane if the depth
of focus is suitably small. By focussing on the silicon
surface, and then the water/Pyrex boundary it is possible
to generate a frame of reference.
The device was driven from a Frequency Synthesiser,
via a ﬁxed gain RF ampliﬁer (50 dB). The transducer
was placed in series with a small resistor (47 X) so that
the combination acted like a potential divider. This was
to allow the variation in voltage across the transducer to
be monitored by an oscilloscope to allow voltage nulls
to be identiﬁed. The frequencies of the expected modes
were concentrated on. The chamber was gravity fed with
a solution of yeast, and both still pictures and video clips
were captured.
The technique of focussing the microscope proved
successful, and all four modes could be identiﬁed.
Modes were identiﬁed at 1.71, 2.27, 3.44 and 4.1 MHz,
although as expected, mode 1 at 1.712 MHz required
extra power to identify. The sequence of images shown
in Fig. 8 shows randomly distributed particles being
forced to the Pyrex/water boundary against gravity as
predicted for mode 1 at 1.712 MHz. Image (a) shows the
random distribution of yeast before any power is ap-
plied, with the microscope focussed at the Pyrex/water
boundary. Image (b) shows the view 5 s after the power
is applied, and it can be seen that yeast cells are begin-
ning to move into focus as they are forced against the
boundary. Images (c) and (d) show the situations 5 and
10 s on, and many more cells are now in focus. By image
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Fig. 7. Modelled (dotted) and measured (solid) voltage plots for the
ﬂuid ﬁlled device.
Fig. 8. A sequence of images showing particle movement.
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(d) most particles are at the boundary. Particles tend to
collect in clumps due to lateral forces, and image (e),
taken 20 s later, just after the power has been turned oﬀ
shows this. Image 6, taken 20 s later, shows the clump of
particles peeling away from the Pyrex layer and falling
under the inﬂuence of gravity towards the silicon layer
and thus out of focus.
Similar results were obtained for the other three
modes, showing that particles could be forced to either
of the cavity boundaries or to the cavity centre.
5. Conclusions
In conclusion, an exercise which aimed to demon-
strate a dual mode microﬂuidic ultrasonic particle
manipulator has resulted in the design, fabrication and
testing of a device which works at four modes within the
frequency range of interest. Although the impedance
and voltage responses of the quarter wave modes were
less pronounced than expected, it still proved possible to
identify these responses experimentally and indeed use
them to manipulate yeast particles in the desired man-
ner. The half wave modes were more obvious and also
allowed particles to be concentrated in groups within a
nodal plane in the centre of the cavity, rather than at a
boundary, as in the case of the quarter wave modes.
This work has given very encouraging results and in
the future, the model will be used to ﬁne tune the
parameters to allow better deﬁned devices to be made.
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Abstract
Within an ultrasonic standing wave particles experience acoustic radiation forces causing agglomeration at the nodal planes of
the wave. The technique can be used to agglomerate, suspend, or manipulate particles within a ﬂow. To control agglomeration rate
it is important to balance forces on the particles and, in the case where a ﬂuid/particle mix ﬂows across the applied acoustic ﬁeld, it is
also necessary to optimise ﬂuid ﬂow rate.
To investigate the acoustic and ﬂuid forces in such a system a particle model has been developed, extending an earlier model used
to characterise the 1-dimensional ﬁeld in a layered resonator. In order to simulate ﬂuid drag forces, CFD software has been used to
determine the velocity proﬁle of the ﬂuid/particle mix passing through the acoustic device. The proﬁle is then incorporated into a
MATLAB model. Based on particle force components, a numerical approach has been used to determine particle paths. Using
particle coordinates, both particle concentration across the ﬂuid channel and concentration through multiple outlets are calculated.
Such an approach has been used to analyse the operation of a microﬂuidic ﬂow-through separator, which uses a half wavelength
standing wave across the main channel of the device. This causes particles to converge near the axial plane of the channel, delivering
high and low particle concentrated ﬂow through two outlets, respectively. By extending the model to analyse particle separation over
a frequency range, it is possible to identify the resonant frequencies of the device and associated separation performance.
This approach will also be used to improve the geometric design of the microengineered ﬂuid channels, where the particle model
can determine the limiting ﬂuid ﬂow rate for separation to occur, the value of which is then applied to a CFD model of the device
geometry.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Technologies are being studied which exploit acoustic
radiation forces on particles within standing waves.
Such technologies include particle separation, fraction-
ation and agglomeration, ﬁnding applications in areas
such as biotechnology [1,2], material processing [3,4]
and ﬁlter systems.
For particle manipulation techniques, it is important
to understand how particle motion is inﬂuenced by
factors including the acoustic ﬁeld and ﬂuid motion. By
considering the various forces experienced by particles
and being able to balance them, it is possible to control
their movement and agglomeration rate.
Particle motion can be predicted by considering the
principal ﬂuid and acoustic forces, manipulated and
solved numerically [5,6] or coded into CFD models [7].
This paper describes a similar approach where particle
movement is predicted by summating particle forces and
solving the resulting equations numerically. However,
the method described aims to include more accurate
descriptions of the ﬂuid velocity proﬁle and acoustic
radiation force, accounting for the layered nature of
ultrasound devices. This approach is generally applica-
ble for ultrasonic devices which exploit acoustic radia-
tion forces, although here an emphasis has been placed
on those involving ﬂuid ﬂow through. An ultrasonic
separator is used as a speciﬁc example, demonstrating
the application of the model.
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2. Prediction of particle motion and concentration
2.1. Cell parameters
A microﬂuidic ultrasonic separator is used as an
example application in this paper (Fig. 1). At certain
frequencies resonance will be induced in the ﬂuid layer.
When the transducer is driven at 3 MHz, a half
wavelength mode is excited and a standing wave is
produced across the ﬂuid channel, i.e. the height of the
ﬂuid microchannel is approximately half the acoustic
wavelength, h ¼ k=2 As particles of radius R pass
through the standing wave they are forced onto the
nodal plane and extracted through the second of two
outlets with ﬂow rates Q1 and Q2, respectively, and
where Q2 > Q1.
In the following text, typical values are applied and
include h ¼ 250 lm, yeast particle radius R ¼ 3 lm and
total ﬂow rate Q0 ¼ 0:1 ml/s. Water is used as the
working ﬂuid where density q ¼ 1000 kg/m3 and dy-
namic viscosity l ¼ 0:001 kg/ms.
2.2. Particle forces
To determine the motion of particles through the
microchannel and acoustic ﬁeld, the system of forces on
a particle is considered. The dominant forces are dis-
cussed:
2.2.1. Acoustic radiation force
Within an acoustic ﬁeld the time averaged acoustic
force on a particle, Fac, in a direction normal to the
transducer is given by [8]:
hFacðx; y; zÞi ¼ rh/Gðx; y; zÞi; ð1Þ
with
h/Gðx;y;zÞi¼V 3ðqpqfÞ
2qpþqf
hEkini
"
 1
 
 c
2
fqf
c2pqp
!
hEpoti
#
;
ð2Þ
where V is particle volume, qp and qf are the particle and
ﬂuid densities, cp and cf represent speed of sound for the
particle and ﬂuid mediums, hEkini and hEpoti are the
time-averaged kinetic and potential energies at a point
in the ﬁeld and /G is the gradient of radiation force
potential.
Using an acoustic impedance transfer model [9,10],
the variation in acoustic velocity and pressure through
the device can be determined. The acoustic velocity and
pressure are then used to derive the kinetic and potential
energies, Ekin and Epot, respectively, which in turn are
used to calculate the variation in Fac across the ﬂuid
layer. As the velocity and pressure ﬁelds are dependent
on acoustic frequency, the radiation force can also be
calculated as a function of frequency, therefore its use is
not limited to the resonant case.
2.2.2. Fluid drag
For low particle Reynold’s number, Rep < 0:2, the
drag force FD on a particle is calculated using Stokes
drag, where A is the area of the particle in a plane
normal to the ﬂow and the velocity U0 is the relative
velocity between the ﬂuid, Uðx; yÞ, and particle, uðx; yÞ:
FD ¼ 1
2
CDqfU
2
0A; ð3Þ
where
CD ¼ 24Re and Rep ¼
2RlU0
qf
:
Combining uðx; yÞ and Uðx; yÞ with Eq. (3) and expres-
sions for CD and Rep gives:
FDðx; yÞ ¼ 6lpRðUðx; yÞ  uðx; yÞÞ ð4Þ
2.2.3. Buoyancy
The relative densities of the particle and ﬂuid control
the buoyancy force on a particle, where FB is opposite to
the gravitational force:
FB ¼ 4
3
pR3gðqf  qpÞ: ð5Þ
When referenced to the x and y coordinates of the
cell, the x and y components of the buoyancy force de-
pend on the orientation of the channel.
2.2.4. Other particle forces
In addition to acoustic radiation and drag forces,
particles experience lift [11], van der Waals forces
operating in the region of the channel walls [12] and
interparticle forces [8]. These forces are generally small
compared to the dominant forces already discussed and
so, at this stage, have not been included in the modelling
reported here.
2.2.5. Summary of forces
The acoustic radiation force Fac operates only in the y
direction (ignoring second order eﬀects), whilst drag, FD
and buoyancy FB can be split into x and y components.
They are represented in Fig. 2.
Fig. 1. Schematic of separation device operating in half wavelength
mode.
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2.3. Velocity proﬁle through channel
2.3.1. CFD simulations
Accurate characterisation of the laminar ﬂow velocity
proﬁle is fundamental to determining the particle drag
force, for which a CFD model is used. In order to vali-
date the CFD model a simple case, based on h ¼ 240 lm
and ﬂow rate Q0 ¼ 0:1 ml/s, has been modelled and
compared with classical ﬂow theory.
Due to the low Reynold’s number, typically Re ¼ 20
using h as the characteristic depth d, the entry length is
small (distance before which steady velocity proﬁle
develops) and is of the order 0.29 mm, as calculated
below:
Le
d

 0:06Re: ð6Þ
Beyond a distance Le the ﬂow becomes fully devel-
oped, where the fully developed velocity proﬁle Ux be-
tween parallel plates is described by a parabolic function
[13] and where U is the mean ﬂuid velocity:
Ux ¼ 6Uh2 ðhy  y
2Þ: ð7Þ
The channel has been modelled in CFD software
where after a distance equal to Le ﬂow becomes fully
developed. Fig. 3 compares the fully developed velocity
proﬁle calculated by theory with that determined by
CFD using 12 lm sized elements.
It can be seen that the CFD derived velocity proﬁle
provides a close match with theory, where the element
size chosen corresponds to an error <1%. For instances
where more complex ﬂow patterns occur within the
channel (eddy regions and entry region ﬂow) and which
cannot be characterised by classical theory, CFD sim-
ulations can be used to describe the velocity ﬁeld. Once
converted into look-up tables, this velocity ﬁeld data can
be integrated into the numerical software model dis-
cussed later.
2.3.2. Acoustic streaming
Acoustic streaming occurs when an acoustic wave
passes through a ﬂuid medium, where acoustic energy is
dissipated into the ﬂuid in the form of momentum and
causes steady ﬂuid ﬂow. Of the types of streaming
applicable to microchannels, Rayleigh streaming occurs
in the ﬂuid bulk producing eddy ﬂows, the size in the
order of k, and also Schlichting streaming, which inﬂu-
ences boundary layer ﬂow [14].
Acoustic streaming patterns will inﬂuence the velocity
proﬁle through the channel. Although not included in
the modelling described, the streaming ﬂow ﬁeld can
simply be superimposed onto the laminar ﬂow proﬁle
calculated using CFD.
2.4. Numerical solver to determine particle trajectory
To calculate the motion of a particle of mass m, the
force terms are summed to give accelerations €x and €y:
€x ¼
P
Fx
m
¼ FDx þ FBx
m
ð8Þ
€y ¼
P
Fy
m
¼ Fac þ FDy þ FBy
m
ð9Þ
The option of developing an analytical solution to
describe the motion of a particle through a standing
wave exists by solving only Eq. (4) and a special case of
(1) describing an ideal’ standing wave, shown below:
Fac ¼ 4pheikR3
qp þ 23 ðqp  qfÞ
2qp þ qf
"
 1
3
c2fqf
c2pqp
#
sinð2kyÞ:
ð10Þ
Additionally, for a near neutrally buoyant particle
(e.g. bacteria in water) the buoyancy force tends to zero.
However, when considering resonance within a lay-
ered device where the ideal’ standing wave case is not
necessarily applicable, the acoustic force described by
Eq. (1) should be used and has been implemented using
a numerical approach.
An acoustic description of such a separator device
has been modelled numerically by Hill et al. [10] in
FD y Drag force 
Fac Acoustic radiation force 
FB y Buoyancy force
 y
x
FD x Drag force 
FB x Buoyancy force
Fig. 2. System of particle forces within ﬂuid suspension and acoustic
ﬁeld.
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Fig. 3. Theoretical and CFD modelled velocity proﬁle across channel,
where h ¼ 240 lm and U ¼ 0:083 m/s (Q0 ¼ 0:1 ml/s).
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MATLAB and uses Eq. (1) to calculate the radiation
force. This model has since been developed to include
other particle forces and summates these forces as ex-
pressed by Eqs. (8) and (9). These equations are then
solved using an ODE numerical solver function within
MATLAB; this approach ensures that developments to
the model, speciﬁcally inclusion of other particle forces,
can be incorporated easily without requiring potentially
complex algebraic manipulation. From the ODE solver,
the model provides an output array containing a series
of time intervals with associated particle coordinate
locations and velocity components. The coordinate
locations describe the trajectory of a particle, examples
of which are shown in Fig. 4.
The particle trajectories are shown in conjunction
with the acoustic radiation force and also illustrate the
inﬂuence of the laminar ﬂow proﬁle by comparing the
particle trajectory with plug’ ﬂow (uniform ﬂuid
velocity). The rate of convergence towards the node is
not inﬂuenced by the longitudinal ﬂow proﬁle, assuming
the eﬀects of lift to be negligible. However, for the
parabolic proﬁle the low ﬂow rate at the wall causes the
particles to begin converging at a position further up-
stream as compared to plug ﬂow. This demonstrates the
signiﬁcant inﬂuence the ﬂow proﬁle has on the particle
trajectory and therefore the implications on design and
resulting eﬃciency of the device.
It can be seen that the acoustic radiation force is not
zero at the y ¼ 0 channel wall, as would be predicted by
Eq. (10), as the method used in the model considers the
inﬂuence of the layered nature of the device [10]. Fur-
ther, the nodal plane will not necessarily be located
along the centre plane of the channel, but its position
can be predicted.
2.5. Particle concentration
By modelling a series of particles at the channel inlet
and using the resulting particle coordinates, it is possible
to calculate the change in concentration across the
channel. The change in concentration is dependent on
the change in lateral ðxÞ spacing between each particle.
Additionally, the velocity proﬁle inﬂuences the concen-
tration; as a stream of particles moves into planes of
increased ﬂuid velocity, the longitudinal ðyÞ spacing
between particles must increase for particle ﬂow rate to
remain constant according to continuity.
Fig. 5 illustrates the convergence of a series of par-
ticles towards the nodal plane. At a distance 8.5 mm
along the acoustic ﬁeld the relative concentration of
particles across the channel is calculated and plotted.
The asymmetric nature of the acoustic radiation force
across the channel is apparent as a small number of
particles are forced to the lower wall. This identiﬁes a
pressure anti-node which exists within the ﬂuid channel
and from which particles are repelled. However, the
majority of particles are forced towards the centre of the
channel where a peak in particle concentration can be
seen.
The concentration through an outlet is calculated by
determining particle ﬂow rate between the wall and
position at which the ﬂow splits between outlets.
Dividing this by the corresponding outlet ﬂuid ﬂow rate
results in particle concentration.
2.6. Frequency dependency
As previously discussed, the acoustic radiation force
can be modelled as a function of frequency, therefore
0 5 10 15
0
0.05
0.1
0.15
0.2
0.25
x  position along length
of channel (mm)
Parabolic flow profile
"Plug" flow profile
-0.1 0 0.1
0
0.05
0.1
0.15
0.2
0.25
Acoustic radiation force (x10   N)9
y 
po
sit
io
n 
ac
ro
ss
 ch
an
ne
l d
ep
th
 (m
m)
 
positive
force up
negative  
force down
pressure node direction of flow
(a) (b)
Fig. 4. (a) Acoustic radiation force and (b) trajectory of a particle
initially located near channel wall for both parabolic ﬂow and plug’
ﬂow proﬁles, where h ¼ 250 lm.
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particle concentration can be plotted against frequency
in addition to channel position, y. Fig. 6 shows an
example of how the concentration can vary as function
of frequency.
The peak seen at a frequency 3.06 MHz corre-
sponds to a resonant frequency of the device where the
radiation force is a maximum. Moving away from this
frequency, the radiation force decreases until the parti-
cle concentration ceases to change relative to the inlet
concentration. Similarly, the relationship between outlet
concentration and frequency can be plotted.
2.6.1. Separation test results
A similar device has been tested using the experi-
mental apparatus described by Hawkes and Coakley [6]
and concentration through outlet 1 is measured. Fig. 7
shows the concentration measured between frequencies
2.8 and 3 MHz. This is compared to the modelled outlet
concentration.
Some discrepancies can be seen where during experi-
ment particles often form into clumps caused by second
order acoustic forces [8]. This will inﬂuence the measured
concentration and is likely to give an inaccurate repre-
sentation of the true concentration, making the signal
appear noisy at higher concentration levels. Any inac-
curacy in the measurement of channel depth, h, inﬂu-
ences the resonant frequency predicted by the model and
will shift the plot along the x-axis. However, the model
oﬀers a reasonable prediction of the particle concentra-
tion and behavior of particles within the device.
3. Application of model
Generally, the model can be used to predict the
inﬂuence of various parameters on the agglomeration
rate of particles and therefore the inﬂuence on separa-
tion eﬃciency or agglomerate concentration, depending
on the application of the device. For ﬂow-through
applications the model can be used to optimise ﬂow
rates and acoustic energy density to maximise the device
eﬃciency, therefore minimising power requirements by
the transducer and, for example, avoiding deleterious
heating eﬀects.
4. Conclusion
The ability to predict particle concentration levels
within an ultrasonic device has been demonstrated,
based on a numerical approach to determine particle
trajectories. The method has been tested predicting the
performance of an ultrasonic separator and can also be
used to model macroﬂuidic as well as microﬂuidic de-
vices, assuming laminar ﬂow to be applicable. The
model can also be adapted to tackle any number of
outlets.
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It is known that other particle forces and second
order acoustic eﬀects, not yet included, inﬂuence the
motion of particles, but generally these can be incor-
porated into the model with minimum simpliﬁcation
and manipulation.
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1 INTRODUCTION 
Particles within an acoustic standing wave in a fluid experience forces which tend to move them to 
the nodal plane of that standing wave.  This can be used to agglomerate, filter or fractionate 
particles1,2.  An important area for the exploitation of such forces is in microfluidic systems3 where 
resonators with critical dimensions of a wavelength or less at ultrasonic frequencies can, in 
particular, be used to manipulate biological cells4.   
 
Models of the acoustic energy density and radiation forces within such a resonator predict the ability 
to move particles to different points within the fluid at different frequencies.  This paper describes 
the use of such models to design multi-layered resonators, and the microfabrication of these 
resonators from silicon and Pyrex.   
 
It is shown that cells can be moved to planes within the body of the fluid, or to the boundaries of the 
fluid within a single resonator at different operating frequencies.  Experimental results are also 
presented to demonstrate the ability to use such devices to remove unwanted particles from a 
microfluidic system and generate a stream of clarified fluid, and these are compared with modelled 
predictions of separation efficiency.   
 
 
2 THEORY 
2.1 Radiation Forces and Acoustic Modelling 
Gor’kov5, derives the time averaged acoustic radiation force on a spherical particle of radius a, at 
position x within a one dimensional standing wave as: 
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where c and ρ are the speed of sound and the mass density of the fluid and the particle, indicated 
by subscripts f and p respectively.  Ekin(x) and Epot(x) are the time averaged kinetic and potential 
energy densities at position x within the fluid.  In order to calculate these energy terms, a model of 
the acoustics of the standing wave field within the fluid is required.  
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Reflector Layer 
 
Figure 1.  Schematic representation of layered resonator 
Figure 1 shows the structure typical of a layered resonator used for manipulating particles within an 
ultrasonic standing wave in the fluid layer.  It is important to model the full device as the boundaries 
are not perfectly rigid and calculation of the profile of acoustic forces on a particle needs to allow for 
the characteristics of all the layers, including the transducer.  This is done using an equivalent 
circuit and transfer impedance approach outlined by Hill & Wood6 and expanded to allow for 
representation of acoustic parameters7.  The approach allows acoustic pressure and energy density 
to be predicted at any point within the acoustic field, along with the radiation forces on a particle 
within the field 
 
2.2 Flow Modelling 
 
 
 
Figure 2.  Schematic representation of a microfluidic device. 
In many applications of particle manipulation, including filtration and separation, the radiation forces 
must be balanced against drag forces due to the flow of the surrounding fluid on the particle.  A 
schematic representation of a microfabricated resonator used for particle manipulation is shown in 
Figure 2.  The method used in this work to include the effects of flow is described in greater detail 
by Townsend et al8.  For low particle Reynold’s number, Rep < 0.2, the drag force on a particle is 
estimated using Stokes drag calculated using CFD models of the local flow profile in the absence of 
the particles. Acoustic radiation forces are calculated from the acoustic model described above.  
These are added to buoyancy and inertial forces and the resulting equations are then solved using 
an ODE numerical solver function within MATLAB.  This approach ensures that developments to 
the model, specifically inclusion of other particle forces, can be incorporated easily without requiring 
potentially complex algebraic manipulation.  From the ODE solver, the model provides an output 
array containing a series of time intervals with associated particle coordinate locations and velocity 
components.   
 
Pyrex Reflector
Fluid Cavity
Silicon Carrier
Inlet 
PZT
Outlet 1 Outlet 2 
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By modelling a series of particles at the channel inlet and using the resulting particle coordinates, it 
is possible to calculate the change in concentration across the channel.  The change in 
concentration is dependent on the change in lateral spacing between each particle. Additionally, the 
velocity profile influences the concentration; as a stream of particles moves into planes of increased 
fluid velocity, the longitudinal spacing between particles must increase for particle flow rate to 
remain constant according to continuity. 
 
The concentration through an outlet is calculated by determining particle flow rate between the wall 
and position at which the flow splits between outlets.  Dividing this by the corresponding outlet fluid 
flow rate results in particle concentration. 
 
 
3 CONSTRUCTION OF A MICROFLUIDIC PARTICLE 
MANIPULATOR 
Several microfluidic devices have been fabricated, all using a variation on the design shown in 
Figure 2 but with different Pyrex and fluid chamber thicknesses.  Some have double chamfered 
ports and some have single chamfers. In order to achieve this, double sided wafer processing was 
required. The fabrication process used a double sided alignment process and standard wet KOH 
etching leaving chamfers at the angle of 54.7o. The chamber was then formed by etching a 1.7mm 
thick Pyrex wafer to the desired depth with a 48% buffered Hydrofluoric acid using a chrome/gold 
mask (50nm and 500nm thick respectively) and Shipley S1818 resist in order to minimise pinholes. 
The silicon and Pyrex wafer were then anodically bonded together. The two different port profiles 
were selected as although the single chamfered port is easier to manufacture, there may be some 
fluid flow advantages in the double chamfered profile.  
 
 
Figure 3. A micromachined resonator on an aluminium manifold 
 
The bulk PZT transducer drive element was bonded onto the silicon using standard Araldite epoxy 
resin.  In order to allow fluid into and out of the device, a manifold was constructed from aluminium 
as shown in Figure 3. The device was held on the top of the manifold with 4 small screw-on clamps, 
and the manifold/silicon seal was achieved with a custom silicon O-ring. 
 
 
4 A PARTICLE MANIPULATOR WITH MULTIPLE MODES 
The layered resonator model described above was used to investigate whether a microfluidic 
resonator could be designed with a number of sub-wavelength modes, each of which would move 
particles to a different plane within the fluid layer of the resonator.  Simulations suggested that a 
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cavity depth of about 200µm would produce 4 modes between 1.5 and 4.5 MHz and the predicted 
acoustic energy density within the fluid cavity as a function of both frequency and etch depth can be 
seen in Figure 4. 
 
(a) (b) 
Figure 4: Energy density against fluid layer depth and frequency between (a) 1.5 & 2.5 MHz and (b) 
3 & 4.5 MHz.  Note different energy density scale 
 
The simulations can also be used to predict the pressure amplitude across the fluid layer (and its 
variation with fluid layer depth) as shown in Figure 5 
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Figure 5: Modelled fluid layer pressure distributions against fractional distance from the carrier layer 
for the four modes against etched cavity depth (microns). 
 
Modes 3 & 4 are typical half wave (near-rigid boundaries) modes with a pressure minimum near the 
centre of the cavity.  Radiation forces on particles within the fluid will tend to move them to the 
pressure node at the centre of the cavity.  Mode 1 is a quarter wave mode and has a maximum 
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pressure at the carrier layer boundary and a pressure minimum at or near the reflector boundary.  
This will move particles to the reflector boundary.  Mode 2 is also a quarter wave mode, but with its 
pressure minimum at the carrier layer boundary and a maximum at the reflector.  This mode will 
generate radiation forces that will move particles toward the carrier layer. 
 
The existence of both quarter wave and near half wavelength modes in the same geometry 
resonator suggests that it should be possible to build a resonator with modes which will move 
particles to either the centre of the fluid layer or to the fluid boundary, depending on the driving 
frequency selected. 
 
 
4.1 Experimental Results for Multiple Mode Chamber 
The acoustic model suggests that, between 1.5 and 4.5 MHz, two quarter and two half wavelength 
modes should be generated for any of the cavity depths modelled between 170 and 210 µm.  
However a close look at modes 1 & 2 in Figure 5 shows that the model predicts the pressure nodes 
to be slightly away from the respective boundaries at the higher end of the cavity depth range.  
Hence a value of 175 µm was chosen for the etch depth.   
 
4.1.1 Impedance Characteristics 
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Figure 6: Modelled (dotted) and measured (solid) impedance plots for the fluid filled device 
 
Figure 6 shows the electrical input impedance of the resonator as predicted by the multi-layer model 
and the measured input impedance.  Impedance peaks due to modes 3 & 4 are clearly visible at 
about 3.5 and 4.1 MHz in both modelled and measured results.  However the model is a 
simplification of the actual resonator, and in particular only considers behaviour in a single 
dimension, making the measured results more complex than the modelled results at frequencies 
below about 3 MHz.  A small impedance peak in the modelled results at 1.8 MHz corresponds to 
mode 1, but is not clearly distinguishable in the measured results.  The impedance peak associated 
with mode 2 is completely masked by the large transducer/carrier layer peak visible at about 
2.4 MHz in the modelled and 2.7 MHz in the measured results.  
 
4.1.2 Particle Manipulation 
An optical microscope, focussed through the Pyrex reflector layer was used to monitor the position 
of yeast particles within the fluid layer of the resonator.  The resonator was driven from a frequency 
synthesiser, via a fixed gain RF amplifier (50dB). The transducer was placed in series with a 47ohm 
resistance to allow the variation in voltage across the transducer to be monitored to identify voltage 
minima.  By searching for voltage minima in the region predicted by the model, all four modes were 
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identified.  Modes were found at 1.71MHz, 2.27MHz, 3.44MHz and 4.1MHz, although, modes 1 and 
2 required very careful adjustment to identify.  
 
The position of the particles within the fluid layer was measured by using the small depth of field of 
the microscope.  For example, in the case of mode 1, the microscope was focussed on the 
boundary between the fluid and the reflector layers.   
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 7: A sequence of images taken as particles move to the reflector boundary driven at the 
frequency of mode 1. 
 
Figure 7 shows randomly distributed particles being forced to the Pyrex/water boundary against 
gravity as predicted for Mode 1 at 1.7MHz. Image (a) shows the random distribution of yeast before 
any power is applied, with the microscope focussed at the Pyrex/water boundary. Image (b) shows 
the view 5 seconds after the power is applied, and it can be seen that yeast cells are beginning to 
move into focus as they are forced against the boundary. Image (c) show the situation after 15 
seconds and many more cells are now in focus.  Particles tend to collect in clumps due to lateral 
forces, and image (d), taken 40 seconds later, after the power has been turned off shows this.  The 
clump of particles is peeling away from the Pyrex layer and falling under the influence of gravity 
towards the silicon layer and thus out of focus.  
 
Similar results were obtained for the other three modes, showing that particles could be forced to 
either of the cavity boundaries or to the cavity centre. 
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5 EXPERIMENTAL EVALUATION OF PARTICLE SEPARATION 
5.1 Introduction to Separator Experimental Work 
Pyrex 
Silicon
Inlet 
Clean 
OutletTransducer
Particles concentrated 
in channel centre 
 
Figure 8.  Operation of microfluidic chamber as separator (not to scale) 
 
Experiments were completed on a microfluidic resonator designed for ultrasonic separation, using 
the principle shown in Figure 8.  A fluid/particle mixture enters the fluid channel (between the silicon 
and Pyrex layers) via the inlet port.  The particles are forced to the centre of the fluid layer by 
radiation forces within the standing wave excited by the PZT transducer.  This allows clarified fluid 
to be drawn from outlet 1, the “clean” outlet, and a concentrated particle fluid mixture to be drawn 
from outlet 2.  Experiments have been conducted using yeast and 1µm latex particles.  The 
frequency applied to the device was approximately 3.4MHz, a half wavelength mode, and such that 
particles agglomerate near the central plane of the channel.  The transducer voltage was varied and 
test results of outlet concentrations were compared to predictions produced using the numerical 
approach to predict particle paths.  This in turn was used to determine outlet concentrations through 
the two outlets. 
 
5.2 Apparatus 
The experimental set up (Figure 9) consists of two peristaltic pumps, one feeding the inlet of the 
separator device and one drawing fluid through one of the two outlets.  The device is isolated from 
the pulses produced by the pumps by using a syringe arrangement. 
 
 
Figure 9.  Fluid network used for the testing of the separator. 
 
 
Separator 
outlet 1 outlet 2 
Q1 Q2 
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The flow rates through the outlets are chosen such that Q1 < Q2.  Therefore, operating in the half 
wavelength mode with a particle stream formed along the centre of the separator channel, clear 
fluid can be extracted through outlet 1 and particle concentrate through outlet 2. 
 
For each test, the fluid through each outlet was collected and concentration measured using a 
turbidity sensor (Honeywell). 
 
 
5.3 Results 
Experimental and modelled results showing the influence of transducer voltage on both separation 
of 1 micron latex particles and yeast cells are shown in Figure 10 and Figure 11 respectively.  In the 
experiments for yeast, a total flow rate (Q1 + Q2) of approximately 0.053ml/s was maintained, 25% 
of which passed through outlet 1.  For 1µm particles these figures were 0.028ml/s and 21% 
respectively. 
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Figure 10.  Separation of 1 micron latex particles based on an initial concentration of 0.016% 
weight.  Applied voltage is input voltage to amplifier. 
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Figure 11.  Separation of yeast particles based on an initial concentration of 0.2% weight.  Applied 
voltage is input voltage to amplifier. 
 
Increasing transducer voltage increases the magnitude of the acoustic radiation force acting on 
suspended particles and in turn the rate at which they agglomerate at the nodal plane.  Therefore, 
and as expected, the results show that increasing voltage causes more particles to pass through 
outlet 2 and decreases the concentration seen through outlet 1. 
 
The modelled results for the separation of 1 micron particles (Figure 10) compare reasonably well 
with the experiment results.  Generally, the experimental results show slightly lower concentrations 
than modelled predictions, which can be attributed to the adhesion of particles on the walls within 
the fluid network surrounding the separator.  At higher voltages, particles tend to clump together 
under higher acoustic forces; potentially disturbing the laminar flow required for successful 
separation and limiting the possible clearance through outlet 1. 
 
For the separation of yeast (Figure 11), the modelled results are more optimistic than the 
experimental results.  The initial concentration of the yeast was quite high at 0.2% compared to that 
for the 1µm latex particles where 0.015% was used.  This high concentration may impede the 
motion of the yeast cells towards the nodal plane, indeed clumping was observed to be a greater 
problem with the yeast than with the latex particles.  However, at high voltages separation is 
successful, producing a high degree of separation.  Other preliminary tests (not reported here) have 
shown that a reduction in the total flow rate can produce clarified flow, the turbidity of which is 
indistinguishable from water.  Further tests are required to investigate the influence of concentration 
and flow rates on the separation performance. 
 
Although the model does not predict the values of experimental outlet concentration precisely, the 
significant difference between the two cases is modelled successfully and the modelling approach 
should provide a useful tool in selecting the operating parameters (voltages and flow rates) required 
for different particle/fluid combinations. 
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6 CONCLUSIONS 
Electro-acoustic modelling, along with flow models can be used to aid the design of microfluidic 
resonators for acoustic manipulation of particles.  Devices have been fabricated successfully using 
standard microfabrication techniques.  A resonator has been constructed which is able to move 
particles to either boundary of the fluid layer or to the centre of the fluid layer, depending on the 
driving frequency (and hence the particular mode).  Such a device offers the potential to move cells 
or particles within a microfluidic device in a controlled and predictable manner. 
 
Initial modelling work incorporating numerical predictions of concentration changes in flow-through 
devices compare well with experimental measurements.  However, clumping of particles at high 
voltages due to lateral radiation forces on the particles reduces separation efficiency.  For yeast 
particles the resonators have been shown to work effectively as a clarifier, but further development 
is required to improve the performance of the devices in separating smaller particles and in acting 
as a concentrator. 
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Abstract
In a microfluidic ultrasonic separator device, the microchannel geometry is inherently angular due to the anisotropic etch processes used.
A CFD model is used to investigate eddy formation induced by this angular geometry. Results are applicable to various microfluidic devices
and show that certain etch patterns significantly reduce eddy formation.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
There is significant interest in exploiting the phenomenon
whereby particles experience a radiation force when within
an acoustic standing wave. Various devices using radiation
forces have been reported which typically aim to concen-
trate, fractionate or manipulate particles for sensing purposes
[1–4]. Here, a microengineered ultrasonic separator device
(Fig. 1) is being developed to manipulate particles suspended
within a carrier fluid using either a half or quarter wave-
length standing wave to concentrate particles along certain
planes within a straight fluid channel [5–7]. Two outlets sub-
sequently draw off either clean fluid or a particle concentrate
depending on requirements.
Similar devices have been fabricated from steel and glass
[4,8], however for this technique to be realized on a microflu-
idic scale etched silicon and Pyrex are being used. This has
the potential advantages of batch production and easy incor-
poration into microfluidic systems containing micropumps,
etc. which require only very small sample sizes. However, the
nature of micro-engineering fabrication techniques restricts
the geometric design of the microchannels. The microchan-
nel geometry and fluid operating conditions contribute to the
fluid flow field within the device which is significant in terms
∗ Corresponding author.
E-mail address: m.hill@soton.ac.uk (M. Hill).
of the successful operation of the device. This paper con-
centrates on the geometric design of the cell, and its influ-
ence on pressure losses and fluid separation where the fluid
becomes separated from the channel walls creating a fluid
vortex (fluid separation will subsequently be referred to as
eddy flows to avoid confusion with the term ‘particle sep-
aration’ which describes the function of the device). Eddy
formation can distort particle trajectories [9] and influences
sedimentation formed on the channel walls, in turn strongly
influencing the performance of the device. Therefore, a com-
putational fluid dynamics (CFD) model has been used to in-
vestigate the effects of microchannel geometry on the fluid
flow.
2. Microchannel geometry
2.1. Separator construction and geometry
The micromachined separator device consists of a 525m
thick silicon wafer and 1700m Pyrex wafer, etched and then
joined using anodic bonding. Fluid enters and leaves the de-
vice via ducts etched into the silicon. The duct geometries
currently used in the separator consist of either single or dou-
ble sided etched ducts that lead to an etched channel within
the Pyrex across which the acoustic standing wave is set up.
Fig. 2 illustrates the typical wafer geometry incorporating
either single or double etched ducts.
0925-4005/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.snb.2005.03.035
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Fig. 1. Microengineered ultrasonic flow-through separator mounted on alu-
minium manifold.
Fig. 2. Schematic of typical cross-section of device structure illustrating
both (a) single and (b) double-sided etched duct geometry within the silicon
wafer, with both flow direction and materials indicated.
Isotropic and anisotropic etchants are used for the Pyrex
and silicon wafers respectively, where the anisotropic etch
produces predictable angular geometries where the etch pro-
cess is effectively halted at the (1 1 1) crystal planes, forming
angles of 54.74◦. Alternative methods of creating the ducts,
such as deep ion etching, exist and although such methods
may provide more geometric variations, this study reveals a
satisfactory solution based simply on wet etching techniques.
2.2. Inﬂuence of geometry on separator performance
Where anisotropically etched geometry is dictated by the
orientation of the wafer crystal planes, discontinuities in the
wall geometry are created. Such discontinuities cause fluid
flow to separate from the channel wall giving rise to eddy
flows in which the direction of flow is reversed at the wall
[10,11]. Fig. 3 presents an example of a CFD simulation used
to predict eddy formation within the inlet region of the device.
Fig. 3a illustrates the formation of an eddy downstream of
the double-etched duct which is indicated by the reversed
flow at the wall. There is also an eddy region at the end of
the main channel, contained within the curved isotropic etch
profile created in the Pyrex layer. This eddy is associated
with the alignment tolerances between the silicon and Pyrex
layers which determines the position at which the inlet duct
joins the main channel. Fig. 3b describes the variation in
pressure through the inlet region and indicates a high pressure
loss corresponding with the restriction in the etched duct,
which is suggested by the close proximity of the pressure
contours.
With regard to eddy flows being present within the ul-
trasonic separator during operation, the formation of eddies
presents a condition where particle movement cannot be pre-
dicted. For example, particles are manipulated by the acoustic
Fig. 3. (a) Vector plot illustrating development of eddy downstream of inlet and (b) associated pressure drop indicated by pressure contours.
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field within the main channel, but the presence of an eddy in
this region will distort the laminar flow field and also particle
trajectories, which in turn influences the separation efficiency
of the device. Additionally, the degree to which particles be-
come trapped within eddies is unknown, but presents doubts
over the ability to successfully flush clean the device should
it be required for subsequent operations.
3. Development of CFD model
In order to study the influence that the microchannel ge-
ometry has on the development of eddies, a CFD model is
used. This enables a variety of possible geometries to be mod-
elled over a range of flow rates and provides comprehensive
visualisation of the flow, an aspect difficult to achieve in the
fabricated device.
3.1. Application of CFD to microﬂuidic simulation
Recent studies exist which aim to identify the scale at
which classical flow theory and the Navier–Stokes set of
governing equations cease to accurately describe fluid flow
systems [12–14]. These studies have been occasionally col-
lated, for example, by Judy et al. [15] and Gad-el-Hak [16].
Judy et al. [15] note that deviations from macroscale flow
theory have generally been observed for hydraulic diameters
below 100m, therefore as the micro-channel dimensions in
this work are greater than 100m this supports the use of the
Navier–Stokes equations in this application. Commercial nu-
merical packages based on the Navier–Stokes equations have
been applied to the analysis of fluid flow in microfluidic sys-
tems, for example, aspects of fluid flow through injector sys-
tems incorporating channels of dimensions 200m [17,18]
and micromixer channels down to dimensions of 70m [19]
have been simulated. Therefore, a commercial CFD code,
CFX5, has been chosen for the fluid simulation work de-
scribed in this paper.
The aspect ratio of the fluid channels is typically greater
than 20, therefore to reduce the size of the model and there-
fore computation time, 2D models are used to simulate the
fluid flow through various parts of the device. The 2D models
are effectively thin 3D slices along the length of the channel
bounded either side by symmetry planes. As the concentra-
tion of yeast particles used in experiment is low enough to
assume negligible effect on the fluid dynamics, the CFD sim-
ulations are further simplified by modelling only the fluid
flow and exclude the influence of solid phase particles. A
mesh dependence study has been completed based on a sim-
ulation of the main channel geometry, essentially a model
describing flow between parallel plates known as Poiseuille
flow. From this study a mesh refinement level has been se-
lected and results in an average error of less than 1% when
compared to the classical parabolic velocity profile for lami-
nar flow. In addition, mesh adaption is used for selective mesh
refinement during the computation. This refines the mesh in
regions exhibiting a high velocity or pressure gradient, which
usually occur adjacent to wall boundaries and at geometric
discontinuities, associated with the formation of eddy flows.
3.2. Validation of CFD model
An initial batch of microengineered cells has been pro-
duced to investigate the ultrasonic separation capabilities of
a micro-engineered device and contains devices of the two
different duct geometry designs shown in Fig. 2. These de-
vices were also used to validate the CFD model by measuring
and comparing the size of the eddy region downstream of the
inlet duct. The eddy region in question is illustrated (Fig. 3)
and is chosen as it can be observed in the fabricated devices,
although it is appreciated that other unobservable eddies ex-
ist within the device. The experimental results taken from the
fabricated devices were extracted by studying the movement
of particles under the influence of the flow field only (it has
been assumed that particles have little influence on the fluid
dynamics and are neutrally buoyant). This is achieved by
pumping a mixture of water and a low concentration of yeast
particles through the device at a known flow rate and using a
Motic DMB3 digital biological microscope to record images
looking down through the device Pyrex layer. An example
image is shown in Fig. 4 which illustrates the eddy formation
downstream of the inlet duct, discernible from the laminar
stream, and corresponds to the geometry and flow pattern
shown in Fig. 3 CFD results are collected by modelling the
inlet region of both duct designs and using streamline plots
to determine the extent of the eddy region from the leading
edge of the main channel.
It has been observed that the flow velocity through the
inlet duct is not uniform across the width of the device and is
Fig. 4. Image taken whilst looking down through Pyrex layer showing the
inlet duct extending across the width of the device. Streamlines created
by yeast particles passing along the main channel can be seen. Immediately
downstream of the inlet duct some particles are deflected by the eddy region,
as can be seen by their convoluted path. To the right of this region particles
can be seen following straight streamlines where the laminar flow profile has
developed. Video of moving particles gives clearer indication of the extent
of the eddy region as compared to still images.
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Fig. 5. Variation in eddy size across the width of the main channel and downstream of the double etched inlet duct at a flow rate of 0.3 ml/s.
caused by the manifold geometry beneath the device which
issues a narrow jet of fluid towards the centre of the inlet. This
causes the size of the associated eddy to vary across the width
which is demonstrated in the plot shown in Fig. 5, the data for
which is measured experimentally. It can be seen that near the
side of the channel the eddy region is small and corresponds
to a lower flow velocity, whereas towards the centre of the
channel the jet emanating from the manifold creates a larger
flow velocity and therefore longer eddy region. At flow rates
between 0.1 and 0.3 ml/s the calculated mean eddy size is
on average approximately 0.5 times that of the maximum
(centre) eddy length and is indicated on the plot. Therefore,
to simplify the experimental work, the maximum eddy size
only has been measured and adjusted by a factor of 0.5 to
take into account the non-uniform flow and to record a mean
eddy length.
In Fig. 6, the size of the eddy region is plotted as a function
of flow rate and demonstrates that eddy size is strongly related
to the fluid flow rate. An initial inspection shows that the CFD
results underestimate the length of the eddy region, however
they both show that the double-etched geometry produces a
Fig. 6. Extent of eddy region downstream of inlet duct for both single and
double etched geometry over a range of flow rates and plotted for both
CFD and experimental results. The measurements are based on two sets
of experiments and error bars of ±50m have been added, reflecting the
perceived accuracy of the estimates.
slightly smaller eddy region compared to the single etch ge-
ometry up to a flow rate of 0.5 ml/s. The difference between
experimental and CFD results can be explained by the follow-
ing: (a) in general the exact conditions at the inlet boundary of
the CFD model are unknown although a parabolic profile has
been assumed; (b) pulses produced by the peristaltic pumps
have been observed to cause fluctuations in the flow rate and
therefore variations in the eddy size, although it has not been
possible to quantify these variations; (c) as demonstrated in
Fig. 5, the flow through the device is not uniform across its
width and suggests that a more computationally expensive
3D CFD would be more appropriate; (d) a buildup of parti-
cles can reduce the duct size and encourages more significant
flow separation and a larger eddy, although the device was
flushed frequently during experimental work.
In general this exercise demonstrates that a 2D CFD model
provides a valuable method to predict the location and scale
of eddy formation within microfluidic channels, in this case
for ducts incorporating a minimum dimension of 160m.
However, by extending the complexity of the simulation to
include transient and 3D aspects of the flow, it is anticipated
that a more accurate representation of the flow can be gener-
ated, should this be required.
4. Geometric study
4.1. Introduction
The geometric study aims to improve the duct design by
restricting the onset of eddies and reducing pressure drops. As
eddy regions are typically caused by discontinuities found in
the duct geometry, an initial visual inspection can be used to
identify these features. The visual inspection covers a range
of possible geometries created by the anisotropic etch pro-
cess. This approach serves to reduce the problem to a few
geometric designs, which are then each investigated more
thoroughly within CFD simulations.
4.2. Qualitative study
Eddy regions occur when the flow becomes separated from
the wall. Within a fluid network this occurs in areas where
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Fig. 7. Parameters describing silicon etched duct geometry; for top and bot-
tom etch masks, g1 and g2 describe respective widths, and g3 the relative
offset.
the cross-section changes such as in diffusive channels and
at discontinuities and sharp edges in the wall geometry. For
example, an anisotropic etch such as the single-etched duct
inherently creates a diffusive duct with an inclusive angle of
109◦, recognised to result in significant losses as compared
to the optimum angle of 6–7◦ [11]. Also, the separator de-
vice is formed from multiple wafer layers and misalignment
between these can introduce sharp edges and sudden expan-
sions or reductions in the fluid channel size. For example,
where a single-etched duct acts as a convergent channel (in-
let duct in Fig. 2a) as the fluid enters the main channel the
fluid is subject to an extreme expansion, although no eddy is
necessarily induced in the duct itself.
For the reasons discussed above, the study concentrates on
double-etched ducts and in order to efficiently cover a range
of possible duct geometries a parametric approach is used.
This analysis assumes an anisotropic wet silicon etch such as
KOH, where Fig. 7 illustrates the parameters used to describe
the resulting etched duct geometry with the direction of flow
either way through the duct. Parameters g1 and g2 describe
the width of the top and bottom etch masks and subsequent
etched areas, whereas g3 describes the distance between the
centre points of the top and bottom etch areas, effectively
representing their offset and the degree to which the duct is
skewed.
For the purposes of the geometric study it has been as-
sumed that the inlet and outlet 2 ducts are positioned at the
extreme ends of the main channel, i.e. there are no redundant
areas at the ends of the main channel. This is designed to dis-
courage eddy formation either end of the main channel such
as that demonstrated in Fig. 3a, near the inlet duct. However,
this assumes a fabrication method such that high accuracy
is applied both to the alignment of the Pyrex upon the sil-
icon layer and to the isotropic etching of the Pyrex which
determines the length of the main channel.
By classifying geometry in terms of the parameters g1–g3,
Fig. 8 illustrates the basic geometry groups used for the study.
Again, fluid flows either way through the duct with the main
channel flow passing either from the left or right.
Considering the selection of geometries displayed in
Fig. 8, a discontinuity cannot be avoided where fluid passes
to the main channel and beyond the silicon layer (point A or B
indicated in Fig. 7). However, only the geometry type shown
Fig. 8. Basic duct geometry groups.
in Fig. 8e is unlikely to encourage eddy formation within the
duct area itself; all other geometries contain discontinuities
and a divergent element. It is therefore this parallel sided duct
geometry which shall be investigated further.
4.3. CFD study
Simple inspection has eliminated geometries which have
a significant expansion or contraction. However, more insight
is gained from CFD simulations investigating dimensions and
the robustness of the flow pattern to small inaccuracies in di-
mensions and mask alignment. This is achieved by complet-
ing a series of simulations of the flow through both the inlet
and outlet ducts, investigating the influence of dimensions
g1 (where g2 = g1) and also the influence of small etch mask
inaccuracies which create the geometry illustrated in Fig. 8f.
The key observations are as follows and are based on CFD
simulations using a flow rate of 0.5 ml/s.
Fig. 9. Vector plots of inlet duct showing the affect of duct width on eddy
region size for (a) minimum duct width and (b) an increased duct width of
150m.
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4.3.1. Duct width
Over a complete series of simulations, an optimum de-
sign is observed when subsequent sections of the flow path
remain constant or gradually reduce in cross-sectional size,
replicating the effect of a convergent duct and ensuring that
flow remains adhered to the wall. An example of this is shown
in Fig. 9 which demonstrates that as the width of the paral-
lel sided inlet duct is increased and becomes larger than the
preceding channel section, an eddy region is created and ex-
pands. Note that this is only of significant advantage in the
inlet region of the separator device as only the inlet duct leads
to the relatively narrow main channel.
4.3.2. Error/offset in masks
Any errors or offset in the double sided alignment process
used to align the etch masks on either side of the silicon wafer
will potentially introduce a discontinuity. Such discontinu-
ities generally encourage an eddy, the eddy size being related
to the magnitude of the error/offset. Fig. 10 depicts the outlet
2 duct shows one example of this where an eddy region forms
within the area created by the curved isotropic etch profile
within the Pyrex layer and the chamfer within the anisotrop-
ically etch silicon duct. However, the flow through outlet 1 is
not influenced by the Pyrex etch profile and is less sensitive
to double sided alignment inaccuracies. Fig. 11 shows that an
eddy only forms within the main channel above the duct at a
high degree of alignment inaccuracy where a large chamfer is
present in the duct. This is unlikely to occur since the double
sided alignment process is typically accurate to ±5m.
5. Device fabrication and test
Parallel ducts have been used within a new batch of de-
vices, where Fig. 12 shows an example of the outlet 2 re-
gion and is taken from a cross-sectioned device. The po-
tential chamfering of the duct edges produced by errors in
alignment has not occurred. However, the alignment of the
Fig. 10. Vector plots of outlet 2 showing effect of error/offset in etch mask
for (a) no offset and (b) top etch increased by 50m.
Fig. 11. Vector plots of outlet 1 showing effect of error/offset in etch mask
for (a) no offset and (b) top etch increased by 50m (c) top etch increased
by 100m.
Fig. 12. Cross-section of etched device incorporating revised geometry.
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Fig. 13. Pressure distributions within (a) double-etched and (b) parallel sided
duct geometry at a flow rate of 0.5 ml/s where contours plotted at ca. 35 Pa
intervals.
Pyrex and silicon wafers, which was performed by eye, means
that the outlet duct is not aligned exactly with the end of the
main channel. The use of an optically aligned anodic bon-
der would produce more satisfactory results by reducing this
overhang.
The device is tested using the same method described in
Section 3 and no eddy downstream of the inlet is observed up
to flows of 0.6 ml/s, beyond which the flow pattern is difficult
to discern. This level of eddy suppression is significant when
compared to the results recorded in Fig. 6 for the original,
more angular geometry where eddies downstream of the in-
let exist at a much lower flow rate of 0.1 ml/s and possibly
below this value. The only drawback of the parallel duct is
the imposition of a minimum channel width which is based
upon the silicon wafer thickness.
Fig. 13 shows the pressure distribution in both the double-
etched and parallel sided inlet duct geometry, where the large
pressure drops seen within the double-etched geometry are
not observed within the new parallel geometry where the pres-
sure contours are much more widely and evenly spaced. It is
accepted that eddy formation, and possibly pressure losses,
are still likely to be significant within the outlet ducts, al-
though more careful design of the downstream fluid network
would be beneficial.
6. Conclusion
The anisotropically etched silicon duct geometries pre-
sented in this paper reduce eddy development in the ultrasonic
separator and the associated fluid losses. CFD and experimen-
tal results demonstrate that this has been most successful in
the main channel of the device where highly laminar flow is
required for predictable operation of the device in manipu-
lating particles. In one case, problematic eddy formation has
been eliminated within a range of flow rates at least six times
larger than that of the original geometry. Eddy flows within
the ducts, which act as potential capture sites for particles
and contaminants, have been investigated and limited by the
use of parallel sided ducts. Further work is required to im-
prove aspects of the outlet ducts where the flow field is highly
dependent upon the downstream fluid network.
The reduced pressure drops, associated with geometry re-
sulting in the smaller eddy flows, reduce the total pressure
drop across the device. This is useful where pumping meth-
ods are low power devices and resistance offered by the fluid
system needs to be minimised.
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Abstract
An ultrasonic microfluidic particle manipulator has been modeled and its experimentally measured separation performance has been
compared with the modeled results for 1m latex particles, and yeast particles in water.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
High-frequency acoustic standing waves can be used to
separate materials with different acoustic characteristics. The
technique can be used to agglomerate particles, to hold parti-
cles within a flow, or to manipulate particles within the flow
[1].
This paper briefly describes the construction and then de-
scribes both the acoustic modelling and the particle trajectory
modelling of an ultrasonic device that uses this principle to
separate particles. The combination of these models allows
prediction of the performance of the separator, and these pre-
dicted results are compared with experimental performance.
2. Construction and modelling
The device has been constructed in Pyrex and silicon, to
make use of standard silicon processes. It consists of a silicon
substrate with channels etched through it, and a Pyrex top that
has a cavity etched into it, as shown schematically in Fig. 1.
The depth of the cavity is 175m, and the unetched thick-
ness of the Pyrex wafer is 1.7 mm. The silicon is 525m
∗ Corresponding author.
E-mail address: nrh@ecs.soton.ac.uk (N.R. Harris).
thick. These dimensions have been chosen as a result of a
modelling study [3] and extended in [2].
These studies predicted a half-wave mode at 3.5 MHz and
this was confirmed in [2], and this was the mode used for the
results described here.
If the PZT transducer is driven at the required resonant fre-
quency of the chamber, the result is an acoustic standing wave
generated in the cavity. Particles within the fluid then move
towards the pressure nodal plane, driven by acoustic radiation
forces. In this case, the device is operated in half-wave mode
and so the nodal position is in the centre of the cavity. The de-
vice has two outlets, and by selectively adjusting the relative
outputs of these two channels, it is possible to arrange to have
one flow predominately made up of the cleaner fluid, and
the other to contain the majority of the particles. However,
to make useful predictions about the separation performance
of such a device, it is necessary to incorporate information
about how specific particles behave under the influence of
the acoustic field. In many ways this interaction between
the acoustic field and the hydrodynamic system is the most
important part of the system to model, and this model has
been used to make predictions of the separation performance
of the device as the transducer drive voltage is altered for a
given flow rate, for a range of different particles and these
predictions are compared with experimental results in this
paper.
0925-4005/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.snb.2005.03.036
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Fig. 1. Schematic of the separator device.
2.1. Predicted performance
As a particle passes along the main channel of the sepa-
rator, it is subject to acoustic radiation, drag and buoyancy
forces. Less significant forces such as those due to lateral
acoustic effects, acoustic streaming and interparticle forces
[1] are not considered by the following treatment. The dom-
inant forces mentioned are solved numerically within MAT-
LAB, resulting in a description of the particle trajectory as the
particle passes through the ultrasonic separator. A series of
particle trajectories are used to determine the relative spacing
of particles and therefore the concentration as the particles
move along the channel. This is a numerical method which
enables both frequency dependence and non-uniform flow to
be easily considered.
2.1.1. Acoustic radiation force
Within an acoustic field, the time averaged acoustic force
on a particle, Fac, in a direction normal to the transducer is
given by [1]:
〈Fac(x, y, z)〉 = −∇〈φG(x, y, z)〉 (1)
with
〈φG(x, y, z)〉
= −V
[
3(ρp − ρf)
2ρp + ρf 〈
¯Ekin〉 −
(
1 − c
2
f ρf
c2pρp
)
〈 ¯Epot〉
]
(2)
whereV is the particle volume, ρp and ρf the particle and fluid
densities, respectively, cp and cf the speed of sound for the
particle and fluid mediums, respectively, 〈 ¯Ekin〉 and 〈 ¯Epot〉
the time-averaged kinetic and potential energies at a point in
the field, respectively and φG the gradient of radiation force
potential. The orientation of the x and y axes are indicated in
Fig. 1.
Fac can easily be determined for the resonant case and
where the nodal position and level of acoustic energy within
the channel is known [1]. However, by using an acoustic
impedance transfer model [7,8], the variation in acoustic ve-
locity and pressure through the device can be determined,
which allows the kinetic and potential energies, 〈 ¯Ekin〉 and
〈 ¯Epot〉 to be calculated. As the acoustic impedance is deter-
mined as a function of frequency, the calculation of Fac is not
limited to the resonant condition.
2.1.2. Drag forces
For low particle Reynold’s number, Rep < 0.2, the drag
force FD on a particle is calculated using Stokes drag, where
A is the area of the particle in a plane normal to the flow and
the velocity U0 the relative velocity between the fluid U(x, y)
and particle u(x, y)
FD = 12CDρfU20A (3)
where CD = 24/Re and Rep = 2RµU0/ρf.
Combining u(x, y) and U(x, y) with Eq. (3) and the expres-
sions for CD and Rep gives:
FD(x, y) = 6µπR(U(x, y) − u(x, y)) (4)
To determine the drag force, the velocity profile across
the depth of the main channel must be known. This can
be determined numerically using CFD software but in
this case, as laminar flow dominates, a parabolic pro-
file describing flow between parallel plates [9] may be
assumed,
Ux = 6
¯U
h2
(hy − y2) (5)
where ¯U is the mean fluid velocity and h the depth of the
channel.
2.1.3. Buoyancy
The relative densities of the particle and fluid con-
trol the buoyancy force on a particle, where FB opposes
gravity:
FB = 43πR3g(ρf − ρp) (6)
2.2. Particle trajectories
By summing the forces in both x and y directions a sys-
tem of equations can be formed to give accelerations x¨
and y¨ for a particle of mass m. Note that both buoyancy
and drag terms have x and y components, but the acous-
tic radiation force is assumed to be significant in the y
direction only (this allows for the option of inclining the
cell)
x¨ =
∑
Fx
m
= FDx + FBx
m
(7)
y¨ =
∑
Fy
m
= Fac + FDy + FBy
m
(8)
This system of equations is solved in MATLAB using
an ODE numerical solver function, where Fac is ex-
tracted from the acoustic impedance transfer model im-
plemented in MATLAB by Hill and Wood [7]. The
ODE solver provides a series of particle coordinate lo-
cations and velocity components and therefore the tra-
jectory of a particle, examples of which are shown in
Fig. 2a.
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Fig. 2. (a) Convergence of particles towards nodal plane and (b) relative particle concentration across channel at a distance 8.5 mm along channel and acoustic
field (relative concentration at inlet = 1) and where h= 175m.
By modelling a series of particles at the channel inlet and
using the resulting particle coordinates, it is possible to calcu-
late the change in concentration across the channel [4]. The
change in concentration is dependent on the change in lat-
eral (y) spacing between each particle. Based on the example
given in Fig. 2a, at a distance 8.5 mm along the acoustic field
(the edge of the acoustic field in a typical device) the parti-
cle trajectories illustrated result in the relative concentration
distribution plotted in Fig. 2b.
Here, it is again important to consider the influence
of the non-uniform flow profile; according to continu-
ity, particle flow rate must remain constant therefore as
a stream of particles moves into a plane of increased
fluid velocity, the longitudinal (x) spacing between particles
must increase thus reducing the concentration seen at that
point.
In the ultrasonic separator, two outlets split the flow and
depending on the relative flow rates through these outlets
the flow can be assumed to divide at a height y= hN. The
particle flow rate passing through outlet 1, for example, can be
calculated using the concentration data described previously
within the bounds of 0 < y< hN. Further, the concentration
through the outlet is the particle flow rate divided by the fluid
flow rate. A similar method within the bounds hN< y< h can
be used for outlet 2 or alternatively, by considering mass
(particle) continuity. It is this method that is used to determine
the predicted outlet concentration values presented in this
paper.
3. Experiment
The experimental set-up consists of two peristaltic pumps,
one feeding the inlet of the separator device and one drawing
fluid through one of the two outlets. The device is isolated
from the pulses produced by the pumps by using air filled
syringes to act as dampers as shown in Fig. 3.
The transucer was driven via a fixed gain (50 dB) RF power
amplifier by a signal generator at the resonant frequency of
the chamber, previously determined to be a nominal 3.5 MHz.
Fine adjustment was made by monitoring the transducer volt-
age with an oscilloscope and adjusting the frequency for a
voltage minimum.
The flow rates through the outlets were chosen such that
Q1 <Q2. Therefore, operating in the half-wavelength mode
with a particle stream formed along the centre of the separator
channel, clear fluid can be extracted through outlet 1 and
particle concentrate through outlet 2.
Fig. 3. Schematic of experiment.
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3.1. Concentration measurement
For each test, the fluid through each outlet was collected
and its concentration measured using a turbidity sensor (Hon-
eywell APMS-10GRCF) [5], previously calibrated for the
particles under test.
3.1.1. Sensor calibration
This sensor offers the possibility of a low-cost, flow-
through turbidity measuring system. The sensor is manu-
factured by Honeywell (Part number APMS-10GRCF) [5]
and is a microprocessor controlled system that measures tur-
bidity, conductivity and temperature. It was originally de-
signed for use in low cost, high volume applications, and
so calibration to assess its suitability for this application
was necessary. Readings are output in digital form and can
be updated once every 1.3 s. The turbidity measurement is
achieved optically by using both a transmissive and a 90◦
reflective sensor, allowing ratiometric readings. The sensor
can be connected to a PC via an RS232 interface board. Cus-
tom software was written in Visual Basic to allow ratiometric
measurements to be calculated from the raw data, and to be
logged.
Measurement values vary with the materials in the fluid,
and therefore the device needs to be calibrated for each type of
fluid/particle mix. An absolute calibration was carried out us-
ing 1m latex particles in water, comparing the sensor read-
ing with the actual number of particles in the sample counted
using a microscope and haemocytometer. Fig. 4 shows the
sensor output against actual particle count for 1m latex
particles [6].
In addition, a calibration curve for percentage by weight
was also established for the yeast particles used. This is shown
in Fig. 5.
4. Results
Experimental and modelled results showing the influence
of transducer voltage on both separation of 1m latex parti-
cles and yeast cells are shown in Figs. 6 and 7, respectively.
Fig. 4. One micron particle concentration against sensor output.
Fig. 5. Percentage of yeast by weight against sensor output.
In the experiments for yeast, a total flow rate (Q1 +Q2) of ap-
proximately 0.053 ml/s was maintained, 25% of which passed
through outlet 1. For the 1m latex particles, these figures
were 0.028 ml/s and 21%, respectively.
Fig. 6. Separation of 1m latex particles based on an initial concentration
of 0.016 wt.%. Applied voltage is input voltage to amplifier.
Fig. 7. Separation of yeast particles based on an initial concentration of
0.2 wt.%. Applied voltage is input voltage to amplifier.
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Increasing transducer voltage increases the magnitude
of the acoustic radiation force acting on suspended par-
ticles and in turn the rate at which they agglomerate on
the nodal plane. Therefore, and as expected, the results
show that increasing voltage causes more particles to pass
through outlet 2 and decreases the concentration seen through
outlet 1.
The modelled results for the separation of 1m particles
(Fig. 6) compare well with the experiment results. Gener-
ally, the experimental results show slightly lower concentra-
tions than modelled predictions, which can be attributed to
the adhesion of particles on the walls within the fluid net-
work surrounding the separator. At higher voltages, parti-
cles tend to clump together under higher acoustic forces,
potentially disturbing the laminar flow required for success-
ful separation and limiting the possible clearance through
outlet 1.
For the separation of yeast, the modelled results are
more optimistic than the experimental results. The initial
concentration of the yeast was high at 0.2% compared to that
for the 1m latex particles, where 0.015% was used. This
high concentration may impede the motion of the yeast cells
towards the nodal plane, indeed clustering was observed
to be a greater problem with the yeast than with the latex
particles. However, at higher voltages, separation is success-
ful, producing a high degree of clarification. The degree of
separation is influenced by flow rate as well as acoustic field
strength, and a reduction of overall flow rate allows increased
separation to occur. Further tests are required to investigate
the influence of concentration and flow rates on the separation
performance.
5. Conclusions
Previous work by the authors has investigated the
acoustic fields within micro-engineered separators and
this has allowed the influence of acoustic radiation forces
on stationary particles to be successfully modelled. This
work has extended this model to allow the path of particles
flowing through the cell to be successfully predicted.
The experimental work has verified the principles of the
modelling, and this allows the combined model to be used to
refine the performance of such separators before committing
to production. In addition, the combined model can be used
to investigate the feasibility of different configurations of
the separator and is able to be easily tailored for specific
particles, both in size and material properties. Operating
parameters can then be predicted to give the required level of
separation.
Acknowledgements
The authors wish to thank both the Engineering and Phys-
ical Research Council (EPSRC) and DSTL for their financial
support under grant number GR/R13333/01. We also grate-
fully acknowledge the financial support given by Microfiltrex
Ltd.
References
[1] M. Groschl, Ultrasonic separation of suspended particles, part I: fun-
damentals, Acustica 84 (3) (1998) 432–447.
[2] N.R. Harris, M. Hill, Y. Shen, R.J. Townsend, S. Beeby, N.M. White,
A dual frequency, ultrasonic, micro-engineered particle manipulator,
Ultrasonics 42 (2004) 139–144.
[3] N.R. Harris, M. Hill, S. Beeby, Y. Shen, N.M. White, J.J. Hawkes,
W.T. Coakley, A silicon microfluidic ultrasonic separator, Sens. Ac-
tuators B 95 (2003) 425–434.
[4] R.J. Townsend, M. Hill, N.R. Harris, N.M. White, Modelling of par-
ticle paths passing through an ultrasonic standing wave, Ultrasonics
42 (2004) 319–324.
[5] Honeywell Sensing and Control Catalogue, Honeywell Inc., Freeport,
IL, pp. 27–28.
[6] Polysciences Europe Gmbh, Eppelheim, Germany,
www.polysciences.com.
[7] M. Hill, R.J.K. Wood, Modelling in the design of a flow-through
ultrasonic separator, Ultrasonics 38 (2000) 662–665.
[8] M. Hill, Y.J. Shen, J.J. Hawkes, Modelling of layered resonators for
ultrasonic separation, Ultrasonics 40 (2002) 385–392.
[9] F.M. White, Fluid Mechanics, 4th ed., McGraw-Hill, 1999.
Biographies
Nick Harris is a lecturer based in the Electronics and Computer Science
Department at Southampton. He graduated in 1988 from the University of
Bath and was awarded a PhD in 1997 from the University of Southamp-
ton, on the use of ultrasound for communication purposes. His research
interests include thick-film sensors and surface acoustic wave devices,
micro-engineering and sensor interfacing. He is a member of the IEE
and a chartered engineer.
Rosemary Townsend graduated in 2000 from the University of
Southampton with an MEng in mechanical engineering and is now
studying for a PhD within the Electro-mechanical Research Group at
Southampton. Her work involves the numerical simulation of particles
under the influence of acoustic forces and other aspects of microfluidic
device simulation. She is an associate member of the IMechE.
Martyn Hill is a reader in electromechanical systems in the School of En-
gineering Sciences, Southampton University. He graduated in 1985 from
the Institute of Sound and Vibration Research, was appointed lecturer in
1990 and has research interests in acoustics (particularly ultrasonics) and
transducers. His work has led to more than 80 publications, he is a char-
tered engineer, a member of the Institute of Measurement and Control,
and a member of the Institute of Acoustics.
Steve Beeby graduated from the University of Portsmouth in 1992 with
BEng (Hons) in mechanical engineering. He obtained a PhD from the
University of Southampton in 1998. After his PhD, he obtained industrial
funding for a follow up project to develop a resonant differential pressure
sensor. He has since been awarded a EPSRC Advanced Research fellow-
ship to continue his research into active thick film material development
and their combination with micromachined devices. His other research
interests, include energy harvesting for remote wireless sensor networks.
He is also interested in human biometric systems. He has over 90 pub-
lications in the field. He is a co-author of a recently completed book
entitled ‘MEMS Mechanical Sensors’ published by Artech House. He is
a chartered engineer and chartered physicist.
Appendix - Journal Publications 204
486 N.R. Harris et al. / Sensors and Actuators B 111–112 (2005) 481–486
Neil M. White is a professor of intelligent sensor systems within
the School of Electronics and Computer Science at the University of
Southampton and also director of the Institute of Transducer Technol-
ogy. He was awarded a PhD in 1988 for a thesis on the application of
thick-film piezoresistors for load cells. He has published extensively in
the area of thick-film sensors and intelligent instrumentation and is au-
thor or co-author of over 100 scientific publications. He is a fellow of
the Institute of Physics, a chartered engineer and a senior member of
the IEEE and has served of several committees in various professional
bodies.
Appendix - Journal Publications 205
Biosensors and Bioelectronics 21 (2005) 758–767
Spore and micro-particle capture on an immunosensor surface in an
ultrasound standing wave system
Stacey P. Martina,1, Rosemary J. Townsendb, Larisa A. Kuznetsovaa, Kathryn A.J. Borthwicka,
Martyn Hillb, Martin B. McDonnellc, W. Terence Coakleya,∗
a School of Biosciences, Cardiff University, Main Building, Park Place, Cardiff CF10 3TL, UK
b School of Engineering Science, Electromechanical Research Group, University of Southampton, Southampton SO17 1BJ, UK
c Dstl Porton Down, Salisbury, Wiltshire SP4 0JQ, UK
Received 22 October 2004; received in revised form 17 December 2004; accepted 20 January 2005
Available online 16 February 2005
Abstract
The capture of Bacillus subtilis var. niger spores on an antibody-coated surface can be enhanced when that coated surface acts as an
acoustic reflector in a quarter wavelength ultrasonic (3 MHz) standing wave resonator (Hawkes, J.J., Long, M.J., Coakley, W.T., McDonnell,
M.B., 2004. Ultrasonic deposition of cells on a surface. Biosens. Bioelectron. 19, 1021–1028). Immunocapture in such a resonator has been
characterised here for both spores and 1m diameter biotinylated fluorescent microparticles. A mean spatial acoustic pressure amplitude of
460 kPa and a frequency of 2.82 MHz gave high capture efficiencies. It was shown that capture was critically dependent on reflector thickness.
The time dependence of particle deposition on a reflector in a batch system was broadly consistent with a calculated time of 35 s to bring
95% of particles to the coated surface. A suspension flow rate of 0.1 ml/min and a reflector thickness of 1.01 mm gave optimal capture in a
2 min assay. The enhancement of particle detection compared with the control (no ultrasound) situation was ×70. The system detects a total
of five particles in 15 fields of view in a 2 min assay when the suspending phase concentration was 104 particles/ml. A general expression
for the dependence of minimum concentration detectable on; number of fields examined, sample volume flowing through the chamber and
assay time shows that, for a practical combination of these variables, the threshold detection concentration can be two orders of magnitude
lower.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Ultrasound; Biosensor; Bacillus subtilis var. niger; BG spores; Immunoassay; Bio-terrorism
1. Introduction
Bacteria-detecting sensors include immunosensors where
antibodies in intimate contact with a transducer act as specific
capture elements for the cells (Perkins and Squirrell, 2000).
Highly sensitive amperometric immunosensors based on an-
tibody immobilization on membranes have been developed
for rapid detection of bacteria (Shah et al., 2003). Membrane-
filter-based approaches can be limited by blockage problems
∗ Corresponding author. Tel.: +44 29 20874287; fax: +44 29 20874305.
E-mail address: coakley@cf.ac.uk (W.T. Coakley).
1 Present address: Smiths Detection, Park Avenue, Bushey, Watford, Herts
WD23 2BW, UK.
when monitoring environmental samples. More open systems
that rely on molecular capture of bacteria flowing past a sen-
sor surface are limited to sampling that part of the suspension
flowing in close proximity to the sensor surface. Hawkes et al.
(2004) described a system in which sample flowed through a
membrane-free rectangular cross-section channel. An ultra-
sound transducer and an antibody-coated glass slide, acting
as an acoustic reflector, formed the longer sides of the rect-
angle. The depth of the channel (coupling layer to reflector
distance) was less than one half an acoustic wavelength, i.e.
less than 0.25 mm at the driving frequency of 3 MHz. Forces
associated with the acoustic field drove particles from the
flowing suspension onto the reflector surface. Hawkes et al.
(2004) reported a 200-fold ultrasound-induced enhancement
0956-5663/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.bios.2005.01.013
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of Bacillus subtilis spore capture from a 6.6 × 106/ml sus-
pension flowing for 30 min.
Cells in a plane ultrasound standing wave field experience
a direct radiation force that moves them towards a pressure
node plane. The radiation force (Fr) on a cell of volume Vc,
at a distance z from a pressure node is given (Gould and
Coakley, 1973) by:
Fr = −(0.5πP20 Vcβwλ−1)φ(β, ρ) sin
(
4πz
λ
)
(1)
where P0 is the peak acoustic pressure amplitude and λ is the
wavelength of sound in the aqueous suspending phase. The
‘acoustic contrast factor’ φ(β, ρ) is given by:
φ(β, ρ) = (5ρc − 2ρw)(2ρc + ρw) −
(
βc
βw
)
(2)
where βc, βw are the compressibility’s and ρc, ρw are the
densities of the cell and suspending phase, respectively. When
cells reach the node plane they experience a weaker radiation
force acting parallel to the plane that can act to aggregate
them (Fig. 1). When an ultrasonic resonator has a depth equal
to λ/4, the thicknesses of other layers in the resonator can
be selected so that the only pressure node in the suspension
occurs at the surface of the reflector (Hawkes et al., 2002a).
Cells should thus be drawn towards that surface.
In addition to the direct radiation force, particles in a
chamber can be influenced by several types of acoustically
driven flows—streaming—that differ in their origin and spa-
tial scale. Acoustic streaming is non-oscillatory steady fluid
motion originating from the spatial non-uniformity of the
sound field or from energy dissipation at the liquid–solid in-
terfaces of the container. Spengler et al. (2003) applied a par-
ticle image velocimetry technique to measure Rayleigh type
streaming within a half wavelength chamber. Kuznetsova and
Coakley (2004) applied the technique to both half and quar-
ter wavelength resonant systems. They showed that radiation
pressure mostly determined the behaviour of 1m particles in
quarter wavelength resonators. In half wavelength systems,
where streaming vortices developed in the planes parallel
to the transducer’s radiating surface, radiation pressure had
a significant effect on the particle redistribution in the vor-
tices. Interest in acoustic streaming has increased over the
last decade as its applications in various processes have been
reported. These include acoustic mixing (Suri et al., 2002),
enhancement of DNA hybridization rate (Liu et al., 2003)
and metal electrodeposition (Jensen et al., 2003).
Bacillus subtilis var. niger (also commonly known as
Bacillus globigii, BG) is used here as a non-pathogenic sim-
ulant for Bacillus anthracis. A number of different meth-
ods have been developed to detect BG spores. These in-
clude biochips and microarrays (Stratis-Cullum et al., 2003;
McBride et al., 2003; Rowe et al., 1999; Delehanty and Ligler,
2002), surface plasmon resonance (Perkins and Squirrell,
2000) and polymerase chain reaction (PCR; Belgrader et al.,
1999). All methods, apart from the PCR, utilise antibodies to
identify and capture the spores from suspension.
In the present work, immunocapture of 1m diameter la-
tex particles has been examined as a function of acoustic
pressure amplitude, slide thickness and flow rate through the
chamber. The acoustic pressure in planes parallel to the trans-
ducer is simulated. The good agreement between simulations
and experimental results for particle capture clarifies the key
influence of reflector thickness on enhancement of immuno-
capture in the resonator. Spore behaviour and immunocapture
in the resonator are as for the 1m latex particles.
2. Experimental
2.1. Ultrasound chamber
A flow chamber (Fig. 2) consisting of three basic ele-
ments, a 3 MHz, 30 mm × 30 mm, PZ 26 ultrasonic trans-
ducer (Ferroperm Krisgard, Denmark) glued, by conducting
epoxy resin, to a 1.5 mm thick (3/4λ at 3 MHz) steel plate
coupling the ultrasound to the sample and a glass microscope
slide reflector (Fisher, Loughborough) of nominal thickness
1 mm, which is essentially one half-wavelength (λ/2) at a
drive frequency of 2.8 MHz, was prepared. The reflector slide
thicknesses were measured by micrometer and grouped into
subsets in steps of 0.01 mm, so that the influence of reflec-
tor thickness on particle movement could be established.
The back transducer electrode was etched (Hawkes and
Coakley, 2001) to give a central 20 mm × 10 mm active area.
The glass reflector was held in place by a brass top-plate
secured with screws, which had a 14 mm × 64 mm window
to allow microscopic observation. The depth of the suspend-
ing layer (135 ± 10m) was measured by microscopy, as
the distance between the steel coupling plate and the glass
reflector, before each experiment. A gasket (internal dimen-
Fig. 1. Effect of the direct acoustic radiation force (RF) on particles in a resonator with λ/4 water path length depth (λ/2 reflector thickness): (1) particle
distribution before exposure to sound, (2) axial RF effect and (3) lateral RF effect; x: in transducer plane, z: normal to plane.
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Fig. 2. Resonator design: (1) transducer’s active area, (2) steel layer, (3)
spacer for water layer, (4) glass reflector, (5) water inlet (outlet), (6) electrical
connection, (7) top brass, (8) elastic gasket and (9) water cooling system.
sions 10 mm × 60 mm, prepared from Sylgard® 182 silicone
elastomer (Farnell, Leeds)) surrounded the chamber cavity
and maintained an air- and water-tight seal between the re-
flector and coupling plate. The 32 mm thick steel base of the
chamber included a water-cooling circuit. Generation of the
high frequency signal applied to the transducer has previously
been described (Spengler et al., 2001).
2.2. Selection of operating frequencies
A one-dimensional transfer matrix model for piezoelectric
multilayer resonators (Nowotny and Benes, 1987; Hawkes
et al., 2002a,b; Nowotny et al., 1991) relates the piezoelec-
trically coupled properties of the active piezolayer and the
properties of the non-piezoelectric (passive) layers of the
resonator system. The model then calculates electrical ad-
mittance as a function of frequency (Nowotny and Benes,
1987; Gro¨schl, 1998; Hawkes et al., 2002a,b). The parameters
for the different layers are given in Table 1. The admittance
spectrum for a wide frequency range is shown in Fig. 3a. Pre-
liminary experimental observations showed significant par-
ticle movement towards the reflector at frequencies close to
the minor impedance change (arrowed) at 2.8 MHz. The fre-
quency of this minor change was dependent on the measured
thickness of the reflector (2.6 kHz/m; Fig. 3b) for a given
water layer thickness and on the water layer thickness for a
given reflector thickness (1.0 kHz/m; Fig. 3c). The calcu-
lated frequency dependence of the acoustic energy density in
the water layer also showed maxima at the region of the minor
impedance change (Fig. 4). The experimental voltage change
detected on the frequency scan of the voltage applied to the
transducer at the frequency of the minor admittance change
Table 1
Multilayer model: data for the ceramic and the passive layers
Property Data for ceramic layer (piezoelectric layer)
Ceramic thickness (mm) 0.67a
Ceramic frequency constant (speed of sound/2) (Hz m)b 2040c
Density (kg/m) 7700c
Dielectric constant at Fmin (ε′) 8 × 10−9d
Dielectric constant at Fmax (ε′) 8 × 10−9d
Dielectric loss (tan δ) 0.003c
Coupling factor 0.47c
Area of ultrasonic field (mm2) 200e
Equivalent area (mm2) 200e
Quality factor 10f
Property Data for passive layers
Epoxy Resin Stainless steel Water at 25 ◦C Soda lime glass
Thickness (mm) 0.05f 1.5e 0.135e Variousg
Frequency constant (Hz m)b 1220h 2900a 750a 2800f
Density (kg/m) 2000h 7800a 1000h,d 2400h
Dielectric constant 1 1 7.08 × 10−10 1
Dielectric loss 1 1 1.25 1
Quality factor 25h 500h 100h 350f
a Kaye and Laby (1995).
b Half the speed of sound (m/s) in the material.
c Ferroperm Piezoceramics (2004).
d Hawkes et al. (2002b).
e Measured.
f Fitted value.
g Glass thicknesses modelled were 0.98, 1.00, 1.01, 1.02 and 1.05 mm.
h Hill et al. (2002).
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Fig. 3. Transfer matrix multilayer resonator model simulation of the fre-
quency dependence of system admittance for (a) a 1.01 mm glass reflector
and 0.135 mm water layer (- - -). A small admittance change at ∼2.8 MHz
is arrowed. Measured electrical admittance (—) is also shown; (b) reflectors
of 0.98 mm (- - -), 1.01 mm (—) and 1.05 mm (– - –), with a water layer of
0.135 mm; (c) water layers of 0.135 (—) and 0.15 mm (- - -) with a 1.01 mm
reflector.
of Fig. 3 was too small to be applied to hunt (Hawkes et al.,
2002b) for an optimum operating frequency. Consequently
the frequency (f) was maintained at 2.82 MHz throughout
the investigation, unless otherwise stated.
The electrical impedance of the chamber was measured us-
ing an Agilent Technologies Network Analyser (HP 8753E).
Fig. 4. Energy density in the aqueous layer presented as a percentage of the
highest value between 1.5 and 5 MHz for all glass depths modelled. The only
variation was found in the region of 2.8 MHz. Glass thicknesses are 0.98 mm
(– - - –), 1 mm (- - -), 1.01 mm (—), 1.02 mm (– - –) and 1.05 mm (– –), with
a water layer depth of 0.135 mm.
Fig. 5. Simulation of acoustic pressure across a 0.135 mm fluid layer and
70m of the reflector for reflector thicknesses of 0.98, 1.00 and 1.02 mm;
f = 2.82 MHz.
A transfer impedance model simulation of the acoustic
pressures in each layer of the resonator (Hill et al., 2002) is
shown for f = 2.82 MHz and for different reflector thicknesses
in Fig. 5. The simulation predicts that for a 0.98 mm reflector
the pressure node is within the fluid at about 30m from
the reflector surface. For the 1.00 mm case, the node is just
within the reflector, while for the 1.02 mm reflector the node
is further into the reflector but for that case particles below the
pressure antinode (at about 50m from the coupling layer)
will be forced downwards toward the lower boundary.
2.3. Calculation of time for latex particles to reach the
reﬂector in a batch (no ﬂow) system
The time th taken for a particle of radius rc to travel,
through a suspending phase of viscosity η, from a plane at
distance z1 from the node to another at distance z2 is (Limaye
and Coakley, 1998)
th =
(
3λ2ηrc
π
) [ln (tan(2πz/λ)]z2z1
[P20 Vcβwφ(β, ρ)]
(3)
The values taken here are acoustic pressure P0 = 460 kPa,
λ = 0.516 mm, rc = 0.5m and η = 9 × 10−4 kg/(m s). The
density of the latex particle is 1.056 kg/m3 and φ(β, ρ) = 0.5.
2.4. Numerical calculation of dynamics of particles
ﬂowing in a standing wave
It is assumed that a uniform concentration of particles ϕ
enters the acoustic field, carried by a laminar, parabolic, fluid
flow. Within the field, the particles are subject to the primary
acoustic radiation force (Eq. (1)), a buoyancy force and a
Stokes drag force. As the particles move under these forces
the concentration at height z varies as (Higashitani et al.,
1981):
∂ϕ(z, t)
∂t
= −∂ (z˙ϕ(z, t))
∂z
(4)
The acoustic transfer impedance model (Hill et al., 2002),
which determines numerically the acoustic radiation force, is
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extended and used to solve the above equation numerically
to provide a profile of concentrations across the fluid chan-
nel. By considering both particle concentration and velocity
profile data across the depth of the fluid channel, the particle
flow rate (particles/s) through the channel may be calculated.
As the number of particles within the system is constant any
difference between the particle flow rate at the inlet and a cer-
tain distance along the fluid channel can be attributed to the
capture of particles at the walls. The capture data presented
in later sections is percentage capture on the reflector surface,
which in turn can be used to calculate an absolute value of
particle capture if the initial particle concentration and total
sample volume passing through the device are known.
2.5. Acoustic pressure amplitude measurement
A single 25m diameter latex sphere levitated in the
standing wave field was observed with a microscope. The
transducer voltage was gradually decreased to a threshold
value Vthr(x, y) below which the particle touched the cou-
pling layer or, in line with the prediction of a pressure antin-
ode in the sample volume for glass thicker than 1.01 mm
(Fig. 4), sedimented onto the layer. At that voltage the calcu-
lable buoyancy-corrected gravitational force Fb acting on a
suspended latex particle of density 1.056 kg/m3 (measured in
a Percoll density gradient (Bazou, personal communication))
equals the radiation force Fr (where for a given voltage, Fr
has its maximum value, i.e. when sin(4πz/λ) = 1.0 for z = λ/8
in Eq. (1)). Setting Fb = Fr, the threshold pressure amplitude
P0,thr required, at f = 2.82 MHz, to levitate a sphere at a point
in the (x, y) plane was then found from Eq. (1) to be 28 kPa.
Vthr(0, 0) was calculated from measurements on two or
three different single particles levitated in the centre of the
active area (where the local peak pressure amplitude had a
maximum) for each of a pair of reflectors of equal thicknesses.
Since acoustic pressure amplitude is directly proportional to
the operating voltage Vop applied to the transducer, the acous-
tic pressure amplitude P0(0, 0) at that voltage is given, in kPa,
by:
P0(0, 0) = 28Vop[Vthr(0, 0)]−1 (5)
where [Vthr(0, 0)]−1 is given by the root mean square value
of the reciprocals of the 5–6 measurements carried out.
The acoustic pressure amplitude decreased with distance
away from the centre of the field but was still quite signifi-
cant even close to the edge of the field. The pressure P0(0, 0)
and the related P20 -dependent radiation force was therefore
experienced only by particles in the central part of the field.
Since particle collection occurs across the full area of the
field it was appropriate to estimate a mean value P0,op for the
mean effective pressure amplitude across the field. Vthr(x, 0)
was measured at a single glass thickness for single particles
levitated at 9 points along the longer (x) axis within the acous-
tically active area. Variation of pressure amplitude in the y
direction was similar to that in the x direction. Applying the
same averaging factor Vthr(0, 0)/Vthr(x, 0) for both x and y
situations a mean pressure amplitude P0,op over the chamber
area was then calculated as:
P0,op = P0(0, 0)
[
Vthr(0, 0)
Vthr(x, 0)
]2
(6)
The pressure amplitudes given throughout the paper are the
values of P0,op. The relationship between P0,op and P0(0, 0)
is given by P0,op = 0.77P0(0, 0). P0,op were calculated to be:
225, 275, 460 and 170 kPa for 0.96, 1.00, 1.01 and 1.03 mm
reflector thicknesses, respectively.
2.6. Measurement of acoustic streaming
The observation of particle movement in the direction
of sound propagation (z) was carried out with an Olympus
BX41M epi-fluorescent microscope. A standard PAL CCD
JVC video camera (Victor Company, Japan) was connected
via a 0.5 microscope adaptor and the images were recorded
onto a standard videotape. The recorded video sequences
were transferred to a PC video card in digital format with
hardware MJPEG data compression (Pinnacle Miro Video
DC30+) to be further processed with PIV software. PIV soft-
ware analyses time-sequences of the images of convected
tracer micro-particles and produces a vector map of the stud-
ied area, which exhibits the direction and velocity of the flow.
Software FlowManager (Dantec Dynamics, Denmark) was
used for the estimation of velocity fields.
2.7. Preparation of slides and test suspension
Standard microscope slides (Fisher; Loughborough, Le-
icestershire) were immersed in a 2% decon 90 (Decon Labo-
ratories Ltd.; Hove, E. Sussex, UK) solution prepared using
warm water, for 20 min, before use. They were then rinsed
with warm water and dried in a nitrogen gas stream. The
rest of this procedure was carried out in a laminar flow cab-
inet, to reduce dust particle contamination. The slide sur-
face was modified using 2% 3-aminopropyltriethoxysilane
(APTS, from Sigma; Poole, UK) solution in acetone (Fisher)
and left for 20 min after which the slides were washed three
times with acetone, and the acetone allowed to evaporate.
A rectangle (15 mm × 10 mm) was outlined in the centre of
the glass slide using an ImmEdgeTM Pen (Vector Labs Inc.;
Burlingame, CA, USA). When this had dried, 100l of a
2% glutaraldehyde solution (VWR; Lutterworth, Derbyshire,
UK) in phosphate buffered saline (PBS) was pipetted within
the rectangle, left for 1 h, washed several times with PBS
and dried using N2 gas. Following this 100l of 1 mg/ml
Protein A (Sigma) in PBS was pipetted onto the area within
the rectangle and left for 1 h. The slides were then washed
with PBS and dried using N2 gas. They were then incubated
with a 0.05% Tween-20 solution prepared in PBS for 20 min
to block any unbound glutaraldehyde, and rinsed three times
with PBS. After this, 100l of 100g/ml solution of the anti-
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body (anti-biotin from Vector Laboratories or anti-BG spore
from Dstl) was pipetted onto the outlined rectangular area
and left overnight. The modified slide was then incubated
with PBS containing 0.05% Tween-20 and rinsed with nor-
mal PBS before being left to dry. The slides were stored in a
dry state at 4 ◦C before use, usually within 7 days.
One micrometer biotinylated fluorospheres (Molecular
Probes (Invitrogen); Lieden, Netherlands) were vigorously
vortexed before being diluted in PBS. Microscopy showed
that no aggregates were present during the experiments un-
less they were formed, at high acoustic pressures, under the
influence of the ultrasonic standing wave. The same proce-
dure was followed for the preparation of the BG spore (Dstl;
Porton Down, Wiltshire) suspensions.
2.8. Assay method
The slide was installed into the chamber (Fig. 2). The
depth of the sample layer was measured microscopically. A
suspension of antigen was drawn through the chamber by
a peristaltic pump (Gilson minipuls 3) at various flow rates
and the transducer was activated at the selected frequency.
On termination of exposure the slide was washed in situ for
2 min with distilled water at a flow rate of 6 ml/min to remove
any particles non-specifically bound to the surface. Less than
5% of particles were removed by this procedure suggesting
little weak or non-specific adhesion. In the BG spore capture
experiments, the chamber was filled with a filtered sterilised
solution of Auramine O, which is a fluorescent stain for BG
spores, after which the chamber was washed again. The slide
was removed from the chamber, 25l of Vectorshield was
added and a cover slip applied. The slide was then placed
on a flat surface at 4 ◦C until images were taken using an
Olympus BX41M microscope with an IMBA filter and a F-
view camera. Typically, the number of fluorescent particles
within each of 10–15 randomly selected fields of view from
the active area of the slide was counted using the AnalySIS
software. A mean of the number of particles per field of view
(P/FV) and its standard error were determined for each slide.
3. Results
3.1. Micro-particle capture dependence on acoustic
pressure amplitude
Capture from a fluorescent latex micro-particle suspen-
sion of concentration [M] = 107/ml showed a maximum at
a pressure amplitude of 460 kPa. Microscopic observation
showed that fewer particles were reaching the glass at lower
pressures, in line with the capture results. The reduction in
capture at pressures >500 kPa coincided with the formation
of particle clumps at the reflector. It may be that the trap-
ping of particles in these clumps reduced the probability of
their interaction with reflector-bound antibody. These clumps
were washed away from the glass during the in-chamber post-
exposure washing phase (i.e. they were not constrained by the
presence of the antibody layer).
3.2. Particle behaviour in the chamber with different
reﬂector thicknesses
One micrometer fluorescent particles ([M] = 107/ml) were
observed microscopically in a set of experiments where the
water layer thickness ranged from 150 to 170m, and the
applied voltage was ∼50 V.
3.2.1. Batch mode
For the first 10–15 s of ultrasound application, the parti-
cles followed (were markers for) acoustic streaming in the
active radiation area circulating within and about the planes
parallel to the transducer’s radiating surface. After that time
they were clearly concentrating in two layers: at the reflec-
tor and near the base of the chamber. At 0.96 mm glass the
upper layer of particles (80–90% of the population) was at
a distance of 30–40m from the reflector in line with the
prediction (Fig. 5) for thin reflectors. The concentration of
a small number of particles near the chamber’s base implies
the presence of a pressure anti-node in the water phase due
probably to its larger than λ/4 thickness (150m). At 1.00
and 1.01 mm glass 60–80% and at 1.11 mm glass about 50%
of the particles concentrated in bands and clumps at the re-
flector. The patterns in the planes near the base and under
the reflector were “symmetrical” to z-axis: they had approx-
imately the same x–y coordinates in both planes.
3.2.2. Flow mode
When flow was applied (0.1 ml/min) before or during ul-
trasound exposure, the particles were smeared over wide ar-
eas on the surface of the reflector. High concentration of parti-
cles at the reflector’s surface was observed in the areas where
clumps were formed in batch mode.
3.3. Particle immunocapture
3.3.1. Temporal dependence in batch mode
The prediction that particle clearance would be almost
complete after 40 s in a batch system is broadly consistent
with optical observations and with the experimental mea-
surements of capture over time (Fig. 6). The microscopic
experiments showed that the bulk volume of the chamber’s
active region was cleared of 1m particles after 40 and 60 s
for 1.01 and 1.00 mm reflectors, respectively.
3.3.2. Flow rate dependence
Fig. 7 shows that introduction of flow improved capture
(P/FV) in 2 min by a factor of two compared to the batch
result, when the flow rate was 0.1 ml/min and [M] = 107 /ml.
There was no significant change in P/FV with increase in
flow rate to 0.4 ml/min. The continuous trend in Fig. 7 shows
the numerical simulation of capture where maximum number
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Fig. 6. The distance from the reflector (as a percentage of λ/4) that is cleared
of 1m particles after a time t (simulation based on Eq. (3); continuous
curve) and experimental determination of percentage of particles reaching
1.01 mm reflector (normalised to 100% at the mean of 60, 90 and 120 s
capture measurements). [M] = 107/ml and Q = 0 ml/min.
of cells reaching the reflector is normalised to the highest
experimental value of P/FV.
3.3.3. Particle capture dependence on reﬂector thickness
Immunocapture was strongly dependent on slide thick-
ness (Fig. 8). The average P/FV was highest for 1.01 mm
slides. The continuous trend in Fig. 8 represents the predicted
percentage capture for different slide thicknesses normalised
against the highest experimental value of P/FV.
3.3.4. Particle capture (experimental) in a ﬂow for
different suspension concentrations
A number of 1m particle and of BG suspensions were
prepared at different values of [M] to determine the ultra-
sound capture-enhancement factor (Fig. 9). The capture was
determined at the different concentrations using the experi-
mental high capture-yield values for acoustic pressure, slide
thickness and flow rate. The concentration dependence of
spore capture in a batch system is shown in Fig. 9b. Ultra-
Fig. 7. P/FV for 1m particles ([M] = 107/ml) at the reflector surface,
f = 2.82 MHz, P0 = 460 kPa, assay time = 2 min, and a slide thickness of
1.01 mm (simulated data—dark grey points, experimental data—light grey
points). The continuous trend is the numerical simulation of capture where
maximum capture in millions of cells reaching the reflector is normalised
to the highest experimental value of P/FV. Each experimental data point
is the mean ± standard error of the mean of five replicates (15 images per
replicate).
Fig. 8. Capture of 1m particles ([M] = 107/ml) for glass reflectors of dif-
ferent depths (dark grey points are simulated data, and light grey are experi-
mental data). Each experimental point represents one slide (mean ± S.E.M.)
from which 15 fields of view were counted (P0 = 460 kPa, assay time = 2 min,
Q = 0.2 ml/min).
sound enhancement of particle capture was estimated here
at the region of most interest, i.e. where P/FV and [M] are
low. The decrease in [M] for log(P/FV) = 0 is 100-fold while
the increase in P/FV when log([M]) = 6.25 is 50-fold. The
Fig. 9. Capture for P0 = 460 kPa, assay time = 2 min, and slide thick-
ness = 1.01 mm of: (a) 1m biotinylated particles (Q = 0.1 ml/min) with
(diamond-shaped points) and without (squares) ultrasound. The slopes of
the lines are 0.82 and 0.87 for sonicated and control samples, respectively.
(b) BG spores (diamond-shaped) and biotinylated particles (triangles) in a
batch system (Q = 0) with ultrasound exposure. The slope of the line is 1.07.
Each point is the mean for one slide from which four or 15 images were
processed.
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enhancement is taken as the 70-fold geometric mean of those
values.
4. Discussion
4.1. Resonator impedance, pressure distribution and
particle movement
The measured admittance spectrum showed a main peak
at 3.05 MHz and some frequencies with lesser changes in-
cluding a minor change at 2.86 MHz (Fig. 3). The ratio of the
measured admittance at 3.05 MHz to that at 2.86 MHz was
1.45. Setting the transducer Q factor in Table 1 to a value
of 10 produced comparable 3.05/2.8 MHz admittance ratio
in the matrix transfer model admittance spectrum. The fre-
quency at which the admittance peak occurred in the model
was most sensitive to the value taken for the glue layer thick-
ness in Table 1. Microscopic observation showed that parti-
cle movement towards the reflector was strongest at the fre-
quency of the minor admittance-change (near 2.8 MHz) and
was strongly dependent on reflector thickness. The model
also showed that the frequency and amplitude of that minor
admittance change, and only of that change, were sensitive to
glass thickness, speed of sound and the chosen quality factor
thus supporting the conclusion that particle behaviour was
strongly dependent on the glass layer.
The experimental microscopic observations of particle
movement within the chamber and the concentration of par-
ticles at or near the glass surface and on the coupling layer
were consistent with the simulated (Townsend et al., 2004)
dependence of pressure node and antinode position on glass
thickness (Fig. 5). The influence of the reflector thickness on
pressure node and antinode position arises from the boundary
condition that the acoustic pressure at the glass/air interface
be zero. The position of the first pressure node within the
resonator is then close to the water/glass interface since the
nominal thickness of the glass available to us was close to λ/2
at the operational ultrasound frequency. The simulation pro-
vides insight to the experimental results that some particles
(those below the pressure antinode) are driven to the coupling
layer for the thicker slides (Fig. 10a), and no particle reaches
the glass for the lower thicknesses (Figs. 8 and 10b).
Experimental observations showed that almost all parti-
cles arriving at the glass were single particles rather than be-
ing in clumps or aggregates. The implication that the move-
ment of each particle is not strongly influenced by the con-
centration of its neighbours is consistent with the result that
the slopes of the log–log plots of Fig. 9 are close to 1.0,
suggesting linear relationships between capture and initial
concentrations of particles and spores.
4.2. Extent of quantitative agreement between
experiments, calculation and simulations
The calculated time for micro-particles from a quarter
wavelength thick suspension layer, to reach a pressure node
Fig. 10. Simulation of particle movement through the acoustic field for
Q = 0.1 ml/min, length of field 20 mm, f = 2.82 MHz, P0 = 460 kPa show-
ing: (a) particle trajectories through a distance of 20 mm for slide thick-
ness of 1.01 mm, (b) concentration of particles in suspension at a fixed dis-
tance (10 mm) along the channel for slide thicknesses 0.98 (broken line) and
1.01 mm (solid line).
at the reflector surface is 45 s (Fig. 6). If one considers, from
Fig. 10, that a 1.01 mm reflector will harvest a volume reach-
ing from the glass surface to a depth of 95m then that time
drops to 35 s. This time is somewhat lower than that assessed
(40 s) from microscopic observation of particles under those
conditions. The overestimation of clearance by the analyti-
cal calculation might be accounted for by approximations in
the derivation of the pressure amplitude across the transducer
area (Section 2.5). The experimentally estimated time (40 s)
to clear a volume of particles in a batch system will be taken
below as the mean ‘residence’ time (tres) of a particle in the
acoustic field when almost all particles are captured. We note
that, as expected, the analytical result for temporal accumu-
lation of particles at the surface (Eq. (3); Fig. 6) is the same
as the simulated value for the case Q = 0.
The experimental results for capture in flow have their
greatest value when Q = 0.1 ml/min (Fig. 7) and that value is
about twice the capture value when Q = 0. The experimental
capture then declines slightly and remain essentially constant
afterwards. The presence of a maximum in the number of par-
ticles detected, over a fixed assay time tassay, in a flow system
can be considered as follows. Few particles will be captured
over the later stages of an assay when Q is low because the
mean time spent by a particle in the field (tres-flow) is sig-
nificantly greater than the mean residence time (tres-batch) re-
quired to capture most of the particles in a batch system. Cap-
ture will increase ifQ is increased so that tres-flow decreases to-
wards and finally reaches tres-batch. Further increase in Q will
increase delivery of particles to the test volume, but also de-
crease the fraction of them reaching the reflector over the as-
say time so that the total count may no longer grow. The sim-
ulation (Fig. 7) shows a larger relative capture increase peaks
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at higher Q and then continues to grow slightly compared to
the experimental case. The discrepancies decrease on recog-
nising that the experimental tres-batch is longer than the calcu-
lated time (Fig. 6). The optimal efficiency of capture condi-
tion tres-flow = tres-batch will then occur at lower experimental
values of Q. It follows that the optimal flow rate for efficient
capture, when the active field volume is Vact, is given by:
Qopt = Vact
tres-batch
(7)
The trend in experimental capture of particles with increasing
glass thickness is well matched to the simulation for that
case (Fig. 8). Since the comparison is made by normalising
on the largest value of each system it depends only on the
profile of the experimentally determined pressure amplitude
dependence on glass thickness. It does not depend on the time
taken for a particle to reach the glass for any one condition.
4.3. Inﬂuence of radiation pressure and streaming on
particle movement
The above predictions of particle movement consider ra-
diation force as the controlling acoustic influence. They do
not include particle convection by acoustic streaming. While
streaming velocities of ∼50m/s have been measured here
(Section 2.6) the extent of agreement between experiment
and the radiation force models suggests that any influence
they may have on particle arrival at the surface is secondary
to that of radiation pressure for 1m diameter particles (this
situation reverses when particle size is reduced to 200 nm
(Kuznetsova et al., submitted for publication)).
4.4. Comparison of spore and latex bead response to
acoustic radiation force
Assuming spherical particle forms, the particle proper-
ties determining the operating radiation force are its volume,
density and compressibility (Eq. (1)). The mode value for
the diameter of BG spores is (Hairston et al., 1997) just less
than the 1m diameter of the fluorescent micro-particles. It is
known that spores have low water content and a mechanically
strong endospore coat (Driks, 2002). However, values for the
density or compressibility of spores are not known to us. Op-
erationally, a comparison of spore and latex capture under
the same acoustic conditions suggested that immunocapture
was about 60% higher for spores than for latex (Fig. 9b). Di-
rect microscopic observation of the movement towards and
collection of spores and of latex particles at the reflector also
suggested that spores experienced a slightly greater radiation
force. For the present purposes the force on the spore and
latex particle will be regarded as comparable.
4.5. Assay sensitivity
The active area of the transducer was 200 mm2, the depth
of the chamber was 0.129 mm so that the volume (Vact) of
the sample over the transducer was 26l when the node was
at the reflector surface. The number of particles in 26l,
when [M] = 106/ml, was 26,000. The antibody-coated area
was 150 mm2 while that of a microscopic field of view for
the objective magnification employed (×20) was 0.148 mm2.
Consequently the active capture area contained the equiva-
lent of 1010 fields of view. This number of fields of view
will be denoted by NFV. The value of P/FV for complete
capture would then be 26,000/1010 = 26 in agreement with
the best-fit straight line value of 26 for P/FV at [M] = 106/ml
(Fig. 9). The figure also shows that the particle concentration
was 1.9 × 104/ml when log(P/FV) = 0, i.e. P/FV = 1.0, for a
2 min assay. The total count (TC) over the n fields on which
the calculation of P/FV was based is given by n× (P/FV),
where n is the number of fields of view interrogated. It is
reasonable to assume that repeat values of TC should, when
other sources of experimental error are ignored, be randomly
distributed according to the Poisson distribution.
The immunocapture assay is an integrating assay when, as
in the present case, access to a binding site on the surface is
not capture limiting. In principle therefore there is no lower
concentration for detection of an appropriately labelled par-
ticle provided the assay time is not limited. Limits arise only
for specified conditions such as assay time and flow rate. A
more appropriate question for assay of pathogens might be
‘what threshold concentration ([M]thr) of particles could be
present in a sample, under specified flow rate and assay time
conditions and yet have a probability <0.05 that no particle
be captured in n fields, i.e. what information does a TC = 0
result give? The Poisson Distribution gives e−a as the proba-
bility P0(a) of getting a result TC = 0, in a situation where the
expected value of TC is a. Setting P0(a) = e−a = 0.05 gives a
value for a that is just less than 3.0.
When V ml of suspension is to be analysed at a flow rate
Qopt (Eq. (7)), then the required tassay is set by:
tassay = V
Qopt
= (tres-batch)
(
V
Vact
)
(8)
It follows that, to a reasonable approximation, the probability
of failing to capture a single particle in an assayed sample of
volume V, when n, from a total of NFV, fields of view are
scored at the end of an assay time given by Eq. (8) is <0.05
when the particle concentration exceeds [M]thr where
[M]thr ∼
(
NFV
n
)(
3.0
V
)
(9)
The number 3.0 in Eq. (9) is the value ofa, from the discussion
of the Poisson distribution above. For a typical case consid-
ered here where NFV = 1010, n = 15, V = 1.0 ml, Vact = 26l,
tres-batch = 40 s (so that Q = Vact/tres-batch = 0.039 ml/min)
and the consequent assay time (V/Q) is 25 min then
[M]thr ∼ 200/ml. The expression above shows how [M]thr
could be reduced by increasing the area of the field interro-
gated (through increasingn). It also suggests the experimental
flexibility available where a higher [M]thr is tolerable.
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5. Conclusions
A pressure amplitude of 460 kPa at a frequency of
2.82 MHz gave high immunocapture efficiencies for both
spore and 1m diameter biotinylated fluorescent latex micro-
particle. The fluorescent particles provided good contrast
when discriminating specifically captured particles against
background. A clear need for precision fabrication or selec-
tion of reflector thickness has been established. The time
dependence of particle deposition on a reflector in a batch
system was broadly consistent with a calculated time of 35 s
to bring 95% of particles to the coated surface. A suspension
flow rate of 0.1 ml/min gave optimal experimental capture,
with a 1.01 mm reflector, in a 2 min assay time. The enhance-
ment of particle detection compared with the control (no ul-
trasound) situation was ×70. The system detected an average
of 1 particle per field of view (P/FV) when the suspending
phase concentration was 2 × 104 particles/ml in a 2 min as-
say. That value could drop to a concentration of 200/ml over a
25 min assay with a suspension flow rate of 0.04 ml/min. The
sensitivity improves further as the number of microscopic
fields assayed per particle size in increased.
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Abstract  
Carrier Layer
Fluid Layer 
Reflector Layer 
 
   Ultrasonic devices designed to manipulate particles 
rely on an ability to predict the nature of the standing 
wave within a resonator.  The interaction between the 
properties of the layers within the resonator can 
generate standing waves that vary significantly from 
the classic rigid boundary model for half-wavelength 
resonances. 
Transducer
  For a given set of impedance values, a graph 
showing solutions to this equation such as that shown 
in Figure 2 can be generated.  The values used in this 
graph are for an example water filled resonator with a 
Pyrex reflector and the values used are shown in Table 
1.  For a particular resonator design the values of tf/cf 
and tr/cr may be assumed to be constant, so a 
“frequency sweep” is represented on the graph by a 
   A simple, two layer, model demonstrates the 
dependence of standing wave characteristics on the 
impedance of a reflecting boundary.  A multi-layer 
model that includes a representation of the primary 
radiation forces on particles is then used to refine the 
resonator design and allow for interactions with the 
other layers. 
Figure 1:  A typical structure for a fluid resonator 
   The nature of the acoustic standing wave generated 
within the fluid layer will be a function of the 
transducer’s driving frequency and amplitude, but also 
of the acoustic impedances presented to each of the 
layers.  To isolate the nature of the standing wave’s 
dependence on the relative impedance of the fluid 
layer and the reflector layer, consider a simplified 
resonator in which the left hand boundary of the fluid 
layer is driven by a constant amplitude sinusoidal 
displacement.  It can be shown that acoustic modes 
representing energy maxima in the fluid layer will 
occur when[10]: 
  Both models predict that resonators with sub-
wavelength critical dimensions can be designed with 
multiple modes each with pressure nodes at different 
positions.  The models have been used to design a 
microfabricated resonator with modes that allow 
particles to be forced to either boundary of the fluid or 
to the fluid centre, depending on the operating 
frequency. 
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Introduction 
   Ultrasonic standing waves generate small forces on 
particles within the acoustic field which tend to move 
those particles to the pressure nodes or antinodes [1, 
2] of the field.  Design of resonators to manipulate 
particles demands a model of the acoustic field and 
the radiation forces generated within it.  Several 
models of the acoustic radiation forces within 
standing waves have been developed[3-5] and these 
have typically been used to provide analytical 
solutions for the force profiles within idealised 
standing waves.   
where k is a wave number, t a thickness and r a 
characteristic acoustic impedance.  Subscripts f and r 
denote the fluid and reflector properties respectively 
and r0 is the impedance at the termination of the 
reflector layer.  
Table 1:  Material properties used in simulations 
Layer Material Density Speed of 
Sound 
  (kgm-3) (ms-1) 
Fluid water 1000 1500 
Reflector Pyrex 2200 5430 
Reflector 
Termination 
air 1.3 330 
   The electro-acoustic characteristics of more general 
planar standing waves have been modelled 
successfully as layered resonators [1, 6-9].  This paper 
uses two models of standing wave characteristics to 
examine how the thickness of the reflector and fluid 
layers can be chosen to determine the position of the 
pressure nodal plane within the fluid layer. 
 
Theory 
   A layered resonator, such as those typically used for 
ultrasonic particle manipulation is shown 
diagrammatically in Figure 1. 
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Design of an experimental system straight line passing through zero, of gradient 
frrf ctct .      In order to demonstrate the existence of a resonator 
with multiple resonances capable of moving particles 
to either the centre of the boundary of a fluid a fuller 
simulation was required which modelled all the layers 
in the resonator, not just the fluid and reflector layers.  
The fuller simulation is needed as, just as the fluid and 
reflector layers interact, so the other layers in the 
resonator will influence the position and nature of an 
acoustic mode in the fluid layer. 
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Numerical multi-layer model predictions 
   The model used is that described by Hill et al. [8, 9].  
The structure of the resonator was based on that 
previously described by Harris et al. [11] and consists 
of a 3 MHz thickness mode PZT transducer glued to a 
525 µm thick silicon carrier layer.  The carrier layer is 
anodically bonded to a Pyrex layer into which the 
fluid cavity has been etched.  Hence the material 
properties are fixed but the cavity thickness (and the 
associated reflector thickness) becomes the primary 
design variable.  The Pyrex wafer used is 1.7 mm 
thick, so as the fluid cavity is etched into this, the sum 
of the fluid and reflector thicknesses will be 1.7 mm.  
Given the material properties in layer 1 and this 
constraint on total fluid/reflector thickness, the 
condition 5.0=frrf ctct  will be met when tf is about 
200 µm and tr 1500 µm.  Such a fluid layer depth 
would correspond to a quarter wave resonance of 
about 1.8 MHz.  This was used as the basis for a 
simulation of the variation of energy density within 
the fluid layer as a function of frequency and etch 
depth as shown in Figure 3.   
5.0=
fr
rf
ct
ct
Figure 2: The first four solutions to equation (1).   
   Three such “frequency sweeps” are shown as dotted 
lines over the solutions to equation (1).  These three 
represent resonators in which frrf ctct  is equal to 2, 
1, and 0.5.  In the first case, the resonance marked by 
a “o” is a half wavelength mode, in which, at the 
modal frequency, the fluid layer is half the wavelength 
in thickness and the reflector layer is a quarter 
wavelength in thickness.  The next “frequency sweep” 
has two resonances marked by a “+”.  These are near 
half wavelengths in both fluid and reflector waves and 
are similar to the coupled resonator case described by 
Hawkes et al. [7, 9].   
   The final “frequency sweep”, for a resonator in 
which 5.0=frrf ctct , has a resonance marked by an 
“x”.  At the frequency of this mode the fluid layer is a 
quarter wavelength thick and the reflector layer is a 
half wavelength thick.  For this resonator at this 
frequency the primary acoustic radiation force will 
move particles within the fluid to the boundary with 
the reflector, as in contrast to the case with a perfectly 
rigid boundary, the half wave resonance in the 
reflector layer causes the pressure node to be up 
against the solid boundary itself.  Also of note for this 
resonator geometry are the two higher frequency 
modes marked with a “*”.  These modes occur at 
frequencies which are either side of a half wavelength 
in the fluid layer.  The existence of both quarter wave 
and near half wavelength modes in the same geometry 
resonator suggests that it should be possible to build a 
resonator with modes which will move particles to 
either the centre of the fluid layer or to the 
fluid/resonator boundary, depending on the driving 
frequency selected. 
 
Figure 3: Energy density against fluid layer depth and 
frequency between 1.5 & 2.5 MHz 
The predicted quarter wave mode, marked with an “x” 
in Figure 2 corresponds to “mode 1” in Figure 3.  The 
predicted near half-wavelength modes marked with 
“*” symbols in Figure 2 can be seen in Figure 4, 
which displays the same plot as Figure 3 but over a 
higher frequency range.   
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Figure 4: As Figure 3 for frequencies, between 3 & 
4.5 MHz.  Note different energy density scale. 
   The energy peak marked as “mode 2” in Figure 3 is 
not predicted by Figure 2, however.  To confirm the 
nature of modes 1, 3 & 4, and to investigate the nature 
of mode 2, predictions of the pressure amplitude 
across the fluid layer (and its variation with fluid layer 
depth) can be plotted, as in Figure 5 
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Figure 5: Modelled fluid layer pressure distributions 
against fractional distance from the carrier layer for 
the four modes against etched cavity depth (microns). 
   As expected, mode 1 has a maximum pressure at the 
carrier layer boundary and a pressure minimum at or 
near the reflector boundary.  Modes 3&4 are similar to 
typical half wave (rigid-rigid boundary) modes with a 
pressure minimum near the centre of the cavity.  It is 
now apparent that mode 2 is also a quarter wave 
mode, but with its pressure minimum at the carrier 
layer boundary and a maximum at the reflector.  This 
mode appears due to a resonance within the carrier 
layer and hence was not predicted by the analytical 
model used to generate Figure 2 
 
Experimental Results 
   The model described above suggests that, over the 
frequency range of interest, two quarter and two half 
wavelength modes should be generated for any of the 
cavity depths modelled between 170 and 210 µm.  
However a close look at modes 1 & 2 in Figure 5 
shows that the model predicts the pressure nodes to be 
slightly away from the respective boundaries at the 
higher end of the cavity depth range.  Hence a value 
of 175 µm was chosen for the etch depth.   
 
Impedance Characteristics 
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Figure 6: Modelled (dotted) and measured (solid) 
impedance plots for the fluid filled device 
Figure 6 shows the input impedance to the resonator 
as predicted by the multi-layer model and the 
measured input impedance.  Impedance peaks due to 
modes 3&4 are clearly visible at about 3.5 and 
4.1 MHz in both modelled and measured results.  
However the model is a simplification of the actual 
resonator, and in particular only considers behaviour 
in a single dimension, making the measured results 
more complex than the modelled results at frequencies 
below about 3 MHz.  A small impedance peak in the 
modelled results at 1.8 MHz corresponds to mode 1, 
but is not clearly distinguishable in the measured 
results.  Mode 2 is completely masked by the large 
transducer/carrier layer peak visible at about 2.4 MHz 
in the modelled and 2.7 MHz in the measured results.  
 
Particle Manipulation 
   An optical microscope, focussed through the Pyrex 
reflector layer was used to monitor the position of 
yeast particles within the fluid layer of the resonator.  
The device was driven from a frequency synthesiser, 
via a fixed gain RF amplifier (50dB). The transducer 
was placed in series with a 47ohm resistance to allow 
the variation in voltage across the transducer to be 
monitored to identify voltage minima. This proved a 
more sensitive means of identifying modes than the 
impedance sweep of Figure 6.  By searching for 
voltage minima in the region predicted by the model, 
all four modes were identified.  Modes were found at 
1.71MHz, 2.27MHz, 3.44MHz and 4.1MHz, 
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although, modes 1 and 2 required very careful 
adjustment to identify.  
 
   The position of the particles within the fluid layer 
was monitored by using the small depth of field of the 
microscope.  For example, in the case of mode 1, the 
microscope was focussed on the boundary between 
the fluid and the reflector layers.   
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 7: A sequence of images taken as particles 
move to the reflector boundary driven at the frequency 
of mode 1. 
   Figure 7 shows randomly distributed particles being 
forced to the Pyrex/water boundary against gravity as 
predicted for Mode 1 at 1.7MHz. Image (a) shows the 
random distribution of yeast before any power is 
applied, with the microscope focussed at the 
Pyrex/water boundary. Image (b) shows the view 5 
seconds after the power is applied, and it can be seen 
that yeast cells are beginning to move into focus as 
they are forced against the boundary. Image (c) show 
the situation after 15 seconds and many more cells are 
now in focus.  Particles tend to collect in clumps due 
to lateral forces, and image (d), taken 40 seconds later, 
after the power has been turned off shows this.  The 
clump of particles is peeling away from the Pyrex 
layer and falling under the influence of gravity 
towards the silicon layer and thus out of focus.  
   Similar results were obtained for the other three 
modes, showing that particles could be forced to 
either of the cavity boundaries or to the cavity centre. 
 
Conclusions 
   A simple analytical equation which predicts the 
combination of thicknesses of two layers required to 
produce an acoustic mode with a specifically 
positioned pressure node has been used in the initial 
design of a resonator with both quarter and half 
wavelength modes.  The modelling has been further 
refined using a simulation of a full resonator system. 
   A device has been built using microfabrication 
techniques and has been shown to be able to move 
particles to either boundary of the fluid layer or to the 
centre of the fluid layer, depending on the driving 
frequency (and hence the particular mode). 
   Although the quarter wave modes were more 
difficult to identify and drive, such a system offers the 
potential to move cells or particles within a fluid in a 
controlled manner. 
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ABSTRACT 
 
Particle manipulation can be brought about by using the 
radiation force experienced by particles in an acoustic 
standing wave.  Where the particles are held in a fluid 
suspension, particle movement may be predicted 
analytically for basic descriptions of the fluid and acoustic 
field, although layered resonators have complex resonant 
characteristics and, in applications approaching 
microfluidic scale, flow is typically described by a 
parabolic laminar flow profile.  Numerical techniques are 
used to successfully describe the acoustic field and 
determine the resulting particle trajectories and 
concentration in these more complex cases.  This is 
supplemented with more thorough analyses of the acoustic 
and fluid fields using finite element analysis and 
computational fluid dynamics, respectively.  These 
approaches are validated against experimental results for a 
micro-engineered ultrasonic particle separator. 
 
Keywords: numerical model, ultrasonic, radiation force 
 
1 INTRODUCTION 
 
Particles in suspension and within an acoustic standing 
wave experience a radiation force, the direction and 
magnitude of which depends on the position within the 
field, the strength of the field and the physical properties of 
the particles and suspending fluid.  This phenomenon can 
be used to manipulate or separate particles and so can be 
used to enhance cell and spore processing [1]. 
Devices in which a suitable standing wave can be 
generated can be designed using analytical models, 
although as the scale of such devices reduces numerical 
simulation becomes increasingly useful.  Where fluid flow 
is introduced, and where the fluid chamber depth is of the 
same order as the wavelength, the acoustic and laminar 
flow fields have a combined effect which significantly 
influences particle movement, which can more easily be 
studied numerically.   
The reduced scale also demands alternative fabrication 
routes.  Silicon etching is ideal for the batch creation of 
microfluidic circuits, although geometric variations are 
limited and influence fluid flow patterns. 
Here, a range of numerical simulation techniques is 
presented based around a micro-scaled ultrasonic particle 
separator device and used initially to describe the particle 
movement, the resulting concentration profiles within an 
ultrasonic field and the subsequent outlet particle 
concentrations.  The fluid and acoustic fields are 
investigated more thoroughly using computational 
approaches and demonstrate the ability to study the effect 
of the etched geometry.  In the case of the fluid flow, 
geometry has been modified to improve the flow 
characteristics of the device.  Fabricated ultrasonic 
separator devices have been tested experimental and used to 
validate simulation work. 
 
2 PARTICLE SIMULATIONS 
 
2.1 Acoustic Radiation Force 
Particles within an acoustic standing wave experience a 
time-averaged force as described by Gröschl [2].  The 
radiation force is related to the acoustic pressure field, an 
example of which is shown in figure 1, where it can be seen 
to be twice the spatial frequency of the acoustic pressure 
field.  For solid phase particles, the radiation force causes 
them to converge towards the pressure node of the standing 
wave; beneath the pressure node the force acts in the 
positive y direction and above in the negative y direction. 
The amplitude of the force depends on the acoustic 
energy density, wave number and properties of the fluid 
and particle media.  The acoustic energy density within the 
fluid layer of a layered resonator driven by a PZT 
transducer depends on the transducer voltage and acoustic 
properties of the various layers. 
 
 
 
 
 
 
 
 
Figure 1: Schematic of a) acoustic pressure profile of a 
standing wave and b) resulting radiation force profile. 
y 
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To describe the acoustic field and radiation force more 
accurately, an acoustic impedance transfer model has been 
developed which uses an equivalent circuit of the 
transducer and theoretical acoustic impedance of the 
resonator.  This describes the device response as a function 
of frequency, predicting the resonant frequencies and the 
field pattern in 1 dimension through the fluid layer [3].  The 
acoustic pressure and velocity fields across the fluid 
chamber are then used to determine the acoustic potential 
and kinetic energy radiation profiles, respectively, which 
then relate directly to  the radiation force. 
This method is implemented in MATLAB and describes 
the acoustic field and radiation force, such as that shown in 
figure 1, for a range of frequencies and at discrete points 
across the fluid chamber.  The mode shape and nodal 
positions are therefore also determined, indicating to which 
plane particles will converge. 
 
2.2 Particle Trajectories 
The movement of particles can be determined by 
considering the forces acting on a particle and solving 
Newton’s second law numerically.  The principal forces 
acting on a particle within an acoustic field are the acoustic 
radiation force, Stokes fluid drag force and gravity and are 
solved using numerical differentiation using a solver 
contained within MATLAB [4].  Time, coordinate and 
velocity data are returned by the solver, which, in the case 
of continuous fluid flow perpendicular to acoustic 
propagation, describes particle trajectory as the particle 
moves along the chamber (x-direction) and relative to the 
nodal plane (y-direction). 
This model is coupled to the acoustic impedance 
transfer model described above which supplies the data 
describing the radiation force across the chamber.   
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Figure 2: Simulation of particles within an acoustic 
standing wave showing a) particle trajectories as they are 
carried by the fluid along the length of the chamber  (x-
axis) and deflected vertically by the acoustic wave (y-axis) 
and b) the concentration profile. 
To describe the drag force, and so the movement of the 
particle along the chamber, the fluid velocity profile is 
assumed to be laminar, therefore similar to flow between 
parallel plates where the chamber has a high height to width 
ratio, and varies only as a function of y. 
Figure 2a shows an example of the movement of 
particles passing through an acoustic field where the 
chamber depth is slightly less than half a wavelength.  
Similar methods based on particle forces have been used to 
determine particle movement in acoustic fields [5,6]. 
 
2.3 Particle Concentration 
Where the concentrated particle stream or cleared fluid 
is required for subsequent processing, outlets are used to 
extract the relevant fluid stream.  Johnson and Feke [5] and 
Hawkes and Coakley [6] calculate outlet concentration 
based on the particle trajectory which marks the split 
between outlet streams.  For applications where particle 
concentration within the chamber is of importance, it is 
sometimes more useful to predict the spatial change in 
concentration, rather than particle trajectories, also from 
which outlet concentrations can be calculated. 
Particle coordinate data, such as that determined by the 
particle trajectory model, can be used to calculate the 
change in particle spacing and therefore particle 
concentration.  This requires the simulation of a series of 
particles, each with different initial positions (figure 2a).  In 
figure 2b, the relative change in concentration based on the 
adjacent particle trajectories has been plotted (dotted 
points) and it can be seen that as particles are drawn 
towards the centre of the chamber the concentration in that 
region has increased by a factor of 3 upon that at the inlet 
plane (x=0).  It can be seen that the concentration data is 
slightly noisy and originates from numerical errors in the 
particle trajectory data. 
A more reliable and elegant method is to consider the 
particles as a continuum described numerically over a grid, 
reducing computation time by avoiding the need to 
calculate individual particle trajectories and removing the 
associated errors.  However, care has to be taken in the 
numerical implementation of this technique in regions 
where particles do not exist, e.g. either side of the particle 
stream, and the wall concentration if particles are forced 
towards the chamber boundary.  To avoid these problems 
whilst still considering particles as a continuum, the method 
demonstrated here also takes into account particle 
trajectories and is therefore Lagrangian in nature. 
A standard equation of conservation of mass [7] is used 
where u and v are the x and y components of particle 
velocity and c is the concentration (analogous to density). 
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This is simplified by assuming the following: 
concentration varies spatially only, reducing the left hand 
side term to zero;  u does not change as a function of x 
removing the first term of the RHS; there is no particle flux 
across a particle path, which has the effect of removing the 
forth RHS term.  This reduced equation is then solved by 
replacing the partial differential terms with simple 
difference equations and finding successive solutions along 
the chamber in the x direction.  Figure 2b illustrates the 
concentration calculated using this method (solid line) and 
is compared against the approach based on particle 
trajectory data.  It can be seen that this latter approach 
creates a smoother, more convincing profile.  Despite 
providing a more refined dataset, the computation time is 
reduced.   
 
3 2-DIMENSIONAL FIELD 
SIMULATIONS 
 
3.1 FEA of Acoustic Field 
The above analysis has considered the acoustic field in 
1 dimension only.  However, striated patterns have been 
observed in resonators used for particle manipulation, 
where the acoustic field varies in a direction perpendicular 
to propagation due to acoustic enclosure modes, creating 
radiation force components in 3-dimensions. 
Finite element analysis (ANSYS) has been used to 
investigate the 2-d field in two layers of the resonator, the 
fluid (water) and reflector (Pyrex) layers.  Modal analyses 
predict that in the operating frequency range there are 
resonance patterns where the acoustic field varies 
significantly across the width of the chamber (z-direction). 
Figure 3 shows the modelled acoustic pressure field at a 
2-d resonant frequency of 3.4MHz for fluid and reflector 
thicknesses of 175µm and 1525µm respectively.  Within 
the fluid chamber there is a series of distinct pressure 
variations in the z direction.  Solid particles converge 
towards the pressure nodes (zero pressure), which referring 
to figure 3 suggests that particles will converge towards a 
series of bands across the width of the fluid chamber, with 
an average spacing of 0.25mm. 
  
 
 
Figure 3: Acoustic finite element analysis of fluid and 
reflector layers.  Contours indicate high magnitude (black) 
and low magnitude (white) regions of acoustic pressure. 
 
a) 
 
b) 
 
Figure 4: CFD simulation of fluid flow through anisotropic 
etched ducts leading to main chamber, showing a) eddy 
regions within a single etch duct design and b) a significant 
reduction of eddy regions within the revised geometry. 
 
3.2 CFD Analysis of Fluid Flow Field 
The fluid flow field is also investigated in 2 dimensions, 
although in the x-y plane.  Dimensions within the fluid 
chamber and duct are typically 100µm or greater supporting 
use of the Navier-Stokes equations and macrofluidic 
methods, as used in commercial computational fluid 
dynamics packages.  The CFD program, CFX, is used to 
investigate the influence the etched geometry on the fluid 
flow patterns [8], examples of which are shown in figure 4. 
Figure 4a illustrates the predicted flow field through the 
angular geometry of the silicon KOH etched duct and up 
into the main chamber contained within an etched Pyrex 
layer.  Eddy regions in the fluid easily form either side of 
the duct, potential sites for particles to lodge.  A parabolic 
flow profile has been assumed to exist the entire length of 
the fluid chamber, however the eddy regions invalidate this 
assumption in the duct regions.  
In figure 4b and based on the same flow rate, an 
alternative etched geometry has been simulated 
demonstrating that the eddy regions have become 
insignificant in their size and the flow pattern immediately 
downstream of the duct quickly tends to a parabolic profile. 
  
4 VALIDATION OF MODELS 
 
A series of ultrasonic particle separators have been 
fabricated and tested to investigate separation performance 
within a micro-engineered device.  Here the experimental 
results also serve to validate the simulation techniques 
described above.   
The separator is mounted upon an aluminium manifold 
which facilitates connection to peristaltic pumps (Watson-
Marlow) and the accurate control of flow rates.  The 
separator consists of a series of layers; either a bulk or 
printed PZT transducer, a silicon wafer which acts as a 
line of 
symmetry 
Fluid 
layer 
Reflector 
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y 
z 
Silicon 
layer 
Pyrex (reflector) 
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Eddy regions 
Radiused geometry created 
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matching layer and into which ducts are etched (figure 4), 
and a Pyrex wafer into which the main fluid channel is 
etched.  The device is designed such that there are several 
resonant frequencies which cause particles to move towards 
the centre or edge of the fluid chamber [9]. 
The acoustic impedance model is used to predict the 
resonant frequencies of the devices and the associated 
modes.  In experiment, particles are observed to converge 
towards certain planes within the fluid chamber when the 
field is switched on, and supports the predictions made 
regarding the frequencies and field patterns [9]. 
Work has begun involving the measurement of outlet 
particle concentration for yeast and latex particles over a 
range of transducer voltages [10].  Preliminary application 
of the concentration model compares well with these results 
and will contribute to further work comparing the 
performance of the bulk and printed PZT devices. 
A study of particle movement, similar to that used in 
Harris et al. [9] is used to compare against the FEA 
predictions describing the acoustic field and how it varies 
across the fluid channel.  For the case described in figure 3 
predicting band spacing of 0.25mm across the width of the 
chamber, initial experimental results record an average 
band spacing of 0.21mm, as seen in figure 5 looking down 
through the Pyrex layer where the white line are created by 
the build up of yeast particles along low pressure regions.  
This initial work is encouraging and further simulation 
work using more precise geometric measurements of the 
actual device is expected to reduce discrepancy between 
modelled and experimental results and demonstrate the 
influence geometry has on the 2-dimensional acoustic field 
and also particle movement. 
Observation of particle movement due to the fluid flow, 
rather than the acoustic field, makes it possible to determine  
the extent of the eddy region downstream of the inlet and 
within the main chamber.  The study of eddy regions 
created by various duct geometries and measured over a 
range of flow rates validates the CFD results and 
demonstrates the significant improvement in the flow field 
based on the geometry illustrated in figure 4b,  minimising 
eddy development within the micro-fabricated device. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Particle bands formed across the width of the 
fluid chamber and along it length, caused by variations in 
the acoustic field.  View looking down through Pyrex layer. 
5 CONCLUSIONS 
 
A variety of numerical methods have successfully 
described the behaviour of particles, acoustic field and fluid 
flow field of a micro-engineered device.  The approaches 
are successful even when limited to a 1-dimension 
description of the system, although 2-dimensional 
characteristics can be simulated using alternative, yet 
commercially available methods with reasonable accuracy 
at the scale reported.  2-dimensional acoustic and fluid flow 
field data may be used to expand the more basic 1-
dimensional MATLAB numerical model, should a more 
comprehensive simulation be required. 
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Abstract 
 
Particles experience acoustic radiation forces when within an acoustic standing wave, and is a phenomenon which is 
exploited in particle and cell manipulation devices.  When developing such devices, 1-dimensional acoustic characteristics are 
typically of most importance and determine the primary radiation forces acting on the particles.  However, radiation forces have 
also been observed to act in the lateral direction, perpendicular to the primary radiation force, forming striated patterns.  These 
lateral forces are due to lateral variations in the acoustic field influenced by the geometry and materials used in the resonator.  
The ability to control them would present an advantage in designing such systems. 
The 2-dimensional characteristics of an ultrasonic separator device have been modelled within a finite element 
analysis (FEA) package.  The fluid chamber of the device, within which the standing wave is produced, has a width to height 
ratio of approximately 30:1 and it is across the height that a half wavelength standing wave is produced to control particle 
movement.  2-d modal analyses have calculated resonant frequencies which agree well with both the 1-dimensional modelling of 
the device and experimentally measured frequencies.  However, these 2-d analyses also reveal that these modes exhibit 
distinctive periodic variations in the acoustic pressure field across the width of the fluid chamber.  Such variations lead to lateral 
radiation forces forming particle bands (striations) and are indicative of enclosure modes. 
The striation spacings predicted by the FEA simulations for several modes compare well with those measured 
experimentally for the ultrasonic particle separator device.  It is also shown that device geometry and materials control enclosure 
modes and therefore the strength and characteristics of lateral radiation forces, suggesting the potential use of FEA in designing 
for the control of enclosure modes in similar particle manipulator devices. 
Keywords: lateral radiation force, FEA, particles 
 
 
1. Introduction 
 
The action of acoustic radiation forces on 
particles has been exploited in devices designed to 
manipulate particles.  Such devices include particle 
separators and fractionators in which the nature of the 
acoustic field significantly influences the performance 
of the device.  Therefore, in order to design ultrasonic 
devices reliably, the characteristics of the acoustic 
field must be considered. 
These devices typically rely on the presence of a 
plane standing wave generated using a plate 
transducer.  The resulting acoustic field is usually 
described 1-dimensionally with the field varying in a 
direction normal to the transducer plate.  Acoustic 
radiation forces result from these variations, and in a 
direction normal to the transducer.  When the standing 
wave is generated within a fluid cavity containing a 
particle suspension, the acoustic radiation forces will 
typically move particles to the pressure node(s) and 
form a layer of concentrated particles.  However, 
lateral movement of particles is frequently observed as 
variations within the acoustic field exist with the 
particles moving within the nodal plane to areas of 
high acoustic kinetic energy [1]. 
The lateral movement of particles can be 
attributed to lateral variations within the acoustic field 
which give rise to lateral acoustic radiation forces.  
The source of these variations is the subject of this 
paper. 
Figure 1 shows the effect of lateral forces on 
particles within a particle separation device.  The 
images are taken looking down upon the device and in 
axial (y) direction with the transducer located on the 
underside of the device and orientated in the xz plane.  
A half-wavelength standing wave is generated within 
a fluid layer and forms a pressure node along its centre 
plane, towards which particles move due to axial 
radiation forces.  Within these images the effect of 
additional lateral forces can be seen; in (a) with a no 
fluid flow, particles have moved to positions of high 
acoustic kinetic energy and have formed a complex 3-
dimensional pattern.  In (b) fluid flow has been 
introduced and the fluid drag forces have overcome 
the acoustic radiation forces acting in the x direction.  
This reveals the effect of the spatially averaged z 
component of radiation force and particles can be seen 
to form a striated pattern. 
Depending on the manipulation process, the 
presence of these lateral forces can be detrimental to 
performance and may cause particles to form large 
aggregates which may sediment out of the suspension 
or block and disrupt the movement of the fluid.  
However, some recent devices have demonstrated that 
lateral forces can be used to advantage by influencing 
the movement and trapping of particles [2,3]. 
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Figure 1:  Striated patterns observed using yeast for 
conditions of a) no-flow and b) continuous flow-through. 
 
(a) 
 
 
 
 
 
 
 
(b) 
 
 
Figure 2:  Schematics of particle separator showing a) 
movement of particles through the device and b) orientation 
of axial (y) and lateral (z) components 
2. Enclosure Modes within Separator Device 
 
The presence of lateral radiation forces are 
investigated for a micro-engineered particle separator.  
This device relies on the movement of particles to a 
nodal plane under the influence of axial (y) radiation 
forces, then allowing particle clarified flow to be 
drawn off one side of the particle stream.  The device 
has a layered structure and includes a silicon matching 
layer, a fluid layer and a Pyrex reflector layer [4].  The 
layer thickness y dimensions are relatively small 
compared to the length and width (x and z 
dimensions), therefore, when driving the device at 
frequencies which excite a thickness resonance the 
acoustic characteristics through the y-axis should 
predominate.  Figure 2 illustrates the basic 
construction and operation of the device, and 
orientation of the axial y and lateral z axes. 
Lateral variations within the device can be 
caused by structural modes within the chamber walls, 
near-field effects or enclosure modes.  Here, enclosure 
modes, which may be excited together with the axial 
modes required for operation, are investigated in 
isolation.  The expression below describes the 
enclosures modes for a rectangular cavity with either 
rigid or pressure release boundaries [5]: 
222
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where the various dimensions of the waveguide are 
given by Lx, Ly and Lz with relative mode orders of l, 
m and n.  The existence of such modes within the 
separator device will give rise to lateral (z) as well as 
axial (y) pressure gradients and, therefore, components 
of acoustic force acting in both these directions.  
Whilst the mode shape and resonant frequency in a 
simple rectangular cavity can be determined 
analytically (equation (1)), the geometry and therefore 
the mode shapes in layered ultrasonic devices is more 
complex and a finite element approach is used.   
 
3.  Acoustic Simulation 
 
3.1  Fabricated test device 
 
1-dimensional simulation of the through 
thickness (y) mode shape within the fluid and reflector 
layers is typically used in the design of the separator.  
For this 1-d simulation an acoustic impedance transfer 
model is used which is coded using MATLAB [6,7].  
It is also possible to use finite element (FE) analysis to 
simulate the 1-d case for which the computer package 
ANSYS is used.  The FE model includes elements to 
describe the fluid and reflector layers with a pressure 
release boundary applied to the external face of the 
reflector layer.  ‘Fluid’ elements are used which allow 
acoustic enclosure modes rather than structural modes 
(a) 
(b) 
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 3 
to be simulated.  A comparison of the MATLAB 
model and FE modal analysis is shown in figure 3 and 
shows a ~λ/2 mode in the fluid layer which will cause 
suspended particles to move to the nodal plane.  The 
difference between the two curves may be due to the 
different methods used to describe losses in the 
respective models.  This mode occurs at a frequency 
of ~3.4MHz in the fabricated test device, therefore 
both models are thought to present good estimates of 
the axial field. 
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Figure 3:  Axial acoustic pressure fields predicted by the 
FEA and MATLAB models for resonant frequencies of 
3.37MHz and 3.46MHz for the respective model, (based on 
an acoustic particle velocity of 0.002m/s at the fluid plane). 
 
 
To predict the presence of lateral variations in 
the acoustic field, the FEA model is extended to 
describe the fluid and reflector layers in 2-dimensions 
and a section across the width of the device is 
simulated (figure 2(b)).  The simulation is based on 
the measured width of the Pyrex layer (external width) 
of 6.8mm and design width of the fluid cavity of 
5mm.  The curved side walls created by an isotropic 
etch process are also included in the model.  This 
model can be compared to experimental observations 
such as that pictured in figure 1(a) and aims to 
validate the model and demonstrate the source of the 
striated patterns. 
The mode identified in the previous subsection 
(~3.4MHz) is investigated as this is one of two modes 
which may be used during operation of the separator. 
 
4.2  Side-wall Geometry 
 
The boundary conditions applied to a cavity 
have a bearing on the mode shape and resonant 
frequency.  Applying this to the separator device, it is 
conceivable that the side wall of the fluid chamber 
formed by the Pyrex influences the lateral mode shape 
seen in the fluid layer, but by maintaining the y 
structural characteristics the dominant through-
thickness resonance should remain relatively 
unaffected.  The FEA model is used to demonstrate 
the influence of the side-wall thickness upon the 
lateral mode whilst maintaining a fluid channel width 
of 5mm. 
 
4.2  Side-wall Material 
 
Some related devices rely on a separate spacer 
layer to define the fluid layer depth and use a seal to 
form the side walls [8,9].  Striations are not readily 
observed in these devices, but although low magnitude 
lateral forces may be present within the acoustic field 
of these devices the axial force is still dominant.  The 
use of an acoustically damping material, e.g. silicone 
elastomer Sylgard 182, to form the fluid layer side 
walls may contribute in suppressing lateral modes.  
This is investigated in the FEA model using elastomer 
properties to describe the side-wall elements.  
 
4  Results and Discussion 
 
4.1  Analysis of test device 
 
Figure 4(a) shows the results of an FE modal 
analysis of the reflector and fluid layers where white 
through to black contours indicate minimum to 
maximum pressure amplitude of the resonant mode.  It 
can be seen that a standing wave of order 
approximately m=2 and n=1 is present in the reflector 
layer, which is predominantly a through thickness 
resonance resembling the pressure profile in figure 3.  
The field pattern within the fluid layer is much more 
complex and is highly non-uniform, showing acoustic 
‘hot spots’ at regular positions across the channel 
width.  These hot spots suggest that particles will 
move to a series of lateral positions across the fluid 
chamber with an approximate spacing of 0.25mm.  
The experimentally observed striations are spaced at 
approximately 0.21mm apart which is comparable to 
the modelled results.  The small discrepancy between 
spacings may be due to inaccuracies in the fluid 
channel dimensions used in the simulation. 
Based on the predicted pressure gradients, it is 
estimated that the lateral gradient of potential energy 
density (to which radiation force is proportional) may 
be as much as 85% of the more dominant axial 
gradient, measured in the central region of the fluid 
layer near the plane of symmetry.  This suggests that 
radiation forces as a result of enclosure modes will 
significantly influence the trajectory of a particle and 
resulting separation performance of the device. 
Lateral variations in the fluid layer acoustic field 
also cause variations in the axial strength of the 
radiation force which may influence the effectiveness 
of particle separation.  The action of lateral radiation 
forces will induce particle agglomeration, such as the 
striations observed, allowing short range inter-particle 
forces to cause particles to cluster further and 
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sediment out of suspension, consistent with 
observations. 
 
4.2  Influence of Side-wall Width 
 
In figure 4 it can be seen that when the thickness 
of the side-wall is decreased from 0.9mm (a) to 
0.2mm (b), the distinctive lateral variations lose 
definition and the field becomes more uniform across 
the width.  The magnitude of the lateral variations is 
highly dependent on the impedance presented to the 
fluid by the side wall and in this case, the lower 
acoustic impedance offered by the thinner side wall 
results in a reduction in acoustic pressure at the fluid 
chamber/side-wall boundary and a more uniform 
lateral field. 
In all three plots of figure 4, the acoustic 
pressure variations within the fluid layer increase in 
magnitude from the sidewall boundary towards the 
centre of the fluid layer (from right to left).  
Correspondingly, the magnitude of the axial (y) 
acoustic radiation force will increase to a maximum at 
the centre and therefore a particle will converge 
towards the nodal plane at a greater rate within the 
centre of the fluid layer. This is consistent with 
measurements of acoustic pressure in a similar device 
[8]. 
Generally the results suggest that by reducing 
the side-wall width, particles passing through the fluid 
layer will move towards a better defined nodal plane 
across the fluid layer width, rather than moving to 
acoustic hot spots and forming striations. In addition it 
may be possible to tune the performance of existing 
devices by the removal of wall material. 
 
4.3  Influence of Side-wall Material 
 
Figure 4(c) illustrates the mode shape for the 
through-thickness resonant frequency, but replacing 
the 0.9mm wide Pyrex side-walls in figure 4(a) with a 
rectangular cross-section elastomer region.  A 
significant difference between the fluid layer mode 
shapes of figures 4(a) and 4(c) can be seen with the 
latter, using the elastomer side-wall, not predicting the 
presence of acoustic hot spots across the width of the 
fluid layer and, although the contours suggest a small 
degree of variability in the acoustic field, it is 
significantly more uniform.  The elastomer region 
appears to exhibit its own low amplitude enclosure 
mode as a quadrant pattern can be discerned. 
The improved lateral uniformity of the acoustic 
field could be in part attributed to the properties of the 
elastomer material being more closely matched to the 
fluid, significantly altering the impedance boundary 
conditions of the fluid layer and mode patterns.  
 
 
(a) 
 
 
       
 
 
 
(b) 
       
 
 
(c) 
       
 
 
Figure 4: Results of FEA modal analyses using a) the 
geometry and materials of the fabricated test device and 
boundary conditions applied to the model, b) reduced side-
wall width and c) alternative side-wall material (silicone 
elastomer). 
 
5.  Conclusions 
 
Within particle manipulation devices, lateral 
variations in the acoustic field can give rise to lateral 
radiation forces which significantly influence the 
trajectories of particles and cause particles to 
agglomerate at certain sites.  Although acoustic 
interference and structural modes can give rise to 
lateral variations, this paper demonstrates that acoustic 
enclosure modes are a likely cause within the 
separator device and should be investigated further.   
The model predicts that due to enclosure modes 
acoustic ‘hot spots’ exist across the width of the fluid 
layer, their location corresponding with particle 
striations observed in experiment.  The simulations 
0.9mm 
Symmetry plane 
Pyrex 
Water filled cavity 0.9mm 
0.2mm 
Silicone 
elastomer 
Rigid boundary 
Pressure 
release 
boundaries 
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also predict that excitation of enclosure modes can 
give rise to lateral forces which are of the same order 
of magnitude as the axial forces.  FEA is presented as 
a useful tool to investigate the influence of geometric 
and material variations upon the acoustic field.  
Further development of the model will allow near-
field and structural modes to be simulated. 
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Particle Concentration Using a Microfabricated Ultrasonic Resonator
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Ultrasonic radiation forces have been used by a number of investigators to bring about particle
separation. Several strategies have been developed for bringing this about. Some devices rely on
particle agglomeration and settling, some use the ultrasonic field to enhance the filtration efficiency
of a porous mesh and others rely on laminar flow in conjunction with flow splitters to extract high
and low concentration streams from different outlets. The majority of the devices using this latter
technique have worked most successfully as clarifiers allowing the extraction of a filtered, particle-
free sample. The particle concentration in the remaining fluid is increased, but by a relatively low
factor. However there are many applications, biosensing systems for example, in which a flow-
through device able to increase particle concentration significantly would be of use.
Recently researchers have shown that ultrasonic resonators can be designed which are able to force
particles towards a solid boundary, rather than to the centre of a fluid layer as had typically been
the case and devices able to achieve this have been fabricated using bonded silicon and Pyrex
microstructures. Such structures offer the possibility of designing a flow-through microfluidic
device able to concentrate particles in order to increase the sensitivity of down-stream particle
detection systems.
This paper describes the modelling, design and fabrication of such a microfabricated concentrator.
The importance of the correct positioning of the standing wave nodal plane is discussed, along
with the influence of flow rates and profiles on concentrator performance. It is shown that there
are several different modes of operation which can be used within the same resonator structure
and the advantages and disadvantages of these are discussed. Test results of a prototype device
demonstrate the performance with different particles and at different flow rates are included.
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Glass reflector
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Figure 1.  Typical structure of layered resonator 
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Abstract—An ultrasonic resonator has been microfabricated 
from layers of silicon and Pyrex. A fluid channel of 
approximately 200µm in depth is etched into the Pyrex and 
allows particles within the fluid to be moved by acoustic 
radiation forces into the pressure nodal planes of the ultrasonic 
standing wave. Depending on the required application this can be 
used to generate a particle-free fluid sample, to concentrate 
particles prior to analysis, or to move particles to a surface within 
the resonator to aid analysis. In previously published work this 
resonator has been driven using a thickness mode bulk 
piezoceramic. While this has provided reasonable performance, 
the adhesion of the piezoceramic plate to the silicon has proved 
both the least repeatable and the least reliable element of the 
fabrication process. It has also been a factor in the long-term 
failure of test devices. To overcome these issues, multilayer thick-
film printed actuators have been developed to replace the bulk 
piezoceramic. Thick-film processing offers an effective means of 
depositing active materials onto substrates, and the technique is 
compatible with the microfabrication process, allowing multiple 
actuators to be printed onto a wafer comprising multiple devices. 
A variety of structures has been tested on ceramic substrates and 
shown to provide acceptable acoustic outputs when compared 
with bulk transducers mounted on identical substrates. A two-
layer actuator provides a good performance without excessive 
complexity and this configuration has been used on the 
resonator. Further acoustic and flow modeling of the device is 
described, and this has been used both to improve the channel 
geometry and to select better operating conditions for the system. 
It is shown that the thick-film actuated device working at the new 
operating conditions provides significantly improved 
performance when compared with the bulk piezoceramic device, 
and in particular is able to offer a five-fold reduction in 
concentration for 1µm latex particles, which had previously 
proved difficult to manipulate successfully. 
Keywords – microfluidic; layered resonator; ultrasonic standing 
wave; radiation forces; µTAS. 
I.  INTRODUCTION 
Miniaturized systems for carrying out chemical and 
biological analysis, often known as micro total analysis 
systems (µTAS) or “Lab on a Chip”, are currently the subject 
of significant research interest. An important aspect of many 
such systems is their ability to handle particles and a variety of 
techniques has been explored, notably the use of 
electrophoresis [1]. An alternative technology, well suited to 
handling particles in the 1-50 µm size range, is the use of 
ultrasonic standing waves. 
Particles or cells in an acoustic standing wave experience 
acoustic radiation forces which tend to move them to nodal 
planes of that standing wave [2]. This can be used to 
agglomerate [3], filter [4] or fractionate [5] particles. An 
important area for the exploitation of such forces is in 
microfluidic systems [6] where resonators with critical 
dimensions of a wavelength or less at ultrasonic frequencies 
can, in particular, be used to manipulate biological cells.  
This paper describes the use of various modeling 
techniques to design a multi-layered resonator suitable for use 
as a microfluidic filter, and its microfabrication from silicon 
and Pyrex. It also describes the refinement of the initial design 
by improved flow profiles within the device and the use of 
novel, thick-film ultrasonic actuation. 
II. INITIAL RESONATOR DESIGN AND FABRICATION 
A. One Dimensional Acoustic Modeling 
Figure 1 shows the typical structure of a layered resonator 
used to generate the standing waves required for particle 
manipulation. A simple one dimensional transfer impedance 
model has been used in the initial stages of the design of 
microfabricated resonators [7, 8]. While reducing the system to 
a single dimension ignores many important features of the 
system, as is discussed below, such models are a useful starting 
point for selecting materials and geometries.  
It was decided to manufacture the resonator from silicon 
and Pyrex so as to be compatible with other microfluidic 
devices made using common wet etching techniques. Standard 
The authors gratefully acknowledge the help of the Engineering and 
Physical Sciences Research Council and Dstl in funding this work. 
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Figure 2.  Schematic of particle separator showing movement of 
particles through the device 
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Figure 3.  Above: separation of yeast particles based on an initial 
concentration of 0.2% weight. Below: separation of 1 micron latex particles 
based on an initial concentration of 0.016% weight. Applied voltage is input 
voltage to amplifier. 
silicon wafer of 525 µm thickness was chosen and the 
impedance transfer model was then used to select appropriate 
layer thicknesses for the fluid layer and the Pyrex reflector 
layer. Dimensions were chosen so as to: 
• Position the pressure node at the required plane of the 
channel 
• Provide good acoustic energy density 
• Be robust to uncertainties in modeling parameters and 
manufacturing tolerances. 
B. Mode of Operation and Fabrication 
The one dimensional model described above was used to 
select layer thicknesses such that the operating frequency was a 
half wave resonance with a node close to the centre of the fluid 
layer [6]. It can be shown that combinations of layer 
thicknesses can be used to place the node at arbitrary positions 
within the fluid layer [9], even adjacent to the reflector to 
produce a quarter wave resonance. Such a quarter wave 
resonance can be used in a similar device to concentrate 
particles, but this application uses the half wave mode to 
produce a clarified, particle free sample of fluid, as shown 
schematically in figure 2.  
Initial devices were fabricated with either single or double 
chamfered ports in the silicon layer. This was achieved using a 
double sided alignment process and standard wet KOH etching 
leaving chamfers at the angle of 54.7o. The chamber was then 
formed by etching a 1.7mm thick Pyrex wafer to the desired 
depth of 240µm. Ultrasonic actuation was achieved using bulk 
pzt attached to the silicon layer with adhesive 
C. Flow modeling to predict performance 
Models were also developed to predict the particle paths 
through the device, under the influence of both the flow regime 
and the acoustic field applied [10]. This work has allowed the 
device separation performance to be predicted under a range of 
operating conditions  
Within the acoustic field, particles are subject to the 
primary acoustic radiation force, a buoyancy force and a Stokes 
drag force. As the particles move under these forces the 
concentration ϕ  at height z varies as: 
( )
z
tzz
t
tz
∂
∂−=∂
∂ ),(),( ϕϕ &  
The acoustic transfer impedance model has been extended 
and used to solve the above equation numerically to provide a 
profile of concentrations across the fluid and a prediction of 
separation efficiency. 
III. PERFORMANCE OF THE INITIAL DEVICE 
The device was tested using the experimental procedure 
described by Harris et al. [11] and the experimental results 
compared with model predictions of outlet concentrations. In 
the experiments for yeast, a total flow rate of approximately 
0.053ml/s was maintained, 25% of which passed through outlet 
1.  For the 1µm latex particles these figures were 0.028ml/s and 
21% respectively. 
The modeled results for the separation of 1 micron particles 
(Figure 3, lower graph) compare reasonably well with the 
experiment results. Generally, the experimental results show 
slightly lower concentrations than modeled predictions, which 
can be attributed to the adhesion of particles to the walls within 
the fluid network surrounding the separator. At higher voltages, 
particles tend to clump together under higher acoustic forces, 
potentially disturbing the laminar flow required for successful 
separation and limiting the possible clearance through outlet 1. 
For the separation of yeast (upper graph), the modeled results 
are more optimistic than the experimental results. The initial 
concentration of the yeast was quite high at 0.2% compared to 
that for the 1µm latex particles where 0.016% was used. This 
high concentration may impede the motion of the yeast cells 
towards the nodal plane, indeed clumping was observed to be a 
greater problem with the yeast than with the latex particles. 
However, at high voltages separation is successful, producing a 
high degree of separation. 
IV. MODIFICATION AND FURTHER MODELING 
A. Modification of Fluid Channels 
Computational fluid dynamics (CFD) was used to analyze 
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Figure 4.  The effect of increasing the offset of upper and lower masks on 
the inlet channel geometry (above) and the modeled flow for cases 1 & 3 
(below). 
 
Figure 5.  Extent of eddy region downstream of inlet duct for both single 
etched, double etched and parallel sided geometries over a range of flow rates 
and plotted for both CFD and experimental results.   
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Figure 7.  Power measurements for a two layer thick film pzt structure.   
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Figure 6.  Finite element analysis of the fluid and Pyrex layer showing 
lateral variations in the acoustic field.   
the flow regime in the device. It was apparent that the 
performance was being hindered by recirculation zones 
associated with the overlaps of the Pyrex and the silicon layers. 
A study was undertaken to establish if improved geometries for 
inlet and outlet ducts were available [12], while still 
constrained by etch angles of the anisotropic etches used. The 
top section of figure 4 shows how this was achieved by 
offsetting the top and bottom etches, finally resulting in parallel 
sided ducts as shown in case 3. This resulted in an improved 
inlet/outlet flow, as predicted by the CFD profiles in the lower 
part of figure 4.  
The validity of the CFD modeling was tested by measuring 
the extent of the visible eddy zones at different flow rates and 
comparing them with the predicted zones, for a single sided 
etch (as shown in figure 2), a double sided etch (geometry 1 in 
figure 4) and a parallel sided etch (geometry 3 in figure 4). In 
figure 5 the size of the eddy region is plotted as a function of 
flow rate. It can be seen that eddy size is strongly related to the 
fluid flow rate.  An initial inspection shows that the CFD 
results underestimate the length of the eddy region, however 
they both show that the double-etched geometry produces a 
slightly smaller eddy region compared to the single etch 
geometry up to a flow rate of 0.5ml/s.  When a parallel sided 
etch was used an eddy region was no longer visible. 
B. Modeling Lateral Acoustic Forces 
Finite element analysis of the separator was undertaken 
using ANSYS.  In experiment lateral forces were seen to form 
striated patterns in the direction of the fluid flow.  Modal 
analysis has been used to predict the nature of resonance within 
the separator fluid channel and Pyrex layers.  In 1 dimension 
the results match those of the acoustic impedance transfer 
model, yet in 2 dimensions variations in the field across the 
width of the fluid channel are predicted, an example of which 
is shown in figure 6.  The image shows the acoustic pressure 
field at a half wave resonance (3.4MHz). In the fluid region 
variations exist in both the x and y directions.  Although the 
dominant force is in the y-direction, the contour plot suggests 
that particles will also move across the width of the channel in 
the x-direction as observed experimentally.  Modifications of 
the side wall geometry strongly influence the modeled pattern 
of pressure variations, allowing the strength of the lateral 
forces to be reduced relative to the axial forces. 
C. Thick Film Piezoelectric Actuation 
The device described above uses a bulk pzt actuator glued 
to the silicon carrier layer. Such a technique is time and labor 
intensive requiring careful alignment significant effort to create 
repeatable adhesive layers. Thick-film technology represents a 
convenient way of depositing active materials, and 
developments in processing and paste formulation [13] have 
allowed the technology to be implemented on silicon. It gives 
several advantages over bonding bulk material in that it is 
inherently a batch process, so an entire wafer of devices can be 
printed in one go. It also gives good repeatability as no bonding 
layer is required.  
The thick-film actuating mechanism is manufactured by co-
firing several layers of PZT at 890˚C each separated by a gold 
electrode layer, onto a suitable substrate, in this case silicon. 
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0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 100 200 300 400 500
Voltage to amp (mVpp)
R
el
at
iv
e 
co
nc
en
tra
tio
n 
(o
ut
le
t/i
nl
et
)
Outlet 1 - Modelled
Outlet 2 - Modelled
Outlet 1 - Expermental
Outlet 2 - Experimental
 
Figure 8.  Above: separation of 1 micron latex particles using thick-film 
actuated device.  
Co-firing is a technique whereby multiple layers are printed 
and dried before being fired once as a complete structure, 
avoiding the successive degradation of activity caused by 
repeated firings. In order to develop a suitable actuator, 
multilayer structures were first printed on 630µm thick 96% 
alumina tiles. Several devices were constructed consisting of 1, 
2 or 3 PZT layers. The selected process and multilayer 
structure was then applied to a micromachined silicon wafer, 
525µm thick for use in the ultrasonic separator. The printed 
thicknesses of the PZT layers were measured at around 80µm. 
The firing profile used was a standard thick-film cermet 
profile, with a peak temperature of 890 °C, held for 15 minutes. 
The structure requires polarization after firing, and this was 
achieved by applying a 4MV/m field at 150˚C for 30 minutes 
across each layer in parallel, before allowing the structure to 
cool with the field still applied. 
The main advantage in producing a multilayered structure 
is that it enables larger displacements to be generated than 
would be possible with a single layer having the same total 
thickness, for a given actuating voltage. In addition, layering 
the structure allows lower absolute voltages to generate the 
required polarizing field strength.  
The piezoelectric activity of the test actuators was 
measured using a Take Control PM35 piezometer. The activity 
increased with the number of layers as expected.  Direct 
measurements of the acoustic output power from the test 
actuators were also made using an acoustic force balance [14]. 
Power input and output for one of the two layer structures is 
shown in figure 7. On the basis of these tests a two layer 
structure was selected as a good compromise between 
simplicity of manufacture and piezoelectric activity.   
V. PERFORMANCE OF THE MODIFIED DEVICE 
Further fluid modeling suggested that in order to separate 
1µm particles successfully a lower flow rate would be required. 
In experimental tests of the modified device the total flow rate 
was 5.1µl/min with a flow rate split between the outlets of 
75%/25% between outlets 1 and 2 
Figure 8 shows modeled and experimental results for outlet 
concentrations using 1µm particles in the modified separator. 
Comparing figures 3 and 8 it can be seen the maximum 
clearance obtained with the thick film device was significantly 
better than that obtained using the bulk pzt actuation (roughly a 
five fold reduction in concentration compared with a two fold 
reduction).  This is due, in part, to the use of lower flow rates 
but at the operating frequencies used the performance of the 
two actuation methods is comparable.  The device does not 
quite match the predicted performance at higher voltages, but 
the trends are predicted well by the electro-acoustic & flow 
modeling. 
VI. CONCLUSIONS 
It has been shown that a microfabricated resonator can be 
used to manipulate micron scale particles and, in this 
configuration, substantially reduce the particle concentration in 
flow through operation. The performance of the separator can 
be improved by the selection of appropriate flow rates through 
the modeling techniques described.  Further, multilayer thick 
film pzt actuation provides an efficient and convenient 
alternative to bulk pzt. 
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A Multilayer Thick-film PZT Actuator for MEMs Applications 
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recent developments in material composition and device structure have allowed screen printed 
structures to deliver powers equivalent to bulk devices. 
 
Keywords Ultrasonic, MEMS, thick-film 
 
INTRODUCTION 
 
Work at Southampton has been progressing 
to develop an alternative to bonded bulk 
PZT for silicon MEMS actuators. Thick-film 
deposition represents a convenient way of 
depositing active materials, and 
developments in processing [1] and paste 
formulation [2] have allowed the technology 
to be migrated to silicon. This work 
describes an extension of this processing 
allowing piezoelectric coefficients to be 
achieved that are comparable to bulk PZT. 
The motivation for this development was to 
design a thick-film actuator to drive a 
microengineered ultrasonic acoustic 
separator, previously tested using a bulk 
element, and results are reported for this 
new device. 
 
DESCRIPTION OF ACTUATOR 
 
The actuating mechanism is manufactured 
by co-firing several layers of PZT at 890˚C 
each separated by an electrode layer. 
Several test devices were constructed, 
these consisting of either 1, 2 or 3 PZT 
layers, printed onto a ceramic substrate, and 
the results from these test samples were 
used to design a final actuator for use on 
silicon. In addition, a device using a bulk 
PZT drive element, glued to the silicon was 
constructed to allow a comparison. 
 
Figure 1 A Multilayer Structure 
 
Figure 1 shows a three layer structure.  The 
PZT paste is formulated within the Research 
Group [2]. The electrodes are thick-film gold. 
The structure requires polarisation and this 
was achieved by applying a 4MV/m field at 
150˚C for 30 minutes across each layer in 
parallel. The main advantage in producing a 
multilayered structure is that it enables 
larger displacements to be generated than 
would be possible with a single layer of the 
same total thickness, effectively increasing 
the d33 coefficient. This results in lower drive 
voltages being required. 
 
TEST RESULTS 
 
d33 coefficients were measured using a Take 
Control PM35 meter. A layer of waterproof 
conformal coating was then sprayed on to 
seal the devices against water ingress. 
 
Impedance Measurements: 
 
 The devices were mounted in a frame to 
allow ease of handling, and mounted face 
down in a beaker of degassed water. 
Impedance measurements were taken using 
a HP 4192A LF impedance analyser. These 
measurements enabled the transducer 
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resonance frequency to be identified, and it 
was noted that this varied with the number 
of layers in a repeatable manner (Table 1). 
 
Acoustic Power Measurements and 
Electrical Power Calculations:  
 
An acoustic force balance (Ohmic 
Instruments UPM-DT-1) was used to 
measure the acoustic output power of the 
devices. These were then compared with 
the calculated power input to the device. 
This was calculated using the measured 
impedance, the known input voltage 
amplitude, and output impedance and gain 
of the driving amplifier.  
 
Type d33 typical 
(pC/N) 
Resonant 
frequency 
Efficiency 
% 
Bulk 246 3.4MHz 18 
1 layer 81 5.7MHz 36 
2 layer 178 4.9MHz 43 
3 layer 323 3.9MHz 35 
Table 1: A comparison of results for different 
devices 
 
The test devices have shown themselves to 
be more efficient at converting electrical 
energy into acoustic energy transmitted into 
water [5], then an equivalent bulk device 
(figures 2 and 3), and it was concluded that 
a two layer device would prove suitable for 
the separator application. 
 
 
Figure 2 Power measurements for a bulk PZT 
drive element 
 
Figure 3 Power measurements for a 2 layer 
thick-film structure 
 
ULTRASONIC SEPARATOR 
 
The principle of the operation of the 
separator is given in reference [3] and the 
model used to predict its operation is given 
in [4].  The thick-film separator performance 
was modeled and the results are 
incorporated in figure 8 for 1 micron latex 
particles.  
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Figure 4 Cross-section of an ultrasonic 
separator 
 
Figure 4 shows a cross-section of a typical 
device. In brief, the actuator is used to 
establish an acoustic standing wave within 
the cavity, and particles within the fluid are 
driven to the nodes by radiation forces. In 
this device we are working with a half-wave 
cavity. 
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This concentrates the particles within a layer 
in the centre of the cavity, and by adjusting 
the relative flows at the outlets, a ‘clean’ and 
a ‘dirty’ flow can be extracted.  
 
SEPARATOR CONSTRUCTION 
 
 
Figure 5 A cross-section of a device 
 
A wafer of devices was fabricated and a 
two-layer thick-film actuator was deposited 
on the silicon in place of the bulk PZT. The 
silicon wafer was a standard 525µm wafer, 
etched with access ports as indicated in 
figure 4, and an etched Pyrex wafer was 
anodically bonded to this wafer to create the 
device. A 2 layer actuator was printed with 
gold electrodes, and polarised , as 
described previously. A sample device was 
sliced longitudinally and is shown in figure 5. 
This picture shows (from right to left) the two 
PZT layers, the silicon carrier layer, the fluid 
gap and finally the Pyrex backing layer, and 
gives a good indication of the relative scales 
of the different layers. 
 
 
Figure 6 Detail of the PZT layers 
  
Figure 6 shows a more detailed photograph 
of the thick-film layer. A good uniformity of 
printing is apparent, with the PZT layer 
being about 82µm thick. The gold electrode 
layers are also visible. Impedance 
measurements indicate that the composite 
structure has a resonance of about 3.9MHz 
in air. When filled with water, impedance 
measurements show that the two predicted 
half wave modes were present, indicating 
that the model should give a good indication 
of the performance of the device. The device 
was operated at the peak at 4.4MHz. 
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Figure 7 Real part of impedance (solid – 
measured, dotted - modelled) 
 
SEPARATOR TEST 
 
The experimental procedure was as 
described in [6], in that turbidity 
measurements were taken using a 
Honeywell APMS-10GRCF turbidity sensor, 
previously calibrated against a 
haemocytometer for the latex particles used. 
The total flow rate through the device was 
5.1ul/min with a flow rate split between the 
outlets of 75/25%. The performance of the 
separator running at 4.4MHz was measured  
at different drive voltage levels, thus 
verifying the predictions of the model. Figure 
8 shows the measured performance, 
compared with the predicted performance 
from the model. 
 
CONCLUSIONS 
 
The successful results show that the thick-
film PZT actuator performs well as an 
acoustic source in this application, and 
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further that the previously developed model 
for predicting the performance of bulk PZT 
driven concentrators has been verified for 
thick-film PZT actuators. In addition, it can 
be concluded that thick-film actuators are 
more efficient than bonded bulk PZT 
actuators for this application. We therefore 
conclude that thick-film multilayer actuators 
are a viable alternative to bonded bulk PZT 
actuators, with the added advantage of 
being batch processable on a wafer scale. 
 
 
Separation of 1 micron latex particles at 4.4MHz
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Figure 8 Performance of a thick-film actuated 
separator  
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