This document does not derive the equations provided for mean waiting time, etc. If interested, see http://www.ece.virginia.edu/mv/edu/715/html-files/lect.htm. To follow the derivations in the queueing theory document, you will need background in probability and statistics, stochastic processes and Markov chains.
M/M/m queue
The underlying Markov chain is again a birth-death process with for and (1)
Solving the Markov chain for steady-state probabilities, we get:
for , and
for .
We call traffic intensity in the M/M/1 queue derivation as it is called in [5] , page 368. In [6] , page 824, is called traffic load. In an M/M/1 queue, the utilization (i.e., probability that the server is not idle) turns out to be equal to . For an M/M/m queue, the condition for stability is . Traffic load should not be dependent on . But here both [5] and [4] 
. NOTE THIS REDEFINITION OF (confusing to redefine but it helps the analytics).
Using (4) and , we derive as:
Mean number of customers in the system in the steady-state can be computed:
If is a random variable denoting the number of busy servers, then:
where (11) . Therefore the utilization of any individual server is , while the average number of busy servers is equal to traffic intensity . If we define utilization of the system to be , it is equal to the traffic intensity (same as in M/M/1 queue).
See [9] , page 492: is called per-server utilization and is called total traffic intensity.
Unit of is defined in [9] , page 492 as measured in the Erlangs. is also referred to as total load on the system. Same as in [6] .
Probability of an arriving job finding that all servers are busy is called Erlang-C formula and is given by:
(see (10) and (11)) (12)
It's also called Erlang's delayed-call formula.
Average number in queue (not in service) is: 
, which is the same as .
M/M/1 queue, M/M/m queue and m M/M/1 queues with m-times slower servers
See Fig. 2 below. In TDM/FDM sharing schemes, the link bandwidth is divided among flows. In the first case, the arrival process is split. Example: typical grocery store queues where there is a separate queue for each checkout clerk. In the second case, the arrival process feeds one queue, but there are m-times slower servers. Example: airline check-in counters with the one long "snaking" queue.
(20)
, where and (22) How do these compare? Try the matlab programs. In comparing (ii) and (iii) in the QT lecture, we said under light loads (iii) is far better, and under heavy loads, they are both the same (example
[4], page 177).
Under light loads , then 
Under heavy loads, and , then (24)
M/M/1/n system
Here we consider a queueing system with Poisson arrivals, exponential service time, one server and buffers. In previous sections, the buffer space is assumed to be .
Birth-death Markov chain with the last state being . Apply detailed balance equations:
, or
(5) ----------------------------------------------------------- 
