[1] The quantitative estimate of earthquake damage due to ground shaking is of pivotal importance in geosciences, and its knowledge should hopefully lead to the formulation of improved strategies for seismic hazard assessment. Numerical models of the processes occurring during seismogenic faulting represent a powerful tool to explore realistic scenarios that are often far from being fully reproduced in laboratory experiments because of intrinsic, technical limitations. In this paper we discuss the prominent role of the fault governing model, which describes the behavior of the fault traction during a dynamic slip failure and accounts for the different, and potentially competing, chemical and physical dissipative mechanisms. We show in a comprehensive sketch the large number of constitutive models adopted in dynamic modeling of seismic events, and we emphasize their prominent features, limitations, and specific advantages. In a quantitative comparison, we show through numerical simulations that spontaneous dynamic ruptures obeying the idealized, linear slip-weakening (SW) equation and a more elaborated rate-and state-dependent friction law produce very similar results (in terms of rupture times, peaks slip velocity, developed slip, and stress drops), provided that the frictional parameters are adequately comparable and, more importantly, that the fracture energy density is the same. Our numerical experiments also illustrate that the different models predict fault slip velocity time histories characterized by a similar frequency content; a feeble predominance of high frequencies in the SW case emerges in the frequency ranges [0.3, 1] and [11, 50] Hz. These simulations clearly indicate that, even forgiving the frequency band limitation, it would be very difficult (virtually impossible) to discriminate between two different, but energetically identical, constitutive models, on the basis of the seismograms recorded after a natural earthquake.
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INTRODUCTION
[2] There are two rather different approaches to quantitatively describe a natural process: the first is a stochastic model, and the second is a physical model. As also pointed out by Vere-Jones [2010] , a stochastic model (sometimes synonymously referred to as a statistical model) accepts that several aspects of the phenomenon under study are out of range, and they are replaced by unknowable, and hence random, processes, whose behavior cannot be predicted exactly but can be described in probability terms. Statistical mechanics (where the statistical properties of interactions of microscopic entities control the macroscopic behaviors) and decision-making (or prediction) models are examples of stochastic models. Descriptive models, such as GutenbergRichter's frequency-magnitude law [Gutenberg and Richter, 1944] or the Omori law [Jeffreys, 1938] , can be regarded as canonical examples of stochastic models in seismology [see also Rundle et al., 2003] . On the other hand, the pivotal importance in a physical model is the understanding (and hence the prediction) of all the details of the considered phenomenon, and consequently, it does not include random components.
[3] In this paper we focus on the second framework, specifically applied to the description of earthquakes, that is, local, unstable, irreversible episodes of motion of rocks. Earthquakes are associated with the release of accumulated stress (due to tectonic motion) and the consequent excitation of seismic waves that radiate in the Earth and ultimately affect the ground. Since they largely take place (with few exceptions) in the opaque interior of the Earth, they cannot be observed directly. Moreover, there is a ubiquitous ignorance about the initial conditions of the fault zone where the earthquakes occur (e.g., the initial distribution of stresses) and, more severely, about the physics that govern the process itself. As a consequence, earthquake seismology nowadays falls in between classical physics, where the uncertainties of measures are attributed to the error of 1 observations, and quantum physics, where uncertainties represent an intimate feature of nature. The glossary section reports the most technical concepts and quantities that might be cryptic for scientists not directly involved in the dynamic modeling of the earthquake source and fault mechanics.
Geological Inferences
[4] Geological studies provide some information about the structure of the fault zones where an earthquake event takes place. The first pioneering representation of a natural fault is its mathematical definition as a surface (not necessarily a plane) of discontinuity, having zero thickness, where the continuum approximation is no longer valid [e.g., Kostrov and Das, 1988] . In continuum mechanics, the Newton's law of dynamics
(where m is the mass of material point, x ≡ (x 1 , x 2 , x 3 ) is its position in R 3 , and F ≡ (F 1 , F 2 , F 3 ) is the applied force vector) is replaced by the fundamental elasto-dynamic equation (or Cauchy momentum balance law),
(where r is the cubic mass density of the deforming rock, U ≡ (U 1 , U 2 , U 3 ) is the infinitesimal displacement (or deforma- Figure 1 . Scheme of the fault structure. The gray surface is oriented through the normal unit vectorn, which defines the positive and the negative size. The zoomed part of the sketch incorporates the prominent parts of the fault zone, the slipping zone (having width 2w), and the damage zone, surrounded by the undamaged host rock.
tion) vector (defined as the difference between the deformed and undeformed (initial) states of the body, U i ¼ df
is the Cauchy stress tensor, f ≡ ( f 1 , f 2 , f 3 ) is the body forces vector (such as gravity, electric, or magnetic forces), the Einstein's index summation is assumed, and the subscript j indicates the spatial derivative with respect to the j coordinate). When a fault surface is present in the medium, it introduces a discontinuity in the displacement field, which can be defined as the differential motion along parts of the interface:
where U + and U − are displacement vectors on the two sides of the surface, oriented through its normal unit vectorn (see Figure 1 ). We refer henceforth to u = u(x, t) as the fault slip.
(Italicized terms are defined in the glossary, after the main text.) When the term on the left-hand side of equation (2) is considered in the whole range of sliding speeds, we deal with a fully dynamic problem. Sometimes this inertial term is neglected for velocities smaller than a threshold value [e.g., Belardinelli et al., 2003] ; in this case, we solve the problem in the quasi-static regime (see Bizzarri and Belardinelli [2008] for a further discussion).
[5] Geological field observations [Evans and Chester, 1995; Chester and Chester, 1998; Lockner et al., 2000; Heermance et al., 2003; Sibson, 2003; Billi and Storti, 2004] suggest a more complex characterization of natural fault zones, as reported in Figure 1 , that basically consists in a volume where different tribochemical products (such as gel, decarbonation products, nanopowders, and melts) and fluids are present. More specifically, the coseismic slip on a mature fault often occurs within an ultracataclastic, gougerich, and possibly clayey zone (the foliated fault core), generally having a thickness of the order of few centimeters. The fault core, which typically is parallel to the macroscopic slip vector, is surrounded by a cataclastic damage zone, which can extend up to hundreds of meters. This region is composed of highly fractured, brecciated, and possibly granulated materials, and it is generally assumed to be fluidsaturated. Outside the damage zone we have the host rock, basically composed of undamaged materials [e.g., Wilson et al., 2003] . Observations tend to suggest that the slip is accommodated along a single, nearly planar surface, the prominent slip surface (referred to as pss; see Figure 2 ), sometimes called principal fracture surface (pfs), which generally has a thickness of the order of millimeters [Rice and Cocco, 2007] . One possibility to model a seismogenic fault is to assume that, when the breakdown process is realized (i.e., the traction is degraded down to its kinetic, or residual, level), the fault structure reaches a mature stage and the slip is concentrated in one (or sometime two) pss, which can be in the middle or near one border of the fault core (symmetric or asymmetric disposition, respectively [see Sibson, 2003] ). This applies to the Punchbowl fault, but we emphasize that the paradigm of this fault representing a typical fault has become problematic. The localization to that narrow slip zone (indicated by the symbol 2w in Figure 1 ) generally takes place at the early stages of the deformation and, in general, varies in magnitude as a function of the depth. Moreover, field observations from exhumed faults indicate that fault zones grow in width by continued slip and evolve internally as a consequence of grains size reduction [e.g., Engelder, 1974] .
Forward and Inverse Models of Faults
[6] In the representation of an earthquake source, there are two different approaches. The first approach [Burridge, 1969; Budiansky and Rice, 1979] consists of the determination of the variations (with respect to an initial state) of the components of the stress due to a prior-assigned (and hence known) spatiotemporal evolution of fault slip. Let us assume, for the sake of simplicity, that the earthquake rupture occurs on the plane x 3 = 0, and let the portion of that plane where the rupture has already occurred at time t be denoted with the symbol S(t). We also assume that no opening or material interpenetration is allowed, and therefore, the component of the slip normal to the fault plane is zero (u 3 = 0). The problem to be solved is then
where a, b = 1, 2 and K ab is the linear combination of spatial derivatives of the Green's kernel G ab , which represents the solution of the elementary problem (i.e., the displacement in the b direction due to a unitary, point-like, instantaneous force applied in the a direction in the position (x 1 ′, x 2 ′, 0) and at time t′ [see, e.g., Das and Kostrov, 1987] ). This clearly appears to be a kinematic approach (also known as an inverse approach) because it dispenses with the theoretical need to introduce hypotheses concerning the inter- Reprinted from Chester and Chester [1998] with permission from Elsevier.
actions between the two sides of the fault, that is, the constitutive law which governs the rupture process. Since {u a } a=1,2 are assumed to be known, the synthetic displacement {U i } i=1,2,3 in a generic point of the medium surrounding the fault and at time t can be easily expressed as [e.g., Aki and Richards, 2002] U i 1 ; 2 ; 3 ; t ð Þ¼
where g ai is the Green's kernel which expresses the i component of U when an impulsive fault slip velocity in the a direction is applied in x = (x 1 ′, x 2 ′, 0) at t = t′. If we know the distribution of the final fault slip, u tot a (x 1 ′, x 2 ′), we can express the last term in the integral (5) as follows:
with t r being the rupture times (defined as the instant at which a fault point (x 1 ′, x 2 ′, 0) fails) and _ f being the so-called source time function (the choice of which is the primary cause of ambiguity in kinematic models of earthquake ruptures [e.g., Piatanesi et al., 2004] ).
[7] The second approach (referred as Lamb's solution [Richards, 1979] ) allows the retrieval of the evolution of the fault slip due to the stress changes on the fault and can be regarded as a dynamic solution. The equation reads
where again a, b = 1, 2.
[8] The Lamb's integral solution can be classified as a forward problem; from the specification of geometrical settings of the fault, its governing equation, and its initial state, we are able to follow the temporal evolution of the rupture and the wave propagation in the medium. A widely adopted approach in the modeling of the seismic source [e.g., Lapusta and Liu, 2009 ] is the so-called radiation damping approximation [Rice, 1993] ; in this case the traction evolution on the fault is expressed as
where C ab are the elements of the stiffness kernel pertaining to an elasto-static solution calculated by Chinnery [1963] for dislocations in an elastic half-space, v load is the loading velocity (tectonic plate motion), and h is a constant depending on the rupture mode (see section 2.1). Equation (8) was first derived by Cochard and Madariaga [1994] in two dimensions; in three dimensions this relation was derived by Fukuyama and Madariaga [1998] in the space-time domain and by Geubelle and Rice [1995] in the frequency domain. The term in the square brackets (also named the source term) represents the slip deficit with respect to the plate motion, while the last term in (8) mimics the dynamic effects of the rupture propagation and makes the approach quasi-dynamic.
The Governing Law for Natural Faults
[9] From a theoretical point of view the introduction of a governing (or constitutive) equation for a fault is the most important ingredient to make a deterministic description of the earthquakes feasible. A constitutive model basically consists of an analytical relation (or a set of coupled equations) which relates a physical quantity (e.g., stress tensor components) to some observables. Mathematically, a governing model can be regarded as the fault boundary condition, in analogy to the traction-free condition at the ground surface and to the domain boundary condition [Bizzarri and Spudich, 2008] .
[10] The earlier, epitemal example of governing equation in seismology is the stress strain, generalized Hooke's law for linear elastic materials, which reads [Landau and Lifchitz, 1967] 
where C ijkl is the fourth-order tensor of elastic constants (C ijkl = ∂ 2 W/∂e ij ∂e kl , with W the free energy of the body; in the special case of isotropic medium,
, where l the first Lamé's constant, G the rigidity of the elastic medium, d ij the Kronecker's delta, and all subscripts vary from 1 to 3 [Jeffreys and Jeffreys, 1972] ) and e ij is the second-order infinitesimal strain tensor (e ij ¼ df 1 2 (U i,j + U j,i )).
[11] A fracture criterion is a binary condition which specifies in terms of energy or maximum frictional resistance [Reid, 1910; Benioff, 1951; Parton and Morozov, 1974] if, in a given point of the cracking material and at a given time, there is a rupture or not. On the contrary, a constitutive model describes the behavior of the deforming medium before and after the fracture process. Independent of whether a constitutive model has an empirical origin or if it has been derived from first principles, the objective of a governing model is to describe, as realistically as possible, the behavior of a fault. Quoting Chinnery [1969, p. 222] , "[t]he usefulness of any theory must be judged on its ability to predict new results, which may then be compared with observation."
[12] The central issue in the formulation of a constitutive equation for faults is the specification of the behavior of the frictional resistance on the sliding interface [see also Scholz and Hanks, 2004] . A constitutive model has to account for the wide number of chemical and physical processes, potentially interacting and competing, that occur during faulting. Far from being exhaustive [see also Bizzarri, 2009b] they include the mechanical lubrication [Brodsky and Kanamori, 2001] , the thermal pressurization of pore fluids [e.g., Sibson, 1973; Andrews, 2002; Cocco, 2006a, 2006b; Rice, 2006] , the flash heating of microasperity contacts [Bizzarri, 2009a; Noda et al., 2009] , the melting of rocks and gouge [Jeffreys, 1942; McKenzie and Brune, 1972; Nielsen et al., 2008 Nielsen et al., , 2010 Bizzarri, 2011a] , the variation in normal stress due to heterogeneous distribution of material parameters across the fault surface [Weertman, 1980; Ben-Zion, 2006a , 2006b Andrews and Ben-Zion, 1997; Andrews and Harris, 2005; Dunham and Rice, 2008] , the changes in the chemical environment [Hirose and Bystricky, 2007; Han et al., 2007] , the gouge acoustic fluidization [Melosh, 1979 [Melosh, , 1996 and gelation [Goldsby and Tullis, 2002] , the influence of humidity [Dieterich and Conrad, 1984] , the effects of fault roughness [Ohnaka, 2003] , the memory of the previous slip episodes [Ruina, 1983] , and coseismic triggering of mineral dehydration reactions [Brantut et al., 2008] , among others. Analytically, we can write [Bizzarri, 2009b] 
where t is the L 2 -norm of the shear traction vector T of Figure 1 , {O i } i=1,…,N are the physical observables (dynamic variables) mentioned above, {w i } i=1,…,N are the relative importance of each single process, and {p i } i=1,…,M are the constitutive parameters. Within the Amonton-NavierCoulomb framework [Coulomb, 1785] we can simplify equation (10) by making the dependence on the effective normal stress s n eff = s n − p fluid explicit (s n being the tectonic load and p fluid being the pore fluid pressure [Terzaghi et al., 1996] ):
with m being the coefficient of friction (defined as the ratio between the friction force acting on two sliding bodies and the normal load pressing them together). The proportionality of friction force to normal force, on which Byerlee's law [Byerlee, 1978] is based and which identically translates into the independence of friction force on the macroscopic area of contact, is an empirical approximation (i.e., not fundamental). We emphasize that equation (11) is no longer valid if plastic or viscous deformations occur as a consequence of melting process and state changes [Fialko, 2004; Nielsen et al., 2008 Nielsen et al., , 2010 Bizzarri, 2011a] ; in this case the shear traction can be described through a Newtonian rheology, which, in the simplest (linear) case, reads t = _ e, where is the dynamic viscosity of the melt material.
[13] The simplest governing equation consists of the prescription of two different levels of shear stress on the fault, as depicted in Figure 3a in a specific fault point x. Following Savage and Wood [1971] , at time t r (the rupture, or onset, time) the rupture occurs and the fault traction abruptly fails from the upper yield stress level t u (sometimes referred to as limiting stress or fracture strength) down to the kinetic stress level t f , which is sustained during continuous sliding and maintained until the termination of the rupture (occurring at the stopping time t s ). This process accounts for the stress release, associated with the breakdown stress drop:
In this model it is assumed that the initial (i.e., prior to the rupture) value of the shear stress t 0 equals t u , so that the strength excess Dt 0 = t u − t 0 [Boatwright and Quin, 1986] is zero. In Dugdale's model [Dugdale, 1960; Barenblatt, 1962] the stress drop occurs when the fault slip reaches a characteristic amount d 0 .
[14] A slightly more elaborate model is reported in Figure 3b , which shows that the instantaneous stress drop is preceded by a hardening phase, during which the shear traction somehow increases from its initial value up to the yield stress. This stage is caused by the stress concentration near the rupture tip, which enforces the development of the crack [e.g., Griffith, 1921] . We can now define the dynamic stress drop [Brune, 1970] :
We also note that this model accounts for a possible dynamic overshoot [Scholz, 2002] , preceding the end of the rupture, which defines the static stress drop
and the average stress hti = (t u + t 2 )/2 [Savage and Wood, 1971] .
[15] It is clear that both the two previous constitutive models assume that the failure is instantaneous (it occurs at time t r ) with an abrupt release of stress. More severely, some components of the stress tensor in a medium containing a crack become singular at the tip of the crack [e.g., Ida, 1972; Broberg, 1999] . This is obviously unphysical, in that no material can sustain an infinite stress. Barenblatt [1959a Barenblatt [ , 1959b introduced the concept of cohesive forces to overcome this problem, which in turn would lead to the formulation of more elaborated constitutive models, as described in detail in sections 3-7.
Numerical Models
[16] A characteristic of a nonspontaneous rupture model is that the velocity of a moving rupture tip is prescribed. Conversely, a spontaneous problem is the one where the velocity is a solution itself of the problem (as well as the shape and the instantaneous position of the rupture front). The rectangular fault, Haskell's model [Haskell, 1964] , which represents the fault slip as a wave propagating with a prescribed rupture velocity v r , and the steady state Yoffe's problem [Yoffe, 1951] are two well-known examples of nonspontaneous earthquake models.
[17] For the second class of problems it is not possible to find a closed-form analytical solution, and therefore, a numerical solution is needed. Moreover, in some situations free-surface topography, anisotropy, nonplanar interfaces, spatially variable gradients of velocity, density, and quality factors are necessary ingredients for a faithful description of the real-world events, and they further complicate the solution of the elasto-dynamic equation for faults. Computer simulations can be envisaged as a type of experimental approach in the case of conditions that cannot be reproduced in laboratory experiments of intact rock fracturing and/or sliding friction on preexsisting surfaces. Provided that a numerical code satisfies the three basic properties, (1) the consistency of the discretized (algebraic) equations with respect to the original differential equations, (2) the stability, and (3) the convergence of the numerical solution, the goodness of the obtained synthetic solution has to be validated through a systematic comparison against other numerical solutions, obtained independently, and with different numerical algorithms [e.g., Bizzarri et al., 2001; Harris et al., 2009] . Another essential feature of a numerical code is represented by the computation requests (or the computational efficiency), expressed in terms of memory requirements and CPU time. The latter can be successfully reduced by the utilization of optimized mathematical libraries and parallelization paradigms, such as the Message Passing interface (MPI; http://www.mcs.anl.gov/mpi/) and the Open Multi-Processing application programming interface (OpenMP; http://www.openmp.org).
[18] In the literature (see Moczo et al. [2007] for a comprehensive review on the subject) several numerical codes have been used to simulate dynamic earthquake ruptures, some of them belonging to the class of boundary elements approaches (boundary elements and boundary integral equation methods), as well as to the class of domain methods (finite differences (FD), finite elements (FE), spectral and pseudospectral elements, and hybrid FD and FE).
KEY QUANTITIES IN EARTHQUAKE SOURCE DYNAMICS
[19] Readers who are already familiar with earthquake source dynamics may wish to skip the present section. In all cases the sliding surface is the plane x 3 = 0 and no opening or interpenetration of material is allowed, so that u 3 = 0 in all cases. Moreover, the thin gray line identifies the rupture tip, separating the fractured area from the region at rest (unfractured); the black arrow denotes the local rupture tip enlargement direction; and the colored vectors denote the local fault slip vectors (the latter can be associated to the rake of the rupture). The equation of motion for the spring-slider analog fault model is indicated in Figure 4a ; that pertaining to the other models is r€ u i = s ij,j + f i . Figure 4a is from Bizzarri [2010e].
Dimensionality of the Problem and Rupture Modes
[20] A rupture model is often classified depending on its dimensionality. We define the dimensionality of a problem as the number of dependences of its solutions (such as fault slip, its time derivative (fault slip velocity), traction, etc.) from the spatiotemporal coordinates. Figure 4a shows a widely adopted (see Gu et al. [1984] , among many others) fault analog model, the 1-D harmonic oscillator (springslider system), where the unique dependence is that on the time t. In this framework a block of mass m (per unit surface) is solicited by an external load (the loading rate of tectonic origin _ 0 = kv load ) and slides on an interface against a frictional resistance t, specified through the governing law. The elastic effect of the medium surrounding the fault is mimicked by the elastic constant of the spring (k). The presence of external load allows for the simulation of the whole seismic cycle, that is, the slow nucleation processes, the coseismic phase (where the stress is released), and the postseismic and interseismic stages that finally lead to subsequent instabilities.
[21] A natural extension of this model is the inherently discrete Burridge-Knopoff model [Burridge and Knopoff, 1967] , made popular in the physics community by Langer [1989a, 1989b] because of its capability to reproduce the Gutemberg-Richter law [e.g., Saito and Matsukawa, 2007] . In this case there are multiple blocks of mass m connected by springs having potentially different elastic constants that mimic the possible spatial heterogeneities in the elastic medium (see also Huang et al. [1992] and the concerns raised by Rice [1993] ). As well as cellular automata, block-spring arrays have been used in statistical mechanics approaches.
[22] Shear modes II and III (in-plane and antiplane modes, respectively) exhibit a dependence on t and one spatial coordinate, along which the fracture advances (x 1 in the case reported in Figure 4 ). The 2-D mixed mode geometry ( Figure 4c ) consists in the superposition of both modes II and III, causing two nonnull components in the solutions. However, each of them is independent on the antiplane direction (x 2 in Figure 4 ). Finally, a truly 3-D model (as in Figure 4d ) still has nonnull components in the solutions, but each of them now has a dependence on both the two on-fault spatial coordinates. In the spring-slider model there is no possibility to define the rupture tip, that is, the line separating the portion of the fault surface which has already experienced the rupture from that which is still at rest (unbroken portion of the fault). On the contrary, the rupture tip is an infinite line, perpendicular to the direction of propagation of the rupture in the case of 2-D geometries, while it is a closed line in the case of a truly 3-D model. As already pointed out, the shape of the rupture is a part of the solution of spontaneous rupture problems (see section 1.4), and it is primarily controlled by the fault geometry and its rheological properties. For a homogeneous, isolated rupture the front assumes a shape similar to an ellipse (see Bizzarri and Cocco [2005] , among many others).
[23] The coupling of the two components of fault slip is controlled by the governing model; although several studies prescribe that the slip vector has only one nonnull component [Olsen et al., 1997; Fukuyama and Madariaga, 1998; Aochi et al., 2000; Fukuyama et al., 2003] , even in homogeneous conditions we observe a rake rotation (i.e., an azimuthal change of the slip vector) during the rupture propagation [Bizzarri and Cocco, 2005] . For faults with large aspect ratios (i.e., when fault length L f is very large with respect to the fault width W f ) a 3-D rupture tends to degenerate to a pure in-plane mode of propagation, in that the effects of the rupture front curvature tend to diminish as long as the rupture propagates.
Fundamental Quantities for Dynamic Earthquake Models 2.2.1. Geometrical Aspects
[24] One important piece of information needed to solve a forward earthquake problem is the geometrical characterization of the fault system, expressed in terms of the presence of the multiple segments, fault branching and bending, and nonplanarity effects [Aochi et al., 2000; Poliakov et al., 2002; Kame et al., 2003; Fliss et al., 2005; Bhat et al., 2007] . Additionally, the roughness of contacting surfaces generates a very complex local structure, as compendiously summarized by Gladwell [1980] . The surface roughness, commonly characterized through various statistical measures of the profile on a logarithmic scale, is an important requisite in the mechanical lubrication model proposed by Brodsky and Kanamori [2001] . En passant, we may observe that the concept of real, or nominal, area of contact [Bowden and Tabor, 2001] and the contact mechanics models are based upon the concept of microscopic asperity of a rough surface. All these ingredients characterize the topologically complex multiscale networks of faults, where earthquakes take place.
Strength Parameter
[25] In section 1.3 we introduced the concept of stress drops (static, dynamic, and breakdown stress drops are shown in equations (14), (13) and (12), respectively). The ratio between the strength excess and the dynamic stress drop defines the strength parameter which was first introduced by Das and Aki [1977a, 1977b] :
[26] The dimensionless parameter S (sometimes referred as seismic ratio [e.g., Templeton and Rice, 2008] or S factor) quantifies how a fault point is prone to rupture and has been used to discriminate [Andrews, 1976] between subsonic and supersonic earthquakes, that is, ruptures traveling slower or faster than the S wave speed. Figure 5 . The time evolutions of fault slip and fault slip velocity in a generic fault point x discriminate between (a) crack-like rupture and (b) pulse-like rupture. In the former case, u continuously increases, and v reaches a final value v 2 [see also Bizzarri and Cocco, 2003] . In the latter case, v has a compact support, defining the slip duration t pulse ; correspondingly, u saturates and reaches the final value u tot . As in the pioneering steady state crack problem formulated by Yoffe [1951] , the pulse-like rupture exhibits a leading edge (identified by the rupture time t r ) and a trailing edge, where healing occurs. The quantity t r is defined when v > v l , a threshold value (see section 2.2.5 for further details).
Characteristic Length Scale
[27] Another prominent quantity for forward earthquake models is the characteristic length scale appearing in the constitutive model, as we will see in more detail in sections 3-7. Each nonlinear chemical and physical process occurring during natural faulting is associated to a length scale, spatial or temporal; as an example, we mention here the duration of the stress release (named the breakdown time, T b [Bizzarri et al., 2001] ) during which the friction drops, in some way, from the yield stress down to the residual level. The presence of a characteristic scale length makes it theoretically possible to move from the scale of laboratory experiments to the real-world fault structures. Of course, an open issue remains about the scaling of the values of the parameters of some laws inferred in laboratory experiments to the natural scale.
Total Fault Slip and Healing Phenomena
[28] A crack-like earthquake rupture is an unstable slipping event for which the slip accumulated on the fault surface continues to increase through time. Conversely, a pulse-like (also named self-healing) rupture exhibits a maximum (saturation) slip and a corresponding short slip duration (i.e., a short time interval, the dislocation risetime, during which the fault slip velocity is nonzero). A schematic representation of these two rather different types of ruptures is shown in Figure 5 .
[29] Several studies [e.g., Heaton, 1990; Kanamori and Anderson, 1975] suggest that most earthquakes, for which the slip inversion of high-frequency seismic records is possible, propagate as slip pulses. The introduction of a contrast in material properties, rheological heterogeneities on the fault, and analytical regularizations of the constitutive law (see section 7.4) are all viable mechanisms to model pulse-like ruptures [Bizzarri, 2010c] .
Rupture Speed
[30] The rupture speed v r expresses how fast an earthquake propagates or, in other words, the velocity at which the rupture front advances. Let t r be the rupture time in a generic fault point x (see also Figure 3 ), defined as the time instant when the fault slip velocity in x exceeds a threshold value v l [Bizzarri and Belardinelli, 2008, and references therein] . We can then calculate v r as the inverse of the slowness:
where r x is the spatial gradient operator. Equation (16) is a local estimate, and it has been also named tangent rupture speed [Day, 1982] to distinguish it from the average (or secant) rupture speed, expressed as below:
where x H is the location of the hypocenter. As a consequence of the principle of causality, v r ′ is everywhere smaller than the P wave speed (v P ), and it may be smaller than S wave speed (v S ) even if v r is locally greater than v S .
[31] Contrary to the general understanding in the 1960s (when it was accepted that earthquake ruptures would propagate at the Rayleigh or v S speed at maximum), in subsequent decades supershear propagation has been the subject of an increasing number of analytical, numerical, and experimental studies [Bizzarri et al., 2010 , and refer- Figure 6 . Correlation between the total fracture energy, U G (equation (19)) and scalar seismic moment, M 0 (equation (21)) for different numerical simulations of fully dynamic, 3-D, spontaneous ruptures obeying to different constitutive laws (reported in the legend). Overall, our statistics are based upon the analysis of about 44 million fault nodes. For comparison we report the power law by Tinti et al. [2005] (gray line, with exponent of M 0 equal to 1.18) inferred from kinematic modeling of some real earthquakes. Modified from Bizzarri [2010d] .
ences therein]. While observations of crustal earthquakes have revealed that most ruptures tend to propagate with an average velocity roughly equal to 0.8 v S [Heaton, 1990] , they also indicate that large (M > 7.1), and thus, potentially the most damaging, strike-slip earthquakes might preferentially propagate supersonically [Das, 2007; Bizzarri and Spudich, 2008] .
Fracture Energy
[32] Another key parameter in earthquake source problems is the fracture energy density, E G , defined as the amount of energy (for unit fault surface) necessary to maintain an ongoing rupture which propagates on a fault [Bizzarri, 2010d, and references therein] . The understanding of the earthquake energy balance (i.e., the determination of the amounts of energy dissipated by thermal processes, by the seismic wave emission, and during cosesimic ruptures) is one of the most challenging issues in earthquake source physics [e.g., Brown, 1998 ]. Kostrov and Nikitin [1970] show that the fracture energy plays a central role in energy balance, in that the energy radiated through seismic waves is expressed as the strain energy minus E G plus a term due to time dependence of the stress.
[33] Mathematically, we can define E G (where E G is measured in joules per square meter) in a fault point as follows [Bizzarri, 2010d] :
where d is the amount of cumulative slip u at which the value of the magnitude t of the fault shear traction T reaches the residual level of friction t res attained after the completion of the stress release (t res can be identified with t f or t 2 in Figure 3b ).
[34] The total fracture energy U G (where U G is measured in joules) is the integral of E G over the whole fault surface:
where x maps the fault surface S. While the quantity E G is a local estimate (potentially heterogeneous over the fault surface), U G is a global estimate, which characterizes the whole seismic rupture event as the seismic moment.
Seismic Moment
[35] Again, in the case of a 3-D fault in x 3 = 0 (the generalization to other fault geometries is straightforward), the seismic moment can be written as
where {M 3a } a=1,2 are expressed through the so-called seismic potency P a , which quantifies the amount of devel- [Rice, 1980] . At the end of the numerical experiment or when the fault slip has reached its final value, u tot , we then have the scalar seismic moment M 0 (roughly expressed also as GhuiA, where hui is the value of u tot averaged over the fractured area A ⊆ S), which in turn is related to the event magnitude M w through the well-known relation [Kanamori, 1977] 
where M 0 is measured in Newton meters. Numerical simulations of synthetic earthquakes obeying various constitutive models indicate that the two quantities U G and M 0 are related by a power law relation of the type
[36] The results, based on the analysis of about 44 million fault nodes, are reported in Figure 6 , from which we found that the exponent p equals 1.13, in agreement with previous findings based on kinematic modeling of some real earthquakes [Bizzarri, 2010d , and references therein]. (24)) constitutive laws. In both cases the region marked with gray represents the fracture energy density E G , defined in equation (18).
Equation (22) indicates that the energy-moment ratio goes as M 0 p−1 .
TIME-WEAKENING CONSTITUTIVE LAW
[37] In the present section and in sections 4-8 we discuss various constitutive models, where the traction drop is not abrupt, as in the idealized models presented in section 1.3. We start with the time-weakening (TW) model (see Figure 7a ), which prescribes that fault traction weakens with increasing time over a characteristic time t 0 [e.g., Andrews, 1985; Bizzarri et al., 2001] :
where m u s n eff = t u , m f s n eff = t f , and t r is the rupture time, defined above (section 2.2.5). Alternatively, we can define t r as the instant of time at which a wave propagating from the hypocenter x H at the forcing velocity v force reaches the local fault point x (kx − x H k/v force ) or as the time at which the shear traction in the fault point x reaches the value t u [Andrews, 2004] .
[38] In this case, the breakdown process (i.e., the release of stress) is accomplished over a finite time t 0 , which is the length scale of the governing model and formally represents the breakdown time T b mentioned above (section 2.2.3). In this model there is no an explicit description of the hardening phase, which causes the increase of the traction from the initial level t 0 up the yield stress t u .
[39] The TW friction (equation (23)) has been demonstrated [Bizzarri, 2010a] to be a viable mechanism to simulate the nucleation of a rupture obeying the SW friction law (see equation (25)) by reproducing the transition between a nonspontaneous rupture (propagating at fixed, prior imposed speed v force ) and a spontaneous rupture.
POSITION-WEAKENING FRICTION
[40] Another way to remove the singularity of the solutions near the rupture tip caused by the instantaneous drop in traction (Figure 3 ) consists in the prescription of a finite spatial length (R 0 ) over which the stress release is accomplished (see Figure 7b ):
where x = kx − x H k. This equation has been introduced by Palmer and Rice [1973] , and more recently, it has been adopted by Bhat et al. [2007] . As in the previous model, in this case the weakening begins when shear stress on the fault first reaches t u on an unslipped part of the fault. After the rupture onset, t does not decrease linearly with the fault slip u, but moderately different from linear, approaching t f at large slips.
SLIP-DEPENDENT GOVERNING RELATIONS

Linear Slip Weakening
[41] One of the most widely used governing models in earthquake source dynamics studies (see Andrews [1976] and Day [1982] , among many others) is the linear SW friction law (black line in Figure 8a ), postulating that the fault traction decreases as a function of the fault slip [Ida, 1972] :
in which the characteristic SW distance d 0 is the counterpart of t 0 and R 0 in the models given by equations (23) and (24), respectively. We can also regard d 0 as the measure of the process region, that is, when the fault traction is released. This model is based upon the concept of cohesive force, first introduced by Barenblatt [1959a Barenblatt [ , 1959b for tensile (mode I) cracks, which can be associated to the interatomic force (molecular cohesion) and on the assumption that it primarily depends on displacement discontinuity. Physically, the traction weakening can be interpreted as the abrasion of microasperities of the sliding surface, leading to the decrease of frictional resistance; when the surfaces are soft the slipweakening proceeds fast, and when they are very hard the abrasion rate is very small. In this model the slip begins when traction reaches the upper yield stress, as in the standard model of stick-slip friction [Scholz, 1998] , and for this reason SW is sometimes misleadingly regarded as a fracture criterion (section 1.3).
[42] As for the governing models given by equations (23) and (24), the numerical implementation and the adoption of equation (25) is straightforward, in that all the most prominent quantities (stress levels and characteristic length) are assigned as input parameters. In the literature the quantity u has been considered either as the L 2 -norm of the slip vector at actual time t (u(x, t) = ku(x, t)k) [Bizzarri and Cocco, 2005] or as the slip path (u(x, t) = R t 0 dt′kv(x, t′)k) [Day et al., 2005] . By construction, the differences in between the two formulations are relevant only for slip amounts smaller than d 0 and can become appreciable for highly heterogeneous spatial distributions of constitutive parameters leading to significant rake rotation.
Nonlinear Slip-Weakening Laws
[43] Laboratory experiments [e.g., Okubo and Dieterich, 1984] showed that the frictional resistance degrades with ongoing slip near the rupture front along a preexisting fault, corroborating the theoretical (let us say mathematical) introduction of the SW behavior [Rudnicki, 1980] and thus providing a more physical foundation of this governing model. Stick-slip failure episodes simulated with a Tsukuba granite sample sawn in two along the diagonal (i.e., a precut fault surface) by Ohnaka and Yamashita [1989] revealed a more complex dependence on the fault slip [see also Abercrombie and Rice, 2005] :
where m 0 is the value of the friction coefficient at t = 0 (m 0 s n eff = t 0 ) and d′ is a characteristic distance controlling the weakening stage (blue line in Figure 8b ). The constitutive parameters a OY and b OY control the slip-hardening process contained in this model, that is, the increase of traction for increasing slip at the earlier stages of the rupture process. This preparatory stage, also documented in kinematic inversions of seismic data [e.g., Ide and Takeo, 1997] , basically consists of microcracking, which precedes the imminent traction drop.
[44] We can also see that in this model the weakening phase is not linear, as in the idealized model given by equation (25), but exponential, as earlier postulated by Lachenbruch [1980] , and it recalls the theoretical derivation of Matsu'ura et al. [1992] , e(u/d′)e −(u/d′) [see also Stuart, 1979; Stuart and Mavko, 1979] . We also mention that an exponential weakening was also introduced by Rice [2006, equations (16) and (23)], in describing two end-member models for thermal pressurization. Noticeably, the traction versus slip curve resulting from the model given by equation (26) closely resembles the cohesion-decohesion curve described by Broberg [1999] .
[45] As pointed out by dynamic earthquake models of Bizzarri [2010b] , the traction behavior described by the model given by equation (26) 
where m
gu/u h , g is a dimensionless constant (g ≡ ln(0.05); since g < 0, then t does not diverge for arbitrarily large u), and v SS is a cutoff velocity (red lines in Figures 8a and 8b) . The model given by equation (27) can be regarded a slip-and rate-dependent friction law, in that the dependence on v is explicit.
[46] In both models given by equations (26) and (27), the maximum traction and the amount of slip at which t is at the final, residual level are not given explicitly, but they can be easily expressed in terms of governing parameters (Bizzarri and Belardinelli [2008] and Bizzarri [2010c] , respectively; see Figure 8 ). In fact, a weakening phase different from linear was already suggested theoretically in the pioneering paper by Ida [1972] . On the other hand, in their 2-D, antiplane numerical simulation of a spontaneous rupture propagation, Ionescu and Campillo [1999] and Voisin [2002] adopted a slip-dependent friction which is a C 1 (R) function (not only C 0 (R) as the model given by equation (25)):
where p IC 2 [0, 1]. When p IC = 1 the constitutive friction law (28) reduces to the linear model (25).
Power Law Slip-Dependent Models
[47] By fitting laboratory experiments conducted with a rotary shear (annular simple shear) apparatus, Chambon et al. [2006] propose the following constitutive model,
which formally is a power law SW (where the exponent p CEA is nearly equal to 0.4).
[48] We remark here that all constitutive models presented so far can account only for a single instability event. The models given by equations (23) to (29) predict that the fault traction remains at (or asymptotically reaches) the final level and do not contain any mechanism which can model the fault restrengthening, that is, the stress increase leading up to another fault instability. This is one of the most prominent features of the rate-and state-dependent friction laws (discussed in section 7), contributing to their success in the application to seismic cycle modeling.
RATE-DEPENDENT MODEL
[49] Presently, the most prominent dependence on traction of physical observables ({O i } in equation (10)) is still unclear, and it is the matter of an animated debate in the tribological community [Bizzarri and Cocco, 2006c; Bizzarri, 2009b] . Several dynamic studies [Carlson and Langer, 1989b; Madariaga and Cochard, 1994; Cochard and Madariaga, 1994 ] employed a simplified version of the purely rate-weakening friction law, originally proposed by Burridge and Knopoff [1967] :
in which v * is a reference value of the fault slip velocity. A similar analytical relation
was proposed by Beeler et al. [2008] to describe the flash weakening at high speed (see also next section 7.5).
RATE-AND STATE-DEPENDENT MODELS
Dieterich Law With True Aging
[50] A class of constitutive models which has been largely employed in several earthquake source studies is based upon the so-called rate-and state-dependent (RS) friction. In these models the traction explicitly depends on fault slip velocity (v(x, t) = kv(x, t)k) and on a collection of state variables {Y i } i=1,…,K , accounting for averages of (arbitrarily complicated) states of the sliding interface [Ruina, 1983] :
[51] The analytical expression of friction, which is not formulated in an integral or differential form, is coupled with ODEs (expressed in terms of the functions {g i } i=1,…,K ) that describe the time evolution of the state variables [Kosloff and Liu, 1980] . The latter account for the effects of previous slipping episodes, so that RS laws are often referred to as friction laws with memory. RS models are empirical, in that they have been originally obtained by earlier laboratory experiments [Dieterich, 1978 [Dieterich, , 1979 [Dieterich, , 1980 [Dieterich, , 1981 Ruina, 1980] conducted on bare surfaces, simulating the stick-slip behavior [Brace and Byerlee, 1966] in a "sandwich" servo controlled shear apparatus (the hold-slide-hold mechanism is realized through abrupt changes in sliding speed). Of course, these conditions are first-order approximations of reality, where the slip velocity varies continuously through time. The recent efforts in the laboratories are mainly devoted to achieve these conditions [Sone and Shimamoto, 2009; Niemeijer et al., 2009] , as well as high normal stresses.
[52] Although Tullis and Weeks [1986] fit laboratory data by using two state variables [see also Horowitz, 1988; DeDontney et al., 2006; Liu, 2007] , the most largely employed formulation of a RS law incorporates only one state variable, Ψ. In Dieterich's model, Ψ physically represents the average contact time of the microasperity contacts, accounting for the fact that the force required to initiate rock slip is directly proportional to the time of nominal stationary contact of the two sliding blocks [Dieterich, 1972 [Dieterich, , 1978 :
with m * being a reference value of the friction coefficient (m * ffi 0.6) [Byerlee, 1978] and a′ and b′ as two constitutive parameters [see also Teufel and Logan, 1978] . The quantity m appearing in equation (32) has to be therefore interpreted as the value of the static friction coefficient. The logarithmic term provides a restrengthening during the interseismic phase. Alternatively, the state variable has been thought to represent the surface dilatation [Tolstoi, 1967] or compaction [Sleep, 1995] . The model, named also RS with true aging, reads
where L (sometimes written as D c by experimentalists) is the characteristic distance which controls the state variable evolution and can be also interpreted as the distance needed to significantly change the properties of the sliding surface. The evolution law for the state variable permits the friction to evolve on stationary contacts, in agreement with the laboratory observations of Beeler et al. [1994] . The constitutive parameter a describes the slip-hardening phase, the so-defined direct effect, which can be associated with the function F(u) in the model given by equation (27), while the parameter b describes the short-range evolution effect of traction and its long-range velocity strengthening. Physically, a and b represent the effects of thermally activated exponential creep occurring at the microscopic level (microasperity contacts) and govern the formation of faults by strain rate localization and the macroscopic processes of earthquakes. When the system starts from an initial velocity v 0 = v * , then m * formally defines the initial value of fault traction (m 0 in equation (26)).
[53] When (d/dt)Ψ = 0 the system is in its steady state and the correspondent value of fault traction is
where the positivity of the quantity (B − A) ≡ (b − a)s n eff discriminates between velocity-weakening and velocitystrengthening behaviors [Gu et al., 1984] that in turn rep-resent a tendency to produce an unstable and a stable sliding, respectively [Tse and Rice, 1986] . The term (B − A) physically represents the decrease of traction from its initial value to the residual level after a sudden increase of a factor e of the loading velocity (in general it holds a − b = Dm ss /Dln(v)). We conclude by emphasizing that a and b are material properties, and therefore, they are expected to depend on temperature, pressure, etc.
[54] By reporting the solutions of a spontaneous rupture obeying to constitutive model given by equation (33) in a phase portrait (i.e., in a traction versus slip velocity diagram), we noticeably observe that t is not a one-valued function of v [e.g., Bizzarri et al., 2001] , as also found in laboratory experiments [e.g., Ohnaka, 2003 ]. This appears to be in contrast to the analytical function of model in equation (30).
Ruina-Dieterich's Governing Law
[55] An alternative to the aging model given by equation (33) has been proposed by Ruina [1980 Ruina [ , 1983 ; its standard (or classical) form reads
in which the dimensionless state variable Q (which obeys to the so-called slip evolution law) can be regarded as a dummy, internal variable, in that it does not have a precise physical meaning, in contrast to that of Dieterich's model.
[56] As demonstrated by Bizzarri and Cocco [2003] , the model given by equation (33) reduces to an effective the SW law [see also Okubo, 1989] , in that the traction degrades down to a residual level (t f eq , the equivalent kinetic stress) over a slip amount d 0 eq , the equivalent SW distance:
where Ψ 0 is the initial value of the state variable and v 1 is the slip rate when the traction reaches t f eq and which can be expressed exploiting the shear impedance relation (v 1 ffi 4 v S D d G ; see Bizzarri and Cocco [2003] for analytical details). Numerical simulations show that, for constant effective normal stress, the ratio d 0 eq /L is nearly 10 to 15 for Dieterich's model (see equation (33)) and nearly 3 to 5 for Ruina-Dieterich's governing law (equation (35)).
[57] Sometime the model given by equation (35) is written by considering a state variable , which equals to Q/b; in this case the evolution equation
. Noticeably, simple algebra shows that model (35) can be retrieved from model (33) by considering the definition of the state variable proposed by Rabinowicz [1958] :
Moreover, by considering
the model (35) translates into [Beeler et al., 1994; Roy and Marone, 1996] :
in which the analytical expression of t equals that of the Dieterich model (see equation (33)). Also, for models given by equations (35) and (39) An important improvement in the framework of the RS laws consists of the incorporation of possible variations of the effective normal stress, due, for instance, to changes in thermally pressurized pore fluid pressure. Models (33) and (39) can be then generalized as follows Dieterich and Linker, 1992] :
respectively. The dimensionless additional constitutive parameter a LD has been derived experimentally by changing the applied load and provides a coupling between the state variable and the effective normal stress. The models given by equations (40) and (41) have been adopted in 3-D spontaneous dynamic models of Cocco [2006a, 2006b ] to quantify the effect of thermal pressurization mechanism, showing that variations in s n eff enhance the dynamic and breakdown stress drops (section 1.3), the degree of instability of the fault (by promoting supershear ruptures [see also Bizzarri and Spudich, 2008] ), and increase both the equivalent SW distance (equation (36)) and the fracture energy density (section 2.2.6).
Prakash-Clifton's Model
[59] Prakash and Clifton [1993] and Prakash [1998] , by considering pressure-shear frictional experiments, propose the following constitutive model to account for possible variations in the effective normal stress:
where two additional state variables (Y 1 and Y 2 ) are inserted, as well as two additional evolutionary equations. This model was not largely used in the literature, especially because of the difficulty to constrain the additional constitutive parameters and the additional scale lengths. It is clear that the single-variable models presented in section 7.2 are more straightforward when the model has the need to accounts for possible temporal variations of the effective normal stress. The most prominent difference between the former models and the latter model is that equations (40) and (41) predict a step change in the frictional resistance, while equation (42) indicates a continuous evolution of t after the step in effective normal stress.
Regularization at Low Slip Velocities
[60] Classical RS models (equations (33), (35) and (39)) pose the analytical problem of their divergence in the limit of vanishing sliding velocities. To circumvent this limitation a term +1 has been often introduced in the argument of logarithms in the model expressed by equation (33) [e.g., Okubo, 1989; Bizzarri et al., 2001 ], which in turn introduces a high-velocity cutoff in the analytical expression of t (the velocity dependence in the model is maintained because of the presence of v in the evolution equation for the state variable) [Bizzarri and Cocco, 2006c] .
[61] Alternatively, another modification of Dieterich's model (33) (essentially due to Perrin et al. [1995] [see also Zheng and Rice, 1998 ]) consists of the introduction of a regularization at low speeds, parameterized through the velocity v r :
Analogously, we propose here the following regularization of model (35):
[62] Although there are no experimental support or physical reasons to introduce these arbitrary analytical modifications to the classical RS laws, these regularized models have been introduced with the primary objective of reproducing, under special assumptions on the initial shear stress, the self-healing rupture propagation (see section 2.2.4), as suggested by slip inversions of high-frequency seismic records of earthquakes [Heaton, 1990; Beroza and Mikumo, 1996; Kanamori and Anderson, 1975] .
[63] While for the models expressed by equations (43) and (44) the slip duration is not prescribed, in the model introduced by Cocco et al. [2004] it is explicitly controlled by the input parameter t h [see also Nielsen et al., 2000] :
where g h = 1 s. As shown by Cocco et al. [2004] in two dimensions, the model given by equation (45) is also able to produce self-healing slip pulses, as equation (43) does.
Ruina-Dieterich Model With Flash Healing
[64] The reduction of the friction coefficient due to flash heating of microcontacts originates from studies on metals [e.g., Archard, 1959] , and it was first applied to earthquakes by Goldsby [2003a, 2003b] . Following the model of Rice [2006] , since the real contact area of a sliding interface is smaller than the macroscopic area in contact, the macroscopic fault temperature (T f ) changes much slower than the temperature on a single asperity. This causes the rate of heat production at the local contact to be higher than the average heating rate of the nominal area. The flash heating phenomenon is activated when the fault slip velocity exceeds a critical velocity,
(where c is the thermal diffusivity; c is the heat capacity for the unit volume of the bulk composite; D ac is the diameter of asperity contacts; t ac is their local, contact strength; and T weak is a constant weakening temperature at which the shear strength of asperities begins to decrease). At high speeds (namely, for v > v fh ) the classical Ruina-Dieterich model (35) is then modified into [Bizzarri, 2009a; Noda et al., 2009] :
In this case, the steady state at high speed differs from equation (34):
[65] Bizzarri [2009a] shows that the inclusion of FH considerably increases (compared to classical model (35)) the peaks in slip velocity (nearly 50 times), the breakdown stress drop (more than 3 times), and the degree of instability of the fault, tending to favor the supershear rupture regime. More interestingly, for highly localized shear the FH causes a fast restrengthening process subsequent to the dynamic stress release, leading to the self-healing of slip. On the contrary, unless spatial heterogeneities of frictional parameters are introduced on the fault [Bizzarri et al., 2001] or some special regularization of analytical formulations of the governing model are inserted (see section 7.4), the RS models produce crack-like solutions. Moreover, the FH phenomenon increases the propensity of the fault to melt earlier and cannot prevent it from occurring, leaving us with the remaining mystery of why actual evidence of melting is so rare [e.g., Sibson, 2003 ] (see also the discussion by Kirkpatrick et al. [2009] Chester and Higgs [1992] and Chester [1994] . These authors found that an abrupt temperature increase induces direct and evolution effects similar to, but in the opposite sense as, those caused by a step increase in slip velocity. Moreover, they found that the characteristic distance controlling the evolution effect (i.e., the decrease of traction) is roughly the same for both temperature and rate variations. The resulting model reads
where R is the universal gas constant; Q a and Q b are apparent activation energies controlling the rate-limiting processes pertaining to the direct and evolution effect, respectively; and T * is a reference absolute temperature. By assuming T * = T 0 f (T 0 f being the initial fault temperature), the value of the steady state friction pertaining to the model expressed by equation (48) equals the classical relation (equation (34)). The explicit dependence on the temperature developed by frictional heat that appears in the actual governing model (48) (physically based on an Arrhenius description of the thermally activated micromechanisms occurring during the coseismic slip) has been also considered by Nakatani [2001] , who interpreted the dependence of m on T f through a linear variation of the parameter a for the increasing temperature at contacts [Bizzarri, 2011b] .
[67] As demonstrated by Bizzarri [2010c] , one of the most important outcomes of the present model is that it predicts a rapid restrengthening, therefore implying a short duration of slip (compared to the event duration), with a slip duration (Figure 5b ) not fixed a priori (as in the model (45)) but depending on the fault dynamics, even in homogeneous conditions. Finally, it is interesting to mention that the explicit dependence on the temperature in the model given by equation (48) introduces a depth dependence of the friction coefficient in addition to that of effective normal stress.
FREE VOLUME FRICTION LAW
[68] In contrast to all the previously presented governing models, which are basically founded on a macroscopic description (in an average sense) of the microscopic phenomena occurring at a contact level, the free volume (FV) friction law is based on microscopic physics and incorporates the shear transformation zone (STZ) theory by Langer [1998, 2000] , which in turn describes local, nonaffine rearrangements within the granular fault gouge [Lemaître, 2002] . Following Daub and Carlson [2008] , the model can be written as follows:
where s d is the activation stress for the STZ, E * is the STZ activation energy scaled by the thermal energy, ≡ F − F 0 is the FV variable (F being the porosity and F 0 being its initial value), s is the reference value of for shearing, h is the value of required to create a STZ, s is the value of for compaction, R c is the rate of compaction, and a FV is the scaled dilatancy coefficient. The evolution of the FV, accounting form compaction or dilatation, is an alternative to the porosity evolution proposed by Segall and Rice [1995] .
[69] In their systematic comparison of the linear SW, Dieterich's model, and FV law (equations (25) , (33) and (49), respectively) Daub and Carlson [2008] show for 2-D ruptures that the FV law also exhibits a fault weakening resembling that obtained with the Dieterich model (Figure 9 ), but it requires more total slip to weaken to its final shear stress. Moreover, they found that for the same value of the Figure 9 . The free volume (FV) model predicts that the fault traction decreases exponentially with increasing slip. The numerical experiments adopt the same value of E G for all three models: the SW law, the Dieterich model (DR in the legend), and the FV law (equations (25), (33), and (49), respectively). From Daub and Carlson [2008] . 
Nonlinear SW Law, Equation (26) Slip-and RateDependent Law, Equation (27) Dieterich's Law, Equation (33) Ruina-Dieterich's Law,
Equations (35) or (39) Ruina-Dieterich's Law
With Flash Heating, Equation (46) Rate-, State-, and TemperatureDependent Law, Equation ( c Dieterich [1979 Dieterich [ , 1980 Dieterich [ , 1981 , Ruina [1983] , and Roy and Marone [1996] , among many others.
d Beeler et al. [2008] ; see also the discussion by Rice [2006] . energy lost by frictional dissipation (the same value of E G ; see section 2.2.6) the FV law predicts a more rapid weakening with the initial slip, while the fault weakens more gradually at larger slips, when the fault slips more rapidly.
SYNOPSIS
[70] It is clear from the compendious review of the governing models presented in sections 3-8 and often incorporated in numerical codes to simulate the dynamic propagation of spontaneous earthquake ruptures that the modeler has a wide choice. Separate works adopted a given friction law in order to simulate a specific phenomenon or to clarify the most prominent features of that governing model. From these studies it emerges that the different governing laws are not merely options for the modeler, but each model has its own advantages and limitations. In Table 1 we present a synoptic view of all the main features and limitations of the most popular (i.e., most employed in dynamic earthquake simulations) friction models.
[71] There is no need to overemphasize that the numerical implementation of the SW model (equation (25)) is straightforward. Moreover, it has the fundamental advantage to have all the basic parameters (as well as the characteristic length scale) defined as input quantities. Its most severe limitation is that, contrarily to RS laws, it does not have an experimental support. Indeed, the linear decrease of traction, although able to capture the most prominent features of an earthquake rupture, seems to be in contrast to the recent evidence of exponential decay of frictional resistance [e.g., Sone and Shimamoto, 2009; Bizzarri, 2011a] . On the other hand, the singularity of some RS laws at low speeds are an undesirable feature of a model when we try to reproduce the fault healing (i.e., the slip cessation); to overcome this limitation analytical regularizations have been proposed (see section 7.4). If we aim to reproduce the self-healing mode of propagation (suggested by several inferences of real data [e.g., Heaton, 1990] ), the SW model is not a good candidate, in that it adequately describes a crack-like behavior and not slip pulses, contrarily to the flash heating model (equation (46)). Finally, we emphasize that the presence of a state variable (in addition to the main dependence of slip or its derivative) allows us to account for previous slipping episodes for the evolution of some mechanical properties of the surfaces, such as wear processes, porosity variations, gouge evolution, and repeated slip failure on the same seismogenic structure. In this contest, the framework of the RS law seems to be to more general and potentially applicable.
[72] Indubitably, a link between the microphysics of gouge and rock materials and the empirically derived constitutive models is actually missing, and it would be a challenging objective to be pursued in the near future. At the same time, even if the actual laboratory friction apparata (especially the rotary shear machines) tend to mimic the sliding conditions typical of real crustal earthquakes, they necessarily operate with prior-imposed discontinuity interface and do not tell us more on the fracturing of intact rocks, (12)) as a function of the (equivalent) SW distance (over which traction degrades down to the kinetic level; our d 0 eq ). (b) Fracture energy density (our E G , equation (18)). Intact rock fracturing refers to a Tsukuba granite sample, and friction data are from stick-slip experiments on precut faults with different roughness (parameterized through the characteristic length l c ). From Ohnaka [2003] . which appear to be in between friction experiments and real earthquakes (Figure 10) .
[73] A major goal of current research is to infer as much information as possible from the recorded data, given the frequency band limitations [Spudich and Guatteri, 2004] and the previously mentioned ambiguous choice of the source time function (section 1.2). On one hand, Guatteri and Spudich [2000] showed that the fracture energy density (E G ; see section 2.2.6) can be steadily determined from strong motion data. On the contrary, retrieving the SW distance (which we recall is the amount of slip required to the fault traction to drop to the kinetic level) from data Mikumo et al., 2003] can be problematic, especially for subshear ruptures Bizzarri, 2010b] .
[74] It has been shown [e.g., Bizzarri, 2010e] that different versions of RS friction laws provide different predictions of the recurrence time (the seismic cycle time) of subsequent earthquake events. On the other hand, theoretical studies of earthquake ruptures demonstrated that supershear ruptures exhibit specific features; the emitted waves decay less with distance from the fault trace with respect to subshear rupture; shear and Rayleigh-Mach wavefronts are generated, and the frequency content of the ground velocity from supershear earthquakes is greater than that pertaining to subshear events [Dunham and Archuleta, 2005; Bernard and Baumont, 2005; Dunham and Bhat, 2008; Bizzarri et al., 2010; Andrews, 2010] . Moreover, as summarized by Mello et al. [2010] , supershear ruptures show a dominance of the fault parallel component of ground motion [see also Bizzarri et al., 2010] .
[75] In general, it appears very difficult to establish what governing model is better than others. One way would be to try to model a specific real-word event and see how different (16)), with the indication of the supershear portion of the fault; Figures 11c and 11d show the spatial distribution of the peaks in fault slip velocity. Results are calculated at the time t = 6.4 s. H denotes the imposed hypocenter; the rupture propagates bilaterally and, because of the spatially homogeneous distribution of frictional parameters, symmetry conditions are exploited [Bizzarri, 2009a] and only a half of the fault surface is reported. Absorbing boundaries are imposed [Bizzarri and Spudich, 2008] to suppress spurious reflections arising from the ends of the computational domain, and the free surface condition is assumed at zero depth.
constitutive models reproduce the recorded data. However, to simulate a given earthquake we must consider additional ingredients, such as the complexity of the earthquake structure, anisotropy, attenuation, nonplanarity of the fault surface, possible segmentation, and topography. All of these complications might eventually mask the role of the friction laws. Moreover, this kind of approach is not necessarily universal, in that we can eventually conclude that a governing model is more adequate than others to reproduce a single specific event (an example of this is given by Bizzarri and Belardinelli [2008] ), but this conclusion cannot be generalized to other events without a systematic proof. Finally, real data are affected by the frequency band limitations, which are more severe than those typical of the modern numerical algorithms.
[76] In this paper we prefer to consider a rather simple case, consisting in one isolated and planar fault, and we investigate whether the frequency content of the solutions (both on the fault and on the free surface) obtained with two rather different governing models for faults depends on the adopted friction law.
FREQUENCY CONTENT OF DIFFERENT CONSTITUTIVE MODELS: IS IT POSSIBLE TO DISCRIMINATE?
[77] We numerically solve the elasto-dynamic problem without body forces (equation (2)) for truly 3-D spontaneous ruptures (section 2.1) by using the finite difference code described by Bizzarri and Cocco [2005] . We consider a single (i.e., isolated) vertical right-lateral strike-slip fault having dimensions L f = 40 km and W f = 11.6 km in the strike and depth directions, respectively, and embedded in a Poissonian medium (l = G = 24.3 GPa, v S = 3 km/s, and .
v P = 5.196 km/s). The geometry of the model is the same as in the work by Bizzarri [2011a, Figure 2 ]. The rupture nucleate in the imposed hypocenter is located in the middle of the fault length and at a depth of 7 km, and then it propagates bilaterally. The spatial and temporal discretizations (Dx = 10 m and Dt = 5.55 × 10 −4 s) ensure a proper resolution of the cohesive zone Cocco, 2003, 2005] . (a) Sketch representing the location of the target free surface receiver R, located at a distance in the strike direction of 12 km from the epicenter E and at a distance of 7 km from the fault trace. R is located in the same quadrant (with respect to the epicenter) as those in the work by Bizzarri et al. [2010] . The components of V in R are retrieved from the computed ones (in R′) by exploiting the symmetry conditions (see Bizzarri [2009a] for details). (b) Time history of the particle velocity V in R for both SW and RD models. In both cases V is normalized by the multiplier factor G/(v S Dt d ), as in the work by Bizzarri et al. [2010] . P 0 and S 0 mark the theoretical arrival times of the P and S waves emitted from the hypocenter H, respectively. (c) S wave isochrones (sum of the rupture times and travel times of S waves) for the receiver R in the SW case, showing an absolute minimum of 5.26 s (vertical dashed line in Figure 14b ) in the hypocenter (black dot in Figure 14c ). This value agrees with the theoretical prediction of 5.19 s, owing to a rupture time in H of 0.07 s. S wave isochrones are the same in the RD case. Figure 15 . Spectral analysis of the normalized particle velocity, reported in Figure 14b . (a-c) FAS of different components. We recall here that x 1 , x 2 , and x 3 components are fault-parallel, fault-normal, and vertical components of V, respectively. (d-f) Ratio between FAS pertaining to SW and RD models (black and red curves, respectively, in Figure 15a-15c) . Results roughly above 30 Hz are affected by numerical oscillations.
[78] We first adopt the Ruina-Dieterich (RD) law (equation (35)) by adopting the same constitutive parameters of Bizzarri [2009a Bizzarri [ , 2010c : a = 0.016, b = 0.02, L = 2 cm, and s n eff = 120 MPa. Then a posteriori we evaluate the equivalent stress levels (t u eq and t f eq ) and the equivalent SW distance (d 0 eq ). Finally, we compute the resulting fracture energy density E G by exploiting equation (18); namely, we numerically evaluate the integral from u = 0 and u = d 0 eq , with t res = t f eq . In the SW simulation we adopt t u = t u eq , t f = t f eq , and a d 0 , which gives the same E G obtained in the RD case. In this way the two models are also energetically equivalent. We select these governing models, which are representative of the two well-distinct classes (RS laws and slip-dependent laws) and have been employed in many different studies on earthquake sources.
[79] A synoptic comparison of the results shows that both the rupture propagates basically subshear (Figures 11a and  11b) , as expected theoretically for high values of the parameter S (see section 2.2.2), except in a region close to the free surface, where the traction-free condition locally excites a supershear propagation (see also results by Bizzarri [2010a] ). The spatial distribution of the maxima in fault slip velocity (v peak ) are also very similar in the two cases (Figures 11c and 11d) . By looking more closely at the solution in a specific fault node, we can see that the RD model predicts a slightly smaller rupture time ( Figure 12a ). As required, traction behavior guarantees the same level of stresses and an identical value of E G (Figure 12b) .
[80] It is interesting to see if the frequency content of v is different in the two solutions. To quantify this we compute the Fourier amplitude spectrum (FAS) of v, which is reported in Figure 13a . The spectral analysis indicates that both models predict a very similar frequency content; we can note that at low frequencies (less than 0.3 Hz) the FAS are identical, but a predominance of the SW emerges in the frequency ranges [0.3, 1] Hz and [11, 50] Hz (Figure 13b ). (For frequencies greater than 100 Hz the results are affected by numerical oscillations.) These conclusions are not peculiar of the selected point, but they are representative of the behavior in the whole fault.
[81] In Figure 14b we plot the time histories of the (normalized) particle velocity components for the two models (SW and RD) in a free surface receiver (R in Figure 14a ). We can clearly see that the ground motions predicted by the two different constitutive models are quite similar. We remark that RD models predict slightly smaller peaks in V i with respect to the SW law; this agrees with the on-fault results (see Figure 12a) .
[82] The spectral contents of V are also very similar in the two cases (Figure 15 ). We note that the SW solution is generally richer in high frequency for frequencies smaller than roughly 1 Hz (Figures 15d, 15e, and 15f) ; at greater frequencies the spectral content is practically identical, and the two governing models are indistinguishable regarding their FAS amplitude. Since the low-frequency limit of spectrum of the far-field displacement waveform is proportional [e.g., Aki and Richards, 2002] to the scalar seismic moment (section 2.2.7), the difference mentioned above implies a discrepancy in the energy-moment ratio (we recall that E G is the same both for the RD and the SW simulations). The discrepancy of the low-frequency level seems to be a factor of 1-2, which then suggest a difference of 0.0-0.2 in the moment magnitude. In the context of the observation, this effect is not small (but still not large), though real earthquakes are more complex in terms of the geometry of the fault and the heterogeneity of the frictional properties, which affect the seismograms, especially in higher-frequency band. As for the on-fault spectral analysis discussed above, also for the off-fault solutions, the conclusions hold also for other free surface receivers.
CONCLUSIONS AND OUTLOOK
[83] It is well established that earthquake source physics is a quite young scientific discipline. After the pioneering works by Reid [1910] and Anderson [1951] , quantitative models of faulting mechanisms have been proposed [e.g., Chinnery, 1963; Burridge and Knopoff, 1964; Jaeger and Cook, 1979; Rice, 1980] , relying on the frameworks of friction, fracture, and continuum mechanics.
[84] In recent decades joint efforts from a multidisciplinary approach, which combines geological observations from exhumed faults, inversions of recorded data, laboratory experiments, and numerical and theoretical fault models, greatly improved the knowledge of the faulting mechanisms. They also provide powerful tools to explore the different chemico-physical dissipative process taking place during an earthquake rupture. The most prominent result consists in the formulation of a fault governing model, which enables a deterministic description of the earthquake source and provides tremendous insights into fault mechanics. In sections 3-8 we presented and discussed the different governing models that can be used in the numerical modeling of a coseismic rupture and, in some cases, also of the whole seismic cycle (i.e., accounting for repeated instability events). These friction models provide a detailed description of the faulting mechanisms, in contrast to oversimplified double-couple point-like sources that provide information at the global or regional scales only. It is clear that the most challenging problem in seismology resides in the prediction of earthquake occurrence and in the modeling of the resulting seismic ground motion. Therefore, it is crucial to be able to model the physical and chemical properties of fault gouge and rocks.
[85] As pointed out in section 9, each governing law has specific limitations and advantages (see also Table 1) , and the modeler has the arduous responsibility to choose among many different possibilities. Results from numerical simulations (section 10) show that the spontaneously spreading ruptures obeying to the linear SW model and to the RD law (equations (25) and (35), respectively) are very similar (in terms of rupture velocity distributions, peaks in fault slip velocity, and breakdown stress drop) when the initial conditions, the levels of stress, and the value of the fracture energy density are the same, in spite of the relevant conceptual distinction existing between these two constitutive models. The difference in the slip-weakening curve (Figure 12b ) reflects in a small predominance of the high-frequency content of the fault slip velocity spectrum of the SW law in the frequency bands [0.3, 1] Hz and [11, 50] Hz (Figure 13) .
[86] The predicted ground motions, which are the only directly accessible data resulting from the earthquake propagation, are very similar for the two models (Figure 14b ). The only perceivable difference is that the SW law tends to be richer in high frequency in the range [0.01, 1] Hz (Figure 15 ).
[87] As an overall conclusion, we emphasize that ruptures that are energetically identical produce virtually the same synthetic ground motions, further complicating the amenable attempt to establish from the recorded seismograms of a specific natural earthquake what governing law best describes such an event.
GLOSSARY
Breakdown: It refers to the release of stress occurring during an instability event. The breakdown stress drop (defined in equation (12)) represents the stress released during a slip failure (earthquake).
Breccia: It is rock composed of broken fragments of minerals, generated as a consequence of different phenomena; depending on those mechanisms we have impact, tectonic, hydrothermal, igneous, and sedimentary breccia.
Cataclasite: Like the breccia, the cataclasite is a product of frictional sliding and fracturing or wall rocks. It is characterized by the presence of grains that have angular outlines and straight and regular sharp boundaries and often by the presence of polycrystalline rock fragments imbedded in a vitreous and finer-grained matrix. See also ultracataclasite.
Coefficient of friction: It is a dimensionless scalar value that expresses the ratio between the force of friction between two sliding bodies and the force pressing them together. It is often called friction coefficient.
Constitutive (or governing) model: It is an analytical relation (or a set of coupled equations) which relates a quantity (e.g., stress tensor components) to some physical observables.
Cohesive (or process) zone: In the traction versus slip diagram it identifies the part of the curve where the traction decreases and reaches its residual level.
Coseismic: It defines what is occurring in the time scale of the earthquake event. It is of the order of seconds to minutes.
Dynamic propagation: This stage of the rupture is seismically detectable, and it is associated with the emission of seismic waves and with the stress redistribution in the surroundings of the fault.
Fault gouge: The gouge indicates the unconsolidated rocks (i.e., without cohesion) formed as the breccia. Compared to the breccia, the fault gouge has smaller fragments.
Fault slip: It is the discontinuity of the displacement vector across the fault (see equation (3)). In general, it is a vector having more than one nonnull component, which defines the rupture mode.
Fault slip velocity: It is the time derivative of the fault slip.
Forward problem: For faulting it is essentially represented by the elasto-dynamic equation (or Cauchy momentum balance law; see equation (2)).
Fracture: It is the (local) separation of a part of an intact material into two or more pieces as a consequence of acting stress.
Fracture criterion: It is a binary condition which specifies in terms of energy or maximum frictional resistance if, in a given point of the cracking material and at a given time there, is a rupture or not.
Fracture energy density: It defines the amount of energy (for unit fault surface) necessary to maintain an ongoing rupture which propagates on a fault. Formally, it is expressed as in equation (18). The total fracture energy is the integral of the fracture energy density over the whole fault surface (equation (19)).
Fracture strength: It represents the stress at which a material fails via fracture. We refer to structure strength also as upper yield level. It is a different concept with respect to the strength parameter (see entry for strength parameter).
Friction: It is the force resisting the relative motion material elements sliding against each other. The concept of friction implicitly refers to sliding on preexisting (or already formed) surfaces.
Fully dynamic: In this type of model the inertial effects (i.e., the term r € U in equation (2)) are considered in the whole range of the fault slip velocities. See also quasi-static regime.
Healing: It represents the phenomenon of the slip cessation. A fault point might heal when the rupture is still propagating. When healing is occurring, the slip reaches a saturation value and the fault slip velocity falls to zero.
Inverse problem (or approach): With this approach one tries to infer the physical parameters of an earthquake source from recorded data. It is often associated with the kinematic inversion of ground motion data.
Nucleation: It is the stage preceding the dynamic rupture propagation. During this initial, aseismic slippage the inertial effects are negligible.
Phase portrait (or phase diagram): In physics it represents a space in which all possible states of a given system are represented. Each possible state of the system corresponds to one unique point. In a dynamic model of earthquake source the most commonly used phase diagrams are the traction versus curve and the traction versus slip velocity curve. A phase diagram is often called phase space (or simply phase plane when only two quantities are interconnected).
Quasi-static regime: In this regime the inertial effects (i.e., the term r € U in equation (2)) can be neglected. In numerical models, to simulate the quasi-static regime, we neglect inertia when the slip velocity is below a critical value. See also fully dynamic.
Rupture modes: They define the different types of ruptures. Mode I (tensile) represents opening, while mode II (pure in plane) and mode III (pure antiplane) identify shear motions. The rupture mode is intimately associated with the rupture dimensionality, as depicted in Figure 4 .
Rupture (or crack) tip: It is the geometrical locus which separates the points that have already experienced a rupture and the points of the unbroken part of the fault (unfractured or at rest).
Rupture time: It is the time at which the instability begins. In dynamic models it is usually defined as the instant when the fault slip velocity exceeds some threshold value. Sometimes it is referred to as onset of the rupture.
Rupture speed: It is the velocity of the propagating crack tip. It is a local estimate (i.e., it is defined in each point of the fault surface), and it is formally defined as the inverse of the spatial gradient of the rupture time array (see equation (16)).
Slip duration: It is the time interval from the rupture time and the instant when the fault heals. Sometimes it is called also rise time because it represents the interval during which the slip increases from zero (before the rupture onset) to its saturation value (see Figure 5b) . See also healing.
Spontaneous rupture: A rupture for which the rupture speed is not specified a priori, but it is itself a solution of the problem. When the opposite holds we have a nonspontaneous rupture model (as, for instance, the Haskell model).
Strength parameter: It is a nondimensional quantity expressing how a fault is prone to rupture. Low values of the strength parameter indicate that the fault is characterized by a high degree of instability. Formally, it is defined by equation (15).
Stress drop: It indicates the difference between the levels of stress before and after the rupture process. We can define static, dynamic, or breakdown stress drops (see equations (14), (13), and (12), respectively). It is also named stress release.
Traction: It is the force (per unit area) acting on a surface. As shown in Figure 1 , it is a vector which can be decomposed in a tangential component (shear traction) and in a normal component (normal traction). It is related to the stress tensor (s ij ) and to the unit vector perpendicular to the considered surface (n) through the Cauchy stress theorem (T j = s ij n i ).
Ultracataclasite: Often the intensity of deformation progressively increases toward the fault cores, where a particular kind of cataclasite can be found, the ultracataclasite. It consists almost entirely (more than the 90% of the total volume of the deformed part of the rocks) of matrix particles less than 10 mm in diameter. Fabric analyses indicate that ultracataclasite are very important because all the shear displacement of the fault is usually accommodated within the fault cores and that most of the displacement can be localized to the ultracataclasite layer.
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