Automatic machine learning (AutoML) aims at automatically choosing the best configuration for machine learning tasks. However, a configuration evaluation can be very time consuming particularly on learning tasks with large datasets. This limitation usually restrains derivative-free optimization from releasing its full power for a fine configuration search using many evaluations. To alleviate this limitation, in this paper, we propose a derivative-free optimization framework for AutoML using multi-fidelity evaluations. It uses many lowfidelity evaluations on small data subsets and very few highfidelity evaluations on the full dataset. However, the lowfidelity evaluations can be badly biased, and need to be corrected with only a very low cost. We thus propose the Transfer Series Expansion (TSE) that learns the low-fidelity correction predictor efficiently by linearly combining a set of base predictors. The base predictors can be obtained cheaply from down-scaled and experienced tasks. Experimental results on real-world AutoML problems verify that the proposed framework can accelerate derivative-free configuration search significantly by making use of the multi-fidelity evaluations.
Introduction
Machine learning is an important subfield of artificial intelligence which discovers knowledge via experience. During the past decades, machine learning has achieved great successes in many applications, e.g., computer vision (Bradski 1998) , recommender system (Broder 2008) , financial market analysis (Ball 2013) , and so on. But the model configuration with best performance has to be customized for different learning problems. And it crucially relies on human machine learning experts. Lack of machine learning expert limits the range of machine learning applications. Automatic machine learning (AutoML) is proposed to choose model configuration without any human participation. Recently, AutoML is often considered as the combined algorithm selection and hyper-parameter optimization (CASH) problem (Feurer et al. 2015) . Some derivative-free optimization methods (Liu et al. 2006; Bergstra and Bengio 2012; Shahriari et al. 2015; Hansen, Müller, and Koumoutsakos 2003; Hutter, Hoos, and Leyton-Brown 2011; Munos 2011; Bergstra et al. 2011; Yu, Qian, and Hu 2016) have been applied to solve this problem successfully. Further more, some open-source tools (Feurer et al. 2015 ; Thornton et al. 2013 ) based on those methods make application of AutoML easier.
Despite of the preliminary success on AutoML applications, derivative-free optimization still suffers low efficiency issue. Without gradient, derivative-free optimization explores search space by evaluating samples. But evaluations on AutoML are extremely expensive with k-fold cross validation as criterion. For limited time consuming, a small number of evaluations makes it impossible to get a good enough model configuration. Some previous works (Lindauer and Hutter 2018; Hu, Yu, and Zhou 2018) were proposed to reduce the evaluation requirement of derivative-free optimization. On the other hand, some methods were proposed to make evaluations cheaper. One of the most popular method is multi-fidelity optimization (March and Willcox 2012; Fernández-Godino et al. 2016) . It decreases total evaluation cost by combing many cheap low-fidelity evaluations and few expensive high-fidelity evaluations. Multi-fidelity optimization has been deeply studied on surrogate model optimization such as Bayesian optimization (Huang et al. 2006; Kandasamy et al. 2016; . Few works (Sen, Kandasamy, and Shakkottai 2018) involve other optimization methods.
In this paper, we propose a general framework to extend multi-fidelity optimization to any derivative-free optimization methods. It should be noticed that AutoML follows multi-fidelity setting naturally by evaluating model configuration on small data subset. But evaluation on a part of dataset is badly biased. Thus, it is necessary to fix the biases for low-fidelity evaluations. In this work we propose to learn a predictor Φ to fix the bias with some observations of low and high-fidelity evaluations. Because of high cost, lack of high-fidelity observations makes it hard to learn the predictor. To tackle this issue, we propose Transfer Series Expansion (TSE) method. TSE linearly combines a series of base predictors to Ψ. The base predictors can be obtained from down-scaled and experienced tasks. Because base predictors contain meta knowledge, they can be even transfered among different AutoML problems. From experiments on Light-GBM (Ke et al. 2017) hyper-parameter tuning tasks, TSE can effectively fix the biases with only few high-fidelity observations. Multi-fidelity optimization with TSE shows good performance on most of AutoML problems.
The rest of five sections present the background & related works, problem setting, proposed method, experiments and conclusion.
Background & Related Works
Model configuration is often considered as model selection (Brazdil, Soares, and Da Costa 2003; Chapelle, Vapnik, and Bengio 2002; Maron and Moore 1994; Zhao and Yu 2006 ) and hyper-parameter tunning (Bergstra and Bengio 2012; Snoek, Larochelle, and Adams 2012) . Let A ∈ A denote a learning model, where A denotes the model space. Let δ A ∈ ∆ A denote a hyper-parameter setting of A, where ∆ A is the hyper-parameter space. k-fold cross validation is a popular criterion of model configuration:
denote the train and validation dataset in the i-th fold. In this paper, we focus on hyper-parameter optimization problem for algorithm A:
Because of non-differentiable, non-convex and noncontinuous properties of AutoML formulation, it is usually solved by derivative-free optimization. Derivative-free optimization is designed for solving sophisticated problems. We consider the minimization problem which is to find x * ∈ X s.t. ∀x ∈ X : f (x * ) ≤ f (x), where X denotes the compact search space, f : X → R denotes the objective function. In constraint, derivative-free optimization can only query f but can't get any other optimization information. Popular derivative-free optimization methods such as Bayesian optimization (Shahriari et al. 2015) , evolutionary optimization (Hansen, Müller, and Koumoutsakos 2003) , classification-based optimization (Yu, Qian, and Hu 2016; Hu, Qian, and Yu 2017) , etc. are model-based. For examples, Bayesian optimization models the search space by Gaussian process (GP) or tree-structure (Hutter, Hoos, and LeytonBrown 2011) . And classification-based optimization learns a classifier to model search space.
Derivative-free optimization always suffers from efficiency issue. It means that many evaluations will be spent to get a good solution. However, evaluation in AutoML is extremely expensive. Some previous works were proposed to improve the sample efficiency. In (Lindauer and Hutter 2018) , the authors proposed warm start techniques. It makes the optimization start from good enough initialization points and models. (Hu, Yu, and Zhou 2018) proposed an experienced directional model which was learned from the previous optimization processes to predict the optimization direction. On the other hand, the methods which decrease the evaluation cost is attacking the researchers' attention. The multi-fidelity optimization (March and Willcox 2012; Fernández-Godino et al. 2016 ) is one of them. Multi-fidelity setting is applicable where a much cheaper approximated evaluation is available. Most of multi-fidelity optimization methods are studied on Bayesian optimization. Recently, (Sen, Kandasamy, and Shakkottai 2018) extended multifidelity step to a tree-search based derivative-free optimization DOO (Munos 2011) .
Focusing on big data hyper-parameter tuning tasks, evaluation on full dataset is high-fidelity. Evaluation on a small data subset is low-fidelity. It is biased, but just only takes seconds to minutes. According to PAC learning theorem (Valiant 1984) , the evaluation will approach real generalization performance when the training dataset is large enough. Thus, the low-fidelity evaluation is too coarse to apply on optimization directly. In this paper, we propose a general multi-fidelity optimization framework with transfer series expansion (TSE). Based on this framework, optimization with corrected low-fidelity evaluations is practical.
Problem Setting
In this section, we will introduce the multi-fidelity optimization problem setting, and formulate multi-fidelity optimization on hyper-parameter tunning problems.
Multi-fidelity optimization
In multi-fidelity optimization, samples can be evaluated in several different levels. For the simplest situation, there can be two evaluation functions. One function outputs precise evaluation values, e.g., from the full data set, but is quite time-consuming. This is called as the high-fidelity evaluation, denoted as f H : X → R. Meanwhile, the other function is much cheaper to calculate, e.g., from a data subset, but usually is badly biased. We call this as low-fidelity evaluation, denoted as f L : X → R. The motivation of multifidelity optimization is to use f L many times instead of f H , so that the total evaluation cost can be reduced. But because f L is biased, for each x ∈ X , the simple regret is used to measure the residual between f H and f L :
. From the simple regret formulation, we can see that, once R is available, we can avoid evaluating f H by applying f L + R as a substitution. When we have collected a set of coupled low-fidelity/high-fidelity samples, we can make a dataset D = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )} about the low-fidelity and the simple regret, where y i = R(x i ). It is easy to see that the simple regret function R can be learned by a supervised regression learner Ψ from D. Because of the high evaluation cost of f H , we can only able to collect a few high-fidelity evaluations in multi-fidelity optimization. The number of instances in D is very small. Therefore, the challenge of this work is to learn an accurate residual predictor from a very small dataset.
Multi-fidelity on hyper-parameter tuning
Hyper-parameter tuning problem meets multi-fidelity setting perfectly. In machine learning process, dataset D is often split as training set D train , validation set D valid and testing set D test . For a hyper-parameter configuration δ, the highfidelity evaluation can be defined as:
When D is a huge dataset, evaluation of f H is expensive. If we train learning model on a small subset of D, evaluation turns to be very cheap. Let D sub r denote a random chosen subset of D, where r is the subsample ratio. Let 0 < r L 1 denote a small subsample ratio. Low-fidelity evaluation can be defined as:
With f H and f L , hyper-parameter tuning problem follows multi-fidelity optimization setting. Thus, the core task is how to learn the residual predictor Ψ with some observations of f H .
Proposed method
We propose a general multi-fidelity optimization framework, which can be easily applied into any derivative-free optimization methods. With some high-fidelity observations, the main idea of proposed framework is to learn a residual predictor to correct the biases of the low-fidelity evaluations during optimization. Because of few high-fidelity evaluations, it is hard to train a accurate predictor. To tackle this issue, we propose the Transfer Series Expansion (TSE) method. TSE trains predictor by transferring a series of base predictors. Let Ψ denote the final predictor and ψ = {ψ 1 , ψ 2 , . . . , ψ k } denote a series of base predictors. Linear combination is used to expand ψ to Ψ. We will present our proposed method as: multi-fidelity optimization framework, details of TSE, acquisition of base predictors and discussion about why TSE works.
Multi-fidelity optimization framework
Previous works on multi-fidelity optimization often rely upon some special optimization structure. In our work, we design a general multi-fidelity framework for any derivativefree optimization methods. We focus on minimization problem. The key step of derivative-free optimization is how to generate a new sample x. Let Sample O denote it, where O is a derivative-free optimization method. Most of the derivative-free optimization methods are model-based. Sample step includes the processes of modeling on (X, f ) and sampling based on model. Different methods have different Sample steps. In multi-fidelity optimization, the low-fidelity evaluation f L is introduced to decrease the total evaluation cost. The proposed framework learns a predictor Ψ to estimated the residual between high and low-fidelity evaluations. And then, optimization on the corrected evaluations (f L + Ψ) can find a good sample which performance is still good on high-fidelity evaluation.
General multi-fidelity derivative-free optimization framework is Algorithm 1. X H is a sample set. Each x ∈ X H is evaluated by f H . y is a set of regression target according to X H . At the beginning, X H and y are empty (line 1). Ψ is a predictor to estimate the residual between f H and f L . At the beginning (line 2), Ψ can only output 0, because of no learning information. X L is a set to store all samples that method generates. Initialization step (line 3) is to sample several solutions from X uniformly. In each iteration, firstly, the corrected low-fidelity evaluation (f L + Ψ) is considered 
end for
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as the objective function. And T L samples is generated in this loop (line 5 to 8). And then, a sub-process Find chooses a sample to be evaluated by f H (line 9 to 10). With the highfidelity evaluated sample, framework constructs the regression dataset (line 11) to re-train the predictor Ψ (line 12). With the growth of t H , the Ψ is approaching to the real simple regret function. Optimization on corrected low-fidelity evaluation is similar to which on high-fidelity function. At last, algorithm returns the best-so-far sample (line 14).
Transfer Series Expansion (TSE)
In Algorithm 2, the instance number of dataset for training Ψ is small because of the high evaluation cost of f H . TSE is proposed to make Ψ converge when training dataset is small. We assume that there are a series of pre-trained base predictors ψ = {ψ 1 , ψ 2 , . . . , ψ k }. A simple way to aggregate the base predictors is linear combination:
w = {w 1 ; w 2 ; . . . ; w k ; b} denotes the weight vector of base predictors. And D = {(x 1 , y 1 ) , (x 2 , y 2 ) , . . . , (x m , y m )} denotes the raw regression training dataset, where y i = R (x i ). For each x i , after predicting by each base predictor, the new instance for linear combination is
. . . ; z m } denote the input matrix for training linear combination, and y = {y 1 ; y 2 ; . . . ; y m } denote the learning target. With the mean squared error, the linear combination of base predictors can be defined:
If the Z is a full-rank matrix, w * = Z T Z −1 Z T y. So that, to learn the combination predictor Ψ, firstly, we use the base predictors to predict on D. And then, the combination regression dataset Z can be got. Secondly, Ψ can be trained on Z with a close-form solution. On training and prediction phases, linear combination has the closed-form solution and the regression dataset is small. Thus, it has high-efficiency to train the linear combination predictor.
The linear combination in TSE makes Ψ have simple structure and easy to train. Another important part of TSE is the set of base predictors. If base predictor contains metaknowledge of optimization, it can make Ψ converge faster even when training dataset is small. Thus, the next step is how to get the base predictors.
Acquisition of base predictors
In fact, base predictor is a mapping from search space to a real number. A direct idea is training predictors on easier and related regression problems. In this paper, we decompose residual regression into some middle-level problems. In hyper-parameter tuning problem, middle-level problem is easy to construct by introducing middle-fidelity evaluation:
, where r M is subsample ratio and 0 < r L < r M 1. The middle level problem is to estimate the residual between f M and f L . Because r M 1, evaluations on f M are still much cheaper than f H . We can get many middle-fidelity observations. A good enough base predictor can be trained on middle-level regression problem. If we need to train k base predictors, there are k middle-regression problems should be constructed Considering derivative-free optimization property, optimization is a searching process on optimization space. We care more about the regression performance of samples on optimization trajectory. So that, the instances in D M can be collected by applying derivative-free optimization methods to optimize on objective function f M . After optimization, for each sample δ, it will be evaluated by f L . The regression target of δ can be got by f M (δ) − f L (δ). With the labeled regression dataset, it is the supervised regression problem to train ψ. On hyper-parameter optimization problems, the hyper-parameter space is probably discrete, categorical or even mixed. Thus, we choose the random forest regressor as base predictor. Because the datasets for training base predictors can be collected in parallel. It will not spend much time to train base predictors.
However, on huge datasets, accurate base predictors are unavailable because of extremely high time-cost of f M . For example, we tune hyper-parameters for a learning model on Algorithm 2 Multi-Fidelity optimization with TSE Input: (extra input than Algorithm 1) ψ = {ψ 1 , ψ 2 , . . . , ψ k }: The base predictor set. Procedure:
end for 10:
if γ <γ then 
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two different datasets D 1 and D 2 . D 1 is too huge to get the base predictors. D 2 is a small dataset that we can get the base predictors on it. Because the hyper-parameter space is only defined by learning model. The regression space is same between D 1 and D 2 . The base predictors of D 2 contain meta knowledge about the learning model. Thus, they can be transfered to combine the final predictor when optimizing hyper-parameters on D 2 . We will verify the effectiveness of base predictors transfer on experiment section.
Discussion
The proposed multi-fidelity optimization framework focuses on the evaluation phase of derivative-free optimization. Only evaluation phase is changed in optimization. Thus, this framework can be applied to any derivative-free optimization methods easily. In addition, we propose the transfer series expansion (TSE) to learn the residual predictor. Because high-fidelity evaluation is expensive, training dataset is not big enough to learn a accurate predictor. TSE applied a linear combination of base predictors to simplify the regression model. And the base predictors make the combination predictor avoid starting from nothing. We get the base predictors by constructing middle-level regression problems which is related with the final regression problem. On hyperparameter tuning problems, middle-level regression problem is to estimate the simple regret between f M and f L . The base predictors are aligned by learning model. They can be transfered among different datasets. We just focus on the optimization local trajectory to sample regression training dataset. Thus, only few instances are enough for combination predictor convergence. With precise but cheap estimated evaluations as substitution, optimization can explore more to get a better solution with affordable cost.
Experiments
We implement the proposed multi-fidelity framework with TSE based on classification-based optimization method SRACOS (Yu, Qian, and Hu 2016; Hu, Qian, and Yu 2017) , and name it TSESRACOS. In this section, we apply TSES-RACOS to tune hyper-parameters of LightGBM on some real datasets. Comparing with other methods, five main conclusions about the proposed framework that we should investigate as follows:
• Optimization on corrected low-fidelity evaluations is necessary. That is to say, the solution with the best lowfidelity evaluation value is usually not best on highfidelity space;
• Low-fidelity evaluations can be corrected by learning a residual predictor. In another word, the regression predictor can effectively predict the residual betweenf H and f L ;
• We should investigate that TSE can learn a good predictor even when regression training dataset is extremely small;
• The base predictors have transfer ability among different datasets. It is meaningful for huge dataset hyperparameter tuning problem in which base predictors are hard to obtain;
• The last but most important conclusion we have to verify is that multi-fidelity optimization with TSE can fast the optimization process. That is to verify, when TSES-RACOS has the same evaluation budget with high-fidelity optimization, it can get a similar performance but spends less time comparing with high-fidelity optimization.
We firstly show the experiment settings. And then, we verify the conclusions based on empirical result analysis.
Experiment settings
We empirically investigate the proposed method on Light-GBM (Ke et al. 2017) hyper-parameter tuning problems. All 11 hyper-parameters in LightGBM are selected including learning rate, number of leaves, tree depth, round number, etc. We optimize hyper-parameters of LightGBM on 12 selected datasets. The details of datasets are showed in Table 1 . Some of datasets such as Musk, HTRU2, Magic04, Adult, Sensorless, Connect and Higgs are benchmark datasets from UCI. Rest of them such as Credit, Miniboone, Airline, MovieLens, Criteo come from machine learning competition. They are all real machine learning application datasets. The size of datasets ranges from thousands to 40 million. The subsample ratio settings are showed in Table 1 too. For small datasets which number of instances is less then 100 thousand, the low-fidelity subsample ratio r L is 0.05, and the middle-fidelity subsample ratio r M is 0.2. But for big datasets, r L and r M depend on dataset size.
We propose other three compared methods besides TSES-RACOS. First, TSETRANS is the TSESRACOS but which base predictors are transfered from other dataset. In this section, the base predictors of TSETRANS are all transfered from Miniboone. Second, we replace the linear combination predictor with random forest regressor, and name it RFS-RACOS. Third, we optimize hyper-parameter setting only on the low-fidelity evaluation f L , and name it LF-ONLY. In addition, we only optimize on the high-fidelity evaluation f H , and name it HF-ONLY. HF-ONLY is the upper bound of compared methods. Because of high time-cost, HF-ONLY are only used on some small datasets. For all five methods, the base derivative-free optimization method is SRA-COS. TSESRACOS, RFSRACOS and TSETRANS follow the proposed multi-fidelity optimization framework. The evaluation criterion of experiments is AUC score (Fawcett 2006) . For multi-fidelity optimization methods, we get one high-fidelity evaluation for every 100 low-fidelity evaluations. That is to say, T L = 100. The total high-fidelity evaluation budget is 50 (T H = 50) in optimization. Thus, there are all 5000 low-fidelity evaluations and 50 high-fidelity evaluations on a multi-fidelity optimization process. For TSESRACOS, TSETRANS and RFSRACOS, there are 5 base predictors on combination predictor. For LF-ONLY, the low-fidelity evaluation budget is 5000 as the same as it in multi-fidelity optimization. For HF-ONLY, we test it on small datasets which size is less than 100,000 (Musk, HTRU2, Magic04, Credit, Adult, Sensorless, Connect, Miniboone) with 5000 evaluation times. On big datasets (Airline, Higgs, MovieLens, Criteo), we early stop them when the time they spend is more than three times that TSETRANS spends (HF-ONLY*). For TSETRANS, the base regressors are transfered from Miniboone. For huge datasets (MovieLens, Criteo), even middle-fidelity evaluation is unavailable. Thus, we didn't test TSESRACOS, but apply TSETRANS on them directly. Table 2 shows the AUC score and running wall-clock time of compared methods on each dataset. Especially, for TSES-RACOS, time cost of training base predictors is added in the total running time. Comparing TSESRACOS and LF-ONLY, Figure 1 illustrates the AUC score curves with running time within limited time zoom (LF-ONLY gets). To investigate the effectiveness of TSE, we compare the mean regression error of TSESRACOS and RFSRACOS in each regression step, and the results are shown in Figure 2 . We will verify conclusions based on those results. Low-fidelity evaluation correction is necessary. From Table 2 , LF-ONLY usually gets the best low-fidelity evaluation values. However, corresponding high-fidelity evaluations are not good. On Figure 1 , comparing the same color solid and dash lines, it is easy to discover that a sample with good low-fidelity evaluation value probably has the bad high-fidelity evaluation value. Focusing on blue solid line, high-fidelity curve is extremely unstable during optimizing on low-fidelity evaluations. Thus, It is necessary to correct the low-fidelity evaluation in optimization.
Empirical analysis
Correction by regression predictor is effective. From Table 2 , the best AUC score that optimizations with correction (TSESRACOS, RFSRACOS, TSETRANS) get is near to the upper bound score (HF-ONLY gets). They are much better than LF-ONLY in most of datasets.
TSE makes regression converge fast. On Figure2, we compare the regression error on TSE with random forest regression. At beginning (regression training dataset only has one instance), TSE has big regression error. But the error of TSE decreases fast when data size is more than 5. Especially, the error variance of TSE is much smaller than random forest regression. It means TSE has good stability.
Base predictors can transfer among datasets. From Table 2, except for TSESRACOS, TSETRANS receives 1st rank for 10 times in all 11 datasets. Comparing with TSESRA-COS, TSETRANS gets the similar optimization performance, but spends less time because of no pre-train base predictors phase. It verifies that base regressors can be transfered to other datasets easily. It is meaningful for huge dataset which is hard to train the base predictors.
Multi-fidelity optimization with TSE is effective. From Table 2 , TSESRACOS outperforms others in most cases (8 times 1st rank in all 10 dataset). Comparing with LF-ONLY and HF-ONLY, TSESRACOS can get performance nears to HF-ONLY meanwhile spend similar time with LF-ONLY. On Figure 1 , TESSRACOS is always better than HF-ONLY within limited time (the green solid line is over the yellow line all the time). It verifies that multi-fidelity optimization with TSE can improve optimization performance clearly with acceptable extra time-cost. 
Conclusion
Multi-fidelity optimization is a popular technique to tackle expensive sophisticated optimization problems. Especially, on AutoML problems, low-fidelity evaluation can be get by validating model configuration on a small data subset. And it is cheap but badly biased. Previous works of multifidelity optimization are often based on a specific method.
In this paper, we propose a general multi-fidelity optimization framework for derivative-free optimization. A correction predictor is trained to estimate the residual between high and low-fidelity evaluations. And then, derivative-free optimization optimizes on the corrected low-fidelity evaluations. But, high-fidelity evaluations are hard to obtain. The regression dataset is too small to train a accurate predictor. We propose the transfer series expansion (TSE) to tackle this issue. TSE linearly combines some pre-trained base predictors to make regression converge faster. In addition, base predictors are trained on the middle-level regression problems which training datasets are more easier to get. Experiments on LightGBM hyper-parameter tuning problems verify that the multi-fidelity optimization with TSE can effectively fast the optimization process.
