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Abstract—In this paper, a clustered wireless sensor network
is considered that is modeled as a set of coupled Gaussian
multiple-access channels. The objective of the network is not
to reconstruct individual sensor readings at designated fusion
centers but rather to reliably compute some functions thereof.
Our particular attention is on real-valued functions that can
be represented as a post-processed sum of pre-processed sensor
readings. Such functions are called nomographic functions and
their special structure permits the utilization of the interference
property of the Gaussian multiple-access channel to reliably
compute many linear and nonlinear functions at significantly
higher rates than those achievable with standard schemes that
combat interference. Motivated by this observation, a compu-
tation scheme is proposed that combines a suitable data pre-
and post-processing strategy with a nested lattice code designed
to protect the sum of pre-processed sensor readings against the
channel noise. After analyzing its computation rate performance,
it is shown that at the cost of a reduced rate, the scheme can
be extended to compute every continuous function of the sensor
readings in a finite succession of steps, where in each step a
different nomographic function is computed. This demonstrates
the fundamental role of nomographic representations.
Index Terms—In-network computation, nomographic func-
tions, Kolmogorov’s superpositions, nested lattice codes, multiple-
access channel, wireless sensor networks
I. INTRODUCTION
MANY wireless sensor network applications require a re-liable computation of application-dependent functions
of the sensor readings at one or multiple fusion centers (e.g.,
arithmetic mean, maximum value) [2]. To solve such a dis-
tributed computation problem, the access of nodes to the com-
mon channel is usually coordinated so that the fusion centers
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can reconstruct individual sensor readings in an interference-
free manner, followed by a subsequent computation of the
function-values of interest. In what follows, we call such
computation strategies (i.e., strategies that combat interference
to recover all the associated sensor readings at the receiver
side) separation-based approaches as they strictly separate the
wireless communication from the process of computation.
In the seminal paper [3], it is shown that this approach
can be highly inefficient when the function to be computed
at the fusion center is linear. More precisely, it is shown that
the interference caused by concurrent transmissions can be
harnessed to compute function values at significantly higher
rates than those achievable with separation-based strategies.
The problem of exploiting interference for efficiently com-
puting nonlinear functions of the sensor readings is addressed
in [4]. The main idea of the scheme proposed in [4] is to apply
an appropriate pre-processing function to each real-valued
sensor reading prior to transmission and a post-processing
function to the signal received by the fusion center (i.e., the
sum of the individual transmit signals) to ensure a structural
match between the function of interest and the wireless chan-
nel with its superposition property. As an immediate conse-
quence, this enables the efficient estimation of functions of
the form f(s1, . . . , sN ) = ψ(
∑N
i=1 ϕi(si)), where s1, . . . , sN
denote the sensor readings and ϕ1, . . . , ϕN , ψ certain uni-
variate functions. Even though [4] contains some interesting
nonlinear function examples having such a representation, it
lacks a comprehensive characterization of the corresponding
function space. Reference [5] provides this characterization
and points out that multivariate functions representable in the
above manner are known as nomographic functions [6].
In contrast to the analog approach proposed in [4] (see [7]
for a proof of concept), we present in this paper a simple
digital scheme that extends the study of [5] to the reliable
computation of nomographic functions in clustered Gaussian
sensor networks.1 The idea is as follows: each node in the
network first quantizes its real-valued pre-processed sensor
readings and then employs a nested lattice code from [8] and
[9] to protect the sum of messages against Gaussian channel
noise. Decoding the sum and applying the corresponding post-
processing function provides a reliable estimate of the sought
function value.
It turns out that this combination of analog data pre- and
post-processing with nested lattice codes allows for the com-
putation of numerous nomographic functions at a computation
1By a clustered Gaussian sensor network we mean a clustered sensor
network in which the intra-cluster communication takes place over Gaussian
multiple-access channels.
2rate that is not achievable with a separation-based method.
The computation rate is thereby defined to be the number of
function values that can be reliably computed per channel use.
Furthermore, if some finite number of different nomographic
functions is allowed to be computed over the channel one after
another, then it is shown that every continuous function of the
sensor readings can be treated. In addition to the improved rate
performance, the proposed scheme has several other properties
that are essential for wireless sensor network applications such
as universality, lower decoding complexity, less coordination
burden as well as the ability to deal with maximum decoding
error probabilities.
A. Related Work and Paper Organization
Besides [3] and our own prior work, the computation of
special functions over a multiple-access channel (MAC) is
considered for instance in [10]–[13]. To achieve performance
gains, these works assume some structural match between the
function to be computed (e.g., an estimator or detector) and
the operation the underlying MAC naturally performs. In this
context, assuming arbitrary functions and arbitrary MACs, the
authors of [14] analyze the impact of structural mismatches on
the computation performance. They show that for most pairs
of functions and MACs a separation-based strategy is optimal.
The majority of the above-referenced works implicitly deals
with simple star-topology networks. The problem of com-
puting functions over wireless networks with a more general
topology is considered for instance in [15] and [16]. Note that
reference [5] considers a clustered network topology that is
also used in this paper but under the assumption of noiseless
communication between nodes and fusion centers. Although
this simplification provides insights for better understanding
the mathematical subtleties of nonlinear computations over
wireless networks (Section III contains a short summary), there
is no coding scheme in [5].
As already mentioned, based on the results in [17], [18],
Nazer and Gastpar propose in [8] a lattice coding scheme
that allows an efficient and reliable decoding of linear com-
binations of user messages in relay networks. Wilson et al.
followed a similar approach in [19] whereas the same setting
is extended in [20] to cooperating transmitters.
The paper is organized as follows. Section II provides the
network model and the problem statement. In Section III,
the notion of nomographic functions is specified followed by
some results to demonstrate that nomographic functions are
well suited for distributed computation. Then, in Section IV,
we propose a corresponding computation scheme consisting
of a novel data pre- and post-processing strategy along with
a nested lattice computation code. Subsequently, Section V
is devoted to determine the performance of the proposed
scheme in terms of achievable computation rates as well as to
comparisons with standard separation-based methods. Finally,
Section VI concludes the paper.
B. Notational Remarks
The natural, integer, real, and nonnegative real numbers are
denoted as N, Z, R, and R+ whereas E := [0, 1] ⊂ R denotes
C1
C4
fusion center 4 common nodes
C3
C2f1
f2
f3
f4
Fig. 1. A clustered wireless sensor network consisting of N = 25 nodes
and L = 4 clusters for computing some functions f1, . . . , f4 at FCs. Nodes
belonging to one of the overlaps Cℓ ∩ Cℓ′ , ℓ 6= ℓ′, are called “common
nodes”.
the closed unit interval. For some p ∈ N, Zp = {0, . . . , p−1}
denotes the integers modulo p and
⊕
summation modulo p.
The n-fold Cartesian product A × · · · ×A of some set A is
written as An. Random variables are denoted by uppercase
letters and their realizations by lowercase letters, respectively,
whereas vectors are denoted by bold lowercase letters and
matrices by bold uppercase letters. LetAn be some topological
space, then C0(An) denotes the space of real-valued contin-
uous functions with domain An. In contrast, F(An) denotes
the space of every function f : An → R. The volume of a
closed subset D of Rn is described by Vol(D), In denotes
the n× n identity matrix, and log+2 (x) := max{log2(x), 0}.
II. NETWORK MODEL & PROBLEM STATEMENT
Consider a wireless sensor network consisting of N ∈
N spatially distributed nodes that periodically monitor the
environment resulting in a time series of sensor readings
{si[t] ∈ E}t∈N, i = 1, . . . , N .2 Assume that the network
is organized into L ∈ N clusters, where the set of nodes
belonging to cluster ℓ is denoted by Cℓ, ℓ = 1, . . . , L. In
particular, we focus on those clustered networks in which for
each ℓ there exists at least one ℓ′ 6= ℓ such that Cℓ∩Cℓ′ 6= ∅.
Each cluster, consisting of |Cℓ| nodes, has a designated
fusion center (FC) that acts as the cluster head. Instead of
reconstructing the sensor readings of all the assigned nodes,
each FC aims at reliably and efficiently computing some given
continuous function
fℓ : E
|Cℓ| → R , sℓ[t] 7→ fℓ
(
sℓ[t]
)
, (1)
ℓ = 1, . . . , L, thereof, called desired function. Here, the vector
sℓ[t] ∈ E|Cℓ| contains all the sensor readings of cluster ℓ. See
Fig. 1 for a qualitative example.
Towards this end, each node, say node i, encodes its
sensor readings into a length-n sequence of transmit symbols,
xi[1], . . . , xi[n], subject to some average transmit power con-
straint P > 0, that is,
n∑
m=1
x2i [m] ≤ nP , i = 1, . . . , N . (2)
To describe the intra-cluster communication between nodes
and FCs, we use the standard discrete-time additive white
2Assuming the sensor readings to be taken from the unit interval means
no loss in generality as the results of this paper are valid for every compact
interval of real numbers.
3Gaussian noise MAC (Gaussian MAC) so that the real-valued
symbol received by FC ℓ at some channel use m ∈ {1, . . . , n}
is modeled as [21]
Yℓ[m] =
∑
i∈Cℓ
xi[m] + Zℓ[m] , ℓ = 1, . . . , L . (3)
Here and hereafter, Zℓ ∼ N (0, σ2Z) denotes for each ℓ in-
dependent and identically distributed additive white Gaussian
noise (AWGN) with variance σ2Z > 0. In all that follows, we
call such a network a clustered Gaussian sensor network.
Now, the problem to be solved in this paper is to efficiently
compute at the FCs the desired functions f1, . . . , fL with some
pre-defined accuracy ε > 0 by harnessing the superpositions
in (3). This is challenging due to the following reasons.3
(i) The common nodes can be heard by more than one
FC, which results in interference between clusters.
(ii) The superposition of channel input symbols is cor-
rupted by Gaussian noise.
To account for these facts, we need to devise a novel com-
putation scheme that combines an adapted data pre- and
post-processing with a transmit strategy that fundamentally
differs from those designed for typical message transfer. In
particular, to address (ii), we employ a lattice code that is
well suited for protecting sums of channel inputs whereas (i) is
accounted for by exploiting the so-called universality property,
which is inherent to certain combinations of nomographic
functions. The following section provides some mathematical
background that helps to understand the results of this paper.
III. NOMOGRAPHIC FUNCTIONS
Harnessing the superposition of different signals in (3) for
improving the network efficiency can be only beneficial if
there is a structural match between the channel operation and
the desired function [3], [14]. A certain class of functions
whose structure can properly be matched to channels that
obey a superposition property are the so-called nomographic
functions, which are defined as follows [6], [5].
Definition 1. Let N ≥ 2. Then, a function f : EN → R for
which there exist functions {ϕi ∈ F(E)}Ni=1 and ψ ∈ F(R)
such that f can be represented in the form
f(s1, . . . , sN ) = ψ
(
N∑
i=1
ϕi(si)
)
(4)
is called nomographic function. The space of all nomographic
functions with domain EN is denoted as N(EN ).
Functions (4) are called nomographic functions because they
are the basis of nomographs, which are graphical aids for solv-
ing certain types of equations [22]. The following surprising
result is due to Buck.
Theorem 1 (Buck’79 [6]). Every function f : EN → R is
nomographic (i.e., N(EN ) = F(EN )).
In what follows, we use N0(EN ) to denote the space of
nomographic functions with the restriction that ϕ1, . . . , ϕN
3Note that the accuracy ε as well as the desired functions are typically
specified by the underlying sensor network application.
and ψ have to be continuous. With this assumption in hand,
Theorem 1 is no longer valid and we have the following result.
Theorem 2 (Buck’82 [23]). The space of nomographic func-
tions with continuous pre- and post-processing functions is
nowhere dense in the space of continuous functions, that is,
N
0(EN ) nowhere dense in C0(EN ).
Theorem 2 may appear discouraging but the following ground-
breaking theorem provides a kind of remedy; it states that
every continuous multivariate function is representable as a
simple sum of nomographic functions taken from N0(EN ).
Theorem 3 (Kolmogorov’57 [24]). Every f ∈ C0(EN ) can
be represented as the superposition of at most 2N + 1
nomographic functions. That is, in the form
f(s1, . . . , sN ) =
2N+1∑
j=1
gj(s1, . . . , sN ) , (5)
with gj(s1, . . . , sN ) = ψj
(∑N
i=1 ϕij(si)
) ∈ N0(EN ), in
which only the ψj ∈ C0(R) depend on f but the N(2N + 1)
functions ϕij ∈ C0(E) do not.
Remark 1. The theorem states that every continuous multivari-
ate function can be represented as a superposition of only one
variable functions. A fact that was claimed to be impossible
by David Hilbert in the 13th of his famous 23 problems stated
in 1900 [25]. Representations (5) are called Kolmogorov’s
superpositions.
According to Theorem 3, 2N + 1 nomographic functions are
sufficient to write every f ∈ C0(EN ) in the form of (5).
Theorem 4 strengthens this result.
Theorem 4 (Sternfeld’85 [26]). To represent every f ∈
C
0(EN ) as a Kolmogorov’s superposition with elements from
N
0(EN ), there are at least 2N + 1 nomographic functions
necessary (i.e., 2N + 1 cannot be reduced).
Remark 2. A geometric interpretation of Theorem 3, which
will be useful for the discussions in Section V-C,
is the following. Using in (5) 2N + 1 inner sums
results in a continuous and bijective correspondence
(s1, . . . , sN ) 7→ (
∑
i ϕi1(si), . . . ,
∑
i ϕi,2N+1(si)) ∈ Γ,
with Γ being a compact subset of R2N+1. In other words,
(
∑
i ϕi1(si), . . . ,
∑
i ϕi,2N+1(si)) describes a homeomor-
phism that embeds EN in R2N+1.
Let ϕij , i = 1, . . . , N ; j = 1, . . . , 2N + 1, be N(2N + 1)
continuous functions such that according to Theorems 3 and
4 every continuous f : EN → R can be written as
f(s1, . . . , sN ) =
2N+1∑
j=1
ψj
(
N∑
i=1
ϕij(si)
)
through a proper choice of the continuous functions
ψ1, . . . , ψ2N+1. Suppose that each node in the network
is uniquely assigned one of the function sets {ϕij ∈
C
0(E)}2N+1j=1 , i = 1, . . . , N . In what follows, we call them
the pre-processing functions and point out that by Theorem
3, they do not depend on the choice of f . Then, the desired
4function (1) to be computed at FC ℓ, ℓ = 1, . . . , L, can be
written as [5]
fℓ
(
sℓ[t]
)
=
2N+1∑
j=1
ψℓj
(∑
i∈Cℓ
ϕij
(
si[t]
)
+ γℓj
)
(6)
with the constants
γℓj :=
∑
i/∈Cℓ
ϕij(0) , j = 1, . . . , 2N + 1 , (7)
and appropriately chosen functions {ψℓj ∈ C0(R)}2N+1j=1 ,
referred to as the post-processing functions. Assume that FC
ℓ knows its set of post-processing functions, {ψℓj}2N+1j=1 , as
well as its set of constants {γℓj}2N+1j=1 . Then, the computation
approach considered in this paper can be briefly outlined as
follows:
(i) With sensor nodes transmitting concurrently in the same
frequency band, the FCs reliably reconstruct for every t ∈
N the sequences {∑i∈Cℓ ϕij(si[t])}2N+1j=1 , ℓ = 1, . . . , L,
of superimposed pre-processed sensor readings.
(ii) The FCs add the constants (7), apply their post-processing
functions {ψℓj}2N+1j=1 and sum up all intermediate results
to yield the desired function values (6).
Remark 3. Due to the fact that the pre-processing functions
are independent of the functions to be computed at the FCs
(see Theorem 3), they do not need to be updated if the desired
functions change during network operation. A property to
which we refer as universality [5]. The constants (7) are for
instance responsible for preserving the universality in (6) as
otherwise, the pre-processing functions would depend on the
cluster index ℓ. See Section V-B2 for a detailed discussion.
IV. RELIABLE COMPUTATION OF NOMOGRAPHIC
FUNCTIONS OVER THE GAUSSIAN MAC
What nomographic functions makes so interesting for our
considerations is the mentioned structural match between the
inner sums and the channel operation (i.e., superposition),
which suggests that harnessing these signal interactions may
has the potential for improving the efficiency in wireless sensor
networks also for computing nonlinear functions. Realizing
this in a reliable manner requires the application of coding
techniques as we have to deal with additive noise. This leads
us to the formal notion of a computation code [3].
Definition 2. Let T, n ∈ N be chosen arbitrarily. An (f, T, n)
computation code for a Gaussian MAC consists of:
• A desired function f ∈ F(EN ).
• N encoding functions that map T sensor readings
si[1], . . . , si[T ] to n channel input symbols each.
• A decoding function that assigns T estimates
fˆ(s[1]), . . . , fˆ(s[T ]) of desired function-values to
each length-n sequence of channel output symbols.
The performance of a computation code is typically deter-
mined in terms of an achievable computation rate, which
specifies how many function values can be computed per
channel use within a predefined accuracy.
Definition 3. Let f ∈ F(EN ) be some fixed desired function,
fˆ a corresponding estimate at the FC, and ε > 0 an arbitrary
but fixed computation accuracy. Then, RComp(f, ε) ∈ R+ (in
function-values per channel use) is said to be an achievable
computation rate for f and ε if for every rate R′ := Tn <
RComp(f, ε) and every δ > 0 there exists an (f, nR′, n)
computation code such that the error probability fulfills
P
(
T⋃
t=1
{
sup
s[t]∈EN
∣∣∣fˆ(s[t])− f(s[t])∣∣∣ > ε
})
< δ , (8)
for n sufficiently large.
For ease of exposition, in the following two subsections
we consider the single cluster case (i.e., L = 1), whereas the
extension to the general multiple cluster case is considered in
Section V-B below. In particular, we propose a computation
code for some fixed continuous nomographic function that is
capable of achieving (8) at computation rates that are, to some
extent, not achievable with separation-based strategies. Since
the encoders and the decoder have to respect the particular
structure of nomographic functions, we decompose them into
multiple components each.
A. Data Pre- and Post-Processing
Let f ∈ N0(EN ) so that it can be expressed as
f
(
s1[t], . . . , sN [t]
)
= ψ
(
N∑
i=1
ϕi
(
si[t]
)) (9)
through a proper choice of continuous pre- and post-processing
functions. One of the basic facts in multiuser information
theory states that the Gaussian MAC in (3) is a finite capacity
channel if transmit powers and bandwidths are finite [21].
As a consequence, communicating the real values ϕi(si[t])
over such a channel with infinite precision is not possible
so that we have to first quantize the pre-processed sensor
readings into binary representations. Since E is a compact
interval, the range of each pre-processing function is a compact
interval as well and we denote these sets by Πi ⊂ R (i.e.,
∀s ∈ E : ϕi(s) ∈ Πi). Thus, it follows that the union
Π :=
⋃N
i=1Πi is a compact interval and we denote by
πmax := maxξ∈Π |ξ| the unique maximal element in absolute
value.
Remark 4. To keep the notation simple, we assume in the fol-
lowing that the elements of Π are nonnegative. This is without
loss of generality as Π can be shifted to the nonnegative reals
by adding πmax to every ξ ∈ Π.
Each node in the network employs the same quantizer
Q : Π→ {0, 1}b (10)
in order to form for every t ∈ N the length-b binary
representation
wi[t] := Q
(
ϕi(si[t])
)
, i = 1, . . . , N , (11)
where b is some positive integer to be specified below. To
better understand how quantizer Q works, recall first from [27,
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Fig. 2. Block diagram of the entire transmission chain when computing a nomographic function over a Gaussian multiple-access channel with N nodes (i.e.,
within a single cluster).
Thm. 5.2] that every ξ ∈ Π has a unique dyadic expansion
ξ =
∞∑
r=−v
wr
2r
= lim
η→∞
η∑
r=−v
wr
2r
,
with wr ∈ {0, 1} and wr 6= 1 for infinitely many r, unless
wr = 1 for all r. Observe that v depends on the largest integer
part of ξ. With this in mind, consider for each i, i = 1, . . . , N ,
the instantaneous approximation
ϕi
(
si[t]
) ≈ ϕ˜i(si[t]) = η∑
r=−v
wri[t]2
−r (12)
by terminating the dyadic expansion. Then, setting b := η +
v+1 with v := ⌊log2(πmax)⌋ fixed, quantizer Q simply forms
the length-b representations in (11) by extracting the binary
digits from (12).
Each quantizer is followed by the same source encoder
E1 : {0, 1}bT → Zkp , (13)
which combines T ∈ N of the binary representations to a
length-k message over Zp:
wi = E1
(
wi[1], . . . ,wi[T ]
)
, i = 1, . . . , N . (14)
Here and hereafter, k is a natural number and p is assumed to
be prime.4 See Fig. 2 for a block diagram.
Now, in order to compute the desired function in (9) over
the Gaussian MAC (3), the FC first needs for every fixed t,
t = 1, . . . , T , a reliable estimate of the inner sum
g˜
(
s1[t], . . . , sN [t]
)
:=
N∑
i=1
ϕ˜i
(
si[t]
)
. (15)
This can be achieved by reliably computing the modulo p sum
of the messages (14),
g :=
N⊕
i=1
wi , (16)
as long as p is sufficiently large.
Remark 5. Requiring p to be sufficiently large is necessary in
order to avoid a wraparound in (16).
Once the FC knows (16), a source decoder
D1 : Zkp → {0, . . . , N}bT
4We construct the encoder (13) explicitly in the proof of Theorem 5.
first decomposes g into modulo p sums of the binary repre-
sentations (11):
D1(g) =
(
g[1], . . . , g[T ]
)
:=
(
N⊕
i=1
wi[1], . . . ,
N⊕
i=1
wi[T ]
)
.
(17)
Afterwards, the inverse quantizer evaluates the right hand side
of (12) at the digits g[t], t = 1, . . . , T , followed by the post-
processing function ψ (see Fig. 2). This data post-processing
provides the FC with an approximation of (9) given by
f˜
(
s1[t], . . . , sN [t]
)
:= ψ
(
N∑
i=1
ϕ˜i
(
si[t]
))
. (18)
Note that the corresponding accuracy crucially depends on the
explicit choice of the quantization parameter b. As this will
also have a significant impact on the achievable computation
rate, we provide in Lemma 3 at the beginning of Section V
the relationship between b and some given accuracy ε > 0.
B. Nested Lattice Coding
1) Basic Facts and Definitions: Reading through Sec-
tion IV-A reveals that the crucial step in achieving reliable
computations over the channel is the protection of (16) against
Gaussian noise. In order to ensure this, we employ sequences
of lattice codes proposed in [8] as they possess favorable
structural properties. Towards this end, we first briefly recap
some necessary notions on nested lattices from [17], [18], [28].
An n-dimensional lattice Λ, n ∈ N, is a discrete additive
subgroup of Rn that is closed under addition. For every Λ
there exists a full-rank generator matrix G ∈ Rn×n so that
Λ = {λ = Gµ |µ ∈ Zn} =: GZn .
A quantizer associated with Λ is a map QΛ : Rn → Λ that
assigns every µ ∈ Rn to the nearest lattice point in Euclidean
distance, that is,
QΛ(µ) = argmin
λ∈Λ
‖µ− λ‖2 .
The fundamental Voronoi region of Λ, denoted as V , is the set
of all points that quantize to the zero vector:
V := {µ ∈ Rn |QΛ(µ) = 0} .
The modulo operation with respect to Λ provides for every
µ ∈ Rn the quantization error, which is always in V :
[µ] mod Λ := µ−QΛ(µ) .
6Vc
Vs
0
Fig. 3. Part of a nested hexagonal lattice Λs ⊂ Λc in Euclidean space R2
with Vs the fundamental Voronoi region of the shaping lattice Λs (black dots)
and Vc the fundamental Voronoi region of the coding lattice Λc (white dots).
Definition 4. The second moment (per dimension) of a given
lattice Λ ⊂ Rn is defined as
σ2(Λ) :=
1
n
∫
V ‖x‖22 dx
Vol(V) , (19)
with Vol(V) = ∫V dx the volume of the fundamental Voronoi
region. The normalized second moment is defined as
G(Λ) :=
σ2(Λ)
Vol(V)2/n . (20)
Definition 5. Let {Λ(n)} be a sequence of lattices indexed by
their dimension and z ∼ N (0, σ2ZIn). Then, {Λ(n)} is said
to be good for AWGN channel coding if P(z /∈ V(n)) → 0
exponentially fast with growing n whenever Vol(V(n))2/n >
2πeσ2Z applies. On the other hand, {Λ(n)} is said to be good
for shaping if limn→∞ log2(2πeG(Λ(n))) = 0.
A lattice Λs is nested in some lattice Λc if Λs ⊂ Λc. Here
and hereafter, Λs with fundamental Voronoi region Vs is called
shaping lattice whereas Λc with fundamental Voronoi region
Vc is called coding lattice. Fig. 3 depicts an example of a
nested hexagonal lattice pair in which Λc = GZ2 and Λs =
3GZ2, with generator matrix G =
(√
3/2 0
1/2 1
)
.
Lemma 1. For all µ,ν ∈ Rn and every pair of nested lattices
Λ ⊂ Λ′, the modulo operation satisfies:
[µ+ ν] mod Λ =
[
[µ] mod Λ + ν
]
mod Λ (21)
[QΛ′(µ)] mod Λ = [QΛ′([µ] mod Λ)] mod Λ . (22)
Proof: The proof is straightforward.
From [17], we conclude the following lemma, which will
be essential for our considerations in Section V.
Lemma 2 (Erez·Zamir’04). There exists a sequence of nested
lattices {Λ(n)s ⊂ Λ(n)c } in which {Λ(n)s } is simultaneously
good for AWGN channel coding and shaping and {Λ(n)c } for
AWGN channel coding.
Definition 6. Given some pair of n-dimensional nested lattices
Λs ⊂ Λc, a nested lattice code C(n) is defined as
C(n) := Λc ∩ Vs (23)
with rate
R =
1
n
log2
(∣∣C(n)∣∣) = 1
n
log2
(
Vol(Vs)
Vol(Vc)
)
. (24)
Remark 6. The essential structural property of a nested lat-
tice code is linearity, which means that each sum of lattice
codewords modulo the shaping lattice is a codeword itself:
x1, . . . ,xN ∈ C(n) ⇒
[∑N
i=1
xi
]
mod Λs ∈ C(n) . (25)
2) Channel Encoding: In order to protect the modulo sum
in (16) against Gaussian receiver noise, each sensor node
employs the same n-dimensional nested lattice code C(n)
based on a nested lattice pair taken from Lemma 2. The
shaping lattice is scaled such that the second moment equals
the transmit power constraint (i.e., σ2(Λs) = P ). Thus, each
node is equipped with the same channel encoder (see Fig. 2)
E2 : Zkp → C(n) ⊂ Rn , (26)
which maps each message wi to a length-n lattice codeword:
xi =
(
xi[1], . . . , xi[n]
)
= E2(wi) , i = 1, . . . , N .
Due to the scaling of the shaping lattice, each codeword meets
the average power constraint and the message rate (24) (in bits
per channel use) is
R =
k
n
log2(p) . (27)
In what follows, we assume that (26) fulfills
E−12
([∑N
i=1
E2(wi
)]
mod Λs
)
=
N⊕
i=1
wi , (28)
for all wi ∈ Zkp . The existence of such linearity preserving
lattice encoders is shown in [8, Lemma 6].5
3) Channel Decoding: After the Gaussian MAC has been
used by the sensor nodes n times, the FC is aware of the
length-n receive vector
y =
N∑
i=1
xi + z , (29)
where z ∼ N (0, σ2ZIn) (see Fig. 2). In order to obtain an
estimate of the modulo p sum (16), the FC applies a channel
decoder
D2 : Rn → Zkp
that consists of an Euclidean nearest neighbor decoder [17]
followed by the inverse of the channel encoding function.
Thus, by (28) we have
gˆ = D2
(
y
)
= E−12
([
QΛc
(
y
)]
mod Λs
)
. (30)
Obviously, the nearest neighbor decoder quantizes the receive
vector onto the coding lattice and then reduces the outcome
to the shaping lattice in order to guarantee that the resulting
lattice point is a valid codeword.
5Note that p is assumed to be prime in order to guarantee that Zp forms
along with the addition and multiplication modulo p a finite field, which is a
necessary condition for the existence of nested lattice encoders fulfilling (28).
7Inserting (29) in (30) shows along with Lemma 1 that
gˆ = E−12
([
QΛc
(∑N
i=1
xi + z
)]
mod Λs
)
= E−12
([
QΛc
([∑N
i=1
xi
]
mod Λs + z
)]
mod Λs
)
= E−12
(
[QΛc (x+ z)] mod Λs
)
, (31)
where x := [
∑
i xi] mod Λs. Because of (25), we have x ∈
C(n) so that (29) is essentially a single codeword corrupted
by Gaussian noise. The computation over the channel can
therefore be seen as a point-to-point link over which a single
transmitter aims at reliably communicating the codeword x to
its intended receiver.
4) Decoding Error Probability: Let δ > 0 be arbitrary.
Then, the modulo p sum of messages is said to be decoded
with error probability δ if
P (n)e := P(gˆ 6= g) ≤ δ . (32)
To demonstrate that this can be considered as a maximum
probability of error, we establish in the following the upper
bound
P (n)e ≤ P(z /∈ Vc) . (33)
Towards this end, note that each node chooses one out of
pk codewords so that at the FC, the modulo p sum (16) can
take on at most U :=
(
pk+N−1
N
)
different values g(u), u =
1, . . . , U . Thus, the conditional probability of error given that
g(u) is the correct sum leads with (31) to
λ(u) := P
(
gˆ 6= g ∣∣ g = g(u))
= P
([
QΛc(x+ z)
]
mod Λs 6= E2(g)
∣∣∣ g = g(u))
= P(z /∈ Vc) . (34)
Observe that (34) is independent of u, which follows from the
symmetry of the coding lattice Λc. Then, upper bounding the
total probability as
P (n)e =
U∑
u=1
λ(u) P
(
g = g(u)
) ≤ max
1≤u≤U
λ(u) = P(z /∈ Vc)
(35)
shows that the decoding error probability is essentially a
maximum probability of error.
Remark 7. Note that in the network model given in Section II,
we did not introduce a probability distribution on the sensor
readings, which requires the decoding error probability to
be small for every codeword and thus for every choice of
{ϕi(si) ∈ Π}Ni=1. According to (33), this can be ensured
because if P(z /∈ Vc) ≤ δ, then P (n)e ≤ δ, which justifies
to consider (32) as a maximum probability of error.
V. ACHIEVABLE COMPUTATION RATES
In this section, our objective is to characterize the compu-
tation rates that are achievable in clustered Gaussian sensor
networks with the scheme of Section IV. In order to gain first
insights, we start in Section V-A with a single cluster network
followed by the general case in Section V-B. Section V-C
is then devoted to discuss the results. First, however, we
provide a lemma that guarantees that with the quantization
procedure of Section IV-A, the desired functions in (6) can be
approximated with arbitrary precision.
Lemma 3. Let (f1, . . . , fL) ∈ C0(E|C1|)×· · ·×C0(E|CL|) be
some choice of L Kolmogorov’s superpositions. Then, each fℓ
can be uniformly approximated with arbitrary precision ε > 0
if the common quantizer (10) is configured with sufficiently
large b = b(f1, . . . , fL, N, ε). That is,
∀ε > 0 ∃b0 ∀ℓ ∀b ≥ b0 : sup
sℓ∈E|Cℓ|
∣∣∣fℓ(sℓ)− f˜ℓ(sℓ)∣∣∣ < ε .
Proof: The proof is deferred to Appendix A.
Remark 8. In words, the quantization parameter b0 =
b0(f1, . . . , fL, N, ε) denotes the smallest number of bits with
which f1, . . . , fL can be represented within accuracy ε. We
point out, however, that it is not a particular property of the
scheme presented in Section IV that b0 generally depends also
on the number of nodes. In fact, all computation schemes
that approximate a multivariate function by quantizing its
arguments suffer from this. Hence, we drop the corresponding
indication in what follows.
Remark 9. Due to Remark 7, (8) represents a maximum error
probability, which is therefore independent of the statistics of
sensor readings. Because of Lemma 3, it can therefore be
written as P(
⋃T
t=1{fˆ(s[t]) 6= f˜(s[t])}), with f˜ as defined
in (18).
A. The Single Cluster Case
Consider a single cluster consisting of N nodes, which
means that L = 1 and |C1| = N .
1) Nomographic Functions: We start with the computation
of a single nomographic function over a Gaussian MAC such
as depicted in Fig. 2. The following theorem provides an
achievable rate at which elements from N0(EN ) can be reli-
ably computed through harnessing the interference. Note that
according to (17), the estimate fˆ of some given f ∈ N0(EN )
is defined to be (see Fig. 2)
fˆ
(
s[t]
)
= ψ
(
Q−1(gˆ[t])
)
, t = 1, . . . , T . (36)
Theorem 5. Given f ∈ N0(EN ), let fˆ be its estimate defined
by (36). Let ε > 0 be some given desired accuracy and b0(f, ε)
be specified as in Lemma 3. Then,
RComp(f, ε) =
1
2 log
+
2
(
P
σ2
Z
)
b0(f, ε) + log2(N)
(37)
is an achievable computation rate for f and ε.
Proof: The proof is deferred to Appendix B.
Remark 10. Note that in accordance with the proof of the
theorem, (37) can even be slightly improved if the bound in
(54) is applied instead of (55).
In the following, we present some examples that are reliably
computable up to rate (37).
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Fig. 4. Achievable computation rates in a cluster with N = 5 nodes for
the nomographic functions of Examples 1–3, where the aimed computation
accuracy is set to ε = 10−3. The dashed upper bounds correspond with (39).
Example 1 (Arithmetic Mean). Let the desired function be the
arithmetic mean f(s1, . . . , sN ) = 1N
∑N
i=1 si. With the con-
tinuous pre-processing functions ϕi(si) = si, i = 1, . . . , N ,
and the continuous post-processing function ψ(g) = 1N g, we
have f ∈ N0(EN ).
Example 2 (Geometric Mean). Let the desired function be the
geometric mean f(s1, . . . , sN ) =
(∏N
i=1 si
)1/N
with domain
[smin, 1]
N
, for some 0 < smin < 1. With the continuous pre-
processing functions ϕi(si) = loge(si), i = 1, . . . , N , and the
continuous post-processing function ψ(g) = expe(g/N), we
have f ∈ N0([smin, 1]N).
Example 3 (Euclidean Norm). Let the desired function be the
Euclidean norm f(s1, . . . , sK) =
√
s21 + · · ·+ s2N . With
the continuous pre-processing functions ϕi(si) = s2i , i =
1, . . . , N , and the continuous post-processing function ψ(g) =√
g, we have f ∈ N0(EN ).
Fig. 4 depicts the achievable computation rates of Examples
1–3 for N = 5, smin = 10−20, and ε = 10−3 . It turns out,
for instance, that at a ratio P/σ2Z of 15 dB, the “arithmetic
mean” can be computed approximately 1.3 times faster than
the “geometric mean” and approximately 2 times faster than
the “Euclidean norm”, respectively.
Consider now the standard separation-based computation
approach in which the FC reliably decodes all quantized sensor
readings individually from the Gaussian MAC output in order
to compute the desired function-values afterwards. Then, the
corresponding rate performance is limited by the multiple-
access capacity region [21, p. 98] from which we conclude
that the best computation rate is
RComp(f, ε) =
1
2N log2
(
1 + NP
σ2
Z
)
b0(f, ε)
, (38)
which is achievable with Gaussian codebooks in combination
with successive cancellation decoding. Comparing (38) with
(37) reveals that with the scheme of Section IV, many linear
and nonlinear functions can be reliably computed at a rate
that is significantly higher than every rate achievable with
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Fig. 5. Achievable computation rates in a cluster with N = 10 nodes if the
FC wants to know the “arithmetic mean” (see Example 1) within accuracy ε =
10−3, which requires b0(f, ε) = 11 bit. The dashed upper bound represents
the single-user AWGN capacity, normalized by 11+log2(10), whereas time-
division multiple access refers to naive time sharing [21, p. 96].
separation, except for small ratios P/σ2Z . See Section V-C
for a more detailed discussion.
It is easy to see that for P/σ2Z →∞, (37) achieves an upper
bound given by the normalized single-user AWGN capacity:
R¯Comp(f, ε) :=
1
2 log2
(
1 + P
σ2
Z
)
b0(f, ε) + log2(N)
. (39)
Up to date, however, it is unknown whether this bound can
also be achieved for finite P/σ2Z . See Fig. 5 for an example.
Remark 11. The additional logarithmic term in the denomina-
tors of (37) and (39) is the penalty for avoiding wraparounds
in the modulo p sum (16) (see Remark 5).
2) Kolmogorov’s Superpositions: Although Examples 1–3
demonstrate that N0(EN ) contains many functions of practical
relevance, it has to be emphasized that by Theorem 2, N0(EN )
is a nowhere dense subset of all continuous functions. By The-
orem 3, however, every real-valued continuous function of N
variables can be composed of 2N+1 elements from N0(EN ).
We use this to provide in the following the computation
rate that is achievable for reliably computing Kolmogorov’s
superpositions with the scheme depicted in Fig. 6. Given some
f ∈ C0(EN ), the corresponding estimator is of the form
fˆ
(
s[t]
)
=
2N+1∑
j=1
ψj
(
Q−1(gˆj [t])
)
, t = 1, . . . , T . (40)
Theorem 6. Given f ∈ C0(EN ), let fˆ its estimate defined by
(40). Let ε > 0 be some given desired accuracy and b0(f, ε)
be specified as in Lemma 3. Then,
RComp(f, ε) =
1
4N+2 log
+
2
(
P
σ2
Z
)
b0(f, ε) + log2(N)
(41)
is an achievable computation rate for f and ε.
Proof: The proof is deferred to Appendix C.
Remark 12. Comparing (41) with (37) illustrates that when
harnessing the superposition property of the Gaussian MAC,
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Fig. 6. Block diagram of the ith computation transmitter and the ℓth computation receiver (i.e., of FC ℓ), consisting of adequate data pre- and post-processing
as well as of nested lattice encoding and decoding.
universality with respect to the pre-processing strategy costs
additional wireless resources. See Section V-C for a more
detailed discussion.
B. The Multiple Cluster Case
Now, consider the general network model introduced in
Section II, in which N sensor nodes are divided into L clusters
Cℓ. The objective is to compute at FC ℓ some desired function
fℓ ∈ C0(E|Cℓ|) of the associated sensor readings.
1) Nomographic Functions: It can be shown that when
restricted to nomographic functions with continuous pre- and
post-processing functions, the pre-processing functions can
never be chosen to be universal [5]. This is due to the
overlap between clusters. Therefore, the clusters have to be
activated in a time-division manner whenever the functions to
be computed at adjacent FCs are different. This is illustrated
by the corresponding nomographic representations
fℓ
(
sℓ[t]
)
= ψℓ
(∑
i∈Cℓ
ϕ
(ℓ)
i (si[t])
)
, (42)
in which the pre-processing functions depend on ℓ, ℓ =
1, . . . , L (i.e., on the FC that is currently addressed). As a
consequence, the average computation rate achievable in clus-
ter ℓ under a naive time-division strategy scheduling clusters
in time follows from Lemma 3 and Theorem 5 to6
RCompℓ (f1, . . . , fL, ε) =
1
2L log
+
2
(
P
σ2
Z
)
b0(f1, . . . , fL, ε) + log2
(
maxℓ |Cℓ|
) . (43)
In contrast to the single cluster case, the rates depend on
f1, . . . , fL as the error probability in (8) extends in the multi-
cluster case to
P
(
L⋃
ℓ=1
T⋃
t=1
{
sup
sℓ[t]∈E|Cℓ|
∣∣∣fˆℓ(sℓ[t])− fℓ(sℓ[t])∣∣∣ > ε
})
.
This means that the computation accuracy has to be within ε
for all ℓ so that b0 depends on f1, . . . , fL (see Remark 8).
Following a similar reasoning for a separation-based ap-
proach results in the achievable computation rate
RCompℓ (f1, . . . , fL, ε) =
1
2L|Cℓ| log2
(
1 + |Cℓ|P
σ2
Z
)
b0(f1, . . . , fL, ε)
, (44)
6It is assumed that the time is divided into L slots of equal duration.
which is significantly smaller than (43), except for small ratios
P/σ2Z .
Remark 13. Observe that (43) is independent of ℓ and there-
fore equal for all clusters.
Remark 14. In clustered networks in which Cℓ ∩ Cℓ′ 6= ∅
for all ℓ, ℓ′, (43) and (44) cannot be increased by more clever
time-sharing. The reason is that the common nodes transmit
continuously and would therefore violate the average power
constraint when increasing their transmit powers by a factor
of L. If, on the other hand, some of the clusters are disjoint
(see Fig. 1 for an example), the rates could be improved by
designing a time-division protocol that activates these clusters
simultaneously. This, however, would further increase the
coordination effort and is out of the scope of this paper.
2) Kolmogorov’s Superpositions: Since the pre-processing
functions in (6) are universal, the function FC ℓ computes
is determined by the choice of the post-processing functions
{ψℓj}2N+1j=1 only. As a consequence, the data pre-processing
and lattice encoding is fixed so that an additional protocol
for coordinating the activation of clusters, as it was required
for achieving (43) and (44), is not necessary. Thus, the
computation rate achievable with the scheme of Fig. 6, follows
from Theorem 6 to
RCompℓ (f1, . . . , fL, ε) =
1
4N+2 log
+
2
(
P
σ2
Z
)
b0(f1, . . . , fL, ε) + log2
(
maxℓ |Cℓ|
) , (45)
for all ℓ = 1, . . . , L.
The attentive reader might note that according to Theorem 3,
every continuous desired function fℓ can be represented as
fℓ
(
sℓ[t]
)
=
2|Cℓ|+1∑
j=1
ψℓj
(∑
i∈Cℓ
ϕ
(ℓ)
ij
(
si[t]
))
, (46)
which apparently requires less pre- and post-processing func-
tions than representation (6). The reason for preferring (6),
however, is that due to the coupling between clusters, the
pre-processing functions in (46) depend on ℓ. In order
to illustrate this please recap from Remark 2 that there
exists for each ℓ a homeomorphism
(
sℓ1 , . . . , sℓ|Cℓ|
) 7→(∑
i∈Cℓ ϕi1(sℓi), . . . ,
∑
i∈Cℓ ϕi,2|Cℓ|+1(sℓi)
)
between E|Cℓ|
and some compact Γℓ ⊂ R2|Cℓ|+1, which allows every
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fℓ ∈ C0(E|Cℓ|) to be written as in (46) with the same universal
set of pre-processing functions. Since the Γℓ will differ in
general, the pre-processing functions in (46) depend on ℓ.
Whereas this is irrelevant for nodes whose transmit signals
can be received by only a single FC, the common nodes that
can be heard by more than one FC have to adapt their pre-
processing in accordance to the FC that they want to address
in a subsequent step. Hence, the coordinated activation of
clusters in a time-division manner would be necessary as it was
already the case for achieving (43) so that the corresponding
achievable computation rate in cluster ℓ, ℓ = 1, . . . , L, would
follow from Theorem 6 to
RCompℓ (f1, . . . , fL, ε) =
1
(4|Cℓ|+2)L log
+
2
(
P
σ2
Z
)
b0(f1, . . . , fL, ε) + log2
(
maxℓ |Cℓ|
) . (47)
A comparison of (47) with (45) shows that this computation
strategy would lead to a superior rate performance only in
those clusters in which (2|Cℓ|+1)L < 2N +1 applies, but at
the cost of additional coordination.
C. Discussion of the Results
The results for the single cluster case in Section V-A
show that when harnessing the superposition property of the
Gaussian MAC, nomographic functions with continuous pre-
and post-processing functions can be computed significantly
faster than with any separation-based strategy, which was
illustrated in Fig. 5. When considering the computation of
arbitrary continuous functions of the sensor readings, the
corresponding computation rates scale down by a factor of
2N + 1 (see (41)).
In a network of multiple clusters, as shown in Section V-B,
the computation rate achievable when considering in each
cluster an individual continuous nomographic function is re-
duced by a factor of L (see (43) and (44)) since additional
coordination is necessary in the form of time sharing between
clusters. In contrast, due to the universality of pre-processing
functions and the particular data post-processing strategy de-
picted in Fig. 6, the rate at which in each cluster an individual
Kolmogorov’s superposition can be computed is further given
by Theorem 6, regardless of the coupling between clusters.
In the domain of wireless sensor networks, achieving high
rates is generally not the main concern. Due to limited
energy and processing capabilities, computation schemes of
low complexity are also of particular interest. Considering
the results of Section V-B from this perspective reveals that
the proposed computation scheme has not only in the case
of continuous nomographic functions several advantages over
separation-based approaches. For example, when computing a
set of individual Kolmogorov’s superpositions in a clustered
network, any coordination of nodes or clusters is not necessary
as it would be the case for continuous nomographic functions
or separation-based approaches. Especially for large networks
with many clusters, this may lead to significant savings in
complexity so that computing Kolmogorov’s superpositions
(i.e., continuous functions) over the channel can be an option
even if the achievable computation rate is not maximal. It
is clear from the structure of nomographic functions, and
therefore Kolmogorov’s superpositions, that the computation
of only one-variable functions is required at FCs, which can
be less demanding than computing the multivariate desired
function given the entire set of raw sensor readings, such as
in the case of separation-based computation.
If the underlying application is satisfied with the computa-
tion of continuous nomographic functions, then in addition
to the superior rate performance, the scheme proposed in
this paper has a significantly lower decoding complexity,
which is essentially the complexity of a single-user lattice
decoder. As a consequence, the decoding complexity in cluster
ℓ, ℓ = 1, . . . , L, is |Cℓ|-fold less than for separation-based
computation in which the FC has to reliably decode all
the sensor readings gathered in cluster Cℓ. The latter has
also the drawback of a higher sensitivity regarding decoding
errors since already a single wrongly decoded sensor reading
results in a faulty function-value. We would like to emphasize
that the computation rates presented in this section are all
achievable under a maximum probability of error criterion as
it is indispensable for most sensor network applications.
When additionally using common randomness at sensor
nodes and FCs in combination with minimum mean square
error estimation prior to decoding [8], [19], slightly higher
computation rates could be achieved than those presented in
Theorems 5 and 6. This, however, would have the drawback
that only average error probabilities could be handled with
uniformly distributed sensor readings.
VI. CONCLUSION
In this work, we considered the reliable computation of
arbitrary continuous functions of the measurements in clus-
tered Gaussian sensor networks. In doing so, it has been
found that when appropriately harnessing the superposition
property of the underlying Gaussian multiple-access channels,
a certain subset of all continuous functions (i.e., the set of
continuous nomographic functions) can be computed at con-
siderably higher rates than those achievable with an approach
that intends to decode all associated sensor readings at the
fusion centers for computing the function-values afterwards.
Since many continuous functions of practical relevance are
nomographic, the result extends the known results for the com-
putation of linear functions to numerous nonlinear functions.
When the computation of arbitrary continuous functions is
desired, then the presented approach that combines a suitable
data pre- and post-processing strategy with a simple quantizer
and nested lattice codes requires the successive computa-
tion of multiple nomographic functions, which scales down
the achievable computation rates accordingly. Even though
these rates can be inferior to those achievable with standard
multiple-access schemes, the proposed approach provides sev-
eral other advantages that are indispensable in many sensor
network applications such as lower decoding complexity and
less coordination burden. As a consequence, the results of this
paper partially carry over the results of [5] to noisy networks.
Note that the clustered Gaussian sensor network model
considered in this paper assumes that the channel gains be-
tween nodes and FCs are all equal to one (see (3)). For many
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applications, however, the propagation conditions are more
challenging as corresponding wireless transmissions may be
subject to fading effects. In networks with non-overlapping
clusters this is not a big issue as nodes could invert their
channels by employing channel state information. In contrast,
when clusters allowed to overlap, some of the nodes can be
heard by more than one FC, which generally results in different
channel gains. Since this can have a detrimental impact on the
computation rate performance, it has to be figured out in future
work how to appropriately cope with this.
APPENDIX
A. Proof of Lemma 3
Observe that an expansion in the way of (12) represents
along with v = ⌊log2(πmax)⌋ the pre-processed sensor readings
up to precision∣∣ϕij(s)− ϕ˜ij(s)∣∣ < 2−η = 2−b+v+1 ≤ πmax2−b+1 , (48)
for all s ∈ E, i = 1, . . . , N , and j = 1, . . . , 2N + 1. Hence,
we can bound the accuracy of the sum of pre-processed sensor
readings by virtue of the triangle inequality to∣∣∣∣∑
i∈Cℓ
ϕij(si)−
∑
i∈Cℓ
ϕ˜ij(si)
∣∣∣∣
≤
∑
i∈Cℓ
∣∣ϕij(si)− ϕ˜ij(si)∣∣ < |Cℓ|πmax2−b+1 , (49)
for all sℓ ∈ E|Cℓ|, ℓ = 1, . . . , L, and j = 1, . . . , 2N + 1.
Since the constants in (7) are bounded and continuity on
compact metric spaces implies uniform continuity [29, p. 91],
we conclude from (49) that7
sup
sℓ∈E|Cℓ|
∣∣∣∣∣ψℓj
(∑
i∈Cℓ
ϕij(si) + γℓj
)
− ψℓj
(∑
i∈Cℓ
ϕ˜ij(si) + γℓj
)∣∣∣∣∣ < εℓj(b) ,
(50)
for some εℓj(b) > 0 and for all ℓ, j. Now, let ε > 0 be arbitrary
but fixed. Then, there exists b0 = b0(f1, . . . , fL, N, ε) such
that maxℓ,j εℓ,j(b) < ε2N+1 , for all b ≥ b0. As a consequence,
we have for all sℓ ∈ E|Cℓ|, ℓ = 1, . . . , L, and b ≥ b0
∣∣∣fℓ(sℓ)− f˜ℓ(sℓ)∣∣∣ ≤ 2N+1∑
j=1
∣∣∣∣∣ψℓj
(∑
i∈Cℓ
ϕij(si) + γℓj
)
− ψℓj
(∑
i∈Cℓ
ϕ˜ij(si) + γℓj
)∣∣∣∣∣ < ε ,
which proves the lemma.
7Because every finite sum of compact spaces is compact, it follows from
the compactness of the Πij (i.e., the ranges of pre-processing functions) that
the ranges of the sums
∑
i∈Cℓ
ϕij(si), ℓ = 1, . . . , L; j = 1, . . . , 2N + 1,
are compact as well.
B. Proof of Theorem 5
For some T ∈ N to be specified below, consider the
sequence {f(s[t]) = ψ(∑Ni=1 ϕi(si[t]))}Tt=1 of nomographic
function-values with continuous pre- and post-processing func-
tions and let {f˜(s[t]) := ψ(∑Ni=1 ϕ˜i(si[t]))}Tt=1 denote the
corresponding approximations in accordance with (15). In
addition, let ε > 0 be arbitrary but fixed and choose the quan-
tization parameter b = b(f, ε) as in Lemma 3 to b0 = b0(f, ε)
so that sups∈EN |f(s)− f˜(s)| < ε.
In order to prove the theorem, we have to first construct
the source encoder (13). To this end, each of the binary
representations (11) is equivalently considered as an element
of the set of integers {0, 1, . . . , 2b0 − 1}, which we denote
in the following as wi[t] to avoid confusion with the vector
notation. With this in mind, for each t ∈ {1, . . . , T }, the sum
of these integers is bounded above as
N∑
i=1
wi[t] ≤ N(2b0 − 1) =: q − 1 . (51)
Now, for some τ ∈ N to be specified below, we form the
length-k messages (14) in the following way
wi =
(
τ∑
t=1
wi[t]q
t−1, . . . ,
τ∑
t=1
wi[t+ (k − 1)τ ]qt−1
)
,
i = 1, . . . , N , with q as defined in (51). Note that the sum
over i of each component is bounded above as
N∑
i=1
τ∑
t=1
wi[t]q
t−1 =
τ∑
t=1
N∑
i=1
wi[t]q
t−1 ≤ qτ − 1 . (52)
Hence, for every fixed q and alphabet size p (see (13) and
(26)), choosing τ such that
qτ − 1 ≤ p− 1 (53)
avoids any wraparound when messages add up over the
channel. Thus, with the right hand side of (51) we have
τ ≤ log2(p)
log2
(
2b0(f,ε) − 1)+ log2(N) . (54)
Now, consider the more conservative bound
τ ≤ log2(p)
b0(f, ε) + log2(N)
(55)
by ignoring the −1 in the denominator of (54). Then, as the
number of encoded sensor readings is T = kτ , we conclude
for the computation rate (see Definition 3)
R′ =
T
n
≤ k log2(p)
n
(
b0(f, ε) + log2(N)
) = R
b0(f, ε) + log2(N)
.
Note that the computation scheme proposed in Section IV
employs a code-sequence based on a sequence of nested
lattices chosen from Lemma 2. As a consequence, P (n)e ≤
P(z /∈ V(n)c ) → 0 exponentially fast in n as long as the
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message rate (27) fulfills at each node
R =
k
n
log2(p) =
1
n
log2
(
Vol(V(n)s )
Vol(V(n)c )
)
(a)
=
1
2
log2
(
P
G(Λ
(n)
s )Vol(V(n)c )2/n
)
(b)
<
1
2
log+2
(
P
σ2Z
)
− 1
2
log2
(
2πeG(Λ(n)s )
)
.
Here, (a) follows from Definition 4 and the fact that each
shaping lattice Λ(n)s is scaled such that its second moment
equals the power constraint P whereas (b) is a conse-
quence of the sequence of coding lattices {Λ(n)c } being good
for AWGN channel coding (see Definition 5). Because the
sequence {Λ(n)s } is simultaneously good for shaping (i.e.,
limn→∞ log2(2πeG(Λ
(n)
s )) = 0), we therefore have P (n)e →
0 exponentially fast with growing n if
R <
1
2
log+2
(
P
σ2Z
)
.
Consequently, letting T , and thus k and p, grow appropriately
with n, expression
P
(
T⋃
t=1
{
gˆ(s[t]) 6= g˜(s[t])
})
(56)
vanishes exponentially fast in n as well, provided that
R′ <
1
2 log
+
2
(
P
σ2
Z
)
b0(f, ε) + log2(N)
= RComp(f, ε) , (57)
where g˜(s[t]) =
∑N
i=1 ϕ˜i(si[t]) and gˆ(s[t]) = Q−1(gˆ[t]) are
the corresponding estimate at the FC.
Now, recall that D1(gˆ) = (gˆ[1], . . . , gˆ[T ]) and choose
gˆ[t] for some fixed t ∈ {1, . . . , T } such that ψ(gˆ(s[t])) 6=
ψ
(
g˜(s[t])
)
. Then, this choice implies gˆ(s[t]) 6= g˜(s[t])
because ψ is a function. Summarizing all such outage
events in the sets A := {gˆ[t] | gˆ(s[t]) 6= g˜(s[t])} and B :={
gˆ[t] |ψ(gˆ(s[t])) 6= ψ(g˜(s[t]))}, we have B ⊆ A and there-
fore P(B) ≤ P(A) due to the monotonicity of probability and
the measurability of ψ. Hence, we can conclude from (56) that
for each t ∈ {1, . . . , T },
P
(
ψ
(
gˆ(s[t])
) 6= ψ(g˜(s[t]))) = P(fˆ(s[t]) 6= f˜(s[t]))
goes to zero exponentially fast in n, regardless of the choice
of s[t] ∈ EN . Since almost sure convergence implies con-
vergence in probability, we therefore have for every δ > 0
that
∑T
t=1 P(sups[t]∈EN |fˆ(s[t]) − f(s[t])| > ε) < δ if n is
sufficiently large, which implies (8) due to the union bound.
From this, we conclude that the function-values f(s[t]) can
be computed with high probability within accuracy ε at a
computation rate that is as close to the right hand side of
(57) as desired. This proves the theorem.
C. Proof of Theorem 6
Representing f as its Kolmogorov’s superposition (see
Theorem 3) suggests that it can be computed at the FC by suc-
cessively computing the corresponding 2N + 1 nomographic
functions over the Gaussian MAC. Hence, given some fixed
ε > 0, choose b = b(f, ε) in accordance with Lemma 3
to b0 so that the quantization error is smaller than ε. Now,
due to (33), we have for the decoding error probability at
the FC P (n)e ≤ ∑2N+1j=1 P(gˆj 6= gj). Therefore, the theorem
follows from Theorem 5 by taking into account that for each
j, P(gˆj 6= gj) goes to zero exponentially fast in the block
length n as long as (37) is fulfilled.
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