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Scḧatzung von Periodizitäten
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Der Erfolg öffentlicher Mobilfunknetze basiert darauf, dass die Endgeräte ein-
fach sind und kostengünstig hergestellt werden können. Dr Funk dient hier
der Anbindung an das Festnetz, welches die Organisation desGesamtsystems
übernimmt. Funkgeräte in zellularen Netzen kommunizieren mit einer Basis-
station, inWireless Local Area Networks(WLANs) mit einemAccess Point.
Die Basisstationen oder die Access Points steuern das Funksystem.
In Netzen ohne Infrastruktur muss die Organisation notwendigerweise über
Funk erfolgen. Es handelt sich um selbstorganisierende oder ad-hoc Netzwer-
ke. Typische Beispiele sind drahtlose Sensornetzwerke, Netzwerke, die von
Hilfs- und Rettungsorganisationen (Rotes Kreuz, Polizei,T chnisches Hilfs-
werk) im Einsatz benutzt werden oder auch der taktische Truppenfunk. Ad-
hoc Netzen werden, wie Zellen in einem zellularen Netz, Funkka äle zuge-
wiesen, auf denen sie übertragen dürfen. DieÜbertragungen werden, zumin-
dest zum Teil, vom Sender über mehrere Teilnehmer zum Empf¨anger transpor-
tiert (Multi Hop), d.h. es wird nach dem Relaisprinzip gearbeitet. Da ad-hoc
Netze weitverzweigt sein können, kommen natürlich Fragen nach der maxi-
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mal möglichen Teilnehmerzahl, die hier nicht behandelt wird1, und nach der
Zuordnung der Kanäle zu den̈Ubertragungsstrecken auf. Diese Zuordnung
muss so vorgenommen werden, dass innerhalb des Netzes eine möglichst große
Übertragungskapazität, gemessen z.B. in Bit pro Sekunde,Hertz und Quadrat-
meter, zur Verfügung steht. Das Dilemma für den Nachrichtentechniker besteht
nun darin, dass Netze informationstheoretisch nicht so ausführlich untersucht
sind wie Punkt-zu-Punkt-Verbindungen (Shannontheorie).
Die DissertationInterference Mitigation in Frequency Hopping Ad Hoc Net-
works von Jens Peter Nils Elsner liefert einen interessanten Beitrag zur Ka-
nalnutzung in ad-hoc Netzen, den der Autor im Jahr 2011, gemeinsam mit
Ralph Tanbourgi, zum Patent angemeldet hat. Dabei geht es umdie Organisa-
tion großer ad-hoc Netzwerke bezüglich des Mediumzugriffs. Die angebotene
Lösung besteht in der Nutzung desMulti-Level Locally Orthogonal(MLLO)
Frequency Hopping(FH) mit Parallel Rendezvous-Protokoll. Obwohl die vor-
liegende Arbeit in weiten Teilen theorieorientiert ist, sind wesentliche Ergeb-
nisse bereits in eine auf europäischer Ebene laufende Studie, die Simulatoren
für künftige Cognitive Radio Netzwerke bereitstellen wird, eingeflossen.
Das in der Arbeit vorgeschlagene Prinzip des MLLO-FH ist einin Technik und
Wissenschaft vollständig neuer Ansatz zur Interferenzmii ierung in ad-hoc
Netzwerken. Die Leistung von Jens Elsner liegt nicht nur in der Entwicklung
des Prinzips sondern insbesondere auch in dessen theoretischer Durchdringung,
im Nachweis seiner Leistungsfähigkeit und in der Einbringu des Ansatzes in
die Anwendung.
Karlsruhe, im Dezember 2012
Friedrich Jondral
1Hierzu gibt der AufsatzThe Capacity of Wireless Networksvon P. Gupta und P. Kumar,IEEE
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Tag der mündlichen Prüfung: 04. Dezember 2012
Hauptreferent: Prof. Dr. rer. nat. Friedrich K. Jondral
Korreferenten: Prof. Dr. Gabi Dreo Rodosek
Prof. Dr. Jeonghoon Mo

Zusammenfassung
Funkgeräte bieten heutzutage eine hohe Flexibilität, die bis vor wenigen Jahren
noch nicht technisch möglich war. Die Signalverarbeitungin Funkgeräten vor
und nach der Analog-Digital-Wandlung kann nach den unter dem B griff Soft-
ware Defined Radiozusammengefassten Techniken extrem flexibel gestaltet
werden und erlaubt es, verschiedene Funkstandards in verschi denen Frequenz-
bereichen mit dem gleichen Gerät zu implementieren. In Folge dieser Entwick-
lung sind Architekturen entstanden, die eine große Bandbreite wählbarer Mit-
tenfrequenzen, zum Teil über mehrere GHz im UHF-Bereich, bieten.
Diese Bandbreitenflexibilität wird bisher in existierendFunkprotokollen nur
in geringem Maße ausgenutzt. Besonders in robusten ad hoc Netzen, die eine
selbstorganisierende Kommunikation zwischen vielen Netzteilnehmern ermög-
lichen sollen, kann diese Flexibilität große Vorteile bieten. Dies gilt insbeson-
dere dann, wenn die ad hoc Netze in einer Funkumgebung betrien werden,
die durch Störungen und andere Systeme geprägt ist. Im Fokus dieser Arbeit
stehen Techniken zur Interferenzreduktion und zur Erzielung hoher Robustheit
der Datenübertragung in solchen Funknetzen. Zu diesem Zweck rden zwei
bekannte Ansätze angepasst, kombiniert und analysiert: Adaptive Frequenz-
sprungverfahren und mehrkanaliger Medienzugriff.
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Die Leistungsfähigkeit adaptiver Frequenzsprungverfahren wird zunächst mit
einem Interferenzmodell beschrieben, welches auf Methoden der stochastischen
Geometrie basiert. Hierbei lassen sich interne Interferenz, d.h. Selbstinterfe-
renz des Netzes durch räumliche Frequenzwiederbenutzung, und externe Inter-
ferenz, also der Einfluss von anderen Systemen und Störern,unterscheiden. In-
terne Interferenz kann durch ein lokal orthogonales Frequenzsprungverfahren
begrenzt werden, während der Einfluss externer Interferenz durch die Anpas-
sung der Kanalnutzungswahrscheinlichkeiten verringert wden kann.
Der Einfluss interner Interferenz auf das Netz wird in der vorliegenden Ar-
beit bezüglich der Ausfallwahrscheinlichkeit einer repräsentativen Punkt-zu-
Punkt-Verbindung bei fester Datenrate analytisch und simulativ charakterisiert.
Zur Reduzierung des Einflusses interner Interferenz kann der Kanalzugriff so
organisiert werden, dass benachbarteÜbertragungen möglichst in verschiede-
nen Kanälen stattfinden. In Frequenzsprungnetzen ist dieser Ansatz äquivalent
zur Wahl lokal orthogonaler Sprungsequenzen. Die so erreichbare mittlere Ver-
besserung ist bedeutend und wird im stochastischen Modell beschrieben. Um
diese Verbesserung in konkreten Netzen tatsächlich zu erreichen, wird ein lo-
kal orthogonales Mehrebenenfrequenzsprungverfahren alsein verbesserter An-
satz zur Minimierung interner Interferenz vorgestellt. Dieses lokal orthogona-
le Mehrebenensprungverfahren basiert auf einem verteilten Graphenfärbungs-
algorithmus und ist damit für ad hoc Netze besonders geeignt.
In einem zweiten Teil wird der Einfluss externer Interferenzauf Frequenz-
sprungverfahren im gleichen Systemmodell beschrieben. Zur Minderung der
Störeinflüsse bietet sich hier ein auf die Kanalqualitäten abgestimmtes adapti-
ves Frequenzsprungverfahren an. Bei gegebener Störumgebn wird die Lei-
stungsfähigkeit des optimalen adaptiven Verhaltens, welches genaue Kenntnis
der Störparameter voraussetzt, mit verschiedenen suboptimalen Verfahren ver-
glichen. Ein wesentliches Ergebnis ist, dass harte Adaptivität, also der Aus-
schluss von Kanälen aus der Sprungsequenz, wie er in vielenProtokollen einge-
setzt wird, in den meisten relevanten Fällen Durchsätze nahe des erreichbaren
Optimums erzielen kann.
Der letzte Teil der Dissertation widmet sich der Organisation des Medienzugrif-
fes in frequenzspringenden Mehrkanalnetzen. Besonders eignet sich hier die
Klasse derParallel Rendezvous-Mehrkanalmedienzugriffsprotokolle. Externe
und interne Interferenz werden aus Sicht des Medienzugriffes mit Hilfe eines
Markov-Modells analysiert. Zur Reduzierung des Einflussesexterner Interfe-
renz wird Interferenzvermeidung auf der Protokollebene des M dienzugriffes
xiv
diskutiert. Auch hier erweist sich, dass Interferenzvermeidunghohe Durchsatz-
gewinne gegenüber einem nicht-adaptiven Protokoll bietet. Mit zunehmender
Teilnehmeranzahl und Netzwerkdurchsatz nimmt dieser relativ Gewinn aller-
dings ab. Das neu eingeführte Mehrebenenfrequenzsprungverfahren wird eben-
falls auf der Medienzugriffsschicht evaluiert. Gegenüber kannten Verfahren
bietet es einen Durchsatzgewinn und größere Fairness beimV rbindungsauf-
bau durch Verminderung der internen Interferenz.
xv
Abstract
Radio systems today exhibit a degree of flexibility that was unheard of only
a few years ago. Signal processing in radio systems before and after digital-
to-analog conversion can be kept very flexible withSoftware Defined Radio
techniques. This offers the possibility to implement different communication
standards in the same radio system, servicing different frequency bands. Soft-
ware Defined Radio architectures have emerged that are able to service large
swathes of spectrum, covering up to several GHz in the UHF bands.
This bandwidth flexibility is not yet used to the fullest extent in existing com-
munication standards. Especially in robust ad hoc networks, which target
self-organizing communications between many network nodes and operate un-
der adverse spectrum conditions, such flexibility offers benefits. The focus
of this work is techniques to mitigate interference and to improve the robust-
ness of communication in such networks. To this end, two known approaches
are adapted, combined and analyzed: adaptive frequency hopping and multi-
channel medium access.
First, the performance of adaptive frequency hopping is analyzed with the help
of an interference model that is based on stochastic geometry. One can differ-
entiate between internal interference and external interfer nce. Internal inter-
ference is self-interference of the network due to spatial re-use of frequencies,
xvi
while external interference is interference caused by other communication sys-
tems and jammers. Internal interference can be reduced by appl ing locally
orthogonal frequency hopping, while the effects of external interference can be
mitigated by adapting the probabilities of channel use.
The influence of internal interference on the network is characterized analyti-
cally and with the help of numerical simulations in terms of the outage proba-
bility of a point-to-point reference link at a given data rate. To reduce the in-
fluence of internal interference, the channel access can be organized in such a
way that concurrent neighboring transmissions take place in different channels.
In frequency hopping networks, this corresponds to choosing orthogonal hop-
ping sequences. The significant average gain is described within the stochastic
model. To actually achieve the gain within a concrete network, multi-level
locally orthogonal hopping is introduced as an improved method to minimize
internal interference. It turns out that multi-level locally orthogonal hopping,
which is based on a distributed graph coloring algorithm, isespecially suitable
for ad hoc networks.
In a second part, the influence of external interference on frequency hopping
networks is described within the same system model. To mitigate external in-
terference, the frequency hopping probabilities are adapted to the channel qual-
ities. Within a given interference environment, the optimal adaptive behavior,
which requires exact knowledge of the interference, is compared to different
suboptimal approaches. An important result is that hard adaptivity, i.e., the ex-
clusion of severely disturbed channels from the hopping sequence, can achieve
close to optimal performance in many relevant cases.
The final part of the dissertation is concerned with the organization of medium
access in frequency hopping multi-channel networks. The class ofparallel ren-
dezvousprotocols is found to be particularly suitable. External and i ternal
interference are analyzed from the view point of the medium access layer with
a Markov traffic model. To reduce the influence of external interference, in-
terference avoidance on the medium access control layer is discussed. With in-
creasing number of nodes and increasing network throughput, this relative gain,
however, decreases. The introduced multi-level locally orthogonal hopping
scheme is also evaluated on the medium access layer. Its benefits compared to
traditional approaches are increased throughput and better link fairness and are
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Wireless communication technology has evolved rapidly in the last two decades
and is still developing at a fast pace. Driver of this development is the need
for high-speed internet access viainfrastructure-based cellular communication
networksand wireless local area networks. There are structural differences
between those infrastructure network applications and general wireless ad hoc
networks that are the focus of this thesis; these differences ar described in the
following.
Currently, 3GPP Long Term Evolution (LTE) [7] is being deployed in Germany
and other countries as the next standard for cellular communications. LTE
makes flexible use of frequency bands and operates with bandwidths of up to
20 MHz in all bands assigned to mobile network operators. In Germany, these
bands are located around 900 MHz, 1800 MHz and 2.2 GHz. Data rates of up to
several dozen megabit per second are supported. Wireless local area networks
(WLANs) today are based on the IEEE 802.11 family of standards nd have
reached their fourth major generation [8]. Operating mainly the 2.4 GHz
industrial, medical and scientific (ISM) and 5 GHz bands at 40MHz bandwidth
and with relatively low power, they achieve maximum data rates in the order
This work contains material from prior conference and journal publications [1–6], ©2010 - 2012
IEEE. Reprinted, with permission. Specifically, Chapter 2 is based on [1–3], Chapter 3 on [4, 5]
and Chapter 4 contains material from [6].
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1 Introduction
of hundreds of megabit per second. LTE employs centralized coordination
of resources, a defining feature of cellular communications. The decisions
on how to best serve the users are made by the base stations. Today, IEEE
802.11 is mostly used in the same cellular-like manner, which is supported by
its infrastructure mode. Each 802.11 network operates in a si gle frequency
channel; this channel is determined by the base station.2
Hierarchical network topologies with centralized resource assignment and sin-
gle channel operation are key features found in today’s wireless communica-
tion standards that find application in consumer products. In contrast,wireless
ad hoc networkshave a flat hierarchy and need to employ distributed resource
allocation. Such networks have received much research attention, but this re-
search has, until now, resulted in only a small number of products or applica-
tions. The reasons are obvious: Wireless networks are todayused primarily as
access networks to the internet; flat or locally flat3 hierarchies that exchange
information between all nodes are common only in certain applications. Three
areas of potential application stand out: Military communication networks, au-
tomotive networks, and wireless sensor networks.
For sensor networks and short range communication, so called wir less per-
sonal area networks, IEEE provides the 802.15.1 (Bluetooth) [9] and 802.15.4
(ZigBeeand others) [10] families of standards, which mainly targetth 2.4
GHz bands. While the first releases of Bluetooth featured frequency hopping
channel access, the type of systems that will be considered in the following
chapters, later releases rely on an IEEE 802.11 sublayer to facilitate high data
rates. In this thesis, the focus lies on the properties of wireless ad hoc net-
works with a high number of users and channels, similar to networks 802.15.1
and 802.15.4 can create on a small scale. Following the recent development of
spectrally very flexible wireless transceivers, networks are investigated, where
each node
• has a large tuning bandwidth,
• employs frequency hopping (FH) code division multiple access (CDMA)
to increase robustness, and
• is able to coordinate transmissions over multiple channels.
2Thead hoc modedefined by 802.11 is rarely used and limited to a single channel as well.
3In locally flat topologies, one or more nodes might serve as a gateway node to a backbone
network and hence attract more traffic than other nodes.
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1.1 Wireless Ad Hoc Networks
These characteristics lend themselves especially to applications in military com-
munications and robust sensor networks. A combination of frequency hopping
and multi-channel medium access is a good choice for robust large scale ad
hoc networks.
1.1 Wireless Ad Hoc Networks
A wireless ad hoc network is a collection of nodes that can exchange data
wirelessly with each other. Its defining trait is the absenceof a predefined
communication schedule and topology: Every node can, in principle, send data
to any other node, possibly over multiple hops, resulting inthe most complex
wireless network. Self-organization is necessary to set upthe network and to
adapt to changing network conditions.
The concept of a self-organizing network with a multitude ofn des is intrigu-
ing from both an application and a research perspective. Theidea is that nodes
with arbitrary positions, which need to operate in harsh spectrum environments,
create a network with a self-organizing topology and, independently, are able
to exchange information while pursuing an ”optimal” data rate. This concept
offers the fascinating possibility of being connected at any time, even without
a centralized infrastructure. From a theoretical perspectiv , wireless networks
– as opposed to the point-to-point link that has been well described by Shan-
non [11] – are not yet well understood. Giving a good characteization of the
performance and the performance limits of this most generaltype of wireless
network is to information theory what a ”theory of everything” is to physics.4
1.1.1 Channelization and Frequency Hopping:
Theoretical and practical aspects
Information-theoretic motivation
From a theoretical point of view, there are two main reasons tlimit the trans-
mission bandwidth and subdivide available bandwidth into channels when mul-
4As in the case of physics, an open question is whether such a general theory exists or – if it
indeed does exist – will be useful in practice. Without a doubt, however, wireless ad hoc
networks constitute the most complex type of wireless system .
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tiple links share the same spectrum:
• A decreasing gap to capacity at low signal-to-noise ratios(SNRs) and,
more importantly,
• the possibility to reduce the influence of co-channel interfer nce, i.e.,
interference between neighboring channels, via filtering ad frequency
planning.
Consider the well-known formula by Shannon for the possibleerror-free trans-
mission data rateC across a band-limited channel under the influence of addi-








with channel bandwidthB, signal power at the receiverP and (one-sided)
noise power densityN0. The first observation is that for unlimited bandwidth,
limB→∞C = PN0 log2e< ∞: Even with unlimited bandwidth, the capacity does
not increase without bounds.
For a given bandwidth and signal power, and hence a certain signal-to-noise
ratio SNR0 = PN0B , we are interested in what fractionζ of the bandwidth is
needed to support a certain data rate(1− γ)C ≤C. The term 1− γ is then the
fractional relative capacity andγC the gap to capacity. As it turns out, 1− γ is
independent of the actual bandwidth and can be written as






The relationship between 1−γ andζ for different SNR0 values is shown in Fig.
1.1. It can be observed that, for SNR0 → ∞, capacity is linear in bandwidth. At
low SNR values, e.g., for SNR0 = −3dB giving up a fraction of bandwidth
does not decrease capacity as much. Communication systems that transmit
data over longer distances have to deal with low to medium SNRconditions
and operate their links in a power-limited regime. It follows that, in order
to ensure efficient use of spectrum in a network of such systems, splitting up
the available operating spectrum via channelization leadsto a higher aggregate
(sum) capacity. This is shown in the right hand side of Fig. 1.1 for a simple
example, assuming equivalent SNR0 in each link. The aggregate capacity in-
creases with the number of channelsM, while the individual channel capacity
4
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Figure 1.1: On the left hand side: Fractional bandwidthζ versus fractional rel-
ative capacity 1− γ for various SNR0. On the right hand side: Ag-
gregate capacity per bandwidth of all channels (rising) andsi gle
channel capacity per bandwidth (falling) versus number of chan-
nelsM for various SNR0.
naturally decreases. Again, note that for lower SNR0, increasing the number
of channels does not significantly decrease the individual ch nnel capacity.
In a network, where multiple transmissions are carried out cncurrently and
spatial re-use of frequencies is employed, the wanted signal at one node creates
interference at another. The arising non-trivial trade-off between wanted signal
power and interference depends heavily on the network geometry and traffic
pattern. Quantifying this trade-off under sensible additional assumptions and
evaluating ways to minimize interference is the subject of this thesis.
Both aspects, efficient use of spectrum and interference avoid nce, motivate re-
search into multi-channel, frequency hopping ad hoc networks. There is much
to be gained by bandlimiting transmissions, so that any practical wireless ad
















Figure 1.2: Trade-offs in radio frequency (RF) design: The RF design hexagon
[12, p. 5]
High frequency engineering issues: In-band versus out-band
As seen, in certain situations it is not beneficial even from atheoretical view-
point to use high bandwidth in point-to-point links that arepart of a greater
communication network. Other important factors in favor oflower bandwidth
are the implementation and design costs of high frequency bandwidth at each
terminal. In high frequency circuit design, several typical tr de-offs exist. All
of the quantities shown in Fig. 1.2 can be directly or indirectly traded against
each other to some extent. Well known trade-offs are the gain/b ndwidth trade-
off encountered in amplifiers and the noise/bandwidth trade-off in signal pro-
cessing due to thermal noise.
Fig. 1.3 shows a power consumption/frequency/bandwidth trade-off example
in the receiver of an integrated state-of-the-art low powerCMOS transceiver
[13] for software-defined radio (SDR) applications. It is capable of servicing
a frequency range from 100 MHz to 6 GHz with a noise figure of 2.5dB (at
100 MHz) to 7 dB (at 6 GHz). The transceiver chip provides several bandwidth
modes and, as such, is capable of being compliant to all relevant current wire-
less standards such as LTE and WLAN5. As shown in Fig. 1.3, increasing
channel bandwidth or carrier frequency leads to higher power consumption of
the receiver: In CMOS circuits the dynamic power consumption depends lin-
early on their switching frequency. Higher channel bandwidths also lead to
higher necessary data rates after A/D conversion, thus increasing power con-
sumption throughout the processing chain.
5See [13, Tab. 1, p. 2802] for a full list of target applications.
6





















1 2 3 4 5 6





Figure 1.3: Power/frequency/channel bandwidth trade-offin the receiver chain
of a state-of-the-art SDR transceiver [13]
Smaller channel bandwidth is also beneficial to decrease susceptibility to in-
terference. If communication links are subject to interference from external
sources, e.g., emissions of other communication systems ordeliberate jamming
attempts, a higher channel bandwidth increases the vulnerability to such inter-
ference. Out-of-band interference can be easily reduced using analog filters,
while in-band interference has a direct influence on the signal-to-interference
ratio. It can only marginally be mitigated6 by signal processing in the digital
domain.
Current SDR hardware
Fig. 1.4 shows the operating bandwidth of tactical communication systems
available or under development today.7 Depending on the design, the channel
6The bottleneck is the dynamic range offered by the A/D converter.
7Technical specifications are taken from publicly availableproduct notes and press releases by
Rohde und Schwarz(RS), Thales GroupandUltra Electronics. All information is provided
without liability and for illustrative purposes only. Trademarks mentioned are the property






























Figure 1.4: Operating bandwidth of state-of-the-art tactical communication
systems in the VHF, UHF and SHF bands
bandwidth of the listed communication systems can be as wideas 5 MHz, while
still providing appropriate co-site filtering. In light of the very spectrum agile
radio frequency hardware available or under development for military commu-
nications and even in the low-cost SDR segment8, frequency hopping can be
potentially applied very effectively. Today’s hardware can easily service large
swathes of the VHF, UHF and SHF spectrum. If the hardware supports acket-
based (slow) frequency hopping, huge frequency diversity can be achieved by
spreading the transmission over hundreds of megahertz.
The operating (tuning) bandwidth of a node can exceed the syst m (radio fre-
quency) bandwidth by orders of magnitude. In, for example, at levision band
overlay network the operating bandwidth is between 400 MHz and 800 MHz,
while the system bandwidth is equivalent to the TV channel bandwidth, 8 MHz.
The capacity of wireless ad hoc networks can be significantlyi creased by mak-
ing use of these additional degrees of freedom available in fr quency-agile (and
hence multi-channel) ad hoc networks to mitigate interference.
FuA) is the German national SDR program, currently under development by RS and various
other companies.
8See for the example theUniversal Software Radio Peripheralproduct line ofEttus Research
LLC [14] that offers high frequency front-ends tunable over a wide range of frequencies, from
DC to 5 GHz.
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Shared spectrum and overlay networks
Another aspect, especially relevant in overlay networks, is the minimization of
interference to a primary spectrum user.
In overlay networks, devices using different transmissionstandards share the
spectrum. Due to the limited amount of spectrum available and a multitude
of new wireless applications, spectrum sharing is on the rise, e pecially in the
UHF bands. A common requirement for secondary users is to ensur mini-
mum interference with primary users. Aprimary spectrum useris a spectrum
user that has prioritized access, as, e.g., mandated by a regul tory agency, and
must not be interfered with. If the primary user characterisics are known, e.g.,
through additional information collected and stored in a datab se [15], the great
flexibility of today’s hardware makes it possible to minimize the impact of spec-
trum sharing on the primary users. Such concepts are being implemented and
monitored today in the United States of America by the Federal Communica-
tions Commission’s White Space Database Administration [16]. The prioritiza-
tion of spectrum access is, however, not the focus of this work. In the following
chapters we are only concerned with minimizing the impact ofinterference on
our own network.9
1.1.2 Multi-channel MAC operation
Wireless networks with a high number of nodes that are scattered over a large
area necessarily require a multi-channel medium access control (MAC) archi-
tecture, as data transmission of many nodes in a single channel is an obvious
bottleneck for performance. Multi-channel MAC protocols that organize the
medium access across multiple channels are more complex than single channel
protocols as the state of the network cannot be inferred at each node by only
observing a single channel. Multi-channel MAC protocols alow scaling the
total network throughput with the number of available channels. In large scale
networks, while frequency hopping is optional, multi-channel MAC operation
is not. A combination of both approaches can increase the robustness and flex-
ibility of the network if the inter-channel quality varies.This diversity gain
is bought at the expense of increased demand on synchronizati and channel
switching overhead.
9Since interference is reciprocal, the concepts can, with appropriate modifications, of course be
applied to shared spectrum overlay networks as well. They aralso relevant for research that
can be summarized under the umbrella termcognitive radio[17, 18].
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1.2 Context and related work
Up until today, no theory is available that can easily describe all relevant proper-
ties of arbitrarily large wireless networks. Classical Shannon theory that treats
each occurring link as a point-to-point connection is, due to the combinatorial
nature of possible network interactions, limited to small networks. An evalu-
ation of the capacity region, especially in multi-channel ntworks, is possible
with current computers for only up to 6 or 7 nodes [19, 20]: Thenumber of
possible interactions in the network increases exponentially with the number
of nodes. Another significant drawback of Shannon theory is that i cannot ac-
count for delay or changes in the network topology and hence does not offer a
lot of practical insight. Computational intractability and practical shortcomings
motivate the search for new network models10.
A seminal publication that sparked interest inscaling laws, i.e., the asymp-
totic behavior of large networks, was published by Gupta andKumar in 2000
[22]. Drawing on the fact that transmissions take up ”interference space” they
showed using a geometrical argument that the end-to-end throug put with in-
creasing node density in any large network converges to zero. Building on this
negative result, it has been shown that mobility can increase c pacity [23] and
that, in multi-channel networks, a low number of interfaces(one or two) does
not necessarily limit the capacity of the network [22, 24]. Scaling laws, how-
ever, are of limited practical use as they only state resultsfor asymptotically
infinite node density.
A new approach that can capture the properties of networks with arbitrary den-
sity is based on stochastic geometry. The idea is to model node p sitions by
means of a stochastic process. Expressions can then be derivd by averaging
over all possible spatial configurations. Depending on the assumed distribution
of positions, the resulting expressions are even analyticaly tr ctable. Instead
of trying to model all interactions between nodes, one is satisfied with results
that characterize theaverageperformance over all possible spatial network con-
figurations.
Relevant recent introductory and advanced literature thatapplies stochastic ge-
ometry to wireless networks are a tutorial paper and a monograph by Haenggi
et al. [25, 26], a monograph by Baccelli and Blaszczyszyn [27], a tutorial paper
10Refer to the magazine article by Andrews et al. [21] for a recent overview and discussion of
research directions in information theory.
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and a monograph by Weber et al. [28], [29] and an overview paper summariz-
ing current developments by Andrews et al. [30].
In the next two chapters of this work, a network model based ona homoge-
neous Poisson point process is used to describe interference trade-offs in FH-
CDMA networks. In a relevant prior publication, Andrews et al. [31] give an
overview and discuss the use of spread spectrum, i.e., low spectral efficiency
waveforms in ad hoc networks. The pros and cons of employing high spectral
efficiency modulation (high data rate, but susceptibility to interference) and
low spectral efficiency (low data rate, increased robustnes) are discussed. A
central idea not touched upon in [31] however, or by the references therein,
is the physical necessity to use multiple channels in largernetworks. Further-
more, interference avoidance by adapting hopping sequences, a central theme
of this thesis, is also not discussed.
Frequency hopping is a well-known and proven technique for inc easing the
robustness of transmissions. An overview of the history andpplications can
be found in the book by Simon et al. [32]. More recent notable publications
include works by Popovski et al. [33, 34] and Stabellini et al. [35]. The publi-
cations propose and discuss frequency hopping techniques,b t do so outside of
a stochastic geometry framework and without a link to multi-channel MACs.
MACs for wireless ad hoc networks have been extensively studied, see, e.g.
[36] for an overview. Central to our MAC analysis is the Markov traffic model
for a multi-channel ad hoc network introduced by Mo et al. in [37].
1.3 Organization
Chapters 2 and 3 discussinternalandexternal interference as well as strategies
for countering their influence within a simple stochastic network model, where
node positions are assumed to follow a homogeneous Poisson point process.
Internal interference, i.e., self-interference caused byunwanted network trans-
missions due to spatial re-use of frequencies, can be avoided in FH-CDMA net-
works by orthogonalizing the hopping sequences, if networkgeometry allows
this. The problem is cast as a graph coloring problem and possible performance
gains are shown. For a given network, an algorithm is provided that achieves
local orthogonalization in a practical setting.
External interference is the influence of external systems on the channel quali-
ties. By adapting the hopping sequences, it is possible to mitigate its influence.
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Chapter 3 derives, within the given system model, the optimum probability dis-
tribution. Suboptimal but practically relevant strategies are compared to this
optimal performance bound.
Chapter 4 highlights design problems in MAC protocols for multi-channel fre-
quency hopping networks. The performance of interference avoid nce tech-
niques is analyzed in a MAC layer model. Finally, Chapter 5 summarizes the
work, highlights the contributions and gives an overview offurther research
directions.
The three main chapters treat different aspects of frequency hopping systems.
As they use different system models, they are written to be self-contained, so
that each chapter can be read separately from the others. Together, they offer a
broad view of the physical layer and MAC layer issues of frequency hopping





Internal interferenceis interference caused by the unwanted signals of concur-
rent transmissions from other network nodes in the same physical channel. In
large wireless networks with significantly more transmitting nodes than avail-
able channels, the same channels have to be used in differentparts of the net-
work. Internal interference then necessarily degrades performance. Techniques
to mitigate internal interference by transmission coordination are therefore of
special interest, as interference leaks through space moreeasily than through
frequency and time [30].
In cellular networks, reduction of internal interference is achieved by careful
frequency planning and verification measurements11. As the base station po-
sitions are known, the cells can be fine-tuned by adapting transmission power
and antenna directions and choosing appropriate downlink and uplink chan-
nels. This minimizes the interference of different base stations at the mobile
terminals. The interference at the base stations can also bemanaged through
11See [38] for an in-depth description of propagation models and frequency planning techniques.
13
2 Mitigating Internal Interference
frequency planning due to the fact that mobile terminals have much lower trans-
mission power than base stations12.
In ad hoc networks, managing internal interference is much more difficult as
there is no pre-defined traffic structure or geometry. Both facts complicate
frequency planning. Due to the power-law properties of pathloss attenuation,
internal interference is dominated by unwanted transmission of other nearby
nodes in the same channel. A strategy to avoid internal interference in a net-
work of frequency hopping code division multiple access (FH-CDMA) systems
is hence the spatial orthogonalization of transmission hopsets.
This chapter deals with the performance gains that can be achi ved by such
scheduling of transmissions within a geometrical model, where the node posi-
tions are given by a homogeneous Poisson point process (PPP). We consider
the following research questions:
• What are the possible spatial average gains of adaptive hopping with
local orthogonalization?
• For a given network, what is a practical hopping strategy iflocal orthog-
onalization is not possible due to network geometry?
In prior related works based on PPP models, Weber et al. compare FH-CDMA
and direct sequence spread spectrum (DSSS) CDMA systems under a power
constraint with equivalent total occupied bandwidth [31, 40, 1].13 They find
that FH-CDMA systems have an advantage in terms of transmission capacity14,
a metric closely related to spectral area efficiency. Hence,it is more beneficial
to avoid interference in ad hoc networks than to mitigate it with the help of
channel coding.
Within the same model, Weber et al. [42] derive the transmission capacity
for a network employing interference cancellation. They find that interference
cancellation is beneficial overall, but high cancellation efficiency is needed.
Furthermore, if cancellation efficiency is high, it is sufficient to only cancel the
closest interferer to achieve a large gain15. Jindal et al. answer the question as
12The maximum transmission power for mobile terminals is 23± 2 dBm, while base stations of
macro cells typically transmit with 43−48 dBm [39, pp. 266-268].
13DSSS-CDMA systems implement extremely low rate channel coding via pseudo-random spread-
ing of the transmitted symbols.
14The transmission capacity is the expected number of successful transmissions per unit area,
formally defined in (2.3).
15The same also holds for FDMA under certain conditions, see [43].
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to how to split a given operating bandwidth to maximize spectral area efficiency
[44].
All these prior works assume that a transmission over full bandwidth with low
spectral efficiency is possible. Thus, the comparison betwen low spectral effi-
ciency transmissions over high bandwidth (low spectral density) and high spec-
tral efficiency transmissions over smaller bandwidth (highspectral density) is
reasonable. This comparison is indeed fair if the operationbandwidth is rela-
tively small, e.g., up to 40 MHz. With growing bandwidth, however, it becomes
increasingly difficult and costly to design and operate DSSS-CDMA systems
due to the required signal dynamic range and radio frequencygineering con-
straints16. Designing and operating DSSS-CDMA systems at acceptable costs
over an operating bandwidth of a few hundred MHz, as envisioned here, is en-
tirely impossible. This needs to be borne in mind when interpreting the results
of the aforementioned works. In contrast to these prior works, the bandwidth
split under the assumption that the network locally coordinates transmissions in
a frequency division multiple access (FDMA) fashion by adapting the hopping
sequences is considered here.
The next sections build on the cited results by Weber, Jindalet l. to show
the principal limits of FH-CDMA networks capable of locallyorganizing chan-
nels in terms of the transmission capacity metric in the interfer nce-limited
regime17. A contribution is the application of Brooks’ theorem18 [45] in the
transmission capacity framework.
The remainder of this chapter is structured as follows. In Section 2.1, the sys-
tem model is introduced. Section 2.2 restates results for naı̈ve (non-adaptive)
FH-CDMA by Jindal et al. [44] for comparison. The transmission capacity of
networks with local FDMA scheduling is derived in Section 2.3 and compared
with the no scheduling case. Finally, Section 2.4 focuses ona practical algo-
rithm for implementing local FDMA scheduling for a given ad hoc network.
Section 2.5 provides concluding remarks.
16Radio frequency design becomes generally more difficult with h gher bandwidth (see also Sec-
tion 1.1.1): Oscillators need to be more stable and hence havbetter phase noise properties.
17We neglect thermal noise and interference, this will be the topic of Chapter 3.
18See also Appendix B.
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Figure 2.1: Illustration of frequencies, channels and hopsets.
2.1 System model
2.1.1 Geometry, channel and receiver model
The wireless network considered consists of nodes assumed to be distributed in
the plane. The operating bandwidthB is the total bandwidth available for com-
munication and is split intoM orthogonal channels of system bandwidthBm =
B
M . The system bandwidth is the high frequency bandwidth of a single node,
and each nodei transmits in only one channelmi ∈M, M= {1, . . . ,M}.
We assume that slotted ALOHA is used to access the channel19 at each node.
The set of active transmitters in a certain time slot is modele by a homoge-
neous marked PPPΦ = {(Xi ,mi)} of intensityλ , where theXi ∈ R2 denote
the locations of transmitters and themi ∈ M are the marks attached to theXi,
indicating the associated channel.
In frequency hopping systems, one can differentiate, as shown in Figure 2.1,
frequencies, channelsand hopsets20. A frequency is a physical center fre-
quency of a channel. A channel is a pointer to a (center) frequency with an
associated bandwidth, and a hopset is a time-indexed set of channels. In order
19ALOHA channel access is described and analyzed in, e.g., [46] This simple model of synchro-
nized but uncoordinated medium access is appropriate for simple networks or to model the
network-wide RTS/CTS phase of a more sophisticated MAC protocol as described in Chapter
4.
20The termshopsetandhopping sequenceare used interchangeably in this thesis.
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to evaluate FH-CDMA with locally orthogonal hopping, the interference sit-
uation at a certain time instance is evaluated, i.e., one considers a network
snapshot. Furthermore, it is presumed that the channels areaccessed with
equal probability, i.e., that the channels of transmittingnodes are determined
by (pseudo-)-random hopsets.
We defineΦm= {(Xi ,mi)|Xi ∈ Φ, mi = m} as the point process containing only
those transmitters which transmit in channelm. According to the hopset prop-
erties, we assume that, even though the marks are not assigned independently,
they are assigned with equal probability, i.e., the distribu ion of marks of all
points is uniform. We can then well approximateΦm as a (non-homogeneous)
Poisson point process and the intensity ofΦm can be denoted asλm = λ/M.
The performance of the network is evaluated with the help of a(hypothetical)
typical transmission21 between a reference transmitter and reference receiver
in each channel. All channels have an identical interference profile, so it is
sufficient to consider one reference pair. The reference receiv r is placed at the
origin and the reference transmitterr units away at positionx. Each transmitter,
both the reference transmitter and interferers, transmitswith powerρ and hence
spectral power densityρBm =
ρM
B in a channel.
The transmitted signals are attenuated by path loss and may also be subject
to Rayleigh fading. The path loss between two pointsx′,y′ ∈ R2 is given by
‖x′− y′‖−α , with α > 2.22 We assume that any interference can be treated as
white noise, i.e., that appropriate pre-whitening measures have been taken at
the receivers.
The instantaneous signal-to-interference-and-noise ratio (SINR) at the probe
21In the following, only transmitters will be considered. Fora PPP made up of nodes that can
act as transmitters or receivers, the typical transmissionin homogeneous PPPs can also be
justified with Slivnyak’s Theorem (see [47, p. 95] or [48]) asfollows: The PPP is thinned
into transmitting and receiving nodes. All transmitters choose their destination nodes, and the
destination is interpreted as a point mark. Then, a typical transmitter is picked; the statistics
are not affected by conditioning of the marked PPP on a specific point. This approach relies on
the independence of marks.
22Note that this two-dimensional model is not valid forα = 2, as the interference contributions
from an infinite number of nodes in the plane lead to infinite int rference power. Mathemati-
cally, the corresponding integral diverges, see [49]. Furthermore, it is only valid for distances
r > 1.
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whereNm is the thermal noise level in channelm, NSRm =
Nm
ρr−α is the mean
noise-to-signal ratio in channelm.23 The variablesG0 andGi are independently
and exponentially distributed with unit mean and capture the random fluctua-
tions in the received power due to Rayleigh fading at the probe eceiver. Setting
G0 = Gi = 1, (2.1) reduces to a path loss model.
The outage probability of the typical link in channelm is given by the reduced
Palm probability [27]:
qm = P
!x [SINRm < β ]
= P[SINRm < β ] , (2.2)
whereβ is the required SINR threshold andP!x is the probability measure with
respect to the point processΦm∪{x} without counting the pointx, as the probe
transmitter does not contribute to the interference seen bythe probe receiver.
The second equality of (2.2) follows from Slivnyak’s Theorem, which states
thatP!x[·] =P[Φ∈ ·], if Φ is a PPP [27]. The outage probabilityqm is a function
of the SINR, and hence of all model parameters of (2.1). It is monotonically
increasing with the density of active transmissionsλ .
A measure that relates the outage probability to the number of attempted trans-
missions is the transmission capacity (TC) [28]. The TC is the density of con-
current transmissions weighted by the success probabilityassociated with this
density, i.e., for a single channel:
Definition (Transmission capacity).
cm(λ ) = λm(1−qm(λm)) (2.3)
The transmission capacity is a measure of the spatial goodput and gives the
number of nodes transmitting successfully in a unit area at agiven time. With
the data rate of a single packet and the channel bandwidth, the area spectral
efficiency can be directly calculated from the TC.







Figure 2.2: Bandwidth partitioning and scheduling
2.1.2 Local FDMA scheduling
For a given network, the optimum channel assignment minimizes the overall in-
terference between nodes. Channel assignment problems have been well stud-
ied for fixed cellular networks, see e.g. [50–52], and are in ge eral known to
beNP-hard24, although efficient algorithms exist to find close-to-optimal solu-
tions with global knowledge of the network state. In ad hoc networks, nodes
have to rely on local information and make local decisions. For the stochastic
network model, it is assumed that the network protocol is capable of orthogo-
nalizing the transmissions of all neighbors around the reference receiver in an
orthogonalization radiusro. Concurrent transmissions in the same area thereby
take place on different channels, resulting in a guard zone fre of interfering
transmitters. Fig. 2.2 shows the bandwidth partitioning and resulting schedul-
ing; each transmitter in the vicinity is assigned a different channel.
For a fixed operating bandwidthB, more channels mean less interference as
more neighbors can be orthogonalized and less interferencecom s from all
other nodes since their activity is split ontoM channels. On the other hand,
less spectrum is available for a point-to-point link, resulting in a higher outage
probability for a given data rate. In the following sections, we will quantify
this trade-off and find the optimum number of channelsM for the path loss and
Rayleigh fading model.
24For an introduction to algorithmic complexity see [53].
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Formally, one can describe local FDMA scheduling as follows. Let Φ′ be a




i , ro) be the
disc with radiusro centered atX′i , whereX
′
i has the markm
′
i . Furthermore, let
Φ′(·,m′i) denoteΦ′ on a given area, counting only points with markm′i . Then,
a set of marksm′i needs to be found such that




i)\ (X′i ,m′i) = /0
]
= 1− εo (2.4)
holds. In other words, a mark (channel) is only used once withprobability
1− εo within all disc of radiusro around all pointsX′i . Depending on the
properties ofΦ′, this might be possible forεo = 0 if the number of points per
area is bounded. In the case of a PPP approximation,εo converges to 0 fast
with the number of available channels as we will see later.
2.2 Transmission capacity with näıve
FH-CDMA
First, we will derive the relationship between system bandwidth, operating
bandwidth and transmission capacity under internal interfer nce for a network
which needs to support a (minimum) data rateRm at a (maximum) distancer
in each point-to-point connectionwithout local scheduling (naı̈ve FH-CDMA).
We assume a Shannon capacity relationship between SINR andm. There is an
optimal split of the operating bandwidthMopt for which outage is minimized,
independently ofλ . The transmission capacity of the network is the goodput
of the associated node density.








ρr−α denotes the noise-to-signal ratio in channelm.
In channelm the outage probabilityqm for a transmission rateRm, assuming
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Shannon capacity, is























2.2.1 Path loss only model
For the path loss only model, we setG0 = Gi = 1. Making use of symmetry,
the two-dimensional PPP ofΦm can be mapped to a one-dimensional PPP with















































Let FZα denote the complementary cumulative distribution function of Zα .
Then,
qm(λm) = FZα ((πr
2λm)−
α
2 θm) . (2.8)
The optimal system bandwidth of each channel is given by miniizing the
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Inserting (2.8) and assuming a symmetric distribution of nodes25 to channels





























































This optimization problem is solvable in closed form for theint rference-limited















whereW denotes the principal branch of the Lambert-W function. Theoptimal
split26 hence depends on the path loss exponentα, desired supportable rateRm
and operating bandwidthB.
This is, under the given path loss model assumptions, the optimum operating
bandwidth split for an FH-CDMA ad hoc network to minimize outage at a
given point-to-point data rate. The split corresponds to anSINR thresholdβ
of
βopt = 2bopt−1 (2.12)
and a spectral efficiency in all links ofbopt.







25The symmetric distribution to channels is justified due to the homogeneous PPP model and equal
background noise in each channel.
26AssumingB or Rm are adjusted so thatMopt is an integer, otherwise the optimalM will be the
ceiling or floor of the expression.
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whereλm = q−1m (ε), i.e., the densities in each channel are chosen such that a
given outage probabilityε is achieved.

















The transmission capacity in (2.14) scales linearly with operating bandwidth.
In multi-channel ad hoc networks, the ratioRmB will typically be small, resulting
in a high number of channels. In the interference-limited regime, the transmis-
sion capacity can be made arbitrarily large by extending theop rating band-
width.
In general, the transmission capacity (2.14) cannot be explicitly stated as a
closed-form expression. A special case isα = 4, where the transmission ca-








This case will be used for comparison.
2.2.2 Rayleigh fading model
For the Rayleigh fading model (2.16) one has to take into account the fading



























whereTi is the distance to the origin of the interfereri. As we see, the structure
of optimization problem is the same, leading to the same optimum number
of channelsMopt. This is due to the fact that geometry and fading defineZ′α ,
but Z′α remains independent ofm. Hence, fading results in an instantaneous
scaling of the SINR but does not affect the optimum bandwidthsplit in the
interference-limited regime, NSRm → 0.
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2.3 Transmission capacity with locally
orthogonal hopping
2.3.1 Feasibility of Orthogonalization
An important initial question regards the feasibility of orthogonalization ac-
cording to (2.4) ofN neighbors whenM channels are available. This corre-
sponds to a graph vertex coloring problem withM colors in an infinite random
graph. Only if orthogonalization is feasible anywhere in the network with high
probability, can the reference link be regarded as accurately describing the per-
formance of the whole network. By Brooks’ theorem [45], successful orthogo-
nalization (coloring) of a graph with node (vertex) set{Xi} is feasible withM
channels (colors), if the maximum number of neighbors max{Ni} (maximum
degree) is less thanM. Obviously, this can only be the case for a finite number
of nodes in a given area. Hence, the PPPΦ is conditioned on havingK nodes
on an area of interestA ⊂ R2, where KA = λ . Given a PPP with intensityλ ,
the numbers of neighborsNi of each nodei are identically and independently
Poisson distributed with parameterπr2oλ . In other words, the expected number
of neighborsλn for a node from a PPP with densityλ is27
λn = πr2oλ . (2.17)
A sufficient condition for feasibility of orthogonalizationwith probability greater
than 1−εo is that the maximum of the set of Poisson random variables describ-
ing the number of neighborsNi of each nodeXi is not greater than or equal to
the number of colors available:
P[max{N1,N2, ...,NK} ≤ M−1]> 1− εo . (2.18)












27We will use bothλ andλn in the following: The meaning ofλn is intuitive, whileλ allows to
compare performance results easily with results from literature.
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Figure 2.3: Number of channelsM required to allow orthogonalization in a
network ofK nodes with probabilityεo and number of channels
minimizing point-to-point outageMopt in the local scheduling case.
Mopt is determined via Monte Carlo simulations forRm/B = 0.1,
α = 4 andr = 10.
whereΓr(s,x) = Γ(M,λn)Γ(M) is the regularized gamma function. AsM grows,
εo(M) rapidly converges to 0. In fact, denoting exp( ) = ∑M−1i=0
xi
i! +RM(x),
εo(M) can be upper bounded by














for M ≥ 2λn−2 (making use ofRM(x)≤ 2 |x|
M
M! , proof by bounding the remain-
der term of the exponential series).
Given an areaA, λ , εo > 0 andro, the minimum number of channelsMmin
needed for FDMA orthogonalization within radiusro can be obtained by solv-
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Fig. 2.3 shows the number of channels needed for variousK andεo. Somewhat
surprisingly, even for a large number of nodesK and smallεo, the required
minimum number of channels grows slowly. This is one of the prope ties of
the distribution of the maximum of a set of independent Poisson random vari-
ables.28
2.3.2 Outage and Transmission Capacity
Let us now assume that the network usesM channels and is agile enough to
coordinate the transmission of neighboring nodes to avoid interference within
its intended transmission ranger = ro in such a way that it always finds an
orthogonalization if it is feasible. The assumption is reasonable: if nodes can
communicate directly, they can also effectively exchange their transmission
schedule.
The probability 1− εo(M) of a feasible orthogonalization in a network withK
nodes andM channels is upper bounded by (2.19). If the probability of net-
work orthogonalization is high, a representative measure is the probability of a
locally feasible orthogonalization. This is the probability po that not more than



















For the following considerations, it is hence assumed thatMAC scheduling can
eliminate M−1 near interferers in the transmission range r, by assigning them
to different frequency channels.
Similar to the no scheduling case, closed form solutions of such an interfer-
ence field do not exist. We will derive upper and lower bounds on the outage
probability.
28The statistics are further examined in a recent publicationby Briggs et al. [54].
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Figure 2.4:β ≤ 1: The communication region is greater or equal to the near
interference region.
The outage event can be decomposed by considering the communicatio re-
gion, the near interference region and the far interferenceregion [28]. The
communication region and the near interference region are discs of radiusr
andrs = β
1
α r, respectively. The far interference region is the area outside the
near interference region. Interfering nodes inside the near i terference region
directly cause outage. Interfering nodes in the far interfer nce region can cause
outage, if the aggregate interference exceeds1β .
The overall trade-off to be examined can be characterized asfollows: A higher
number of channels increases the feasibility of orthogonalization and reduces
the total number of interferers in a channel, but at the same ti increases
power spectral density of each interferer and reduces the usable point-to-point
bandwidth, which still needs to support the same data rate.
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Figure 2.5:β > 1: The communication region is smaller than the near interfer-
ence region. The near interference region thus extends beyond the
communication range.
As shown in Fig. 2.4 and 2.5, two cases have to be differentiated. Forβ > 1,
the near interference range is greater than the communication r nge. Forβ ≤ 1,
the communication range is greater than the near interferenc range. For both
cases, we derive bounds on outage for a given number of channels a d show
the associated transmission capacity in relation to the no scheduling case.
2.3.3 Low spectral efficiency - the spreading case: β ≤ 1,
Rm
B M ≤ 1
From 2
Rm
B M − 1 = β ≤ 1, it immediately followsRmB M ≤ 1. In this case, the
communication region is greater than the near interferenceregion. The outage
probabilityq(λ ) can be decomposed into outage due to infeasible orthogonal-
ization around the reference receiver and outage due to far interferers. Equiva-
28
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lently, for successful transmission with probability 1−q(λ ),









must hold, whereYr(λ ) is the amount of interference created by nodes that
are at leastr units away from the reference receiver. Given that orthogonaliza-
tion has failed at the reference receiver,P[no non-orth. node withinrs] is the





is the probability of ”the aggregate interference from the far
field starting atrs not exceeding1β ”.
Lower Bound: If the second term in (2.23) is neglected, a lower bound on the
success probability 1−q is obtained, according to





The termP[Yr(λ ) ≤ β−1] can further be lower bounded using the Markov in-








α −2β . (2.25)
Note that this bound is loose for smallM. ForM → 1, it follows thatpo = 0 and





Upper Bound: An upper bound on the success probability can be derived by
assuming that the nextM − 1 neighbors of the reference receiver can always
be orthogonalized and just taking into account nodes in the near interference
region. In this case, a transmission is successful if no morethanM−1 nodes


















whereλs = λ π(β
1
α r)2. An upper bound on the transmission capacity is given
by numerically solving (2.26) forλ and multiplying this density with the given
probability of success according to (2.3).
29The Markov inequality holds for positive random variablesX with finite expectationE[X]. See,
e.g., [55, p. 183].
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Figure 2.6: Success probability forβ ≤ 1: Rm/B= 0.1, λn = 5, α = 4, r = 10.
































Figure 2.7: Success probability forβ ≥ 1: Rm/B= 0.1, λn = 5, α = 4, r = 10.
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Figure 2.8: Transmission capacity forK = 103, εo = 10−2, Rm/B= 0.1, α = 4,
r = 10.
Fig. 2.6 shows the outage probability computed via Monte Carlo simulation,
the lower bound (2.24), the upper bound based on (2.26) as well as the exact
outage probability for the no scheduling case.
2.3.4 High spectral efficiency: β > 1, RmB M > 1
In the high spectral efficiency regime, the interference region exceeds the com-
munication region. In this case, outage can be due to an orthogonalization fail-
ure, to the presence of at least one node within the annulus with radii rs= β
1
α r
and r, or to the aggregate interference from the far field exceeding 1β . The
success probability is
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Markov inequality, yielding (see 2.25)














Upper Bound: An upper bound on the transmission capacity forβ > 1 is
obtained by assumingpo(λ ) = 1 and neglecting far field interference. In this
case, the success probability 1−q(λ ) depends only on nodes situated in the
annulus with inner radiusr and outer radiusrs:
1−q(λ )≤ e− λM π(r2s−r2) (2.29)
Fig. 2.7 shows the outage probability computed via Monte Carlo simulation,
the lower bound (2.28), the upper bound based on (2.29) as well as the exact
outage probability for the no scheduling case.
2.3.5 Discussion
Fig. 2.7 and 2.6 show that, for a fixed low number of neighborsλn in commu-
nication range, local scheduling offers the maximum gain ata lower number
of channels and hence lower spectral efficiencies. The dominating interferers
are orthogonalized via FDMA and need not be avoided randomly. If high spec-
tral efficiencies are employed, the gain of local schedulingdiminishes quickly
due to the fact that the dominating interferers are no longerin communication
range.
Fig. 2.8 shows the transmission capacity of local scheduling in dependence
of the outage probability and a comparison to the no scheduling case. For
the no scheduling case, the number of channels is chosen according to (2.10).
For the scheduling case, the optimum number of channelsMopt minimizing
point-to-point outage is always less than the number of channels required for
feasible network orthogonalization, cf. Fig. (2.3). Accordingly, the minimum
number of channels for feasible network orthogonalizationwas chosen in Fig.
2.8. High allowable outage probabilities lead to a high number of channels
and high spectral efficiencies. An important fact to note is that the optimum
number of channels minimizing link outageMopt now depends on the node
densityλ , which is not the case in the no scheduling case. The overall gain
in terms of transmission capacity is a factor of 1.35 to 13, depending on the
allowable outage.
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2.4 Averaging interference: Multi-level locally
orthogonal hopping
The previous sections were concerned with the performance of local FDMA
averaged over all possible spatial configurations of the network. For a concrete
realization of a network, an algorithm has to be given to achieve local orthogo-
nalization. In order to be practical in an ad hoc network, this algorithm has to
work in a distributed fashion.30
Recall that we differentiatefrequencies, channelsandhopsets. A frequency is
a physical center frequency of a channel; a channel is a pointer to a frequency
with an associated bandwidth, and a hopset is a time-indexedset of channels.
As already discussed, multiple access interference is dominated by nearby
nodes transmitting in the same channel. In locally orthogonal frequency hop-
ping, neighboring nodes try to mitigate interference by choosing orthogonal
hopsets. If there areM orthogonal channels, exactlyM orthogonal hopping
sequences exist. Orthogonal hopping creates a spatial ordering that minimizes
interference if there are enough channels available at every node in the net-
work, i.e., if∀n : |Nn| ≤ M is true, whereNn is the set of nodes that are in the
neighborhood of noden. If the number of nodes in a neighborhood exceeds
the number of orthogonal hopping sequences, repeated collisions of hopping
sequences follow. Unwanted collisions in the same channel can also occur if
a certain node attracts more traffic than others, e.g., becaus the node acts as a
gateway due to its spatial or hierarchical position.
30Note that in the following we are concerned with mitigating the influence of internal interference
by better distributing channel access according to the local network geometry. Not discussed
are methods to counter interference by making the packet itself more robust, e.g., by adaptive
modulation and channel coding or interference cancellation. Adaptive coding and modulation








































































































































































































































































































































































































































Figure 2.9: Principle of multi-level locally orthogonal frequency hopping
3
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Introducing another hopping layer, i.e., another set of orthogonal hopping se-
quences that are weakly correlated with the first set, allowsthe order to be bro-
ken where necessary to resolve these deterministic collisions. The interference
of this new layer is then, from the perspective of any other layer, distributed
fairly across all channels, while no interference occurs from nodes within the
same layer.
Fig. 2.9 illustrates the principle of multi-level locally orthogonal (MLLO) fre-
quency hopping for part of a network with a total of 11 nodes onthree layers
and four available channels. The figure shows the channel choice in the neigh-
borhood of nodes 3, 4 and 5. As seen in the figure, the hopping sequences
within a layer are locally orthogonal, i.e., no node occupies the same channel
within the neighborhood indicated by gray shaded circles. Athere are more
nodes than channels, more than one layer exists. A possible31 broadcast chan-
nel, indicated byB and following a broadcast hopset, is the same on all layers.
Of interest is now an algorithm to reach a hopset (and hence channel32) assign-
ment according to the described MLLO-FH-CDMA scheme in a large scale ad
hoc network.
Note that if the number of hopping layersL is equivalent to the number of nodes
N, this scheme corresponds to standard FH-CDMA. IfL = 1, it corresponds to
orthogonal hopping. Also, in a certain time slot, a specific channel in a certain
layer is part of exactly one hopset.
2.4.1 Hopset assignment with distributed graph coloring
In a large scale ad hoc network, decisions about hopset assignment have to be
made locally as every node has only a limited view of the network.
Globally, the hopset assignment problem can be interpretedas a graph vertex
coloring problem of an undirected graphG . Each network node is a graph ver-
tex. Two vertices are connected by an edge ofG i the corresponding network
nodescan be in conflictwith each other, i.e., if they are in a neighborhood. The
vertex colors denote channels. For a given layer, a proper colo ing of the con-
flict graphG corresponds to a valid channel assignment that allows for locally
orthogonal hopping.
31In multi-channel networks, several approaches for neighborhood discovery and transmission
negotiation exist, some of which require a common broadcastchannel. E.g., for asynchronous
split phase protocols, a shared channel is needed. Details are discussed in Chapter 4.
32A hopset assignmentallocates channels to nodes for all times.
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A fast converging distributed algorithm has to be given to reach a proper hopset
assignment according to the MLLO hopping scheme. The algorithm should
converge to a solution that partitions the (not necessarilyco orable) graphG
into a number of colorable subgraphsG1, . . . ,GL corresponding to the hopping
layers. The number of layers should be as small as possible toensure a maxi-
mum of regularity and hence reduce multiple access interfernce (MAI).
Two approaches for building the interference graph can be considered.
Receive channel scheduling for uncoordinated medium access
With receive channel scheduling, the receive channels are allocated in such
a way that they are locally orthogonal. Transmitting nodes then choose the
transmit hopset according to the receive hopset of the intended receiver. The
corresponding conflicts are defined as follows: All nodes within he neighbor-
hoodNi are in conflict with a nodei, the position of nodei is Xi . The vertex set
of the interference graphG is hence{X1, . . . ,Xi}. An edge is placed between
two verticesXi , Xj , if j ∈ Ni or i ∈ N j , i.e., if i may receive signals fromj or
j may receive signals fromi.
Transmit and receive channel scheduling for CSMA/CA-type
medium access
If the protocol allows for coordination of medium access, conflicts at both the
transmitter and the receiver can be considered. In contrastto receive schedul-
ing, this strategy is dynamic in the sense that it makes short-time allocations
based on the knowledge of the actual transmission schedules. H re, a trans-
mitter at positionXtxi is in conflict with all (unintended) receivers in its neigh-
borhoodN txi and a receiver at positionX
rx
i is in conflict with all (unintended)
transmitters in its neighborhoodN rxi . The additional labeling of the neigh-
borhood is necessary to indicate the type of nodes (receivers or transmitters)
creating a conflict. For instance,N rxi is the set of transmitters in the neigh-
borhood of the receiver at positionXrxi . The vertex set of the interference
graphG is composed of all transmitter-receiver position pairs{(Xtxi ,Xrxi )}.






j ) is drawn, if X
tx
i ∈ N rxj
or Xrxi ∈ N txj .
Fig. 2.10 shows the two approaches to create an interferencegraph.
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(b) Conflict graph for transmit and receive channel scheduling, numbers denote
transmitter and receiver pairs, i.e., 1 showsNtx1 andN
rx
1 .
Figure 2.10: Interference graphs
Transmit and receive channel scheduling will naturally lead to better interfer-
ence avoidance than receive channel scheduling, as the actual physical con-
flicts are considered. However, it requires a possibly network-wide negotiation
phase before each transmit phase. Receive channel scheduling has the advan-
tage that no re-negotiation of channels is needed, even if the communication
partner changes, meaning it creates less protocol overhead. It can be a good
choice for static or slowly changing network topologies: For receive channel
scheduling, the interference graph only depends on the network topology, and
not the actual traffic patterns. Hence, the slower the network topology changes,
the less updates of the interference graph are required.
In the following, we will focus on receive channel scheduling, but note that the
principal approach is the same if transmit and receive scheduling for CSMA/CA-
type medium access is employed.33
33The CSMA/CA scheme is evaluated in a more complete MAC model in Chapter 4. It also
37
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Distributed multi-level coloring for receive channel scheduling
With M channels andM corresponding hopsets, a layerGi is surely colorable if
any node in that layer has no more thanM−1 conflicts (Greedy coloring)34.
As an example of an algorithm leading to a proper MLLO hopset asignment,
the following algorithm35 shown in Fig. 2.11 is proposed, extending [56,
57]:
Each node, denoted by subscriptn, selects a certain hopsetcn(t) at timet in a
layerGi according to a probability distributionpn(t), kept by each node. Each
node furthermore keeps a hop sequence collision counterkn(t) and a collision-
free counter̄kn(t).
• Upon entering the network, a node starts with a receive hopping se-
quence uncorrelated to all layers. This allows the quality of all channels
and the neighborhood to be acquired.
• Once the neighborhood is known, the node starts in the first layer and ini-









• The probability distributionpn(t) is evolved according to the update rule
(2.30).
• Each time a node experiences a conflict,kn(t) is increased and̄kn(t) is
reset to zero.
• If a node has no conflict,̄kn(t) is increased andkn(t) is reset to zero.
• If the collision counter of a node exceeds a thresholdζ ∈ N, kn(t) > ζ ,
the node moves up a layer and resetspn(t) to a discrete uniform distribu-
tion.
• If the collision-free counter of a node exceeds a thresholdε ∈N, k̄n(t)>
ε, and the node is not in the first layer, the layer below is checked. If there
are less thanM nodes in the neighborhood on the layer below, the node
moves down a layer and setspn(t) to a discrete uniform distribution.
requires the separation into transmit- and receive hopsets.
34For most graphs, evenM neighbors result in a surely colorable graph, cf. Brooks’ Theorem [45].
35Of course, other distributed coloring algorithms can be used to implement MLLO hopping as
well.
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Figure 2.11: Distributed multi-level coloring algorithm.Not shown are packet
error thresholdτ and randomization of layer changes.
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Figure 2.12: Illustration of changing layers
• If the packet error rate exceeds a thresholdτ, the node chooses a hop
sequence uncorrelated to all layers.
The update rule for channel selection is
pn(t +1) =
{
δcn(t) ,∀i ∈ Nn : cn(t) 6= ci(t)
(1− γ)pn(t)+ γM−1 δ̄cn(t) ,otherwise
(2.30)
whereδcn(t) denotes the vector of lengthM with a one at positioncn(t) and a
zero at all other positions (for example, ifcn(t) = 1, thenδ1 = [1,0, . . . ,0]T);
δ̄cn(t) denotes the vector of lengthM with a zero at positioncn(t) and a one in
all other positions.
As seen in Fig. 2.11, the algorithm can be partitioned into initialization, updat-
ing of the hopset probability density, and updating of the current layer.
The algorithm is parameterized by the resistance to change ahopsetγ ∈ (0,1)
if in conflict on the same layer, the resistance given in number of collisions
to move up a layerζ ∈ N, the resistance to move down a layerε ∈ N given
in number of non-collisions and a bail-out thresholdτ. At each node,ζ and
ε should be randomized to avoid deterministic collisions. This can be done,
for example, by only changing layers if thresholds are exceeded with a certain
probabilityp′ < 1.
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We note that this algorithm will lead to an MLLO hopset assignme t, but not
necessarily to a global optimum. The resulting assignment might not be glob-
ally optimal, since interference is also influenced by theactivity andposition
of nodes inside and outside the neighborhood. The real, physical interference
graph can be thought of as being complete (fully connected, since every node
influences every other node) and weighted by the interferencpotential. We
approximate this real interference graph above by assuminga fi ite distance of
influence. The method described here can - and should - be extended in a prac-
tical protocol by including the channel quality (e.g., by measuring the per chan-
nel packet error rate determined by position and activity ofother nodes) due
to non-decodable internal or external interference at eachnode when choosing
a channel and layer. The protocol should tend to group very active and close
nodes in a neighborhood in the same layer to reduce MAI.
In the algorithm, nodes exposed to stronger interference due to their position
or activity resort to uncorrelated hopping if a packet errorate threshold ofτ
is exceeded. Note that ifτ = 0, the scheme again corresponds to standard FH-
CDMA. The switching between layers according to the algorithm is illustrated
in Fig. 2.12.
2.4.2 Analysis
In the following, we shall evaluate the improvement of MLLO hopping com-
pared to uncoordinated FH-CDMA using a simplified scenario.Let Π(N) be
a Binomial point process withN nodes on a bounded regionW, i.e., Π(N) =
{X0,X1, . . . ,XN−1}, where all theXi ∈ W ⊂ R2 are the positions of the nodes.
An interference graph is then constructed by drawing edges between all pairs
Xi ,Xj , with i 6= j. Such a construction models the interference situation in a
neighborhood, where every node’s transmission creates excessive interference
to the other nodes, directly creating outage.
We further introduce the following quantities:
• The activity indicators, denoting the probability of transmission of a
node, are given by{a0,a1, . . . ,aN−1}, where theai ∈ {0,1} are pairwise
identically and independently distributed boolean randomvariables and
have mean ¯a. If ai = 1 a node is active and trying to access a channel, if
ai = 0 it is not active.
• The collision indicators are given by boolean random variables{κi j},
with i, j = 0, . . . ,N− 1, i 6= j. The eventκi j = 1 indicates that nodes
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at positionsXi and Xj are in conflict, i.e., they have chosen the same
channel. The complementary event is indicated byκi j = 0.36
By considering theai as marks associated with the pointsXi , we define by
Π̃(N) = {(X0,a0),(X1,a1), . . . ,(XN−1,aN−1)} the marked Binomial point pro-
cess. To investigate the interference situation within this network, it is neces-
sary to consider the network from the viewpoint of a specific point. Therefore,
we conditionΠ̃(N) on having the pointX0 in the origin and are interested in
the interference situation at this node. When a point process with distribu-
tion P is conditioned on having a point in the origin without counting it, the
reduced Palm distributionP!o must be used to further analyze the point pro-
cess. From Slivnyak’s theorem [47, p. 95], it follows thatP!o[Π̃(N)(W)] =
Po[Π̃(N)(W) \X0] = P[Π̃(N−1)] for a Binomial process. This means, the statis-
tics of Π̃(N) on an areaW, conditioned on having a point in the origin without
counting it, are the same as the statistics ofΠ̃(N−1). The node in the origin with
positionX0 is referred to as the reference node37.
The comparison between MLLO hopping and FH-CDMA will be based on the
mean number of conflicts the reference node experiences38. The conflicts are
analyzed in the following.
Case FH-CDMA
















36Note that the collision indicatorsκi j are independent of the activity indicatorsai .
37Due to lack of stationarity of the Binomial point process, the pointX0 is not typical in the sense
that all other points have the same view of the process. However, since, in our calculations,
distances will not be involved in any way, the pointX0 will reflect the characteristics of all
points of the process.
38This will not quantify the actual interference situation atthe nodes but will allow a simple
comparison of the two schemes. The analysis of the number of conflicts can be taken as a
rough measure to quantify the improvement of MLLO hopping compared to uncoordinated
FH-CDMA.
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where the expectation is over all uncertaintiesa0, . . . ,aN−1 andκ0,1, . . . ,κ0,N−1.











sinceE[κ0i] = 1×P{Xi chooses the same channel asX0} = 1/M in the unco-
ordinated FH-CDMA case.
Case MLLO-FH-CDMA
Again letGk denote thek-th layer in our simplified scenario, whereG0 is the
lowest layer. Since in every layerGk the nodes have orthogonal channels, it
is necessary to require that|Gk| ≤ M for all k, where|Gk| denotes the number
of nodes in layerGk. Furthermore, the following assumptions concerning the
scheduling algorithm are made:
1. At the time the algorithm has found a solution, the nodes ofΠ(N) are
distributed to the layersGk in a bottom-up way, i.e., according to the
sequential assignment ruleXi ∈ Gk, if and only if |G0|= . . .= |Gk−1|=M
and|Gk|< M, whereGK is the highest non-empty layer.
2. The order of the assignments is assumed to be random and allnodes are
equally likely to end up in a certain layer. In other words, there is no
incentive for a certain nodei with positionXi to choose a certain layer
Gk and hence the probability of the event ”nodei with positionXi is in
Gk after the algorithm converges” is equal for all nodes.
We consider again the average number of conflicts at the referenc node with
positionX0. After the scheduling process, two cases concerning the assignment
of reference node to a layerGk0 emerge, depending on whether the layer|Gk0|<
M or |Gk0|= M.
Case|Gk0| = M: Here, it is required thatN ≥ M. Without loss of general-
ity, the remaining nodes within the same layerGk0 are labeledX1, . . . ,XM−1.
These nodes do not create conflict with nodeX0 and we writeκ0i = 0 for
i = 1, . . . ,M − 1. We now consider the other layersGk for which |Gk| = M,
according to assumption 1. Here, in each of these layers there will always be
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a node creating a conflict withX0, since in each of these layers,M nodes are
orthogonal onM channels. If for the highest layer|GK |< M, there is no deter-
ministic collision with the reference node at positionX0. The probability of a














denotes the existential quantifier connected with a logicalor for all
items indexed (in this case all nodes from the highest layer).





























With the observations stated above that conflicts from full layers only depend







∨i:Xi∈GK (aiκ0i = 1)
]
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39Note that the sum∑ k:|Gk|=M
k6=k0,K
· runs over all layers, except for the layer of the reference node and
GK . It hence runs over⌊ NM ⌋−1 elements.
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Case|Gk0|< M: Here, conflicts deterministically emerge from the lower (full)

















Based on the assumption 2, one can determine the probabilities of the two cases
as follows: Given the final distribution of the nodes at positi n Xi to the layers
Gk, the probability of reference node atX0 being in a layerGk with |Gk|= M is
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Figure 2.13: Relative gain of MLLO-FH-CDMA in terms of relative reduction
of average conflicts for a number of nodesN and a number of
channelsM.
To analyze the performance of MLLO-FH-CDMA compared to uncoordinated
FH-CDMA, the relative improvement in terms of reduction of average conflicts,
i.e.,η = 1− ∆MLLO∆FH , is shown in Fig. 2.13. Note thatη is independent of ¯a. For
N/M ≤1, the relative improvement is 1, since all nodes are situated in one layer
only and thus are orthogonalized. As the ratioN/M grows, the performance of
MLLO becomes similar to that of uncoordinated FH-CDMA.
2.4.3 Simulations
To evaluate the outage probabilities of MLLO-FH-CDMA in a large network,
it is necessary to make assumptions regarding the traffic model and geometry
of the network.
We assume that communication partners are chosen uniformlywithin the neigh-
borhood and that each node transmits with probability ¯a, reflecting the overall
network activity. A packet is deemed decodable if the SINR thres oldβ > 1
is exceeded. The path loss exponent is assumed to beα = 4, fading is not
46
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(a) Standard FH-CDMA
(b) MLLO-FH-CDMA
Figure 2.14: Resulting outage probabilities for a scenarioof 150 nodes.
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Figure 2.15: Ordered outage probabilities for the spatial configuration shown
in Fig. 2.14.
considered40.
Fig. 2.14 shows the resulting outage probabilities of FH-CDMA and MLLO-
FH-CDMA, derived by spatially interpolating the packet error ates at each
node. The results are averaged over 10,000 possible networkstates for a re-
alization of a Binomial point process with 150 nodes usingM = 50 channels
on a disc with radiusRsim = 100 units. All nodes within distancer = 25 units
of each other are assumed to be in a neighborhood. Fig. 2.15 shows t e cor-
responding ordered outage probabilities for the same spatial configuration and
various activity levels. The threshold valuesτ were chosen as 0. 5, 0.03, and
0.01, respectively. As can be seen, the absolute gain of MLLO-FH-CDMA in-
creases with network activity, while the relative gain is approximately constant.
The outage probability is especially reduced in the center of the network, where
the overall outage probability is high in case of uncoordinated FH-CDMA.





As shown in the analysis, it is very beneficial to employ localFDMA schedul-
ing in large scale dense ad hoc networks. Local FDMA scheduling y elds sig-
nificant gains and is less complex in implementation than interference cancel-
ing techniques, for example. The concrete physical layer modulation design
was not touched upon, as most physical layer modulation techniques can read-
ily be combined with frequency hopping and local FDMA scheduling. An
efficient protocol design for multi-channel ad hoc networksshould incorporate
a combination of dynamic frequency planning and adaptive link spectral effi-
ciencies.
Multi-level locally orthogonal FH-CDMA was introduced as amethod for re-
ducing MAI in large scale ad hoc networks. A possible algorithm for imple-
menting MLLO hopping has been given and verified using simulations. In
homogeneous node configurations, hot spots arising from local competition
for channels are avoided by averaging the interference. Thegain of the pro-
posed method in a concrete implementation will largely depend on the traffic
patterns of the nodes and the geometry; it is fair to assume that geometrically
clustered and very active interference limited networks will likely benefit most
by introducing the geometrical ordering through hopping layers.
A point not addressed here is the actual method of channel accss. Depend-
ing on the application, channel access could be random or rese vation based.
Furthermore, it is likely that not single nodes, but groups of nodes will share a
hopping sequence to facilitate point-to-multipoint communication in clustered
networks. Both issues need to be addressed in the design of frequency hop-
ping multi-channel networks. MLLO hopping can be beneficial, especially in





Having analyzed the possible gains of reducing internal interference by means
of adaptive frequency planning in Chapter 2, we will now consider the influ-
ence ofexternal interferenceon the network. External interference is interfer-
ence caused by signal sources that are not part of the network. It can stem
from other communication systems operating in the same bandwidth or, in an
electronic warfare context, from deliberate jamming of frequ ncies. To achieve
maximal robustness, the network needs to adapt to this interference.
In this chapter, we consider, within a geometrical model based on a homoge-
neous Poisson point process (PPP), an adaptive synchronousslow frequency
hopping code division multiple access (FH-CDMA) system capable of adapt-
ing channel access probabilities (and hence, the hopping pattern) according to
the external interference experienced in the channels and internal interference
generated by other nodes. Due to fast variations in the spatial configuration of
transmitting nodes41 adaptation takes into account theexpectedspatial interfer-
ence. The questions to be answered are the following:
41Such variations naturally arise when nodes change from transmitting mode to receiving mode
and vice-versa, or when the network exhibits some mobility.
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• What are the highest possible gains of adaptive FH-CDMA when com-
pared to non-adaptive FH-CDMA?
• What are the gains of practical suboptimal strategies?
The optimum channel assignment that balances internal (network) interference
due to spatial reuse and external interference is derived analytically for a path
loss and for a Rayleigh fading model. The performances of theresulting hop-
ping strategies are then compared to various suboptimal hopping strategies
such as non-adaptive hopping and min-max allocation with constant quality
of service (QoS).
For prior related work addressing the properties of an interfer nce field of a
homogeneous PPP spatial node configuration, see [28, 40, 44]and references
therein. To the best of the author’s knowledge, external interference as de-
scribed here has not yet been considered in literature.
The remainder of this chapter is structured as follows. Section 3.1 introduces
the system model. The transmission capacity of networks under external in-
terference is derived in Section 3.2 for a Rayleigh fading and for a path loss
interference model. Section 3.3 compares the considered strategies, while Sec-
tion 3.4 provides concluding remarks.
3.1 System model
3.1.1 Geometry, channel and receiver model
A network consists of nodes distributed in the plane. The total perating band-
width B available for communication is split intoM orthogonal channels of
equal bandwidth. At each time instance a subset of nodes tranmits in a cer-
tain channelm∈M = {1, . . . ,M}. Assuming that there is no listening period
before accessing the channel and that channel access is uncoordinated among
the nodes, i.e., that slotted ALOHA42 is employed, we model the transmitter
positions by a homogeneous independently marked PPPΦ = {(Xi,mi)} of in-
tensityλ , where theXi ∈ R2 denote the locations of transmitters and themi
are the marks attached to theXi , indicating the associated channel. Each node
42For a description of ALOHA channel access see, e.g., [46]. This simple model of synchronized
but uncoordinated medium access is appropriate for simple networks or to model the network-
wide RTS/CTS phase of a more sophisticated MAC protocol as described in Chapter 4.
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transmits only in one channelm∈M, this channel has the system bandwidth
of a single node.
In frequency hopping systems, we can differentiatefrequencies, channelsand
hopsets43, see Fig. 2.1. A frequency is a physical center frequency of achannel.
A channel is a pointer to a frequency with an associated bandwidth, and a
hopset is a time-indexed set of channels.
To evaluate the performance of adaptive FH-CDMA, we make thefollowing
assumptions. First, the interference situation in the network is evaluated at
a certain time instance, i.e., an interference snapshot is con idered. Second,
in this snapshot, the channel access according to the hopping sequences of
transmitting nodes can be described by a discrete probability distribution, the
channel access probabilities44. Hence, we assume that, at the time of transmis-
sion, each transmitter randomly chooses a channel according to the channel
access probabilitiesp = (p1, . . . , pM) ∈ [0,1]M , ||p||1 = 1 for transmitting its
message. For convenience, we defineΦm = {(Xi ,mi)|Xi ∈ Φ, mi = m} as the
point process counting only those transmitters which transmit in channelm.
Due to uncoordinated, and hence independent, transmissions everyΦm is also
a Poisson point process and the intensity ofΦm can be denoted by
λm = pmλ . (3.1)
Each transmitter has an associated receiver at a distance45 r and transmits with
powerρ . The transmitted signals are attenuated by path loss and mayalso be
subject to Rayleigh fading. The path loss between two pointsx′,y′ ∈ R2 is
given by‖x′− y′‖−α , with α > 2.46 We assume that any interference can be
treated as white noise, i.e., that appropriate pre-whitening measures have been
taken at the receivers.
43The termshopsetandhopping sequenceare used interchangeably in this thesis.
44The concrete way how the hop sequences that follow these probability distributions are gen-
erated is not of interest; creating random numbers according to a given discrete probability
distribution is trivial. For an application to frequency hopping as considered here see, e.g.,
Stabellini et al. [35].
45This assumption poses a restriction on the system model but allows for analytical tractability.
The effect ofr being different for every transmitter-receiver pair on theresults is investigated
with numerical simulations (see Fig. 3.7). Recently, the influence of including the receivers in
the PPP has been investigated in [58].
46Note that this two-dimensional model is not valid forα = 2, as the interference contributions
from an infinite number of nodes in the plane lead to infinite int rference power. Mathemati-




Due to the homogeneity of the PPP, the resulting interference field obeys the
same statistics at any point in the plane. This allows characte ization of the
performance of the whole network by the performance of atypical transmis-
sion. Therefore, we place a probe receiver at the origin and an associated probe
transmitterr units away at locationx. The instantaneous signal-to-interference-
and-noise ratio (SINR) at the probe receiver in channelm is given as
SINRm =
ρ G0r−α
GN Nm+∑Φm\{x} ρ Gi‖Xi‖−α
=
G0
GN NSRm+ rα ∑Φm\{x}Gi‖Xi‖−α
, (3.2)
where Nm is the noise level in channelm due to the external interference,
NSRm =
Nm
ρr−α is the mean noise to signal ratio in channelm. The variables
G0, GN andGi are independently and exponentially distributed with unitmean
and capture the random fluctuations in the received power dueto Rayleigh fad-
ing at the probe receiver. By settingGN = G0 = Gi = 1, (3.2) reduces to the
path loss model.
The outage probability of the probe link operating in channel m is given by the
reduced Palm probability [27]47
qm(λm) = P!x [SINRm < β ]
= P[SINRm < β ] , (3.3)
whereβ is the required SINR threshold andP!x is the probability measure with
respect to the point processΦm∪{x} without counting the pointx, as the probe
transmitter does not contribute to the interference seen bythe probe receiver.
The second equality of (3.3) follows from Slivnyak’s Theorem, which states
thatP!x[·] = P[Φ ∈ ·], if Φ is a PPP [27]. We define the outage probability as






i.e., we consider theaverageoutage probability associated with the channel
access probabilitiesp. This expression is the spatialnd temporalaverage
outage probability of a node given channel access probabilitiesp.
47The outage probabilityqm is of course a function of all model parameters. As we are mainly
interested in its dependency on the variable parameterλm, we writeqm(λm).
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Our primary metric of interest is the transmission capacity(TC) [28], which
is the density of concurrent transmissions weighted by the success probability
associated with this density, i.e.,
Definition (Transmission capacity).
c(λ ,p) = λ (1−q(λ ,p)) (3.5)
It is easy to see that for twop1 6= p2, c(λ ,p1) 6= c(λ ,p2) in general, since
q(λ ,p1) 6= q(λ ,p2). Therefore, the value ofc(λ ,p) depends on how the chan-
nel access probabilitiesp are chosen.
3.1.2 Optimizing channel access: Balancing internal and
external interference
Internal interference in a channel is the aggregated interfer nce generated by
other nodes of the same network transmitting in the same channel. External
interference is interference generated by sources outsidethe network. Both
interference sources affect the outage probability of a transmission in a certain
channel.
Our degree of freedom is the channel access probability distribution p. If we
choose to increase the load on one channel by assigning more probability mass
to it, we will increase the outage probability in that channel but simultaneously
reduce the load of the other channels. We are now looking for the optimum dis-
tribution popt that maximizes the TC and hence balances internal and external
interference.
Definition. We define bypopt the channel access probabilities for which the
average outage probability q(λ ) is minimal for a givenλ .
Lemma 1. The average outage probability q(λ ) is a strictly monotonically
increasing function ofλ if p = popt at everyλ .
Proof. Proof by contradiction: Suppose thatq(λ1,p1) ≥ q(λ2,p2) for some
arbitraryλ1 < λ2. From the definition ofpopt it follows that bothq(λ1,p1) and
q(λ2,p2) are minimal atλ1 andλ2, respectively. Analyzing
∂qm(λ pm)
∂λ |λ=λ2 we
see that this is, due to the nature ofqm, always positive for fixedp = p2. Thus,
going “backwards” fromλ2 to a pointλ , we haveq(λ ,p2) < q(λ2,p2). After
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reaching the pointλ = λ1, we observe thatq(λ1,p2) < q(λ2,p2). Using the
initial assumption, we finally have
q(λ1,p2)< q(λ2,p2)< q(λ1,p1),
which is a contradiction to the assumption thatp1 is optimal and hence,q(λ1,p1)
is minimal. Therefore,q(λ1,p1)< q(λ2,p2) always holds.
Lemma 2. The maximization ofλ (q) for a given q is equivalent to minimizing
q(λ ) for a givenλ .
Proof. From Lemma 1 we know that the average outage probabilityq(λ ) with
p = popt is a strictly monotonically increasing function ofλ . Hence, for any
pair (λ ′,q′) generated bypopt, we have thatλ ′ = maxp{λ (q′,p)} and q′ =
minp{q(λ ′,p)} and the Lemma follows.
Using Lemma 2 we can now transform the problem of maximizing the TC into
the problem of minimizing the average outage probabilityq(λ ,p) overp given
someλ .
3.1.3 Optimization problem 1: Maximizing transmission
capacity
The first problem strives to minimize the average outage probability q(λ ,p)








∀m∈M : pm ≥ 0. (P1)
According to Lemma 2, the solution of (P1) yields the maximaltr nsmission
capacity of (3.5). If all functionsqm(λm) are convex, the problem can be solved
with convex optimization [59, pp. 20ff]. If theqm(λm) are non-convex, the op-
timization problem can generally only be solved heuristically. Due to their na-
ture as cumulative density functions, theqm(λm) are monotonically increasing
in λm, however not necessarily convex48.
48For very highλm, outage occurs with probability converging to one. In a scenario with high
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3.1.4 Optimization problem 2: Maximizing transmission
capacity under constant QoS
Practical systems will strive to have the same expected packet error probability,
every time a channel is accessed, hence assuring constant QoS. An optimiza-
tion approach that achieves constant QoS is based on minimizg the maximum







∀m∈M : pm ≥ 0. (P2)
From [59, Theorem 2.4.1], we know that for the global minimumof (P2),
∀i, j ∈M : λiqi(λi) = λ jq j(λ j) = const holds: The access probability weighted
packet error probability in every channel remains constant. The solution of (P2)
hence yields thetransmission capacity under constant QoS. Due to the mono-
tonicity of λmqm(λm), this optimization problem has a unique global minimum
and efficient algorithms exist to solve it numerically [59, pp. 31ff].
3.2 Transmission capacity under external
interference
In the following, we consider well known outage functionsqm arising from a
path loss only interference field and from a Rayleigh block fading interference
field. With the help of these outage functions, we are then able to calculate the
average outage probability according to (3.4) and thetransmission capacity
(3.5).






densityλ , one channel can take all the excess interference, so that the density in the remaining
channels is adjusted to levels at which communication is still possible. This (pathological) sce-
nario is avoided in the following analysis by restricting the optimization to the convex domain
of the objective function.
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β −NSRm , 1β −NSRm > 0
0 ,otherwise.
(3.8)
Theγm can be interpreted as the quality levels of the channels: Thelarg rγm,
the less external interference the corresponding channel has to bear. Ifγm is
zero, communication in that channel is impossible.
Similarly, for the Rayleigh block fading model,qm is given by [26]
qrlm(λm) = 1−e−λm∆ξ rlm, (3.9)
where







1+β NSRm ,gN ∼ Exp(1)
e−β NSRm ,gN = 1,
(3.11)
where∼ Exp(1) denotes thatgN is distributed according to an exponential dis-
tribution with expected value 1.
3.2.1 Optimal strategy for path loss only model qm = q
pl
m
The adaptive channel allocation minimizes the outage probability by adapting
pm and henceλm according to the quality levelγm of the respective channels49.

















pm = 1, ∀m∈ {L+1, . . . ,M} : po, pm ≥ 0,
49To the best of the author’s knowledge, such a soft-hopping scheme was first suggested by Sta-
bellini et al. in [35]. In the following, we will derive the optimum channel probabilities for our
given geometry.
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where 1, . . . ,L are the indices50 of channels for whichγm= 0 and henceq(λm)=
1, andpo is the accumulated channel access probability assigned to these chan-
nels. The probabilitypo can be interpreted as the optimum back-off probabil-
ity needed to maximize transmission capacity by reducing internal interference.
The corresponding back-off intensity is given byλo = poλ .
The optimizing problem (3.12) is generally non-linear and non-convex with
non-linear non-convex monotonically increasing objective function and linear
equality and inequality constraints. If the functionq can be expressed analyt-
ically, as in the two cases considered here, the objective function of (P1) can
be tested for convexity by showing positive semi-definiteness of the Hessian
matrix. Additional constraints for smallλm, and hence totalλ , can then assure
convexity. In the following, we will derive the optimum solution under these
additional constrains, focusing on smallλ and thus small (practically relevant)
outage probabilities. We note three relevant observations:
Lemma 3. The optimization problem(P1)with qm = q
pl
m andα = 4 is convex,





Proof. We examine the convexity ofcpl = ∑λmqpl(λm). Taking the second












m λm)2(2−λ 2m(ξ plm )2) , i = j,
0 , i 6= j.
(3.13)
The Hessian matrixH of the objective function thus has positive elements only
for i = j, i ≥ L+1, and zeros elsewhere. ForH to be positive semi-definite and





Lemma 4. The optimization over po can be performed separately after finding
the solution for pL+1, . . . , pM.
Proof. Optimization overpL+1, . . . , pM of the objective function of (3.12) re-
sults in a function that depends onpo. The minimum of this function is also
the global minimum.
Lemma 5. A necessary condition for an extremum of (P1) with qm= q
pl
m is that
∀i ∈ {L+1, . . . ,M} : qm(λi ,γi) = τ = const,0≤ τ ≤ 1.
50A reordering might be necessary.
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. Assume we have an ex-
tremum of the objective function of (P1) in the convex regionwith associ-
ated solutionλ1, . . . ,λM. Consider twoλi and λ j of the solution for which
γi 6= 0,γ j 6= 0. We can write
k= ∑λmqpl(λm,γm) = λiqpl( fi(λi))+λ jqpl( f j (λ j))+R, (3.14)
whereR are all terms independent ofλi ,λ j . At the solution, the constraint
∑λm = λ has to be fulfilled, so we can setλi + λ j = λ ′ and write (3.14) in
terms ofλi. Furthermore, we know that at an extremum the partial derivative






(qpl)′( f j (λ ′−λi)) f j (λ ′−λi)
−qpl( f j (λ ′−λi))−
α
2
(qpl)′( fi(λi)) fi(λi) = 0
(3.15)
fi(λi) = f j (λ ′−λ j) is a solution to this equation; we assumed convexity (and
strict convexity forλL+1, . . . ,λM) of the objective function, hence it is the only
solution. Since this is the case for arbitraryi and j, all fm(λm) are equal and
the Lemma follows.
Sinceq(λm) is strictly monotonically increasing with respect toλm, for a given
po minimizingq(λm) is equivalent to minimizing its argument. Given this fact
and Lemma 4 and Lemma 5, the optimization problem overpL+1, . . . , pM for a
givenpo can hence be written as
popt(po) = arg min
pL+1,...,pM
τ (3.16)










∀m∈ {L+1, . . . ,M} : po, pm ≥ 0.
The problem in (3.16) is a convex optimization problem with lnear objective
function, convex equality constraints and linear inequality constraints. This
optimization problem can be analytically solved with the help of Karush-Kuhn-
Tucker (KKT) conditions51. Using Lemma 3, we have the following result:
51See e.g. [59, Section 2.1] for an introduction.
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Theorem 1 (TC with optimal strategy, path loss only). The solution of the
optimization problem(P1)with qm = q
pl













(1− po) for m= L+1, . . . ,M. (3.17)
and p∗m =
po
M−L for m= 1, . . . ,L.
Proof. The solution follows by solving the standard KKT equations.
Note that (3.17) holds for allα, it is necessarily a local optimum. Furthermore,
it is a global optimum for all values ofα if conditions on the per channel
density, similar to those of Lemma 3, are met. In the case ofα = 4, convexity
of the problem (and hence a global optimum) is assured by Lemma 3. To
determinepo, we numerically solve (3.12) with thep∗m(po) given in Theorem
1.
From the structure of (3.17), we see that the optimal strategy assigns probabil-
ity to the channels proportional to the2α -th power ofγm. The smallerγm, the
worse the channel. From (3.8), we see that forρ → ∞ (self-interference limited
networks) orηi = η j ,∀i, j, the optimal strategy is equivalent to the naı̈ve strat-
egy (see Section 3.3) , i.e., to assigning the same probability to each channel.
3.2.2 Optimal strategy for Rayleigh fading model q= qrl
Analogously to the path loss case, we state the following observation (see
(3.10)):
Lemma 6. The optimization problem(P1)with qm = qrlm is convex, if∀m∈M :
λm∆ ≤ 2.
Proof. We examine the convexity ofcrl = ∑λmqrl(λm). The elements of the





λ 2∆ξ rli e−λi∆(2−λi∆) , i = j
0 , i 6= j. (3.18)
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The matrixH is positive semi-definite if all minors are non-negative. From






must hold for allk= 1, . . . ,M. Since all factors are non-negative, (3.19) is true
only if 2−λm∆ is non-negative for allm= 1, . . . ,M.
Theorem 2 (TC with optimal strategy, Rayleigh fading). The optimal p∗m, de-
noting the m-th component ofpopt, of the optimization problem(P1)with qm =












, m= 1, . . . ,M, (3.20)















−1 != 0. (3.21)
andW (·) denotes the principal branch of the Lambert-W function.
Proof. The solution follows by solving the standard KKT equations.
3.3 Numerical evaluation
3.3.1 Suboptimal channel access strategies
In the following, we describe four suboptimal channel access strategies of prac-
tical importance: Naı̈ve , best channel only, threshold-based, and min-max
optimized threshold-based channel access. Adaptive strategies can be further
classified as beinghard- or soft-adaptive: We call a strategy hard-adaptive if all
active channels are treated equally, i.e., the access probabilities of active chan-
nels do not depend on the external interference. A strategy is soft-adaptive if
the access probabilities of active channels can differ.
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Figure 3.1: Exemplary realizations of naı̈ve (non-adaptive) hopping over 12
channels. Darker channels indicate lower quality, i.e., higher exter-
nal interference. Channels used for data transmission are denoted
by cells.
Näıve non-adaptive channel access
For the naı̈ve strategy, every node selects a channel with equal probability, i.e.,
p = [ 1M , . . . ,
1
M ]





for all m∈ M. This non-adaptive hopping strategy corresponds to standard
FH-CDMA. It is illustrated in Fig. 3.1.
Best channel only access
For the best (single) channel only access strategy, only thebest available chan-
nel, i.e., the channel with the least NSRm, is used. The corresponding intensity





















































(b) Soft adaptive, optimized threshold-based hopping
Figure 3.2: Exemplary realizations of adaptive hopping strategies over 12 chan-
nels. Darker channels indicate lower quality, i.e., higherexternal
interference. Channels used for data transmission are denoted by
cells.
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According to our classification, the best channel only strategy is hard-adaptive.
Threshold-based channel access
With the threshold based channel access strategy, both the best K channels
and all remaining channels with sufficient quality are used.The criterion for
a channelm to be active is NSRm ≤ κ , whereκ denotes the quality threshold.
Let the set of active channels be denoted by
K = {m∈M : NSRm ≤ κ∨NSRmamong theK smallest} . (3.24)
Then |K | with |K | ≥ K is the number of active channels, and this channel




|K | ,m∈ K
0 ,otherwise.
(3.25)
This hard-adaptive thresholding strategy is comparable tothe mechanism im-
plemented in IEEE 802.15.1/802.15.2 [9, 60] and shown in Fig. 3.2(a).
Min-max optimized threshold-based channel access
In this optimized version of threshold-based channel access, the channel access
probabilities for the active channels are determined by solving the min-max
problem over allactivechannels. Denoting byK c = M \K the set of all






s.t. pm ≥ 0 if m∈ K ,
pm = 0 if m∈ K c,
‖p‖1 = 1.
Again, min-max channel allocation ensures constant QoS. A possible outcome
of such a soft adaptive scheme is depicted in Fig. 3.2(b). By its construction,
this strategy is soft-adaptive.
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Parameter r β α M NSR κ K
Value 10 1 4 10 −5dB 5dB 3
Table 3.1: Evaluation parameters
3.3.2 Comparison of channel access strategies
For numerical evaluation and comparison of the strategies,w chose NSR to be
exponentially distributed, NSR∼ Exp, with expected valueNSR= −5 dB.52
The basic parameters are given in Table 3.1, corresponding to a robust WLAN
scenario with a medium number of channels and low decoding threshold. The
effects of varying these basic model parameters will be examined in simula-
tions. In the non-convex region, that is for highλ andq, thepopt were obtained
























Figure 3.3: Path loss model, transmission capacity for various strategies
52Note that the assumption NSR∼ Exp has been made ad hoc. However, the exact external
interference statistics do not affect the relative performances of the strategies.
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(b) Rayleigh fading model, with fading of external interference
Figure 3.4: Transmission capacity for various strategies
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Fig. 3.3 and Fig. 3.4(a) show the TC for the path loss and Rayleigh fading
model without fading between receiver and external interfer nce (GN = 1).
Comparing the two figures, we observe that the TC for Rayleighfading is gen-
erally lower than for the path loss model which is consistentwith findings in
the single channel case [28].
The TC for Rayleigh fading withGN ∼ Exp(1), i.e., Rayleigh fading with ex-
pected value 1, is shown in Fig. 3.4(b); the qualitative characteristics of the
channel access strategies do not differ from those of Fig. 3.4(a), however,
fading of external interference increases the TC slightly;notice, for example,
the lower outage probability of the naı̈ve strategy at a TC of10−2 success-
ful transmissions per unit area. The TC withGN ∼ Exp(1) is increased by
approx. 8.5%: If fading between receiver and external interferer is present,
the outage probability associated with the external interfer nce is lower than
without fading. This can be seen directly by applying the Jensen inequality,
P[g1g2 < a] = 1−E[e
−g2a] ≤ 1− e−E[g2]a = 1− e−a. Thus, fading between re-
ceiver and external interferer is beneficial. Knowledge about the type of this
channel can hence be exploited for the calculation of the optimal channel ac-
cess probabilities in order to increase TC.
Furthermore we observe that the channel access strategies behave qualitatively
different in the Rayleigh fading model when compared to the path loss model:
all strategies exhibit a non-vanishing outage probabilityeven forλ → 0. This
is due to the fact that outage still may occur, even for very low densities, due
to deep fades.
At low outage probabilities, and hence lowλ , the optimal strategy is to choose
the best channel since this minimizes the overall outage probability. For the
path loss model, this effect is not observed – outage probability is unaffected
by the quality of good channels. Here, equally balancing internal and exter-
nal interference is optimal even whenλ becomes arbitrarily small. As a re-
sult, the optimal and the min-max strategy yield the same solution at smallq,
while thresholding (with and without min-max optimization) performs slightly
worse because not all “alive” channels are used. It should benot d that the
transmission capacity metric does not reveal the performance limit of the lat-
ter strategies in the path loss model as it assumes a fixedβ . The transmitters
could employ adaptive modulation and coding in order to benefit from good
channels.53
53If adaptive modulation and coding is employed by the transmitters in order to benefit from
good channels, another metric such as the aggregated Shannon capacity should be used here to
compare these strategies for the path loss model in order to accurately reflect the gains.
67
3 Mitigating External Interference
In the intermediate outage probability region, where interal and external in-
terference are of the same order, we can see that both the naı̈v and the best
channel strategy do not perform well. Here, thresholding, and in particular
thresholding with min-max optimization, yield large performance gains over a
wide range and show near-optimality. For Rayleigh fading, the performance is
even better than the min-max solution.
In the high outage probability (and high node density) region, the naı̈ve strategy
quickly approaches the optimal TC before falling off.
Fig. 3.5(a) and 3.5(b) show the average outage probabilityq(λ ) as well as the









where theqi are realizations of the outage probabilities for a certain strategy








is the average (empirical) outage probability.
For the threshold strategies, only the active channels are considered. It can be
observed thatσ is nearly constant over a wide range. At (undesirable) high
outage probabilities,σ increases fast for the optimal strategy (the bend indi-
cates the end of the convex region) and decreases for the threshold and naı̈ve
strategy. At lowλ , σ is approximately of the same order asq, which may have
a negative effect on QoS guarantees. Note that, for both the min-max and the




























































(b) Standard deviation of weighted channel outage probabilities
Figure 3.5: Outage probability and standard deviation as QoS for various strate-
gies (Rayleigh model without fading of external interferenc )
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(a) Rayleigh fading model, without fading of external interference























(b) Path loss model
Figure 3.6: Outage probability overNSR for various strategies,λ = 10−3
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Figure 3.6(a) and 3.6(b) show the performance of both modelswhenNSR is
varied at a medium node density ofλ = 10−3. With increasingNSR and hence
increasing intensity of external interference, the path loss model shows near
constant outage probability for all strategies, until a threshold is reached. Fad-
ing leads to less threshold-like behavior, as good and bad fades occur for all
NSR values. Interestingly, hard-adaptive thresholding and soft-adaptive thresh-
olding show very similar performance in both models and withthe given values
outperform min-max scheduling over all channels. Comparing hard and soft-
adaptive thresholding, a significant gain of soft-adaptivethr sholding is only
achieved at highNSR values and outage probabilities, which are of small prac-
tical importance when operating a network.
The thresholding strategies outperform naı̈ve hopping in the fading model for
all NSR values. In the Rayleigh fading model, for lowNSR the naı̈ve and the
min-max strategy over all channels outperform thresholding. This shows the
concentration effect of thresholding: Relatively good channels are excluded
at κ = 5dB with thresholding, leading to higher internal interference in the
remaining channels. If external interference is not the issue, naı̈ve hopping is
also the best strategy.
The optimal performance lower bounds the outage probability. One can see that
hard and soft-adaptive thresholding show close-to-optimal performance over
a wide range of interference levels, especially in the Rayleigh fading model.
Soft-adaptive thresholding offers a small gain over hard-adaptive thresholding,
especially under high external interference conditions.
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thres. + minmax, t. r=10
Figure 3.7: Influence of varying transmission distance for afixed optimization
targetropt = 10.
Finally, Fig. 3.7 shows the effect of varying transmission distancesr while
optimizing the channel access probabilities based on a target transmission dis-
tanceropt = 10. In both cases of channel models, outage probability increases
only marginally and still remains lower than in the case of the suboptimal solu-
tions.
3.3.3 Implications for protocol design
For protocol design, two conclusions can be drawn from the analysis and com-
parison of strategies. First, adaptivity does not result ina gain if the node
density is high and hence internal interference dominates.In such high density
networks, applying a naı̈ve strategy will then yield a closeto optimal result.
Not included in our system model but of considerable practicl importance
is the role of communication signaling overhead that will further degrade the
performance of adaptive strategies. Especially if the nodedensity is high, it




Second, if the transmitting node density is not extremely high, adaptivity can
indeed help: In both the path loss and the Rayleigh model, a min-max strategy,
with optional thresholding to exclude bad channels, is a good strategy with the
benefit of constant QoS. Interestingly, this holds for all leve s of external inter-
ference. As long as internal interference is not the limiting factor, adaptivity
offers a benefit.
These finding are consistent with the interference avoidance mechanisms cur-
rently implemented in IEEE 802.15.1/802.15.2. However, while IEEE 802.15.2
employs hard-adaptive thresholding, a possible small gainc n be achieved
through soft thresholding. This gain might be greater if time dynamics of in-
terference are considered: A soft adaptive technique can potentially monitor
more channels through implicit sensing, i.e., through observation of error rates,
and hence adapt faster to a changing interference environment.54
3.4 Summary
We derived, for the convex low to medium outage region, analytical outage ex-
pressions of the given FH-CDMA system under the influence of external inter-
ference for both a Rayleigh fading and path loss model. Theseexpressions can
be used to calculate the average outage probabilities as well as the transmission
capacities. Suboptimal strategies were compared to those bounds in numerical
simulations. As outlined, the implications of the model canbe useful in the de-
sign stage of wireless network protocols. Future work couldfocus on finding
analytical expressions and bounds for those suboptimal allocation strategies,
in order to create an analytical framework for FH-CDMA ad hocnetworks un-
der external interference. It could also focus on providingnumerical results
for different interference fields, i.e., different shapes of qm. An extension that
suggests itself is the combination of locally orthogonal hopping, as described
in Chapter 2, and adaptive hopping, for example using a non-homogeneous
Poisson approximation, cf. [61].




While the previous chapters analyzed the principal interfer nce trade-offs in fre-
quency hopping code division multiple access (FH-CDMA) ad hoc networks,
the objective of this chapter is to describe and compare medium access control
(MAC) protocol approaches that implement internal and external interference
avoidance mechanisms. Although stochastic geometry is a good tool for mod-
eling global properties of large-scale ad hoc networks, it is st ll difficult to
address MAC design aspects within this model.
In the following section, first a brief overview of the issuesncountered in
multi-channel MAC protocols and strategies to deal with them is given. We
then go on to describe and analyze in a single collision domain a MAC strategy
for single transceiversynchronizedadaptive frequency hopping networks with
a high number of channels and nodes. In Section 4.2, we consider internal
interference avoidance techniques, while in Section 4.3 the effect of external
interference is analyzed.55
55As in the previous chapters, we differentiate betweenfr quencies, channelsandhopsets, see
Fig. 2.1. The termshopsetandhopping sequenceare used interchangeably. A frequency is a
physical center frequency of a channel. A channel is a pointer to a frequency with an associated
bandwidth, and a hopset is a time-indexed set of channels. The termchannelis also used to
describe a snap-shot of a hopset as incommon broadcast channel.
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1 2 3
I II
Figure 4.1: The single channel spatial hidden node problem
Prior relevant works are [37], on which we build our analysis, a well as [62].
Both [37] and [62] assume a channel access model that overestimates the per-
formance of a randomly hopping parallel rendezvous MAC, especially if the
number of channels and nodes is high. We improve the model andcompare
the performance of a randomly hopping rendezvous MAC with naı̈ve orthog-
onal hopping with channel re-use and rendezvous based on multi-level locally
orthogonal (MLLO) hopping56. We show that the MLLO scheme succeeds
at reducing internal interference over traditional approaches. Within the same
system model, the gains of external interference avoidancere analyzed in the
last section of this chapter. We show under which circumstances external inter-
ference avoidance can be beneficial to network throughput.
4.1 Multi-channel MAC issues and
classification
4.1.1 Multi-channel hidden node problem
A well known issue in single channel MAC protocol design is the spatialhid-
den node problem, where two transmissions collide at a receiv r due to the fact
that the transmitting nodes are not able to coordinate theirransmissions. This
happens because the two nodes are out of transmission range of each other:
They could be too far apart or the geometry is such that there is high attenua-
tion between the nodes.
Consider Fig. 4.1, which shows three nodes in two collision dmains with
two contending links, the latter denoted by Roman numerals.Nodes 1 and
3 are hidden from each other. The (single channel) MAC protocol now has
to avoid collisions of packets at node 2. The problem can be mitigated by a
56The scheme was also discussed in 2.4, a patent is pending [63].
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Figure 4.2: The multi-channel hidden node problem
request-to-send (RTS) and clear-to-send (CTS) handshake protocol before data
transmission, a technique known asCarrier Sense Multiple Access/Collision
Avoidance(CSMA/CA). In order to establish link I, an RTS packet is thens t
by node 1 and node 2 responds with a CTS packet. This packet includes the
duration of the intended transmission and can be overheard by node 3, so that
it refrains from accessing the channel until transmission on link I is complete.
Conversely, if node 3 happens to start the transmission firstto et up link II,
the CTS packet will be overheard by node 1. Due to the finite sped of light
and the error-prone nature of the wireless medium, a two-wayhandshake can
in practice only mitigate the hidden node problem, but nevercompletely avoid
it. Additional measures, such as longer observation times with network-wide
synchronization before accessing the medium, can further help to reduce the
influence of hidden nodes.
In multi-channel networks, the hidden node problem can become a much greater
issue. Consider Fig. 4.2 with four nodes in three collision dmains. Assume
that, using a traditional RTS/CTS approach, link I is initiated on channel one
and node 1 is transmitting while node 3 is busy on channel 2. Once node 3
becomes idle, it tries to initiate a link with node 2 and sendsan RTS. This
packet collides with the on-going transmission of link I, because node 3 could
not overhear the RTS/CTS exchange for link I since it was busyon another
channel.
This shows that, in multi-channel networks of single transceiver radios, the
multi-channel hidden node problem cannot be mitigated by anRTS/CTS pro-
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cedure – it cannot be guaranteed that all RTS/CTS handshakesin the neighbor-
hood are overheard because they can be sent on different channels.
4.1.2 MAC strategies
As shown, compared to single channel networks, two factors cmplicate the
design of MAC protocols for multi-channel frequency hopping networks: The
multi-channel component does not allow to monitor the channel for transmis-
sions of neighbors, even if the node is in an idle phase. Furthermore, the fre-
quency hopping component induces switching times, during which the node
also cannot keep track of the channel status.
The only possibility to mitigate this issue is a common broadcast channel57 that
is accessed from time to time. The way that this common broadcast channel
is constituted and used allows multi-channel protocols to be classified. Several
principal approaches for organizing the medium access exist [37, 64]:
Synchronous Split Phaseprotocols have a periodic control and data transmis-
sion phase. During the control phase, all nodes meet on a common broadcast
channel and negotiate on which channels data transmission should take place.
Afterwards, nodes switch channels and return to the controlchannel after a pre-
defined data transmission period. In synchronous split phase protocols, the con-
trol and data phases are synchronized across the whole network. The broadcast
channel is used for neighborhood discovery and transmission negotiation.
In Asynchronous Split Phaseprotocols, data transmission is also separated into
two phases. The phases are, however, not synchronized network wide. Thus,
the load on the broadcast channel is eased but an additional waiting period
before transmission is necessary to avoid the multi-channel hidden node prob-
lem. An example of this class is the WiFlex protocol proposedby Lee et al. in
[64].
Common Hoppingis a strategy in which all idle nodes of the network tune to
the common broadcast channel. Medium access is negotiated on the channel
and data transmission then takes place using a different hopping sequence to
57In the terminology of the popular paper on Cognitive Radio byHa kin [18], this common broad-
cast channel is the necessaryfeedback channelto coordinate spectrum access. In Haykin’s
words, ”cognitive networks” need to ber ceiver centric, as interference occurs only at the
receiver.
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exchange data. This approach is structurally simple to imple ent and inher-
ently well suited for use in frequency hopping networks. A disa vantage is the
high load on the broadcast channel, leading to a single pointof failure.
In Parallel Rendezvousprotocols, all nodes know the hop sequences of the
nodes in their neighborhood. The broadcast channel is used for neighborhood
discovery; transmissions are initiated directly with the intended destination
node as the hop set is known. It is communicated within the neighborhood
over the broadcast channel. Parallel rendezvous is the bestsuited candidate for
robust large scale network applications with frequency hopping. It requires rig-
orous timing synchronization and local knowledge of the hopping sequences
of all possible communication partners. These factors increase protocol com-
plexity but are necessary in a frequency hopping setting. Italso makes the
network less vulnerable to jamming, since the common broadcast channel is
used for neighborhood discovery only. Also, due to the concurrent structure
of transmission initiation, parallel rendezvous protocols have been shown to
perform better in networks with a high number of channels andnodes than sin-
gle channel rendezvous protocols [37]. Parallel rendezvous-type multi-channel
MAC do not necessarily need to employ frequency hopping58, but many multi-
channel MAC protocols suggested in literature rely on frequency hopping to
increase robustness and flexibility as the service quality of channels varies. Ex-
amples of such protocols are SSCH [65] or McMAC [66], both of which allow
simultaneous transmission agreements to improve performance. In these pro-
tocols, each node has its own home channel, which may or may not follow a
frequency hopping sequence. Nodes visit the home channel oftheir potential
receivers to transmit data.
58Capacity loss due to switching times and increased spuriousemi sions are the price to be paid.








































Table 4.1: Multi-channel MAC protocol classes, relevant for frequency hopping networks
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The disadvantage of parallel rendezvous is that the multi-channel hidden node
problem is not inherently resolved. For this reason, parallel rendezvous will
find better applicability in scenarios with few hidden nodes. Such a scenario
is given if, for example, the majority of links use high transmi sion power
as in tactical military communications. If there are numerous hidden nodes,
additional measures to mitigate their influence on performance need to be taken.
For these reasons, parallel rendezvous is unlikely to be a good choice for low
cost, low power applications such as sensor networks.
Parallel rendezvous is the best option, if a dedicated transceiver for exchanging
control information is available. This dedicated channel can then be used to
announce successfully established transmissions and hence allows all nodes
that share a collision domain to keep track of the network state. This is also an
argument for applications that target high cost communication networks.
A hybrid approachthat clusters nodes into groups that are hidden from each
other but have conflicting links can also be a viable option. Asingle channel
rendezvous to mitigate the hidden node problem is then used only f r nodes
inside that cluster, but not for all nodes in the network, thus easing the burden
on the rendezvous channel.
Table 4.1 summarizes the properties of different protocol classes with respect
to their applicability to frequency hopping networks.
4.1.3 Interference avoidance on the MAC layer
The primary task of the MAC layer is to organize medium accessin a manner
that ensures that internal interference is avoided, i.e., in such a way that orthog-
onal communication channels are provided to links. Also, inmulti-channel
networks that operate in an environment which includes adverse xternal inter-
ference conditions, the MAC layer has to adapt to changes in the interference
landscape to minimize external interference.
The degree of freedom a single communication link in a frequency hopping
network has to optimize its performance is the choice of hopping sequence.
The MAC layer needs to choose a good hopping sequence assignment, in-
imizing internal (multiple access) interference and the influence of external
interference.
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Figure 4.3: Example of a frequency plan
Fig. 4.3 shows a possible situation for the frequency plan ofa deployed tactical
military communications network59. Several frequency bands are permanently
excluded from network usage by prior frequency planning. Inthese bands,
legacy systems operate that should not be interfered with. These systems are
shown here as Legacy VHF, Legacy UHF A and Legacy UHF B. Furthermore,
civilian systems, exemplarily shown here as CIV GSM, shouldnot be inter-
fered with, either. Other frequency bands are free for use, ev n if their own
transmissions interfere with other systems such as TV and radio broadcasting
as shown in the sketch. Network nodes can use this spectrum opportunistically
for their communication if it is free at their location. Deliberate jamming is
also shown: The network needs to adapt to this external interference, e.g., by
temporarily excluding the jammed channels from the hop set.
External interference to the network can be caused by deliberate jamming or
by transmitters, which are not part of the communication network, e.g., by
civilian systems or by other enemy communication systems. The detection
of external interference and the discovery of new transmission opportunities –
the absence of external interference in certain channels – are carried out via
spectrum sensing. From a design perspective, one can differentiate between
implicit sensingandexplicit sensing.
Implicit sensing is the monitoring of the per channel packeterror rate. Each
59We use military communications as an example. Frequency hopping systems in large scale ad
hoc networks for other applications operate in a technically similar manner. The frequency
ranges will differ, but the mode of operation will be analogical.
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Figure 4.4: Principle of adaptive hopping
network node collects statistics of the errors occurring intra smissions to a
certain node in the neighborhood. It monitors the channel lik quality to adapt
coding and modulation. If the quality of transmissions to a node in the neigh-
borhood varies greatly depending on the channel chosen, thechannels experi-
encing lower SINR values are probably being interfered with.
Explicit sensing is the monitoring of channels during idle periods. The cumu-
lated noise and interference power is measured in the absence of a transmis-
sion. Explicit sensing, independent of the sensing algorithm, requires some
control over the gain settings in order to be able to attach a pysical interfer-
ence temperature value to the measurement, a fact to be takeninto account
when designing the RF hardware for such an application. Explicit sensing is
also associated with a certain cost, as the node is busy during the sensing phase
and not available to receive data.
The combination of both sensing approaches yields an overall iew of the spec-
tral occupancy at the location of a node. With implicit sensing, the node can
decide which channels toexcludefrom the hopping sequence for optimal per-
formance. With explicit sensing, the node can explore new orm nitor previ-
ously excluded channels and decide toincludethem to increase the robustness
of transmissions. Fig. 4.4 shows the time-frequency plane with the receive
channel hop sets of a communication between two nodes. During idle times,
the nodes use explicit sensing to explore channels currently no included in
their hop set, while implicit sensing is used to eliminate jammed channels from
the hop set.
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Accessing a certain channel always increases the internal network interference
in that channel. Instead of hard limiting, i.e., including or excluding channels in
the hop sequence, one can also adapt the channel hopping probabilities: Good
channels should be included more frequently than bad channels. Such strate-
gies were examined in Chapter 3. It was found that a good potential strategy
is based on a min-max criterion, balancing internal and external interference,
leading to equal weighted packet error probabilities in allhopping channels.
To increase overall robustness against jamming, the node should strive
• to maximize the hopping bandwidth, i.e., the spectral distance between
the channel with lowest center frequency and the channel with highest
center frequency and
• to favor higher frequency ranges over lower frequency ranges if network
load allows.
If the hopping bandwidth is maximized, a responsive jammer that monitors
the spectrum and allocates interference power to detected transmissions has
to cover the maximum bandwidth. The higher the spectral distance, the less
likely a responsive jammer will be able to intercept that packet and react with
a jamming signal. Furthermore, if the network tends to use channels as high as
possible in the operating bandwidth, jamming is hindered bythe unfavorable
propagation properties and higher attenuation of higher frequencies. Active
transmission channels should choose their center frequencies as high as possi-
ble, but as low as necessary so as to not impact the point-to-point data rate.
4.2 Avoidance of internal interference
After describing in the previous sections the principal tasks of the MAC layer
in multi-channel networks, we will, for the remainder of this chapter, focus on
parallel rendezvous-type MAC. Such a MAC approach is the prima y choice
for military communication applications as illustrated inFig. 4.3 and Fig. 4.4.
Parallel rendezvous-type MAC can be considered for all applications where
the price for scalability, i.e., increased complexity, canbe afforded. We fur-
thermore assume that measures have been taken to mitigate the multi-channel
hidden node problem, for example, by employing a separate dedicat d control
channel. This allows for approximation of the network MAC performance with
a single collision domain model.
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Figure 4.5: Receive and transmit channel hopping for randomand orthogonal
rendezvous;M = 4, N = 4. The transmit plane shows on-going
transmissions, e.g., 1→ 2 denotes a link from node 1 to node 2.
The receive planes show a realization of home channels of idle
nodes, overlaid with transmissions. We observe that, for orthogo-
nal hopping,idle nodes do not collide on the receive plane, but they
can collide with on-going transmissions. E.g., in channel 4, slot
3 (drawn to perspective) the home channel of idle node 1 collides
with ”3 → 4”.
4.2.1 Parallel rendezvous hopping strategies
In [37], Mo et al. analyzed different classes of multi-channel MAC protocols,
including parallel rendezvous protocols. For rendezvous,the authors assumed
a pseudo-random hopping home channel strategy to be implement d, e.g., as
part of McMAC introduced in [66]. In McMAC, if a link is established, nodes
stop hopping to transfer data. When idle, nodes hop according to a pseudo-
random sequence. On average, this distributes the transmissions over all chan-
nels.
We propose to deviate from the McMAC scheme in two ways in order to in-
crease throughput and robustness:
1. The rendezvous scheme shall be based on orthogonal hopping instead of
random hopping to minimize interference, and
2. during data transmission, nodes shall continue to hop according to a se-
quence taken from an orthogonal transmission hop set60. The channel in
60Note that, although simple, to the best of the author’s knowledge, this extension has not been
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which the nodes meet determines the exact transmission sequence. Fig.
4.5 shows a possible receive and transmit hopping sequence according to
this doubly orthogonal scheme forN = 4 nodes inM = 4 channels. For
comparison, an example of random hopping rendezvous for thesame
link sequence is also shown.
Using multi-level locally orthogonal hopping as the home channel hopping
scheme improves performance. In the following sections, wecompare random
hopping rendezvous with rendezvous strategies based on orthog nal hopping,
namely orthogonal hopping with channel re-use and multi-level orthogonal
hopping. The framework of Mo et al. [37] is used for analysis.
Random hopping
The simplest hopping strategy is pseudo-random hopping in which the next
home channel is determined by a pseudo-random sequence. With random
hopping, each device picks a seed to generate a different pseudo-random hop-
ping sequence. Nodes follow their “home” hopping sequence wh n they are
idle. As nodes attach their random seeds to every packet theysend, their
neighboring devices can eventually learn the hopping patterns in a neighbor-
hood. For example, McMAC uses a linear congruential generator X(t) =
16807· X(t − 1) mod(231− 1), whereX(t) is a pseudo-random number at
time t. To mapX(t) to channel space, a moduloM operation is applied to
X(t), whereM is the number of channels. Other similar schemes employing
different pseudo-random number generators are thinkable.
Orthogonal hopping
Orthogonal hopping is different from random hopping in thatorthogonal se-
quences are used to minimize receiver side collisions. For our purposes, two
sequences= (s1,s2, . . .) ands′ =(s′1,s
′
2, . . .) are said to be orthogonal ifsi 6= s′i
for all i = 1,2, . . .. Assume that the number of channels isM = 3. Then, two
hopping sequences(1,3,2,1, . . .) and(3,2,1,2, . . .) are orthogonal.
The maximum number of orthogonal sequences is the same as thenumber of
channelsM. When the number of devicesN is less than the number of channels,
it is possible to keep the home channels of idle nodes collisin-free. However,
if N > M, there is no way to avoid sharing home channels.
suggested in literature.
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Orthogonal hopping with channel re-use: A possible solution for sharing
home channels is assigning the same hopping sequences to two or more nodes.
This channel re-use scheme arises naturally when allocating hopping sequences
such that interference in the network is minimized as considere in Chapter
2: Nodes that are far apart will use the same sequence, while clos nodes
will use different sequences. Even though our MAC system model does not
reflect distance (and hence interference) relationships, we evaluate orthogonal
hopping with channel re-use for the purpose of comparison.
Multi-level orthogonal hopping: Another method to address the limited
number of orthogonal codes is proposed in Chapter 2.4. It uses multiple sets
of orthogonal codes. Each of these sets can be seen as alayer, stacked up in
multiple levels on top of other. A layer hence comprisesM equences and any
two sequences in a layer are orthogonal. For example, for 5 nodes in 3 channels
there would be 2 layers, one layer with 3 nodes and another onewith 2 nodes.
Each layer has an associated pseudo-random sequence. To reduce correlation
between layers, all sequences in a layer are pseudo-randomly permutated in
each step. In this way, collisions are avoided between nodesin the same layer
– thus keeping the benefits of orthogonal hopping – while collisi ns between
nodes in different layers are randomized.
Orthogonal hopping, as will be seen in the following, leads to higher through-
put compared to random hopping. This advantage61 of orthogonal hopping
over random hopping stems from the fact that home channels armo e evenly
distributed while many devices can be listening in a single channel with non-
negligible probability using random hopping. With an even distribution of
home channels, the probability of receiver contentions decreases. In the follow-
ing, we compare the different home sequence hopping schemeswith a Markov
chain model and simulation.
4.2.2 Performance model
The discrete time Markov chain model of [37] is extended to compare different
hopping strategies; the model is briefly explained in the following62. There are
61The possible gains of orthogonal hopping can be achieved if nodes within a collision domain
coordinate their home sequences. In ad hoc networks, this can be chieved in a decentralized
manner without explicitly coordinating the channel choiceas further described Chapter 2.4.
62See [37] for further analysis and other relevant references.
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N nodes that operate inM channels. In each time slot, an idle node tries to
transmit with probabilityp; the parameterp hence models the overall network
load. If an agreement with the intended receiver is made, a packet is transmitted
over the following time slots. The packet lengths, given in number of slots, are
assumed to be geometrically distributed with mean 1/q. This implies that each
ongoing packet transmission ends independently with probability q in each slot,
allowing for a memoryless Markov chain model.
Assuming half-duplex transmission, the state spaceS of the Markov chain
comprises the number of currently active transmissions63:
S =
{








where⌊·⌋ denotes the floor function.
The state changes either if new transmission agreements aremad or if trans-
missions end. LetS(i)k andT
( j)
k denote the probability ofi transmissions starting
and j transmissions ending when the current state isk. The maximum number
of transmissions that can end in the next time slot isk. The transition probabil-








Thepk,l are the elements of the stochastic transition probability matrix P. From
P, one can calculate the steady state distribution vectorπ by solvingπP= π ,
i.e., by calculating the eigenvector ofP associated with eigenvalue 1. An ele-
mentπi gives the equilibrium probability of being in statei, i.e., the probability
that i transmissions are ongoing. Using the steady state distribution vectorπ ,






63If the same model is applied to multiple collision domains, the state space has to include all
(n− 1)n links leading to a total number of 2n(n−1) states. Note that directionality also has to
be considered, as active links create potential conflicts. These conflicts depend on the network
geometry. Furthermore, hidden nodes can create collisionswith active links, degrading per-
formance. We see that, without the single domain collision assumption, the model becomes
significantly more complex and is limited to a small number ofn des.
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The termination probabilityT( j)k can be easily computed from the assumption
of a geometric packet length distribution. The number of ending transmissions
in each time slot follows a Bernoulli distribution with parameterq, since all






q j(1−q)k− j . (4.4)
However, the (success) probabilityS( j)k of j new agreements is quite compli-












P[A= a]P[O= o|A= a]
P[I = i|A= a,O= o]P[J = j|A= a, I = i,O= o]
(4.5)
The conditional probabilities are calculated in the following. To havej new
connections, these conditions need to be met:
1. The numberA of nodes attempting to start a transmission should be equal
to or larger thanj,
2. the number of ”one-attempt” channelsO, i.e., the number of channels
where exactly one device tries to initiate a transmission should be at least
j,
3. the number of idle one-attempt channelsI should be larger thanj and
4. the number of idle receivers that are ready to start a new connection in
an idle one-attempt channelJ should be exactlyj.
The probability ofa idle nodes wanting to start a transmission, again given the






pa(1− p)N−2k−a . (4.6)
The one-attempt probabilityP(O = o|A = a) depends on the home channel
hopping strategy and will be evaluated later for different approaches.
To calculateP(I = i|O= o,A= a), the total number of ways to get exactlyi idle




is the number of ways to distribute
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gives the number of ways to




is the number of possibilities to distributeo one-attempts toM channels.
Hence, the probability thato one-attempt channels are idle64 is









Finally, the probability that a given transmitter finds its receiver, i.e., that the





that is, we assume that all idle devices are equally busy, i.e., that no node is
selected more often than others as a receiver. Accordingly,the probability that
j nodes find their receivers and can establish a new connectionis





p js(1− ps)i− j . (4.9)
One-attempt probability
The one-attempt probability orP[O= o|A= a]models collisions in parallel ren-
dezvous protocols and has significant impact on the throughpt C. Collisions
occur if transmitters select
• the same receiver or
• two different receivers with the same home channel.
The latter probability differs depending on the hopping strategies of devices
and we would like to compare them for two different strategies: Random hop-
ping and orthogonal hopping.
If the home channels of devices are uniformly distributed over multiple chan-
nels, the chance of a receiver collision decreases. In the cas of random hop-
ping in which devices select their home channel randomly, the home channels
are evenly distributed onlyon average, however, for a given realization, there
is a high probability that home channels will overlap. With orth gonal hopping,
the receiver channel collision probability can be significantly reduced.
64Note that the formula given in [37, Section 3.3] contains a typing error.
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Random hopping: With random hopping, each node chooses its current
home channel with equal probability from the number of available channels.
Collisions can occur due to two events: Transmitters can select the same re-
ceiver or two selected receivers have the same home channel65. Both collision
events are independent.
We calculate the one-attempt probability by conditioning oa certain selection
of receivers and a certain selection of home channels.




















N-compositions66 of a, i.e.,∑Ni=1ci = a, with ci ≥ 0.
Analogously, the probability of a certain outcome of receiver home channels
~cr = (c1,c2, . . . ,cM) is given by
P
[











whereci denotes the number of receivers dwelling in channeli. Valid outcomes
are allM-compositions ofa.
~cr and~ct denote the number of transmitters and receivers in a certaincha nel.
For a given combination of~cr and~ct , the number of one-attempts can be calcu-
lated by generating all receive channel assignments that yield the same~cr and
counting the number of one-attempts when throwing balls into bins according
to~ct . Due to symmetry, this can easily be achieved by generating one p ssible
receive channel assignment according to~cr and then generating alla! permuta-
tions of this assignment. The one-attempt probabilityP(O= o|~Ct =~ct ,~Cr =~cr)
65The one-attempt probability given in [37] for the parallel rndezvous protocol McMAC is correct
for orthogonal hopping andN ≤ M. It gives an upper bound on the one-attempt probability for
random hopping since the probability of receive channel collisi ns is neglected. For orthogonal
hopping andN > M, collisions of receive channels have to be taken into account as well.
Pawelczak et al. in [62] use the same optimistic model.
66The compositions can be efficiently enumerated using the NEXTCOM algorithm described in
[67, pp. 46].
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is then calculated numerically by counting the number of outc mes with ex-
actlyo one-attempts.
To calculate the overall unconditional one-attempt probability for random hop-
ping, the probability of each transmit and receive channel combination needs
to be considered:





















where the~ci and~c j run through all possible outcomes for transmitter and re-
ceiver collisions.
Orthogonal hopping: Orthogonal hopping assigns one ofM orthogonal
home channels to nodes. IfN > M, some nodes have to share a home chan-
nel. We distribute the available channels to nodes evenly sothat the maximum
of the number of nodes that have the same home channel is minimized. LetL
denote the number of full layers, i.e.,L = ⌊ NM ⌋.
In the following, let the number of bins with exactly one ballfter throwingx
balls uniformly intoy bins be denoted byB(y,x) and the number of bins with
exactly zero balls asZ(y,x). There is no closed-form solution for the probabil-
ity distribution ofB(y,x) andZ(y,x), but they can be calculated by considering
a Markov chain, for which the states(Y(n)0 ,Y
(n)
1 ) describe the number of bins
containing zero ballsY(n)0 and exactly one ballY
(n)
1 aftern throws: The initial
state is(Y(0)0 ,Y
(0)
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First, assume thatN ≤ M. The one-attempt probabilityP[O= o|A= a] is then
given byP[B(M,a) = o].
Now, assumeN > M. If N modM = 0, the one-attempt probabilityP[O =
o|A= a] is also given byP[B(M,a) = o] due to symmetry, as all channels have
equal probability of being selected. IfN modM 6= 0, R= N modM channels
are used byL+1 nodes, whileM−R channels are used byL nodes. The total
one-attempt probability can be calculated by considering all possible outcomes
of the distribution of attempts to the two partitionsR andM−R. The probabil-




pkR(1− pR)a−k with pR =
R(L+1)
N .
The one-attempt probability for orthogonal hopping is then














P[B(R,k) = o1]P[B(M−R,a− k) = o2] ,
(4.13)




= o+1 possible 2-compositions of
o one-attempts.
Single attempt collision probability
The probability of collision for a single attempting node with any other node
is another metric that can be used to show differences in performance. We
compute the probabilitypc of collision of a representative receiver givena
attempting nodes.
Random hopping: To calculate the collision probabilitypc of a representa-
tive receiver for random hopping, we consider two mutually exclusive events:
1. At least one of the othera−1 attempting devices selects the representa-
tive node and
2. none of the othera− 1 attempting devices selects the representative
node.
In the first case, a collision occurs with probability 1 whilein the second case,
a collision only occurs if the home channel of another receiver is shared with
the home channel of the representative node.
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, if we let r be the number of selected
receivers out ofN−1 potential receivers bya−1 attempting devices, then it
ranges from 1 toa− 1. This probability is the same asP[Z(N−1,a− 1) =
N− r −1] or the probability thatN− r −1 devices are not selected. By mul-
























Orthogonal hopping with channel re-use: For orthogonal hopping with
channel re-use, some channels are occupied byL = ⌊ NM ⌋ nodes and the others
by L+1 nodes. The collision probabilitypc,re-usediffers depending on whether




pc,re-use, high= 1− (1− LN )a−1, if in a channel withL devices;
pc,re-use, low= 1− (1− L+1N )a−1 otherwise.
(4.15)
We again assume an even distribution of available channels to nodes so that
the maximum of the number of nodes that have the same home channel is
minimized. We can see that the collision probability of somedevices is higher
than that of others in this scheme, which can be considered tobe unfair.
Multi-level orthogonal hopping: In multi-level orthogonal hopping, the
layers are scrambled to retain orthogonality within the layer but, at the same
time, distribute the possible conflicts evenly across all nodes. Again, we as-
sume that the layers are filled from the bottom. With multi-level hopping, a
node in a full layer will experience a collision with the probability
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and with probabilitypc,ML = pc,re-useif it is in the last layer. Here again,R=
N modM andL = ⌊ NM ⌋.
Note that there are other possible approaches to distributing conflicts evenly
among nodes and hence achieving fairness. In fact, it is simple to design
a repeated hopping sequence that achieves this deterministically without ran-
domization by distributing conflicts in time direction. On the other hand, the
proposed multi-layer approach has the advantage of being flexible in the sense
that nodes do not have to adapt their home hopping sequences oanother
node joins or leaves the network. It is also possible within ts scheme to in-
crease fairness further by balancing the layers, i.e., by assigning each layer the
same number of nodes.
4.2.3 Numerical results
In the following, we evaluate the system model numerically and nalyze the
dependencies of various variables. It has been shown that the model closely
approximates the performance of real implementations of parallel-rendezvous
type MAC, see e.g. [37, 66].
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Figure 4.6: Throughput versus number of nodes forp= 0.3, q= 1.






















Figure 4.7: Relative increase in throughput versusp for M = 25,N = 50.
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Figure 4.8: Relative increase in throughput forp= 0.6, q= 1.
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Throughput improvements
Fig. 4.6 shows the total average normalized throughputC for orthogonal hop-
ping and random hopping. A notable gain of orthogonal hopping can be seen
for a larger number of channels. For a fixed number of channelsM and a given
network loadp, there is a saturation point after which throughput decreases
due to congestion collapse. A specific MAC implementation needs to make
sure that the back-off mechanisms adapt the overall traffic so that congestion
does not occur. Interestingly, after saturation in the congestion collapse regime
for largeN, orthogonal hopping becomes slightly worse than random hopping.
Orthogonal hopping distributes the transmission attemptsevenly; therefore col-
lisions happen in all channels. For random hopping there is achance that nodes
will collide only in a few channels, leading to a (slightly) hig er throughput.
Fig. 4.7 gives the relative increase of orthogonal hopping over random hop-
ping in percent versus the network loadp. A notable gain can be achieved for
short average transmission durations, i.e., small 1/q, and a high load of the net-
work, i.e., largerp. For long average packet durations and low network load,
orthogonal hopping does not offer a significant benefit. If the packet durations
are long, the impact of the time needed to establish a successful rendezvous
becomes negligible. Moreover, for low network load, the probability of one-
attempts is also high for random hopping.
Fig. 4.8 shows the relative increase in throughput overN andM. Also shown
are lines indicatingN = M andN = 2M. If N = M, the relative increase is
maximal due to the fact that transmitter-side collisions have the greatest effect,
for N = 2M this effect is also visible. If the number of nodes significantly
exceeds the number of channels and the network is operated inhe congestion
collapse regime, the gain eventually becomes smaller than 1s was already
observed in Fig. 4.6.
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Figure 4.9: Collision probability for a single nodepc and fairness versusa for
different strategies,M = 10,N = 15.
















Figure 4.10: Collision probability for all nodes for different strategies,a = 4,
M = 10,N = 15.
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Fairness 1 Worst case (L = 1,
a= 2, R= M/2): 0.5
Worst case: 0.75
Table 4.2: Qualitative summary of collision behavior of home channel hopping
strategies
Fairness and single attempt collision probability
Fig. 4.9 shows the collision probabilities of a single connection as well as
the fairness for each strategy. Fairness is defined as the ratio of the collision
probabilities of nodes from a full layer to the collision probability of nodes
from the last (non-full) layer, i.e.,pc,low/pc,high.
For the re-use strategy, there areR(L+1) nodes experiencing a higher proba-
bility of collision, whereas for the multi-level strategy this is the case for only
R nodes. To illustrate this, Fig. 4.10 shows the collision probability for all
nodes with four attempting devices, i.e.,a= 4. As can be seen, the multi-layer
hopping yields better fairness than the re-use strategy.
Tab. 4.2 summarizes the behavior.
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Figure 4.11: Collision probability of a single connection with a= 2, M = 10.
The dependency on the number of nodes is plotted in Fig. 4.11.If all layers
are filled, i.e.,R= 0 at N = 10,20,30, . . ., both re-use and MLLO strategies
inhibit a collision probability of 0.1. If the last layer is not filled completely,
the unfairness, i.e. the distance between the collision probabilities of the node
in the last layer and any other, is greater for re-use rendezvous than for MLLO
rendezvous. Random hopping is fair, but yields a higher collisi n probability
for any number of nodes.
4.3 Avoidance of external interference
The findings of Chapter 3 suggest that selective interference avoidance by
means of excluding certain channels from the hop sequence can be a good
strategy in the practical regime of low to medium outage. Forthe MAC design,
it follows that a hard-decision strategy, i.e., a strategy that includes good chan-
nels and excludes bad channels from the hop sequence, can be sufficient for
good performance. Such a strategy can also easily be combined with orthogo-
nal hopping.
In the following, we will therefore evaluate the influence ofexternal interfer-
ence on an adaptive parallel rendezvous MAC that employs badch nnel avoid-
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Figure 4.12: Protocol approaches
ance. To this end, we extend the Markov model to include a simple binary
external interference model. While the system model in the previous section
assumed a collision-free transmission during data transfer, collisions with in-
terferers now have a major influence. They can happen during rendezvous, but
also reduce the overall data throughput of the network.
We aim to compare two protocol approaches, illustrated in Fig. 4.12(a) and
4.12(b):
• A non-avoiding protocol, that simply deals with bad channels by retrans-
mission, and
• an avoidance protocol that excludes bad channels from transmission.
In [62], Pawelczak et al. consider a similar model in an overlay (opportunistic)
spectrum access scenario. Of interest are the interrelations between a primary
spectrum user and an opportunistic secondary spectrum user. To model these
interrelations, an architecture with per slot channel sensing i assumed. Mod-
eling of per slot channel sensing requires the incorporation of primary user
false alarm and detection rates. Hence, the model emphasizes the trade-off
between interference to the primary user and secondary userthroughput and
focuses on the short-term influence of channels occupied by the primary user.
Here, we assume that – in the case of the collision-avoidanceprotocol – chan-
nel sensing is carried out accurately in larger time scales and that the signaling
overhead required to communicate the resulting information hroughout the
collision domain is negligible. This assumption holds if the interference en-
vironment changes slowly, the model hence describes the long term effects of
external interference on MAC throughput.
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4.3.1 Performance model
The model of Section 4.2.2 needs to be extended to include theinflu nce of bad
channels. LetF < M denote the number of bad channels. It is assumed that
the set of bad channels does not change for the purposes of ouranalysis and
that, in the case of the interference avoiding protocol, allnodes know which
channels are not usable.
Non-avoiding protocol
Bad channels have a two-fold influence on the performance. First, the ren-
dezvous probability is reduced, since two nodes might (unsuccessfully) try to
meet in a bad channel. Second, during data transfer, a packetmigh be cor-
rupted due to collision with a bad channel.








Overall, we then have forj nodes (cf. (4.9)):






i− j . (4.18)
If a connection is established and the packet transmission ion-going, the
pseudo-random hopping component results in a collision probability per slot
of FM . We assume that, if a slot is corrupt, the corrupted part of the packet has
to be retransmitted in the next slot. This is a best-case performance estimate
as it neglects the overhead associated with a practical retrnsmission protocol.














Bad channels hence extend the effective packet length by a factor of MM−F .
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Figure 4.13: Throughput versus number of bad channels forN = 50, M = 25,
p= 0.3, q= 1.
When calculating the total average normalized throughput from the steady state
distribution, see (4.3), the influence of bad packets has to be aken into account.
The total average normalized throughput for the non-avoiding protocol is the











If the network locally flags all bad channels, the influence onthe system model
is very simple: The number of usable channels is reduced toM′ = M − F,
otherwise the system model is left unmodified.
4.3.2 Numerical results
Fig. 4.13 shows the throughput versus the number of bad channels for both
protocol approaches, with random hopping rendezvous and orthogonal hop-
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Figure 4.14: Throughput for orthogonal hopping overp, q = 1, M = 25, N =
50, for an avoiding (av.) and a non-avoiding (nav.) protocol
ping rendezvous. As can be seen, the decline in throughput islinear for the
non-avoiding protocol, a fact to be expected from the systemmodel: For a
given F , M andN, ps′ andq
′ are constant and do not affect the rendezvous
probability. The linear termFM in (4.21) is thus the only dependency ofF. The
throughput of the interference avoiding protocol is non-linear and provides a
gain up untilF = 18 channels are unusable. For a very high number of bad
channels, the avoiding protocol leads to lower throughput for a fixed loadp,
as the network is driven into congestion. Adaptivity does not pay off in this
case.
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Figure 4.15: Throughput for random hopping overp, q= 1, M = 25, N = 50,
for an avoiding (av.) and a non-avoiding (nav.) protocol




























Figure 4.16: Relative throughput overp, q = 1, M = 25, N = 50. Forp = 1,
the throughput is zero for all approaches.
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Figure 4.17: Relative throughput overq, p= 0.3, M = 25,N = 50.
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Fig. 4.14 shows this situation for orthogonal hopping and Fig. 4.15 for random
hopping. ForF = 0 the curves for the avoiding and the non-avoiding approach
coincide. For orthogonal hopping rendezvous, the higher thnumber of bad
channels, the lower the optimump for which throughput is maximal. The
effect is not visible for the non-avoiding approach. Here, transmission attempts
always concern the same number of channelsM and a ”concentration effect” on
fewer channels does not occur. The network does not need to adapt its back-off
mechanism, regardless of the number of bad channels.
The relative throughput over network loadp is shown in Fig. 4.16. The in-
terference avoiding protocol shows highest relative gainsu der low network
load. Furthermore, random hopping rendezvous benefits slightly more than
orthogonal hopping.
In Fig. 4.17 the relative throughput is plotted overq to show the dependen-
cies on the transmission termination probabilityq, corresponding to an aver-
age packet length of 1/q. Interestingly, for a given number of bad channelsF,
while overall throughput decreases with shorter packet length, there is an op-
timum packet length that maximizes the relative gain. Especially for a higher
number of bad channels, interference avoidance only increases throughput for













High number of channels, short
packets, high load




Low number of bad channels,
longer packets, low load
Local signaling of bad chan-
nels, negotiation of hopping se-
quence






Having described design issues in multi-channel MAC conceptually, a new
rendezvous scheme based on multi-level orthogonal hoppingfor parallel ren-
dezvous multi-channel MAC was proposed and analyzed. Its performance was
compared to other popular schemes, i.e., with random hopping and channel re-
use hopping, which naturally arise in a frequency hopping setting. The results
indicate that orthogonal hopping rendezvous provides gains, especially if the
traffic pattern comprises a high volume of short packets to different destina-
tion nodes. In such networks, rendezvous is the performancebottleneck and
avoiding collisions on the MAC layer during transmission negotiation to avoid
internal interference is paramount.
Within the same system model, we also compared a non-avoiding ” umb”
transmission protocol with an interference avoiding protoc l approach. The
interference avoiding protocol proves to be superior and offers high gains in
most practical operating regimes. Only if the network is operated under very
high loads and congestion occurs, interference avoidance is not beneficial.
We have shown through simulation and analysis under which conditi ns the
throughput of adaptive ”smart” internal and external interference avoidance
techniques can be superior to non-adaptive schemes. On the downside, exter-
nal interference avoidance, in particular, requires some additional degree of
communication between the nodes and it needs to be noted thatour nalysis
did not consider signaling overhead. The costs for an MLLO scheme in paral-
lel rendezvous MAC are negligible, as the hopping sequencesof all neighbors
need to be known within a neighborhood anyway. Local negotiati n is hence
necessary even for a non-adaptive scheme.67 Table 4.3 summarizes the find-
ings. Considering that the implementation costs of MLLO hopping and inter-
ference avoidance can be small and that the adaptive behavior can be created
on top of a non-adaptive MAC as an optional feature, protocoldesigners for fre-
quency hopping networks should consider including mechanisms that facilitate
adaptivity when aiming for maximum robustness.
Our analysis is limited to a single collision domain. The extension to multi-
collision domains is highly desirable in order to capture eff cts on the MAC
layer throughput caused by hidden and exposed nodes; this remains as future
research.




All models are wrong but some
are useful.
George E. P. Box
We conclude with a short summary of the previous chapters, restating the main
results. Furthermore, the limitations of their applicability are discussed and an
outline of further possible research directions is given.
5.1 Contribution
In the introductory Chapter 1, the applications of frequency hopping systems
with very large operating bandwidth and their combination with multi-channel
medium access control (MAC) protocols in wireless networkswere outlined.
Current hardware combined with smart sensing techniques makes it possible
to use large discontinuous swathes of spectrum to operate wireless networks,
adapting to free spectrum and avoiding interferers. The modeling of the perfor-
mance of such frequency hopping code division multiple access (FH-CDMA)
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networks is a challenging task; a recent approach is based onstochastic geome-
try. Stochastic geometry can be used to analyze the interferenc field of random
networks, reducing the model complexity by averaging over all possible spatial
configurations.
Chapter 2 dealt with the principal performance limits of FH-CDMA with local
frequency division multiple access (FDMA) scheduling. Theoptimization was
cast as a random vertex coloring problem and bounds on outageprobability
and transmission capacity were given. Next, multi-level loca ly orthogonal
(MLLO) hopping was introduced as a practical method for locas heduling in
ad hoc networks. A distributed algorithm capable of finding aproper channel
assignment was derived. MLLO avoids the hotspot problems oflocal FDMA
scheduling with spatial re-use, where hopping sequences can deterministically
collide. Interference is hence more evenly spatially distribu ed and network
performance improved.
Chapter 3 considered the influence of external interferencewithin a similar sys-
tem model as the one considered in Chapter 2. Within that model, the optimum
channel assignment was derived that balances internal interference and exter-
nal interference for the convex region of the optimization problem in a path
loss and Rayleigh fading model. The performance of the resulting hopping
strategies was compared to various suboptimal strategies such as non-adaptive
hopping and min-max allocation with constant quality of service. It was found
that adaptivity offers a benefit only at low to medium node densities and that a
good suboptimal strategy is based on hard exclusion of bad chnnels (threshold-
ing) with optimal min-max allocation to balance the load of active channels.
Multi-channel MAC operation is a necessity in large scale wireless networks.
In Chapter 4, the challenges of multi-channel MAC were outlined and inter-
ference avoidance techniques for parallel rendezvous-type MAC evaluated by
means of a Markov chain model. It was found that internal interfer nce avoid-
ance has its merits, especially if the number of channels as well as the network
load are high and the packets are short. In other words, internal interference
avoidance is beneficial if the rendezvous process dominatesthe performance.
In parallel rendezvous multi-channel MAC, the costs of adapting the hopping
sequences are small, as communication and distribution within a neighborhood
is required even for non-adaptive schemes. External interfer nce avoidance has
benefits especially if the number of bad channels is low, a fact mirroring the
findings of Chapter 3.
In summary, a spatial interference model for the physical layer of adaptive
FH-CDMA systems was given and the principal gains that can beachieved
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through adaptation were shown. A lesson learned is that adaptivity is not al-
ways needed, and not always beneficial – the application and interference re-
lationships within a network have to be considered. Furthermore, a practical
algorithm to reduce internal interference, multi-level orth gonal hopping, was
given and non-traditional adaptive hopping techniques to minimize external
interference were proposed. Interference reduction techniques were also evalu-
ated in a Markov MAC model and implementation issues were discus ed.
5.2 Limitations of simple geometrical and
Markov models
The presented results are, of course, limited by the validity of their respec-
tive system models. Care must be taken as to their applicability in practical
scenarios because network performance is heavily influenced by the assumed
spatial configuration. A core assumption of the first two chapters, the homoge-
neous Poisson point process geometry, is valid only if the network nodes can
be assumed to be uniformly distributed in a given area and thenumber of nodes
within that area follows a Poisson distribution. This modelholds for large wire-
less networks in homogeneous space, but this is a situation that is rarely found
in nature. People and vehicles, and hence mobile transmitters, end to follow
roads, avoid obstacles and create clusters. All of these effects are not covered
by the model. Extending the results to inhomogeneous, spatially correlated
point processes is a possible straightforward extension, but will, in most cases,
result in analytically intractable models. This, however,does not necessarily
mean that the stochastic geometry approach to modeling is useless in itself,
as valuable insight might be gained using numerical methodst evaluate the
network performance. The underlying trade-offs will, however, not be directly
accessible through simple analytical expressions.68
The MAC model is principally limited by its lack of consideration of time
dynamics and delay as well as the simplistic homogeneous traffic model in a
single collision domain. While the physical layer performance is dominated
by network geometry, the MAC layer performance also heavilydepends on the
traffic pattern. The MAC model is a good tool for analyzing therendezvous
probabilities in multi-channel MAC and the presented trade-offs, but it cannot
68An example is [68, 69], where sensing mechanisms in frequency hopping ad hoc networks are
analyzed with the help of a stochastic geometry model. The results are mainly not given as
closed-form expressions, but rely on numerical evaluations.
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be used to directly calculate throughput in practical networks with asymmetric
traffic patterns.
Models are valuable for deriving design guidelines. However, once systems of
interacting systems exceed a certain complexity threshold, engineers have to
rely on computer based simulations and, ultimately, field tests to gain insight
into the overall performance.69 With the presented results, we hope to have
provided some novel design insights for frequency hopping networks. A fre-
quency hopping network protocol designed with the principles outlined in this
thesis in mind will show good performance. Any implementation, however,
will have to be evaluated with extensive simulations.
5.3 Current developments
The application of stochastic geometry to wireless networks and the simple
MAC model presented are just one way of dealing with the multi-dimensional
complexities of arbitrary wireless networks that classical nformation theory
cannot handle. Shannon theory relies on unbounded delay to achieve error-
free coding. As Andrews et al. outline in their position paper [21], a good
network theory must take into account delay and reliability, temporal and spa-
tial dynamics, and incorporate the role of necessary overhead messaging and
feedback between nodes. They argue for development of new theories that de-
scribe thefunctionalcapacity of networks under practical constraints. Finding
a general theory that describes all aspects of any network is, indeed, likely to
be a too ambitious goal. However, finding and extending statistical theories
that allow insights into the expected performance of networks (as opposed to
worst case or best case scenarios) are very valuable. A promising avenue of fu-
ture research could lie in adapting ideas from statistical physical models, where
modeling of interactions in systems with many particles hasa long history, to
network information theory.
69For wireless software radio networks an interesting approach deemedWireless Networks In-the-
Loopcombines development and simulation [70, 71]. The key idea is to provide a transparent
RF interface that can be used in simulation and for real hardwe. With this approach it is





The following definitions and theorems that are used in Chapters 2 and 3 are
compiled from [47]. For terms and definitions from basic probability theory
necessary for understanding see, e.g., [55, 72].
A point processΦ is a random variable with realizationsφ = {xn} of points
in Rd. We write Φ(B) for the number of points ofΦ in Borel setB ⊆ Rd,
i.e., B denotes some union of bounded subsets ofRd. φ needs to be locally
finite, i.e., each bounded subset ofRd only contains a finite number of points.
A more formal definition of a point process is given in [47, p. 99]. For our
purposes, only the Poisson point process and its propertiesas defined below
are of interest.
For a point processΦ, we writeΦ = {xn} in short to highlight the structure of
the random variableΦ as a collection of random variables{xn}.70
A point processΦ = {xn} is stationary, if Φ′ = {xn+ s} has the same distribu-
tion asΦ for all s∈ Rd: The statistics are invariant to translation.
70Note that in the above definition ofΦ the φ = {xn} are realizations ofΦ, while when writing
Φ = {xn} they denote random variables.
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Theintensity measureof a point processΦ is defined by
Λ(B) = E [Φ(B)] =
∫
φ(B)P(dφ) . (A.1)
for all Borel setsB⊆ Rd. The intensity measure gives the expected number of
points ofΦ in B. For a stationary point process, it holds thatΛ = λ νd, where
νd(·) is the Borel-Lebesgue measure inRd (i.e., νd(B) is thed-dimensional
volume ofB). λ is called theintensityof the process.
Definition (Marked point process). A marked point process is a point process
that has marks mn attached to every point xn. The marks can also be random,
i.e., the mn can be drawn from some mark distribution.
Definition (Binomial point process). A Binomial point process of n points is a
point process that is formed by n independent points uniformly distributed over
the same compact set W.
Definition (Poisson point process). A Poisson point process is a point process
that satisfies the following conditions:
1. Poisson statistics: The number of points in every boundedBorel set B
has a Poisson distribution with meanΛ(B):
P[Φ(B) = m] = exp(−Λ(B)) [Λ(B)]
m
m!
, m= 0,1, . . . (A.2)
2. Independent scattering: The number of points in disjointBorel sets form
independent random variables.
A Poisson point process ishomogeneous, if the number of points ofΦ in a
bounded Borel setB only depends on the volume ofB (and not on its shape).
Independent homogeneous Poisson point processesΦa andΦb with intensities
λa andλb have the following properties:
1. Stationarity;
2. Additivity: The point process made up of all points ofΦa andΦb, i.e.,
Φa+Φb is a homogeneous Poisson point process of intensityλa+λb;
3. Independent thinning: If points are independently removed fromΦa with
probabilityp, the removed points form a homogeneous PPP with density
(1− p)λa.
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Of these properties, only stationarity requires homogeneity of the Poisson point
process.71
Theorem (Slivnyak’s theorem: Reduced Palm distribution of a Poisson p int
process). The reduced Palm distribution P!x of a Poisson point process with
distribution P is
P!x = P. (A.3)
In other words, the Palm distribution of a Poisson point process given a point
atx without counting it is equal to the distribution of the Poissn point process.
Informally, the distribution of a Poisson point process is not changed if we
condition it on the presence of an arbitrary point. For a proof see [47, p. 95].





The following definitions and theorems that are used in Chapter 2 are compiled
from [73]. For a proof of Brooks theorem see [73, p. 122] or theoriginal paper
by Brooks [45].
Definition (Graph). A graph G is an ordered triple(EG,VG,ψG) of EG edges,
VG vertices and an incidence functionψG that associates each edge of EG with
an unordered pair of vertices from VG.
A graph is
• simpleif does not contain any loops (i.e., an edge starting and ending at
the same vertex) or any multiple edges,
• connectedif there is a path along the edges from any vertex to any other
vertex,
• completeif any vertex is connected to any other vertex,
• cyclic if the graph has a path, i.e., a way through the graph along the
edges, that has the same start and end vertex.
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Definition (Vertex degree). Thevertex degreeis the number edges that a vertex
has. Themaximum vertex degree∆ of a graph is the maximum vertex degree
of all vertices of the graph.
Definition (k-vertex Graph coloring). A k-vertex coloring of a simple graph G
is an assignment of k colors to the vertices of G.
A coloring isproper if no two distinct adjacent vertices have the same color.G
is k-(vertex)-colorable if a properk-coloring ofG exists.
Definition (Chromatic number). The chromatic numberχ of G is the minimum
k for which G is k-colorable. Ifχ = k, G is said to be k-chromatic.
Theorem (Brooks’ theorem). If G is a connected simple graph, and is neither
an odd cycle (i.e., a cyclic graph with an odd number of edges)nor complete




CMOS Complementary Metal Oxide Semiconductor
CDMA Code Division Multiple Access
CSMA/CA Carrier Sense Multiple Access/Collision Avoidance
DC Direct Current
DSSS Direct Sequence Spread Spectrum
FCC Federal Communications Commission
FDMA Frequency Division Multiple Access
FH Frequency Hopping
GSM Global System for Mobile Communications
ISM Industrial, Scientific and Medical
IEEE Institute of Electrical and Electronics Engineers
KKT Karush-Kuhn-Tucker
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LTE Long Term Evolution
MAC Medium Access Control (Layer)
MAI Multiple Access Interference
MLLO Multi-Level Locally Orthogonal (Hopping)
NSR Noise-to-Signal Ratio
PHY Physical (Layer)
PPP Poisson Point Process




SHF Super High Frequency
SNR Signal-to-Noise Ratio
TC Transmission Capacity
TDMA Time Division Multiple Access
UHF Ultra High Frequency
VHF Very High Frequency
WLAN Wireless Local Area Network
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[55] A. Rényi,Wahrscheinlichkeitsrechnung mit einem Anhangüber Informa-
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