































Distributed and parallel computing on heterogeneous clusters is the hot topic nowadays.
Author of this thesis presents methods and tools used for task management and scheduling.
Computing environment and middleware capabilities were analysed to better fit proposed
methodology. Various user requirements were structured and combined into single generic
solution to fit most frequent uses.
Research combines knowledge about BalticGrid distributed computing infrastructure
from user perspective. Author proposes, that it is possible to gather desired results from
heterogeneous computing resources. Finally, results from task management and resource
allocation measurements are provided.
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TERMINU˛ IR SANTRUMPU˛ ŽODYNAS
CE (Computing Element) – servisas valdantis vidinius telkinio resursus ir eiles.
Grid – technologija apjungianti heterogeninius resursus i˛ bendra˛ skaicˇiavimams skirta˛ aplinka˛
ir atliekanti globalios resursu˛ informacijos duomenu˛ baze˙s vaidmeni˛.
JDL (Job Description Language) – užduocˇiu˛ aprašymo kalba.
Middleware – šiame kontekste tai programine˙ i˛ranga valdanti skaicˇiavimu˛ aplinka˛. Ji valdo
resursus, užduocˇiu˛ vykdyma˛, bu¯senas, teises. Taip pat apjungia kompiuteriu˛ telkinius i˛
bendra˛ skaicˇiavimu˛ tinkla˛ ir stebi ju˛ bu¯kle˛. Darbe tiriama gLite middleware aplinka.
SE (Storage Element) – didele˙s apimties duomenu˛ saugykla.
Telkinys – šio darbo kontekste tai vienoje vietoje dislokuota kompiuteriu˛ ar serveriu˛ grupe˙
sujungta i˛ tinkla˛ ir paruošta skaicˇiavimams atlikti.
VOMS (Virtual Organization Management Service) – sistema valdanti vartotoju˛ autorizavima˛
tarp bendradarbiaujancˇiu˛ instituciju˛.
WN (Worker Node) – darbinis mazgas, kuriame fiziškai vykdoma užduotis.




Spartus progresas vyksta lygiagrecˇiu˛ju˛ ir paskirstytu˛ skaicˇiavimu˛ technologijose. Pasauly-
je technologija apjungianti heterogeninius resursus i˛ bendra˛ skaicˇiavimams skirta˛ aplinka˛ bei
atliekanti globalios resursu˛ informacijos duomenu˛ baze˙s vaidmeni˛ (Grid) jau tapo pagrindine
skaicˇiavimu˛ infrastruktu¯ra mokslo i˛staigose ir pramone˙je. Šiuo tikslu apjungiama vis daugiau
heterogeniniu˛ resursu˛ i˛ bendra˛ skaicˇiavimu˛ tinkla˛.
Tokio skaicˇiavimu˛ tinklo naudotojams iškyla problema kaip efektyviai ir greitai pasiekti
resursus. Atliekant didesnius tyrine˙jimus, siuncˇiant sude˙tingus uždavinius skaicˇiavimams reikia
papildomos programine˙s i˛rangos, kuri uždaviniu˛ valdyma˛ automatizuotu˛. Tuo tarpu, sude˙tingi
uždaviniai, reikalaujantys i˛vairiu˛ resursu˛ tampa vis svarbesni Grid’e [12].
Ankscˇiau heterogenine˙ skaicˇiavimu˛ aplinka pati savaime nebuvo labai palanki skaicˇiavi-
mams de˙l nuolatine˙s resursu˛ kaitos. Tacˇiau dabar, kai ši aplinka sugeba nuolat i˛jungtu˛ resursu˛
galia pralenkti pavienius superkompiuterius (kurie taip pat gali bu¯ti i˛jungiami i˛ ši˛ tinkla˛), atsi-
randa poreikis tuos resursus naudoti. Per pastara˛ji˛ dešimtmeti˛ labai sparcˇiai gere˙jo serveriu˛ ir
kompiuteriu˛, kurie naudojami skaicˇiavimu˛ tinkle, parametrai. Uždaviniai taip pat keite˙si ir tapo
vis labiau suskaidyti, komponentiniai. Tai i˛galina juos perkelti iš homogenine˙s aplinkos, kur
i˛prastai jie vis dar testuojami i˛ heterogenine˛. Heterogenine˙ skaicˇiavimu˛ aplinka, kaip galima
i˛sitikinti [11] darbe, turi daugybe˛ privalumu˛ kainos / kokybe˙s atžvilgiu.
Pagrindiniai veiksniai, kurie inicijavo ši˛ tyrima˛ yra keli: skaicˇiuojant elektroniniu˛ schemu˛
modelius vis nepavykdavo pasiekti patikimu˛ rezultatu˛ naudojant viena˛ kompiuteri˛. Net perke˙lus
skaicˇiavimus i˛ Grid, didesniu˛ schemu˛ modeliai vis dar nepasiekdavo reikiamo tikslumo. Ki-
to uždavinio atveju naudojant centralizuota˛ duomenu˛ surinkima˛ ir tam uždaviniui pritaikyta˛
valdymo mechanizma˛ Grid iš dalies pasiteisino. Dauge˙jant uždaviniu˛ prireike˙ vieningos me-
todikos ir i˛rankiu˛ toms užduotims valdyti. Norint sukurti tokia˛ metodika˛ buvo bu¯tina išana-
lizuoti uždaviniu˛ apribojimus, naudotoju˛ reikalavimus, infrastruktu¯ros teikiamas galimybes ir
nese˙kmingus scenarijus. Uždaviniu˛ valdymo automatizavimo tyrimus skatina ne tik naudotoju˛
poreikis tokioms sistemoms, bet ir Europos naujos kartos Grid’u˛ vizija, skelbianti autonominio
skaicˇiavimo (Autonomic Computing (AC)) paradigma˛ [12].
Šiame darbe tiriami metodai padedantys naudotojui atlikti užduocˇiu˛ planavima˛ ir valdy-
ma˛ heterogenine˙je skaicˇiavimu˛ aplinkoje. Visapusiškai išanalizuoti galimi sprendimai tiek iš
vartotojo, tiek iš užduocˇiu˛ valdymo i˛rangos middleware puse˙s. Darbe sutelkti ir apibendrinti
vartotojo reikalavimai uždaviniams. Nustatyti trys pagrindiniai uždaviniu˛ suskaidymo tipai ir
pateikti siu¯lymai bei metodika valdymo problemai spre˛sti.
Šio darbo tikslas – ištirti heterogenine˛ skaicˇiavimu˛ aplinka˛ ir pasiu¯lyti metodika˛ užduocˇiu˛
valdymui.
Tyrimo objektas – heterogenine˙ skaicˇiavimu˛ aplinka sujungta i˛ Grid.
Darbo uždaviniai:
• Išanalizuoti esamo paskirstytu˛ skaicˇiavimu˛ tinklo BalticGrid Baltijos šaliu˛ regione veiki-
ma˛;
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• Atlikti standartiniu˛ Grid programiniu˛ priemoniu˛ (skirtu˛ užduocˇiu˛ valdymui) galimybiu˛
analize˛;
• Surinkti ir apibendrinti esamu˛ vartotojo sa˛saju˛ privalumus ir tru¯kumus;
• Pasiu¯lyti metodologija˛ užduocˇiu˛ valdymui;
• I˛vertinti pagal pasirinkta˛ metodologija˛ gautus skaicˇiavimu˛ valdymo rezultatus.
Tyrimo metu keliama hipoteze˙, kad uždavinius, kuriu˛ nepavyksta išspre˛sti taikant ir op-
timizuojant sukurtus algoritmus, galima išspre˛sti (iki tam tikro numatyto tikslumo) efekty-
viai apjungiant didelius skaicˇiavimu˛ resursus. Tokiu bu¯du heterogenine˙je ir nuolat kintancˇioje
skaicˇiavimu˛ aplinkoje gaunami patikimi rezultatai. Ši hipoteze˙ pasitvirtina atliekant eksperi-
mentus su schemu˛ modeliavimo uždaviniu §3.4.
Tyrimo metu sukaupta medžiaga buvo paskelbta moksline˙se KTU konferencijose „Informa-
cine˙s technologijos 2007“ ir „Informacine˙s technologijos 2008“. Atspausdinti straipsniai KTU
konferenciju˛ „IT’ 2007“ ir „IT’ 2008“ medžiagoje, kuriuose akcentuojami skaicˇiavimu˛ rezul-
tatai, ir straipsnis KU konferencijoje „Fundamentiniai tyrimai ir inovacijos mokslu˛ sandu¯roje“
2008m.. Perskaitytas pranešimas VVK konferencijoje „Innovative Infotechnologies for Scien-
ce, Business and Education“ 2008 m. tema „Computations on heterogeneous clusters“. Su-
kurta metodika naudojasi KTU Informaciniu˛ Technologiju˛ Ple˙tros Instituto (ITPI) kompiuteriu˛
sistemu˛ skyriaus darbuotojai. Tikimasi kurti naujas sa˛sajas ir i˛rankius naudotojams šios meto-
dikos pagrindu.
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1. SKAICˇIAVIMU˛ APLINKOS ANALIZE˙
Šiame skyriuje apžvelgiama paskirstytu˛ skaicˇiavimu˛ aplinka. Pateikiama teorijos analize˙ su-
sijusi su tyrimo uždaviniu˛ problematika. Taip pat pateikiamos i˛vairiu˛ autoriu˛ nuomone˙s spren-
džiant panašias problemas.
1.1. Literatu¯ros apžvalga
Pirmiausia svarbu apibre˙žti kas tai yra heterogenine˙ aplinka ir kode˙l ji svarbi šiame darbe.
Kalbant apie užduocˇiu˛ valdyma˛, heterogenine˙ aplinka yra ta skaicˇiavimu˛ aplinka, kurioje vyk-
domos užduotys. Šiame darbe tiriamos aplinkos realizacija remiasi Grid technologiju˛ pagrindu.
Pagrindinis uždavinys – tokios aplinkos efektyvus panaudojimas. Heterogeniniai skaicˇiavimai,
tai koordinuotas skirtingu˛ tipu˛ mašinu˛, tinklu˛ ir sa˛saju˛ naudojimas su tikslu maksimizuoti ju˛
bendra˛ našuma˛ ir/arba rentabiluma˛ [26].
Didžioji šio tyrimo dalis skirta apžvelgti esamas metodikas ir i˛rankius. Daugelis užduocˇiu˛
valdymo mechanizmu˛ remiasi euristika [26, 13, 8, 6]. Taip yra tikriausiai tode˙l, kad užduocˇiu˛
valdymas, nenaudojant valdymo metodikos ar meta-valdymo i˛rankiu˛, atliekamas pacˇio naudo-
tojo – bandymu˛ ir klaidu˛ keliu. Projektuojant užduocˇiu˛ valdymo sistemas bandoma modeliuoti
veiksmus, kuriuos atlieka naudotojas ir šiuos veiksmus optimizuoti.
Grid skaicˇiavimu˛ technologijos yra pakankamai brandžios, kad gale˙tu˛ bu¯ti se˙kmingai taiko-
mos intensyviu˛ skaicˇiavimu˛ reikalaujancˇiuose moksliniuose uždaviniuose [2].
Tokio tipo tyrimu˛ svarba˛ lemia tai, kad nuo to gali priklausyti daugybe˙s kitu˛ tyrimu˛ se˙kme˙.
O technologija daranti Grid aplinka˛ lengviau pasiekiama˛ galutiniam vartotojui bus reikšminga
daugelyje mokslo sferu˛ [2]. Meta-valdymo sprendimai ne˙ra nauji ir remiasi esamais valdymo
i˛rankiais, kad palengvintu˛ naudotoju˛ darba˛ bei suteiktu˛ aplinkai didesni˛ stabilumo laipsni˛. Pag-
rindinis skirtumas tarp resursu˛ paskyrimo Grid’e lyginant su kitomis aplinkomis yra tam tikro
lygio heterogeniškumo i˛sitraukimas [7].
Egzistuoja valdymo sistemu˛, kurios naudoja keliu˛ pakopu˛ darbu˛ planavima˛, kai žinoma
konkrecˇiu˛ užduocˇiu˛ aibe˙ [1]. Tokios užduocˇiu˛ aibe˙s parametrai kiekvienam uždaviniui yra
specifiniai ir nustatomi iš anksto DAG (angl. Directed Acyclic Graph) grafo pavidalu. Tokie
grafu˛ modeliai yra populiariausi modeliai, naudojami statiniame užduocˇiu˛ planavime [27].
Viena iš rekomendaciju˛, kaip ture˙tu˛ bu¯ti kuriama užduocˇiu˛ valdymo sistema – agentu˛ siste-
mos. Tokiu pat principu kaip naudotojas išmoksta optimaliai dirbti su Grid per savo bandymus
ir klaidas, gale˙tu˛ apsimokyti ir kažkuris valdymo sistemos agentas [10]. Tacˇiau tokiu˛ bandymu˛
gali bu¯ti per daug produkcinei sistemai, o ju˛ modeliavimas gan sude˙tingas de˙l dinamiškos Grid
prigimties [17, 8] ir kitu˛ sunkiai nuspe˙jamu˛ veiksniu˛. Panašiu principu veikiantis genetinis al-
goritmas irgi gali bu¯ti naudojamas modeliuojant užduocˇiu˛ suskirstyma˛. Genetiniai algoritmai su
tam tikrais operatoriais yra pranašesni už statinius planavimo algoritmus [6]. Mine˙tame darbe
efektyviausi operatoriai ne˙ra i˛vardinti kol dar ne˙ra eksperimentiniu˛ rezultatu˛.
Grid infrastruktu¯ra teikia skaicˇiavimu˛ ir duomenu˛ saugojimo paslaugu˛ virtualizacija˛ ir abst-
rakcija˛. Grid aplikacijos šiuo metu randasi kuo arcˇiau šiu˛ esminiu˛ resursu˛ [21]. Turbu¯t de˙l šios
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priežasties dar labai populiarus centralizuotas skaicˇiavimu˛ valdymo portalu˛ teikimas. Dabarti-
niu metu skaicˇiavimu˛ tinklai plecˇiasi ir vis daugiau partneriu˛ jungiasi i˛ virtualias organizacijas.
Kai dauguma mechanizmu˛ resursu˛ rezervavimui pagri˛sti centralizuotu prie˙jimu, greicˇiausiai
sulauks veikimo problemu˛ Grid sistemoms plecˇiantis [7].
Internetine˙ sa˛saja nutolusiu˛ Grid resursu˛ pasiekimui siu¯lo lengva˛ interakcija˛ su naudotoju,
kuri paslepia Grid sistemu˛ heterogeniškuma˛ ir sude˙tinguma˛ [19].
Darbe siu¯lomos trys bendros metodikos resursu˛ išrinkimui: resursu˛ prioritizavimas, resursu˛
pašalinimas ir darbu˛ dubliavimas [13].
Heterogenine˙je aplinkoje skirtingi resursai, priklausantys i˛vairioms organizacijoms su skir-
tingomis taisykle˙mis ir placˇiai geografiškai išsiskirste˛, yra naudojami kartu [5].
Grid dominuoja virtualios organizacijos (VO), kurios susieja naudotojus su heterogeniniais
resursais. Grid aplinka nuolat kinta. Keicˇiasi naudotoju˛ ir resursu˛ skaicˇius. Bu¯tina atkreipti
de˙mesi˛, kad valdymo metodika turi bu¯ti pakankamai lanksti, kad gale˙tu˛ prisitaikyti prie pa-
dide˙jusio resursu˛ pasiekiamumo de˙l VO ple˙tros. Sunku tiksliai nustatyti kiek VO gali ple˙stis,
tacˇiau manoma, kad jos gale˙s apjungti daugiau kaip dešimtis tu¯kstancˇiu˛ vartotoju˛ [10].
Norint i˛sigilinti i˛ užduocˇiu˛ valdyma˛, pirmiausia reikia išsiaiškinti kas tai yra kompiuteriu˛
telkinys. Kompiuteriu˛ telkinys apibre˙žiamas kaip grupe˙ sujungtu˛ kompiuteriu˛, dirbancˇiu˛ kartu˛
labai artimai tam, kad daugeliu atžvilgiu˛ suformuotu˛ viena˛ kompiuteri˛ [3].
Vienas iš sunkumu˛ su kuriuo susiduriama kuriant užduocˇiu˛ valdymo sistema˛, tai kad tru¯ksta
tikslios informacijos apie resursu˛ ir užduocˇiu˛ bu¯kle˛ iš pacˇios middleware (šiame kontekste tai
programine˙ i˛ranga valdanti skaicˇiavimu˛ aplinka˛. Ji valdo resursus, užduocˇiu˛ vykdyma˛, bu¯senas,
teises. Apjungia kompiuteriu˛ telkinius i˛ bendra˛ skaicˇiavimu˛ tinkla˛ ir stebi ju˛ bu¯kle˛).
Darbe vystomos euristikos suteikia pagrinda˛ efektyvioms užduocˇiu˛ valdymo strategijoms.
1.2. Grid middleware galimybiu˛ studija
Atliekant ši˛ tyrima˛ buvo bandoma rasti galimus sprendimus panaudojant esamas middleware
savybes. Dideliam kiekiui užduocˇiu˛ išsiu˛sti numatyti keli bu¯dai. Šiame skyrelyje atskleidžiama
ju˛ tiksli paskirtis, taikymas ir tru¯kumai.
DAG uždaviniai. Tai toks uždaviniu˛ tipas, kuris skaidant i˛ užduotis atvaizduojamas DAG
(Directed Acyclic Graph) grafo pavidalu. Užduocˇiu˛ grafas dažniausiai naudojamas atvaizduoti
komunikacijas, reikalavimus ir prioritetus tarp užduocˇiu˛ [27]. Pagrindine˙ tokio vaizdavimo ir
suskaldymo paskirtis aprašyti užduotis, kuriu˛ vykdymo eiliškumas ir tarpusavio komunikacija
yra griežtai iš anksto nuspre˛sta. Pagal šiuos principus realizuotas P-GRADE i˛rankis (žr. 1.3.6
skyreli˛), kurio pagalba vartotojas gali interaktyviai kurti ir keisti užduocˇiu˛ grafa˛.
Esminis šio uždaviniu˛ tipo tru¯kumas yra tai, kad nepavykus i˛vykdyti bent vienos užduoties –
visa užduocˇiu˛ aibe˙ nutraukiama, o dalies rezultatu˛ gra˛žinimas retai pasiseka. Jau nuo 2006-u˛ju˛
metu˛ situacija nepasikeitusi ir, kaip buvo pasakyta viename seminare: „DAG uždaviniai beveik
veikia“.1




Šis užduocˇiu˛ tipas geriausiai atspindi šiame darbe siu¯lomos metodikos (žr. 2 skyreli˛) tiksla˛
ir paskirti˛. Parametriniai uždaviniai, tai specializuotas DAG užduoties atvejis. Šis uždaviniu˛
tipas numatytas dideliam užduocˇiu˛ skaicˇiui paleisti aprašant jas vienu šablonu. Užduotys pa-
leidžiamos perduodant parametra˛, kurio re˙žiai aprašomi JDL (Job Description Language –
užduocˇiu˛ aprašymo kalba) faile (žr. 2.1 skyreli˛). Kaip ir DAG atveju, visa užduocˇiu˛ aibe˙ nebus
se˙kmingai i˛vykdyta jeigu bent viena užduotis de˙l kokiu˛ nors priežascˇiu˛ nesibaigs se˙kmingai.
Remiantis QoS (Quality of Service) arba paslaugu˛ kokybe˙s tyrimu, aukšcˇiausiai i˛vertinto tel-
kinio pupa.elen.ktu.lt QoS yra lygus 0.85 [25]. Galime apskaicˇiuoti, kokia tikimybe˙, kad pasi-





Pasirinkime, kad užduotys nedubliuojamos, nes tai nenumatyta standartine˙se gLite valdy-
mo priemone˙se. Tarkime, kad atliksime n = 500 bandymu˛. Kadangi užduotys vykdomos he-
terogenine˙je aplinkoje, sakykime, kad jos tolygiai paskirstomos po visus telkinius. Taip pat
i˛sivaizduokime, kad telkiniai modeliuojamame Grid’e jau pasieke˙ toki˛ pati˛ servisu˛ kokybe˙s lygi˛,
kaip ir geriausias iš ju˛. Tode˙l pasirenkame geriausio telkinio QoS reikšme˛, kuri yra p = 0.85.
Tam, kad visas parametrinis uždavinys bu¯tu˛ i˛vykdytas se˙kmingai, visos k = 500 užduocˇiu˛ turi
pavykti. I˛state˛ šias reikšmes gauname, kad tokia tikimybe˙ yra 5.12× 10−36. Gautoji tiki-
mybe˙ labai maža, tode˙l pastebime, kad nei˛vertinome galimybe˙s pakartoti kiekviena˛ užduoti˛.
Tai nustatoma parametru „ShallowRetryCount“ apie kurio panaudojima˛ placˇiau skaitykite 2.1
skyrelyje. Pagal nutyle˙jima˛ šio parametro (pažyme˙kime raide r) reikšme˙ yra r = 3 ir gali kisti
intervale −1 ≤ r ≤ 10 su tam tikromis išlygomis. Taigi kiekviena užduotis gali bu¯ti pakarto-
jama r kartu˛. I˛vertine˛ ši˛ pakeitima˛ papildome formule˛ (1) nauja informacija. Dabar lengviau
apskaicˇiuoti tikimybe˛ q = 1− p, kad užduotis nebus i˛vykdyta per r pakartojimu˛: q = (1− p)r.
I˛vykde˛ pakeitimus ir supaprastine˛ išraiška˛ (2) gauname uždavinio i˛vykdymo tikimybe˛ P:
P = (1− (1− p)r)n (2)
I˛state˛ reikšmes gauname, kad P = 0.18. Taigi galima teigti, kad su šiais vykdymo apriboji-
mais, parametriniai uždaviniai yra nepraktiški.
Užduocˇiu˛ rinkiniai.
Užduocˇiu˛ rinkinys (angl. collection) tai aibe˙ nepriklausomu˛ užduocˇiu˛, kurios siuncˇiamos,
stebimos ir valdomos kaip viena. Pagrindine˙ rinkiniu˛ savybe˙ – bendri pradiniu˛ duomenu˛ fai-
lai. WMS tokioms užduotims stengiasi atlikti kuo mažiau užklausimu˛, taupyti tinklo resursus
perduodant po viena˛ failo kopija˛ i˛ telkini˛. Užduocˇiu˛ rinkinius i˛manoma priversti elgtis panašiai
kaip ir parametrines užduotis naudojant papildomus programinius skriptus. Kaip ir DAG tipo
užduocˇiu˛ atveju, rinkiniuose užduotys taip pat dalinai priklausomos viena nuo kitos. To priva-
lumas – greitas ir mažiau resursu˛ reikalaujantis užduocˇiu˛ išsiuntimas, negu siuncˇiant pavienes
užduotis. O pagrindinis tru¯kumas: panašiai kaip ir DAG tipo užduocˇiu˛ – nei˛manoma parsisiu˛sti
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daliniu˛ rezultatu˛, kol visos užduotys nebaigtos. Tik visoms užduotims pasibaigus, pagrindine˙
(master) užduotis pereina i˛ pabaigos bu¯sena˛.
Ekonominis modelis „Tycoon“. Vienas iš bandymu˛ išspre˛sti užduocˇiu˛ valdyma˛ middle-
ware puse˙je remiasi rinkos de˙sniais resursu˛ paskirstyme. Tam buvo suprojektuota ir realizuo-
ta Tycoon sistema. Ši sistema remiasi aukciono principu užduocˇiu˛ susiejimui su resursais, o
i˛ užduocˇiu˛ skirstyma˛ žvelgiama per ekonomine˛ prizme˛. Tokios sistemos naudotojas nurodo
kreditu˛ skaicˇiu˛, galutini˛ užbaigimo termina˛ ir kiek mazgu˛ rezervuoti vykdymui [15]. Sistema
pagal iš anksto numatytas rinkos strategijas bando rasti optimalu˛ užduocˇiu˛ paskirstymo varian-
ta˛, kuris tenkintu˛ kuo daugiau naudotoju˛ apribojimu˛. Strategijos vykdymas atliekamas agentu˛
principu: imituojamas aukcionas, kurio metu agentai „atstovauja“ naudotojui. Sistemoje i˛vesta
„banko“ role˙, kuri seka visus vykdomus sandorius ir kiekvieno agento balansa˛. Kol kas neteko
matyti šios sistemos pagrindu realizuoto serviso, tacˇiau panašius valdymo principus bandyta
modeliuoti 2003-iaisiais metais aprašytame darbe [7] „The application of bioinspired enginee-
ring principles to Grid resource allocation“.
1.3. Uždaviniu˛ valdymo i˛rankiu˛ studija
1.3.1. Valdymo aplinka „Migrating Desktop“
Migrating Desktop pateikia vienoda˛ grid darbo aplinka˛ nepriklausomai nuo specifine˙s Grid
infrastruktu¯ros. Šis i˛rankis taip pat nepriklausomas ir nuo naudotojo operacine˙s sistemos, nes
yra parašytas Java programavimo kalba. Naudotojui užtenka ture˙ti arba interneto naršykle˛ ir
jos pagalba pasileisti JVM (Java Virtual Machine) per naršykle˙s i˛skiepi˛, arba naudoti JWS (Ja-
va Web Start). Autoriu˛ teigimu, JWS aplinkoje Migrating Desktop veikia kur kas sparcˇiau de˙l
programos kešo (angl. caching) lokaliame kompiuteryje [19]. Užduocˇiu˛ aprašymas ir valdymas
atliekamas interaktyviu˛ dialogu˛ pagalba. I˛rankyje puikiai demonstruojamos Grid galimybe˙s.
I˛gyvendintas patogus duomenu˛ ir rezultatu˛ failu˛ valdymas naudojant „Grid Commander“ kom-
ponenta˛. Galima vykdyti interaktyvias užduotis. Yra numatyta galimybe˙ ple˙sti šia˛ aplinka˛
(Desktop) i˛skiepiu˛ pagalba. Vienas tokiu˛ i˛skiepiu˛ skirtas rezultatu˛ vizualizacijai (pav. 1).
1 pav. Grafine˙ „Migrating Desktop“ vartotojo sa˛saja
Migrating Desktop bu¯tinas prie˙jimas prie RAS (Roaming Access Server) serverio, kurio
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programinis kodas viešai prieinamas pagal CROSSGRID licencija˛ [19]. Tai reiškia, kad ši aplin-
ka yra dalinai centralizuota ir jos veikimas priklausomas nuo tarpinio serverio. Visas užduocˇiu˛
valdymas patikimas RAS, kuris šiuo metu veikia kaip tarpininkas tarp i˛vairiu˛ middleware. Šiam
tarpiniam servisui patike˙ta: užduocˇiu˛ siuntimas ir monitoringas, naudotoju˛ ir duomenu˛ valdy-
mas, autorizavimas. Atliekamas informacijos apie uždavinius valdymas.
I˛rankis puikiai tinka mokytis dirbti ir susipažinti su Grid technologija. Šis i˛rankis orientuo-
tas i˛ naudojimo paprastuma˛ ir ne˙ra autonomine˙ produkcinio lygio užduocˇiu˛ valdymo sistema.
1.3.2. Internetine˙ sa˛saja „gridcom“
Tai novatoriškas užduocˇiu˛ valdymo ir uždaviniu˛ informacijos valdymo i˛rankis realizuotas
per internetine˛ sa˛saja˛. Naudotojai turi galimybe˛ i˛kelti ir aprašyti vykdomus uždavinius. Prie-
mone˙ realizuota PHP programavimo kalba. Grid aplinkos heterogeniškumas ir sude˙tingumas
pasle˙ptas po paprasta vartotojo sa˛saja, išskyrus klaidu˛ pranešimus. Valdant užduotis nurodoma
kiek kartu˛ uždavinys paleidžiamas. Klaidu˛ pranešimai naudotojui rodomi tuo pacˇiu originaliu
pavidalu (pav. 2), kaip ir dirbant konsole˙s aplinkoje. Paveiksle˙lyje pateiktas klaidos pranešimas
gautas, nes gridcom prieš kelis me˙nesius tapo uždara aplinka su prie˙jimu tik autorizuotiems
naudotojams. Demonstracine˙ šios sistemos versija šiuo metu išjungta.
2 pav. Internetine˙ „gridcom“ vartotojo sa˛saja
Pagrindinis šio valdymo i˛rankio privalumas yra tai, kad jis padeda atlikti esmines užduocˇiu˛
valdymo operacijas paprastai, greitai ir autonomiškai. I˛rankis centralizuotas, uždaro kodo ir su-
kurtas Vilniaus universitete. Naudotojas privalo i˛kelti per internetine˛ sa˛saja˛ (HTTPS protokolu)
ir patike˙ti savo slapta˛ rakta˛, slaptažodi˛ ir sertifikata˛ prisijungimui prie Grid.
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1.3.3. Valdymo i˛rankis „gEclipse“
Siekiant sumažinti naudotojo puse˙je gLite UI programine˙s i˛rangos kieki˛ ir supaprastinti
instaliavima˛ galima naudotis gEclipse (http://www.geclipse.org) i˛rankiu arba jo kodo fragmen-
tais (gEclipse yra atviro kodo produktas). Šiuo metu gEclipse uždaviniu˛ valdymo funkcijos Bal-
ticGrid infrastruktu¯roje neveikia. Tai i˛rankis, kuri˛ galima vadinti karkasu Grid valdymui suvie-
nodinti. Pagrindinis gEclipse privalumas yra i˛vairiu˛ middleware palaikymas (gLite, UNICORE,
Globus toolkit) ir ju˛ technologiju˛ integravimas i˛ viena˛ valdymo metodika˛. I˛rankis realizuotas
Java programavimo kalba ir parsiuncˇiamas i˛ naudotojo kompiuteri˛ kaip programa. Valdymo
sa˛saja realizuota grafiniu˛ dialogu˛ principu ir interaktyviai valdoma naudotojo (pav. 3).
3 pav. Grafine˙ „gEclipse“ vartotojo sa˛saja
Nebuvo galimybe˙s išbandyti uždaviniu˛ išsiuntimo ir kitu˛ su tuo susijusiu˛ funkciju˛ de˙l sude-
rinamumo klaidos gEclipse bendraujant su WMS . I˛rankis gali veikti visiškai decentralizuotai
bendraudamas tiesiogiai su standartinius Grid servisais. gEclipse projektuotoju˛ pagrindiniai
tikslai, kuriant šia˛ sa˛saja˛:
• Naudotojai gale˙s pasiekti Grid resursus standartizuota, bet vartotojui draugiška ir pritai-
koma sa˛saja.
• Resursu˛ teike˙jai gale˙s sumažinti operaciju˛ išlaidas skiriamas naudotoju˛ palaikymui, kai
Grid naudojimas taps paprastesnis.
• Programu˛ ku¯re˙jai gale˙s paspartinti Grid programu˛ ku¯rimo cikla˛.
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1.3.4. I˛rankiu˛ rinkinys „Zeus Grid toolkit“
Zeus Grid toolkit pagrindinis tikslas atskirti naudotojo programini˛ koda˛ nuo middleware
i˛rankiu˛. Šis paketas – tai i˛rankiu˛ rinkinys, kuris atlieka˛ sa˛sajos vaidmeni˛ tarp programos ir
middleware. Naudotojui suteikiama galimybe˙ naudoti tuos pacˇius programinius skriptus su
skirtingomis middleware. Taip pat suteikiami baziniai i˛rankiai vienodam duomenu˛ valdymui
tarp skirtingu˛ LCG-2 (gLite pirmtako) versiju˛. Klaidu˛ atveju šie i˛rankiai suteikia galimybe
naudotojui pakartoti nepasisekusiu˛ užduocˇiu˛ vykdyma˛. Suteikiama galimybe˙ aprašyti užduotis,
stebe˙ti ju˛ vykdyma˛, atnaujinti rezultatus ir baigti darba˛. Šis i˛rankis dirba tik su edg-job-* ko-
mandomis, kuriu˛ dauguma gLite nebenaudojamos. Realizacijai naudota PERL programavimo
kalba. Projekto užduocˇiu˛ valdymo klasiu˛ diagrama pateikta žemiau (pav. 4).
4 pav. Valdymo i˛rankiu˛ „Zeus Grid Toolkit“ klase˙
Užduocˇiu˛ valdymas Zeus Grid toolkit visiškai autonominis:
./jdl.pl --d 7 --vo <your_vo> # užduocˇiu˛ išsiuntimas
./jobq.pl --all # eiliu˛ bu¯kle˙s peržiu¯ra
./jobkill.pl 1 # užduoties nutraukimas
Valdymui (i˛skaitant duomenu˛ valdyma˛) naudojama apie 20 komandu˛. I˛rankis decentrali-
zuotas ir remiasi UI instaliuota programine i˛ranga (LCG-2). Perrašius valdymo komandas ir
atlikus struktu¯rinius pakeitimus toki˛ i˛ranki˛ i˛manoma pritaikyti gLite, nes tai atviro kodo prog-
rama. Panašius i˛rankius labai patogu naudoti programiniuose skriptuose.
1.3.5. Užduocˇiu˛ valdymo aplinka „GANGA“
GANGA suteikia vartotojui galimybe˛ lengvai persijungti tarp darbu˛ testavimo lokalioje sis-
temoje ir užduocˇiu˛ išsiuntimo placˇiu mastu analizei i˛ Grid, paslepiant Grid technines detales
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[9]. GANGA buvo sukurta CERN tyrimu˛ centre ir pritaikyta ten vykdomiems eksperimentams:
Atlas ir LHCb. GANGA suteikia vartotojui galimybe˛ greitai persijungti tarp uždaviniu˛ testavi-
mo lokalioje eiliu˛ sistemoje ir siuntimo i˛ plataus ma˛sto skaicˇiavimu˛ aplinka˛ apjungta˛ Grid. Šis
i˛rankis padeda naudotojui mažiau ru¯pintis užduocˇiu˛ vykdymo eiga ir stabilumo problemomis.
GANGA teikia objektini˛ komandu˛ ir užduocˇiu˛ valdymo mechanizma˛. Šios sistemos architektu¯ra
objektiškai išskaidyta i˛ atskirus komponentus ir servisus (pav. 5).
5 pav. Valdymo priemoniu˛ karkasas GANGA
Vartotojo sa˛saja realizuota interaktyviu tekstiniu režimu. Yra galimybe˙ naudoti GANGA
tiesiogiai perduodant reikiamus argumentus programai. Užduocˇiu˛ skaidymui realizuotos šešios
funkcijos:
GenericSplitter – užduocˇiu˛ skaidymas su kintamu argumentu;
GaussSplitter – specifiniu˛ „Gauss“ užduocˇiu˛ skaidymas, nedokumentuotas.
OptionsFileSplitter – nedokumentuotas;
SplitByFiles – nedokumentuotas;
ArgSplitter – skaidymas pagal argumentu˛ skaicˇiu˛;
DiracSplitter – užklausiamas LFC (LCG File Catalog) failu˛ meta-informacijos katalogas, kad
bu¯tu˛ atliktas optimalus užduocˇiu˛ suskaidymas pagal duomenu˛ failu˛ grupavima˛.
17
Konfigu¯raciniai šablonai gali bu¯ti išsaugomi ir automatiškai konvertuojami pagal skaicˇia-
vimo aplinkas (pvz.: PBS, Condor-G ir kt.) [4], o pati valdymo konsole˙ tinka naudojimui
programiniuose skriptuose. GANGA realizuota PYTHON programavimo kalba.
1.3.6. Valdymo portalas „P-GRADE“
P-GRADE Grid portalas yra internetinio portalo principu veikianti aplinka, skirta uždaviniu˛
vystymui, vykdymui ir priežiu¯rai. Portalas suteikia naudotojui galimybe˛ kurti darbu˛ sekos gra-
fus, kuriuos galima vykdyti i˛vairiose Grid platformose. P-GRADE portalas oficialiai palai-
komas BalticGrid ir tarnauja regioninei naudotoju˛ bendruomenei. Šis i˛rankis tinkamas moky-
tis dirbti Grid aplinkoje ir pademonstruoti šios aplinkos galimybes bei paskirstytu˛ programu˛
ku¯rimo aspektus. Portalas puikiai suderintas su gLite middleware. Ši aplinka turi labai patogu˛
grafini˛ užduocˇiu˛ seku˛ redaktoriu˛ (pav. 6). Kadangi tai portalo principu realizuota aplinka ji
yra centralizuota. P-GRADE parašytas JAVA programavimo kalba. I˛rankis pats suformuoja
JDL šablonus DAG užduotims (žr. 1.2 skyreli˛), kurios siuncˇiamos i˛ Grid. De˙l šios priežasties
užduocˇiu˛ valdymas tampa daug paprastesnis: naudotojui nebereikia aprašine˙ti DAG užduocˇiu˛
(tai reikalauja giliu˛ techniniu˛ žiniu˛ ir kvalifikacijos), nebereikalinga priežiu¯ra tarpiniu˛ užduocˇiu˛
vykdymui ir nereikia ru¯pintis kokioje bu¯senoje jas galima paleisti i˛ Grid [23]. Portale realizuo-
ta pranešimo elektroniniu paštu apie uždavinio vykdymo bu¯senos pasikeitima˛ (pvz.: pabaigos)
funkcija.
6 pav. Portalo „P-GRADE“ vartotojo sa˛saja
Portalas suteikia naudotojui abstraktu˛ ir homogeniška˛ visos Grid infrastruktu¯ros vaizda˛. Že-
mo sisteminio lygio Grid valdymo mechanizmai paslepiami po grafine sa˛saja. Tode˙l net ir ne-
patyre˛ vartotojai gali formuoti ir vykdyti paskirstytas programas heterogenine˙je skaicˇiavimu˛
aplinkoje. P-GRADE jau dabar palaiko kelias skirtingas middleware versijas. Užduocˇiu˛ sekas
ir ju˛ aprašus portalo viduje galima naudoti nepriklausomai nuo middleware i˛rangos. Tai sutei-
kia naudotojams galimybe˛ pasiekti kelias Grid sistemas vienu metu ir dar placˇiau paskirstyti
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uždavinius per kelias platformas. Se˙kmingai i˛vykdyti užduocˇiu˛ grafa˛ šiuo i˛rankiu nepavyko de˙l
klaidos susijusios su MyProxy delegavimu.
1.3.7. I˛rankiu˛ rinkinys „GPDK“
I˛rankiu˛ rinkinys GPDK skirtas naudotojams, kurie nori valdyti užduotis iš keliu˛ kompiuteriu˛.
Tai centralizuota paslauga, kuria˛ galima i˛kelti vykdymui Tomcat serveryje kaip WAR (Web
programs ARchive). Tai gali bu¯ti patogu pernešant programu˛ rinkini˛ tarp kompiuteriu˛. Sis-
tema naudoja nutolusi˛ MyProxy serveri˛ naudotojo autorizavimui. Šis serveris atsakingas už
proxy sertifikato prate˛sima˛ ir delegavima˛. Inicijavus MyProxy naudotojas gali saugiai paside˙ti
raktus ir slaptažodžius kitoje vietoje, o prie˙jimo prie resursu˛ autorizacija˛ atliks MyProxy ser-
visas. GPDK dar ne˙ra išbaigtas produktas, o tik komponentu˛ rinkinys, kuri˛ gale˙s panaudoti
specializuotu˛ portalu˛ ku¯re˙jai [18]. Jo principine˙ veikimo schema pateikta žemiau (pav. 7). Iš
paveikslo matome, kad sistemai reikalingas TomCat serveris, kuri˛ galima paleisti kartu su esa-
mu serveriu Apache ar Microsoft IIS.
7 pav. Portalo „GPDK“ architektu¯ra
I˛rankis naudoja JSP (Java Server Pages) ir Java Beans. Naudotojui arba sistemos administ-
ratoriui dar tektu˛ pasiru¯pinti LDAP arba DBMS informacine˙s sistemos saugumu, kuria˛ naudoja
Java Beans komponentai naudotojo profiliu˛ ir i˛galiojimu˛ informacijai saugoti. Realizacijai nau-
dota JAVA programavimo kalba.
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1.3.8. Valdymo i˛rankiu˛ apibendrinimas
Atlikus išsamia˛ užduocˇiu˛ valdymo i˛rankiu˛ analize˛, galima aktualias tiriamai sricˇiai savy-
bes susisteminti ir pateikti lentele˙s pavidalu (žr. 1 lent.). Svarbiausiomis savybe˙mis parinktos:
i˛rankio galimybe˙ autonomiškai veikti, be naudotojo i˛sikišimo ir galimybe˙ bu¯ti visiškai nepri-
klausomam nuo tarpiniu˛ centru˛ ir servisu˛ (išskyrus standartinius Grid palaikomus servisus kaip
WMS ). Informatyvumo tikslu lentele˙je dar pateikta grafine˙s sa˛sajos galimybe˙.
1 lentele˙. Valdymo i˛rankiu˛ savybe˙s
Pavadinimas Decentralizuotas Autonominis Turi grafine˛ sa˛saja˛
Migrating Desktop − ± +
gridcom − ± +
gEclipse + + +
Zeus Grid toolkit + − −
GANGA + + −
P-GRADE − ± +
GPDK − − +
Pagal pasirinktus i˛vertinimus matome, kad decentralizuotu˛ ir autonominiu˛ i˛rankiu˛ kriteri-
jus geriausiai atitinka gEclipse ir GANGA. Pagrindinis skirtumas tarp šiu˛ i˛rankiu˛, tai grafine˙s
sa˛sajos tipas. gEclipse naudoja GUI (Grafical User Inferface) tipo sa˛saja˛, o GANGA pati sa-
vaime turi tekstine˛ sa˛saja˛, tacˇiau turi galimybe˛ bu¯ti naudojama iš aukštesnio lygio sa˛saju˛ ir
programiniu˛ skriptu˛.
1.4. Infrastruktu¯ros analize˙
BalticGrid infrastruktu¯roje daugiausia naudojami Intel/AMD procesoriai, tacˇiau yra naudo-
jami ir kitu˛ tipu˛ procesoriai. Dalis i˛ Grid i˛jungtu˛ telkiniu˛ sudaryti iš mažai kur kitur naudotojams
prieinamos aparatu¯ros (pvz.: Itanium2 procesoriu˛). Naudotojui bu¯tinas trumpas ir nuspe˙jamas
uždavinio vykdymo ciklas, arba interaktyvus prie˙jimas prie resursu˛, kad jis gale˙tu˛ kurti ir de-
rinti savo uždavinius. Interaktyviam prie˙jimui realizuoti tinkamos Globus sa˛saja˛ naudojancˇios
programos kaip glogin.
Gali bu¯ti sunku i˛sivaizduoti kaip visa heterogenine˙ skaicˇiavimu˛ aplinka atrodo. Pagrindinis
parametras nuo kurio priklauso užduocˇiu˛ vykdymas yra laikas. Pagrindiniai kintamieji, kurie
i˛takoja užduoties vykdymo laika˛ jai startavus – procesoriaus greitis ir operatyviosios atminties
kiekis. Taigi šie du kintamieji labiausiai apsprendžia resursu˛ ru¯ši˛. Šiame darbe nagrine˙jamos
tarpusavyje nesusietos užduotys, o tai reiškia, kad nekreipsime de˙mesio i˛ tarpusavio komuni-
kavimo tarp užduocˇiu˛ ve˙linima˛, kuris taip pat labai i˛takotu˛ vykdymo laika˛. Ture˙dami šias dvi
dimensijas: procesoriaus greiti˛ (tiksliau jo branduolio, nes šiuo metu procesoriai dažniausiai tu-
ri po kelis branduolius) ir atminties kieki˛ galime šias resurso ypatybes pavaizduoti koordinacˇiu˛
plokštumoje (pav. 8).
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8 pav. Heterogeniniai resursai BalticGrid aplinkoje
Matome, kad kai kurie BalticGrid infrastruktu¯ros partneriai turi po du telkinius. Dažniau-
siai taip yra tode˙l, kad viename telkinyje resursai paprastai bu¯na homogeniški. Taip lengviau
išlaikyti resursu˛ informacine˙s sistemos vientisuma˛, o valdymo i˛rankiams lengviau paskirstyti
užduotis.
Iš aukšcˇiau pateiktos diagramos matome, kad resursai labai skirtingi. Tikslius duomenis
naudotus šioje diagramoje galima rasti prieduose (žr. 3 lent.). Vienas KTU telkinys (KTU-BG-
GLITE) dar tebenaudoja Pentium III procesorius ir turi tik 128 MB operatyviosios atminties,
tode˙l diagramoje pavaizduotas labai mažas. Tokie resursai vis tiek yra naudingi: juos gali-
ma panaudoti uždaviniu˛ testavimui. Be to, diagramoje nei˛vertintas mazgu˛ skaicˇius, kad aiškiau
matytu˛si kokioje aplinkoje vykdoma kiekviena užduotis. I˛vedus trecˇia˛ – laiko dimensija˛, galima
bu¯tu˛ stebe˙ti tiriamos aplinkos pokycˇius laike. Tam reike˙tu˛ reguliariai apklausine˙ti visus telki-
nius ir surinkti resursu˛ charakteristikas arba pame˙ginti išgauti tokius duomenis iš monitoringo
sistemu˛.
Kai kurie partneriai perka mažiau, bet galingu˛ serveriu˛ ar kompiuteriu˛, kuriuos jungia i˛
bendra˛ tinkla˛. Tai priklauso nuo kiekvienos institucijos vidine˙s politikos ir ištekliu˛, tode˙l to-
kiuose tinkluose tam tikras heterogeniškumo lygis visada išliks. Kaip tokia˛ aplinka˛ efektyviai
panaudoti skaitykite 1.5 skyrelyje.
1.4.1. Apribojimai
1.4.2. Telkiniu˛ valdymas
Šio darbo kontekste kompiuteriu˛ telkinys arba klasteris – tai grupe˙ sujungtu˛ serveriu˛ ar
kompiuteriu˛, kurie dirba kartu labai glaudžiai. Tode˙l daugeliu atžvilgiu˛ ši panašiu˛ kompiuteriu˛
grupe˙ gali bu¯ti traktuojama kaip vienas kompiuteris. Telkiniai dažniausiai apjungiami i˛ tink-
lus. Telkiniai paprastai skirstomi i˛ skaicˇiavimu˛ greiti˛ spartinancˇius, patikimuma˛ palaikancˇius
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arba didelio kiekio duomenu˛ saugojimo funkcija˛ atliekancˇius. Gali bu¯ti ir keliu˛ savybiu˛ jun-
ginys. Kainos prasme toks kompiuteris yra žymiai naudingesnis ir efektyvesnis už pavienius
kompiuterius lyginant greiti˛ ir patikimuma˛.
Atliekant užduocˇiu˛ valdymo tyrima˛, pravartu išanalizuoti realia˛ eiliu˛ vykdymo statistine˛
informacija˛. Tam labai patogu pasinaudoti BAT i˛rankiu ir jo teikiama informacija [24] apie
telkinius. Šio i˛rankio kliento dali˛ i˛diege˛ nemaža dalis BalticGrid infrastruktu¯roje veikiancˇiu˛
partneriu˛. Pagal šio i˛rankio pateikiama˛ informacija˛ lengvai pastebimos augancˇios ir senkancˇios
užduocˇiu˛ eile˙s telkiniuose (pažyme˙tos a., b., c.) diagramose (pav. 10) ir (pav. 9).
9 pav. Eiliu˛ statistine˙ informacija (KTU-BG-GLITE telkinys)
Pagal nutyle˙jima˛ paleistos užduotys vykdomos 12 valandu˛, nebent naudotojas atskirai nu-
rodo VOMS proxy (leidima˛ tam tikram laikui naudotis VO resursais Grid’e) galiojimo laika˛
(kuris gali bu¯ti iki 96 valandu˛). Kaip matosi pažyme˙toje vietoje c. telkinys buvo maksimaliai
apkrautas 5 dienas ir užduocˇiu˛ eile˙je susikaupe˙ daugiau nei yra skaicˇiavimo mazgu˛ šiame telki-
nyje. Taip pat matome, kad tos sukauptos užduotys tikriausiai buvo nutrauktos, nes viršutine˙je
koordinacˇiu˛ ašies puse˙je nesimato, kad eile˙ „išsektu˛“. Gali bu¯ti, kad baige˙si naudotojo VOMS
proxy galiojimo laikas užduotims arba telkinio administratorius, pamate˛s, kad eile˙ užstrigo ir
neišsenka, užduotis nutrauke˙. Užduotys gali patekti i˛ tokia˛ bu¯sena˛, kai informacine˙ sistema
praneša, kad jos vykdomos, nors iš tiesu˛ ju˛ vykdymas nutru¯ke˛s.
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10 pav. Eiliu˛ statistine˙ informacija (KTU-ELEN-LCG telkinys)
Aukšcˇiau pateiktame paveiksle˙lyje (pav. 9) matomas priešingas reiškinys: per labai trumpa˛
laika˛ susikaupe˙ eile˙ užduocˇiu˛ (a., b.) ir per keleta˛ dienu˛ ji tolygiai išsenka. Paprastai tokie
reiškiniai atsiranda de˙l keliu˛ priežascˇiu˛:
• naudotojai vykdo labai intensyvius skaicˇiavimus;
• sutriko eiliu˛ valdymo sistema (PBS) telkinyje – lokali problema;
• naudotojo autonominiai užduocˇiu˛ valdymo i˛rankiai veikia neefektyviai;
• WMS valdymo sistema netolygiai paskirsto resursus;
• informacine˙s sistemos (BDII) pranešimai apie laisvus resursus ve˙luoja;
• laike kintancˇios informacijos nesutapimai de˙l laikrodžiu˛ fliuktuacijos;
• i˛vairiu˛ kitu˛ priežascˇiu˛ (pvz.: telkiniu˛ dalyvavimas keliose VO).
De˙l aukšcˇiau pamine˙tu˛ priežascˇiu˛ naudotoju˛ i˛rankiai atliekantys autonomini˛ užduocˇiu˛ val-
dyma˛ turi ture˙ti „saugiklius“, kad užtikrintu˛ galimybe˛ nutraukti perteklines užduotis ir nesu-
darytu didžiuliu˛ eiliu˛ godžiai rezervuodami resursus. Kartais ir mažas pakeitimas užduocˇiu˛
valdyme gali sukelti drugelio efekta˛ (angl. Butterfly Effect) [28]. Tai reiškinys, kai nedide-
li pakeitimai vienoje sistemoje gali sukelti daug platesnio masto pokycˇius kitoje sistemoje ar
sistemose.
1.4.3. Infrastruktu¯ros patikimumas
Kaip pamine˙ta skyrelyje 1.4.2, telkiniu˛ administratoriai turi teise˛ nutraukti užduotis, jei ju˛
vykdymas užstrige˛s ir rezultatai greicˇiausiai nebus gaunami. Heterogenine˙ skaicˇiavimu˛ ap-
linka ir pati savaime nuolat keicˇiasi: resursai išjungiami, atnaujinami, ve˙l i˛jungiami atskirais
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skaicˇiavimu˛ mazgais ir net telkiniais. Resursai sudaromi iš skirtingose šalyse esancˇiu˛ instituciju˛
resursu˛, kuriems galioja tiek bendros tinklo naudojimo taisykle˙s, tiek vidine˙ politika. De˙l šiu˛
priežascˇiu˛ heterogenine˙ aplinka negali bu¯ti laikoma patikima. Tai ne˙ra jos tru¯kumas, tai tie-
siog tokios aplinkos natu¯rali savybe˙. Šia˛ savybe˛ galima pamatuoti i˛vertinant atskiru˛ telkiniu˛ ar
net visos infrastruktu¯ros QoS parametrus, kurie placˇiau išnagrine˙ti [25] darbe. Nepatikimumo
savybe˛ reikia i˛vertinti kuriant metodikas ir i˛rankius, kurie veiks šioje aplinkoje.
Užduocˇiu˛ valdymo programine˙ i˛ranga iš middleware puse˙s pritaikyta naudotojui dirbti tie-
sioginiu dialogu. De˙l šios priežasties sisteminiai pranešimai ir standartiniu˛ i˛rankiu˛ komandos
nelabai tinkamos tiesiogiai naudoti meta-valdymo i˛rankiams. Pateikiama informacija naudo-
tojui dažniausiai yra tekstinio pavidalo, o pateikimo formatas ne visada vienodas. Taigi meta-
valdymo i˛rankiu˛ patikimumas priklauso nuo gebe˙jimo tinkamai reaguoti i˛ nenumatytus prane-
šimus ir situacijas.
Nagrine˙jant užduocˇiu˛ valdyma˛ bu¯tina išsiaiškinti kokiose bu¯senose vykdoma užduotis gali
bu¯ti. Žemiau pateikiama užduocˇiu˛ vykdymo bu¯senu˛ diagrama (pav. 11) sudaryta pagal gLite
telkiniu˛ administratoriu˛ technine˛ dokumentacija˛.
11 pav. Užduoties vykdymo bu¯senu˛ diagrama
Žemiau pateikiamas trumpas bu¯senu˛, kuriose gali bu¯ti užduotis, reikšmiu˛ aprašymas:
Submitted užduotis jau išsiu˛sta vartotojo, užklausa užregistruotaWMS WMProxy serviso, bet
dar nepriimta;
Waiting užduotis perkelta i˛ WMS ir priimta atrinkimui pagal reikalavimus aprašytus JDL, ir
laukia kol WMS WM (Workload Manager) ja˛ apdoros;
Ready užduotis jau apdorota WMS WM, bet dar neperkelta i˛ telkinio CE;
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Scheduled užduotis jau perkelta i˛ CE ir laukia jo eile˙je;
Running užduotis vykdoma WN elemente;
Done užduotis baige˙ darba˛;
Aborted užduoties vykdymas buvo nutrauktas WMS ;
Canceled užduotis nutraukta naudotojo pareikalavimu;
Cleared rezultatai buvo persiu˛sti naudotojui arba ištrinti ju˛ laikymo trukmei pasibaigus.
Iš šios (pav. 11) diagramos matome, kad užduoties vykdymo procesas turi gana daug vyk-
dymo šaku˛. Svarbiausios iš bu¯senu˛ atliekant užduocˇiu˛ valdyma˛ yra „Scheduled“, „Done“ ir
„Cleared“. Šiame darbe pristatomos metodikos atveju (žr. 2 skyreli˛), bu¯tent šios bu¯senos ap-
sprendžia kokius veiksmus toliau atlikti. Diagramoje pavaizduotos dvi situacijos: Done(failed)
→ Waiting ir Ready→ Waiting, de˙l kuriu˛ gale˙tu˛ susidaryti ciklai. Tokios situacijos apribotos
middleware pagal tai kiek kartu˛ galima kartoti kiekviena˛ užduoti˛. Nepavykus užduocˇiai naudo-
jamas RetryCount ir pati middleware bando užduoti˛ i˛vykdyti iš naujo kol nepasiekiamas Retry-
CountMax. Iš Ready bu¯senos gri˛žta užduotys, kurias siuncˇiant iš WMS i˛ telkini˛ de˙l kažkokiu˛
priežascˇiu˛ siuntimas nepavyko.
1.5. Uždaviniu˛ apribojimu˛ analize˙
Atliekant valdymo metodiku˛ tyrima˛ natu¯raliai susiduriama su naudotojo uždaviniu˛ dalykine
sritimi. Efektyvus užduocˇiu˛ valdymas priklauso ne tik nuo valdymo priemoniu˛ ir metodikos,
bet ir pacˇiu˛ uždaviniu˛ apribojimu˛ ir struktu¯ros. Gali bu¯ti tokiu˛ uždaviniu˛, kuriu˛ visai nepavyks
suskaidyti neatlikus re-inžinerijos.
Uždaviniai, kurie paprastai sprendžiami pasitelkiant Grid resursus savo imtimi yra didesni
už infrastruktu¯ros paje˙gumus perrinkti visus variantus. Tode˙l uždaviniai projektuojami arba
pritaikomi tam tikriems apribojimams. Tokie apribojimai gali bu¯ti keliu˛ tipu˛:
• ribojamas iteraciju˛ skaicˇius;
• ribojamas rezultato tikslumas;
• ribojamas skaicˇiavimu˛ laikas;
• dinamiškai apsprendžiamas vykdymo apribojimas.
Išnagrine˙sime, kurie uždaviniu˛ apribojimo tipai geriausiai tinka vykdant juos heteroge-
nine˙je aplinkoje. Reike˙tu˛ pažyme˙ti, kad kiekvienos užduoties vykdyma˛ apriboja like˛s naudoto-
jo VOMS proxy galiojimo laikas ir resursu˛ apribojimai WN mazge (nustatomi administratoriu˛
ulimit pagalba). Užduotis gali bu¯ti vykdoma, kol suveiks vienas iš pamine˙tu˛ apribojimu˛. Po to ji
automatiškai nutraukiama. Vykdymo laikas kiekvienai užduocˇiai bus skirtingas, nes užduotys
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eile˙je lauks skirtingus laiko intervalus, o šis laikas yra i˛skaitomas i˛ bendra˛ užduoties vykdymo
ciklo laika˛.
Apribojant užduoties vykdyma˛ pagal iteraciju˛ skaicˇiu˛ galimi keli scenarijai. Pirmasis, kad
užduoties iteraciju˛ skaicˇius pakankamai mažas, ir skaicˇiavimo laikas t f visada tilps i˛ vykdymo
laika˛ tr. Tokiu atveju rezultatai bus gaunami, tacˇiau skaicˇiavimams skirtas laikas panaudojamas
neefektyviai (pav. 12), nes daugiau laiko bus sugaištama komunikacijoms: užduocˇiu˛ siunti-
mams ir rezultatu˛ gra˛žinimui. Be to, skaicˇiuojant greituose telkiniuose užduotys baigs darba˛
daug ankscˇiau nei le˙tuose, tode˙l dalies uždavinio rezultatu˛ teks laukti. Antrasis scenarijus, kai
iteraciju˛ apribojimas pritaikytas greitiems telkiniams. Tada skaicˇiavimai le˙tuose telkiniuose pa-
gal ta˛ pati˛ iteraciju˛ skaicˇiu˛ užtruks ilgiau ir viršys skaicˇiavimams skirta˛ laika˛ per τ, nei buvo
numatyta (pav. 13), ko pasekoje rezultatai iš šiu˛ telkiniu˛ bus prarasti. Visas laikas tr ir resursai,
kuriuos užduotis buvo uže˙musi le˙tame telkinyje, bus iššvaistyti. Toks apribojimas pagal ite-
racijas buvo taikomas 3.4 skyrelyje aprašytame uždavinyje ir dalinai pasiteisindavo su mažais
schemu˛ modeliais, tacˇiau tapo visiškai netinkamas dide˙jant uždavinio imcˇiai ir kiekvienai ite-
racijai užtrunkant vis ilgiau.
12 pav. Nepanaudotas laikas skaicˇiavimams
Ribojant rezultato tiksluma˛ iškyla panašios problemos kaip ir apribojant vykdyma˛ pagal
iteracijas. Kol tikslumas pasiekiamas per tr laika˛, užduotys bus vykdomos se˙kmingai. Tacˇiau
egzistuoja ta pati resursu˛ švaistymo problema, kai tikslumas nepasiekiamas. Be to gali bu¯ti
sunku nuspre˛sti ar tikslumas jau pasiektas visam uždaviniui, nes užduotys vykdymo metu neturi
pilnos informacijos apie kitu˛ daliu˛ pasiekta˛ rezultata˛.
13 pav. Viršytas skaicˇiavimams skirtas laikas
Skaicˇiavimu˛ laiko apribojimas reiškia, kad užduotis skaicˇiuos tiek, kiek liko laiko, nuo tada
kai prade˙jo vykdyma˛. Galima palikti atsargini˛ laiko rezerva˛ užduoties užbaigimui ir rezultatu˛
failu˛ gra˛žinimui, kol nepasibaige˙ naudotojo VOMS proxy galiojimo laikas. Vykdant užduo-
tis su tokiu apribojimu optimalus skaicˇiavimu˛ laiko panaudojimas vyksta kai ∆t = tr− t f kuo
mažesnis: ∆t −→ 0 (užduoti˛ se˙kmingai i˛vykdyta laikome kai t f ≤ tr) (pav. 14). Šis apribojimas
turi keleta˛ privalumu˛: užduotys lankscˇiai prisitaiko prie heterogeniniu˛ resursu˛ galimybiu˛ ir re-
zultatai iš visu˛ telkiniu˛ gri˛žta beveik vienu metu su nedidele fliuktuacija de˙l ∆t ir komunikaciju˛
greicˇio skirtumu˛ Grid’e.
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14 pav. Optimalus skaicˇiavimu˛ laiko panaudojimas
Dinaminiai apribojimai gali bu¯ti taikomi uždaviniams, kuriu˛ nepavyksta suskaidyti remian-
tis laiko intervalais. Dalis užduocˇiu˛ gali bu¯ti ilgos ir išnaudoti visa˛ laiko rezerva˛, kitos de˙l
dinaminiu˛ apribojimu darba˛ baigs ankscˇiau. Toks suskaidymas gali bu¯ti pakankamai efektyvus,
jei trumposios užduotys tolygiai užpildys nepanaudota˛ skaicˇiavimu˛ laika˛ (pav. 12), kol galio-
ja naudotojo VOMS proxy sertifikatas. Tacˇiau vis tiek atsiras laiko praradimai, kuri˛ užtruks
užduoties išsiuntimas ir rezultatu˛ gri˛žimas.
Apibendrinant galima teigti, kad užduocˇiu˛ skaicˇiavimo laiko apribojimas yra efektyviausias.
1.6. Tipinis užduoties vykdymo modelis
Nore˙dami išsiaiškinti kaip užduotis paskiriama i˛ viena˛ ar kita˛ telkini˛ ir ten i˛vykdoma, iša-
nalizuokime tipini˛ vienos užduoties vykdymo modeli˛. Grid aplinkoje naudojami specialu¯s su-
tartinai sutrumpinimai elementams žyme˙ti, ju˛ aprašymas pateiktas terminu˛ žodyne˙lyje.
Žemiau pateiktoje diagramoje (pav. 15) sudarytas tipinis telkinio modelis, kuriame yra šie
elementai: CE, SE ir WN×n. SE dalyvavimas vykdant užduoti˛ ne˙ra privalomas ir priklauso
nuo uždavinio.
15 pav. Tipinis užduoties vykdymo modelis
Pavaizduotas modelis gali bu¯ti paaiškintas tipiniu užduoties vykdymo scenarijumi:
1. Naudotojas (arba programa) prisijungia prie UI elemento ssh kliento pagalba.
2. Užduotis pagal aprašo faila˛ siuncˇiama i˛ WMS (UI→ a.→WMS).
3. WMS pagal vidini˛ atrankos algoritma˛ suranda tinkamiausia˛ telkini˛ pagal skaicˇiavimo
elemento (CE) informacija˛, gaunama˛ iš informacine˙s sistemos (site-BDII), ir siuncˇia i˛
CE užduoties apraše nurodytus failus, programini˛ koda˛ bei paleidimo metu vykdomas
komandas (WMS→ c.→CE).
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4. CE parenka laisva˛ darbini˛ elementa˛ WN ir siuncˇia užduoti˛ i˛ ji˛ (CE → f .→WN). Jei
laisvo WN ne˙ra, užduotis pastatoma i˛ eile˛.
5. Užduotis paleidžiama WN elemente.
6. WMS nuolat tikrina užduoties vykdymo bu¯kle˛ (WMS → c.→ CE → d.→WMS) ir,
naudotojui pareikalavus, ja˛ praneša (WMS→ b.→UI).
7. Naudotojas kreipiasi i˛WMS , kad sužinotu˛ užduoties vykdymo bu¯kle˛ (UI→ a.→WMS).
8. Gavus informacija˛ apie užduoties baigima˛ WN→ f .→CE→ d.→WMS, CE vykdomas
iš WMS gautas užduoties i˛pakavimo (angl. wrapper) skriptas, kuris inicijuoja rezultatu˛
gra˛žinima˛ iš WN.
9. Kai WMS gauna rezultatus, užduoties bu¯sena pakeicˇiama i˛ „Done“ ir naudotojas gali
parsisiu˛sti rezultatus iš WMS (WMS→ b.UI).
Jeigu uždavinys naudoja SE duomenims saugoti, naudotojas gali iš anksto i˛kelti reikiamus
duomenu˛ failus i˛ SE UI→ e.→ SE. Kai užduotis bus paleista WN elemente, duomenis saugo-
mus SE galima parsisiu˛sti i˛ WN SE → g.→WN arba pasiekti pasinaudojus API (Application
programming interface) kreipiniais. Taip taupomas persiuncˇiamu˛ per WMS duomenu˛ srautas.
Šiame skyriuje išanalizave˛ užduocˇiu˛ valdymo i˛rankius ir aplinka˛ galime padaryti šias išva-
das:
• Naudotojai pasiekia Grid resursus standartizuota bei vartotojui draugiška ir pritaikoma
sa˛saja.
• Resursu˛ teike˙jai gali sumažinti operaciju˛ išlaidas skiriamas naudotoju˛ palaikymui, kai
Grid naudojimas taps paprastesnis.
• Programu˛ ku¯re˙jams sparte˙ja Grid programu˛ ku¯rimo ciklas.
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2. UŽDUOCˇIU˛ VALDYMO METODOLOGIJA
2.1. Užduocˇiu˛ aprašymas ir šablonu˛ ku¯rimas
Užduotys siuncˇiamos skaicˇiavimams i˛ Grid aprašomos JDL failuose. Kiekviena individuali
užduotis turi bu¯ti aprašoma atskirame faile, jei nenaudojami DAG, parametriniai ar rinkinio
tipo aprašymai (žr. 1.2 skyreli˛). Norint vykdyti užduotis Grid’e naudojant gLite middleware jas
bu¯tinai reikia aprašyti JDL kalba [14]. Bendra failo struktu¯ra:
atributas1 = skaicˇius;
atributas2 = "eilute˙";
atributas3 = { "eilute˙1", "eilute˙2" };
atributas4 = ( išraiška );
Užduocˇiu˛ valdymo komandas galima suskirstyti i˛ grupes pagal ju˛ atliekamas funkcijas.
Skirtingus prefiksus (globus-*, edg-job-*, glite-job-*, glite-wms-job-*) turincˇios komandos gali




Paskirtis: šios grupe˙s komandos parodo, kurie CE tenkina JDL faile aprašytos užduoties
reikalavimus. Šalutinis efektas - patikrinama JDL failo sintakse˙ nesiuncˇiant užduoties i˛ Grid’a˛.
Užduoties gridtest.jdl sintakse˙s patikrinimas ir tinkamu˛ CE sa˛rašo išvedimas:
glite-wms-job-list-match -a gridtest.jdl
Galima nurodyti RB/WMS serveri˛ i˛ kuri˛ bus siuncˇiama užduotis, kaip tai padaryti skaitykite
atitinkamu˛ komandu˛ man puslapiuose.
Užduoties gridtest.jdl tikrinimas nurodant WMS serveri˛:
glite-wms-job-list-match -a -e \
https://broker.eenet.ee:7443/glite_wms_wmproxy_server gridtest.jdl
Užduoties siuntimas vykdymui
Komandos: globus-job-submit, edg-job-submit, glite-job-submit, glite-wms-job-submit
Paskirtis: šios komandos skirtos užduocˇiu˛ siuntimui i˛ Grid.
Testuojant ar kokiu kitu tikslu, galima nurodyti telkini˛, i˛ kuri˛ norima siu˛sti užduoti˛. Jei tel-




2 lentele˙. JDL atributai
Atributas Galimos reikšme˙s Prasme˙








Programa, kuri bus vykdoma
Arguments arg arba "arg1 arg2" Programos argumentai
Environment Programos aplinkos kintamieji
StdInput failo vardas Failas, kuris bus perduotas programai vie-
toje i˛vedimo iš konsole˙s (stdin)
StdOutput failo vardas Kur bus saugomi programos i˛ ekrana˛ išve-
dami rezultatai (stdout)
StdError failo vardas Kur bus saugomi programos pranešimai
apie klaidas (stderr)
InputSandbox { "failas1", "failas2" } Programa ir jos duomenys, kurie persiu-
ncˇiami kartu su užduotimi (iki 10 MB)
OutputSandbox { "failas1", "failas2" } Failai, kurie gri˛žta su užduoties rezultatais
InputData lfn:/... arba "guid:..." Papildomi duomenys; padeda atrinkti
arcˇiau WN esanti˛ SE.
DataAccessProtocol "gridftp", "rfio" Protokolas, kuris bus naudojamas
InputData duomenu˛ persiuntimui
RetryCount N N - skaicˇius, kiek kartu˛ bandyti pakartotinai
paleisti užduoti˛, jei užduotis nutru¯ko (Abor-
ted).
ShallowRetryCount N N - Bandymu˛ paleisti užduoti˛ skaicˇius, kai
užduotis nepasiekia WN
Requirements ( logine˙ išraiška ) Reikalavimai, pagal kuriuos atrenkami
užduoties vykdymui tinkami telkiniai.
Rank ( aritmetine˙ išraiška ) Išraiška, pagal kuria˛ ru¯šiuojami reikalavi-
mus atitinkantys telkiniai
NodeNumber N Norimas telkinio branduoliu˛ skaicˇius
(MPICH užduotims, branduoliai išskiriami
viename telkinyje)
Lrms_Type PBS gLite klaidos ape˙jimas (MPICH užduotims)
VirtualOrganisation VO vardas Virtualios organizacijos (VO) pavadinimas
MyProxyServer myproxy_serveris MyProxy serveris
Max_Nodes_Running N DAG užduoties maksimalus vienu metu
veikiancˇiu˛ mazgu˛ skaicˇius
Nodes DAG užduoties grafo aprašymas
ListenerPort N Interactive užduocˇiu˛ serverio prievado nu-
meris, i˛ kuri˛ jungiasi startavusi užduotis
Parameters N Galinis re˙žis parametrine˙ms užduotims
ParameterStart N Pradinis re˙žis parametrine˙ms užduotims
ParameterStep N Žingsnis parametrine˙ms užduotims
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Lentele˙je (žr. 2 lent.) pateikti galimi JDL atributai, pagal kuriuos bus kuriamas užduocˇiu˛
siuntimo šablonas. Naudotojas ture˙s galimybe˛ šablona˛ papildyti, pagal savo poreikius.
Žemiau pateikti uždavinio tipu˛ aprašymai:
JobType = „Normal“
Bu¯tini atributai: Executable, StdOutput, StdError, InputSandbox, OutputSandbox.

















Bu¯tini atributai: JobType, NodeNumber, Executable, StdOutput, StdError, InputSandbox,
OutputSandbox.
MPICH užduotys tinka lygiagrecˇiu˛ užduocˇiu˛, kurios turi komunikuoti tarpusavyje, vykdy-
mui Grid aplinkoje. gLite (LCG-CE) tik rezervuoja telkinio mazgus užduoties vykdymui, o šiu˛


















mpicc -o ${EXE} ${EXE}.c




int main(int argc, char *argv[]){
int numprocs; /* Number of processors */
int procnum; /* Processor number */
/* Initialize MPI */
MPI_Init(&argc, &argv);
/* Find this processor number */
MPI_Comm_rank(MPI_COMM_WORLD, &procnum);
/* Find the number of processors */
MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
printf ("Hi! from processor %d out of %d\n", procnum, numprocs);











Išsiuntus interaktyvia˛ užduoti˛, UI elemente paleidžiama programa, kuri klausosi ant nu-
rodyto prievado ListenerPort TCP protokolu. Kai užduotis startuoja WN, ji jungiasi prie UI
ListenerPort. Taigi bu¯tina, kad nurodytas UI prievadas bu¯tu˛ pasiekiamas iš išore˙s.
JobType = „DAG“
Bu¯tini atributai: Type, JobType, Executable, Nodes, Description, Dependencies.
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InputSandbox ir OutputSandbox gali bu¯ti bendri ir tarpusavyje susieti.
DAG tipo uždaviniai aprašomi grafo pavidalu, placˇiau (žr. 1.2 skyreli˛). Užduotys susiejamos
parametru „dependencies“.
Jei nei˛vykdoma bent viena užduotis, visa „DAG“ užduotis baigiama su klaida ir pavieniu˛



































# Ivertiname telkinio apribojimus:
UL=‘ulimit -t‘
if [ "$UL" -gt 0 2>/dev/null ] && [ "$UL" -lt "$TL" ]; then
echo "UL < TL"
TL=$UL
fi
# Is dvieju apribojimu pasirenkamas grieztesnis





echo -n "Site: $SITE_NAME CE: $GLITE_WMS_LOG_DESTINATION"
pwd
JobType = „Parametric“
Bu¯tini atributai: JobType, Executable, Parameters, ParameterStart, ParameterStep
Tai specializuotas DAG užduoties atvejis. Užduotis tinka norint paleisti dideli skaicˇiu˛ pa-
našiu˛ užduocˇiu˛, kurios skiriasi tik i˛e˙jimo duomenimis. _PARAM_ JDL faile pakeicˇiamas para-
metro reikšme. Parametras kinta nuo pradine˙s reikšme˙s iki priešpaskutine˙s.
Jei nei˛vykdoma bent viena užduotis, visa „Parametric“ užduotis pasibaigia su klaida ir
rezultatu˛ gavimas tampa labai painus.











InputSandbox = { "job-par.sh" };












( env ; set ) |sort |uniq
echo "Arguments: $*"
Reikalavimai resursams
JDL faile galima nurodyti apribojimus, i˛ kuriuos telkinius siu˛sti užduoti˛. Galima aprašyti
sude˙tingesnius apribojimus, apjungiant juos „&&“ (ir) ir „||“ (arba) loginiais operatoriais bei
nurodant „!“ (inversija).
Telkinius, tenkinancˇius nurodytus reikalavimus galima pamatyti su *-job-list-match koman-
domis.
Reikalavimu˛ pavyzdžiai
Telkiniai, kuriuose žinoma, kad HOME katalogai pasiekiami bendrai (tai aktualu MPI ti-
po užduotims, jei nesiimama priemoniu˛ kopijuoti vykdymui reikalingu˛ failu˛ i˛ visus darbinius
mazgus):
Requirements =
other.GlueCEUniqueID == "ce.bg.ktu.lt:2119/jobmanager-pbs-balticgrid" ||
other.GlueCEUniqueID == "pupa.elen.ktu.lt:2119/jobmanager-lcgpbs-balticgrid" ||
other.GlueCEUniqueID == "atomas.itpa.lt:2119/jobmanager-lcgpbs-balticgrid" ||
other.GlueCEUniqueID == "kriit.eenet.ee:2119/jobmanager-pbs-balticgrid";
Tik IA64 architektu¯ros telkiniai (skirtingi telkiniai ta˛ pati˛ procesoriaus modeli˛ vadina skir-
tingai, tode˙l ši sa˛lyga tik apytikre˙):
Requirements = other.GlueHostProcessorModel == "IA64";
Tik tie telkiniai, kurie turi 2 GB ir daugiau operatyviosios atminties:
Requirements = other.GlueHostMainMemoryRAMSize >= 2096;
Prioritetai
JDL faile galima nurodyti, pagal kokius prioritetus bus pasirenkami telkiniai. Tai yra: jei
keli telkiniai palaiko naudotojo VO ir tenkina nurodytus „Requirements“ – patikslinti i˛ kuri˛ iš
ju˛ bus siuncˇiama užduotis.
Pagal nutyle˙jima˛ „Normal“ tipo užduotims naudojama išraiška:
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Rank = -other.GlueCEStateEstimatedResponseTime;
Siu˛sti i˛ greicˇiausia˛ telkini˛ (sa˛lyga nebu¯tinai teisinga, nes ne visi telkiniai teisingai praneša
SI00 reikšme˛):
Rank = other.GlueHostMainMemoryRAMSize;
Norint peržiu¯re˙ti, kokie prioritetai priskirti tinkamiems telkiniams naudojama komanda:
glite-job-list-match --rank job.jdl
MyProxy valdymas
Komandos: myproxy-init, myproxy-info, myproxy-destroy.
Proxy sertifikatas, sukurtas naudojant *-voms-proxy-init komandas, galioja ribota˛ laika˛ (pa-
gal nutyle˙jima˛ 12 valandu˛). Jei užduotis proxy sertifikato galiojimo metu nebaigiama (lauke˙
eile˙je arba per ilgai truko skaicˇiavimai) – ji nutraukiama su klaidos pranešimu. To galima
išvengti naudojant MyProxy servisa˛. Naudotojas inicijuoja MYPROXY sertifikato suku¯rima˛.
Sukurtas sertifikatas saugomas MyProxy mazge. Užduotis gali prate˛sti savo proxy sertifikata˛
naudodama MyProxy serveryje esanti˛ naudotojo MYPROXY sertifikata˛.
myproxy-init -s broker.eenet.ee -l saulius -a
Aukšcˇiau pateikta komanda ne tik sukuria MYPROXY sertifikata˛, bet ir nurodo pageidau-
jamas prisijungimo varda˛ (login) prie serviso. Prisijungimo varda˛ bu¯tina nurodyti kai kuriuose
valdymo i˛rankiuose vietoje DN (Distinguished Name). Paskutinis parametras „-a“ nustato, kad
sertifikata˛ gali pasiekti ir trecˇiosios šalys, jei žino prisijungimo vardo ir slaptažodžio pora˛. Tokiu
principu MyProxy naudojamas P-GRADE portale (žr. 1.3.6 skyreli˛).
Užduocˇiu˛ kartojimas klaidos atveju
Užduocˇiu˛ pakartotinas siuntimas klaidos atveju nustatomas parametrais „RetryCount“ ir
„ShallowRetryCount“. Pakartojimas laikomas „giliu“, jei naudotojo užduotis buvo paleista vyk-
dyti WN elemente, tacˇiau pacˇios užduoties arba ja˛ gaubiancˇio WMS skripto vykdymas buvo
nese˙kmingas. Kitu atveju toks kartojimas laikomas „negiliu“, kai užduoties vykdymas nepavy-
ko dar prieš ja˛ paleidžiant. Naudotojas gali nurodyti didesnes „RetryCount“ ir „ShallowRetry-
Count“, kad išvengtu˛ atsitiktiniu˛ sutrikimu˛. Placˇiau apie šiu˛ parametru˛ i˛taka˛ uždavinio vykdy-
mo se˙kmingumui aprašyta skyrelyje 1.2. Pagal nutyle˙jima˛ maksimalios šiu˛ parametru˛ reikšme˙s
lygios 10. Gali bu¯ti nurodoma ir neigiama reikšme˙ pvz.: -1, tada pakartojimo mechanizmas
visiškai išjungiamas.
Užduoties aprašo šablono ku¯rimas
Atliekant autonomini˛ užduocˇiu˛ valdyma˛, geriausia susikurti pakankamai abstraktu˛ šablona˛,
kuris tiktu˛ daugumai uždaviniu˛. Tokio šablono pavyzdys pateikiamas žemiau. Šablonui buvo
pasirinktas „Normal“ užduoties tipas, nes jo veikimas paprastas ir stabilus. Siuncˇiant užda-
vinius nedidele˙mis 2-5 užduocˇiu˛ grupele˙mis galima bu¯tu˛ naudoti ir užduocˇiu˛ rinkinius arba
parametrini˛ tipa˛. Vykstant nenumatytiems pasikeitimams vykdymo eigoje, lengviausia atlikti
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operacijas su paviene˙mis užduotimis. Kai užduotys yra visiškai nepriklausomos, bet kuriuo
momentu galima susigra˛žinti dali˛ rezultatu˛ iš baigusiu˛ darba˛ užduocˇiu˛. Remiantis šiame darbe
atlikta heterogenine˙s aplinkos analize sudarome šablona˛, pagal kuri˛ gale˙sime generuoti JDL
aprašus kiekvienai užduocˇiai:
executable = "/bin/sh";





Requirements = other.GlueCEPolicyMaxCPUTime > p4;
Parinktas universalus bu¯das išsiu˛sti uždavini˛ nepriklausomai nuo jo failu˛ struktu¯ros:
• sukuriamas viso uždavinio katalogo archyvas;
• nurodomas šio archyvo perdavimas per „InputSandbox“;
• užduocˇiai pasiekus vykdymo vieta˛ uždavinys pirma išpakuojamas ir tik tada paleidžia-
mas. Tai nustatoma „Arguments“ pradžioje. Vykdomasis failas i˛terpiamas vietoje p1.
Naudojant toki˛ šablona˛ daug paprascˇiau testuoti uždavinius lokalioje eiliu˛ sistemoje, o pas-
kui nekeicˇiant uždavinio failu˛ struktu¯ros, nei šablono, išsiu˛sti ji˛ vykdyti i˛ Grid. Atliekant
autonomini˛ siuntima˛ vietoje parametro p1 bus i˛rašytas naudotojo nurodytas vykdomasis failas.
Vietoje parametro p2 bus parenkamas užduoties numeris. O vietoje p3 lauko bus i˛rašoma nau-
dotojo nurodytas rezultatu˛ failas, kuris turi gri˛žti (standartiniai pranešimai iš stdin ir stderr nuro-
dyti statiškai). Šiame pavyzdyje p4 skirtas apriboti užduocˇiu˛ siuntima˛ i˛ trumpas eiles. Jei užda-
vinys vykdomas bent kelias valandas, toks apribojimas apsaugos nuo bereikalingo užduocˇiu˛
paleidimo trumpose eile˙se ir ju˛ nutraukimo. Naudotojas gali priskirti ir daugiau apribojimu˛
pagal taisykles aprašytas 2.1 skyrelyje.
2.2. Naudotojo poreikiu˛ studija
Reikalingas mechanizmas, kuris patikimai dirbtu˛ esant nepilnai, neaiškiai ir ne visada pa-
siekiamai informacijai. Užduocˇiu˛ valdymas turi bu¯ti greitas, lankscˇiai plecˇiamas ir kuo mažiau
susietas su konkrecˇiais uždaviniais ar naudotojo parašytomis programomis. Naudotojas taip
pat nore˙s bu¯ti tikras, kad neautorizuoti asmenys negale˙s valdyti jo užduocˇiu˛ ar manipuliuoti jo
duomenimis [16].
37
16 pav. Panaudos atveju˛ diagrama
Šiame darbe aprašyta metodika ir i˛rankiai skirti naudotojams, turintiems teise˛ pasiekti skai-
cˇiuojamuosius resursus BalticGrid ar LitGrid tinkle. Metodika padeda autonomiškai vykdyti
užduotis pagal naudotojo pasirinktus parametrus.
2.3. Panaudojimo atveju˛ scenarijai
Panaudos atveju˛ diagramoje (pav. 16) pavaizduota kokias funkcijas naudotojas gali atlikti
naudodamas Grid užduocˇiu˛ valdymo metodika˛ ir i˛ranki˛. Žemiau pateikiami šiu˛ funkciju˛ panau-
dojimo scenarijai:
1. PANAUDOJIMO ATVEJIS: naudotojo autentifikacija
Aktorius: Grid naudotojas.
Aprašas: apima procesa˛ kuriame naudotojas autentifikuojamas sukuriantVOMS proxy, kad
gale˙tu˛ naudotis Grid servisais.
Prieš sa˛lyga: naudotojas neturi galiojancˇio laikinojo VOMS proxy; Naudotojas neautenti-
fikuotas.
Sužadinimo sa˛lyga: naudotojas i˛vesdamas privataus rakto slaptažodi˛ sukuria VOMS
proxy.
Po sa˛lyga: galimas autorizuotas Grid valdymo komandu˛ vykdymas.
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2. PANAUDOJIMO ATVEJIS: užduocˇiu˛ išsiuntimas
Aktorius: Grid naudotojas.
Aprašas: apima parametru˛ patikrinimo procesa˛, naudotojo patvirtinimo užklausima˛ ir
užduocˇiu˛ išsiuntima˛.
Prieš sa˛lyga: naudotojo VOMS proxy galioja.
Sužadinimo sa˛lyga: naudotojas paleidžia programa˛ Sietas (žr. 3.4 skyreli˛) su parametru
„submit“.
Po sa˛lyga: patikrinus parametrus uždavinys siuncˇiamas i˛ Grid.
3. PANAUDOJIMO ATVEJIS: užduocˇiu˛ bu¯senos peržiu¯ra
Aktorius: Grid naudotojas.
Aprašas: apima patikrinima˛ ar egzistuoja užduocˇiu˛ sa˛rašas ir bu¯senu˛ tikrinimo procesa˛.
Prieš sa˛lyga: naudotojo VOMS proxy galioja. Užduocˇiu˛ sa˛rašas egzistuoja.
Sužadinimo sa˛lyga: naudotojas paleidžia programa˛ Sietas (žr. 3.4 skyreli˛) su parametru
„status“ arba parametru „status all“.
Po sa˛lyga: gaunama bendra arba detali informacija apie užduocˇiu˛ vykdyma˛ Grid’e.
4. PANAUDOJIMO ATVEJIS: priverstinis užduocˇiu˛ nutraukimas
Aktorius: Grid naudotojas.
Aprašas: apima patikrinima˛ ar egzistuoja užduocˇiu˛ sa˛rašas, naudotojo patvirtinimo užklau-
sima˛ ir visu˛ arba tik „Scheduled“ bu¯senos užduocˇiu˛ nutraukima˛.
Prieš sa˛lyga: naudotojo VOMS proxy galioja. Užduocˇiu˛ sa˛rašas egzistuoja.
Sužadinimo sa˛lyga: naudotojas paleidžia programa˛ Sietas (žr. 3.4 skyreli˛) su parametru
„abort“ arba parametru „abort scheduled“.
Po sa˛lyga: nutraukiamos visos arba tik „Scheduled“ bu¯senos užduotys (priklausomai nuo
prieš tai pasirinkto parametro).
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4. PANAUDOJIMO ATVEJIS: rezultatu˛ parsiuntimas
Aktorius: Grid naudotojas.
Aprašas: apima patikrinima˛ ar egzistuoja užduocˇiu˛ sa˛rašas, ir „Finished“ bu¯senos užduocˇiu˛
rezultatu˛ parsiuntimo inicijavima˛.
Prieš sa˛lyga: naudotojo VOMS proxy galioja. Užduocˇiu˛ sa˛rašas egzistuoja. Yra baigusiu˛
darba˛ užduocˇiu˛.
Sužadinimo sa˛lyga: naudotojas paleidžia programa˛ Sietas (žr. 3.4 skyreli˛) su parametru
„status“ arba parametru „status all“.
Po sa˛lyga: inicijuojamas rezultatu˛ parsiuntimas užduotims, kuriu˛ bu¯sena „Finished“.
4. PANAUDOJIMO ATVEJIS: užduocˇiu˛ valdymo metodika
Aktorius: Grid naudotojas.
Aprašas: apima valdymo metodikos panaudojima˛ užduocˇiu˛ reikalavimams ar apribojimams
aprašyti.
Prieš sa˛lyga: naudotojas nori paruošti uždavini˛ vykdyti paskirstytoje skaicˇiavimu˛ aplinkoje
ir nustatyti tam tikrus apribojimus.
Sužadinimo sa˛lyga: naudotojas rade˛s reikalingus reikalavimus (žr. 2 skyreli˛) aprašo juos
valdymo i˛rankio Sietas (žr. 3.4 skyreli˛) JDL (žr. 2.1 skyreli˛) šablone.
Po sa˛lyga: naudotojas turi savo reikme˙ms pritaikyta˛ uždavinio valdymo mechanizma˛.
40
3. ATLIEKAMU˛ TYRIMU˛ REZULTATAI
3.1. Užduocˇiu˛ siuntimo analize˙
Tyrimo metu buvo atlikti automatizuoti užduocˇiu˛ siuntimai ir išmatuota šiu˛ siutimu˛ trukme˙
(pav. 17). Cˇia išmatuotas siuntimo laikas tarp UI → WMS . Pagal diagrama˛ galima pastebe˙ti,
kad siuncˇiant didesni˛ skaicˇiu˛ užduocˇiu˛ siuntimo trukme˙ konverguoja i˛ 3-4 sekundžiu˛ reikšme˛.
Tai galima paaiškinti didesniu sistemos apkrovimu pradedant siu˛sti užduotis, kol informacine˙
sistema dar neturi pakankamai informacijos apie skaicˇiavimu˛ aplinkos bu¯kle˛.
17 pav. Užduocˇiu˛ išsiuntimo trukme˙
Išrinkimo algoritmai WMS servise turi apklausti top-BDII servisus, kad gale˙tu˛ atnaujin-
ti duomenis apie resursu˛ bu¯sena˛. Kitos užduotys jau gali bu¯ti išsiuncˇiamos ir priimamoms
WMS WMProxy greicˇiau, kai turima pakankamai nauja informacija pacˇioWMS serviso infor-
macine˙se sistemose. Naudojant GANGA užduocˇiu˛ išsiuntimas i˛ LCG (gLite pirmtakas) vienai
užduocˇiai užtrunka 10-20 sekundžiu˛ [9]. Darbe neparašyta ar tai laikas visas laikas, kuri˛ užtrun-
ka užduotis keliaudama iki CE telkinio, ar tik trukme˙ iki RB. Šis eksperimentas patvirtina, kad
middleware i˛rankiai tobule˙ja ir veikia sparcˇiau. Žemame lygmenyje nuo ju˛ labai priklauso
užduocˇiu˛ aibe˙s vykdymo trukme˙.
Galime charakterizuoti kokia bus užduocˇiu˛ aibe˙s išsiuntimo trukme˙. Užduocˇiu˛ išsiuntimo
trukme˙ ei užduocˇiai ui gali bu¯ti apibre˙žta laiku˛, kuriuos užtrunka užduoties išsiuntimas i˛ WMS
uis, užduoties laukimas eile˙je uiw bei užduoties siuntimas i˛ UI uin, suma. Iš cˇia ei = uis +uiw +
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uin. Tada užduoties ui tike˙tinas užbaigimo laikas ci nuo išsiuntimo momento bus ci = ei+tp−tr.
Cˇia tp – naudotojo VOMS proxy galiojimo laikas, o tr rezervinis laikas, paliktas užduoties
rezultatu˛ gra˛žinimui: 0 ≤ tr < tp. Tegul M bus aibe˙ užduocˇiu˛, kurias norima i˛vykdyti. Visa
užduocˇiu˛ aibe˙s vykdymo plano trukme˙ gali bu¯ti apibre˙žta kaip maxui∈M(ci). Ši trukme˙ parodo
heterogenine˙s skaicˇiavimu˛ aplinkos našuma˛, bet neišmatuoja individualiu˛ užduocˇiu˛ vykdymo
kokybe˙s QoS (Quality of Service). Reikia pabre˙žti, kad šiame darbe de˙mesys sutelktas i˛ bendra˛
uždavinio, o ne keliu˛ konkuruojancˇiu˛ užduocˇiu˛ vykdymo laiko optimizavima˛.
3.2. Užduocˇiu˛ pasiskirstymas valandomis
Vykdant eksperimentus su schemu˛ modeliavimu (žr. 3.4 skyreli˛) buvo atliktas užduocˇiu˛ pa-
siskirstymo procentais pagal tai kiek valandu˛ jos gavo skaicˇiavimu˛ vykdymui, tyrimas. Like˛s
laikas skaicˇiuotas nuo startavimo momento darbiniame elemente WN. Be to palikta viena va-
landa rezervui, kad bu¯tu˛ užtikrintas rezultatu˛ gri˛žimas. Buvo išsiu˛sta lygiai 200 užduocˇiu˛. Iš
diagramos (pav. 18) matome, kad 16% iš ju˛ teko 0 arba mažiau valandu˛ skaicˇiavimo laiko (jei
i˛skaitant rezervuota˛ valanda˛ gri˛žimui).
18 pav. Užduocˇiu˛ pasiskirstymas pagal valandas
Panašus pasiskirstymas buvo gaunamas ir kartojant kitus eksperimentus. Taip pat matome,
kad beveik pusei užduocˇiu˛ pavyko rezervuoti visa˛ skaicˇiavimu˛ laika˛ (buvo naudojamas 48 va-
landas galiojantis VOMS proxy sertifikatas). Likusi užduocˇiu˛ dalis pasiskirste˙ per visa˛ likusi˛
VOMS proxy galiojimo laika˛.
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19 pav. Rezultatai iš skaicˇiavimu˛ protokolo
Šiame grafike (pav. 19) pateikiama statistika iš skaicˇiavimu˛ protokolo ištraukos. Kas sa-
vaite˛ buvo siuncˇiama maždaug po 200 užduocˇiu˛. Taškai indikuoja uždavinio užbaigima˛ ir
užduocˇiu˛ rezultatu˛ gri˛žima˛. Ne visos užduotys bu¯davo užbaigtos se˙kmingai, tacˇiau iš gri˛žusiu˛,
skaicˇiavimu˛ rezultatai buvo se˙kmingai kaupiami ir skaicˇiuotu˛ valandu˛ skaicˇius rašomas i˛ proto-
kola˛.
3.3. Lietuviško teksto santraukos automatizavimas
Teksto raktažodžiu˛ išrinkimas pasitarnauja sprendžiant informacijos pertekliškumo ir ap-
žvalgos problemas. Šio uždavinio tikslas atlikti raktažodžiu˛ išrinkima˛ ir vertinima˛.
20 pav. Tekstu˛ apdorojimo mechanizmas
Ilgiems dokumentams apdoroti šiuo metu naudojama paskirstyta skaicˇiavimo sistema. Di-
džiausia˛ laiko dali˛ užima prefiksu˛ ir sufiksu˛ atskyrimas [22]. Tode˙l bu¯tent ši dalis skaicˇiavimu˛
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ir atliekama Grid’e (pav. 20). Kiekvienas žodis sutikrinamas bent su 4000 šablonu˛, o prefiksu˛
atskyrimas atliekamas rekursiškai. Uždavinio skaldymas atliekamas tokiu principu: tekstas
išskaidomas i˛ žodžius, tuomet priklausomai nuo laisvu˛ skaicˇiavimo mazgu˛ skaicˇiaus, žodžiai
grupe˙mis siuncˇiami kamienu˛ išskyrimui. Rezultatai spausdinami tekstiniame faile bei išsaugo-
mi duomenu˛ baze˙je. Toliau lokaliai atliekamas raktažodžiu˛ perrinkimas atsižvelgiant i˛ jau esa-
mus ju˛ koeficientus duomenu˛ baze˙je. Kol kas duomenims saugoti naudojamas vienas MySQL
serveris. Afiksu˛ lentele˙s naudojamos iš atviro kodo lietuviškos rašybos tikrinimo i˛rankio aspell.
Uždavinio reikalavimai:
Programine˙ i˛ranga: PERL ≥ 5.6.
Technine˙ i˛ranga:
• RAM ≥ 128 MB;
• HDD ≤ 30 MB disko vietos WN.
Skaicˇiavimu˛ rezultatai:
Duomenu˛ baze˙je saugomi apdoroti ir i˛vertinti 51679 unikalu¯s žodžiu˛ kamienai;
Pagrindine˙s problemos kylancˇios naudojant Grid:
• užduocˇiu˛ replikavimas (dalinai išspre˛sta);
• interaktyvumo tru¯kumas;
• aukšto patikimumo paslaugu˛ galimybe˙.
3.4. Elektroniniu˛ schemu˛ modeliu˛ simuliavimas
2008-ais metais buvo tobulinami ir kuriami lustu˛ testu˛ sudarymo uždaviniai. Realizavus
vykdymo laiko apribojima˛ aprašyta˛ 1.5, i˛e˙jimu˛-iše˙jimu˛ sa˛ryšiu˛ nustatymo uždavinys tapo tinka-
mas vykdymui visuose i˛ BalticGrid infrastruktu¯ra˛ i˛jungtuose telkiniuose. Atlikti eksperimentus
su didesne˙mis schemomis sude˙tinga de˙l labai dideliu˛ laiko ir operatyvine˙s atminties sa˛naudu˛
[20].
Ankscˇiau modeliu˛ simuliavimui vykdyti bu¯davo naudojamas KTU lygiagrecˇiu˛ skaicˇiavimu˛
klasteris ( 6 PC su Linux operacine sistema, viso 12 CPU) [20]. Dabar šis telkinys jau i˛jungtas
i˛ Grid infrastruktu¯ra ir pasiekiamas ne tik KTU naudotojams.
Uždavinio reikalavimai:
Programine˙ i˛ranga:
• PYTHON ≥ 2.3 rezultatu˛ apjungimui UI puse˙je;
• Bet koks ISO C++ palaikantis kompiliatorius WN puse˙je.
Technine˙ i˛ranga:
• RAM ≥ 128 MB;
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• HDD ≤ 10 MB disko vietos WN.
Skaicˇiavimu˛ rezultatai:
• c7552 (206×107) funkcijos modelis išsemtas;
• b17 (1452×1512) funkcija arti pabaigos (like˛ 39 iše˙jimai iš 1512);
• b17_1 (1452×1512) prade˙ta analizuoti;
• b20 (522×512) prade˙ta analizuoti;
• b20_1 (522×512) prade˙ta analizuoti.
Dar apie 40 schemu˛ modeliu˛ laukia apdorojimo.
Pagrindine˙s problemos kilusios naudojant Grid aplinka˛:
• TAR_UI i˛diegimas sude˙tingas paprastiems vartotojams;
• naudotojo dokumentacija išme˙tyta po visa˛ interneta˛ ir daugybe˛ wiki sistemu˛;
• tru¯ksta centralizuotos ir aiškios informacijos apie UI komandu˛ naudojima˛ autonomiškai.
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IŠVADOS
1. Literatu¯ros analize˙ parode˙, kad užduocˇiu˛ valdymo i˛rankiai padeda naudotojams pasiekti
Grid resursus standartizuota, draugiška ir lengvai pritaikoma sa˛saja. O resursu˛ teike˙jai
gali sumažinti operaciju˛ išlaidas skiriamas naudotoju˛ palaikymui. Valdymo i˛rankiai pa-
spartina programu˛ ku¯re˙ju˛ darbo cikla˛.
2. Apibendrinus užduocˇiu˛ valdymo i˛rankiu˛ privalumus ir tru¯kumus išrinkti du i˛rankiai, ge-
riausiai atspindintys autonominio užduocˇiu˛ valdymo paradigma˛. Tai gEclipse valdymo
aplinka su grafine vartotojo sa˛saja ir GANGA i˛rankis su tekstine vartotojo sa˛saja.
3. Darbe sukurtos užduocˇiu˛ valdymo heterogenine˙je aplinkoje metodikos privalumai:
(a) pasiekti geresni taikomu˛ju˛ uždaviniu˛ rezultatai negu naudojant ankstesnes metodi-
kas;
(b) yra abstrakti ir gali bu¯ti pritaikoma daugeliui uždaviniu˛.
4. Tyrimo metu prieita išvados, kad tam tikras i˛ Grid i˛jungtu˛ resursu˛ heterogeniškumo lygis
visada išliks, de˙l skirtingos dalyviu˛ vidine˙s politikos ir ištekliu˛.
REZULTATAI
• Sukurtas užduocˇiu˛ valdymo i˛rankis „Sietas“ (žr. 3.4 skyreli˛).
• Sudarytas tipinis užduocˇiu˛ vykdymo modelis ir pasiu¯lyta metodika, kuri remiasi paramet-
riniu pavieniu˛ užduocˇiu˛ valdymu ir uždavinio skaicˇiavimo laiko apribojimu.
• Darbo metu sukaupta medžiaga ir tyrimu˛ rezultatai paskelbti:
– atspausdintas straipsnis ir perskaitytas pranešimas KTU konferencijoje „Informa-
cine˙s Technologijos 2007“;
– atspausdintas straipsnis ir perskaitytas pranešimas KTU konferencijoje „Informa-
cine˙s Technologijos 2008“;
– atspausdintas straipsnis ir perskaitytas pranešimas KU konferencijoje „Fundamen-
tiniai tyrimai ir inovacijos mokslu˛ sandu¯roje“ 2008 m.;
– 2008 m. perskaitytas pranešimas VVK konferencijoje „Innovative Infotechnologies
for Science, Business and Education“;
– priimtas pranešimas i˛ „4th EGEE User Forum“ 2009.
• Sukurta metodika naudojasi KTU Informaciniu˛ Technologiju˛ Ple˙tros Instituto kompiute-
riniu˛ sistemu˛ skyriaus darbuotojai.
• Išanalizuotas esamas ir prieinamas BalticGrid infrastruktu¯ros ir aplinkos veikimas;
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Užduocˇiu˛ valdymo i˛rankio „Sietas“ programinis kodas.
# ! / u s r / b i n / p e r l
# Easy i n t e r f a c e t o t h e Grid .
# S a u l i u s P e t r a u s k a s ( c ) 2008−2009
#
# Compat ib l e w i t h g L i t e 3 . 1
$ v e r s i o n = ’ v1 . 3 5 ’ ; # Produk to v e r s i j a .
# I r a n k i s s k i r t a s u z d a v i n i a m s p a l e i s t i Grid ’ e a u t o n o m i s k a i .
# U z d a v i n i a i a t s k i r i a m i k a t a l o g a i s . S i e t a s s i u n c i a v i s a
# k a t a l o g o archyva , t o d e l u z d a v i n i o s p e c i a l i a i p r i t a i k y t i
# n e r e i k i a .
# N u s t a t y m a i paga l n u t y l e j i m a :
$RT = 9 6 ; # 96 va landu proxy g a l i o j i m a s
$VO = ’ b a l t i c g r i d ’ ; # V i r t u a l i o r g a n i z a c i j a
$ v y k d y t i = ’ sh s a u l i u s . sh ’ ; # v y k d o m o j i komanda u z d u o c i a i s t a r t a v u s
$ r e z i a i = ’ 1 ,100 ’ ; # nuo 1 i k i n ( k o l kas t i k s v e i k i s k . )
$ r e z f i l e = ’ r e s ’ ; # r e z u l t a t u f a i l a s , k u r i s t u r i i˛ g r z t i
$ t i m e o u t = 6 0 ; # k i e k s e k u n d z i u ga l ima l a u k t i g L i t e
# valdymo komandos vykdymo
# −−−−−−−−−−−−−−−−
my ( $minr , $maxr ) ;
i f ( ($ARGV[ 0 ] eq ’ ’ ) | | ($ARGV[ 0 ] eq ’ h e l p ’ ) ) {
h e l p ( ) ;
e x i t ;
}
$ t i m e l e f t = voms_proxy_ in fo ( ) ;
i f ( $ t i m e l e f t < 1 ) {
p r i n t " I n i c i a l i z u o j a m a s voms−proxy ( p a l a u k i t e ~30 sek . ) . . . \ n " ;
v o m s _ p r o x y _ i n i t ( ) ; # j e i l i k o maziau n e i 1 va landa − p r a t e s i a m e proxy .
# pa lauk iame 30 s e k . kad i s v e n g t i k l a i d u d e l l a i k o s k i r t u m u :
s l e e p ( 3 0 ) ;
}
i f ($ARGV[ 0 ] eq ’ s t a t u s ’ ) {
s t a t u s ( ) ; # j e i " s t a t u s a l l " <− rodomas i r r e s u r s u p a s i s k i r s t y m a s
e x i t ;
} e l s i f ($ARGV[ 0 ] eq ’ a b o r t ’ ) {
a b o r t ( ) ; # a b o r t − n u t r a u k t i vykdomas u z d u o t i s
e x i t ;
}
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whi le ( p a r a m e t r a i ( ) ) { } # i v e d a m i / k e i c i a m i s i u n t i m o p a r a m e t r a i
i n i t _ v a r s ( ) ; # i n i c i a l i z u o j a m i darbu s a b l o n a i ( t e m p l a t e )
i f ( $ t i m e l e f t < ( $RT−2) ) { # s i u n t i m u i r e i k a l i n g a l a i k o a t s a r g a : 2 h .
p r i n t " I n i c i a l i z u o j a m a s voms−proxy ( p a l a u k i t e ~30 sek . ) . . . \ n " ;
# j e i l i k o maziau n e i $RT − 2 v a l a n d o s − p r a t e s i a m e VOMS proxy :
v o m s _ p r o x y _ i n i t ( ) ;
# pa lauk iame 30 s e k . kad i s v e n g t i k l a i d u d e l l a i k o s k i r t u m u
s l e e p ( 3 0 ) ;
}
s u b m i t _ j o b s ( ) ; # s i u n c i a m e u z d u o t i s
sub h e l p {
p r i n t " S i e t a s ( $ v e r s i o n ) g a l i m i p a r a m e t r a i : submit , s t a t u s , " .
" s t a t u s a l l , a b o r t , a b o r t s c h e d u l e d , h e l p \ n \ n " ;
}
sub vykdymas {
# g L i t e komandu vykdymas su k l a i d u t i k r i n i m u i r a p r i b o j i m u uzba ig imo l a i k u i
my $cmd = s h i f t ;
e v a l {
l o c a l $SIG{ALRM} = sub { d i e " a l a rm \ n " } ;
# j e i komanda " u z s t r i g s " , j o s vykdyma n u t r a u k s i m e po $ t i m e o u t s e k .
alarm $ t i m e o u t ;
$ r e t = j o i n ( ’ ’ , ‘ $cmd ‘ ) ;
alarm 0 ;
} ;
re turn $ r e t
}
sub v o m s _ p r o x y _ i n i t { # s u k u r i a proxy , g a l i o j a n t i $RT va landu
$_ =vykdymas ( " voms−proxy− i n i t −voms $VO −h o u r s $RT −v a l i d $RT : 0 2>&1" ) ;
i f ( / v a l i d u n t i l / ) {
re turn
}
d i e " Nepavyko i n i c i a l i z u o t i voms−proxy d e l : $ r e t \ n " ;
}
sub voms_proxy_ in fo {
$_ = vykdymas ( " voms−proxy−i n f o " ) ;





sub p a r a m e t r a i { # i n t e r a k t y v u s u z d a v i n i o parametru i v e d i m a s / k e i t i m a s
my $ok = ’ n ’ ;
( $minr , $maxr ) = s p l i t ( / , / , $ r e z i a i ) ;
p r i n t "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n " ;
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p r i n t " P a s i t i k r i n k i t e a r duomenys t e i s i n g i : \ n " ;
p r i n t " Bus vykdoma komanda : $ v y k d y t i \ n " ;
p r i n t " Bus s i u n c i a m a " . ( $maxr − $minr + 1) . " u z d u o c i u \ n " ;
p r i n t " I n t e r v a l a s : [ $minr , $maxr ] ; Z i n g s n i s : 1 \ n " ;
p r i n t " R e z u l t a t u f a i l a s : $ r e z f i l e \ n " ;
ask ( " S i u s t i ? [ y / n ] " , \ $ok ) ;
i f ( $ok ne ’ y ’ ) {
p r i n t " S iu n t i mo p a r a m e t r u k e i t i m a s : \ n " ;
ask ( " Komanda vykdoma u z d u o c i a i s t a r t a v u s : [ $ v y k d y t i ] " , \ $ v y k d y t i ) ;
a sk ( " Kokie argumento r e z i a i ? [ $ r e z i a i ] : " , \ $ r e z i a i ) ;
a sk ( " N u r o d y k i t e g raz inamu r e z u l t a t u f a i l a : [ $ r e z f i l e ] " , \ $ r e z f i l e ) ;
$ r e z i a i =~ s / [ ^ \ d \ , ] / / g ;





sub s u b m i t _ j o b s {
p r i n t " S iunc iamos u z d u o t y s i Gr id : \ n " ;
i f (− r ’ g r i d . j o b s ’ ) { # t e b e r a u z d u o c i u s a r a s a s
my $ok = ’ y ’ ;
ask ( " Like n e b a i g t u u z d u o c i u i s p r a e i t o s i u n t i m o . " .
" Ar t i k r a i n o r i t e s i u s t i n a u j a s ? " .
" ( Senos bus i s t r i n t o s i s o u t p u t / ! ) [ y / n ] " , \ $ok ) ;
i f ( $ok eq ’ n ’ ) {
p r i n t " P a s i r i n k o t e b a i g t i d a r b a . \ n " ;
e x i t
}
unl ink ( ’ g r i d . j o b s ’ )
}
‘ rm − r f o u t p u t / ‘ ; # t r i n a m a s r e z u l t a t u k a t a l o g a s !
c r e a t e _ a r c h i v e ( ) ; # archyvuo jam esamas k a t a l o g a s
i f ( $maxr < $minr ) { # p a t i k r i n i m e r e z i u s
p r i n t " I n t e r v a l a s n e i g i a m a s ! \ n " ;
e x i t
}
f o r ( $ i = $minr ; $ i <= $maxr ; $ i ++) {
my $ job = ’ ’ ;
# i t e r p i a m e i t e r a c i j a : ( ’ r y s y s . sh %d ’ )−>(’ r y s y s . sh 1 ’ ) , 2 , 3 . . .
my $komanda = s p r i n t f ( $vykdy t i , $ i ) ;
# i s t a t o m e r e i k s m e s i JDL s a b l o n a :
$ job = s p r i n t f ( $ j d l , $komanda , $i , $ i , $ i , $ i , $ r e z f i l e ) ;
open (O, "> g r i d . j d l " ) ;
p r i n t O $job ;
c l o s e (O) ;
# s i u n c i a m e i˛ u z d u o t i˛ Grid :
51
my $ r e t =vykdymas ( " g l i t e −wms−job−su bmi t −a −o g r i d . j o b s g r i d . j d l " ) ;
i f ( $ r e t =~ / S u c c e s s / ) {
p r i n t " Uzdav in io d a l i s $ i s e k m i n g a i i s s i u s t a ! \ n " ;
i f ( $ r e t =~ / \ n ( h t t p s : \ / \ / [ ^ \ n ] + ) / ) {
$ j o b i d = $1 ;
p r i n t " jobID : $ j o b i d \ n " ;
}
} e l s e {
p r i n t " Nepavyko i s s i u s t i d a l i e s $ i d e l $ r e t \ n " ;
}
s l e e p ( 3 ) # u z d e l s i m a s t a r p s i u n t i m u ( n e b u t i n a s )
}
}
sub s t a t u s {
i f ( ! −r ’ g r i d . j o b s ’ ) {
p r i n t " Uzduociu n e r a . \ n " ;
e x i t
}
my @ret = ‘ g l i t e −wms−job−s t a t u s −−n o i n t − i g r i d . j obs ‘ ;
my ( $run , $done , $sch , $ o t h e r , $ c l r , $ a b o r t , $ read , $ w a i t ) = ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ) ;
my %c l u s t e r s ; # r e s u r s u p a s i s k i r s t y m a s
my $ c l u s t _ i n t = 0 ;
foreach ( @ret ) {
# i f ( / S t a t u s i n f o f o r / ) { $ j i d = $_ ; }
i f ( / C u r r e n t S t a t u s : / ) {
i f ( / Running / ) { $run ++ }
e l s i f ( / Done / ) { $done++ }
e l s i f ( / Schedu led / ) { $sch ++ }
e l s i f ( / C l e a r e d / ) { $ c l r ++ }
e l s i f ( / Wa i t i ng / ) { $ w a i t ++ }
e l s i f ( / Ready / ) { $ r e a d ++ }
e l s i f ( / Abor ted / ) { $ a b o r t ++ } # ; p r i n t " a b o r t e d : $ j i d \ n " ; }
e l s e { $ o t h e r ++; } # $ o t h e r _ w h a t=$_ ; }
}
i f ( / D e s t i n a t i o n : + ( [ ^ : ] + ) : / ) {
$ c l u s t e r s { $1 }++; $ c l u s t _ i n t ++;
}
}
p r i n t " S t a t u s f o r j o b s : \ n " ;
p r i n t " Schedu led : $sch \ n " ;
p r i n t " Wai t i ng : $ w a i t \ n " ;
p r i n t " Ready : $ r e a d \ n " ;
p r i n t " Running : $run \ n " ;
p r i n t " F i n i s h e d : $done \ n " ;
p r i n t " C l e a r e d : $ c l r \ n " ;
p r i n t " Abor ted : $ a b o r t \ n " ;
p r i n t " Othe r : $ o t h e r \ n " ;
i f ( $done > 0) { # t r y t o g e t o u t p u t
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p r i n t " Downloading f i n i s h e d j o b s o u t p u t : \ n " ;
g e t _ o u t p u t ( ) ;
}
i f ( ( $ c l r > 0 ) && ( c o u n t _ j o b s ( ) == $ c l r ) ) { # b a i g t o s v i s o s u z d u o t y s
unl ink ( ’ g r i d . j o b s ’ ) ; # i s t r i n a m a s u z d u o c i u s a r a s a s
}
i f ($ARGV[ 1 ] eq ’ a l l ’ ) {
p r i n t " S t a t u s f o r c l u s t e r usage : \ n " ;
my @srt = s o r t { $b <=> $a } keys %c l u s t e r s ;
foreach ( @srt ) { # spausdinama vykdymo s t a t i s t i n e i n f o r m a c i j a
p r i n t f ( " %2d (%2. f %%) %s \ n " , $ c l u s t e r s { $_ } ,




sub a b o r t { # u z d u o c i u n u t r a u k i m a s
i f ( ! −r ’ g r i d . j o b s ’ ) {
p r i n t " Uzduociu n e r a . \ n " ;
e x i t
}
my $ok = ’ n ’ ;
my $uzd = ’ v i s u s ’ ;
i f ($ARGV[ 1 ] eq ’ s c h e d u l e d ’ ) {
$uzd = ’ s c h e d u l e d ’ ;
}
ask ( " Ar t i k r a i n u t r a u k t i ∗$uzd∗ u z d a v i n i u s ? [ y / n ] " , \ $ok ) ;
i f ( $ok ne ’ y ’ ) {
e x i t
}
my @ret = ‘ g l i t e −wms−job−s t a t u s −−n o i n t − i g r i d . j obs ‘ ;
my ( $run , $done , $sch , $ o t h e r , $ c l r ) = ( 0 , 0 , 0 , 0 , 0 ) ;
foreach ( @ret ) {
i f ( / S t a t u s i n f o f o r t h e Job : ( h t t p s : . ∗ ) / ) {
$ j o b i d = $1
}
i f ( / C u r r e n t S t a t u s : / ) {
i f ( ( ! / Done / ) && ( ! / C l e a r e d / ) && ( $uzd eq ’ v i s u s ’ ) ) {
push ( @abort , " $ j o b i d \ n " )
}
i f ( ( / Schedu led / ) && ( $uzd eq ’ s c h e d u l e d ’ ) ) {




open ( F , "> g r i d _ a b o r t . j o b s " ) ;
p r i n t F @abort ;
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c l o s e ( F ) ;
@ret = ‘ g l i t e −wms−job−c a n c e l −−n o i n t − i g r i d _ a b o r t . j obs ‘ ;
foreach ( @ret ) {
p r i n t " $_ " ;
}
p r i n t " a b o r t done \ n " ;
unl ink ( " g r i d _ a b o r t . j o b s " ) ;
}
sub c o u n t _ j o b s { # s k a i c i u o j a m e k i e k darbu s a r a s e
my $ c n t = −1;
open ( F , " g r i d . j o b s " ) ;
whi le ( <F >) {
$ c n t ++
}
c l o s e ( F ) ;
re turn $ c n t
}
sub g e t _ o u t p u t { # r e z u l t a t u p a r s i u n t i m a s
i f ( ! −d " o u t p u t " ) {
mkdir ( " o u t p u t " )
}
‘ g l i t e −wms−job−o u t p u t −−n o i n t − i g r i d . j o b s −−d i r o u t p u t 2 >/ dev / n u l l ‘
}
sub ask { # i n t e r a k t y v u s v a r t o t o j o a p k l a u s i m a s
$what = s h i f t ;
$where = s h i f t ;
p r i n t $what ;
my $ i n p u t = ’ ’ ;
$ i n p u t = <STDIN >;
chop ( $ i n p u t ) ; # nukerpamas n a u j o s e i l u t e s s i m b o l i s
i f ( $ i n p u t ) {
$$where = $ i n p u t ;
}
}
sub c r e a t e _ a r c h i v e {
unl ink ( " g r i d . t a r . gz " ) ;
# s u k u r i a m a s esamo k a t a l o g o a r c h y v a s ( be valdymo f a i l u )
my $arhcmd = ’ t a r c z f g r i d . t a r . gz ∗ ’ . ’ −−e x c l u d e =" s i e t a s . p l " ’ .
" −−e x c l u d e = \ " $ r e z f i l e \ " −−e x c l u d e = \ " g r i d . j o b s \ " −−e x c l u d e = \ " ∗ . j d l \ " " .
" −−e x c l u d e = \ " o u t p u t \ " " ;
‘ $arhcmd ‘ ;
}
sub i n i t _ v a r s { # JDL s a b l o n a s . 600 = 10 v a l . ( Naudo to jo r e i k a l a v i m a s )
$ j d l = <<EOFF
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E x e c u t a b l e = " / b i n / sh " ;
Arguments = "−c ’ / b i n / t a r z x f g r i d . t a r . gz ; rm −f g r i d . t a r . gz ; %s ’ " ;
S t d O u t p u t = " s t d o u t−%s . t x t " ;
S t d E r r o r = " s t d e r r−%s . t x t " ;
Inpu tSandbox = { " g r i d . t a r . gz " } ;
OutputSandbox = { " s t d o u t−%s . t x t " , " s t d e r r . t x t−%s " , "%s " } ;




# Pabaiga . s i e t a s . p l
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2 PRIEDAS







ce.bg.ktu.lt 119744 1470 1 734 32
test.ce.grid.vgtu.lt 1034500 2794 2 1396 20
grid.mii.lt 1026368 6004 2 3000 20
ce.cyf-kr.edu.pl 8166024 4671 4 2333 558
atomas.itpa.lt 2068196 1594 2 796 10
grid6.mif.vu.lt 7875396 4784 4 2393 76
ce.grid.vgtu.lt 255752 1871 1 935 15
kriit.eenet.ee 516156 4000 2 2000 6
grid9.mif.vu.lt 63839104 2834 64 1394 68
g03n02.pdc.kth.se 2058548 5583 1 2795 66
spektras.itpa.lt 2068196 1594 2 796 44
pupa.elen.ktu.lt 1033460 5985 2 3000 12
* Techniniai duomenys lentele˙je pateikiami apie viena˛ tipini˛ telkinio darbini˛ mazga˛ (WN).
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