Optimal vehicle dynamics control and state estimation for a low cost GNSS-based collision avoidance system by Katriniok, Alexander
Optimal Vehicle Dynamics Control and
State Estimation for a Low-Cost
GNSS-based Collision Avoidance System
Von der Fakultät für Maschinenwesen der Rheinisch-Westfälischen
Technischen Hochschule Aachen zur Erlangung des akademischen
Grades eines Doktors der Ingenieurwissenschaften
genehmigte Dissertation
vorgelegt von
Alexander Katriniok
Berichter: Univ.-Prof. Dr.-Ing. Dirk Abel
Prof. Dr.-Ing. habil. Ansgar Trächtler
Tag der mündlichen Prüfung: 24. Oktober 2013
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek
online verfügbar.

Fortschritt-Berichte VDI
Optimal Vehicle
Dynamics Control and
State Estimation for
a Low-Cost GNSS-based
Collision Avoidance
System
Dipl.-Inf. Alexander Katriniok,
Aachen
Reihe 8
Mess-, Steuerungs-
und Regelungstechnik
Nr. 1 230
BERICHTE AUS DEM
INSTITUT FÜR
REGELUNGSTECHNIK
RWTH AACHEN
Bibliographische Information der Deutschen Bibliothek
Die Deutsche Bibliothek verzeichnet diese Publikation in der Deutschen Nationalbibliographie;
detaillierte bibliographische Daten sind im Internet unter http://dnb.ddb.de abrufbar.
Bibliographic information published by the Deutsche Bibliothek
(German National Library)
The Deutsche Bibliothek lists this publication in the Deutsche Nationalbibliographie
(German National Bibliography); detailed bibliographic data is available via Internet at
http://dnb.ddb.de.
© VDI Verlag GmbH · Düsseldorf 2014
Alle Rechte, auch das des auszugsweisen Nachdruckes, der auszugsweisen oder vollständigen Wiedergabe
(Fotokopie, Mikrokopie), der Speicherung in Datenverarbeitungsanlagen, im Internet und das der Übersetzung, 
vorbehalten.
Als Manuskript gedruckt. Printed in Germany.
ISSN 0178-9546
ISBN 978-3-18-523008- 0
D 82 (Diss. RWTH Aachen University, 2013)
Katriniok, Alexander
Optimal Vehicle Dynamics Control and State Estimation for a Low-Cost
GNSS-based Collision Avoidance System
Fortschr.-Ber. VDI Reihe 8 Nr. 1230. Düsseldorf: VDI Verlag 2014.
208 Seiten, 65 Bilder, 14 Tabellen.
ISBN 978-3-18-523008-0, ISSN 0178-9546,
¤ 71,00/ VDI-Mitgliederpreis ¤ 63,90.
Keywords: Collision avoidance – Autonomous vehicle guidance – Intelligent transportation systems
– Navigation systems – Vehicle state estimation – Vehicle dynamics control – Optimal control –
Adaptive control – Model predictive control – Adaptive estimation
This dissertation deals with the investigation and experimental evaluation of a concept for conducting
autonomous evasion maneuvers in the context of a global navigation satellite system (GNSS)
based automotive collision avoidance system. Thereby, this contribution focuses on the aspects of
navigation, vehicle state estimation and vehicle control. The proposed concept is based on a low-
cost GNSS receiver while previous publications commonly rely on centimeter -precision navigation
systems. As the driver should generally be able to avoid an accident by himself, an autonomous
intervention should take place as late as possible. Thus, the presented algorithms have to be
designed for the application at high horizontal accelerations and at the limits of vehicle handling
respectively. This thesis introduces an appropriate estimation and model predictive control
approach to achieve this aim. Finally, experimental results prove the feasibility of the proposed
concept.
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Abstract
The context of this dissertation is the investigation and experimental
evaluation of a global navigation satellite system (GNSS) based auto-
motive collision avoidance system in the scope of the project Galileo
above. While the application of collision avoidance comprises a variety
of research topics, this thesis focuses on the issues of navigation, vehicle
state estimation and vehicle guidance at the handling limits. The main
aim of this thesis is to investigate and implement a concept for conduct-
ing autonomous evasion maneuvers based on a low-cost GNSS receiver
(absolute horizontal position accuracy of about 4m) and inertial sen-
sors. In previous publications, centimeter-precision high-cost navigation
systems (absolute horizontal position accuracy in the centimeter range)
have commonly been employed for this purpose.
To solve the navigation task, a navigation concept based on relative po-
sitioning is introduced that is appropriate for evasion maneuvers having
high horizontal accelerations greater than 7 m/s2. Vehicle state estima-
tion is related to determining key drive dynamic vehicle states (espe-
cially the longitudinal and lateral velocity at the center of gravity) which
can generally not be measured using series production sensors but are
required for the considered control concept. The estimator is designed
in such a way that these vehicle states can be determined appropriately
even at the handling limits. Furthermore, the concept allows for be-
ing adaptive with respect to uncertainties in the tire-road contact. As
the evasion path respectively trajectory is considered to be given over
a finite time horizon and physical constraints like actuator limitations
and the tire-road friction limit are taken into account, a model pre-
dictive control scheme is employed to guide the vehicle autonomously.
Besides the discussion of the proposed algorithms, experimental results
are presented and evaluated.
X Zusammenfassung
Zusammenfassung
Der Kontext dieser wissenschaftlichen Arbeit ist die Erforschung und
experimentelle Evaluierung eines auf einem Satellitennavigationssystem
(GNSS, Global Navigation Satellite System) basierendem Kollisions-
vermeidungssystem für Personenkraftwagen im Rahmen des öffentlich
geförderten Forschungsprojekts Galileo above. Während die Kollisions-
vermeidung eine Vielzahl an Forschungsthemen umfasst, fokussiert sich
die vorliegende Dissertation dabei auf die Schwerpunkte der Navigati-
on, Fahrzustandsschätzung und Fahrzeugführung im fahrdynamischen
Grenzbereich. Ziel der wissenschaftlichen Arbeit ist dabei, autonome
Ausweichmanöver auf Basis eines low-cost GNSS-Empfängers (absolute
horizontale Positionsgenauigkeit von ca. 4m) und Inertialsensorik dar-
stellen zu können. In Vorarbeiten kommen dagegen meist hochgenaue,
kostenintensive Navigationssysteme (absolute horizontale Positionsge-
nauigkeit im Bereich weniger Zentimeter) zum Einsatz.
Zur Lösung der Navigationsaufgabe wird ein Ansatz präsentiert, der auf
Basis von Relativpositionierung für Ausweichmanöver mit hohen Hori-
zontalbeschleunigungen von mehr als 7 m/s2 geeignet ist. Die Fahrzu-
standsschätzung ermittelt die Fahrzustände (insbesondere die longitudi-
nale und laterale Schwerpunktgeschwindigkeit), die mit konventionellen
Sensoren nicht direkt messbar jedoch zur Umsetzung des verwendeten
Regelungskonzepts notwendig sind. Der entworfene Schätzer ist dabei
so ausgelegt, dass sowohl die fahrdynamischen Größen im Grenzbereich
adäquat ermittelt werden als auch eine Adaption an Unsicherheiten im
Rad-Straße-Kontakt stattfinden kann. Zur autonomen Fahrzeugführung
im Grenzbereich wird ein modellprädiktiver Regelungsansatz verfolgt,
da zum einen die Ausweichbahn bzw. -trajektorie a prioi bekannt ist,
zum anderen aber auch Aktorbeschränkungen und die Haftreibungs-
grenze zwischen Rad und Straße explizit berücksichtigt werden sollen.
Neben der Diskussion der methodischen Ansätze werden die erzielten
experimentellen Ergebnisse vorgestellt und evaluiert.
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1 Introduction
1.1 Motivation
While the number of road fatalities in the European Union (EU) has
decreased by about 45% from 2000 to 2010, there are still more than
31.000 people who died in road accidents in 2010, see [7]. For this reason,
the European Union (EU) has launched its new road safety programme
having the main objective to reduce the number of road fatalities by
50% from 2011 to 2020, see [8]. Passive safety systems like seat belts,
airbags or constructive measures, which aim at protecting the vehicle
occupants from serious injuries when an accident is going to happen, are
already part of almost each vehicle. Therefore, the European road safety
programme 2010 puts a special emphasis on advanced driver assistance
systems (ADAS) respectively active safety systems (a subclass of ADAS)
that actively support the driver in preventing accidents and are thus
supposed to be able to significantly contribute to further reduce the
number of road fatalities.
Focusing on Germany, Figure 1.1 illustrates that the absolute number of
road fatalities shows a declining trend since the 1970s while the number
of road vehicles has increased by more than 200% simultaneously. Be-
sides passive safety systems, especially the introduction of active safety
systems like anti-lock braking systems (ABS) in the late 1970s or elec-
tronic stability controls (ESC) in 1995, which are employed to stabilize
the ego-vehicle (i.e. the vehicle under consideration that employs the
active safety system) in critical driving situations, has made this trend
possible, see [10]. In the last decade, ADAS like lane departure warning
(LDW) or lane keeping support (LKS) systems that warn the driver
from leaving the lane respectively intervene by steering back into the
lane have been implemented in new vehicles. As statistics in [9] show
that more than 60% of all road accidents in Germany are caused by
collisions between vehicles, collision warning (CW), collision mitigation
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Figure 1.1: Road fatalities and road vehicles in Germany along with the
introduction of ADAS from 1953 to 2012 (derived from [9,10])
(CM) and even collision avoidance (CA) systems are currently focused
to improve road safety. These systems that warn the driver and inter-
vene by partial or full braking maneuvers when an accident is imminent
have already been implemented in modern passenger vehicles in recent
years. ADAS that even conduct autonomous evasion maneuvers are
currently still in conflict with the Vienna Convention on Road Traffic
1968 which claims that the driver has always full supervision of the ve-
hicle. Nonetheless, these ADAS are part of several research projects, see
e.g. [1] and [10], which contribute to the development of new innovative
ADAS.
In order to be generally capable of avoiding road accidents by warn-
ing the driver or even by autonomous interventions, a reliable knowl-
edge of the ego-vehicle’s position relative to its environment is essential.
Contrarily, the development of innovative ADAS is often restricted by
the limited detection range and the limited usability of commonly em-
ployed, cost-optimized sensors (e.g. camera, LiDAR or radar sensors)
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under various environmental conditions. In this regard, a significant
improvement can be achieved by the additional use of global naviga-
tion satellite systems (GNSS) in combination with digital road maps
and vehicle-to-vehicle (V2V) communication, see [11, 12]. When these
systems complement each other, accuracy, reliability as well as avail-
ability can significantly be improved and the detection range decisively
be extended.
Motivated by the improvements that can be gained through GNSS-
based ADAS, a GNSS-based CA system has been subject of research
at RWTH Aachen University in the scope of the project Galileo above
which has been funded by the Federal Ministry of Economics and Tech-
nology, see [1]. These research activities have been conducted by the
Institute of Automatic Control in cooperation with the Institute of Au-
tomotive Engineering (ika). The intended behavior of CA is to keep
track of the surrounding environment and to perform an autonomous
emergency braking or evasion maneuver if the driver does not react
appropriately in time. Regarding research topics, the application can
basically be subdivided into sensor fusion (estimation of relevant ego-
vehicle states and the recognition of the surrounding environment), ma-
neuver coordination (decision for driver warning, emergency braking or
evasive maneuver), path/trajectory planning (computation of a feasible,
collision-free (time-dependent) evasion path) and vehicle control (lon-
gitudinal and lateral vehicle guidance at the handling limits along an
evasion path/trajectory). This thesis mainly focuses on sensor fusion
(regarding the ego-vehicle) and vehicle control issues assuming that an
evasion maneuver has to be conducted and the time of intervention as
well as the evasion path/trajectory are a priori known. As the CA sys-
tem is supposed to intervene as late as possible to permit the driver
to avoid accidents by himself, these algorithms have to be capable of
being applied at the vehicle handling limits. Thus, this contribution
deals with a concept for autonomous driving at the handling limits in
the context of autonomous evasion maneuvers rather than the entire
application of CA. In the following, an overview of the thesis’ main
contribution is given.
4 1 Introduction
1.2 Aim of the Thesis
The main aim of this thesis is to investigate, implement and experimen-
tally evaluate a concept for GNSS-based autonomous vehicle guidance
at the handling limits in the context of autonomous evasion maneuvers
using low-cost sensors. Thereby, the term low-cost has to be seen in
a research context rather than referring to low-cost series production
sensors in automotive industry. In particular low-cost refers to an ex-
perimental setup comprising a single antenna, single frequency GNSS
receiver, micro-electro-mechanical systems (MEMS) based inertial sen-
sors (i.e. accelerometers and gyroscopes) as well as series production
on-board sensors which e.g. provide information on the wheel speeds.
In literature, GNSS-based navigation concepts for autonomous vehicle
guidance at the handling limits commonly rely on centimeter-precision
real-time kinematic Global Positioning System (RTK-GPS) aided nav-
igation systems [13,14] which are highly cost-intensive. Contrarily, [15]
employs series production sensors and proposes to numerically integrate
the estimated longitudinal and lateral vehicle velocity with respect to a
local maneuver reference frame to obtain a navigation solution without
any aiding measurement. This approach, also known as dead reckoning,
might suffer from increasing positioning errors in time due to open-loop
integration, e.g. a longitudinal or lateral velocity error of just 0.1 m/s
causes a systematic position error of 0.5 m for a maneuver having a
duration of 5 s.
This thesis demonstrates that autonomous evasion maneuvers at the
handling limits are feasible when using a low-cost GNSS, having an ab-
solute horizontal position accuracy of 4.1 m at a 95.4% confidence level
(2σ), and a MEMS-based inertial measurement unit (IMU) for nav-
igation purposes. The achievable navigation performance can be seen
superior to dead reckoning approaches and as an appropriate alternative
to highly cost-intensive navigation systems when considering relative in-
stead of absolute positioning. The entire concept for autonomous eva-
sion maneuvers at the handling limits has not been investigated so far
and can be seen as the main contribution of this dissertation. Thereby,
the main emphasis of this thesis is put on sensor fusion, i.e. aggregat-
ing multiple sensor information in the context of navigation and vehicle
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state estimation, and vehicle control algorithms. Consecutively, a brief
outline of the main research topics as well as the contribution compared
to previous published approaches is given.
Navigation basically deals with the estimation of the ego-vehicle’s pose
in terms of position, velocity and attitude. As inertial navigation sys-
tems (INS) suffer from increasing navigation errors in time due to
the open-loop integration of inertial sensors (i.e. accelerometers, gy-
roscopes) or other motion-sensing devices, this thesis considers an ap-
proach that complements an INS with GNSS. In literature, this concept
is known as the integration of GNSS and INS or as GNSS/INS integra-
tion, see [16]. In this contribution, a linearized Kalman filter [17] based
approach that complements a MEMS-based IMU with a low-cost GNSS
will be considered. This integration is based on the navigation solu-
tion (i.e. position and velocity) provided by the GNSS receiver which
is known as loosely coupled GNSS/INS integration, see [16]. To im-
prove the estimated heading, the author proposes to incorporate the
GNSS course angle (i.e. the direction of travel) as aiding measurement
when driving almost straight. In order to assess the requirements on
the navigation solution for autonomous evasion maneuvers, a require-
ment analysis is carried out. In this context, only relative positioning
with respect to the initial maneuver position turns out to be feasible.
To fulfill all the specified requirements, an appropriate navigation con-
cept is introduced. The main idea is to calibrate the MEMS-based IMU
during normal operation (i.e. to estimate and finally compensate sen-
sor biases) and mainly rely on the calibrated INS during the evasive
maneuver. Therefore, the navigation filter is still operated closed-loop
to avoid significant sensor drifts but with an appropriately decreased
weight on the GNSS measurements.
Vehicle state estimation is related to determining key drive dynamic
states such as the yaw rate, the longitudinal and lateral velocity at the
center of gravity (CG) which are required to apply the considered vehi-
cle control algorithms. While the yaw rate can generally be measured
directly using series production sensors, this is commonly not the case
for the vehicle’s longitudinal and lateral velocity at CG when not us-
ing cost-intensive sensors. Although the navigation filter provides the
vehicle’s velocity and attitude, its accuracy is not sufficient to derive
an appropriate estimate of the longitudinal and lateral velocity at CG,
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especially at the vehicle handling limits. Therefore, these states are
determined by an additional EKF-based estimator that relies on a dy-
namic vehicle model. The estimator is designed in such a way that it
is capable of adapting the tire model by scaling tire forces to account
for uncertainties in the tire-road contact. For the purpose of adapta-
tion, two additional estimator states are introduced. As the estimation
problem becomes ill-conditioned when having low excitation, a major
contribution can be seen in assessing the local observability as well as
handling the loss of observability. Furthermore, the filter employs the
horizontal velocity at CG resulting from the navigation filter instead
of wheel speeds as aiding measurement. Especially the independence
from wheel slip and the achievable accuracy of GNSS-based velocity
measurements, e.g. 0.05m/s at a 68.3% confidence level (1σ) for the
Global Positioning System (GPS) [18], promise a gain in estimation per-
formance. Furthermore, it allows for an improved estimation of further
vehicle states like the longitudinal tire slip.
In order to guide the vehicle along an evasion path/trajectory, an ap-
propriate vehicle control approach is required. As the evasion path/tra-
jectory is considered to be given over a finite time horizon and physical
constraints like actuator limitations and the tire-road friction limit are
into account, a model predictive control (MPC) scheme [19, 20] is in-
vestigated. In the scope of this thesis, a steering-only path following
controller and a steering/braking trajectory following controller will be
introduced. Both controllers employ successive linearizations of the
nonlinear prediction model, thus obtaining linear time-varying MPC
(LTV-MPC) control schemes. While similar LTV-MPC strategies (see
e.g. [13]) are not always able to guide and stabilize the vehicle in the
nonlinear tire region, both controllers are capable of handling the limits
of static friction. For the steering-only controller, the potential of using
the vehicle state estimator’s adaptation states to adapt the controller’s
internal plant model as well is studied, thus resulting in an adaptive
LTV-MPC control scheme which has not been examined in previous
publications. The steering/braking controller is designed in the sense of
an integrated vehicle dynamics control approach employing the wheel
steering angle and the vehicle’s longitudinal deceleration (in contrast
to differential braking in [21]) as control inputs. Finally, a disturbance
estimator is proposed to compensate steady-state offsets of the lateral
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displacement from the evasion path. These steady-state offsets result
from orientation errors which act as a ramp disturbance on the con-
trolled output. This issue is mentioned in [13] but has not been solved
yet.
To evaluate the sensor fusion as well as vehicle control algorithms out-
lined above, experimental tests have been carried out. These investigate
the real-time capability of the introduced concepts as well as their esti-
mation respectively control performance for maneuvers at the handling
limits. Finally, the feasibility of low-cost GNSS-based autonomous driv-
ing and thus the interaction of the proposed algorithms is examined.
1.3 Structure
In the following, chapter 2 introduces the basics of vehicle dynamics,
tire modeling and relative kinematics of the vehicle and an evasion path.
Furthermore, the experimental setup (i.e. the test vehicle and its sen-
sors and actuators) and a survey of the software components that are
required for the GNSS-based CA system as well as their potential fields
of research are considered. Then, the chapter narrows the survey down
to the main focus of GNSS-based autonomous driving at the handling
limits. The thesis’ main research topics navigation, vehicle state es-
timation and vehicle control are discussed in chapter 3, 4 and 5. A
detailed analysis of experimental vehicle control results is conducted in
chapter 6. Finally, this thesis ends up with a conclusion and provides
an outlook for future work.
8 2 Preliminaries
2 Preliminaries
2.1 Vehicle Dynamics and Relative Kinematics
2.1.1 Vehicle Modeling
This section provides a basic introduction to longitudinal and lateral
vehicle dynamics, tire modeling as well as relative kinematics of the
vehicle and the evasion path. These modeling approaches are required
for the purpose of vehicle state estimation and vehicle control. The level
of detail for modeling longitudinal and lateral vehicle dynamics ranges
from multi-body vehicle models to a simplified single-track model, see
[22]. To reduce the computational complexity and to allow for a real-
time execution of sensor fusion and vehicle control algorithms, simplified
vehicle models like single- or two-track models are applied in the scope
of this thesis. These are introduced consecutively.
2.1.1.1 Single-track Model
The single-track model is a simplified approach to describe horizontal
vehicle dynamics. In particular, the two tires of an axle are reduced
to a single one, thus obtaining a bicycle-like vehicle. In literature, the
single-track model does not refer unambiguously to a particular math-
ematical representation but is commonly used in the scope of lateral
vehicle dynamics. Hereafter, it will be employed to model pure lateral
as well as combined longitudinal and lateral vehicle dynamics. In this
section, a nonlinear single-track model according to [23] is introduced.
The corresponding free-body diagram is illustrated in Figure 2.1. In
this regard, it is assumed that the height of CG is zero, thus neglecting
roll and pitch dynamics, and that rolling resistances, aerodynamic drag
as well as road bank and grade are negligible.
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Figure 2.1: Free-body diagram of the single-track model
Newton-Euler equations (2.1)-(2.2) describe the longitudinal and lateral
momentum with respect to CG in the vehicle reference frame. Yaw
dynamics, i.e. the rotational degree of freedom with respect to the
vertical vehicle axis, are modeled by (2.3).
m(v˙x − ψ˙vy) = Fx,f cos(δ) + Fx,r − Fy,f sin(δ) (2.1)
m(v˙y + ψ˙vx) = Fy,f cos(δ) + Fy,r + Fx,f sin(δ) (2.2)
Jzψ¨ =
(
Fy,f cos(δ) + Fx,f sin(δ)
)
lf − Fy,rlr (2.3)
Thereby, vx denotes the longitudinal velocity at CG, vy the lateral ve-
locity at CG, ψ˙ the yaw rate, δ the wheel steering angle, m the vehicle
mass, Jz the mass moment of inertia with respect to the vertical axis
and lf respectively lr the distance between CG and the front respec-
tively rear axle. Tire forces Fx,i and Fy,i with i ∈ {f,r} at the front
(f) respectively the rear axle (r) are determined using a nonlinear tire
model that is introduced in section 2.1.2. In literature, the angle β
between the longitudinal and lateral velocity is known as the vehicle
sideslip angle
β = arctan
(
vy
vx
)
, (2.4)
10 2 Preliminaries
see [23]. Although this contribution describes vehicle dynamics with
respect to vx and vy, a formulation in terms of the vehicle sideslip angle
β and the horizontal velocity vCG at CG is used in other contributions
as well. Furthermore, the reader should be aware that all definitions
that are related to vehicle dynamics in the scope of this thesis refer to
driving forward.
2.1.1.2 Two-track Model
Due to its simplifications, the single-track model does not allow to ac-
count for the tire forces at each wheel. This might result in severe
modeling errors, e.g. in situations with different tire-road friction coef-
ficients (i.e. µ-split situations), see [22]. If individual tire forces have to
be considered, the two-track model is an appropriate choice. To incorpo-
rate load transfer due to steering and braking into the vehicle model, a
common approach in literature is to determine the steady-state vertical
load at each tire in dependence of the longitudinal and lateral acceler-
ation at CG, see [23]. In this way, vertical vehicle dynamics as well as
roll and pitch motion can be neglected, thus simplifying the resulting
vehicle model (2.5)-(2.7) which considers three degrees of freedom. As
for the single-track model, rolling resistances, aerodynamic drag as well
as road bank and grade are considered to be negligible.
m(v˙x − ψ˙vy) = (Fx,fl + Fx,fr) cos(δ)− (Fy,fl + Fy,fr) sin(δ) (2.5)
+ Fx,rl + Fx,rr
m(v˙y + ψ˙vx) = (Fy,fl + Fy,fr) cos(δ) + (Fx,fl + Fx,fr) sin(δ) (2.6)
+ Fy,rl + Fy,rr
Jzψ¨ = (Fx,rr − Fx,rl) twr2 − (Fy,rl + Fy,rr)lr (2.7)
+
(
(Fx,fr − Fy,fl) cos(δ) + (Fy,fl − Fy,fr) sin(δ)
) twf
2
+
(
(Fy,fl + Fy,fr) cos(δ) + (Fx,fl + Fy,fr) sin(δ)
)
lf
Particularly, (2.5)-(2.6) describe the longitudinal and lateral momentum
with respect to CG while (2.7) accounts for yaw dynamics. Compared
to the single-track model, it can be recognized that the two-track model
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Figure 2.2: Free-body diagram of the two-track model
contains the longitudinal tire forces Fx,i and lateral tire forces Fy,i with
i ∈ {fl,fr,rl,rr} at the front left (fl), front right (fr), rear left (rl) and
rear right (rr) wheel. The applied tire model as well as the incorporation
of load transfer is outlined in the following. Furthermore, twf and twr
denote the track width at the front and rear axle respectively.
2.1.2 Tire Modeling
2.1.2.1 Longitudinal Slip
Longitudinal and lateral tire forces in (2.1)-(2.3) and (2.5)-(2.7) are ob-
tained through a tire model that is described consecutively. As this tire
model relies on the longitudinal slip respectively sideslip, these terms
are introduced first. Thereby, longitudinal slip as well as sideslip depend
on the wheel velocities vwx and vwy in the wheel reference frame (xw, yw)
that has its origin in center of the tire contact patch, see Figure 2.3.
In particular, the longitudinal tire slip is defined as the difference of
the longitudinal velocity vwx of the (actual) wheel (transmitting longi-
tudinal forces) and the longitudinal velocity vwx,free of the (virtual) free
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Figure 2.3: Velocities in the wheel reference frame
rolling (passive) wheel, see [23]. This relative velocity results from the
longitudinal deformation of the tire patch which causes a sheer stress
and thus a longitudinal reaction force. The longitudinal slip ratio λi
at tire i which is one of the primary quantities to compute longitudinal
tire forces can be expressed as
λi =
1−
vwx,i,free
vw
x,i
, vwx,i − vwx,i,free ≥ 0 (acceleration slip)
vwx,i
vw
x,i,free
− 1 , vwx,i − vwx,i,free < 0 (braking slip),
(2.8)
while λi is positive for accelerating and negative for braking, see [23].
For the two-track model, vwx,i,free at the front axle can be determined by
transferring the velocity vector at CG to the corresponding wheel and
rotating the resulting vector to the wheel fixed reference frame, i.e.
vwfl/fr,x,free = (vx ∓
twf
2 ψ˙) cos(δ) + (vy + lf ψ˙) sin(δ). (2.9)
Likewise, for the velocities of the free rolling wheels at the rear axle
holds
vwrl/rr,x,free = vx ∓
twr
2 ψ˙. (2.10)
As these quantities are consecutively not required when using the single-
track model, the corresponding velocities are omitted for reasons of
clarity.
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2.1.2.2 Sideslip
According to [23] and as depicted in Figure 2.3, the tire sideslip angle α
is defined as the angle between the velocity vector vw,T = [vwx , vwy ] and
the longitudinal wheel axis xw in the wheel reference frame, i.e.
α = − arctan
(
vwy
vwx
)
. (2.11)
The sideslip angle results from the deformation of the tire contact patch
in the lateral direction. The corresponding shear stress in the tire patch
induces the lateral reaction force. Thus, the sideslip angle is one of the
primary quantities when modeling tire side forces. In order to be used
in the single-track model, the sideslip angles αf at the front and αr at
the rear axle have to be expressed in dependence of the vehicle states
vx, vy and ψ˙ as well as the wheel steering angle δ, thus yielding
αf = δ − arctan
(
vy + lf ψ˙
vx
)
, (2.12)
αr = − arctan
(
vy − lrψ˙
vx
)
. (2.13)
For the two-track model, these quantities at the front left (fl), front
right (fr), rear left (rl) and rear right (rr) tire can be expressed as
αfl/fr = δ − arctan
(
vy + lf ψ˙
vx ∓ 0.5 · twf ψ˙
)
, (2.14)
αrl/rr = − arctan
(
vy − lrψ˙
vx ∓ 0.5 · twrψ˙
)
. (2.15)
2.1.2.3 Longitudinal Tire Forces
When accounting for vehicle dynamics at the handling limits, a nonlin-
ear tire model describing the longitudinal respectively lateral tire forces
in dependence of longitudinal tire slip respectively sideslip is required.
Furthermore, the regions of static and sliding friction should be taken
into account. In literature, the Pacejka Magic Formula tire model [24]
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Figure 2.4: Pacejka Magic Formula tire model: Longitudinal tire forces
is frequently employed for this purpose. This semi-empirical tire model
describes the steady-state tire force when having pure longitudinal slip
respectively pure sideslip. An example of this tire model showing the
longitudinal tire force Fx,i in dependency on the longitudinal slip ra-
tio λi is depicted in Figure 2.4. In particular, region 2 corresponds to
the (stable) slip interval of static friction, i.e. an increased longitudinal
slip ratio λi results in an increased tire force Fx,i until a maximum tire
force Fx,i,max is reached according to Coulomb’s law of friction. When
increasing the tire slip any further, the tire force decreases as the tire’s
sheer stress cannot be supported by the road any more. Consequently,
the tire enters (unstable) region 3 of sliding friction. The same principle
holds for negative values of the longitudinal tire slip.
With regard to [24] and assuming a curve which is point-symmetric with
respect to the origin, the longitudinal tire force for pure longitudinal
slip, i.e. no lateral forces are applied at the tire, can be expressed as
Fx,i = Dx,i · fx,i (2.16)
fx,i = sin[Cx,i arctan{Bx,iλi − Ex,i(Bx,iλi − arctan(Bx,iλi))}]
where λi denotes the longitudinal slip ratio at tire i as introduced in
(2.8). Thereby, Bx,i influences the curve’s slope at the origin, Cx,i de-
notes the shape factor, Dx,i the maximum feasible longitudinal tire force
and Ex,i defines the curvature near the maximum/minimum tire force
2.1 Vehicle Dynamics and Relative Kinematics 15
Fx,i,max/min as well as the maximum/minimum slip ratio λi,max/min it-
self. Actually, these parameters have to be identified for the particular
tire through experimental tests.
Instead of a pure data-driven identification, these parameters have been
chosen according to their physical interpretation. Cx,i is assigned to 1.65
as it is recommended in [24]. According to Coulomb’s law of friction,
the maximum tire force is assumed to be proportional to the maximum
tire-road friction coefficient µ and the vertical tire load Fz,i, i.e.
Dx,i = µFz,i. (2.17)
While Dx,i can vary due to load transfer (see section 2.1.2.6) and a
changing friction coefficient, Bx,i is determined once in dependence of
Dx,i,nom (i.e. for the nominal tire load and a nominal friction coefficient)
and Cx,i, i.e.
Bx,i =
cλi
Cx,i ·Dx,i,nom (2.18)
where
cλi =
∂Fx,i
∂λi
∣∣∣∣
λi=0
(2.19)
corresponds to the nominal longitudinal tire stiffness cλi for λi = 0, see
[23]. Finally, Ex,i is calculated in dependence of λi,max, i.e.
Ex,i =
Bx,i · λi,max − tan
(
pi
2Cx,i
)
Bx,i · λi,max − arctan(Bx,i · λi,max) . (2.20)
A good estimate of cλi as well as λi,max can be obtained through pa-
rameter identification in experimental tests.
2.1.2.4 Lateral Tire Forces
Similar to the computation of longitudinal tire forces, the lateral tire
forces at pure cornering, i.e. no longitudinal forces are applied at the
tire, are obtained using the Pacejka tire model. Figure 2.5 depicts an
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Figure 2.5: Pacejka Magic Formula tire model: Lateral tire forces
example for the lateral tire force Fy,i as a nonlinear function of the
sideslip angle αi. Similar to longitudinal tire forces, the same principle
of static and sliding friction holds for increasing/decreasing the sideslip
angle to a maximum/minimum value αi,max/min.
Thus, the lateral tire force at pure cornering can be expressed in depen-
dence of the sideslip angle αi as
Fy,i = Dy,i · fy,i (2.21)
fy,i = sin[Cy,i arctan{By,iαi − Ey,i(By,iαi − arctan(By,iαi))}]
where By,i, Cy,i, Dy,i and Ey,i can be interpreted in the same way
as discussed in section 2.1.2.3. As far as the parameterization is con-
cerned, Cy,i is set to 1.3 as advised in [24]. Furthermore, the maximum
lateral tire force is assigned by applying Coulomb’s law of friction, thus
yielding
Dy,i = µFz,i. (2.22)
With regard to [24], for By,i holds
By,i =
cαi
Cy,i ·Dy,i,nom (2.23)
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where Dy,i,nom depends on the nominal tire load and friction coefficient
and
cαi =
∂Fy,i
∂αi
∣∣∣∣
αi=0
(2.24)
denotes the nominal cornering stiffness cαi for αi = 0 rad, see [23].
Finally, Ey,i is determined according to (2.20) in dependence of αi,max,
i.e.
Ey,i =
By,i · αi,max − tan
(
pi
2Cy,i
)
By,i · αi,max − arctan(By,i · αi,max) . (2.25)
As for the longitudinal tire forces, particular values of cαi and αi,max/min
can been gained in experimental tests.
2.1.2.5 Combined Slip
An extension of the Pacejka tire model that allows for considering com-
bined slip, i.e. the simultaneous transmission of longitudinal and lateral
tire forces, is proposed in [24]. As this approach requires additional
parameters to be identified, a simplified concept according to [25] is
employed in this contribution that is independent from the particular
tire model. Thereby, the required model parameters are reduced to a
minimum. Let Fy,i,0 denote the lateral tire force at pure cornering with
regard to (2.21). As illustrated in Figure 2.6, the lateral tire force Fy,i
for combined slip can be determined by reducing Fy,i,0 depending on the
transmission of longitudinal forces in accordance to the friction ellipse,
i.e.
Fy,i = Fy,i,0
√
1−
(
Fx,i
Fx,i,max
)2
. (2.26)
If longitudinal tire forces are determined by employing the Pacejka tire
model, (2.26) can further be simplified to
Fy,i = Fy,i,0
√
1− fx,i2 (2.27)
as Fx,i = Fx,i,max · fx,i holds with respect to (2.16).
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2.1.2.6 Nominal Tire Load and Load Transfer
As previously indicated, the dynamic tire load is determined in depen-
dence of the longitudinal and lateral acceleration at CG. In this way,
vertical vehicle dynamics as well as roll and pitch motion can be ne-
glected in the vehicle model. As far as the tire model is concerned, the
vertical tire load Fz,i defines the Pacejka parameters Dx,i and Dy,i. In
the following, the particular computation of Fz,i is introduced for the
single-track as well as the two-track model.
While roll motion cannot be considered in the single-track model (due to
the reduction to a single track), pitch motion is neglected consecutively.
Thus, only the nominal tire load Fz,i with i ∈ {f,r} at the front and the
rear axle is relevant for the subsequent considerations. These quantities
are obtained by
Fz,f =
m · g · lr
lf + lr
, Fz,r =
m · g · lf
lf + lr
(2.28)
where g denotes the gravitational acceleration. On the contrary, load
transfer due to steering and braking is incorporated into the two-track
model. For this purpose, the actual tire load is approximated by the
steady-state tire load in dependence of the measured longitudinal and
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lateral acceleration at CG, i.e. ax and ay respectively. Thus, for the
vertical tire load at tire i ∈ {fl,fr,rl,rr} holds
Fz,fl/fr = m
(
lr
l
g − hCG
l
ax
)(
1
2 ∓
hCG
twf · g ay
)
, (2.29)
Fz,rl/rr = m
(
lf
l
g + hCG
l
ax
)(
1
2 ∓
hCG
twr · g ay
)
(2.30)
where hCG indicates the height of CG and l = lf + fr the wheelbase.
When load transfer due to steering and braking is neglected, i.e. when
the longitudinal acceleration ax and lateral acceleration ay are assumed
to be zero, the nominal tire load can be obtained by
Fz,nom,fl/fr =
m · g · lr
2 · l , Fz,nom,rl/rr =
m · g · lf
2 · l . (2.31)
2.1.3 Relative Kinematics of Vehicle and Evasion Path
For autonomous vehicle guidance with respect to an evasion path, rel-
ative kinematics of the vehicle and the corresponding path have to be
taken into account. Basically, this relative motion can be modeled with
respect to the inertial frame [13], relative to the path reference frame
[14] and relative to the vehicle’s body frame [23]. This thesis focuses
on the third concept which is illustrated in Figure 2.7. In particular,
the relative rotational and translational movement of the vehicle’s CG
and the evasion path is described in accordance to [2]. In this regard,
the relative yaw rate ∆ψ˙ is defined as the difference of the vehicle’s yaw
rate ψ˙ and the evasion path’s yaw rate ψ˙path while the latter can be
expressed as the product of the path’s curvature κ (which is positive
for a left and negative for a right turn) and the vehicle velocity vCG at
CG, thus obtaining
∆ψ˙ = ψ˙ − ψ˙path (2.32)
= ψ˙ − κ · vCG
= ψ˙ − κ
√
vx2 + vy2.
Furthermore, the relative lateral velocity ∆y˙ is defined as the difference
of the vehicle’s lateral velocity vy and the corresponding path velocity
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Figure 2.7: Free-body diagram of relative kinematics
vy,path with respect to the vehicle’s body frame. The path velocity can
be formulated in terms of vCG and the relative yaw angle ∆ψ, i.e.
∆y˙ = vy − vy,path (2.33)
= vy − vCG · sin(−∆ψ)
= vy +
√
vx2 + vy2 sin(∆ψ).
These two equations of motion are sufficient to fully describe relative
kinematics of the vehicle’s CG and the corresponding evasion path in
the horizontal plane.
2.2 Experimental Setup
This section provides an overview of the experimental setup that is
especially used for autonomous evasion maneuvers, assuming that the
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decision for an intervention and the evasion path/trajectory is a priori
known, instead of the entire application of CA. Particularly, a Volk-
swagen Passat CC 3.6 V6 which has been provided by the Institute of
Automotive Engineering (ika) of RWTH Aachen University is employed
as test vehicle, see Figure 2.8. To conduct autonomous steering inter-
ventions the vehicle is equipped with an electric power steering (EPS)
system that allows for demanding a wheel steering angle. Furthermore,
a brake booster that permits full braking maneuvers has been imple-
mented in the vehicle such that even combined steering and braking
interventions are feasible. In this section, the employed sensor and actu-
ator setup is outlined in detail. Moreover, the physical interconnection
of sensors, actuators and electronic control units (ECU) is presented.
Correvit
GNSS antenna (u-blox)
Dual-antenna setup (OxTS)
Figure 2.8: Volkswagen Passat CC 3.6 V6 test vehicle
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2.2.1 Sensors
A basic overview of the employed setup is given in Table 2.1, classifying
the sensors into standard sensors (STD), which are used to implement
the algorithms that have been outlined in section 1.2, and reference
sensors (REF), which are applied to validate these algorithms. Consec-
utively, a detailed description of this setup is given.
Table 2.1: Overview of employed standard (STD) and reference (REF) sen-
sors
Sensor STD REF Description
On-board sensors × Series prod. sensors (CAN bus)
u-blox LEA-6T × Low-cost GNSS receiver
OxTS RT3003 × High-precision nav. system
× MEMS IMU
Correvit × Optical velocity sensor
2.2.1.1 On-board Series Production Sensors
On-board series production sensors refers to sensors that are already
available in the test vehicle. These are connected via the controller area
network (CAN) bus. The sensor signals that are subsequently used
comprise the individual wheel speeds vw,T = [vwfl, vwfr, vwrl, vwrr] at the
front left (fl), front right (fr), rear left (rl) and rear right (rr) wheel in
the direction of travel as well as the wheel steering angle δ. Particularly,
the wheel steering angle δ cannot be obtained directly form the CAN
bus such that it has to be derived from the EPS actuator’s bevel angle
(i.e. the angle of the electrical motor), see section 2.2.2.1. Thereby,
each signal is provided with an update rate of 100Hz.
2.2.1.2 u-blox LEA-6T GNSS Receiver
The u-blox LEA-6T GNSS receiver [26] serves as standard low-cost
GNSS receiver with a single-antenna, single-frequency setup. It pro-
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vides the navigation solution, comprising the vehicle’s position, velocity
and course angle (i.e. the direction of travel), with an update rate of
5Hz via a serial RS-232 interface. Thereby, the receiver utilizes the
European Geostationary Navigation Overlay Service (EGNOS) to im-
prove the horizontal position accuracy from 5.25 m to 4.1 m (2σ), see
[26]. With respect to [27], a 1σ-accuracy specifies that 68.3% of all
measurements are located in a circle having a radius which corresponds
to the 1σ-accuracy centered at the true position. The same holds for
95.4% of the measurements when referring to the 2σ-accuracy. Further-
more, the receiver provides a precise digital time pulse each Universal
Time Coordinated (UTC) [28] second. By using this pulse, GNSS mea-
surement time delays, which result from the receiver’s internal signal
processing and data transmission [29], can be determined and finally
compensated by the navigation filter. Particularly, a mean time delay
of 0.18 s has been observed in experimental tests. Finally, Table 2.2
provides an overview of the most relevant sensor properties.
Table 2.2: u-blox LEA-6T signal properties
Navigation Solution (L1 freq. + EGNOS)
Property Value Unit
Update rate 5 Hz
Horizontal position accuracy (2σ) 4.1 m
Horizontal velocity accuracy (1σ) 0.1 m/s
Course angle accuracy (1σ) 0.5 deg
Time delay (mean)∗ 0.18 s
Time Pulse
Property Value Unit
Update rate 1 Hz
Timing accuracy (2σ) 30 ns
∗ Determined in experimental tests (not specified in [26])
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2.2.1.3 Oxford Technical Solutions (OxTS) RT3003
The OxTS RT3003 centimeter-precision navigation system [30] is used
as standard as well as reference sensor and is interconnected via a CAN
bus interface. First, the RT3003 provides raw inertial sensor measure-
ments, i.e. accelerations and angular rates, with an update rate of
100Hz. Although, the OxTS RT3003 is a highly cost-intensive sensor,
the IMU is still based on low-cost MEMS technology. Hence, it allows
for an investigation of low-cost sensor based collision avoidance respec-
tively autonomous vehicle guidance. Second, the RT3003 is used as ref-
erence centimeter-precision navigation system to evaluate the low-cost
navigation solution. In particular, the centimeter-precision navigation
solution is determined by an internal sensor fusion of the IMU and a
two-antenna RTK-GPS. Thereby, differential corrections are obtained
via N-TRIP V3 using a GPRS-modem. A summary of the most relevant
signal properties according to [30] is given in Table 2.3.
Table 2.3: OxTS RT3003 signal properties
IMU (MEMS-based inertial measurement unit)
Property Value Unit
Update rate 100 Hz
Accelerometer noise (1σ)∗ 0.02 m/s2
Accelerometer bias (1σ) 0.01 m/s2
Angular rate noise (1σ)∗ 0.20 deg/s
Angular rate bias (1σ) 0.01 deg/s
Navigation Solution (L1/L2 frequency)
Property Value Unit
Update rate 100 Hz
Horizontal position accuracy (2σ) 0.04 m
Horizontal velocity accuracy (1σ) 0.05 m/s
Heading accuracy (1σ) 0.10 deg
∗ Determined in experimental tests (not specified in [30])
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2.2.1.4 Correvit
A Correvit sensor is employed as optical reference sensor to measure the
longitudinal and lateral velocity with respect to the sensor’s mounting
position. It is mainly applied to validate vehicle state estimation results.
As the sensor is mounted at the rear bumper, its measurements have to
be aligned with the longitudinal vehicle axis and to be transferred to
CG to be used as reference. The sensor is interconnected via an analog
interface which is sampled with 100Hz.
2.2.2 Actuators
2.2.2.1 Electric Power Steering
To realize steering interventions, the vehicle provides an interface to the
EPS steering system which is actually used by the park assist. Power
steering systems support the driver by applying an additional torque at
the steering rack which is supplied by an electric motor. Besides classi-
cal hydraulic or electro-hydraulic power steering systems, EPS systems
are increasingly implemented in modern vehicles not least due to their
efficiency. However, the EPS-based steering system allows for demand-
ing the actuator’s bevel angle ϕbevel,ref at the steering rack with an
update rate of 50Hz. As vehicle control algorithms require to demand
the wheel steering angle δ instead of the bevel angle ϕbevel, a lookup
table that maps the reference wheel steering angle δref on a reference
electric power
steering (EPS)
interface
δϕbevel ref,δref
lookup table
wheel steering angle
to bevel angle
Figure 2.9: Electric power steering interface
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bevel angle ϕbevel,ref is employed, see Figure 2.9. Likewise, the wheel
steering angle δ can be derived from the bevel angle ϕbevel which is
obtained from the vehicle CAN bus. For the purpose of vehicle control,
a mathematical model of the steering actuator has to be determined.
Therefore, the dynamic behavior is approximated as a first-order lag
element neglecting higher-order dynamics, i.e.
Tδ δ˙ + δ = δref , (2.34)
where Tδ denotes the dynamic time constant which has been identified
as 0.15 s. Figure 2.10 shows the actual and simulated wheel steering
angle δ for stepwise changes of the reference value δref . In this regard,
the simulated plant response matches the actual wheel steering angle
closely. For a detailed consideration, a zoom of the time interval be-
tween t = 11 s and t = 13 s is additionally illustrated. In contrast to
the plant model, the actual wheel steering angle shows overshootings
for large steps of its reference value resulting from higher order dynam-
ics which have been neglected. Furthermore, some minor steady-state
offsets occur which are mainly caused by uncertainties in the lookup
table and the accuracy of CAN bus signals. Consecutively, the dynamic
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Figure 2.10: Measured and simulated step response of EPS actuator
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actuator model is used by the predictive control schemes that are dis-
cussed in chapter 5. As no major control issues can be observed due to
the simplified actuator model and the estimated wheel steering angle
generally tracks its reference closely, the model is considered to be able
to describe the plant’s dynamic behavior in a satisfying way.
2.2.2.2 Brake Booster
In series production vehicles, a brake booster is employed to amplify the
brake force that is induced by the driver hitting the brake pedal. In gen-
eral, a commonly employed brake booster is not capable of conducting
full braking maneuvers as it is not able to supply the required brake pres-
sure. Therefore, a brake booster that is able to establish the required
pressure for such a maneuver has been implemented in the test vehicle.
The corresponding interface allows for demanding the brake pressure
in the main brake cylinder pbc with an update rate of 100Hz. Re-
garding vehicle control, a deceleration interface is more applicable than
a brake pressure interface. For this reason, a low-level proportional-
integral (PI) deceleration controller has been designed which establishes
the reference longitudinal vehicle deceleration ax,ref by demanding the
reference brake pressure pbc,ref , see Figure 2.11.
To design the PI controller, the dynamic behavior of the brake pressure
interface has been identified as a first-order lag element with time delay
which decreases with increasing brake pressure. The time delay results
from the buildup of the brake pressure as the actuator does not have any
G
PI
-
pbc;refax;ref ax
brake booster
interface
Figure 2.11: Low-level PI deceleration controller
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pre-charge mechanism to provide the demanded pressure immediately.
The closed-loop behavior of the low-level deceleration interface has fi-
nally been optimized by reducing the response time while maximizing
the damping ratio simultaneously. Similar to the steering actuator, a
mathematical model of the deceleration interface is required. For the
sake of simplicity, the dynamic behavior is modeled as first-order lag el-
ement while higher-order dynamics as well as time delays are neglected,
i.e.
Tax a˙x + ax = ax,ref (2.35)
where Tax denominates the dynamic time constant which has been iden-
tified as 0.15 s, ax,ref the reference and ax the actual longitudinal ac-
celeration. For validation purposes, Figure 2.12 illustrates the actual
and estimated system response when changing the reference value in a
stepwise manner. Thereby, the response when neglecting the time delay
as well as when assuming a time delay of 0.1 s is shown. When consid-
ering the actual system response, it can be noticed that the initial time
delay for ax,ref = −2 m/s2 has a magnitude of about 0.2 s. After the
initial buildup of the brake pressure, the time delay decreases to 0.1 s
for ax,ref = −4 m/s2 and ax,ref = −6 m/s2. The estimated longitudi-
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nal deceleration tracks the actual plant response closely when assuming
a time delay of 0.1 s. When neglecting the time delay, larger errors
can especially be observed for the initial buildup of the brake pressure
while these errors decrease with increasing decelerations. Hereafter, the
plant model is used in the prediction model of the MPC-based steer-
ing/braking controller. As the controller requires a plant model in (dis-
crete) state space representation, disregarding the time delay has been
preferred to simplify the corresponding prediction model. Experimental
control results show that just the initial time delay due to the buildup of
the brake pressure is an issue as far as control performance is concerned.
But as this time delay cannot be avoided and the reference is tracked
satisfyingly for increasing decelerations, the simplified plant model is
considered to be sufficient for the purpose of controller design.
2.2.3 Physical Interconnection
Figure 2.13 illustrates the experimental setup in the trunk of the test
vehicle. Besides the sensors that have been introduced in section 2.2.1,
it is apparent that two dSPACE MicroAutoBox II units are applied as
rapid control prototyping ECUs. Due to the computational complexity,
algorithms that are related to sensor fusion (i.e. navigation and vehicle
state estimation) are executed on the first ECU while vehicle control
algorithms are assigned to the second. A schematic of the physical in-
terconnection of sensors, actuators and ECUs is depicted in Figure 2.14.
For navigation and vehicle state estimation purposes, the u-blox low-
cost GNSS receiver, the OxTS RT3003 (using raw IMU outputs) as well
as the vehicle’s CAN bus are connected to the sensor fusion ECU. A
required subset of the sensor fusion outputs is transmitted to the vehicle
control ECU via a dedicated CAN bus. At the same time, the vehicle
control ECU is able to influence the sensor fusion parameters via the
same interface. Furthermore, the vehicle control ECU is interconnected
to the vehicle CAN bus to send commands to the actuators and thus
guide the vehicle autonomously. Moreover, it receives the navigation
solution from the OxTS RT3003 aided navigation system in order to be
able to switch from the low-cost to the centimeter-precision navigation
solution. In this way, the influence of the position accuracy on the con-
trol results can be investigated. For the sake of completeness, it has to
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2x dSPACE 
MicroAutoBox II
OxTS RT3003
Correvit
Micro-Controller
GPRS-Modem
CAN Bus Switch
Power Supply
u-blox LEA-6T
GNSS receiver
Figure 2.13: Overview of hardware integration in test vehicle
be noted that reference signals originating from the OxTS RT3003 and
the Correvit sensor are additionally recorded on both ECUs for valida-
tion purposes. This interconnection is discarded for reasons of clarity.
2.3 GNSS-based Collision Avoidance
Although the main focus of this thesis is on GNSS-based autonomous
vehicle guidance rather than the entire application of CA, a brief survey
of the main issues that have to be considered when implementing the
GNSS-based CA system is provided consecutively. As illustrated in
Figure 2.15, the application of CA can basically be subdivided into the
tasks of sensor fusion, maneuver coordination, path/trajectory planning
and vehicle control. For each field of research, a brief overview will be
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Figure 2.14: Physical interconnection scheme
given subsequently.
When considering sensor fusion, it can further be subdivided into the
estimation of ego-vehicle states and environment recognition. As far
as the estimation of ego-vehicle states is concerned, the main issues
are navigation and vehicle state estimation. These are related to de-
termining the vehicle’s position, velocity, attitude and further vehicle
states that are required to apply the control scheme. Consecutively,
these issues will be addressed in chapter 3 and 4. On the other hand,
environment recognition aims at determining information about the sur-
rounding environment, i.e. the road geometry in front of and behind
the vehicle (e.g. current lane, lane width, number of lanes) as well as
(non-)moving vehicles (e.g. position, velocity, heading) that are a po-
tential collision risk. Particularly, the information about the road can
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Figure 2.15: System scheme for GNSS-based collision avoidance
be gained through a camera or by matching the vehicle’s position onto
a digital map that contains all the relevant road properties, see [31,32].
To detect surrounding vehicles, a radar, a mono-camera as well as V2V
communication are incorporated into the sensor setup. These sensors
have previously been omitted for reasons of brevity as they are not con-
sidered in this thesis. The information that is obtained from each sensor
has to be integrated in a multi-sensor fusion approach to obtain a con-
sistent list of objects. In literature, several multi-sensor fusion concepts
that aggregate LiDAR, radar and camera sensor information are pro-
posed, see [33, 34]. Finally, a classification of moving and non-moving
objects and a perception of their future behavior is performed which is
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essential for maneuver coordination as well as path/trajectory planning
algorithms, see [35,36].
Maneuver coordination is generally dedicated to deciding whether the
driver should be warned or an emergency braking respectively evasion
maneuver should be conducted. Thereby, the decision depends on the
distance to surrounding vehicles as well as their perceived behavior.
Mostly, the particular decision is based on the time to collision (TTC),
i.e. the estimated time until the accident is going to happen, and de-
pends on several boundary conditions like maximum feasible longitudi-
nal and lateral accelerations, see [37,38].
When the maneuver coordinator demands an evasive maneuver, a fea-
sible collision-free evasion path/trajectory has to be determined by the
path/trajectory planner. Thereby, several physical limitations like max-
imum feasible accelerations and the boundaries of the road have to be
taken into account. In literature, a variety of concepts can be found
comprising amongst others potential field based methods [39, 40], opti-
mal control based approaches [41–44] as well as sigmoid-based concepts
[3], [37].
Finally, the vehicle control layer is responsible of guiding the vehicle on
the path/trajectory that has been determined by the path/trajectory
planner. In this regard, the controller has to guide the vehicle with min-
imum deviations from the reference value while stabilizing the vehicle
during the entire maneuver even at the handling limits. A solution to
this particular issue is introduced in chapter 5.
2.4 Low-cost GNSS-based Autonomous
Vehicle Guidance
After providing a brief survey of the main tasks related to the entire
application of CA, the focus is narrowed down to low-cost GNSS-based
autonomous vehicle guidance in the context of CA and thus to the main
focus of this thesis. As previously stated, it is assumed that the ma-
neuver coordinator demands an evasion maneuver and that the time of
intervention as well as the evasion path/trajectory are a priori known
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Figure 2.16: System scheme for autonomous vehicle guidance
such that the subsequent considerations concentrate on navigation, ve-
hicle state estimation and vehicle control. The corresponding reduced
system scheme is depicted in Figure 2.16.
In the sensor fusion layer, a kinematic navigation filter integrates iner-
tial sensor measurements with a low-cost GNSS with an update rate of
100 Hz to determine the navigation solution xˆnav containing the vehi-
cle’s position, velocity and attitude, see chapter 3. As the longitudinal
and lateral velocity at CG cannot be derived from the navigation so-
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lution with an appropriate accuracy, a second EKF-based vehicle state
estimator that relies on a dynamic vehicle model is employed to provide
these quantities with a sampling rate of 100 Hz, see chapter 4. Thereby,
a subset of the navigation solution, i.e. the horizontal velocity and (cal-
ibrated) inertial sensor measurements, are processed in this estimator.
Further quantities like wheel velocities vw as well as the wheel steering
angle δ are obtained from the vehicle CAN bus.
The navigation solution xˆnav is used by the (static) path/trajectory
planner to compute the relative orientation to and the lateral displace-
ment from the a priori known evasion path, see section 5.5. These quan-
tities are summarized as xˆplan. Furthermore, the current and future
path’s curvature κ as well as the velocity reference trajectory vCG,ref
(when applying the steering/braking controller) is provided to the ve-
hicle control layer. While the scheme that is illustrated in Figure 2.16
solely relies on the low-cost navigation solution, the actual software
structure allows for switching to the OxTS RT3003 reference naviga-
tion system to analyze the influence of the position accuracy on the
control performance, see chapter 6. In this case, the input xˆnav to the
path/trajectory planner is composed of the corresponding outputs of
the OxTS RT3003 navigation solution. At the same time, the vehicle
state estimator still relies on the low-cost navigation solution (not re-
quiring any position information) as studies have shown that estimation
results are almost equal when using the OxTS RT3003.
The outputs of the sensor fusion as well as path/trajectory planning
layer are used to employ the MPC-based control scheme that deter-
mines the control inputs by solving an online optimization problem, see
chapter 5. Thereby, the sample rate depends on the applied control
scheme in terms of computational complexity. While the steering-only
controller can be executed in real-time with a sample rate of 50 Hz,
only 25 Hz are feasible for the steering/braking controller. In addition
to the predictive controller, an EKF-based disturbance estimator is ap-
plied with an update rate of 50 Hz to suppress external disturbances
and thus to avoid steady-state offsets in the lateral displacement from
the evasion path. Finally, the control inputs that are determined by the
predictive controller, i.e. the reference wheel steering angle δref and the
deceleration ax,ref (when applying the steering/braking controller), are
made available to the steering as well as the braking system.
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3.1 Motivation and Related Work
In the scope of autonomous vehicle guidance, a precise knowledge of the
vehicle’s pose in terms of position, velocity and attitude is required to
guide the vehicle along a desired path or trajectory. As the navigation
scheme relies on a low-cost GNSS and MEMS-based inertial sensors, an
appropriate concept is required to achieve the aim of a precise naviga-
tion solution. In this chapter, a concept that is able to fulfill all the
requirements on the navigation solution for autonomous evasion ma-
neuvers is introduced.
Generally, navigation concepts for autonomous vehicle guidance that
can be found in literature comprise vision-based navigation systems
[45] which are even complemented by LiDAR sensors [46], inertial nav-
igation systems (INS) [15] as well as aided inertial navigation systems
that use GNSS, LiDAR or camera information as aiding measurements
[47–49]. To give a brief outline of these approaches, the use of an IMU
or other motion-sensing devices (e.g. wheel speed sensors) to determine
a navigation solution in terms of position, velocity and attitude is re-
ferred to as INS. As a main drawback of INS, navigation errors increase
in time when sensor measurements, which are usually impaired by errors
like biases or scale factor errors, are integrated numerically. The perfor-
mance of a pure vision/LiDAR- or GNSS-based navigation system does
not suffer from increasing errors in time but might be impaired under
various environmental conditions. Thus, it is reasonable to employ a
sensor fusion of different sensors such that they complement each other.
With regard to literature, GNSS are frequently integrated with INS to
an aided inertial navigation system in order to achieve a high update
rate and to avoid long-term sensor drifts as they occur for pure INS, see
[16]. As far as GNSS-based navigation concepts for autonomous vehicle
guidance at the limits of vehicle dynamics are concerned, [13, 14] rely
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on centimeter-precision RTK-GPS aided navigation system which are
highly cost-intensive.
In the following, a concept for an aided inertial navigation system that
is based on a sensor fusion of a low-cost GNSS and MEMS-based inertial
sensors is considered. Referring to [16, 28], this approach is known as
GNSS/INS integration. Although, a radar and a camera are part of the
experimental setup that has been introduced in section 2.3, the incor-
poration of these sensors in the navigation concept is still part of future
work. When using the GNSS receiver’s navigation solution in terms
of position and velocity, this approach is referred to as loosely coupled
GNSS/INS integration while tightly coupled integration schemes rely on
raw navigation data like pseudo- and doppler-ranges (i.e. signal transit
time and doppler frequency shifts due to the relative movement of the
receiver’s antenna and the corresponding satellite). One of the major
advantages of tightly coupled approaches is the ability to compute a
navigation solution even if less than four satellites are available. Due
to the fact that at least four satellites are considered to be available
in experimental tests, a loosely coupling integration scheme according
to [28] is applied in the scope of this contribution. This assumption is
reasonable as the proving ground is not surrounded by any buildings or
trees that may impair the reception of satellite signals. Furthermore,
GNSS-denied environments such as urban canyons which are character-
ized by poor GNSS signal reception are not part of this thesis. For the
design of the integration scheme, time delays in GNSS measurements
that are caused by internal receiver signal processing and data trans-
mission [29] have to be taken into account and finally to be compen-
sated. Otherwise, these delays can significantly degrade the navigation
performance, especially when having large horizontal accelerations. In
addition to conventional integration schemes, an approach for improv-
ing the heading estimate by additionally using the GNSS course angle
(indicating the direction of travel) as aiding measurement when driving
almost straight is proposed.
A requirement analysis will point out that the horizontal position ac-
curacy of 4.1 m (2σ), provided by the u-blox receiver, is not sufficient
for autonomous evasion maneuvers. As the achievable absolute posi-
tion accuracy of the integrated navigation solution is always limited by
the aiding GNSS, this chapter proposes to rely on relative positioning
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Figure 3.1: Navigation scheme
to meet the accuracy requirement. According to [50], it is assumed
that the errors that impair the GNSS receiver’s navigation solution are
approximately constant in a close local environment. Thus, relative
positioning can achieve a much higher positional accuracy than abso-
lute positioning. Additionally, occasional position jumps and growing
positioning errors are identified to be an issue when having large hor-
izontal accelerations as they might cause severe steering interventions.
Thus, the task of autonomous vehicle guidance at the handling limits
becomes demanding, see [51]. The main idea of the proposed solution
is to compensate inertial sensor biases during nominal operation and
mainly rely on the INS during an evasive maneuver. For this purpose,
the weights on the GNSS measurements are appropriately reduced dur-
ing the maneuver while the filter is still operated closed-loop to avoid
severe sensor drifts which are apparent in dead reckoning approaches.
Finally, the introduced concept is validated using actual measurements
that have been gained in experimental tests. The resulting navigation
performance fulfills all the specified requirements is thus assessed to be
suited for the purpose of autonomous vehicle guidance at the handling
limits.
Figure 3.1 shows the part of the system scheme for autonomous vehi-
cle guidance in section 2.4 that is related to navigation. As previously
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indicated, accelerations and angular rates originating from the MEMS-
based IMU as well as the low-cost GNSS receiver’s navigation solution,
i.e. the position, velocity and course angle, are integrated in the naviga-
tion filter. In order to determine the time delay of GNSS measurements,
an internal (software) clock which is synchronized with UTC time is em-
ployed. For synchronization purposes, the u-blox time pulse (no time
delay) as well as the UTC message timestamp (delayed) are employed
to obtain the precise UTC time. Basically, the resulting navigation so-
lution xˆnav provides the vehicle’s pose in terms of position, velocity and
attitude with an update rate of 100 Hz.
3.2 Requirements on Navigation Solution
In order to implement an appropriate navigation concept for autonomous
evasion maneuvers, the requirements on the navigation solution have to
be analyzed first. Based on [52, 53], the following basic requirements
have been derived:
• Accuracy: Accuracy refers to the amount of error in the esti-
mated compared to the actual vehicle position. Due to the focus
on an automotive application, subsequent considerations refer to
the horizontal position accuracy whose particular performance re-
quirement is deduced consecutively.
• Bandwidth: Bandwidth specifies the update rate of the aided nav-
igation system. For autonomous vehicle guidance, an update rate
of 100 Hz is considered to be appropriate [52] and achieved through
the sensor fusion of inertial sensors and GNSS measurements.
• Availability: The aided navigation system should provide contin-
uous uninterrupted information on the vehicle’s pose. As for the
bandwidth, this requirement is met through the integration of in-
ertial sensors and GNSS measurements. Thereby, GNSS-denied
environments are not covered in this thesis.
• Integrity: Integrity is defined as the ability of the navigation sys-
tem to detect anomalies in the navigation solution and provide an
indication of the current reliability to the underlying application.
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In this thesis, integrity aspects are not taken into account but are
part of future work.
Hence, the horizontal position accuracy is the only basic requirement
that has to be deduced consecutively. In literature, only few investiga-
tions have been carried out to specify the required minimum horizontal
position accuracy for autonomous vehicle guidance in urban and rural
environments. [54] evaluates the minimum horizontal position accuracy
(2σ) when using GNSS-based positioning as well as V2V communica-
tion for collision warning (CW) systems comprising forward collision
warning (FCW) and lane change collision warning (LCCW). For both
systems, a sub-meter accuracy is assessed to be necessary while 0.5 m
is advisable for a reliable FCW and 0.7 m for LCCW. [55] recommends
a horizontal position accuracy (2σ) of 0.3 m for a cooperative rear-end
collision avoidance system on a multi-lane road to distinguish between
adjacent lanes.
In the following, an upper bound of the admissible horizontal position
error for the feasibility of autonomous evasion maneuvers is deduced
by considering simple evasion maneuvers to adjacent lanes. Assuming
that the ego-vehicle changes to the center of an adjacent lane while the
obstacle remains in its own lane, the admissible lateral position error
budget can be determined in dependence of the vehicle’s track width as
well as the road lane width, see Figure 3.2. Considering a lane width
of 3.75 m, which is commonly present in European countries [56], and
subtracting the test vehicle’s track width of 1.6 m, the total admissible
lateral position error budget amounts to 1.075 m for each side of the
vehicle. To obtain the maximum acceptable horizontal position error,
the lateral position error is assessed to be more critical than the lon-
gitudinal error. As the longitudinal position error should not exceed
the lateral error, the maximum admissible horizontal position error is
assessed to be 1 m. Thereby, it has to be taken into account that the
error budget refers to navigation as well as vehicle control errors. As
both issues are quite challenging as far as autonomous vehicle guidance
is concerned, it has been decided to fix the resulting upper (feasibil-
ity) bound of the acceptable horizontal position error due to navigation
issues to the half of the error budget, i.e. 0.5 m. This requirement is
comparable to [55] when referring to the 3σ-accuracy of 0.45 m which
approximately corresponds to a maximum admissible error. Particu-
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larly, the 3σ position accuracy specifies that 99.7% of all measurements
show a maximum deviation of 0.45 m from its actual position.
As previously indicated, the horizontal position accuracy of the inte-
grated navigation solution is limited by the aiding GNSS having an
accuracy of 4.1 m (2σ), see section 2.2.1. Thus, autonomous vehicle
guidance is considered not to be feasible when the vehicle has to be
guided with respect to absolute position set-points. Assuming that the
errors that impair the GNSS receiver’s navigation solution (e.g. iono-
spheric, tropospheric errors [27]) are approximately constant in a close
local environment, relative instead of absolute positioning is assessed to
be an appropriate solution to satisfy the accuracy requirement and is
thus studied subsequently. Furthermore, the integrated navigation so-
lution shows discontinuities, i.e. steps-wise changes in the position and
velocity estimate, and also increasing positioning errors when conduct-
ing maneuvers with high horizontal accelerations greater than 7 m/s2.
These errors are mainly caused by discontinuities in GNSS measure-
ments as well as the fact that assumptions in the filter design (e.g. for
real-time compensation of time delays) become less accurate. Inves-
tigations have shown that position jumps of more than 0.2 m lead to
severe steering interventions or even heavy oscillations that can cause
instabilities in the vehicle control layer and thus have to be avoided.
Contrarily, no issues have been observed for discontinuities of less than
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0.1 m. Hence, the resulting specific requirements for autonomous eva-
sion maneuvers can be summarized as:
• (Relative Position) Accuracy: The (relative) horizontal position
error should be less than 0.5 m even for maneuvers with high hor-
izontal accelerations greater than 7 m/s2.
• Smoothness: The position trajectory should be smooth to avoid
severe steering interventions, i.e. stepwise changes in the position
solution should be less than 0.1 m.
Hereafter, the basic integration scheme for absolute positioning is in-
troduced first before discussing further extensions such as relative po-
sitioning to satisfy the specified requirements.
3.3 Basic Definitions and Integration Scheme
3.3.1 Reference Frames
Before introducing the particular integration scheme, some basic prin-
ciples regarding reference frames and their relative orientation are out-
lined first. In literature, there are basically four relevant reference
frames which are required to express the quantities of the navigation so-
lution. For two of these coordinate systems, the actual geodetic shape of
the earth has to be approximated using a reference ellipsoid. Therefore,
this contribution applies the World Geodetic System 1984 (WGS84),
see [27]. An illustration of the corresponding reference frames whose
definitions refer to [28] is depicted in Figure 3.3.
• The origin of inertial reference frame (i-frame) is the center of the
earth’s reference ellipsoid, the xi- and yi-axis are located in the
equatorial plane while the zi-axis and rotational axis of the earth
coincide with each other. The orientation of the i-frame is related
to the fixed stars.
• The earth-centered, earth-fixed (ECEF) reference frame (e-frame)
commonly refers to a Cartesian as well as a geodetic frame to
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Figure 3.3: Navigation reference frames
denote the position in the ECEF frame. As far as the Carte-
sian coordinate system is concerned, the e- and the i-frame are
the same except the xe-axis intersects the Greenwich meridian
(i.e. for 0 deg longitude) and the equator (i.e. for 0 deg latitude).
When using the geodetic coordinate system, a position is gener-
ally expressed in terms of latitude ϕ, longitude ϕ and altitude h
above the WGS84 reference ellipsoid, see Figure 3.3. The latitude
ϕ denotes the angle between the equatorial plane and the local
ellipsoidal normal vector (i.e. in the direction of zn). The longi-
tude λ refers to the angle between the Greenwich meridian and the
projection of the current position on the equatorial plane. Finally,
the altitude h represents the distance between the reference ellip-
soid and the current position along the ellipsoidal normal vector.
In accordance to commonly employed definitions, the altitude is
negative when the vehicle is located above the reference ellipsoid.
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• The axes of the body-fixed reference frame (b-frame) are aligned
with the vehicle axes. In this regard, the xb-axis is directed for-
ward while the yb- and zb-axis are directed right and downwards.
Furthermore, the origin of the b-frame corresponds to the mount-
ing position of the IMU and the IMU’s axes coincide with the
vehicle axes.
• The navigation reference frame (n-frame) has the same origin as
the b-frame while the xn-, yn- and zn-axis are orientated north,
east and downwards.
As indicated in section 3.1, relative instead of absolute positioning is
considered for evasive maneuvers. Therefore, an additional Cartesian
reference frame is introduced.
• The maneuver reference frame (m-frame) has its origin at the
position when the evasion maneuver is initiated. In this regard,
the position always refers to the vehicle’s CG instead of the IMU
mounting position. The xm-axis coincides with vehicle longitu-
dinal axis when the maneuver is started, the ym- and zm-axis
are directed left and upwards. Further information regarding the
m-frame is provided in section 3.7.1.
Consecutively, the frame abbreviations (i, e, b, n, m) are used as super-
and subscripts to denote the corresponding reference frames. E.g. the
subscript ib of {·}bib indicates a quantity describing a movement of the
b-frame with respect to the i-frame while the superscript denotes that
the quantity is given in coordinates of the b-frame.
3.3.2 Euler Angles and Quaternions
The relative orientation of two Cartesian reference frames can be ex-
pressed by the corresponding Euler angles. These angles describe three
subsequent rotations to transfer one reference frame to the other, see
[28]. In the following, the transformation of the n- to the b-frame will be
used to exemplify this issue. In order to transfer the n- to the b-frame,
the zn-axis is rotated by the yaw angle ψ, the resulting yn′ -axis by
the pitch angle θ and finally the resulting xn′′-axis by the roll angle φ.
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These subsequent rotations can be formulated in terms of a direction
cosine matrix (DCM), i.e.
Rbn = Rbn,xn′′ (φ) R
b
n,yn′ (θ) R
b
n,zn(ψ) (3.1)
where Rbn,zn(ψ), Rbn,yn′ (θ) and R
b
n,xn′′ (φ) indicate the corresponding
rotation matrices. The particular definition of these matrices can be
found in section C.1. As the DCM is an orthogonal matrix, for the
inverse transformation from the b- to the n-frame holds
Rnb = Rb,Tn . (3.2)
A major disadvantage of Euler angles is that certain configurations can
lead to singularities. To solve this issue, a common approach is the
use of an orientation vector σ describing the relative orientation of two
reference frames. In particular, the vector
σn,Tb = [σx, σy, σz] (3.3)
specifies the axis in the three dimensional space that is used to transfer
the b- and the n-frame into each other by a single rotation. Thereby,
the Euclidean vector norm ‖σnb ‖ denotes the corresponding rotation
angle. In general, the orientation vector σnb is stored as a normalized
quaternion, i.e.
qnb =

cos(‖σnb ‖/2)
(σx/‖σnb ‖) sin(‖σnb ‖/2)
(σy/‖σnb ‖) sin(‖σnb ‖/2)
(σz/‖σnb ‖) sin(‖σnb ‖/2)
 . (3.4)
Further details on Euler angles and quaternions are provided in [28].
3.3.3 Loosely Coupled GNSS/INS Integration
Aided inertial navigation systems are commonly applied to complement
the properties of an INS (i.e. high update rate but long-term sensor
drifts) and GNSS (i.e. low update rate, no long-term sensor drifts). In
this section, the basic concept of the implemented loosely coupled inte-
gration scheme will be described while the subsequent sections provide
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further details regarding the particular parts of the integration scheme.
From a structural point of view, GNSS/INS integration schemes can be
subdivided into three parts as depicted in Figure 3.4, i.e.
1. INS mechanization,
2. the estimation of the corresponding mechanization errors and
3. error correction.
Generally speaking, the INS mechanization determines an a priori nav-
igation solution xˆ−, i.e. the attitude by integrating angular rates, the
velocity by integrating accelerations and the position by integrating the
estimated velocity. In this context, the notation {ˆ·} corresponds to an
estimated variable.
To determine the errors that are introduced through the forward inte-
gration of inertial sensors, an estimator to determine the corresponding
mechanization error δxˆ is required. For this purpose, several integra-
tion schemes comprising amongst others loosely and tightly coupled ap-
proaches as well as different estimator concepts like linearized Kalman
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Figure 3.4: Loosely coupled GNSS/INS integration scheme
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filters [28], sigma-point Kalman filters (SPKF) [57] and particle filters
(PF) [58] can be found in literature. Assuming that at least four satel-
lites are available all the time, a loosely coupled GNSS/INS integration
scheme that is based on a linearized Kalman filter to determine the esti-
mation error δxˆ by processing GNSS position, velocity and course angle
measurements is used in this contribution. Compared to ordinary EKF-
based estimator concepts, only the estimation error is determined by the
linearized Kalman filter while the actual state vector estimate is stored
outside the filter. Thus, the prediction of the state vector is excluded
from the filter and conducted in the INS mechanization algorithm. For
this reason, the linearized Kalman filter is commonly denoted as error
state space Kalman filter (ESS-KF).
Finally, the a posteriori navigation solution xˆ+ is obtained by subtract-
ing the estimated error δxˆ from the a priori navigation solution xˆ−.
Thereby, the resulting navigation solution xˆnav generally provides the
vehicle’s pose in terms of position, velocity and attitude with respect to
the IMU’s mounting position.
3.4 INS Mechanization
As stated in section 3.3.3, the INS mechanization basically determines
the a priori navigation solution by integrating accelerations f bib and
angular rates ωbib, see Figure 3.5. In this context, f
b
ib refers to the
specific force measured by the IMU in the b-frame that is composed of
the actual kinematic acceleration abib and the gravitational acceleration
gb, i.e.
f bib = abib − gb, (3.5)
see [28]. In the following, the employed dynamic model to compute the
vehicle’s position, velocity and attitude based on inertial measurements
is introduced. While the dynamic model is given in terms of differ-
ential equations, the a priori navigation solution is obtained through
numerical integration of these differential equations. For this purpose,
an explicit forth-order Runge-Kutta integration algorithm [59] is em-
ployed as higher order integration technique to reduce numerical errors.
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According to [17], this approach is commonly used as a good trade-off
between accuracy and computational complexity. In the following, this
thesis just covers the most important issues to generally comprehend
the mechanization algorithm. For further details, the interested reader
is referred to [28].
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3.4.1 Sensor Error Model
As MEMS-based inertial sensors are affected by several error sources
like biases, scale factor errors, sensor non-orthogonalities and nonlin-
earities [16], a sensor model is employed to allow for considering these
errors in the navigation filter. As the number of filter states and thus
the computational complexity increases with the number of considered
errors, only sensor biases are investigated consecutively. Thus, the sen-
sor measurements are assumed to be composed of the actual signal (i.e.
accelerations and angular rates), a sensor bias which corresponds to a
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measurement offset and zero-mean Gaussian white noise, i.e.
f˜
b
ib = f bib + ba + na, (3.6)
ω˜bib = ωbib + bω + nω (3.7)
where {˜·} denotes an actually measured quantity, na and nω the sensor
noise and ba and bω the sensor biases. These biases are assumed to be
a random walk process, i.e.
b˙a = nba , (3.8)
b˙ω = nbω (3.9)
where nba and nbω represents the zero-mean Gaussian white bias noise.
By incorporating sensor biases in the estimation problem, the filter
design allows for an online calibration of inertial sensors. When com-
pensating these biases, for the calibrated IMU measurements holds
f b,∗ib = f
b
ib − ba, (3.10)
ωb,∗ib = ω
b
ib − bω. (3.11)
3.4.2 Attitude
Attitude dynamics are commonly described by Bortz’s differential equa-
tion with respect to the orientation vector σnb . For the purpose of nav-
igation, the simplified differential equation
σ˙nb = ω
b,∗
ib −Rn,Tb (ωnie + ωnen) (3.12)
describing the change of the relative orientation between the n- and b-
frame is employed where ωnie denotes the earth rotation rate and ωnen
the transport rate. As the implemented INS mechanization algorithm
is based on quaternions, (3.12) is solved iteratively. The change of
orientation between time k − 1 and k can be obtained by
∆σnb,k =
k·Ts∫
(k−1)·Ts
ωb,∗ib −Rn,Tb (ωnie + ωnen) dt (3.13)
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where Ts indicates the INS mechanization sample time. Finally the
quaternion qnb,k at time k is determined by deriving a quaternion rk
from ∆σnb,k and conducting a quaternion multiplication, i.e.
rk =
[
cos(‖∆σnb,k‖/2)
(∆σnb,k/‖∆σnb,k‖) sin(‖∆σnb,k‖/2)
]
, (3.14)
qnb,k = qnb,k−1 ◦ rk. (3.15)
For a definition of quaternion multiplications, the reader is referred to
section C.2.
3.4.3 Velocity
The n-frame velocity vneb directing north (n), east (e) and downwards
(d) is obtained by numerically integrating the IMU accelerations in the
n-frame. To obtain these accelerations, the calibrated IMU measure-
ment f b,∗ib has to be transferred to the n-frame and Coriolis acceleration
as well as gravity (including gravitational attraction and centripetal ac-
celerations due to the earth’s rotation) have to be compensated, i.e.
v˙neb =
v˙neb,nv˙neb,e
v˙neb,d
 = Rnb f b,∗ib − (2ωnie + ωnen)× vneb︸ ︷︷ ︸
Coriolis acceleration
+ gn︸︷︷︸
gravity
. (3.16)
3.4.4 Position
Finally, the IMU position pe,T = [ϕ, λ, h] in the e-frame regarding
latitude ϕ, longitude λ and altitude h can be obtained by integrating
ϕ˙ =
vneb,n
Rn(ϕ)− h , (3.17)
λ˙ =
vneb,e
(Re(ϕ)− h) cos(ϕ) , (3.18)
h˙ = vneb,d (3.19)
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numerically where Re(ϕ) denotes the east-west and Rn(ϕ) the north-
south radius of curvature of the WGS84 reference ellipsoid in depen-
dence of the latitude ϕ.
3.4.5 A Priori Navigation Solution
Summing up, the augmented state vector
xT = [x¯T , bT ] (3.20)
of the a priori navigation solution contains the actual navigation solu-
tion
x¯T = [pe,T , vn,Teb , q
n,T
b ], (3.21)
comprising the IMU position pe, the IMU velocity vneb and the orienta-
tion quaternion qnb , and the sensor biases
bT = [bTa , bTω ] (3.22)
where ba and bω correspond to the accelerometer and gyroscope biases
respectively. The input vector
uT = [f b,Tib , ω
b,T
ib ] (3.23)
that is used for the purpose of INS mechanization is composed of the
accelerations f bib and angular rates ωbib measured by the IMU.
3.5 Loosely Coupled Error Estimation
3.5.1 Estimator Design
While the a priori navigation solution xˆ− is determined by integrat-
ing INS mechanization equations numerically, the corresponding mech-
anization error δxˆ is estimated through an ESS-KF-based estimator.
As the actual state estimate is stored outside the filter, the basic con-
cept of an ESS-KF-based estimator is to determine the estimation error
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covariance matrix in the prediction step and to compute the estimation
errors of the actual state estimate when a measurement y˜ is available,
see [28]. Therefore, the nonlinear plant model is linearized along the
estimated state trajectory. For numerical reasons, the estimator’s state
vector contains the position errors
δpn,T = [δpnn, δpne , δpnd ] (3.24)
in the n- instead of the e-frame. Furthermore, attitude errors are de-
noted as Euler angle errors δ, i.e.
δT = [δφ, δθ, δψ] (3.25)
where δφ describes the roll error, δθ the pitch error and the δψ yaw
error. While a detailed deduction of the nonlinear and linearized model
equations can be found in [28], these are consecutively omitted for rea-
sons of clarity. A general overview of the particular implementation is
provided in section C.4. When linearizing the nonlinear plant model
with respect to the current state estimate and assuming that the mea-
sured inputs are superimposed by zero-mean Gaussian white noise, the
following continuous-time linear plant model yields
d
dt

δpn
δvneb
δ
δba
δbω

︸ ︷︷ ︸
δx(t)
=

F p,p I 0 0 0
F v,p F v,v F v, −Rnb 0
F ,p F ,v F , 0 −Rnb
0 0 0 0 0
0 0 0 0 0

︸ ︷︷ ︸
F

δpn
δvneb
δ
δba
δbω

︸ ︷︷ ︸
δx(t)
(3.26)
+

0 0 0 0
−Rnb 0 0 0
0 −Rnb 0 0
0 0 I 0
0 0 0 I

︸ ︷︷ ︸
G

na
nω
nba
nbω

︸ ︷︷ ︸
w(t)
where 0 respectively I denote the zero matrix respectively the identity
matrix of appropriate dimension and
δxT = [δpn,T , δvn,Teb , δ
T , δbTa , δb
T
ω ] (3.27)
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the error state vector containing the position error δpn, velocity error
δvneb, attitude error δ, accelerometer bias error δba and the gyroscope
bias error δbω. Furthermore,
wT = [nTa , nTω , nTba , n
T
bω ] (3.28)
indicates the process noise which originates from the accelerometer and
gyroscope measurements (i.e. na and nω) as well as the sensor biases
(i.e. nba and nbω ). Thereby, w is assumed to be zero-mean Gaussian
white noise with the covariance Q, i.e. w ∼ N (0,Q).
To conduct the measurement update, the corresponding measurements
have to be put into context to the states of the plant model (3.26). In a
loosely coupled GNSS/INS integration scheme, the measured variables
comprise the GNSS position
pe,TA = [ϕA, λA, hA] (3.29)
in terms of latitude ϕA, longitude λA and altitude hA as well as the
GNSS velocity
vn,TeA = [vneA,n, vneA,e, vneA,d] (3.30)
in terms of north, east and vertical velocity referring to the mounting
position of the GNSS antenna. Therefore, the estimated quantities have
to be transferred to the mounting position of the antenna. Finally,
linearizing the nonlinear measurement equations with respect to the
current state estimate while assuming that the measured outputs are
superimposed by zero-mean Gaussian white noise, the following linear
measurement model is gained
[
δpnA
δvneA
]
︸ ︷︷ ︸
δy(t)
=
[
I 0 Hp, 0 0
0 I Hv, 0 Hv,bω
]
︸ ︷︷ ︸
H

δpn
δvneb
δ
δba
δbω

︸ ︷︷ ︸
δx(t)
+
[
np
nv
]
︸ ︷︷ ︸
v(t)
(3.31)
where
δyT = [δpn,TA , δv
n,T
eA ] (3.32)
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corresponds to the measurement residuals comprising the position δpnA
and velocity residual δvnA,eb with respect to the antenna mounting po-
sition. Moreover,
vT = [nTp , nTv ] (3.33)
denominates the measurement noise which is assumed to be zero-mean
Gaussian white noise with the covariance R, i.e. v ∼ N (0,R). The
position and velocity measurement residuals are determined in depen-
dence of the INS mechanization state vector. In particular, the position
residual δpnA can be expressed as
δpnA =
δpnnδpne
δpnd
 =
 (ϕˆ− ϕ˜A) · (Rn − hˆ)(λˆ− λ˜A) · (Re − hˆ) cos(ϕˆ)
hˆ− h˜A
+ Rˆnb rbIMU,A. (3.34)
where rbIMU,A denotes the vector pointing from the IMU to the antenna
mounting position, Rn the north-south and Re the east-west radius of
curvature of the WGS84 reference ellipsoid. For the velocity residual
δvnA,eb holds
δvneA = vˆneb + Rˆ
n
b (ωˆ
b,∗
ib × rbIMU,A)− v˜neA. (3.35)
To be used in the ESS-KF-based estimator, the linearized estimator
model (3.26),(3.31) has to be transferred to a discrete-time representa-
tion, thus yielding
δxk+1 = F kδxk +Gkwk (3.36)
δyk = Hkδxk + vk. (3.37)
Due to the fact that the prediction of state variables is excluded from
the ESS-EKF and conducted in the INS mechanization algorithm, the
ESS-EKF prediction step is reduced to determining the estimation error
covariance matrix P−k in accordance to [17]
P−k = F k−1P
+
k−1F
T
k−1 +Gk−1Qk−1GTk−1 (3.38)
where Qk = Q/Ts indicates the discrete-time covariance matrix of the
process noise wk while Ts corresponds to the sampling time of the
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Kalman filter. When a GNSS measurement is available without any
time delay, the a posteriori error state vector δxˆ+k and covariance ma-
trix P+k is obtained by
Kk = P−kH
T
k (HkP−kH
T
k +Rk)−1 (3.39)
δxˆ+k = Kk (h(xˆ
−
k ,uk)− y˜k)︸ ︷︷ ︸
δyˆk
(3.40)
P+k = (I −KkHk)P−k (3.41)
where Rk = R denotes the discrete-time covariance matrix of the mea-
surement noise vk. As previously stated, GNSS measurements are com-
monly affected by time delays. As far the u-blox GNSS receiver is
concerned, a mean time delay of 0.18 s (see section 2.2.1) has been ob-
served in experimental evaluations. Assuming that the measurements
are available in time would cause serious systematic errors that can-
not be tolerated for the considered application. To solve this issue,
section 3.5.2 provides an approach to already compensate time delays
in the estimator design.
3.5.2 Time Delayed Measurements
While the time interval between validity and availability of a measure-
ment can commonly be neglected, this is in general not the case for
GNSS measurements. Figure 3.6 illustrates the situation of time de-
layed measurements, i.e. a GNSS measurement is valid at time tvalid
but available at time tavail. Basically, this issue occurs due to internal
receiver signal processing and data transmission, see [29]. Consider-
ing the mean time delay of 0.18 s for the u-blox receiver, neglecting
this delay would e.g. cause a mismatch between the estimated a priori
and measured position of about 2.5 m when moving with a velocity of
14 m/s. As the ESS-KF basically determines a weighted mean value of
the estimated a priori and the measured variables, the systematic er-
rors that are introduced in this way would be crucial for the considered
application and would cause a violation of the horizontal accuracy and
smoothness requirement. As previously indicated, an internal (software)
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Figure 3.6: Time delayed GNSS measurements
clock is employed to determine the GNSS time delay
Tt,GNSS = tavail − tvalid. (3.42)
Particularly, this clock is synchronized with UTC time and uses the
u-blox time pulse as well as the UTC message timestamp to determine
the precise (delay-free) UTC time. In this context, tvalid corresponds to
the GNSS message timestamp while tavail refers to the internal clock’s
time when the measurement is available.
3.5.2.1 Full Reprocessing
An optimal solution to account for time delayed measurements is to re-
process the filter when the measurement is available at time step kavail,
see [60]. Therefore, recent filter states and inputs have to be stored and
the filter has finally to be rolled back to time step kvalid when the GNSS
data has been valid. Then, the update step is conducted at time kvalid
and INS mechanization as well as covariance prediction is performed un-
til the current time step k = kavail. Thereby, the time delay is handled
in an optimal way thus that the same estimate xˆk and estimation error
covariance matrix P k is obtained as if the measurement would have
been available at time kvalid. Although this approach is optimal in or-
der to compensate measurement time delays, its computational burden
is too high to calculate the navigation solution in real-time. Therefore,
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an sub-optimal approximation has been applied which is described in
the following section.
3.5.2.2 Sub-Optimal Approximation
As full reprocessing the navigation filter is not feasible in real-time us-
ing the hardware setup described in section 2.2, a sub-optimal approx-
imation is employed to compensate the time delay of a measurement
y˜k−nk that is valid at time k − n but available at time k. According
to [28], modified measurement update equations are employed for this
purpose
K∗k = Ck,k−nHTk−n(Hk−nP−k−nH
T
k−n +Rk−n)−1 (3.43)
δxˆ+k = K
∗
k (h(xˆ−k−n,uk−n)− y˜k−nk )︸ ︷︷ ︸
δyˆk−n
k
(3.44)
P+k = P
−
k −K∗kHk−nCk,k−n. (3.45)
Thereby, the calculation of the modified Kalman gain K∗k as well as
the a posteriori covariance matrix P+k rely on the measurement and
covariance matrices at time k−n, i.e. when the processed measurement
y˜k−nk has been valid. In this context,Ck,k−n indicates the approximated
estimation error covariance at time k that would have been obtained if
the measurement update had been conducted in time, i.e. at time k−n.
To obtain the estimation error δxˆ+k at time k, the residual δyˆ
k−n
k at time
k − n is weighted with the modified Kalman gain K∗k. To simplify the
computation of Ck,k−n and to allow for a real-time execution of the
filter, it is assumed that the estimation error covariance matrix remains
unchanged between time k − n of validity and time k of availability,
i.e.
Ck,k−n ≈ P−k−n ≈ P−k . (3.46)
It has to be noted that this assumption becomes less accurate for in-
creasing time delays and increasing trajectory dynamics. Further details
and a deduction of (3.43)-(3.45) can be found in [28].
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To illustrate the influence of time delays in GNSS measurements on the
considered application, a manually driven double lane change maneu-
ver with high lateral accelerations of ±1g is considered, see Figure 3.7.
For the subsequent investigations, the data that has been recorded in
experimental tests has been used in offline simulations. In order to
develop solutions for all the issues that are related to navigation succes-
sively, the same maneuver will be examined subsequently. Figure 3.7
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Figure 3.7: Estimated velocity with and without accounting for time delays
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shows the estimated n-frame velocity when and when not accounting for
time delays using the sub-optimal approximation. For the illustrated
maneuver, GNSS time delays range from 0.17 to 0.2 s which is of the
same magnitude as the GNSS receiver’s sampling time. It can be no-
ticed that estimation errors are considerably small from t = 0 to 5 s,
i.e. before the maneuver is started and when having small lateral ac-
celerations. Thereby, slightly larger errors can be noticed when time
delays are neglected within this time interval. During the maneuver,
i.e. from t = 5 to 10 s, velocity errors increase even when time delays
are compensated. These errors are mainly caused by discontinuities in
the aiding GNSS measurements as well as the fact that assumptions
that have been made during filter design (especially for compensating
time delays) become less accurate when having high horizontal accel-
erations. Nevertheless, velocity errors are significantly less and discon-
tinuities (stepwise changes) occur less frequently when compensating
time delays. Furthermore, the filter extensions that are introduced in
section 3.7.2 to fulfill the accuracy and smoothness requirements allow
for a further significant reduction of these errors during the maneuver.
3.5.3 Aided Heading Estimation
The vehicle’s yaw angle with respect to true north (geodetic north) can
directly be determined with high accuracy when using a multi-antenna
configuration, see [18]. When considering the single-antenna setup that
is employed in this contribution, the yaw angle is estimated through the
numerical integration of inertial sensors and by processing GNSS posi-
tion as well as velocity measurements in the error estimator according
to section 3.4 and 3.5. Experimental evaluations have shown that the
maximum error of the yaw angle estimate is about ±4 deg compared to
the OxTS RT3003 reference navigation system (having a dual-antenna
setup). To improve the attitude estimate, a magnetic compass mea-
suring the Earth’s magnetic field is frequently utilized as additional
aiding measurement [49], especially in the scope of Unmanned Aerial
Vehicles (UAVs) to aid the roll and pitch estimate. However, these mea-
surements are very sensitive to local electro-magnetic fields that might
even originate from unpredictable sources like high-voltage power lines.
Furthermore, the improvement of estimation performance is limited by
60 3 Navigation
the accuracy of the aiding magnetometer measurement which is com-
monly less than the already achieved precision of the yaw angle estimate.
E.g. in [61], the accuracy of the employed magnetometer is declared as
±5 deg. Therefore, the use of a magnetometer is discarded in the scope
of this thesis.
On the contrary, this contribution incorporates kinematic vehicle con-
straints to aid the yaw angle estimate. As the vehicle is only able to
move in the horizontal plane, the GNSS course angle ψcourse, i.e. the
horizontal orientation of the velocity vector with respect to true north,
is processed in the error estimator under certain conditions as subse-
quently discussed. Referring to section 2.2.1, the u-blox GNSS receiver
provides the course angle with an accuracy of 0.5 deg (1σ), thus offering
the potential for a further improvement of the yaw angle accuracy. For
the filter modification, it has to be taken into account that
• the GNSS course angle ψcourse and the vehicle’s yaw angle ψ co-
incide when driving almost straight, i.e. for small vehicle sideslip
angles β ≈ 0 deg and thus for small lateral accelerations, see
section 2.1.1. On the contrary, when the vehicle performs ma-
neuvers with high lateral accelerations, the vehicle sideslip angle
β and thus the yaw angle errors increase simultaneously when us-
ing the course angle as aiding measurement. It has turned out
that a yaw rate threshold is an appropriate way to assess if the
vehicle is driving straight, i.e. |ψ˙| < ψ˙thld.
• the GNSS course angle’s measurement variance increases signif-
icantly for low velocities, see [62]. Thus, the course angle is
only employed as aiding measurement when a horizontal veloc-
ity threshold vhor,thld is exceeded.
Summing up, the corresponding measurement equation, i.e. the rela-
tionship between the estimator states and the additional aiding mea-
surement ψ˜course, can be formulated as
ψ˜course =
{
ψ , if |ψ˙| ≤ ψ˙thld ∧ vhor ≥ vhor,thld
0 , otherwise
(3.47)
where ψ˙thld denotes the upper absolute yaw rate threshold, vhor,thld the
lower velocity threshold for processing the course angle in the update
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step of the error estimator and
vhor =
√
vneb,n
2 + vneb,e2 (3.48)
the horizontal velocity in the n-frame. Hence, (3.31) is modified with
respect to (3.47) thus yielding
δpnδvneb
δψ

︸ ︷︷ ︸
δy(t)
=
I 0 Hp, 0 00 I Hv, 0 Hv,bω
0 0 Hψ, 0 0

︸ ︷︷ ︸
H

δpn
δvneb
δ
δba
δbω

︸ ︷︷ ︸
δx(t)
+
npnv
nψ

︸ ︷︷ ︸
v(t)
(3.49)
with
Hψ, =
{
[0 0 1], if |ψ˙| ≤ ψ˙thld ∧ vhor ≥ vhor,thld
[0 0 0], otherwise.
(3.50)
Finally, the yaw angle residual δψ can be expressed as
δψ = ψˆ − ψ˜course. (3.51)
Figure 3.8 depicts the estimated yaw angle when and when not using
the additional aiding GNSS course angle measurement for the double
lane change maneuver that has already been considered using a velocity
threshold vhor,thld of 2 m/s and a yaw rate threshold ψ˙thld of 2 deg/s.
Before the maneuver is started at t = 8 s, the yaw angle error is about
0.4 deg less than in the non-aided case while the yaw angle is aided when
driving straight (indicated by the value one of the binary yaw aiding
flag). In other scenarios, the difference is even noticeably larger and
has a magnitude of about 2 to 3 deg. During the maneuver, the non-
aided yaw angle error increases significantly when processing a GNSS
measurement (i.e. position and velocity) at t = 9.6 s. This effect is
not present in the aided case as the yaw angle has been updated using
the GNSS course angle just before the maneuver starts at t = 8.6 s.
Thus, the believe in this estimate is higher which corresponds to a lower
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Figure 3.8: Aided heading: Experimental results
estimation error covariance of the yaw angle. The error of the non-aided
yaw angle estimate increases up to 3.5 deg and remains at about 2.6 deg
after the maneuver. Contrarily, the yaw angle error in the aided case
just increases up to 1 deg during the maneuver and decreases to 0.25 deg
when the heading is aided again after the maneuver end at t = 11.8 s.
Overall, a root mean square error (RMSE) of 0.28 deg is obtained when
aiding the yaw angle estimate while the RMSE amounts to 1.70 deg
in the non-aided case. Concluding, introducing the additional aiding
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GNSS course angle measurement is an appropriate measure to further
improve the vehicle’s heading estimate noticeably.
3.6 Error Correction and Navigation Solution
3.6.1 Error Correction
To obtain the a posteriori navigation solution xˆ+, the a priori navigation
solution xˆ− that results from the INS mechanization has to be corrected
with respect to the estimated error δxˆ. As explained in section 3.5,
position errors are estimated in the n-frame (e-frame is used for INS
mechanization) and attitude errors are expressed as Euler angle errors
(quaternions are used for INS mechanization) for numerical reasons.
Referring to [28], the a posteriori position estimate pˆe,+ is obtained by
transferring the a posteriori position error δpˆn,+ to the e-frame, i.e.
ϕˆ+ = ϕˆ− − δpˆ
n,+
n
Rn − hˆ−
, (3.52)
λˆ+ = λˆ− − δpˆ
n,+
e
(Re − hˆ−) cos(ϕˆ−)
, (3.53)
hˆ+ = hˆ− − δpˆn,+d . (3.54)
The a posteriori velocity estimate vˆn,+eb can be determined by subtract-
ing the error δvˆn,+eb from the a priori estimate vˆ
n,−
eb as both refer to the
same reference frame, i.e.
vˆn,+eb = vˆ
n,−
eb − δvˆn,+eb . (3.55)
To compute the a posteriori quaternion qˆn,+b describing the vehicle at-
titude, the quaternion qc is derived from the estimated attitude error
δˆ+ and the orientation vector σc
σc = −δˆ+, (3.56)
qc =
[
cos(‖σc‖/2)
(σc/‖σc‖) sin(‖σc‖/2)
]
(3.57)
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and multiplied with the a priori attitude estimate qˆn,−b
qˆn,+b = qc ◦ qˆn,−b . (3.58)
Finally, the a posteriori sensor biases are gained through
bˆ
+
a = bˆ
−
a − δbˆ
+
a , (3.59)
bˆ
+
ω = bˆ
−
ω − δbˆ
+
ω , (3.60)
and can be used to derive the bias compensated IMU measurements
f b,∗ib = f˜
b
ib − bˆ
+
a , (3.61)
ωb,∗ib = ω˜
b
ib − bˆ
+
ω . (3.62)
3.6.2 Resulting Navigation Solution
Concluding, the resulting a posteriori navigation solution that is sup-
plied by the GNSS/INS integration scheme comprises
• the position pe,T = [ϕ, λ, h] of the IMU in the WGS84 reference
frame with respect to latitude ϕ, longitude λ and altitude h.
• the velocity vn,Teb = [vneb,n, veeb,n, vdeb,n] of the IMU orientated
north, east and downwards in the n-frame.
• the orientation quaternion qn,Tb = [qnb,1, qnb,2, qnb,3, qnb,4] describing
the relative orientation of the b- and the n-frame.
• the bias compensated IMU accelerations f b,∗,Tib = [f
b,∗
ib,x, f
b,∗
ib,y,f
b,∗
ib,z]
and angular rates ωb,∗,Tib = [ω
b,∗
ib,x, ω
b,∗
ib,y, ω
b,∗
ib,z].
3.7 Further Extensions for Autonomous
Vehicle Guidance
Now that the basic integration scheme has been introduced, further
extensions to satisfy the requirements on the navigation solution (see
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section 3.2) are discussed in this section. Referring to section 3.2, au-
tonomous driving in the context of CA has been assessed not to be fea-
sible when relying on absolute positioning. Instead, relative positioning
can solve this issue when assuming that navigation errors are approxi-
mately constant in a close local environment and thus do not influence
the (relative) vehicle position significantly. Section 3.7.1 outlines the
corresponding transformation from absolute e-frame coordinates to the
local Cartesian m-frame. Furthermore, the accuracy and smoothness
requirements in section 3.2 cannot be fulfilled when operating the nav-
igation filter as introduced previously. Therefore, an appropriate filter
modification that solves this problem is presented in section 3.7.2.
3.7.1 Transformation to Maneuver Reference Frame
For the purpose of relative positioning, the (local) Cartesian m-frame
has been introduced in section 3.3.1. Recapitulating, the m-frame gen-
erally refers to the vehicle’s CG position while the origin of the m-frame
is defined by the initial maneuver position. Due to the fact that the nav-
igation solution provides the IMU position
pe,TIMU = [ϕIMU , λIMU , hIMU ] (3.63)
in the e-frame, a transformation from the e- to the m-frame as well as
from the IMU’s mounting position to CG has to be conducted to obtain
the vehicle’s CG position
pm,TCG = [xmCG, ymCG, zmCG] (3.64)
in the m-frame, see Figure 3.9. Let peIMU,0 denote the initial position
and ψ0 the initial yaw angle with respect to the e-frame when the evasive
maneuver is initiated. As a first step, the initial position peIMU,0 as well
as the current position peIMU are considered in a local n-frame and
transferred to CG, thus yielding
pnCG,0 = pnIMU,0 +Rnb,0rbIMU,CG, (3.65)
pnCG = pnIMU +Rnb rbIMU,CG (3.66)
where pnIMU,0 and pnIMU denote the initial and current IMU position
in the n-frame respectively. To transfer these positions to CG, the
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vector that points from the IMU to CG in the n-frame has to be added.
Therefore, the vector rbIMU,CG has to be rotated from the b- to the
n-frame using the initial DCM Rnb,0 respectively the current DCM Rnb .
Second, the vector rnCG pointing from pnCG,0 to pnCG is determined by
rnCG = pnCG − pnCG,0 (3.67)
= (pnIMU − pnIMU,0)︸ ︷︷ ︸
rn
IMU
+Rnb rbIMU,CG −Rnb,0rbIMU,CG. (3.68)
Neglecting the initial yaw angle ψ0, rnCG represents a position vector
in a local Cartesian reference frame having pnCG,0 as origin. In this
context, the vector
rn,TIMU = [rnn, rne , rnd ] (3.69)
pointing from the initial position pe,TIMU,0 = [ϕIMU,0, λIMU,0, hIMU,0]
to the current position peIMU in the n-frame with origin peIMU,0 can be
expressed as
rnn = (ϕIMU − ϕIMU,0) · (Rn − hIMU,0), (3.70)
rne = (λIMU − λIMU,0) · (Re − hIMU,0) · cos(ϕIMU,0), (3.71)
rnd = hIMU − hIMU,0. (3.72)
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Finally, the vehicle position pm,TCG = [xmCG, ymCG, zmCG] in the m-frame
can be obtained by rotating rnCG from the n- to the m-frame, i.e.
pmCG = Rmn rnCG (3.73)
whereRmn indicates the corresponding DCM. According to section 3.3.1,
the m-frame’s x-axis coincides with longitudinal vehicle axis when the
maneuver is initiated while its orientation is forward, left and upwards.
Considering that the n-frame is directed forward, right and downwards,
Rmn performs a rotation by −ψ0 with respect to the zn-axis to align the
xn-axis with the initial vehicle orientation and by 180 deg with respect
to the resulting xn′-axis to obtain the desired m-frame orientation.
The vehicle’s yaw angle ψm with respect to the m-frame is determined
by subtracting the initial yaw angle 0 ≤ ψ0 < 2pi from the current yaw
angle 0 ≤ ψ < 2pi. As the m-frame is directed upwards, the correspond-
ing sign of the yaw angle has finally to be inverted, thus obtaining
ψm = −(ψ − ψ0) = ψ0 − ψ. (3.74)
In order to obtain 0 ≤ ψm < 2pi, 2pi has to be added if ψm < 0
respectively 2pi has to be subtracted if ψm ≥ 2pi. Consequently, (3.74)
is modified to
ψm =
{
ψ0 − ψ , 0 ≤ ψ0 − ψ < 2pi
ψ0 − ψ − 2pi · sign(ψ0 − ψ) , otherwise.
(3.75)
3.7.2 Filter Modifications
In this section, a filter modification is proposed to overcome the prob-
lem of growing position errors and discontinuities for large horizontal
accelerations. In this way, the navigation requirements that have been
formulated in section 3.2 can be satisfied. To comprehend why this mea-
sure becomes necessary, the vehicle’s m-frame position when operating
the filter conventionally is analyzed. Figure 3.10 depicts the estimated
and the reference position solution in the m-frame for the double lane
change maneuver which has already been considered previously. In this
regard, the reference position is obtained by applying the m-frame trans-
formation to the OxTS RT3003 navigation solution. When examining
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horizontal position errors it can be noticed that these errors increase up
to 1.1 m during the maneuver. Furthermore, stepwise position changes
of about 0.3 m are present in the navigation solution. Thus, the con-
ventional closed-loop operation is not applicable for the purpose of au-
tonomous vehicle guidance when having high horizontal accelerations
as it meets neither the accuracy nor the smoothness requirements. To
fulfill the requirements on the navigation solution during the maneuver,
the following two concepts have mainly been considered:
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Figure 3.10: Position solution for conventional closed-loop operating mode
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• Dead reckoning (subsequently referred to as DR), i.e. operating
the navigation filter open-loop.
• Closed-loop operation but with an appropriately decreased weight
on the GNSS measurements (consecutively referred to as LWM).
For DR, the navigation filter is operated open-loop during the maneu-
ver such that GNSS measurements are discarded and the navigation
solution solely relies on the INS mechanization. Contrarily, the strat-
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egy LWM employs a low-weight measurement covariance matrix Rlw
during the maneuver, i.e. GNSS position and velocity measurements
covariances are chosen large to decrease the corresponding weight in
the update step while the covariance of the GNSS course angle remains
unchanged in order to aid the yaw angle estimate appropriately. When
not conducting an evasion maneuver, a nominal measurement covari-
ance matrix Rnom is employed to calibrate inertial sensors, i.e. to com-
pensate sensor biases.
A comparison of LWM and DR is illustrated in Figure 3.11. It can be
recognized that position errors for LWM are larger in the first half of
the maneuver. Nonetheless, these errors increase almost monotonically
for DR and thus are larger in the second half of the maneuver. For the
entire maneuver, the horizontal position error increases up to 0.25 m
for LWM and 0.3 m for DR. Overall, position errors are comparable
for both modes of operation and the accuracy requirement is met in
both cases. Furthermore, both operating modes provide a smooth posi-
tion trajectory such that only small stepwise position changes of about
0.05 m can be observed. Finally, LWM is preferred because position
errors do not increase monotonically in time due to its closes-loop op-
eration. Especially when larger position errors occur early during the
maneuver, the use of DR has turned out to be disadvantageous as it
leads to unacceptable position errors that violate the accuracy require-
ment. Consequently, LWM is assessed to be the superior approach and
is thus applied subsequently.
3.8 Experimental Results
3.8.1 Test Scenario and Filter Parameterization
Now that a low-cost GNSS-based navigation concept for autonomous
evasion maneuvers with high horizontal accelerations has been devel-
oped successfully, this section finally provides an overview of the esti-
mation results that are gained when using LWM as operating mode.
Therefore, the double lane change maneuver that has been investigated
previously will be used as test scenario. For reasons of clarity, the focus
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of the following results relies on the horizontal position in the m-frame,
the horizontal velocity in the n-frame and the yaw angle with respect
to true north. According to section 3.1, a sampling rate of 100 Hz has
been chosen for INS mechanization as well as the error estimator.
As far as filter parameterization is concerned, most of the variances in
the process noise covariance matrix Q and the nominal measurement
noise covariance matrix Rnom can be derived from sensor specification
or experimental evaluations. In this regard, the standard deviations
of the IMU’s noise and its biases, the GNSS velocity and the GNSS
course angle are basically known by specification or have been identi-
fied in experimental tests, see section 2.2.1. Due to several error sources
like atmospheric or receiver clock errors the assumption of zero-mean
Gaussian white noise is generally not valid for GNSS position measure-
ments, see [27]. Thus, the corresponding measurement noise covariance
has been determined by optimizing the nominal system performance
in a variety of test scenarios. For the navigation mode LWM, the low-
weight measurement covariance matrixRlw has been obtained by tuning
the covariance of the GNSS position and velocity measurements such
that the average estimation performance becomes optimal. As indicated
in section 3.7.2, the GNSS course angle covariance is chosen equal for
Rnom and Rlw to aid the yaw angle estimate appropriately. For further
details on the filter parameterization, see section C.5.
3.8.2 Position
Figure 3.12 illustrates the estimated position pm,Test = [xmest, ymest] and the
OxTS RT3003 reference position pm,Tref = [xmref , ymref ] in the m-frame.
Compared to Figure 3.11, longitudinal and lateral position errors are
additionally depicted. It can be recognized that the horizontal position
error ‖pmest − pmref‖ is mainly dominated by the longitudinal position
error xmest − xmref which has a maximum absolute value of 0.21 m and a
RMSE of 0.14 m. On the contrary, the lateral position error ymest − ymref
is noticeably less and increases up to an absolute value of 0.15 m while
having a RMSE of 0.07 m. Overall, the horizontal position error has
an absolute maximum value of 0.24 m and a RMSE of 0.15 m for a
maneuver at the handling limits having lateral accelerations of ±1g. At
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the same time, the largest position steps can be observed in the lateral
position and have a magnitude of 0.07 m.
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3.8.3 Velocity
In the following, the n-frame velocity is considered for evaluation pur-
poses as it is important to derive further quantities, e.g. the velocity
at CG in section 4.2, while the m-frame velocity is not of major impor-
tance. The estimated n-frame velocity is depicted along with its refer-
ence values and corresponding estimation errors in Figure 3.13. When
comparing Figure 3.13 with Figure 3.7, it can initially be observed that
the velocity estimate matches the reference closer such that velocity
errors can indeed further be reduced when using LWM as filter oper-
ating mode. Specifically, the velocity with respect to true north shows
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a maximum absolute error of 0.14 m/s and a RMSE of 0.06 m/s while
a maximum absolute error of 0.17 m/s and a RMSE of 0.07 m/s can
be observed for the estimated velocity with respect to east. Finally,
the horizontal velocity error increases up to 0.11 m/s while the RMSE
amounts to 0.06 m/s.
3.8.4 Attitude
In this section, the estimated yaw angle with respect to true north (i.e.
in the n-frame) is evaluated. As the yaw angle with respect to the n-
and m-frame just differs in an offset (see section 3.7.1), the following
conclusions are valid for the m-frame as well. According to Figure 3.14,
it is apparent that the reference yaw angle is tracked very close. Partic-
ularly, the estimated yaw angle shows a maximum absolute deviation of
0.49 deg from its reference. The discontinuity at t = 3.7 s occurs when
the yaw angle is aided again after the maneuver is ended, i.e. when
driving approximately straight. Overall, a RMSE of 0.29 deg results for
the entire maneuver.
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3.8.5 Assessment of Navigation Performance
Table 3.1 summarizes the results that have been gained in terms of
maximum absolute errors and RMSE. Recapitulating the requirements
imposed on the position accuracy and its smoothness, a maximum po-
sition error of 0.5 m and a maximum stepwise position change of 0.1 m
have been identified to be tolerable. These requirements are indeed
satisfied while the maximum horizontal position error is considerably
less than the upper feasibility bound. However, the reader should be
aware that there might be (rare) disadvantageous situations in which
the accuracy requirement is not fulfilled, e.g. when sensor biases are not
estimated appropriately. In order to improve reliability and accuracy,
further aiding sensor measurements of a radar, LiDAR or camera can
be incorporated in the filter design, see [63, 64]. As far as the velocity
estimate is concerned, experimental results are assessed to be satisfying
especially when considering that the achievable 1σ-accuracy of u-blox
velocity measurements is 0.1 m/s. The same conclusion can be drawn for
the yaw angle estimate when taking into account that the 1σ-accuracy
of u-blox course angle measurements is 0.5 deg. Finally, the navigation
performance is assessed to be appropriate for the considered application
as it fulfills all the specified requirements.
Table 3.1: Navigation performance for maneuver with 1g hor. acceleration
Max. RMSE
Position Errors [m] (m-frame)
xm-direction 0.21 0.14
ym-direction 0.15 0.07
Horizontal 0.24 0.15
Stepwise changes (xm, ym, hor.) 0.07 -
Velocity Errors [m/s] (n-frame)
Velocity north 0.14 0.06
Velocity east 0.17 0.07
Horizontal 0.11 0.06
Attitude Errors [deg]
Yaw angle 0.49 0.29
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4 Vehicle State Estimation
4.1 Motivation and Related Work
To employ the optimal vehicle dynamics control scheme indicated in
section 1.2, key vehicle states such as the yaw rate, longitudinal and
lateral vehicle velocity at CG are required. While the yaw rate can be
measured directly using commonly employed sensors, this is in general
not the case for the vehicle’s longitudinal and lateral velocity when not
using cost-intensive (optical) sensors. Studies have shown that these
quantities cannot be derived from the navigation solution with an ap-
propriate accuracy. For this reason, an additional EKF-based estimator
relying on a dynamic vehicle model is introduced in this chapter.
In literature, the estimation of key vehicle states has widely been dis-
cussed. Previously published approaches comprise Luenberger observers
[65], nonlinear observers [66, 67] as well as Kalman filter (KF) [68] and
extended Kalman filter (EKF) based estimators [69]. While all these
contributions solely rely on a nominal vehicle and tire model, there are
approaches that are designed to deal with model uncertainties. Espe-
cially tire parameters are difficult to identify and change under different
environmental conditions, e.g. when changing from a dry to a wet road
surface. In this context, [70, 71] present an EKF-based estimator that
incorporates the tire forces in the state vector instead of using a par-
ticular tire model. The studies carried out in [72] tend in the same di-
rection whereas a linear tire model (using additional information about
tire force generation) is used and the cornering stiffness is estimated
and thus adapted online. [73] proposes a combination of a sliding-mode
observer and an EKF, including the cornering stiffness at the front and
the rear axle in the EKF’s state vector for adaptation purposes. In
[74], the vehicle sideslip angle is derived from a simple algebraic equa-
tion while the relevant parameters such as the cornering stiffness at the
front and rear axle are estimated online. An observer that is explicitly
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designed such that it is robust with respect to model uncertainties can
be found in [68]. As an extension of [67], [75] additionally proposes an
adaptation of the friction coefficient to apply the observer even when
road conditions are uncertain or change during operation. To cope with
changing model parameters like the vehicle mass or the mass moment
of inertia, [76] introduces a dual extended Kalman filter (DEKF) that
employs two EKF in parallel for state and parameter estimation. In
recent years, the additional use of GNSS velocity measurements for the
purpose of vehicle state estimation has been investigated, see [77–79].
Generally, the main advantage of using GNSS-based velocity measure-
ments can be seen in the achievable accuracy, e.g. 0.05m/s (1σ) for
GPS [18], as well as the independence from tire slip. On the contrary,
ABS wheel speeds may significantly be impaired by wheel slip and thus
may lead to a degraded estimation performance. It has to be noted that
classical approaches rely on a dynamic vehicle model while GNSS-based
vehicle state estimators are in general pure kinematic filters.
In the following, an EKF-based estimator to determine the longitudinal
and lateral velocity at CG as well as the yaw rate is proposed. Thereby,
the estimator is designed in such a way that it is adaptive with respect to
uncertainties in the tire-road contact. To achieve the adaptive behavior,
two additional estimator states are introduced to scale longitudinal and
lateral tire forces. While the basic idea is comparable to the approach in
[72,73], there are distinguishable differences. This work generally scales
tire forces, which are determined through a nonlinear tire model, instead
of solely adapting the cornering stiffness. In this way, the adaptation
is more general and also appropriate when tires are saturated while the
local approximation of the cornering stiffness actually changes its sign
at the friction limit, see section 2.1.2.4. As stated in [75], the observ-
ability and finally the stability of the observer inherently depend on the
excitation, i.e. the variation in the longitudinal and lateral velocity and
acceleration due to steering and accelerating respectively braking. To
solve this issue, [72, 73] tune the filter covariances appropriately such
that adaptation happens conservatively respectively in certain sideslip
angle intervals. As a major contribution, this thesis proposes a concept
for proving the local observability of the adaptation states online and
keep them constant by introducing these states as virtual measurement
variables when loosing local observability. By using this concept, the
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Figure 4.1: Vehicle state estimation scheme
adaptation is only conducted when the estimation problem is considered
to be well-conditioned based on its local observability. Thereby, other
basic model parameters like the vehicle mass or the mass moment of
inertia are not considered to be subject to uncertainty in the scope of
this research work. Thus, the estimator is not especially designed to be
adaptive or robust with respect to uncertainties in these model param-
eters. Furthermore, the estimator employs the GNSS-based horizontal
velocity estimate which is derived from the navigation solution as aiding
measurement, thus being independent of wheel slip. In this way, clas-
sical and GNSS-based approaches that can be found in literature are
combined. As a further advantage, the employed sensor fusion scheme
allows for processing the bias compensated IMU measurements in the
estimator. However, it has to be stated that long-term GNSS outages
could seriously affect the estimator performance while short-term out-
ages can be compensated by the navigation filter. Consequently, a filter
reconfiguration has to be considered for long-term GNSS outages. Due
to the fact that at least four satellites are assumed to be available in
experimental tests (see section 3.1), this issue has been neglected in the
scope of this thesis but can be seen as part of future work.
The particular part of the entire system scheme in section 2.4 that is
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related to vehicle state estimation is depicted in Figure 4.1. More pre-
cisely, the navigation filter’s outputs xˆnav are transferred to CG to
determine the longitudinal acceleration ax, lateral acceleration ay, yaw
rate ψ˙ and horizontal velocity vCG. These measurements together with
the wheel steering angle δ and the four wheel velocities vw which are
obtained from the vehicle CAN bus are used as input variables to the
vehicle state estimator. Finally, the estimated vehicle states xˆvse are
supplied to the application with a sampling rate of 100 Hz.
4.2 Transformation of Navigation Outputs
While the navigation solution refers to the mounting position of the
IMU and the navigation filter’s b-frame is directed forward, right and
downwards, the vehicle state estimator’s body-fixed reference frame is
directed forward, left and upwards having the origin at CG. These dif-
ferent definitions are common in the field of navigation and vehicle
dynamics. In this section, a brief outline is given how to determine
the longitudinal acceleration ax, lateral acceleration ay, yaw rate ψ˙ and
horizontal velocity vCG at CG based on the navigation solution xˆnav.
Particularly, bias compensated accelerations f b,∗ib are transferred to CG
by
f b,∗ib,CG =
f
b,∗
ib,CG,x
f b,∗ib,CG,y
f b,∗ib,CG,z
 = f b,∗ib + ωb,∗ib × (ωb,∗ib × rbIMU,CG) (4.1)
where ωb,∗ib indicates the bias compensated angular rates and rbIMU,CG
the vector pointing from the IMU to CG. Finally, the reference frame
has to be rotated by 180 deg with respect to the xb-axis to obtain the
required reference frame orientation (i.e. forward, left and upwards),
thus obtaining the longitudinal and lateral acceleration at CG
ax = f b,∗ib,CG,x and ay = −f b,∗ib,CG,y. (4.2)
When performing the reference frame rotation, for the yaw rate in the
vehicle body frame holds
ψ˙ = −ωb,∗ib,z. (4.3)
80 4 Vehicle State Estimation
As previously indicated, the horizontal velocity vCG at CG, which can
be deduced from the navigation solution, will be used as aiding measure-
ment. In this way, independence from tire slip can be achieved which
promises an improved estimation performance. In order to obtain vCG,
the n-frame velocity vneb is determined at CG by
vneb,CG =
vneb,CG,nvneb,CG,e
vneb,CG,d
 = vneb +Rnb (ωb,∗ib × rbIMU,CG) (4.4)
where Rnb denotes the DCM transferring a vector from the b- to the
n-frame. Finally, for the horizontal velocity vCG at CG holds
vCG =
√
vneb,CG,n
2 + vneb,CG,e2. (4.5)
4.3 Modeling
4.3.1 Vehicle Model
In order to implement the estimator outlined above, a nonlinear two-
track model according to section 2.1.1.2 is used to describe vehicle dy-
namics. In this context, rolling resistances, aerodynamic drag as well
as road bank and road grade are neglected. The corresponding free-
body diagram is depicted in Fig. 4.2. Particularly, (4.6)-(4.7) describe
the longitudinal and lateral momentum with respect to CG while (4.8)
refers to yaw dynamics.
f1 = v˙x = ψ˙vy +
1
m
(
(Fx,fl + Fx,fr) cos(δ) (4.6)
− (Fy,fl + Fy,fr) sin(δ) + Fx,rl + Fx,rr)
)
f2 = v˙y = −ψ˙vx + 1
m
(
(Fy,fl + Fy,fr) cos(δ) (4.7)
+ (Fx,fl + Fx,fr) sin(δ) + Fy,rl + Fy,rr
)
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f3 = ψ¨ =
1
Jz
[
(Fx,rr − Fx,rl) twr2 − (Fy,rl + Fy,rr)lr (4.8)
+
(
(Fx,fr − Fy,fl) cos(δ) + (Fy,fl − Fy,fr) sin(δ)
) twf
2
+
(
(Fy,fl + Fy,fr) cos(δ) + (Fx,fl + Fy,fr) sin(δ)
)
lf
]
δ
αfl
lr
lf
αrl
X
Y
ψ
.
vCG
vrl
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αrrvrr
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Figure 4.2: Free-body diagram of the employed estimator model
4.3.2 Tire Model
4.3.2.1 Longitudinal and Lateral Tire Forces
To determine longitudinal and lateral tire forces in (4.6)-(4.8), the Pace-
jka magic formula tire model according to section 2.1.2 is employed.
Longitudinal tire forces Fx,i with i ∈ {fl,fr,rl,rr} at pure longitudinal
slip can be expressed as
Fx,i = θFx · µFz,i · fx,i(λi) (4.9)
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where fx,i(λi) indicates the normalized Pacejka Magic Formula depend-
ing on the longitudinal slip ratio λi and µFz,i the maximum feasible tire
force according to Coulomb’s law of friction. Thereby, µ denotes the
maximum friction coefficient and Fz,i the vertical tire load. Further-
more, θFx is introduced to adapt longitudinal tire forces as described
in the end of this section. Referring to section 2.1.2.1, the longitudinal
tire slip ratio λi is defined as
λi =
1−
vwx,i,free
vw
x,i
, vwx,i − vwx,i,free ≥ 0 (acceleration slip)
vwx,i
vw
x,i,free
− 1 , vwx,i − vwx,i,free < 0 (braking slip).
(4.10)
Due to the fact that wheel velocities vwi that are obtained from the ve-
hicle’s CAN bus refer to the direction of travel, the longitudinal velocity
vwx,i in the wheel reference frame is determined by
vwx,i = vwi cos(αi) (4.11)
where αi denotes the corresponding tire sideslip angle. Referring to
section 2.1.2.6, the dynamic vertical tire load is approximated by
Fz,fl/fr = m
(
lr
l
g − hCG
l
ax
)(
1
2 ∓
hCG
twf · g ay
)
, (4.12)
Fz,rl/rr = m
(
lf
l
g + hCG
l
ax
)(
1
2 ∓
hCG
twr · g ay
)
(4.13)
where ax and ay denote the measured longitudinal and lateral acceler-
ation at CG and l = lf + fr the wheel base. Lateral tire forces Fy,i,0
with i ∈ {fl,fr,rl,rr} at pure cornering are determined similar to (4.9)
by
Fy,i,0 = θFy · µFz,i · fy,i(αi) (4.14)
where fy,i(αi) denotes the normalized Pacejka Magic Formula in de-
pendence of the tire sideslip angle αi and θFy indicates the adaptation
state to scale lateral tire forces.
4.3.2.2 Combined Slip
To incorporate combined slip, i.e. the simultaneous transmission of lon-
gitudinal and lateral forces, lateral tire forces Fy,i,0 with i ∈ {fl,fr,rl,rr}
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at pure cornering are reduced depending on the transmission of lon-
gitudinal forces in accordance to the friction ellipse as introduced in
section 2.1.2.5, i.e.
Fy,i = Fy,i,0
√
1−
(
Fx,i
Fx,i,max
)2
= Fy,i,0
√
1− fx,i2. (4.15)
4.3.2.3 Adaptation States
Obviously, the employed vehicle and tire model contain several parame-
ters that are difficult to be determined and may vary during operation.
Especially tire parameters are an inherently uncertain parameter set.
Therefore, two additional estimator states θFx and θFy are introduced
in (4.9) and (4.14) to take model uncertainties into account. Thus, this
approach allows the estimator to scale tire forces, e.g. when the fric-
tion coefficient changes. Investigations have shown that employing two
separate adaptation states for longitudinal and lateral tire forces leads
to an improved estimation performance. In this context, the dynamic
behavior of θFx and θFy is assumed to be a random walk process, i.e.
f4 = θ˙Fx = 0, (4.16)
f5 = θ˙Fy = 0. (4.17)
4.3.3 Resulting Vehicle Dynamics Model
When substituting longitudinal and lateral tire forces (4.9) and (4.15)
in (4.6)-(4.8), the resulting nonlinear estimator model describing vehicle
dynamics can be written as
x˙(t) =
[ ˙¯x(t)
θ˙(t)
]
= f(x(t),u(t)) (4.18)
with fT = [f1, f2, f3, f4, f5]. In this regard,
xT = [x¯T , θT ] (4.19)
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denotes the augmented state vector comprising the actual state vector
x¯T = [vx, vy, ψ˙] (4.20)
where vx indicates the longitudinal velocity, vy the lateral velocity and
ψ˙ the yaw rate as well as the adaptation states
θT = [θFx , θFy ]. (4.21)
Furthermore,
uT = [δ, vwfl, vwfr, vwrl, vwrr, ax, ay] (4.22)
denominates the input vector containing the wheel steering angle δ, the
absolute wheel velocities vwi with i ∈ {fl,fr,rl,rr} and the longitudinal
and lateral acceleration ax and ay at CG respectively.
4.4 Model Validation
As the EKF-based estimator determines a weighted mean value of the
model-based predictions and the corresponding measurements, estima-
tion results inherently depend on the accuracy of the introduced plant
model, see [17]. For this reason, the plant model’s validity is assessed
consecutively. Therefore, a manually driven maneuver starting with an
acceleration period with longitudinal accelerations of up to 7 m/s2 and
a following double lane change maneuver with lateral accelerations of
up to 9 m/s2 is employed as test maneuver. In this way, the estima-
tor model’s ability to describe longitudinal as well as lateral vehicle
dynamics is evaluated. For evaluation purposes, the nonlinear plant
model (4.18) is integrated numerically in offline simulations using MAT-
LAB/Simulink’s ODE45 solver [80]. Thereby, the measured inputs u,
which are illustrated in Figure 4.3, are employed as input variables. As
tire sideslip angles take unreasonable values for velocities close to zero
(due to the division by the longitudinal velocity vx, see section 2.1.2.2),
the model validation is initiated for a longitudinal velocity of 2m/s at
t = 1 s.
When examining the open-loop estimation results in Figure 4.4, it is
apparent that the longitudinal velocity vx is tracked nearly perfectly
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even for longitudinal accelerations of 5 to 7 m/s2. The lateral veloc-
ity vy shows larger errors while the qualitative behavior is estimated
very well without any significant phase shifts for lateral accelerations
of about 9 m/s2. Likewise, the yaw rate ψ˙ matches the qualitative be-
havior of its reference convincingly while larger quantitative estimation
errors are apparent for high lateral accelerations. The reason for these
quantitative deviations can be seen in the strong nonlinear tire behavior
for absolute accelerations greater than 6 m/s2. It has to be stated that
the same scenario has been evaluated for lateral accelerations of 5 m/s2.
In this case, the lateral velocity as well as the yaw rate are tracked
nearly perfectly. However, experimental results in section 4.7 demon-
strate that the introduced model is well suited to estimate these vehicle
states even at the handling limits when operating the filter closed-loop.
Finally, it has to be stated that the adaptation states θFx and θFy , whose
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dynamic behavior is assumed to be a random walk process, have been
omitted for reasons of clarity as their estimated values remain constant
during the entire simulation.
4.5 Estimator Design
As outlined in section 4.1, the estimation of key vehicle states is per-
formed through an EKF-based approach. The basic concept of EKF-
based estimators is to predict an a priori state estimate using a nonlinear
plant model and to correct this estimate when a measurement y˜ is avail-
able, see [17]. Therefore, the measurements have to be put into context
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to the states of the nonlinear plant model (4.18). For the purpose of
vehicle state estimation,
h1 = a˜x =
1
m
(
(Fx,fl + Fx,fr) cos(δ) (4.23)
− (Fy,fl + Fy,fr) sin(δ) + Fx,rl + Fx,rr
)
h2 = a˜y =
1
m
(
(Fy,fl + Fy,fr) cos(δ) (4.24)
+ (Fx,fl + Fx,fr) sin(δ) + Fy,rl + Fy,rr
)
h3 = ˜˙ψ = ψ˙ (4.25)
h4 = v˜CG =
√
vx2 + vy2 (4.26)
are employed as measurement equations where h1 corresponds to the
longitudinal acceleration ax at CG, h2 to the lateral acceleration ay at
CG, h3 to the yaw rate ψ˙ and h4 to the horizontal velocity vCG which
is derived from the navigation solution (see section 4.2). Referring to
section 4.3.2.3, θFx and θFy have been introduced to scale tire forces and
thus to be adaptive with respect to uncertainties in the tire-road contact.
In this regard, excitation plays a vital role as far as observability of these
adaptation states is concerned. When loosing observability, θFx and θFy
might take arbitrary values which can even lead to filter divergence.
Therefore, two additional artificial measurement variables
h5 = θ˜Fx =
{
0 , if θFx is observable
θFx , otherwise
(4.27)
h6 = θ˜Fy =
{
0 , if θFy is observable
θFy , otherwise
(4.28)
are introduced to keep θFx respectively θFy constant if these state vari-
ables are considered to be unobservable. To achieve this aim, the
corresponding measurement noise covariances have to be chosen small
enough. A detailed observability analysis as well as the assessment
of (local) observability is provided in section 4.6. Assuming that the
measured inputs and outputs are superimposed by zero-mean Gaussian
white noise, the stochastic nonlinear estimator model can be derived
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from (4.18) and (4.23)-(4.28) as
x˙(t) = f(x(t),u(t),w(t)) (4.29)
y(t) = h(x(t),u(t)) + v(t) (4.30)
where
wT = [wδ, wvw
fl
, wvw
fr
, wvw
rl
, wvwrr , wax , way , wθFx , wθFy ] (4.31)
denotes the process noise resulting from the inputs u and the adaptation
states θ acting on the state vector x,
vT = [vax , vay , vψ˙, vvCG , vθFx , vθFy ] (4.32)
the measurement noise affecting the outputs
yT = [ax, ay, ψ˙, vCG, θFx , θFy ] (4.33)
and hT = [h1, h2, h3, h4, h5, h6]. Thereby, w and v are assumed to
be zero-mean Gaussian white noise, i.e. w ∼ N (0,Q) and v ∼ N (0,R)
where Q and R denote the corresponding covariance matrices.
Considering the input and measurement vector, it can be noticed that
the longitudinal and lateral acceleration are contained in both vectors.
Hence, the assumption of uncorrelated input and measurement noise,
i.e. E[wvT ] = 0, is no longer fulfilled and has to be accounted for in
the filter equations. This issue results from the fact that ax and ay
are used to determine the vertical tire load as well as to aid the state
prediction. In fact, the tire load could be computed outside the filter,
but nevertheless there would be a strong cross-correlation of input and
measurement variables. As this can indeed be handled inside the filter,
the update equations are modified as described subsequently to take this
cross-correlation into account. At the same time, the cross-correlation
of the yaw rate ψ˙ and the horizontal velocity at CG vCG respectively
the yaw rate and longitudinal as well as lateral acceleration ax and ay
that is introduced when transferring the outputs of the navigation filter
to CG (see section 4.2) is assumed to be negligible.
To be used in the EKF-based estimator, (4.29)-(4.30) are linearized
along the estimated state trajectory and transferred to a discrete-time
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linear representation, thus obtaining
xk+1 = F kxk +Bkuk +Gkwk (4.34)
yk = Hkxk +Dkuk + vk. (4.35)
According to [17], the prediction step at time k consists of determining
the a priori state estimate xˆ−k as well as the corresponding estimation
error covariance matrix P−k
xˆ−k = xˆ
+
k−1 +
k·Ts∫
(k−1)·Ts
f(xˆ+k−1,uk−1) dt (4.36)
P−k = F k−1P
+
k−1F
T
k−1 +Gk−1Qk−1GTk−1 (4.37)
where Qk = Q/Ts and Rk = R denote the discrete-time covariance
matrices of the process noise wk and the measurement noise vk while
Ts indicates the EKF’s sampling time. In order to solve (4.36) numeri-
cally, an explicit forth-order Runge-Kutta integration technique [59] is
applied. When a measurement y˜k is available at time k, the a posteriori
state estimate xˆ+k and covariance matrix P
+
k are obtained by
Kk = (P−kH
T
k +GkSk)(HkP−kH
T
k +Rk (4.38)
+HkGkSk + STkGTkHTk )−1
xˆ+k = xˆ
−
k +Kk(y˜k − h(xˆ−k ,uk)) (4.39)
P+k = (I −KkHk)P−k −KkSTkGTk (4.40)
where Kk denominates the Kalman gain. To account for the cross-
correlation of the input noise wk and the measurement noise vk, mea-
surement update equations (4.38)-(4.40) have been modified according
to [17] by introducing the cross-covariance matrix Sk = E[wkvTk ].
4.6 Observability Analysis
4.6.1 Local Observability
As far as the observability of the introduced estimation problem is con-
cerned, a detailed consideration of this issue is carried out in this section.
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In general, a nonlinear system is locally observable if and only if
Onl = ∂
∂x
 L
0
f (h)
...
L(n−1)f (h)

(x0,u0)
(4.41)
has rank n where n denotes the number of state variables and Ljf (h) the
j-th Lie derivative of h along the vector field f , see [81]. Focusing on
the estimation problem introduced in this section, the nonlinear system
(4.29)-(4.30) becomes locally unobservable if the vehicle is standing still
or if there is an insufficient longitudinal or lateral excitation as indicated
in section 4.5. In case of low vehicle velocity, the estimator is disabled
if the velocity decreases further than a certain threshold and is reini-
tialized when exceeding this threshold again. Thus, observability issues
have subsequently only to be taken into account when having insuffi-
cient excitation. Particularly, when longitudinal or lateral tire forces
are close to zero, θFx respectively θFy might take arbitrary values due
to the loss of local observability. Then the estimation problem becomes
ill-conditioned which can even lead to filter divergence. Therefore, the
local observability of θFx and θFy has to be investigated in real-time for
each iteration of the estimator. Finally, if one of these states is consid-
ered to be locally unobservable, the corresponding state has to be kept
constant as described in section 4.5.
As the rank of (4.41) cannot be evaluated online for the given nonlinear
system, the local observability is proven in accordance to [82]. In par-
ticular, [82] proposes to obtain an indication of the local observability
of the nonlinear system by investigating the rank of the observability
matrix for discrete-time linear systems
OLTI =
 Hk...
HkF k
(n−1)
 (4.42)
assuming that the linearized system remains near the current operating
point. If OLTI has full rank, the nonlinear system is assumed to be
locally observable near the current operating point.
4.6 Observability Analysis 91
4.6.2 Assessment of Local Observability
Due to noisy input and measurement variables in real-world applica-
tions, it is not reasonable to apply a pure rank test of OLTI to assess
local observability. Instead, a common approach in literature is to con-
sider the condition number
cond(OLTI) = σ(OLTI)
σ(OLTI) (4.43)
of the observability matrix OLTI to decide whether the system is as-
sumed to be locally observable or not, see [83]. In this context, σ
denotes the maximum and σ the minimum singular value of OLTI .
Roughly speaking, the system can be said to be less observable when
the condition number increases and vice versa. To finally differ between
a locally observable and unobservable estimation problem, a condition
number threshold is commonly employed such that the nonlinear system
is assumed be locally observable if the condition number is less than or
equal to this threshold and unobservable otherwise. To assess the local
observability at time k for the vehicle state estimation problem, the ob-
servability matrix is determined at the current operating point for the
following three cases
1. θFx and θFy are locally observable.
2. θFx is locally observable while θFy is not.
3. θFy is locally observable while θFx is not.
Consequently, three observability matrices are obtained, i.e. OLTI,Fx,Fy
assuming that θFx and θFy are locally observable, OLTI,Fx considering
only θFx to be locally observable and OLTI,Fy assuming that only θFy
is locally observable. Particularly, the system matrix F k in (4.42) is
equal for each case while the measurement matrix Hk depends on the
assumption regarding the local observability of the adaptation states,
see section 4.5.
Hence, θFx and θFy are assessed to be locally observable at the same time
if the condition number cond(OLTI,Fx,Fy ) of the observability matrix
OLTI,Fx,Fy is less than or equal to the threshold cFx,Fy,thld, i.e.
cond(OLTI,Fx,Fy ) ≤ cFx,Fy,thld. (4.44)
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If (4.44) is not fulfilled, it has to be investigated whether θFx , θFy or
none of them are assumed to be locally observable. Therefore, the con-
dition numbers of the observability matrices OLTI,Fx and OLTI,Fy are
computed. Due to the fact that different thresholds might be required
to assess the local observability of θFx and θFy , the condition numbers
are divided by the corresponding thresholds cFx,thld respectively cFy,thld
to allow for an appropriate comparison, i.e.
cond(OLTI,Fi) =
cond(OLTI,Fi)
cFi,thld
(4.45)
with i ∈ {x,y}. Consequently, cond(OLTI,Fi) > 1 with i ∈ {x,y}
indicates that θFi is locally unobservable. Consecutively, it has to be
decided whether θFx or θFy are considered to be locally observable based
on cond(OLTI,Fx) respectively cond(OLTI,Fy ). In particular, θFx is
assumed to be locally observable if
cond(OLTI,Fx) < cond(OLTI,Fy ) ∧ cond(OLTI,Fx) ≤ 1, (4.46)
i.e. if θFx is assessed to be locally observable and the estimation problem
is assumed to have a better condition if θFy is kept constant. Likewise,
θFy is considered to be locally observable if
cond(OLTI,Fy ) ≤ cond(OLTI,Fx) ∧ cond(OLTI,Fy ) ≤ 1. (4.47)
Of course, the case of cond(OLTI,Fx) = cond(OLTI,Fy ) can be handled
arbitrarily. This contribution assumes θFy to be locally observable in
that case.
To give an example, Figure 4.5 depicts the (normalized) condition num-
bers for a sinusoidal maneuver. For the following considerations it is
assumed that either θFx or θFy are locally observable at time t (but
not both at the same time). When considering cond(OLTI,Fx) and
cond(OLTI,Fy ) it can be recognized that for certain time intervals, e.g.
at t = 7.9 s and t = 11.7 s, both condition numbers are less that their
observability thresholds cFx,thld respectively cFy,thld and might thus be
locally observable. Obviously, if the corresponding thresholds are not
equal to each other, a reasonable assessment whether θFx or θFy is
locally observable cannot be conducted. Contrarily, using normalized
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Figure 4.5: (Normalized) condition numbers and assessment of observability
condition numbers allows for evaluating θFx to be locally observable at
t = 7.9 s and θFy at t = 11.7 s according to (4.46)-(4.47).
Finally, if (4.44), (4.46) and (4.47) are not fulfilled, θFx and θFy are
assessed to be locally unobservable and thus have to be kept constant
in the next estimator step. Obviously, the condition number thresh-
olds have to be determined appropriately during filter parameterization
to prevent the estimator from undesired and unreasonable adaptations.
Nonetheless, investigations have shown that a reasonable parameteriza-
tion can quickly be obtained when evaluating the filter performance for
a few crucial maneuvers, see section 4.7.1.
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4.7 Experimental Results
4.7.1 Test Scenarios and Filter Parameterization
To evaluate the performance of the introduced estimator, a manually
driven double lane change and a manually driven sinusoidal maneuver
on a dry road have been chosen as test scenarios. Due to dry road con-
ditions on high friction surface, a maximum tire-road friction coefficient
of µ = 1 is assumed. While both test maneuvers are commonly investi-
gated for evaluation purposes, the double lane change maneuver is also
employed as reference evasion path for autonomous vehicle guidance in
chapter 6. For both maneuvers, lateral accelerations have a magnitude
of ±1g which allows for a filter evaluation at the vehicle handling limits
corresponding to the operating conditions of CA. Furthermore, the si-
nusoidal maneuver is examined for the nominal as well as the adaptive
case. In the adaptive case, tire parameters are distorted intentionally to
achieve a model mismatch that has to be compensated by the estimator.
For the subsequent assessment of the adaptive estimator performance,
the sinusoidal maneuver is preferred to the double lane change as the
maneuver duration is significantly longer and is thus better suited for
an extensive analysis. Nevertheless, the estimator is indeed able to com-
pensate the model mismatch for the double lane change maneuver as
well.
For reasons of reproducibility, the following results have been gained
through offline simulations in MATLAB/Simulink that rely on actual
measurement data which have been recorded in the test vehicle. As
previously mentioned, the estimator is executed with a sampling rate of
100 Hz. In order to prove the general applicability of the proposed esti-
mation concept for GNSS-based vehicle state estimation, the navigation
filter is operated in the conventional closed-loop operating mode instead
of LWM (see section 3.7.2). As a consequence, the estimation of the
horizontal velocity vCG which is an input to the vehicle state estimator
becomes slightly worse compared to LWM for increasing accelerations.
Nevertheless, the following estimation results show a convincing perfor-
mance when the navigation filter is operated conventionally and thus
the general applicability of the proposed concept. Furthermore, studies
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have shown that estimation results are almost equal when LWM is used
as navigation mode.
To determine the estimator’s parameterization, different test maneuvers
comprising double lane change, sinusoidal and accelerating/braking ma-
neuvers have been analyzed. While the major part of the process noise
matrix Q, the measurement noise matrix R and the cross-covariance
matrix S can basically be derived from sensor specification, the adap-
tation states’ noise has to be determined carefully. Thereby, the covari-
ance of the adaptation states has to be chosen small enough in order to
prevent the estimator from false adaptations and large enough to actu-
ally allow for an adaptation. Likewise, the condition number thresholds
that define when an adaptation state is considered to be locally observ-
able have to be chosen appropriately. For this purpose, maneuvers with
high longitudinal and lateral accelerations have been examined. These
covariances and thresholds have been tuned such that the estimator per-
formance basically corresponds to the non-adaptive filter in the nominal
case and a reasonable adaptation is obtained when tire parameters are
distorted. For further information on filter tuning, see section D.1.
4.7.2 Nominal Estimator Results
4.7.2.1 Double Lane Change Maneuver
Figure 4.6 illustrates the estimation results for the double lane change
maneuver when using nominal tire parameters. It can be recognized
that the reference values of the longitudinal velocity vx and the lateral
velocity vy are tracked very well. As the yaw rate ψ˙ is employed as aid-
ing measurement the estimation matches its reference perfectly. In this
context, it has to be noted that the velocity reference values originate
from the optical Correvit sensor (see section 2.2.1) while the reference
yaw rate corresponds to the actual IMU measurement. Figure 4.7 de-
picts the adaptation states that are considered to be locally observable
as well as the corresponding excitation in terms of longitudinal and lat-
eral accelerations. In this regard, θFy is assessed to be locally observable
almost always when having large lateral excitation. Just before the ma-
neuver, i.e. from t = 0 to 0.3 s, θFx is evaluated to be locally observable
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although the longitudinal acceleration ax is approximately zero. The
reason can be seen in an immediately preceding steering maneuver in
which the driver compensates the loss of velocity by hitting the gas
pedal. Consequently, this part of the maneuver is composed of com-
bined steering and braking thus that longitudinal and lateral tire forces
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Figure 4.6: Double lane change maneuver: State estimates
4.7 Experimental Results 97
Observable Adaptation States
Excitation
-10
-5
0
5
10
L
on
g
./
L
a
te
ra
l
A
cc
el
er
at
io
n
 [
m
/s
]2
θ
θ
none
Fy
Fx
θ θ^Fx Fy
Long. Acceleration ax Lat. Acceleration ay
Time [s]t
0 0.5 1 1.5 2 2.5 3 3.5 4
Figure 4.7: Double lane change maneuver: Flags and accelerations
are different from zero. In this way, the estimator decides that θFx can
be determined unambiguously and is thus assessed to be locally observ-
able. Likewise, θFx becomes locally observable for several time intervals
during the maneuver as the driver still holds the gas pedal to reduce
the loss of velocity. However, as expected, no significant changes of θFx
and θFy can be observed in the nominal case. Furthermore, adaptation
parameters are successfully held constant in the case of low excitation
as it can be observed during the last second of the maneuver. Over-
all, a convincing performance can be gained for the double lane change
maneuver.
4.7.2.2 Sinusoidal Maneuver
Figure 4.8 shows the nominal estimation results for the sinusoidal ma-
neuver. As the driver tries to compensate the loss of velocity during
the maneuver by hitting the gas pedal, the scenario is also appropri-
ate to assess the estimator performance for combined longitudinal and
lateral excitation. Similar to the double lane change maneuver, the lon-
gitudinal velocity vx and the lateral velocity vy are tracked very well.
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The largest errors, which are still considerably small, can be recognized
when the tires enter the region of sliding friction at t = 3 and 12 s. The
fact that tires begin to skid is indicated by noisy lateral accelerations
(see Figure 4.9) as well as larger lateral velocities while having the same
maximum lateral acceleration as in other time intervals. Furthermore,
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Figure 4.8: Sinusoidal maneuver: State estimates
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Figure 4.9: Sinusoidal maneuver: Flags and accelerations
θFy is evaluated to be locally observable most of the time due to high
lateral accelerations. At the same time, θFx becomes locally observable
for several time intervals although the longitudinal acceleration ax is
close to zero. This behavior is indeed reasonable as the driver hits the
gas pedal to prevent the vehicle from slowing down due to significant
resistance forces which result from the sinusoidal steering maneuver.
According to Figure 4.8, θFx and θFy do not vary significantly in time
which corresponds to the expectation in the nominal case. As for the
double lane change maneuver, the reference values are tracked very con-
vincingly at the vehicle handling limits and even when the tires enter
the region of sliding friction. Thus, the nominal estimator performance
is assessed to be appropriate for autonomous vehicle guidance at the
handling limits.
4.7.3 Adaptive Estimator Results
To evaluate the effectivness of the filter adaptation, the adaptive esti-
mator is compared to the non-adaptive when tire parameters are dis-
torted intentionally. Particularly, the maximum friction coefficient µ is
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multiplied by 2, the nominal cornering stiffness (i.e. the slope at the
origin of Fy,i, see section 2.1.2.4) by 1.5 while the nominal longitudinal
tire stiffness (i.e. the slope at the origin of Fx,i, see section 2.1.2.3)
remains unchanged. To achieve non-adaptive filter behavior, the con-
dition number thresholds are chosen small enough to keep adaptation
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Figure 4.10: Adaptive vs. non-adaptive estimator results: State estimates
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Figure 4.11: Adaptive vs. non-adaptive estimator results: Flags and accel-
erations
states constant. A comparison of the adaptive and the non-adaptive
estimator results is depicted in Figure 4.10. While the longitudinal ve-
locity vx is still tracked very well in both cases, the lateral velocity
vy shows noticeable differences. While distinguishable phase shifts can
be recognized for the non-adaptive estimator, these can completely be
compensated in the adaptive case. Furthermore, amplitude errors are
also less than in the non-adaptive case. As a quantitative measure, the
RMSE of vy amounts to 0.23 m/s in the adaptive case and is thus 54%
less than the RMSE of 0.50 m/s in the non-adaptive case. This result
shows the effectiviness of the filter adaptation. When considering θFy in
Figure 4.11, it can be noticed that the adaptation state reaches values
between 0.45 and 0.6 quickly. This interval corresponds to the distor-
tion of tire parameters. At the same time, θFx remains constant as the
longitudinal tire slip does not leave the non-distorted linear region of
the tire model. Finally, it has to be stated that the convergence speed
of the adaptation states inherently depends on the excitation which is
indeed large for the investigated test scenarios. Nevertheless, this ex-
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citation corresponds to the operating conditions of CA. Summing up,
the estimator shows a very satisfying performance in the adaptive case
even when tire parameters are significantly distorted.
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5 Optimal Vehicle Dynamics
Control
5.1 Motivation and Related Work
While the two previous chapters are related to sensor fusion, this chap-
ter mainly focuses on vehicle control for autonomous vehicle guidance at
the handling limits. In literature, a diversity of concepts can be found
in the context of autonomous vehicle guidance comprising amongst oth-
ers proportional-integral-derivative (PID) plus feed-forward controllers
[14, 84], linear quadratic regulators (LQR) [85], input-output lineariza-
tion based control [86, 87], sliding-mode control [87, 88] and flatness-
based control [15]. Due to the fact that the evasion path respectively
trajectory is considered to be given over a finite time horizon and phys-
ical constraints like actuator limitations and the tire-road friction limit
are taken into account, a model predictive control scheme [19,20] is in-
vestigated. The main advantage of employing an MPC-based control
scheme is the possibility to explicitly account for constraints on the in-
put, state and output variables. Furthermore, multiple-input multiple-
output (MIMO) systems are inherently decoupled and reference as well
as disturbance trajectories can be included in the computation of control
inputs.
In general, the main idea of MPC-based control schemes is to employ
a mathematical plant model to predict the plant’s outputs y(k+j|k),
j = 1,..,Hp over a finite prediction horizon of length Hp, see Figure 5.1.
In this regard, {·}(k+j|k) indicates that at time k the future value of vari-
able {·} is predicted for time k + j. Moreover, the notation {·}(·|k) is
employed if the entire prediction horizon is considered. According to the
prediction of the plant’s outputs, the control inputs are chosen in such a
way over a finite control horizon of length Hu that the deviation of the
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Figure 5.1: Model predictive control scheme
control outputs from a reference trajectory r(k+j|k), j = 1,...,Hp is min-
imized according to a quadratic cost function. This open-loop control
problem is solved at each sampling time k, thus obtaining an optimal
input step sequence ∆u∗(k|k),...,∆u∗(k+Hu−1|k). Finally, the control in-
put uk = uk−1 + ∆u∗(k|k) is applied to the plant where uk−1 denotes
the control input of the preceding time step k − 1. At the next time
step, this optimization is repeated over a shifted prediction horizon.
For the purpose of autonomous vehicle guidance as well as vehicle sta-
bilization MPC-based control schemes have previously been studied in
literature. In the context of yaw stability control, [89, 90] introduce a
hybrid MPC (HMPC) scheme to track a driver-intended yaw rate while
stabilizing the vehicle at the static friction limit. In a similar context,
[91] proposes a MPC-based envelope controller to track the drivers in-
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tend in terms of yaw rate and sideslip while keeping the vehicle in a
stable (state) envelope. Regarding MPC-based vehicle guidance, [92]
introduces a nonlinear steering-only MPC controller (NMPC) to follow
a given path in the scope of an obstacle avoidance maneuver as well
as a side-wind rejection maneuver. In the same context, [93] proposes
a hybrid parameter-varying MPC (HPV-MPC) which aims at reduc-
ing the computational complexity of [92]. A linear time-varying MPC
(LTV-MPC) approach using successive linearizations of the nonlinear
prediction model is investigated in [13]. In [21, 94], the additional use
of differential braking by demanding the longitudinal tire slip respec-
tively brake torque at each wheel is studied for the purpose of path
following. As an extension of [21], the author shows in [4] that antic-
ipating dynamic load transfer over the prediction horizon leads to an
improved control performance when considering maneuvers with high
lateral accelerations. From a conceptual point of view, [94] compares
the approach of a (simple) low-level vehicle controller in combination
with a trajectory replanning module to a single (complex) low-level
MPC control law. It turns out that the latter approach is superior to
stabilize the vehicle in complex counter-steering situations and in order
to account for tire saturation. Therefore, a single complex MPC control
law is preferred in the following.
In this chapter, a LTV-MPC based steering-only path following con-
troller and a steering/braking trajectory following controller for com-
bined longitudinal and lateral vehicle guidance is introduced. These
approaches are based on the personal publications [2, 5]. Thereby, the
formulation as LTV-MPC control scheme has been preferred to cover
model nonlinearities while being able to apply the controller in real-
time on the target dSPACE RCP hardware during experimental tests.
As far as vehicle control in general is concerned, the main contribution
of this thesis can be seen in extending previous LTV-MPC based ap-
proaches to guide and stabilize the vehicle in the nonlinear region of
the tire model and even at the limits of static friction. In this regard,
[13,21] limit the tire sideslip angles to the linear region of the tire model
as the vehicle cannot always be stabilized in the nonlinear region when
using LTV-MPC schemes. Furthermore, a disturbance estimator is pre-
sented to compensate steady-state offsets of the lateral displacement
from the evasion path (at the end of the maneuver) that are caused by
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Figure 5.2: Optimal vehicle dynamics control scheme
time-varying yaw angle offsets in the navigation solution. This issue
has not been solved in previous publications like [13]. For the path
following steering-only controller, the ability to guide the vehicle at the
handling limits as well as the inclusion of the vehicle state estimator’s
adaptation state θFy (see section 4.5) into the control design is of major
interest. In this way, an adaptive MPC-based control scheme is gained
which is able to account for uncertainties in the tire-road contact and
which has not been considered in previous contributions. As for the
vehicle state estimator, it is assumed that other basic model parame-
ters like the vehicle mass or mass moment of inertia are not subject
to uncertainty. Finally, the steering/braking trajectory following con-
troller is designed in the sense of an integrated vehicle dynamics control
approach. Thereby, the trajectory following problem is decomposed in
a path following problem and a velocity trajectory tracking problem.
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The control scheme employs the wheel steering angle and the vehicle’s
longitudinal acceleration (in contrast to differential braking in [21]) as
control inputs to follow an evasion trajectory at the handling limits.
As the underlying application aims at avoiding accidents, only negative
accelerations are considered to be reasonable as positive accelerations
might even worsen the consequences of a collision. This particular for-
mulation of the control problem has not been considered in previous
publications.
Figure 5.2 focuses on the parts of the autonomous vehicle guidance
scheme in section 2.4 that refer to vehicle control respectively serve as
an input to the control scheme. In this regard, the controller’s state vec-
tor is composed of outputs originating from the vehicle state estimator,
the vehicle CAN bus and the disturbance estimator (see section 5.6).
Moreover, reference as well as disturbance trajectories are supplied by
the path/trajectory planner (see section 5.5). The control inputs, i.e the
reference wheel steering angle δref and the deceleration ax,ref (when ap-
plying the steering/braking controller), which are determined through
an online-optimization are made available to the actuators. In this con-
text, an update rate of 50 Hz is used for the steering-only controller
while just 25 Hz are feasible for the steering/braking controller due to
its higher computational complexity.
5.2 Lateral Vehicle Guidance
5.2.1 Problem Statement
This section mainly focuses on the design of an (adaptive) steering-only
MPC-based controller for guiding the vehicle along an a priori known
evasion path. The main objective of the predictive controller is to fol-
low the evasion path with minimum lateral deviations by manipulating
the wheel steering angle while stabilizing the vehicle during the entire
maneuver. As outlined in section 5.1, the inclusion of the vehicle state
estimator’s adaptation state θFy is additionally studied. In this way,
the controller is able to account for (time-varying) model uncertainties
in the tire-road contact.
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5.2.2 Modeling
5.2.2.1 Vehicle Model and Relative Kinematics
To apply the predictive control scheme outlined above, an appropriate
plant model that is capable of describing vehicle dynamics as well as
relative kinematics of the vehicle and the evasion path is required. For
this purpose, a nonlinear single-track model according to section 2.1.1.1
is employed, see Figure 5.3. Thereby, it is assumed that the height of
CG is zero, thus neglecting roll and pitch dynamics, no longitudinal
forces are transmitted neither at the front nor at the rear tire and that
rolling resistances, aerodynamic drag as well as road bank and grade
are negligible. Hence, the longitudinal, lateral and yaw momentum can
be described by
v˙x = ψ˙vy − 1
m
Fy,f sin(δ) (5.1)
v˙y = −ψ˙vx + 1
m
(
Fy,f cos(δ) + Fy,r
)
(5.2)
ψ¨ = 1
Jz
(
Fy,f cos(δ)lf − Fy,rlr
)
. (5.3)
With respect to section 2.2.2.1, the dynamic behavior of the steering
actuator is approximated by a first-order lag element
δ˙ = − 1
Tδ
δ + 1
Tδ
δref (5.4)
where Tδ denotes the dynamic time constant, δref the demanded and
δ the actual wheel steering angle. Finally, relative kinematics of the
vehicle and the evasion path are modeled with respect to section 2.1.3
by
∆ψ˙ = ψ˙ − κ
√
vx2 + vy2 (5.5)
∆y˙ =
√
vx2 + vy2 sin(∆ψ) + vy + d∆y˙. (5.6)
In this context, ∆ψ denotes the relative yaw angle, ∆y the lateral dis-
placement of the vehicle’s CG from the evasion path perpendicular to
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Figure 5.3: Free-body diagram of the employed prediction model
the longitudinal vehicle axis and κ the path’s curvature. As discussed
in [13], yaw angle offsets can be observed in the navigation solution
during experimental tests. Regarding this control problem, a yaw angle
offset would cause a relative yaw angle offset which can be interpreted
as a lateral velocity disturbance d∆y˙ acting on the relative lateral ve-
locity ∆y˙ in (5.6) and thus as a ramp disturbance on the control output
∆y. To achieve steady-state offset-free tracking and to improve the
transient tracking performance, the relative yaw angle offset is modeled
as a lateral velocity disturbance d∆y˙. As no further knowledge about
the dynamic behavior is available a common approach is to assume the
disturbance to be constant, i.e.
d˙∆y˙ = 0. (5.7)
Further information on disturbance estimation for the purpose of offset-
free tracking is provided in section 5.6.
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5.2.2.2 Tire Model
Compliant with section 2.1.2.4, a Pacejka Magic Formula tire model is
applied to describe lateral tire forces Fy,f and Fy,r in (5.1)-(5.3). When
assuming pure cornering, the lateral tire forces Fy,i with i ∈ {f,r} can
be expressed as
Fy,i = θFy · µFz,i · fy,i(αi) (5.8)
where µFz,i indicates the maximum feasible lateral tire force according
to Coulomb’s law of friction and fy,i(αi) the normalized Pacejka Magic
Formula. In this regard, αi denotes the tire sideslip angle at the front
respectively rear axle with respect to section 2.1.2.2, µ the maximum
friction coefficient and
Fz,f =
m · g · lr
lf + lr
, Fz,r =
m · g · lf
lf + lr
(5.9)
the nominal tire load according to section 2.1.2.6. Furthermore, it is
assumed that the lateral tire forces that are transmitted at the front
respectively rear axle in (5.1)-(5.3) are approximately the same as for
the vehicle state estimator when summing up the lateral tire forces at
the corresponding axle. For this reason, incorporating θFy as adaptation
parameter in (5.8) to account for (time-varying) uncertainties in the
tire-road contact is assessed to be reasonable.
5.2.2.3 Resulting Prediction Model
Finally, replacing Fy,f and Fy,r in (5.1)-(5.3) with (5.8) and using the
lateral displacement ∆y from the evasion path as controlled output,
the resulting nonlinear prediction model can be rewritten in state space
representation as
x˙(t) = f(x(t),u(t),z(t),θ∗(t)) (5.10)
y(t) = g(x(t)) = ∆y(t) (5.11)
where
xT = [vx, vy, ψ˙, δ, ∆ψ, ∆y, d∆y˙] (5.12)
5.2 Lateral Vehicle Guidance 111
denominates the state vector,
u = δref (5.13)
the control input,
z = κ (5.14)
the system disturbance and θ∗ = θFy the adaptation parameter. In or-
der to be used in the predictive control scheme, the nonlinear prediction
model (5.10)-(5.11) has to be linearized at the current operating point
(x0, u0, z0) and to be transferred into a discrete-time representation.
Finally, the resulting discrete-time linear affine prediction model can be
written as
xk+1 = Ak(θ∗k)xk +Bk(θ∗k)uk +Ekzk + Γk(θ∗k) (5.15)
yk = [0 0 0 0 0 1 0] xk = ∆yk (5.16)
where Ak(θ∗k) ∈ R7×7, Bk(θ∗k) ∈ R7, Ek ∈ R7 and Γk(θ∗k) ∈ R7 indicate
time-variant matrices and vectors with respect to time k depending on
the adaptation parameter θ∗k = θFy,k. In this context, Ak(θ∗k) denotes
the system matrix, Bk(θ∗k) the input matrix, Ek describes the influence
of the system disturbance z on the state variables and Γk(θ∗k) denotes
an affine term that results from the linearization of (5.10)-(5.11) and is
employed to obtain absolute instead of error variables.
5.2.3 Model Validation
As the control performance of a model predictive control strategy in-
herently depends on the accuracy of the employed internal plant model
[19], its validity is examined in the following. For this purpose, an
autonomously driven double lane change maneuver is investigated. In
this regard, Figure 5.4 depicts the corresponding reference wheel steer-
ing angle δref as well as the associated lateral accelerations. It can be
noticed that lateral accelerations increase up to 8.3 m/s2 such that the
maneuver is appropriate to examine the model’s accuracy at the vehicle
handling limits.
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For validation purposes, the reference wheel steering angle δref is used
as input variable to integrate the nonlinear prediction model (5.10) nu-
merically in MATLAB/Simulink using the ODE45 solver for ordinary
differential equations. When examining (5.5)-(5.6), it can be recognized
that the relationship between the input δref and the output ∆ψ con-
tains a single integrator while two integrators are present as far as the
relationship of δref and ∆y is concerned. Consequently, estimation re-
sults show reasonable values only for a short time interval as numerical
integration errors increase in time. Therefore, the evaluation of ∆ψ and
∆y is omitted consecutively thus that mainly the ability of the predic-
tion model to describe vehicle dynamics is investigated. Nevertheless,
the predictive controller generally considers just a short time interval
in which integration errors are considerably small. Furthermore, these
errors are eliminated in each time step due to the feedback of the state
vector. Beside the relative orientation and lateral displacement, the
disturbance state d∆y˙ is discarded for reasons of clarity as it remains
constant over the integration interval.
The results of the open-loop estimation outlined above are illustrated
Control Input
L
a
te
ra
l 
A
cc
el
.
[m
/s
]
a
y
2
0
8
-4
W
h
ee
l 
S
te
er
in
g
A
n
gl
e
[d
eg
]
± r
e
f
10
5
0
-5
-10
4
-8
0 1 2 3 4 5
Time [s]t
0.5 1.5 2.5 3.5 4.5
Excitation
Figure 5.4: Model validation: Control inputs and excitation
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Figure 5.5: Model validation: Estimated states
in Figure 5.5. It is apparent that the longitudinal velocity vx is tracked
nearly perfectly. In contrast, the lateral velocity vy as well as the yaw
rate ψ˙ show larger deviations from the actual measurement. In this
context, initial estimation errors are noticeable larger as the low-level
steering interface shows an initial activation time delay. This issue can
unfortunately not be avoided with the available steering interface, which
has actually been designed for the park assist, as the update rate of the
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activation CAN message is too low. The delayed activation causes ini-
tial errors in the estimated wheel steering angle δ and thus in the lateral
velocity as well as the yaw rate. However, this initial delay is not a seri-
ous issue for the considered application as the vehicle is driving almost
straight during this time interval. For the rest of the maneuver, the
wheel steering angle is tracked closely such that only minor quantita-
tive errors are present. Although a larger model mismatch is apparent
for the lateral velocity and the yaw rate, experimental control results
in chapter 6 confirm that the accuracy of prediction model is adequate
to be used in the predictive control scheme.
5.2.4 Predictive Control Problem
For the single-input single-output (SISO) path following problem, the
main objective of the controller is to minimize the lateral path displace-
ment ∆y from the evasion path by demanding the wheel steering angle
δref to follow the evasion path in an optimal way. Consequently, the
reference value r(k+j|k), j = 1,...,Hp of the controlled output y = ∆y is
set to zero. As the prediction model is inherently nonlinear, especially
when operating at the vehicle handling limits, successive linearizations
of the nonlinear plant model (5.10)-(5.11) are determined at the oper-
ating point
(x0 = xk, u0 = δref,k−1, z0 = κk) (5.17)
and in dependence of the adaptation parameter θ∗k = θFy,k in each sam-
pling step at time k. In this regard, xk denotes the state vector at
time k, δref,k−1 the control input that has been applied to the plant at
time k − 1 and κk the path’s curvature at time k. Thereby, an adap-
tive LTV-MPC scheme is gained when θFy is assigned in accordance to
the corresponding vehicle state estimator’s adaptation state. Contrar-
ily, the predictive controller shows nominal behavior if θFy is set to 1.
The required state variables xk are supplied by the vehicle state estima-
tor (see chapter 4), the disturbance estimator (see section 5.6) and the
vehicle’s CAN bus. The resulting discrete-time linear affine prediction
model (5.15)-(5.16) is used to determine the free response of the plant
and to formulate the constrained finite-time optimal control problem
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(CFTOC). When predicting the free response of the plant, the path
curvature κk at time k results from the perpendicular projection of the
vehicle’s CG on the evasion path, see Figure 5.3. For the remaining
prediction horizon, κ(k+j|k) with j = 1,...,Hp − 1 is estimated assuming
that the vehicle follows the evasion path in an optimal way along the
path coordinate s, see section 5.5. Using the quadratic cost function
J(∆u, f , r) = Q ·
Hp−1∑
j=1
y(k+j|k)2 (5.18a)
+QHp · y(k+Hp|k)2 (5.18b)
+R ·
Hu−1∑
j=0
∆u(k+j|k)2 (5.18c)
+ ρf · f + ρr · r, (5.18d)
the CFTOC of the path following problem can be formulated as
min
∆u,f ,r
J(∆u, f , r) (5.19a)
subject to
dynamic constraints
xk+1 = Ak(θ∗k)xk +Bk(θ∗k)uk +Ekzk + Γk(θ∗k) (5.19b)
yk = [0 0 0 0 0 1 0] xk = ∆yk (5.19c)
input constraints
∆u(k+j|k) ≥ ∆δref,min, j = 0,...,Hu − 1 (5.19d)
∆u(k+j|k) ≤ ∆δref,max, j = 0,...,Hu − 1 (5.19e)
u(k+j|k) ≥ δref,min, j = 0,...,Hu − 1 (5.19f)
u(k+j|k) ≤ δref,max, j = 0,...,Hu − 1 (5.19g)
and state constraints
αf,(k+j|k) ≥ αf,min − f , j = 1,...,Hp (5.19h)
αf,(k+j|k) ≤ αf,max + f , j = 1,...,Hp (5.19i)
αr,(k+j|k) ≥ αr,min − r, j = 1,...,Hp (5.19j)
αr,(k+j|k) ≤ αr,max + r, j = 1,...,Hp (5.19k)
f ≥ 0, r ≥ 0 (5.19l)
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where ∆uT = [∆u(k|k),...,∆u(k+Hu−1|k)]. In the quadratic cost function
(5.18), (5.18a)-(5.18b) prune the deviation of the control output from
its reference value over the prediction horizon, (5.18c) the control in-
put’s change per time step over the control horizon and (5.18d) the use
of the slack variables f and r that are employed to formulate soft con-
straints (5.19h)-(5.19k). To apply the control scheme in real-time, the
control horizon Hu is always chosen shorter than the prediction horizon
Hp to reduce computation time. In this context, investigations have
shown that using terminal cost (5.18b), i.e. a significantly increased
weight at the end of the prediction horizon, leads to a noticeable im-
provement of the control performance. Thereby, it has to be noted that
the control scheme is stable without any appropriately chosen terminal
cost. Indeed, the main intention of employing (5.18b) is to force the
control outputs to tend towards their reference values at the end of the
prediction horizon which has turned out to be beneficial for the control
performance.
As far as optimization constraints are concerned, dynamic constraints
(5.19b-5.19c) specify the discrete-time linear affine prediction model
that is used at the current operating point. Furthermore, input con-
straints (5.19d)-(5.19g) are introduced to account for physical limita-
tions of steering system. In particular, (5.19f)-(5.19g) limit the abso-
lute value of the wheel steering angle while (5.19d)-(5.19e) constrain
the corresponding maximum and minimum change per time step. Ac-
cording to [13] and [2], constraints (5.19h)-(5.19k) on the tire sideslip
angles have to be incorporated in the CFTOC to ensure vehicle stability
when operating in the nonlinear region of the tire model. As the tire
sideslip angles are a nonlinear function of the state variables, αf and αr
are linearized at the current operating point to obtain linear constraints
and thus a convex optimization problem. The particular choice of the
maximum and minimum tire sideslip angles is essential to ensure vehicle
stability at the handling limits. A detailed discussion on how to deter-
mine these limits can be found in section 5.4. Due to the fact that tire
sideslip angle constraints depend on the state variables, input as well
as dynamic constraints might prevent that (5.19h)-(5.19k) are fulfilled
which would cause an infeasible optimization problem, see [19]. To en-
sure feasibility of the CFTOC (5.19), state constraints (5.19h)-(5.19k)
are softened by introducing slack variables f and r. Finally Q ∈ R,
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QHp ∈ R, R ∈ R, ρf ∈ R and ρr ∈ R in (5.18) denote weighting co-
efficients. The resulting convex optimization problem subject to linear
constraints is a quadratic program (QP) that can be solved numerically
e.g. by active set or interior point methods, see [95].
Finally, it has to be stated that sideslip angle constraints (5.19h)-(5.19k)
are always formulated for the nominal case. When the tire-road con-
tact changes significantly, e.g. from a dry to a wet road, the static
friction limit in terms of maximum/minimum tire sideslip angles will
decrease/increase to smaller/larger values, see [22]. Even though the
adaptive controller is able to scale tire forces, it is not able to actually
prevent the tire from entering the region of sliding friction although the
prediction model assumes to be within the region of static friction. This
is only possible when the maximum/minimum tire sideslip angles are
identified online. Solving this issue is part of future work.
5.3 Combined Longitudinal and Lateral
Vehicle Guidance
5.3.1 Problem Statement
While the previous section focuses on a steering-only controller for a
path following problem, this section investigates the design of a steer-
ing/braking controller for a trajectory following problem. Thereby, the
trajectory following problem is decomposed in a path following problem,
as described in section 5.2, and a velocity trajectory following problem.
In particular, the main objective of the controller is to minimize the
lateral displacement from the evasion path while tracking the velocity
reference as close as possible by manipulating the wheel steering angle
as well as the vehicle’s longitudinal acceleration. As the application of
CA aims at avoiding accidents, only negative accelerations are applied
by the controller as positive accelerations increase the kinetic energy of
the vehicle and thus may worsen the consequences of a collision. Fur-
thermore, the combined transmission of longitudinal and lateral tire
forces is explicitly considered in the employed plant model. Thus, the
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MIMO trajectory following problem is handled in the sense of an in-
tegrated vehicle dynamics control approach. While the steering-only
controller allows for a model adaptation, this possibility has not yet
been examined for the steering/braking case and is still part of future
work.
5.3.2 Modeling
5.3.2.1 Vehicle Model and Relative Kinematics
Similar to section 5.2, a nonlinear single-track model is employed to
describe vehicle dynamics, see Figure 5.6. Referring to section 2.1.1.1,
Newton-Euler equations (5.20)-(5.22) describe the longitudinal and lat-
eral momentum with respect to CG in the vehicle reference frame while
yaw dynamics are considered by (5.22). Compared to the steering-only
approach in section 5.2, the longitudinal deceleration ax,br as well as
the corresponding longitudinal tire forces Fx,f and Fx,r are addition-
ally incorporated in (5.20)-(5.22). The particular computation of Fx,f
and Fx,r in dependence of ax,br is introduced in section 5.3.2.2.
v˙x = ψ˙vy − 1
m
Fy,f sin(δ) + ax,br (5.20)
v˙y = −ψ˙vx + 1
m
(
Fy,f cos(δ) + Fy,r + Fx,f sin(δ)
)
(5.21)
ψ¨ = 1
Jz
(
Fy,f cos(δ)lf + Fx,f sin(δ)lf − Fy,rlr
)
(5.22)
With respect to section 2.2.2.1, the dynamic behavior of the steering
actuator is approximated by a first-order lag element
δ˙ = − 1
Tδ
δ + 1
Tδ
δref (5.23)
where Tδ denotes the dynamic time constant, δref the demanded and δ
the actual wheel steering angle. Likewise, the dynamic behavior of the
braking system is modeled in accordance to section 2.2.2.2
a˙x,br = − 1
Tax,br
ax,br +
1
Tax,br
ax,br,ref (5.24)
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where Tax,br denotes the dynamic time constant, ax,br,ref the demanded
and ax,br the actual longitudinal deceleration due to braking. As the
trajectory following problem is decomposed in a path following and a
velocity trajectory following problem, relative kinematics of the vehicle’s
CG and the evasion path are modeled in the same way as in section 5.2,
i.e.
∆ψ˙ = ψ˙ − κ
√
vx2 + vy2 (5.25)
∆y˙ =
√
vx2 + vy2 sin(∆ψ) + vy + d∆y˙ (5.26)
d˙∆y˙ = 0 (5.27)
where ∆ψ denotes the relative yaw angle, ∆y the lateral distance be-
tween the vehicle’s CG and the evasion path perpendicular to the longi-
tudinal vehicle axis and κ the path’s curvature. The disturbance state
d∆y˙ is employed to compensate relative yaw-angle offsets as further
outlined in section 5.6. For the second control output, i.e. the velocity
vCG at CG, disturbance estimation is considered not to be reasonable
δ
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Figure 5.6: Free-body diagram of the employed prediction model
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as the velocity can just be decreased by braking but not be increased
by accelerating.
5.3.2.2 Tire Model
Longitudinal Tire Forces As outlined in section 5.3.2.1, longitudinal
tire forces Fx,f and Fx,r have to be determined in dependence of ax,br.
The longitudinal momentum due to braking can be expressed as
m · ax,br = Fx,f cos(δ) + Fx,r. (5.28)
Defining the tire force distribution ibr between front and rear axle as
ibr =
Fx,f
Fx,f + Fx,r
, (5.29)
the corresponding longitudinal front and rear tire forces can be formu-
lated as
Fx,f =
ibr
1− ibrFx,r, Fx,r =
1− ibr
ibr
Fx,f (5.30)
when reorganizing (5.29) with respect to Fx,f and Fx,r. When substi-
tuting (5.30) in (5.28), Fx,f and Fx,r can be determined as a nonlinear
function of ax,br
Fx,f =
m
cos(δ) + 1−ibribr
· ax,br, Fx,r = m1 + ibr1−ibr cos(δ)
· ax,br. (5.31)
For the sake of simplicity, it is assumed that the ideal brake force dis-
tribution [22]
ibr =
Fz,f
Fz,f + Fz,r
= lr
lf + lr
(5.32)
is applied by the braking system, where
Fz,f =
m · g · lr
lf + lr
, Fz,r =
m · g · lf
lf + lr
(5.33)
denotes the nominal tire load neglecting load transfer, see section 2.1.2.6.
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Lateral Tire Forces Similar to section 5.2.2.2, lateral tire forces Fy,f
and Fy,r in (5.20)-(5.22) are determined through a Pacejka Magic For-
mula tire model. When assuming pure cornering, the corresponding
lateral tire forces Fy,i,0 with i ∈ {f,r} can be expressed as
Fy,i,0 = µFz,i · fy,i(αi) (5.34)
where µFz,i indicates the maximum feasible lateral tire force according
to Coulomb’s law of friction and fy,i(αi) the normalized Pacejka Magic
Formula. Thereby, αi denotes the tire sideslip angle at the front respec-
tively rear tire according to section 2.1.2.2, µ the maximum tire-road
friction coefficient and Fz,i the nominal tire load as defined in (5.33).
Combined Slip With respect to section 2.1.2.5, the simultaneous trans-
mission of longitudinal and lateral tire forces is considered by reducing
the lateral tire force Fy,i,0 with i ∈ {f,r} at pure cornering depending
on the transmission of longitudinal forces in accordance to the friction
ellipse
Fy,i = Fy,i,0
√
1−
(
Fx,i
Fx,i,max
)2
(5.35)
where
Fx,i,max =
{
µFz,i , |Fx,i| < µFz,i
ξFx |Fx,i| , |Fx,i| ≥ µFz,i
(5.36)
with ξFx > 1 describes the maximum feasible longitudinal tire force.
As the maximum friction coefficient µ is not known exactly and load
transfer is neglected, the longitudinal tire forces that are determined
by (5.31) in dependence of ax,br may exceed the assumed friction limit
µFz,i. At the same time, Fx,i/Fx,i,max < 1 has to be ensured to avoid
linearization and numerical issues. For this reason, the maximum feasi-
ble force Fx,i,max is increased to a slightly larger value than the absolute
value of the longitudinal tire force Fx,i if |Fx,i| ≥ µFz,i. For this pur-
pose, ξFx is introduced in (5.36) and has to be chosen slightly greater
than one.
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5.3.2.3 Resulting Prediction Model
Finally, replacing Fx,i and Fy,i in (5.20)-(5.22) with (5.31) and (5.35)
while using the lateral displacement ∆y from the evasion path as well
as the absolute velocity vCG =
√
v2x + v2y at CG as control outputs,
the resulting nonlinear prediction model can be rewritten in state space
representation as
x˙(t) = f(x(t),u(t), z(t)) (5.37)
y(t) = g(x(t)) =
[
∆y(t)
vCG(t)
]
(5.38)
where
xT = [vx, vy, ψ˙, δ, ax,br, ∆ψ, ∆y, d∆y˙] (5.39)
denotes the state vector,
uT = [δref , ax,br,ref ] (5.40)
the control input vector and
z = κ (5.41)
the system disturbance. To be applied in the predictive control strat-
egy, the nonlinear prediction model (5.37)-(5.38) has to be linearized
at the current operating point (x0,u0, z0) and to be transferred into a
discrete-time representation. Hence, the resulting discrete-time linear
affine prediction model can be written as
xk+1 = Akxk +Bkuk +Ekzk + Γk (5.42)
yk = Ckxk + Πk (5.43)
where Ak ∈ R8×8 denotes the system matrix, Bk ∈ R8×2 the input ma-
trix, Ck ∈ R2×8 the output matrix, Ek ∈ R8 describes the influence of
the system disturbance z on the state variables and Γk ∈ R8 as well
as Πk ∈ R2 indicate affine terms that result from the linearization of
(5.37)-(5.38). Thereby, these matrices and vectors are time-varying with
respect to time k.
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5.3.3 Model Validation
Now that the vehicle and tire model for combined steering and braking
has been deduced, its validity is proven consecutively. For this purpose,
an autonomously driven double lane change maneuver with simultane-
ous steering and braking is considered. The plant’s inputs, i.e. the
demanded wheel steering angle δref and the demanded longitudinal de-
celeration due to braking ax,br,ref , as well as the maneuver accelerations
are depicted in Figure 5.7. In this context, horizontal accelerations have
a maximum magnitude of 8.9 m/s2 during combined steering and brak-
ing. Furthermore, lateral accelerations are in the range of ±6.7 m/s2
while longitudinal accelerations take values up to −9.3 m/s2. Hence,
the scenario is appropriate to assess the model’s validity in the operat-
ing range of CA.
Figure 5.8 illustrates the results when the nonlinear plant model (5.37)
is integrated numerically by using MATLAB/Simulink’s ODE45 solver.
As the additional deceleration due to braking ax,br cannot be measured
directly, no reference value is available thus that the longitudinal ac-
celeration ax at CG has been used as reference value instead. The
auxiliary reference value ax is compared to the estimated longitudinal
acceleration at CG. Similar to the steering-only control scheme, ∆ψ and
∆y are not depicted due to their integrating behavior. Likewise, d∆y˙ is
discarded as it remains constant over the integration interval.
When examining the estimation results, the reference values of the lon-
gitudinal velocity vx and lateral velocity vy are tracked closely even dur-
ing simultaneous steering and braking in the time interval from t = 0.5
to 1.5 s and from t = 4 to 4.5 s. Thereby, larger estimation errors of
the lateral velocity from t = 0 to 0.7 s are once again caused by the
initial time delay of the steering actuator. As the horizontal velocities
vx and vy are estimated sufficiently well, it can be concluded that the
same holds for the horizontal velocity vCG. Thus, vCG has been omit-
ted for reasons of clarity as it basically corresponds to vx. At the same
time, the yaw rate ψ˙ shows larger deviations from its reference while
the qualitative behavior is still described convincingly. Moreover, the
actual wheel steering angle is again estimated without any significant
quantitative errors with the exception of the initial time delay. Finally,
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the estimated longitudinal acceleration coincides with the actual mea-
surement very well while larger errors are only apparent when the brake
booster shows a significantly delayed response. However, this issue can
only be observed for small longitudinal accelerations (due to the buildup
of the brake pressure) and is almost not apparent for larger accelera-
tions. Even though the yaw rate shows a larger model mismatch for the
considered maneuver, experimental control results verify that the plant
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Figure 5.7: Model validation: Control inputs and excitation
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Figure 5.8: Model validation: Estimated states
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model is appropriate to be employed in the steering/braking control
scheme.
5.3.4 Predictive Control Problem
For the trajectory following problem, the main aim of the controller
can be described as minimizing the lateral deviation ∆y from the eva-
sion path while tracking the horizontal velocity vCG at CG as close as
possible by demanding the wheel steering angle δref as well as the vehi-
cle’s longitudinal deceleration due to braking ax,br,ref . In this way, the
MIMO control problem is decomposed in a path following problem and
a velocity trajectory tracking problem. While the reference value of the
lateral deviation r∆y,(k+j|k), j = 1,...,Hp is set to zero, the velocity refer-
ence value rvCG,(k+j|k), j = 1,...,Hp is provided by the path/trajectory
planner. As the employed prediction model is inherently nonlinear,
especially when operating at the vehicle handling limits, successive lin-
earizations of the nonlinear plant model (5.37)-(5.38) are determined at
the current operating point
(x0 = xk, u0 = uk−1, z0 = κk) (5.44)
in each sampling step at time k, thus obtaining a LTV-MPC control
scheme. In this regard, xk denotes the state vector at time k, uk−1
the control input that has been applied to the plant at time k − 1 and
κk the path’s curvature at time k. Similar to the steering-only con-
troller, the state variables are gained from the vehicle state estimator
(see chapter 4), the disturbance estimator (see section 5.6) and the ve-
hicle’s CAN bus. Thereby, the longitudinal acceleration due to braking
is not directly estimated but derived from (5.20) as
ax,br = ax +
1
m
Fy,f sin(δ) (5.45)
where ax indicates the measured longitudinal acceleration at CG (see
section 4.2) and Fy,f = Fy,fl + Fy,fr the estimated applied lateral tire
force at the front axle which is deduced from the vehicle state estimator’s
outputs.
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To predict the free response of the plant and formulate the correspond-
ing CFTOC, the discrete-time linear affine plant model (5.42)-(5.43) is
applied. Furthermore, the path’s curvature κk at time k results from the
perpendicular projection of the vehicle’s CG on the evasion path while
κ(k+j|k) with j = 1,...,Hp − 1 is estimated assuming that the vehicle
follows the evasion path in an optimal way along the path coordinate s,
see section 5.5. Using the quadratic cost function
J(∆u, f , r) =
Hp−1∑
j=1
eT(k+j|k)Qe(k+j|k) (5.46a)
+ eT(k+Hp|k)QHpe(k+Hp|k) (5.46b)
+
Hu−1∑
j=0
∆uT(k+j|k)R∆u(k+j|k) (5.46c)
+ ρf · f + ρr · r (5.46d)
with e(k+j|k) = y(k+j|k) − r(k+j|k), the CFTOC of the trajectory fol-
lowing problem can be formulated as
min
∆u,f ,r
J(∆u, f , r) (5.47a)
subject to
dynamic constraints
xk+1 = Akxk +Bkuk +Ekzk + Γk (5.47b)
yk = Ckxk + Πk (5.47c)
input constraints
∆u(k+j|k) ≥∆umin, j = 0,...,Hu − 1 (5.47d)
∆u(k+j|k) ≤∆umax, j = 0,...,Hu − 1 (5.47e)
u(k+j|k) ≥ umin, j = 0,...,Hu − 1 (5.47f)
u(k+j|k) ≤ umax, j = 0,...,Hu − 1 (5.47g)
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and state constraints
αf,(k+j|k) ≥ αf,min − f , j = 1,...,Hp (5.47h)
αf,(k+j|k) ≤ αf,max + f , j = 1,...,Hp (5.47i)
αr,(k+j|k) ≥ αr,min − r, j = 1,...,Hp (5.47j)
αr,(k+j|k) ≤ αr,max + r, j = 1,...,Hp (5.47k)
f ≥ 0, r ≥ 0 (5.47l)
where ∆uT = [∆uT(k|k),...,∆uT(k+Hu−1|k)]. As far as the quadratic cost
function (5.46) is concerned, (5.46a)-(5.46b) weight the deviation of the
control outputs from their reference values over the prediction hori-
zon, (5.46c) the control input’s change per time step over the control
horizon and (5.46d) the use of the slack variables f and r that are em-
ployed in soft constraints (5.47h)-(5.47i). To reduce the computational
complexity of the optimization problem for the purpose of real-time ca-
pability, the control horizon Hu is chosen shorter than the prediction
horizon Hp. In this context, it has turned out that using terminal cost
(5.46b) leads to a noticeable improvement of the control performance,
see section 5.2.1. Thereby, the control scheme is stable without any
appropriately chosen terminal cost.
While dynamic constraints (5.47b-5.47c) denote the discrete-time lin-
ear affine prediction model that is considered to be valid at the current
operating point, input constraints (5.47d)-(5.47g) are introduced to ac-
count for physical limitations of the steering as well as the braking
system. Particularly, (5.47f)-(5.47g) are employed to limit the absolute
values of the control inputs while (5.47d)-(5.47e) constrain the corre-
sponding maximum and minimum change per time step. As discussed
in section 5.2.4, state constraints (5.47h)-(5.47k) on the tire sideslip
angles are required to stabilize the vehicle at the handling limits. To
prevent the CFTOC from becoming infeasible, these state-dependent
constraints have to be softened by utilizing slack variables f and r.
Further details on how to determine the upper and lower sideslip angle
limits are provided in section 5.4. Finally,
Q =
[
Q∆y 0
0 QvCG
]
∈ R2×2, (5.48)
5.4 Constraints on Tire Sideslip Angles 129
QHp =
[
Q∆y,Hp 0
0 QvCG,Hp
]
∈ R2×2, (5.49)
R =
[
R∆δref 0
0 R∆ax,br,ref
]
∈ R2×2, (5.50)
ρf ∈ R and ρr ∈ R in (5.46) denote weighting matrices respectively
coefficients. As in the case of the predictive control problem for lateral
vehicle guidance, a quadratic optimization problem subject to linear
constraints is gained whose solution can be obtained by QP optimization
methods, see [95].
In the end, a final remark on providing reference values to the low-level
deceleration interface has to be given. As the control input ax,br,ref
refers to an additional deceleration due to braking while the low-level
deceleration controller regulates the actual longitudinal acceleration at
CG, a reasonable reference value ax,ref has to be derived for the low-
level controller. Particularly, the reference value ax,ref is obtained ac-
cording to (5.45), i.e.
ax,ref = ax,br,ref − 1
m
Fy,f sin(δ). (5.51)
5.4 Constraints on Tire Sideslip Angles
Constraints on the tire sideslip angles, as employed in (5.19h)-(5.19j)
and (5.47h)-(5.47j), have first been introduced in [13] to limit the tire
sideslip angles to the linear region of the tire model. In [2], the authors
propose an extension of [13] that allows for guiding the vehicle in the
nonlinear region of the tire model and even at the friction limit. The
main ideas will be introduced subsequently. Due to the fact that suc-
cessive linearizations of the nonlinear prediction model are determined
when the LTV-MPC controller is executed at time k, the authors pro-
pose to define the tire sideslip angle limits αf,max/min at the front and
αr,max/min at the rear axle in such a way that they depend on the cur-
rent operating point. Therefore, the linearization of the Pacejka tire
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model (2.21) has to be investigated at the operating point (αi,0, Fy,i,0)
with i ∈ {f,r}, i.e.
Fy,i = (αi − αi,0) · kαi + Fy,i,0. (5.52)
In this regard, kαi = ∂Fy,i/∂αi|αi,0 denotes the linearization coefficient
while αi,0 and Fy,i,0 refer to the particular values of αi and Fy,i at the
current operating point. Figure 5.9 illustrates that employing (5.52)
(i.e. the red dashed line) for determining tire forces Fy,i over the pre-
diction horizon would cause lateral tire forces that are greater/less than
the maximum/minimum feasible force Fy,i,max/min for αi > αi,LIN,max
respectively αi < αi,LIN,min. In order to prevent the predictive con-
troller from assuming lateral forces that are not physically feasible and
to ensure that tires saturate in a conservative way, maximum and min-
imum values of the tire sideslip angles are defined in dependence of
the current operating point. Hence, if tire sideslip angles are located
in the stable region of the tire model, i.e. region 2 in Figure 5.9 for
αi,PMF,min < αi,0 < αi,PMF,max, upper and lower sideslip angle limits
αi,max/min are determined by
αi,max = min{ξα · αi,PMF,max, αi,LIN,max}, (5.53)
αi,min = max{ξα · αi,PMF,min, αi,LIN,min} (5.54)
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Figure 5.9: Assignment of tire sideslip angle limits (solid blue line: Pacejka
tire model, dashed red line: local linearization)
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where 0 < ξα < 1. Moreover,
αi,LIN,max/min =
Fy,i,max/min − Fy,i,0
kαi
+ αi,0 (5.55)
indicates the tire sideslip angle that corresponds to the intersection
of the tangent to Fy,i at the operating point (αi,0,Fy,i,0), i.e. the red
dashed line in Figure 5.9, and the maximum/minimum feasible tire force
Fy,i,max/min. As extensive analysis has shown, it is reasonable if tire
sideslip angles are slightly less than αi,PMF,max respectively greater
than αi,PMF,min. Therefore, 0 < ξα < 1 is additionally introduced in
(5.53)-(5.54). Especially, if the lateral and yaw momentum in (5.2)-(5.3)
and (5.21)-(5.22) are linearized close to αf,PMF,max/min, the lineariza-
tion coefficient of the actual wheel steering angle δ may change its sign
and may thus cause false control actions, especially in counter-steering
situations. Obviously, ξα has to be chosen close to one to operate at the
limits of vehicle dynamics. Contrarily, if tire sideslip angles are located
in the unstable region of the tire model, i.e. region 1 or 3 in Figure 5.9
for αi,0 ≤ αi,PMF,min or αi,0 ≥ αi,PMF,max, the main objective is to
force tire sideslip angles back into the stable region. Therefore, upper
and lower tire sideslip angle limits are chosen as
αi,max/min = ξα · αi,PMF,max/min. (5.56)
The parameter ξα can be determined through experimental tests for
the steering-only and steering/braking control scheme. Furthermore, it
can also be derived in advance through a conservative deduction for the
steering-only case, see section E.1.
5.5 Static Path/Trajectory Planning
5.5.1 Basic Principles
As outlined in section 2.4, this contribution assumes the evasion path
respectively trajectory to be given over a finite time horizon thus that
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no online computation is required. In this regard, the path is stored as
an injective function
fpath : xm ∈ R≥0 7−→ ym ∈ R, (5.57)
i.e. the mapping of a xm-coordinate to a ym-coordinate in the ma-
neuver reference frame is always unambiguous. At the same time, the
velocity reference trajectory vCG,ref which is additionally required for
the trajectory following problem is stored in discrete-time steps for the
entire maneuver duration. Moreover, the relative orientation ∆ψ and
the displacement ∆y from the evasion path are computed online and
supplied to the disturbance estimator as
xˆTplan = [∆ψ, ∆y], (5.58)
see Figure 5.2. Therefore, the path/trajectory planner has to trans-
fer the navigation solution to the m-frame as outlined in section 3.7.1.
Finally, the current path curvature as well as the future values are deter-
mined online and delivered as a curvature vector κ. In the following, the
computation of the relative orientation and the lateral displacement as
well as the prediction of the path’s curvature over the prediction horizon
is discussed in detail.
5.5.2 Path Displacement and Relative Orientation
At each sampling step k, the relative yaw angle ∆ψ between the vehi-
cle and the evasion path as well as the lateral displacement ∆y from
the evasion path have to be provided to the disturbance estimator, see
Figure 5.2. As depicted in Figure 5.10, ∆ψ is defined as the difference
between the vehicle’s yaw angle ψm and the path tangent’s yaw angle
ψmpath in the m-frame. As the path is given as ym = fpath(xm), for the
relative yaw angle holds
∆ψ = ψm − arctan
(
dfpath
d(xm)
∣∣∣∣
xm
k
)
︸ ︷︷ ︸
ψm
path
(5.59)
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Figure 5.10: Free-body diagram illustrating path displacement and relative
orientation
for −pi/2 < ψmpath < pi/2 where xmk indicates the xm-coordinate of
the CG position at time k. The lateral displacement ∆y is gained
by projecting the vehicle’s CG position pm,T = [xm, ym] perpendicular
to the longitudinal vehicle axle onto the evasion path, thus yielding its
projected position p¯m,T = [x¯m, y¯m]. In particular, p¯m,T = [x¯m, y¯m] is
computed by solving the equation[
x¯m
y¯m
]
=
[
xm
ym
]
+ γ rm (5.60)
⇔
[
x¯m
fpath(x¯m)
]
=
[
xm
ym
]
+ γ
[
tan (ψm)
−1
]
for γ ∈ R where rm denotes the vector directing perpendicular to the
longitudinal vehicle axis. When multiplying (5.60) with the normal
vector
n =
[
1
tan (ψm)
]
, (5.61)
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the scalar function[
1
tan (ψm)
]T [
x¯m
fpath(x¯m)
]
−
[
1
tan (ψm)
]T [
xm
ym
]
= 0 (5.62)
is gained where x¯m is the only unknown variable. Finally, (5.62) is
solved using Newton’s method [96] with xm as initial solution. How-
ever, using Newton’s method does not implicate any real-time issues
as only few iterations are needed. Finally, the lateral displacement ∆y
corresponds to the Euclidean distance ‖pm − p¯m‖ and is positive if the
vehicle’s CG is located left and negative if it is located right from the
evasion path, i.e.
∆y = ‖pm − p¯m‖ · sign(ym − y¯m). (5.63)
5.5.3 Prediction of Path Curvature
In order to account for the path curvature’s trajectory
κT = [κ(k|k),...,κ(k+Hp−1|k)] (5.64)
over the prediction horizon, the current as well as the future values of the
path curvature are required at each sampling time k. According to [39],
the path curvature κ(k|k) at time k can be determined in dependence of
the projected CG position p¯m,T(k|k) = [x¯m(k|k), y¯m(k|k)] by
κ(k|k) =
d2fpath
d(xm)2
∣∣∣
x¯m(k|k)(
1 + dfpathd(xm)
∣∣∣2
x¯m(k|k)
)3/2 . (5.65)
For the remaining prediction horizon, κ(k+j|k) with j = 1,...,Hp − 1 can
be obtained by predicting the CG position pm,T(k+j|k) = [xm(k+j|k), ym(k+j|k)]
successively assuming that the vehicle follows the evasion path in an op-
timal way without any displacement starting at p¯m(k|k), see Figure 5.11.
For the sake of simplicity, the vehicle’s horizontal velocity vCG is con-
sidered to be constant over the prediction horizon, i.e.
vCG,(k|k) = ... = vCG,(k+Hp−1|k) = const. (5.66)
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Figure 5.11: Curvature prediction scheme
Indeed, this assumption is a simplification as the vehicle is able to
decelerate significantly in the steering/braking case. But the analysis
whether further improvement can be gained when the vehicle’s veloc-
ity varies over the prediction horizon, e.g. in dependence of the cur-
rent deceleration, is part of future work. In order to predict the fu-
ture positions pm(k+j|k), the curve integral of C is solved along the path
coordinate s, i.e.
∫
C
ds =
xm(k+j+1|k)∫
xm(k+j|k)
√
1 +
(
dfpath
d(xm)
)2
d(xm) (5.67)
where C refers to the path segment between xm(k+j|k) and xm(k+j+1|k).
Therefore, (5.67) is approximated numerically by applying Euler inte-
gration [59]
xm(k+j+1|k)∫
xm(k+j|k)
√
1 +
(
dfpath
d(xm)
)2
d(xm) ≈ ∆xm(k+j|k)
√√√√1 + dfpath
d(xm)
∣∣∣∣2
xm(k+j|k)
(5.68)
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where ∆xm(k+j|k) = xm(k+j+1|k)−xm(k+j|k). For a constant vehicle velocity
vCG, the length of C can be approximated by the traveling distance
vCG · Ts between two subsequent discrete time steps, i.e.
∆xm(k+j|k)
√√√√1 + dfpath
d(xm)
∣∣∣∣2
xm(k+j|k)
≈ vCG · Ts (5.69)
where Ts denotes the sampling time of the predictive controller. When
rewriting (5.69) with respect to ∆xm(k+j|k), i.e.
∆xm(k+j|k) =
vCG · Ts√
1 + dfpathd(xm)
∣∣∣2
xm(k+j|k)
, (5.70)
for the CG position pm,T(k+j+1|k) = [xm(k+j+1|k), ym(k+j+1|k)] holds
xm(k+j+1|k) = xm(k+j|k) + ∆x
m
(k+j|k), (5.71)
ym(k+j+1|k) = fpath(xm(k+j+1|k)). (5.72)
Finally, the predicted path curvature κ(k+j|k) can be determined in
accordance to (5.65).
5.6 Disturbance Estimation
5.6.1 Estimation Problem
Referring to [13], experimental tests have shown that (time-varying) yaw
angle offsets can be observed in the navigation solution. A yaw angle
offset would consequently cause a relative yaw angle offset which can be
interpreted as a lateral velocity disturbance with respect to the evasion
path. Hence, (relative) yaw angle offsets act as a ramp disturbance on
the control output ∆y, i.e. the lateral displacement from the evasion
path. To achieve offset-free tracking in MPC-based control schemes, an
appropriate disturbance estimator is required if the plant itself does not
contain enough integrators, see [97].
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Therefore, an additional EKF-based disturbance estimator has been
implemented to compensate the ramp disturbance on ∆y in order to
achieve steady-state offset-free tracking and to improve the transient
control performance of both control schemes. As the filter has to be
executed only during an evasive maneuver, the disturbance estimator
has been implemented as a separate EKF and not been included into
the vehicle state estimator in chapter 4. In this way, the system design
has been simplified and further issues with assessing the observability of
the adaptation states θFx and θFy due to switching model equations (of
the integrated disturbance estimator) have been avoided. By applying
the disturbance estimator, the lateral displacement ∆y and the relative
yaw angle ∆ψ which are determined by the path/trajectory planner
(based on the navigation solution) are additionally filtered considering
relative kinematics between the vehicle and the evasion path.
5.6.2 Modeling
To design the disturbance estimator, the relative kinematics model,
which is used in both MPC-based control schemes, is employed as esti-
mator model, i.e.
f1 = ∆ψ˙ = ψ˙ − κ
√
vx2 + vy2, (5.73)
f2 = ∆y˙ =
√
vx2 + vy2 sin(∆ψ) + vy + d∆y˙. (5.74)
Thereby, f1 models the relative rotational and f2 the relative transla-
tional movement between the vehicle’s CG and the evasion path. When
investigating (5.74), it can be noticed that the actual relative yaw an-
gle disturbance is modeled as a lateral velocity disturbance d∆y˙. If a
relative yaw angle disturbance d∆ψ acting on ∆ψ would have been in-
troduced instead, an unobservable estimation problem would have been
obtained. Contrarily, using the disturbance state d∆y˙ yields an observ-
able estimation problem, see section 5.6.4. As indicated in 5.2.2.1, its
dynamic behavior is assumed to be a random walk process, i.e.
f3 = d˙∆y˙ = 0. (5.75)
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Summarizing, the nonlinear estimator model can be written as
x˙(t) = f(x(t),u(t)) (5.76)
where
xT = [∆ψ, ∆y, d∆y˙] (5.77)
denotes the state vector and
uT = [vx, vy, ψ˙, κ] (5.78)
the input vector and fT = [f1, f2, f3].
5.6.3 Estimator Design
As previously mentioned, an EKF-based estimator relies on a predic-
tion/correction scheme. For this reason, a relationship between the
state variables of the nonlinear estimator model and the measured out-
puts y˜ is required. For the disturbance estimator, the relative yaw angle
∆ψ and the lateral displacement ∆y which are provided by the static
path/trajectory planner are the measured variables
h1 = ∆ψ˜ = ∆ψ, (5.79)
h2 = ∆y˜ = ∆y. (5.80)
The stochastic nonlinear estimator model can be deduced from (5.76)
and (5.79)-(5.80) and be formulated in state space representation as
x˙(t) = f(x(t),u(t)) +w(t) (5.81)
y(t) = h(x(t)) + v(t) (5.82)
where
yT = [∆ψ, ∆y] (5.83)
indicates the measurement vector, w the process noise, v the measure-
ment noise, fT = [f1, f2, f3] and hT = [h1, h2]. In this regard, w and
v are assumed to be zero-mean Gaussian white noise, i.e w ∼ N (0,Q)
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and v ∼ N (0,R) where Q and R denote the corresponding covariance
matrices. As illustrated in Figure 5.2, the measurement vector y and
the path curvature κ and are provided by the path/trajectory planner
while the remaining inputs vx, vy and ψ˙ are supplied by the vehicle
state estimator.
To employ the continuous-time nonlinear model in the EKF-based esti-
mator, (5.81)-(5.82) are linearized along the estimated state trajectory
and transferred to a discrete-time linear representation, thus yielding
xk+1 = F kxk +Bkuk +wk (5.84)
yk = Hkxk +Dkuk + vk. (5.85)
With respect to [17], the prediction step at time k comprises the compu-
tation of the a priori state estimate xˆ−k and the corresponding estimation
error covariance matrix P−k
xˆ−k = xˆ
+
k−1 +
k·Ts∫
(k−1)·Ts
f(xˆ+k−1,uk−1) dt (5.86)
P−k = F k−1P
+
k−1F
T
k−1 +Qk−1 (5.87)
where Qk = Q/Ts and Rk = R denote the discrete-time covariance
matrices of the process noise wk and the measurement noise vk while
Ts indicates the EKF’s sampling time. To solve the integral in (5.86)
numerically, an explicit forth-order Runge-Kutta integration technique
[59] is applied. When a measurement y˜k is obtained at time k, the a
posteriori state estimate xˆ+k and covariance matrix P
+
k are determined
by
Kk = (P−kH
T
k )(HkP−kH
T
k +Rk)−1 (5.88)
xˆ+k = xˆ
−
k +Kk(y˜k − h(xˆ−k )) (5.89)
P+k = (I −KkHk)P−k . (5.90)
5.6.4 Observability Analysis
Referring to section 4.6, the local observability of the nonlinear system
(5.81)-(5.82) can be proven by investigating the rank of the observability
140 5 Optimal Vehicle Dynamics Control
matrix
O = ∂
∂x
 L
0
f (h)
...
L(n−1)f (h)

(x0,u0)
(5.91)
where Ljf (h) denominates the j-th Lie derivative of h along the vector
field f . As the number of states amounts to three for this particular
estimation problem, the underlying nonlinear system is locally observ-
able if and only if rank(O) = 3 is satisfied. With respect to [81], the
j-th Lie derivative Ljf (h) is defined as
L0f (h) = h,
... (5.92)
L(n−1)f (h) = h(n−1) =
∂
∂x
[L(n−2)f (h)] f .
As shown subsequently, the consideration of the 0-th and 1-st Lie deriva-
tive is sufficient to prove local observability. With regard to (5.92), for
these Lie derivatives it holds
L0f (h) = h =
[
∆ψ
∆y
]
, (5.93)
L1f (h) = h˙ =
[
ψ˙ − κ√vx2 + vy2√
vx2 + vy2 sin(∆ψ) + vy + d∆y˙
]
. (5.94)
To obtain the observability matrix (5.91), the Jacobians of (5.93)-(5.94)
have to be determined at the current operating point (x0, u0), thus
yielding
∂
∂x
L0f (h)
∣∣∣∣
(x0,u0)
=
[
1 0 0
0 1 0
]
, (5.95)
∂
∂x
L1f (h)
∣∣∣∣
(x0,u0)
=
[
0 0 0√
vx,02 + vy,02 cos(∆ψ0) 0 1
]
. (5.96)
It can be recognized that
∂
∂x
[
L0f (h)
L1f (h)
]
(x0,u0)
(5.97)
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has already rank 3 for an arbitrary operating point. Hence, the nonlin-
ear system (5.81)-(5.82) is locally observable everywhere.
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6 Experimental Control Results
6.1 Scenarios and Controller Parameterization
In this chapter, experimental results for the optimal control approaches
that have been introduced in chapter 5 are examined. Thereby, the
operability of the entire system comprising the low-cost GNSS-based
navigation filter, vehicle state estimator, disturbance estimator as well
as the MPC-based controller will be evaluated. For these tests, the
driver just sets up the initial vehicle velocity and manually initiates the
evasion maneuver. During the maneuver, the vehicle acts autonomously
without any driver input. When the maneuver is ended, the driver takes
over control again. All the tests have been conducted on a dry (high
friction) road, thus assuming a maximum friction coefficient of µ = 1.
Furthermore, electronic safety systems like ABS and ESC (ESC cannot
totally be turned off) have been enabled during experimental tests.
The steering-only control scheme is investigated for the nominal as well
as the adaptive case, i.e. when using a nominal and a distorted tire
parameter set. The adaptive case shows that using the adaptation pa-
rameter θFy in the MPC-based control scheme leads to a noticeable im-
proved control performance when having a tire model mismatch. The
steering/braking control scheme is only considered for the nominal case
as controller adaptation has not yet been incorporated into the con-
trol scheme. In order to assess the influence of the position solution’s
accuracy on the control results, each nominal scenario is additionally
considered when using the OxTS RT3003 reference navigation system
instead of the low-cost navigation solution. In this case, the reference
frame transformation relies on the OxTS RT3003 outputs while the ve-
hicle state estimator still relies on the low-cost navigation solution, see
section 2.4. The OxTS RT3003 navigation solution is also employed for
the adaptive case to reduce the influence of navigation issues on the
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control results and thus to enable for reproducible conditions for subse-
quent test maneuvers. For both control schemes, a double lane change
maneuver is employed as evasion path which corresponds to evading an
obstacle by changing to an adjacent and back to the initial lane. Driv-
ing back to the initial lane can e.g. be interpreted as a scenario with
oncoming traffic. As stated in section 5.5.1, the evasion path has to be
given as an injective function. In the scope of this thesis, it is chosen
similar to [13] as
ym = fpath(xm) = ∆y1 (1 + tanh(z1))−∆y2 (1 + tanh(z1)) (6.1)
where
z1 =
z11
z12
(xm − z13)− z14, z2 = z21
z22
(xm − z23)− z24 (6.2)
and zij with i ∈ {1,2}, j ∈ {1,2,3,4} respectively ∆yi with i ∈ {1,2}
are coefficients that specify the particular geometry of the evasion path.
These coefficients have been chosen such that the resulting path corre-
sponds to the track paintings on the proving ground, thus having an
optical reference during the evasion maneuver, see Figure 6.1. Further-
more, the particular values have been determined by fitting (6.1) to a
manually driven maneuver in order to ensure that the path is physi-
cally feasible, i.e. ∆y1 = ∆y2 = 3.5, z11 = z21 = 1.7, z12 = z22 = 11.4,
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Figure 6.1: Reference evasion path
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z13 = 6.5, z23 = 29.3 and z24 = 2.0. Besides the evasion path, a velocity
trajectory is required for the evaluation of the steering/braking control
scheme. Its particular design is discussed in section 6.3.
The controller parameters have been optimized in experimental test.
For both controllers, the control horizon Hu and the prediction horizon
Hp have been varied over a wide range. It has turned out that predic-
tion horizons of about 1 s show the best results while shorter horizons
of less than 0.5 s lead to a degraded control performance. Simulation
based investigations have shown that very short horizons can even lead
to an unstable system behavior. In order to solve the constrained con-
vex optimization problems in real-time, the control horizon is always
chosen shorter that the prediction horizon. Furthermore, a sample time
of 0.02 s is used for the steering-only controller. Due to the higher com-
putational complexity of the MIMO steering/braking control problem,
the corresponding sample time has been increased to 0.04 s. Thereby,
qpOASES [98] is employed as (active-set) QP solver. For both con-
trol schemes, a solution of the CFTOC can always be obtained within
the sampling interval and within the maximum number of iterations.
The particular parameterization of control and prediction horizons, op-
timization constraints and weighting matrices respectively coefficients
is addressed in the following sections. Finally, the navigation filter and
the vehicle state estimator are executed with a sample time of 0.01 s
while a sampling interval of 0.02 s is applied for the path/trajectory
planner and the disturbance estimator. For the navigation filter and
the vehicle state estimator, the same filter parameters as discussed in
section 3.8.1 and section 4.7.1 are used while the disturbance estima-
tor parameterization has been part of the controller tuning. For both
control schemes, the disturbance estimator employs the same filter pa-
rameters, see section E.2.
6.2 Lateral Vehicle Guidance
In the following, experimental results that have been gained for the
steering-only control scheme in the nominal (i.e. using nominal tire
parameters) as well as the adaptive case (i.e. using artificially distorted
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Table 6.1: Steering-only controller parameterization
Parameter Value Description
Ts 0.02 s Sample time
Hu 25 Control horizon
Hp 50 Prediction horizon
Q 1 Weight on lat. displacement
QHp 1000 Terminal weight on lat. displacement
R 400, 100∗ Weight on change of δref
ρf , ρr 10000 Weight on slack variables
δref,max/min ±15 deg Max./min. wheel steering angle δref
∆δref,max/min ±0.6 deg Max./min. change of δref
∗ nominal RTK-based steering-only controller
tire parameters) are investigated. The corresponding MPC parameters
have been chosen according to Table 6.1. Although, the maximum and
minimum change of the wheel steering angle per time step has a physical
limit that is greater respectively less than ±0.6 deg, it has turned out to
be beneficial to assign these limits to ±0.6 deg to reduce oscillations in
the steering system. Investigations have shown that these oscillations
are likely to happen at the beginning of the maneuver due to the initial
time delay that occurs when the actuator is activated, see section 5.2.3.
6.2.1 Nominal Controller
6.2.1.1 Low-cost GNSS-based Control Results
Figure 6.2 depicts the control results for a maneuver with an initial
velocity of 15.5 m/s when relying on the low-cost navigation solution.
To evaluate the actual path displacement, the OxTS RT3003 reference
position as well as the corresponding lateral deviation from the evasion
path are additionally illustrated. Particularly, a maximum absolute lat-
eral deviation of 0.33 m with respect to the low-cost navigation solution
can be observed while the RMSE amounts to 0.18 m. With respect to
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the OxTS RT3003 reference sensor, the maximum absolute lateral dis-
placement is equal while the RMSE decreases slightly to 0.17 m. In this
regard, the maximum absolute difference between the reference and the
estimated path displacement is less than 0.2 m while stepwise changes
are less than 0.05 m. Thus, (relative) position accuracy and smoothness
requirements on the low-cost navigation solution that have been defined
in section 3.2 are fulfilled during the entire maneuver. Furthermore,
the resulting maximum navigation and control errors which amount
Time [s]t
0
1
2
1 3 4 5
C
G
 P
os
it
io
n
[m
]
CG Position      [m]
0 10 40
L
at
er
al
 D
ev
ia
ti
on
[m
]
¢
y
W
h
ee
l 
S
te
er
in
g
A
n
gl
e
[d
eg
]
± r
e
f
2
-4
0
4
8
-8
0
3
4
0
0.1
0.2
0.3
-0.1
-0.2
0.4
-0.3
20 30 50 60 70
Control Output
Control Input
Evasion Path
Reference Actual (low-cost) Actual (OxTS)
xm
y
m
Figure 6.2: Experimental results for nominal steering-only controller using
low-cost navigation: Control input and output
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Figure 6.3: Experimental results for nominal steering-only controller using
low-cost navigation: State constraints and vehicle states
to 0.33 m are far less than the maximum acceptable error. Moreover,
steady-state offsets of the control output ∆y can actually be avoided by
using the disturbance estimator.
Figure 6.3 shows the tire sideslip angles at the front and the rear axle
that are deduced from the Correvit measurements. It can be recognized
that tire sideslip angle constraints are always fulfilled while maximum
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lateral accelerations of 8.4 m/s2 can be observed during the maneuver.
Thereby, it is apparent that the maximum tire sideslip angle at the front
axle amounts to 5.2 deg while the limit of static friction corresponds to
7 deg. In this context, it has to be stated that linear tire behavior
can be assumed for −3 deg ≤ αi ≤ 3 deg and that 95% of the maximum
feasible tire force is transmitted for sideslip angles of ±5 deg. The fact
that maximum respectively minimum tire sideslip angles are not entirely
reached on the high friction surface results from the slight conservatism
that is introduced through the definition of the tire sideslip angle limits
(see section 5.4) that are necessary to stabilize the vehicle. This con-
servatism is especially apparent due to the low gradient ∂Fy,i/∂αi|α0 ,
i ∈ {f,r} near the maximum feasible tire force on the high friction sur-
face, i.e. only 5% of the maximum feasible tire force are transmitted
between 5 deg and 7 deg sideslip. On low friction surfaces, e.g. on a
snow covered road, this conservatism is not apparent as the region of
sliding friction is reached with much steeper gradients. Simulation re-
sults that verify this statement and demonstrate vehicle guidance when
tires are saturated during long-term intervals on a snow covered road
have been presented by the author in [2]. Hence, it can be concluded
that the controller is able to guide the vehicle in the nonlinear region
of the tire model and even at the handling limits.
6.2.1.2 OxTS-based Control Results
The same maneuver has been conducted using the OxTS RT3003 navi-
gation solution to assess the improvement in control performance when
using the best position information that is available. As illustrated in
Figure 6.5, both maneuvers have approximately the same initial veloc-
ity (i.e. 15.3 m/s and 15.5 m/s) as well as maximum lateral accelerations
(i.e. 8.4 m/s2 and 8.3 m/s2). Thus, these maneuvers are considered to
be suitable for a reasonable comparison. Due to the fact that the OxTS
RT3003 position information has a better positional accuracy and is
slightly smoother than the low-cost solution, it has been possible to de-
crease the weight R on the control input δref without causing any severe
steering interventions or oscillations. In this regard, minor oscillations
have sometimes been observed when using the low-cost navigation solu-
tion and a lower weight on R. Particularly, R is decreased to 100 while
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all the other parameters remain unchanged.
According to Figure 6.4, it is apparent that the maximum absolute lat-
eral displacement can be reduced to 0.22 m and the RMSE to 0.10 m
when using the centimeter-precision navigation solution. In this regard,
the displacement of 0.03 m at the end of the maneuver is negligible as
it is caused by deactivating the controller slightly too early. Similar
to the previous maneuver, the controller is able to stabilize the vehicle
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Figure 6.4: Experimental results for nominal steering-only controller using
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Figure 6.5: Experimental results for nominal steering-only controller using
OxTS RT3003: State constraints and vehicle states
during the entire evasion maneuver which shows maximum lateral ac-
celerations of 8.3 m/s2, see Figure 6.5. Concluding, a convincing control
performance can be achieved in both cases while a further improvement
can be gained when relying on the OxTS RT3003 navigation solution.
However, the feasibility of autonomous evasion maneuvers when rely-
ing on the low-cost navigation solution has thus been proven for the
steering-only controller.
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6.2.2 Adaptive Controller
In the following, experimental control results for the adaptive control
scheme that employs the vehicle state estimator’s state θFy for adap-
tation purposes are evaluated. Especially when the tire-road contact
varies significantly during an evasion maneuver (e.g. when changing
from a dry to a wet road), controller adaptation can be advantageous
as shown subsequently. In the particular test scenario, tire parameters
have been distorted by multiplying the maximum friction coefficient by
2.5 and the nominal cornering stiffness (i.e. the slope at the origin of
Fy,i, see section 2.1.2.4) by 1.5. Thus, the controller assumes the fric-
tion coefficient as well as the tire cornering stiffness to be too large. The
employed distortion can be interpreted as a transition from a dry to a
snow covered road. While the maximum/minimum tire sideslip angle
αi,max/min decreases/increases for an actually decreased maximum fric-
tion coefficient, this is not the case when tire parameters are artificially
distorted. Therefore, αi,max/min have been kept constant. As far as
future research is concerned, the influence of actually increased or de-
creased maximum/minimum sideslip angles (compared to those in the
tire model) has to be investigated. Especially for an actually decreased
maximum friction coefficient, the tires will enter the region of sliding
friction while the controller still assumes static friction. Moreover, it has
to be noted that the nominal as well as the adaptive control scheme rely
on the adaptive vehicle state estimator while the corresponding adapta-
tion state θFy is only used by the adaptive controller. Particularly, the
nominal controller assumes θFy to be 1. In order to improve the repro-
ducibility of subsequent test maneuvers, the OxTS RT3003 instead of
the low-cost navigation solution is employed to reduce the influence of
navigation issues on the control results. As tire parameters have been
distorted, the weight R on the control input is increased to 400 (as for
the low-cost steering-only case) to avoid severe steering interventions
and oscillations, see Table 6.1.
Figure 6.6 shows a comparison of the experimental control results for the
adaptive and nominal control scheme. Thereby, both maneuvers have
approximately the same initial velocity of 15.9 m/s as well as similar
maximum lateral accelerations of ±8 m/s2 which allows for a reason-
able conclusion. With respect to the lateral deviation from the evasion
152 6 Experimental Control Results
path, a noticeably improved control performance can be recognized in
the adaptive case. In particular, the maximum absolute lateral devi-
ation can be reduced by 17.6% from 0.74 m to 0.61 m and the RMSE
by 17.1% from 0.35 m to 0.29 m. Moreover, the control input shows a
smoother trajectory and the entire maneuver is ended 0.8 s earlier when
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Figure 6.6: Experimental results for adaptive steering-only controller using
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Figure 6.7: Experimental results for adaptive steering-only controller using
OxTS RT3003: State constraints and vehicle states
applying the adaptive control scheme. The adaptation parameter θFy ,
as it is used in the predictive control scheme, is additionally depicted
in Figure 6.6. In this context, it has to be noted that θFy is assigned
to 1 in the nominal case to achieve non-adaptive controller behavior
while θFy (provided by the vehicle state estimator) actually differs from
1. For the adaptive case, it can be recognized that the adaptation pa-
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rameter θFy just converges to a value of 0.83 while the distortion of tire
parameters corresponds to an interval of 1/2.5 = 0.4 (maximum friction
coefficient) to 1/1.5 = 0.66 (nominal cornering stiffness). In the nominal
case, θFy (provided by the vehicle state estimator) actually converges
to 0.44. When assessing the corresponding results of the vehicle state
estimator, which have been omitted for reasons of clarity at this point,
it has to be noted that the reference values are tracked noticeably bet-
ter for this particular maneuver. Nevertheless, a recognizable gain in
control performance can be achieved in the adaptive case although the
adaptation is not as large as expected, thus demonstrating the poten-
tial of the proposed control scheme. With respect to Figure 6.7, it can
finally be recognized that both control schemes are capable of fulfilling
tire sideslip angle constraints.
6.3 Combined Longitudinal and Lateral
Vehicle Guidance
6.3.1 Velocity Reference Generation
To evaluate the steering/braking control scheme, a velocity trajectory
is required in addition to the evasion path that has been introduced
in section 6.1. Therefore, the following scenario on a rural road with
two lanes, oncoming traffic and a speed limit of 70 km/h is examined.
The ego-vehicle is driving on a dry road (µ = 1) with an initial veloc-
ity of vCG = 20 m/s when a non-moving broken vehicle occurs in the
lane. At the same time, oncoming traffic on the other lane and a vehicle
that is standing still on the same lane for a left turn (50m behind the
first obstacle) are part of the scenario, see Figure 6.8. For the evasion
maneuver, the ego-vehicle has to evade the first obstacle as well as the
oncoming traffic and has to decelerate to standstill before colliding with
the turning vehicle. To evade the oncoming traffic and to follow the eva-
sion path, the initial velocity is decreased by braking with −5 m/s2 from
t = 0 to 0.8 s and with −1.5 m/s2 from t = 0.8 to 1.3 s when lateral
accelerations increase. During this time interval, braking and steering
are applied simultaneously to investigate the potential of the proposed
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ego-vehicle obstacle (non-moving) turning vehicle (non-moving)
oncoming traffic (moving)
30 m 50 m
Figure 6.8: Steering/braking scenario
integrated vehicle dynamics control approach. From t = 1.3 to 3 s, no
further braking is applied to complete the main part of the maneuver
as fast as possible. Finally, the vehicle is decelerated to standstill while
braking is initiated with −2 m/s2 from t = 3 to 5 s when the vehicle ap-
proaches its original lane. For t > 5 s, the velocity is reduced to zero by
braking with −8 m/s2. The corresponding reference velocity trajectory
vCG,ref is gained by applying these accelerations in the corresponding
time intervals neglecting further steering and rolling resistances.
Moreover, it has to be noted that an additional stop logic is required
if the vehicle has to be decelerated to low velocities. The main reason
can be seen in the fact that the controller assumes the vehicle to drive
backward over the prediction horizon when the actual velocity decreases
to far. Therefore, the reference velocity that is provided to the predictive
controller is saturated such that it does not decrease further than 1 m/s.
Furthermore, the deceleration is kept constant by the stop logic when
standstill is detected at the end of the prediction horizon. To avoid
numerical issues, the vehicle state and disturbance estimator as well as
the predictive controller are disabled for velocities less than 2 m/s.
In the following, experimental control results are examined for the pro-
posed integrated vehicle dynamics control scheme. As for the steering-
only case, the same maneuver is conducted using the low-cost and the
OxTS RT3003 navigation solution to assess the influence of navigation
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Table 6.2: Steering/braking controller parameterization
Parameter Value Description
Ts 0.04 s Sample time
Hu 15 Control horizon
Hp 25 Prediction horizon
Q∆y 1 Weight on lateral displacement
Q∆y,Hp 10 Terminal weight on lat. displacement
QvCG 0.15 Weight on velocity
QvCG,Hp 1.5 Terminal weight on velocity
Rδref 200 Weight on change of δref
Rax,br,ref 1 Weight on change of ax,br,ref
ρf , ρr 1000 Weight on slack variables
δref,max/min ±15 deg Max./min. wheel steering angle δref
∆δref,max/min ±0.8 deg Max./min. change of δref
ax,br,ref,max 0g Max. braking acceleration
ax,br,ref,min −1g Min. braking acceleration (µ = 1)
∆ax,br,ref,max 1g Max. change of ax,br,ref (µ = 1)
∆ax,br,ref,max −1g Min. change of ax,br,ref (µ = 1)
issues on the control performance. For the subsequent test scenario, the
MPC parameters which are listed in Table 6.2 are used to parameterize
the predictive controller.
6.3.2 Low-cost GNSS-based Control Results
Figure 6.9 illustrates the experimental results that have been gained
in experimental tests when using the low-cost navigation solution. As
far as the control outputs are concerned, a maximum absolute lateral
deviation of 0.42 m and a RMSE of 0.20 m with respect to the low-
cost navigation solution is obtained. According to the OxTS RT3003
reference sensor, a maximum absolute lateral deviation of 0.41 m and
a RMSE of 0.20 m can be observed. Thereby, the maximum absolute
difference between the estimated and reference path displacement is
less than 0.20 m while stepwise changes are less than 0.05 m. As for
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Figure 6.9: Experimental results for nominal steering/braking controller us-
ing low-cost navigation: Control inputs and outputs
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Figure 6.10: Experimental results for nominal steering/braking controller
using low-cost navigation: State constraints and vehicle states
the steering-only control scheme, (relative) position accuracy as well as
smoothness requirements according to section 3.2 are fulfilled for the
entire maneuver. Moreover, the maximum error resulting from naviga-
tion and control amounts to 0.41 m and is thus significantly less than
the maximum acceptable error. At the end of the maneuver, a small
steady-state offset of 0.07 m can be recognized which can occur when
the lateral displacement is not entirely compensated before the velocity
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decreases too far. The absolute velocity vCG at CG shows a maximum
absolute tracking error of 1.53 m/s and a RMSE of 0.97 m/s. In this
regard, the actual velocity vCG is derived from the Correvit reference
sensor measurements. The velocity errors as well as the delayed response
of vCG from t = 0 to 0.3 s are mainly caused by the initial buildup of
the brake pressure and cannot be avoided, see section 2.2.2.2. As the
controller is not able to accelerate, the velocity decreases from t = 1.3
to 3.3 s due to steering and rolling resistances. For t ≥ 3.3 , the velocity
reference is tracked very well. With regard to section 6.3.1, it can be
recognized that the maneuver ends at a velocity of about 2 m/s instead
of standstill to avoid numerical issues.
During the maneuver, horizontal accelerations increase up to 8.8 m/s2
when steering and braking is applied simultaneously which corresponds
to the limits of vehicle dynamics, see Figure 6.10. Thereby, longitudinal
accelerations have a magnitude of −8.8 m/s2 while lateral accelerations
are in the range of ±6.8 m/s2. At the same time, the controller is
able to keep tire sideslip angles in the stable region of static friction.
According to the main focus of this contribution, it can be concluded
that the controller is able to guide the vehicle at the handling limits
when combined steering and braking is applied (i.e. for t = 0.5 to
1.4 s) as well as in the nonlinear region of the (lateral) tire model (i.e.
for t = 1.9 to 3.0 s and t = 3.7 to 4.0 s) while achieving a convincing
control performance.
6.3.3 OxTS-based Control Results
Similar to the steering-only case, the same maneuver is performed us-
ing the OxTS RT3003 navigation solution to assess the gain in con-
trol performance when using the centimeter-precision navigation sys-
tem. According to Figure 6.12, both maneuvers have an initial velocity
of about 20 m/s and horizontal accelerations are approximately of the
same magnitude. Thus, these maneuvers are considered to be suited
for an appropriate assessment. The corresponding experimental con-
trol results are depicted in Figure 6.11. In particular, the maximum
absolute lateral deviation can be reduced to 0.25 m and the RMSE to
0.12 m. Moreover, it can be noticed that the steady-state offset in the
160 6 Experimental Control Results
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Figure 6.11: Experimental results for nominal steering/braking controller
using OxTS RT3003: Control inputs and outputs
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Figure 6.12: Experimental results for nominal steering/braking controller
using OxTS RT3003: State constraints and vehicle states
lateral displacement at the end of the maneuver can indeed be avoided
by employing the disturbance estimator. As the velocity vCG at CG
is derived from the vehicle state estimator’s outputs whose inputs do
not change when using the OxTS RT3003 (in both cases the estimator
relies on the low-cost navigation solution), no significant difference in
the velocity tracking error can be recognized compared to the preceding
maneuver. In this regard, a maximum absolute velocity tracking error
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of 1.55m/s and a RMSE of 0.99 m/s are obtained. Similar to the pre-
ceding maneuver, the magnitude of the velocity tracking error and the
delayed response of vCG from t = 0 to 0.3 s originate from the initial
buildup of the brake pressure and are unavoidable.
According to Figure 6.12, horizontal accelerations have a magnitude of
8.9 m/s2 when combined steering and braking is applied thus that the
control scheme is evaluated at the vehicle handling limits. In this con-
text, longitudinal accelerations have a magnitude of −9.3 m/s2 while
lateral accelerations are in the range of ±6.7 m/s2. Thereby, the predic-
tive controller is capable of keeping the tire sideslip angles in the region
of static friction. As for the preceding maneuver, it can be concluded
that the vehicle can be guided at the vehicle handling limits when steer-
ing and braking is applied simultaneously (i.e. for t = 0.5 to 1.5 s) as
well as in the nonlinear region of the (lateral) tire model (i.e. for t = 1.8
to 2.8 s) while achieving a convincing control performance. Although a
noticeable decrease of the lateral deviation can again be observed when
employing the OxTS RT3003 navigation solution, autonomous vehicle
guidance by steering and braking based on low-cost navigation has been
approved to be feasible.
6.4 Assessment of Control Results
Table 6.3 summarizes the control results that have been obtained in
experimental tests. Generally, it can be concluded that a further im-
provement in control performance can be gained when position errors
decrease, i.e. when relying on the OxTS RT3003 reference sensor. Al-
though experimental results show the sensitivity of the control perfor-
mance on navigation issues, all the requirements that have been de-
fined in section 3.2 are met for the steering-only as well as the steer-
ing/braking controller. Moreover, it has to be noted that this aim has
been achieved for maneuvers with maximum horizontal accelerations of
8.4 m/s2 for the steering-only controller and 8.9 m/s2 for simultaneous
steering and braking. The considered range of maximum horizontal ac-
celerations is indeed a challenging task as far as navigation, vehicle state
estimation and vehicle control is concerned. Particularly, the maximum
6.4 Assessment of Control Results 163
horizontal position error due to navigation and control issues is far less
than the specified maximum admissible error of 1 m, i.e. 0.33 m in the
steering-only and 0.41 m in the steering/braking case. Thus, the feasi-
bility of low-cost GNSS-based autonomous evasion maneuvers has been
demonstrated.
Additionally, the potential of applying an adaptive MPC-based control
scheme, which has not been considered in previous publications, is ex-
amined. For experimental evaluations, tire parameters are distorted
artificially by increasing the maximum friction coefficient as well as the
nominal cornering stiffness. The particular parameterization can be in-
terpreted as actually driving on a snow covered road while the controller
assumes a dry road. Control results show that the maximum lateral
displacement from the evasion path can be reduced by 17.6% while the
RMSE is decreased by 17.1%. Thus, it is apparent that the adaptive
control scheme has the potential to significantly improve the control
performance when the nominal plant model is subject to uncertainties,
especially in the tire-road contact.
Table 6.3: Overview of experimental control results
Lat. dev. error e∆y [m] Velocity error evCG [m/s]
Max. RMSE Max. RMSE
Nominal steering-only controller
Low-cost 0.33 0.18 - -
OxTS 0.22 0.10 - -
Adaptive steering-only controller
Non-adapt. 0.74 0.35 - -
Adaptive 0.61 0.29 - -
Nominal steering/braking controller
Low-cost 0.41 0.20 1.53 0.97
OxTS 0.25 0.12 1.55 0.99
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7.1 Conclusion
According to the new European road safety programme in 2010 [8], the
number of road casualties is intended to be reduced by 50% until 2020.
While passive safety systems like seat belts or constructive measures are
already implemented in almost each vehicle, a special emphasis is put
on ADAS which are supposed to contribute significantly to achieve this
aim. In this regard, RWTH Aachen University conducts research on a
GNSS-based CA system in the context of the project Galileo above. The
system decides whether to warn the driver or intervene autonomously
by an emergency braking respectively evasion maneuver when a collision
with surrounding vehicles is imminent. Among the main research topics,
this thesis focuses on the issues that are related to navigation, vehicle
state estimation and vehicle control. Thereby, the feasibility of low-cost
GNSS-based autonomous vehicle guidance at the handling limits in the
context of autonomous evasion maneuvers is demonstrated.
In order to guide the vehicle autonomously, an appropriate navigation
concept is required that supplies the vehicle’s pose in terms of position,
velocity and attitude. Thereby, the navigation solution has to fulfill re-
quirements on accuracy, bandwidth, availability, integrity and smooth-
ness. In this regard, this contribution assumes that the requirements
regarding availability and integrity are always met. For the feasibility
of autonomous evasion maneuvers, the upper bound of the admissible
horizontal position error is assessed to be 0.5 m. As the low-cost naviga-
tion solution does not have the ability to fulfill this requirement when
considering absolute positioning, relative positioning with respect to
the initial maneuver position is investigated. Particularly, the naviga-
tion concept relies on a loosely coupled GNSS/INS integration concept
that complements the properties of an INS (high update rate, sensor
drift) and a GNSS (low update rate, no sensor drift). Moreover, a
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real-time capable solution to cope with time delayed GNSS measure-
ments according to [28] is introduced and an extension to aid and thus
to improve the yaw angle estimate is proposed. Though, larger posi-
tion errors and even disadvantageous discontinuities (stepwise changes
in the horizontal position) can be observed when operating the vehicle
at the handling limits. These errors are either caused by discontinu-
ities in GNSS measurements or result from simplifications in the filter
design (e.g. for real-time compensation of time delays). To solve this
issue, it is proposed to decrease the weight on GNSS position and ve-
locity measurements appropriately in the filter update step during the
maneuver. Experimental results show that all the requirements on the
navigation solution are satisfied and a convincing estimation perfor-
mance is achieved. Particularly, a maximum horizontal position error
of 0.24 m is obtained for a maneuver at the handling limits which is sig-
nificantly less than the specified feasibility limit. Thus, the navigation
concept is assessed to be appropriate for autonomous evasion maneuvers
at the vehicle handling limits.
Besides an accurate and smooth navigation solution, drive dynamic
states like the longitudinal and lateral velocity at CG as well as the
yaw rate are essential to apply the considered optimal vehicle dynamics
control schemes. For this purpose, an EKF-based vehicle state estima-
tor is proposed which is able to cope with uncertainties in the tire-road
contact. To achieve the adaptive behavior, two additional estimator
states are introduced to scale tire forces if necessary. Thereby, the local
observability of the estimation problem is a major issue. For this pur-
pose, an approach to assess the local observability as well as to handle
the loss of local observability online is introduced. Moreover, the hori-
zontal velocity estimate, which is derived from the navigation solution
and thus independent from wheel slip, is processed by the estimator as
aiding measurement. In this way, classical and GNSS-based approaches
that can be found in literature are combined. Experimental results
prove the validity of the proposed concept for the nominal as well as
the adaptive case.
To guide the vehicle autonomously along an a priori known evasion
path respectively trajectory, a steering-only path following and a steer-
ing/braking trajectory following MPC-based control scheme is intro-
duced. Both controllers are designed such that the vehicle can be guided
166 7 Conclusion and Outlook
and stabilized in the nonlinear region of the tire model and even at
the vehicle handling limits. For the steering-only controller, the inclu-
sion of the vehicle state estimator’s adaptation state θFy to account
for uncertainties in the tire-road contact is additionally investigated.
Furthermore, the steering/braking controller is designed in the sense of
an integrated vehicle dynamics control approach employing the wheel
steering angle as well as the vehicle’s deceleration as control inputs.
Moreover, a disturbance estimator to compensate (relative) yaw angle
offsets and thus steady-state offsets in the lateral displacement from the
evasion path is proposed.
Finally, experimental control results for the steering-only as well as
steering/braking control scheme using the low-cost navigation solution
show a convincing control performance. For the steering-only control
scheme, the adaptive case (i.e. when tire parameters are distorted arti-
ficially) is additionally investigated. Thereby, it is apparent that a no-
ticeable improvement of the control performance can be achieved when
the tire model is adapted online. Furthermore, the influence of naviga-
tion issues on the control performance is analyzed by using the OxTS
RT3003 reference navigation system instead of the low-cost navigation
solution. Particularly, it is obvious that a further improvement can be
achieved when applying the centimeter-precision navigation solution.
However, experimental control results demonstrate the feasibility of the
proposed concept for low-cost GNSS-based evasion maneuvers at the
vehicle handling limits in the context of CA that relies on the proposed
navigation, vehicle state estimation and control algorithms.
7.2 Outlook
Although low-cost GNSS-based autonomous evasion maneuvers have
been proven to be feasible, there is still future work left. In the following,
a brief outline will be given for each field of research that has been
considered in this contribution.
As far as navigation is concerned, further concepts to improve the GNSS
time delay compensation for maneuvers with high horizontal accelera-
tions have to be evaluated. In this way, a further improvement of the
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(relative) position accuracy as well as the smoothness of the navigation
solution might be gained. Moreover, the use of additional aiding mea-
surements that originate from sensors like LiDARs, radars or cameras
have to be considered to obtain an enhanced (relative) positioning accu-
racy, reliability and availability, see [63,64]. Furthermore, tight coupling
integration schemes have to be taken into account when GNSS-denied
environments like urban canyons become a potential field of operation.
Finally, research has to be conducted in determining a reliable quality
measure of the current position accuracy such that a safety margin can
be incorporated into path planning algorithms. A first investigation in
this direction has been carried out by the author in [6].
For the purpose of vehicle state estimation, a DEKF-based concept for
estimating vehicle states and tire parameters in parallel is considered
to be reasonable. Particularly, nominal tire parameters are intended
to be identified during normal operation and fixed during an evasion
maneuver while short-term uncertainties can still be compensated by
the adaptation states θFx and θFy . Finally, filter reconfiguration has to
be studied when the horizontal velocity estimate is assessed to have an
insufficient accuracy due to long-term GNSS outages. This issue has
been neglected in the scope of this contribution.
Regarding vehicle control, further investigations should take into ac-
count that the adaptive controller actually cannot prevent the tires from
entering the region of sliding friction when the tire-road friction coeffi-
cient decreases, e.g. when changing from a dry to a wet road surface.
In this case, the actual maximum tire sideslip angle will decrease to
smaller values [22] while the predictive controller assumes it to be con-
stant. Therefore, an online estimation of the physical tire sideslip limits
and finally an online adaptation of the corresponding MPC constraints
should be part of future work. For the steering/braking controller, it
has to be analyzed whether an improved control performance can be
gained when load transfer due to braking is additionally incorporated
into the prediction model.
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A.1 Symbols and Notations
Vehicle Dynamics and Relative Kinematics
m Vehicle mass
Jz Mass moment of inertia (vertical axis)
lf , lr Distance between CG and front/rear axle
twf , twr Front / rear track width
hCG Height of CG
g Gravitational acceleration
µ Maximum tire-road friction coefficient
Tδ Dynamic time constant of steering system
Tax,br Dynamic time constant of braking system
ibr Brake force distribution front/rear axle
vx Longitudinal velocity at CG in veh. ref. frame
vy Lateral velocity at CG in veh. ref. frame
vCG Horizontal velocity at CG
β Vehicle sideslip angle
ψ˙ Yaw rate
ψ Yaw angle
κ Path curvature
∆ψ Difference angle between vehicle and evasion path
∆y Lateral displacement of CG from evasion path
d∆y˙ Lateral velocity disturbance
δ Actual steering angle at the front axle
δref Demanded steering angle at the front axle
ax Actual longitudinal acceleration at CG
ax,ref Demanded acceleration at CG
ax,br Actual deceleration due to braking at CG
ax,br,ref Demanded deceleration due to braking at CG
ay Actual lateral acceleration at CG
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pbc,ref Demanded brake pressure in main braking cylinder
vf , vr Horizontal velocity at front/rear axle
vfl, vfr Horizontal velocity at front left/right tire
vrl, vrr Horizontal velocity at rear left/right tire
vwi Horizontal velocity of wheel i in wheel ref. frame
vwi,free Abs. velocity of free rolling front/rear left/right wheel
αi Sideslip angle at tire i
λi Longitudinal tire slip at tire i
Fx,i Applied longitudinal force at tire i
Fy,i Applied lateral force at tire i
Fz,i Vertical tire load at tire i
θx, θy Adaptation variables to compensate model uncertainties
Bx,i, By,i Pacejka parameter: slope at the origin
Cx,i, Cy,i Pacejka parameter: shape factor
Dx,i, Dy,i Pacejka parameter: max./min. tire force
Ex,i, Ey,i Pacejka parameter: curvature near max./min. tire force
State Estimation
{ˆ·} Estimated variable
{˜·} Measured variable
{·}− A priori estimation
{·}+ A posteriori estimation
Q, Qk Cont.-/discr.-time process noise cov. matrix
R, Rk Cont.-/discr.-time measurement noise cov. matrix
S, Sk Cont.-/discr.-time cross-cov. matrix
P k Estimation error covariance matrix
Kk Kalman gain
Onl Observability matrix of nonlinear system
OLTI Observability matrix of LTI system
Ljf (h) j-th Lie derivative of h along vector field f
Navigation
{·}k−nk Variable that is valid at time k − n but avail. at time k
{·}lij Variable describing a movement of the j-frame w.r.t.
the i-frame in coordinates of the l-frame
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pe Position vector in e-frame
pn Position vector in n-frame
pm Position vector in m-frame
ϕ Longitude (WGS84)
λ Latitude (WGS84)
h Altitude (WGS84)
vneb Velocity vector in n-frame
vneb,n Velocity north in n-frame
vneb,e Velocity east in n-frame
vneb,d Velocity downwards in n-frame
φ Roll angle
θ Pitch angle
ψ Yaw angle
ψcourse GNSS course angle (direction of travel w.r.t. true north)
σji Vector describing rel. orientation of i- and j-frame
qji Quaternion describing rel. orientation of i- and j-frame
Rji Direction cosine matrix transferring the i- to the j-frame
ba Accelerometer biases
bω Gyroscope biases
f bib Specific force measured by IMU in b-frame
f b,∗ib Bias compensated specific force
ωbib Angular rates measured by IMU in b-frame
ωb,∗ib Bias compensated angular rates
rbIMU,A Vector pointing from IMU to antenna in b-frame
rbIMU,CG Vector pointing from IMU to CG in b-frame
ωnie Earth rotation rate in n-frame
ωnen Earth transportation rate in n-frame
gn Gravity vector in n-frame
Rn North-south radius of curvature of WGS84 ref. ellipsoid
Re East-west radius of curvature of WGS84 ref. ellipsoid
Vehicle State Estimation
cFx,thld Cond. number threshold for observability of θFx
cFy,thld Cond. number threshold for observability of θFy
cFx,Fy,thld Cond. number threshold for observability of θFx and θFy
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Optimal Vehicle Dynamics Control
{·}(k+j|k) Prediction of variable {·} at time k + j when the actual
sample time is k
f , r Slack variables to soften sideslip angle constraints
ξFx Parameter to adjust max. longitudinal tire force
ξα Parameter to adjust tire sideslip angle limits
Q Weight matrix/coefficient for controlled output(s)
QHp Terminal cost on controlled output(s)
R Weight matrix for control input(s)
ρf , ρr Weight coefficients for slack variables
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A.2 Acronyms
ABS Anti-lock Braking System
ADAS Advanced Driver Assistance Systems
CAN Controller Area Network
CA Collision Avoidance
CM Collision Mitigation
CW Collision Warning
CFTOC Constrained Finite Time Optimal Control
CG Center of Gravity
DCM Direction Cosine Matrix
DEKF Dual Extended Kalman Filter
DR Dead Reckoning
ECEF Earth-Centered, Earth-Fixed
EGNOS European Geostationary Navigation Overlay Service
ECU Electronic Control Unit
EKF Extended Kalman Filter
EPS Electric Power Steering
ESC Electronic Stability Control
ESS-KF Error State Space Kalman Filter
FCW Forward Collision Warning
GPS Global Positioning System
GNSS Global Navigation Satellite System
HPV Hybrid Parameter-varying
IMU Inertial Measurement Unit
INS Inertial Navigation System
KF Kalman Filter
LCCW Lane Change Collision Warning
LTI Linear Time-Invariant
LTV Linear Time-Varying
LWM Low-weight Measurement (Covariance Matrix)
MEMS Micro-Electro-Mechanical Systems
MIMO Multiple-Input Multiple-Output
MPC Model Predictive Control
NMPC Nonlinear Model Predictive Control
OxTS Oxford Technical Systems
PF Particle Filter
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PI Proportional-Integral
PID Proportional-Integral-Derivative
QP Quadratic Program
RMSE Root Mean Square Error
RCP Rapid Control Prototyping
RTK Real-Time Kinematics
SPKF Sigma-Point Kalman Filter
SISO Single-Input Single-Output
TTC Time to Collision
UAV Unmanned Aerial Vehicle
UTC Universal Time Coordinated
V2V Vehicle-to-Vehicle
WGS84 World Geodetic System 1984
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B Parameters of Experimental
Setup
The following parameters are either given by construction or have been
measured respectively identified in experimental tests.
Table B.1: Vehicle and tire parameters
Parameter Value Unit Description
Vehicle Parameters
m 2098 kg Vehicle mass (full tank, 2 persons)
Jz 3639.3 kg ·m2 Mass moment of inertia
lf 1.35 m Distance bw. CG and front axle
lr 1.36 m Distance bw. CG and rear axle
twf 1.55 m Front track width
twr 1.56 m Rear track width
hCG 0.53 m Height of CG
Tδ 0.15 s Time constant steering system
Tax,br 0.15 s Time constant braking system
Tire Parameters
µ 1 - Max. friction coefficient
cα,fl/fr 50 kN/rad Cornering stiff. front left/right
cα,f 100 kN/rad Cornering stiff. front axle
cα,rl/rr 50 kN/rad Cornering stiff. rear left/right
cα,r 100 kN/rad Cornering stiff. rear axle
αmax/min 7 deg Max./min. sideslip angle
cλ,fl/fr 35 kN Long. stiff. front left/right
cλ,f 70 kN Long. stiff. front axle
cλ,rl/rr 35 kN Long. stiff. rear left/right
cλ,r 70 kN Long. stiff. rear axle
λmax/min 0.2 - Max./min. long. slip
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The sensor mounting positions refer to the definition of the navigation
b-frame that is orientated forward, right and downwards.
Table B.2: Sensor mounting parameters
Parameter Value Unit Description
rbIMU,CG,x 1.44 m Vector IMU to CG, x-coord.
rbIMU,CG,y 0.05 m Vector IMU to CG, y-coord.
rbIMU,CG,z 0.10 m Vector IMU to CG, z-coord.
rbIMU,A,x 0.28 m Vector IMU to antenna, x-coord.
rbIMU,A,y 0.19 m Vector IMU to antenna, y-coord.
rbIMU,A,z −0.88 m Vector IMU to antenna, z-coord.
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In chapter 3, several issues have been omitted for reasons of clarity. The
most relevant details that are necessary to comprehend the particular
implementation are introduced subsequently in accordance to [28].
C.1 Direction Cosine Matrix
The relative orientation of two Cartesian reference frames can be ex-
pressed by the corresponding Euler angles. These angles describe three
subsequent rotations to transfer one reference frame to the other. In
order to transfer the i- to the j-frame, the zi-axis is rotated by the yaw
angle ψ, the resulting yi′ -axis by the pitch angle θ and finally the re-
sulting xi′′ -axis by the roll angle φ. These subsequent rotations can be
formulated in terms of a direction cosine matrix (DCM), i.e.
Rji = R
j
i,x(φ) R
j
i,y(θ) R
j
i,z(ψ) (C.1)
where
Rji,z(ψ) =
cosψ − sinψ 0sinψ cosψ 0
0 0 1
 (C.2)
corresponds to the rotation with respect to the zi-axis,
Rji,y(θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 (C.3)
to the rotation with respect to the resulting yi′ -axis and
Rji,x(φ) =
1 0 00 cosφ − sinφ
0 sinφ cosφ
 (C.4)
to the rotation with respect to the resulting xi′′ -axis.
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C.2 Quaternions
With respect to section 3.3.2, a major issue of Euler angles are sin-
gularities. To solve this issue, a common approach is the use of an
orientation vector σT = [σx, σy, σz] ∈ R3 which specifies the axis in
the three dimensional space to transfer a reference frame to the other
by a single rotation. Generally, this orientation vector is stored as a
nomalized quaternion
q =

cos(‖σ‖/2)
(σx/‖σ‖) sin(‖σ‖/2)
(σy/‖σ‖) sin(‖σ‖/2)
(σz/‖σ‖) sin(‖σ‖/2)
 . (C.5)
Subsequently, the most important quaternion operations and transfor-
mations that are used in the context of this contribution are intro-
duced.
C.2.1 Quaternion Multiplication
Let qT1 = [q1,a, q1,b, q1,c, q1,d] ∈ R4 and qT2 = [q2,a, q2,b, q2,c, q2,d] ∈ R4
denote two quaternions. Then, the product ◦ of q1 and q2 is defined
as
q1 ◦ q2 =

q1,a
q1,b
q1,c
q1,d
 ◦

q2,a
q2,b
q2,c
q2,d
 (C.6)
=

q1,a −q1,b −q1,c −q1,d
q1,b q1,a −q1,d q1,c
q1,c q1,d q1,a −q1,b
q1,d −q1,c q1,b q1,a


q2,a
q2,b
q2,c
q2,d
 . (C.7)
C.2.2 Quaternion to Direction Cosine Matrix
Let qj,Ti = [a, b, c, d] ∈ R4 denote a quaternion that describes a rotation
from the i- to the j-frame. For the corresponding direction cosine matrix
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Rji (q
j
i ) holds
Rji (q
j
i ) =
a2 + b2 − c2 − d2 2(bc− ad) 2(bd+ ac)2(bc+ ad) a2 − b2 + c2 − d2 2(cd− ab)
2(bd− ac) 2(cd+ ab) a2 − b2 − c2 + d2
 .
(C.8)
C.3 Skew Symmetric Matrix
For two vectors aT = [ax, ay, az] ∈ R3 and bT = [bx, by, bz] ∈ R3, the
cross product a× b can be represented as matrix-vector multiplication,
i.e.
a× b = A · b (C.9)
where
A = [a×] =
 0 −az ayaz 0 −ax
−ay ax 0
 . (C.10)
C.4 Model Equations
In section 3.5.1, the linear time-continuous model equations of the er-
ror estimator have not entirely been specified for reasons of clarity. As
various implementations can be found in literature, an overview of the
particular model equations without considering aided heading is pro-
vided subsequently. With respect to [28], the estimator model of a
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loosely coupled GNSS/INS integration scheme is specified as follows
d
dt

δpn
δvneb
δ
δba
δbω

︸ ︷︷ ︸
δx(t)
=

F p,p I 0 0 0
F v,p F v,v F v, −Rnb 0
F ,p F ,v F , 0 −Rnb
0 0 0 0 0
0 0 0 0 0

︸ ︷︷ ︸
F

δpn
δvneb
δ
δba
δbω

︸ ︷︷ ︸
δx(t)
(C.11)
+

0 0 0 0
−Rnb 0 0 0
0 −Rnb 0 0
0 0 I 0
0 0 0 I

︸ ︷︷ ︸
G

na
nω
nba
nbω

︸ ︷︷ ︸
w(t)
[
δpnA
δvneA
]
︸ ︷︷ ︸
δy(t)
=
[
I 0 Hp, 0 0
0 I Hv, 0 Hv,bω
]
︸ ︷︷ ︸
H

δpn
δvneb
δ
δba
δbω

︸ ︷︷ ︸
δx(t)
+
[
np
nv
]
︸ ︷︷ ︸
v(t)
. (C.12)
where 0 and I denote the zero matrix and the identity matrix of appro-
priate dimension. In accordance to [28], the following submatrices F i,j
of the system matrix F are employed in the scope of this contribution
F p,p =
 0 0
vneb,n
Rn−h
vneb,e tan(φ)
Rn−h 0
vneb,e
Re−h
0 0 0
 (C.13)
F v,p = [vneb×](2 · F 1 + F 2)F 3 (C.14)
F v,v = −(2 · [ωnie×] + [ωnen×] + [vneb×]F 4 (C.15)
F v, = −[Rnb f bib×] (C.16)
F ,p = −(F 1 + F 2)F 3 (C.17)
F ,v = −F 4 (C.18)
F , = −[(ωnie + ωnen)×] (C.19)
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where
ωn,Tie = [Ω cos(ϕ), 0, − Ω sin(ϕ)] (C.20)
denotes the earth rotation rate,
ωn,Ten =
[
vneb,e
Re − h, −
vneb,n
Rn − h, −
vneb,e tan(ϕ)
Re − h
]
(C.21)
the transport rate, Ω the angular earth rotation rate, Rn the north-
south and Re the east-west radius of curvature of the WGS84 earth
reference ellipsoid. The particular definition of Rn and Re can be found
in [28]. For the auxiliary matrices F i holds
F 1 =
−Ω sin(ϕ) 0 00 0 0
−Ω cos(ϕ) 0 0
 (C.22)
F 2 =

0 0 v
n
eb,e
(Re−h)2
0 0 − v
n
eb,n
(Rn−h)2
vneb,e
(Re−h) cos2(ϕ) 0
vneb,e tan(ϕ)
(Re−h)2
 (C.23)
F 3 =
 1Rn−h 0 00 1(Re−h) cos(ϕ) 0
0 0 1
 (C.24)
F 4 =
 0
1
Re−h 0− 1Rn−h 0 0
0 − tan(ϕ)Re−h 0
 (C.25)
As far as the measurement equations are concerned, for the matrices
Hi,j the following definition is used in the scope of this thesis
Hp, = −[Rnb rbIMU,A×] (C.26)
Hv, = −[RnbΩb,∗ib rbIMU,A×] (C.27)
Hv,bω = Rnb [rbIMU,A×] (C.28)
where
Ωb,∗ib = [ω
b,∗
ib ×] = [(ωbib − bω)×]. (C.29)
C.5 Filter Parameterization 181
denotes the skew matrix of the bias compensated angular rate mea-
surement. Finally, the state variables have to be substituted by the
current state estimate xˆ to obtain the Jacobian of the system matrix
F , measurement matrix H and process noise matrix G at the current
operating point.
C.5 Filter Parameterization
The time-continuous process noise covariance matrix Q and measure-
ment noise covariance matrix Ri with i ∈ {nom, lw} (nominal and
low weight measurement noise covariance matrix) are diagonal matrices
having the variance of the noise terms on its main diagonal, i.e.
Q = diag(σ2Q,na , σ
2
Q,nω , σ
2
Q,nba
, σ2Q,nbω ), (C.30)
Ri = diag(σ2Q,p, σ2Q,v, σ2Q,ψcourse). (C.31)
The process noise standard deviations σj that have been derived from
sensor specification respectively have been optimized in experimental
test are summarized in Table C.1.
Table C.1: Navigation filter process noise standard deviations
Symbol Standard deviation of Value
σQ,na Acceleration noise (each axis) 5 · 10−2
σQ,nω Angular rate noise (each axis) 1 · 10−1 · pi/180
σQ,nba Acceleration bias noise (each axis) 5 · 10−3
σQ,nbω Angular rate bias noise (each axis) 5 · 10−3 · pi/180
In order to fulfill the requirements on the navigation solution for au-
tonomous evasion maneuvers, a nominal and a low-weight measurement
noise covariance matrix Rnom and Rlw are employed in the naviga-
tion concept. Their corresponding standard deviations are listed in
Table C.2.
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Table C.2: Navigation filter measurement noise standard deviations
Symbol Standard deviation of Value (nom) Value (lw)
σQ,p Position (λ,ϕ,h) (0.5, 0.5, 1) (10, 10, 10)
σQ,v Velocity (each axis) 5 · 10−2 1
σQ,ψcourse GNSS course angle 0.5 · pi/180 0.5 · pi/180
As the EKF is a discrete-time filter, the covariance matrices Ri and Q
have to be transferred to a discrete-time representation as well. While
the discrete-time measurement noise covariance matrix Ri,k is equal to
Ri, the discrete-time process noise covariance matrixQk is gained when
dividing Q by the estimator’s sample time Ts, i.e. Qk = Q/Ts.
As far as the aided heading estimation is concerned, a horizontal velocity
threshold vhor,thld of 2 m/s and an absolute yaw rate threshold ψ˙thld of
2 deg/s have been applied for all the experimental tests.
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D Appendix to Vehicle State
Estimation
D.1 Filter Parameterization
The time-continuous process noise covariance matrix Q and measure-
ment noise covariance matrix R are diagonal matrices having the vari-
ance of the noise terms on its main diagonal, i.e.
Q = diag(σ2Q,δ, σ2Q,vw , σ2Q,ax , σ
2
Q,ay , σ
2
Q,θFx
, σ2Q,θFy ), (D.1)
R = diag(σ2R,ax , σ
2
R,ay , σ
2
R,ψ˙
, σ2R,vCG , σ
2
R,θFx
, σ2R,θFy ). (D.2)
The standard deviations σi that have been obtained in experimental
tests are summarized in Table D.1.
Table D.1: Vehicle state estimator standard deviations
Symbol Standard deviation of Value
σQ,δ Wheel steering angle 5 · 10−3 · pi/180
σQ,vw Wheel velocities (each wheel) 1 · 10−1
σQ,ax Longitudinal acceleration 5 · 10−1
σQ,ay Lateral acceleration 5 · 10−1
σQ,θFx Adaptation state θFx 1 · 10−3
σQ,θFy Adaptation state θFy 1 · 10−2
σR,ax Longitudinal acceleration 5 · 10−1
σR,ay Lateral acceleration 5 · 10−1
σR,ψ˙ Yaw rate 1 · 10−1 · pi/180
σR,vCG Horizontal velocity 1 · 10−2
σR,θFx Virtual measurement θFx 1 · 10−5
σR,θFy Virtual measurement θFy 1 · 10−5
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As the EKF is a discrete-time filter, the covariance matrices R and Q
have to be transferred to a discrete-time representation as well. While
the discrete-time measurement noise covariance matrix Rk is equal to
R, the discrete-time process noise covariance matrix Qk is gained when
dividing Q by the estimator’s sample time Ts, i.e. Qk = Q/Ts.
Due to the fact that the longitudinal acceleration ax and lateral accelera-
tion ay are contained in the input and measurement vector, the assump-
tion of uncorrelated input and measurement noise, i.e. E[wvT ] = 0, is
no longer fulfilled and has to be accounted for in the filter equations,
see section 4.5. Therefore, the cross-covariance matrix Sk = E[wkvTk ]
has been introduced. In Sk, only the entries that specify the covariance
E[wax,kvax,k] respectively E[way,kvay,k] are different from zero and are
approximated by
E[wax,kvax,k] = σQk,ax · σRk,ax , (D.3)
E[way,kvay,k] = σQk,ay · σRk,ay . (D.4)
The observability thresholds that are used to assess the local observ-
ability of θFx , θFy or both adaptation states at the same time are given
in Table D.2.
Table D.2: Observability thresholds
Symbol Threshold to assess that Value
cFx,Fy,thld θFx and θFy are locally observable 80
cFx,thld Only θFx is locally observable 30
cFy,thld Only θFy is locally observable 150
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E.1 Sideslip Angle Limits for Steering-only
Controller
For the steering-only controller, the maximum value of ξα can be derived
in advance through a conservative deduction such that the linearization
coefficient of the actual wheel steering angle δ does not change its sign
when linearizing the lateral and yaw momentum (5.2)-(5.3) close to
αf,PMF,max/min. To determine ξα as large as possible, the lineariza-
tion of (5.2)-(5.3) with respect to the wheel steering angle δ has to be
investigated. In this regard, the longitudinal momentum (5.1) can be
neglected in the subsequent considerations as the linearization coeffi-
cient of the wheel steering angle just influences the resistance due to
steering and will not cause any false control actions when changing its
sign. Consecutively, the term Fy,f cos δ in (5.2)-(5.3), is crucial to de-
termine the maximum value of ξα. Particularly, linearizing Fy,f cos δ at
the operating point (x0, u0) with respect to δ yields
cδ =
∂Fy,f cos(δ)
∂δ
∣∣∣∣
x0
(E.1)
= ∂Fy,f
∂αf
∂αf
∂δ
∣∣∣∣
x0
cos(δ0)− Fy,f (αf,0) sin(δ0)
= ∂Fy,f
∂αf
∣∣∣∣
x0
cos(δ0)− Fy,f (αf,0) sin(δ0).
To prevent the controller from false control actions, ξα has to be de-
termined such that cδ > 0 holds. While the first term in (E.1) is a
monotonically increasing function in αf,0 for a constant wheel steer-
ing angle δ0, the second term is a monotonically decreasing function
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in αf for a constant value of δ0. For a conservative assessment of the
maximum value of ξα such that cδ > 0, it is assumed that the max-
imum/minimum wheel steering angle δ according to input constraints
(5.19f)-(5.19g) is currently applied. Then, the maximum/minimum tire
sideslip angle αf,max/min,0 that causes cδ = 0 can be obtained by solving
the nonlinear equation in αf,0
∂Fy,f
∂αf
∣∣∣∣
x0
cos(δ0)− Fy,f (αf,0) sin(δ0) = 0 (E.2)
⇔ ∂fy,f
∂αf
∣∣∣∣
x0
cos(δ0)− fy,f (αf,0) sin(δ0) = 0
where fy,i denotes the normalized Pacejka Magic Formula. Thereby, it
has to be noted that (E.2) can be solved unambiguously. Finally, ξα
has to be chosen such that
ξα <
αf,0,max
αf,PMF,max
= αf,0,min
αf,PMF,min
. (E.3)
where αf,PMF,max and αf,PMF,min indicate the maximum and mini-
mum tire sideslip angle that correspond to the limit of static friction,
see Figure 5.9. Besides the linearization coefficient of the wheel steer-
ing angle δ, it is also reasonable to consider the linearization coeffi-
cients of vx, vy and ψ˙. As these change their sign or become zero for
αf,0 ≥ αf,PMF,max and αf,0 ≤ αf,PMF,min, the computation of ξα
according to (E.3) is sufficient.
When linearizing the rear tire force Fy,r in (5.2)-(5.3), it is also reason-
able to prevent the corresponding linearization coefficients of vx, vy and
ψ˙ from becoming zero. Therefore, the maximum/minimum tire sideslip
angle limit is chosen slightly less than αr,PMF,max respectively larger
than αr,PMF,min. As the resulting value of ξα according to (E.3) is
always close to one, ξα is also employed in (5.53)-(5.54) to determine
the upper and lower sideslip angle limits at the rear axle. Finally, it
has to be stated that the preceding theoretical deduction of ξα is only
valid for the steering-only controller. For the steering/braking control
scheme, ξα has to be gained through experimental tests.
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E.2 Disturbance Estimator Parameterization
The time-continuous process noise covariance matrix Q and measure-
ment noise covariance matrix R are diagonal matrices having the vari-
ance of the noise terms on its main diagonal, i.e.
Q =
σ
2
Q,∆ψ˙ 0 0
0 σ2Q,∆y˙ 0
0 0 σ2
Q,d˙∆y˙
 , R = [σ2R,∆ψ 00 σ2R,∆y
]
. (E.4)
The standard deviations σi that have been obtained in experimental
tests are summarized in Table E.1.
Table E.1: Disturbance estimator standard deviations
Symbol Standard deviation of Value
σQ,∆ψ˙ Relative yaw rate 1 · 10−3
σQ,∆y˙ Relative lateral velocity 1 · 10−2
σQ,d˙∆y˙ Lateral velocity disturbance 1 · 10−3
σR,∆ψ Relative yaw angle 2 · 10−5
σR,∆y Lateral displacement 1 · 10−4
As the EKF is a discrete-time filter, the covariance matrices R and Q
have to be transferred to a discrete-time representation as well. While
the discrete-time measurement noise covariance matrix Rk is equal to
R, the discrete-time process noise covariance matrix Qk is gained when
dividing Q by the estimator’s sample time Ts, i.e. Qk = Q/Ts.
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