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Abstract
The demand for wireless communications is growing every day which re-
quires more speed and bandwidth. In two way relay networks (TWRN), phys-
ical layer network coding (PLNC) was proposed to double the bandwidth. A
TWRN is a system where two end users exchange data through a middle node
called the relay. The two signals are allowed to be physically added before be-
ing broadcasted back to the end users. This system can work smoothly in flat
fading channels, but can not be applied straightforward in frequency selective
channels. In a multipath multi-tap FIR channel, the inter-symbol interference
(ISI) spreads through several symbols. In this case, the symbols at the relay
are not just an addition of the sent symbols but also some of the previous
symbols from both sides. This not only causes a traditional PLNC to fail but
also a simple one equalizer system will not solve the problem. Three main
methods have been proposed by other researchers. The OFDM based PLNC
is the simplest in terms of implementation and complexity but suffers from
the disadvantages of the OFDM like cyclic prefix overhead and frequency off-
set. The main disadvantage, however is the relatively low BER performance
because it is restricted to linear equalizers in the PLNC system. Another
approach is pre-filtering or pre-equalization. This method also has some dis-
advantages like complexity, sensitivity to channel variation and the need of
a feedback channel for both end nodes. Finally, the maximum likelihood
sequence detector was also proposed but is restricted to BPSK modulation
and exponentially rising complexity are major drawbacks. The philosophy in
this work is to avoid these disadvantages by using a time domain based sys-
tem. The DFE is the equalizer of choice here because it provides a non-trivial
BER performance improvement with very little increase in complexity. In
this thesis, the problem of frequency selective channels in PLNC systems can
be solved by properly adjusting the design of the system including the DFE.
The other option is to redesign the equalizer to meet that goal. An AF DFE
system is proposed in this work that provides very low complexity especially
at the relay with little sensitivity to channel changes. A multi-antenna DNF
DFE system is also proposed here with an improved performance. Finally, a
new equalizer is designed for very low complexity and cost DNF approach
with little sacrifice of BER performance. Matlab was used for the simulations
with Monte Carlo method to verify the findings of this work through finding
the BER performance of each system. This thesis opens the door for future
improvement on the PLNC system. More research needs to be done like test-
ing the proposed systems in real practical implementation and also the effect
of adding channel coding to these systems.
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Chapter 1
Introduction
1
1.1 Background
1.1 Background
Wireless communications plays an important role in our everyday life. From one look to
our mobile phones we can appreciate the power of and liberty that it provides compared
wired landline phones. The applications of wireless communications doesnt stop there as
it ranges from satellite television, radio and wireless networks to the more simple indoor
applications like wireless keyboards and headsets. Wireless communications are based
on the simple idea of using the available medium like air or water as a channel depending
on the application. The signal is transmitted using one or more antennas in the form of an
electromagnetic wave that travels freely in the mentioned channel leaving both transmitter
and receiver free to move in the meanwhile.
The main improvements in the area of wireless communications amongst other things,
include cost effective design and spectral efficiency that leads to higher communication
speed. To meet both these needs, physical layer network coding (PLNC) was proposed in
two way relay networks (TWRN). In these systems, two end users or end nodes exchange
packages of data via an intermediate node called the relay node. In traditional TWRN,
data packets are exchanged in four time slots to avoid overlap while in PLNC this overlap
is turned from a disadvantage to an advantage. PLNC is still a hot topic and a relatively
new area for research.
This research is concentrated at solving some of its problems or improving the ex-
isting solutions to those problems. The main advantages of PLNC systems are spectral
efficiency and simple design. Simple design comes from the fact that both end node
transceivers are identical from an electronics point of view as they share the same band-
width and operate in a similar manner. The spectral efficiency is double that of the tra-
ditional TWRN systems as only two time slots are required for packet exchange between
end nodes compared to four time slots in traditional TWRN.
1.2 Objectives
The broad goal in this thesis is to make the implementation of a PLNC system possible in
frequency selective environments or to introduce improved schemes over some existing
ones.
There are two basic methods of performing a PLNC system, namely amplify and for-
ward scheme (AF) and de-noise and forward scheme (DNF). In both these cases, new
2
1.3 Limitations and Assumptions
methods are suggested here with either improved performance, cost effectiveness or re-
laxed implementation conditions and assumptions.
Performance improvement especially in the AF scheme is due to the use of a non-
linear time domain equalizer, namely the decision feedback equalizer (DFE). For the
DNF scheme, a multi antenna relay is proposed with improved performance over the
AF scheme. Also, a new type of equalizers is derived that depends on a one shot maxi-
mum likelihood estimator and a feedback filter referred to in this thesis as the maximum
likelihood decision feedback equalizer (MLDF). This equalizer requires less computation
and therefore is faster than the DFE and more cost effective. Another important feature of
the MLDF is the absence of the delay compared to linear and DFE equalizers. This can
be an importamt factor in some cases. Finally, the MLDF is used in both AF and DNF
PLNC systems to reduce the cost and complexity with asymptotic performance to that of
the DFE.
In brief, the following points summarise the contributions of the work
1. Design of an AF PLNC system in frequency selective channels using DFE equaliz-
ers with the proper design equations for the DFEs.
2. A multi antenna relay system that uses optimum combining and two DFEs for a
successful DNF PLNC system.
3. Design equations for a low complexity MLDF equalizer.
4. A low complexity AF PLNC system using the MLDF equalizer.
5. Single antenna DNF PLNC system using a special MLDF design with theoretical
performance analysis when ideal MLDF is used.
6. Low complexity DNF PLNC with multiple antennas using the MLDF equalizer and
optimum combining method.
1.3 Limitations and Assumptions
In this section, some of the general limitations and assumptions are discussed in brief.
Other assumptions may apply to different chapters in this work and will be discussed
there in detail.
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1.3.1 Channel Modelling and Estimation
It is not uncommon for a communication channel to have more than one obstacle or
object that reflects the transmitted signal to the receiver. This results in receiving multiple
copies of the original signal with different delays or propagation times and with different
attenuations. If this is the case then the channel is called a multipath fading channel.
Before the channel can be modelled, the model type and the estimation method have to
be chosen. In this work, only multi-tap FIR or the tapped delay line model is considered.
Previous work has been done requiring this model to be fixed for several transmission
packets, yet in this work, a more realistic assumption is made that requires the model to
be fixed for the duration of only one packet.
Many channel estimation techniques exist that offer high accuracy when the channel
is fixed for the duration of one packet transmission. These methods impose an overhead
on the packets in the form of estimation symbols. This overhead is essential to any kind
of channel estimation and is usually small compared to the packet size. In this work,
the timing diagrams are simplified by not showing this small overhead. For simplicity
and without loss of generality, the channel estimation is assumed to be perfect, yet in
some cases, the effect of imperfect estimation is studied here. This error is not due to the
imperfection of the estimation process but rather due to the variation in the channel when
the passing time is greater than that of a single packet.
1.3.2 Synchronization
Ideally, packets from two senders or end nodes are expected to reach the middle node or
relay at the same time in the PLNC scheme. This is not the case in practice. A similar
kind of mismatch is present in other coherent communication systems. In OFDM sys-
tems for example, there are different ways to deal with this problem like feedback loops
or other methods that use the properties of OFDM systems and other information like the
position of training symbols or pilots in addition to information about the cyclic prefix [1].
These treatments are necessary in such systems to tackle the arising problems like carrier
frequency offset and some of these algorithms are iterative in nature. In time domain
PLNC systems, researchers have been assuming ideal synchronization. Even without any
synchronization we still get a higher capacity than direct networking without PLNC [2].
For practical implementation, a relay or router trigger protocol was proposed by Katti et
al [3]. In this protocol the router sends a signal to both end nodes to trigger the uplink
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transmission phase. The required protocol depends on the environment used. In cellular
networks for example, strict scheduling protocols already exist like time division multiple
access (TDMA) and code division multiple access (CDMA). Synchronization of 3 node
systems studied in fields such as wireless networks [4] and in OFDM [5]. This 3 node
synchronization scheme can be extended to general N node synchronization by dividing
them into groups of 3 nodes [6]. Some attempts have been made to mitigate the syn-
chronization error effect on PLNC systems like by Lu and S. Liew [7] and reduction with
fractional delay in[8]. In this thesis, perfect synchronization is assumed for simplicity and
due to its small effect as mentioned above.
1.3.3 Pre-filtering vs Direct Filtering
Pre-filtering is mentioned here in the context of pre-equalization. The basic goal of pre-
equalization is to reduce the signal distortion that occurs due to channel impairments by
placing the filter in the transmitter side. This type of design has some advantages and
relocates the required resources from the transmitter to the receiver. By doing this, the
system avoids noise amplification which would occur if the equalizer was to be placed
at the receiver. When the channel has a spectral null (or a small value), the receiver side
equalizer will compensate for that gain loss by amplifying that part of the spectrum. As a
result, the noise will be also amplified which will impact the performance of the system.
This does not occur when the equalizer is at the transmitter side.
Pre-filtering can be implemented in different ways. A simple design for this idea is
to estimate the channel at the receiver side. The channel estimation is then passed to
the transmitter side through a feedback channel. Finally, the transmitter uses the channel
coefficients to design the pre-equalizer or pre-filter which in most cases will be a linear
FIR filter. The implication of such a design is that the channel will need to be constant or
slightly changed during this cycle. Another disadvantage of this design is that a feedback
channel is required. Other pre-filtering strategies also exist which do not involve complete
equalization of the signal but share the previously mentioned disadvantages.
Normal equalization, on the other hand, does not require the channel to be constant
for the whole uplink-downlink cycle and does not require a feedback channel. Moreover,
direct equalization can have enhanced performance through using non-linear methods and
therefore lead to simpler system designs.
For these reasons, the direct equalization is the method of choice in this work.
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1.3.4 Time Domain vs Frequency Domain Equalization
The best representative system for frequency domain equalization is the well known or-
thogonal frequency division multiplexing (OFDM) system. In this system, the signal is
divided into frequency sub-bands and the frequency domain equalizer FDE will compen-
sate for the gain loss in each sub-band separately assuming that the channel will become
flat fading in every sub-band. In frequency selective channels, this is not always true.
Consider a channel with one frequency null. In this case, the frequency will be sharply
changing in the sub-bands adjacent to that null and this will result in a performance degra-
dation. Even if this was not the case, then there will always be at least one error symbol
corresponding to that null.
Another FDE system is the single carrier with frequency domain equalization (SC-
FDE). The SC-FDE was proposed to solve some of the problems related to OFDM like
sensitivity to non-linearities of the power amplifiers, high peak to average power ratio
(PAPR) and carrier frequency offset (CFO). The SC-FDE nevertheless, uses a frequency
domain equalization technique and therefore has the same problem with sever frequency
selective channels as the OFDM system. For this reason, the frequency domain methods
will have limited performance.
Another way to look into this issue is to consider the fact that FDE methods are limited
to linear equalization, while time domain equalization TDE can be non-linear. This is
because non-linear techniques require a feedback signal coming out of a decision device
and as such devices map the symbols to the closest constellation point in the time domain,
then the signal must be first converted back to the time domain. It is well known that non-
linear equalizers outperform their linear counterparts. Therefore, we can conclude that
non-linear TDE filters are better suited to applications with frequency selective channels
than linear FDE devices.
1.4 Digital Bandpass Transmission
Consider a signal Sb(t) with baseband properties. Such signals are usually modulated
with a carrier frequency fc. Regardless of the modulation technique that is used, the signal
can be represented by an equivalent complex valued function when fc is greater than the
original signal bandwidth. Let S(t) be the modulated passband signal. Then S(t) can be
written as S(t) = Re{Sb(t)ej2pifct}, where Re{} represents the real part operator. The
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complex representation of the signal can be defined as
Sb(t) = Sbr(t) + jSbi(t), (1.1)
where Sbr(t) = Re{Sb(t)} and Sbi(t) = Im{Sb(t)} and Im{} is the imaginary part
operator.
The passband signal can therefore be written as
S(t) = Sbr(t) cos(2πfct)− Sbi(t) sin(2πfct). (1.2)
Representing the signal in complex notation as in equation (1.1) is important in study-
ing communication systems. From a theoretical point of view, this representation sim-
plifies the analysis because the absence of the carrier frequency simplifies the equation.
Also, the simulation at the symbol level requires much less time than when it is done in
the sampling frequency level. From a practical point of view, this complex representation
makes it much easy to design and improve new signal processing methods. For these
reasons, this equivalent complex representation will be used throughout this work.
1.5 Publications Arising From This Research
1. A. H. Ahmed, C. C. Tsimenidis, J. A. Neasham and B. S. Sharif, “DFE for fre-
quency selective PNC channels using AF,” IEEE 11th International Conference on
Wireless and Mobile Computing, Networking and Communications (WiMob), vol.
2015, doi: 10.1109/WiMOB.2015.7348048.
2. A. H. Ahmed, C. C. Tsimenidis and J. A. Neasham, “PLNC using a multichannel
DFE receiver at the relay for shallow-water acoustic communications,” submitted
to 4th IEEE UACE Conf., Skiathos Island, Greece.
3. A. H. Ahmed, C. C. Tsimenidis and J. A. Neasham, “Maximum Likelihood Deci-
sion Feedback Equalizer for Fast Implementation of PLNC Systems,” submitted to
IET comms. and under review.
1.6 Thesis Outline
The thesis is organized as follows:
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Chapter 2 presents the network strategies used in two way relay networks (TWRN)
and their evolution to PLNC. The chapter briefly describes the methods used within PLNC
like amplify and forward and de-noise and forward techniques. Some fading channels are
also described with emphasis on the tapped delay line modeling of frequency selective
channels. The choice of receiver side equalization over pre-equalization is justified along
with the specific type of equalizer, namely the DFE.
Chapter 3 Presents a detailed description of the design equation used in the DFE.
The chapter presents a novel AF scheme that enables the use of PLNC in frequency se-
lective environments while relaxing some of the major conditions required by the pre-
equalization methods. The design equations for the new DFE method are derived and
simulation results are presented showing the robustness of the method compared to the
pre-equalization method when channel change occur between successive data packets.
In Chapter 4, a novel DNF PLNC is proposed with the aid of an antenna array at
the relay node. The choice of combining scheme is justified and the number of required
antennas specified. The superiority of the method is showcased through the simulated
BER performance.
Chapter 5, presents another interesting alternative to the problem of incompatibility
of the PLNC system with frequency selective channels. A novel type of equalizer is intro-
duced which has very low complexity in design and implementation and does not result
in a delayed signal. The design is inspired by the DFE and the single symbol maximum
likelihood detector. Simulation results show the performance of the new method in differ-
ent scenarios including single and multiple relay antennas. Theoretical BER performance
of the new equalizer is derived and shown to match the simulated BER.
Chapter 6 concludes the thesis and suggests possible future work.
Chapter 2
PLNC in Frequency Selective Channels
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2.1 Introduction
In recent years, Physical Layer Network Coding (PLNC) has attracted significant amount
of research work due to its ability to save transmission bandwidth, which is one of the
most valuable resources in communication systems. One of the aims of this chapter is
to explore the principles of this relatively new technique and explain why the direct im-
plementation of it in frequency selective channels is not possible. This in turn will help
the reader to understand and appreciate the findings in this research. The other goal is to
introduce the DFE equalizer and justify its use. High speed transmission of information
suffers inevitably from intersymbol interference (ISI) induced by multipath propagation
over frequency selective channels. Equalization methods are used to handle this problem.
Equalization techniques have diversified over time, yet little enhancements are gained
over the DFE equalizer with more complex techniques at the cost of very high computa-
tional complexity. For example the complexity grows exponentially with the data packet
length in the trellis based equalization technique amongst other factors [9]. This compu-
tational complexity is one of the determining factors of the relay nodes especially in low
power wireless communication systems. On the other hand, simple linear equalization
methods have significantly lower performance while only using one filter instead of two
in the DFE case and hence the pick of the optimal DFE equalizer becomes both logical and
practical. S. Zhang et al were the first to propose the concept of physical layer network
coding in 2006 [6]. The basic structure of a PLNC system consists of two transceivers or
end nodes which are the actual users of the system and a relay in between called the relay
node. The relay not only acts as power booster but also controls the data flow between the
end users and determines the type of scheme that is used for this exchange. This operation
is half duplex but the data is exchanged in both directions. The constraint of half duplex is
introduced to the system for simplicity and can be extended to full duplex. When the two
signals from both end nodes are transmitted as electromagnetic waves, they will added or
superimposed naturally without intervention. This can be considered as a type of network
coding operation [10].
2.2 TWRN without Network Coding
Much attention has been given recently to wireless networks with relay nodes playing a
key part in the communication process. A relay is placed in the midway between two users
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or end nodes basically as a booster to extend the coverage distance of a wireless network.
This setup is called a two way relay network (TWRN). PLNC systems are studied in the
context of TWRN. This is done for simplicity as it can be extended to more complex
network configurations. For example, a single relay can be used as an intermediary that
controls data exchange between more than one pair of end nodes. In this case the end
nodes are sharing one relay. Another example is the case of a line of relays that are
connected in succession to extend the coverage distance of the network even further. In
both these examples, the network can be broken down to groups of three nodes each
consisting of two end nodes and a relay. In other words, the TWRN is considered as a
building block for more complex networks. In this three node configuration, interference
is avoided by using time division. Let U1 and U2 be denote users 1 and 2 respectively.
Figure (2.1) shows the four time slots required for one cycle of transmission in a
TWRN.
Two time slots are allocated to data transfer from U1 to U2 via the relay (R), then the
Time
S2
U1
U1
R
R
R
R
U2
U2
S1
S1
S2
Figure 2.1: TWRN without network coding
other two slots are used for transmission from U2 to R and then to U1.
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2.3 TWRN with Standard Network Coding
The emergence of computer network applications raised the problem of information flow
in the network layer. The network layer is where routing and forwarding are executed
amongst other things like addressing and packet sequencing. Ahlswede et al.[10] dealt
with the problem of information flow and started the work on network coding. A further
algebraic approach to network coding can be found in [11]. This work was applied to
linear network codes in [12, 13] and to wireless communications [14, 15].
Network coding refers to the fact that network nodes can perform additional opera-
tions or coding instead of just passing on data. In the TWRN at hand, this operation is the
binary addition or bitwise XOR. Figure (2.2) shows how the data packets are exchanged.
Time
S1 ⊕ S2
U1
R
R
U2
RU1
U2
S1
S2
S1 ⊕ S2
Figure 2.2: TWRN with standard network coding.
Both end users transmit their data packets S1 and S2 in two consecutive time slots then
the relay performs network coding in the form of bitwise addition. Finally the coded data
is broadcasted back to the end nodes. The broadcasted packet S3 will be S3 = S1 ⊕ S2.
Where ⊕ denotes the bitwise addition operation. At node U1 the desired signal S2 can be
extracted from S3 by performing the same bitwise operation between the received packet
and the known sent packet S1 as follows
S3 ⊕ S1 = (S1 ⊕ S2)⊕ S1 = S2. (2.1)
The same can be done at node U2 with the stored packet S2. This direct network coding
is a good alternative to the conventional four time slot scheme in a TWRN as it offers
a throughput improvement of 33% due to the fact that it only uses three time slots to
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complete its transmission.
2.4 PLNC
In PLNC, the coding or addition operation is done in the physical layer and this is why this
term is used here. In computer network theory, the system is divided into layers which is a
conceptual framework that helps the study and understanding of complex communication
systems. This framework is also referred to as open system interconnection and the word
node itself is borrowed from network theory. The network layer is where routing and for-
warding is executed amongst other things like addressing and packet sequencing. Instead
of the traditional coding being done in the network layer, the addition occurs without any
effort in the physical layer. In standard network coding, the two data packets are sent
in two separate time slots. By doing this the designers not only avoid interference, but
also resolve some synchronization issues like potential symbol timing mismatch. Later
research showed that this interference not only can be a good thing but also that the syn-
chronization problem can theoretically be solved and practical implementation of this
system is possible [3, 16, 17, 18, 19, 20, 21, 22, 23, 2]. This practical implementation
also includes the field of optical communications [24]. Figure (2.3) shows the timing di-
agram of a PLNC system in which both end nodes transmit their data packets at the same
time slot. In the second time slot the combined or coded signals are broadcasted back to
the end nodes. Transmitting and receiving in this way saves 100% bandwidth over the
traditional TWRN scheme without coding.
Time
U1 R
U2
U2
S2
S1 ⊕ S2 S1 ⊕ S2
RU1
S1
Figure 2.3: TWRN with physical layer network coding.
Consider the simple case of a PLNC system without noise and with equal unity gain
for both packets. Although this gain can be set to unity through using power control,
yet this is not necessary, especially when these gains are close. Also assuming perfect
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synchronization we can study how the coding process is completed after the symbols
have been added physically. It should be noted that the received symbols at the relay
are not a bitwise XOR even under the previous assumptions and an additional mapping is
required to calculate the bitwise XOR of the two signals. To understand how this mapping
works, consider the time period of a single symbol. If the sent symbols from end nodes 1
and 2 are S1(t) and S1(t) respectively then the received signal in one symbol period will
be
y = S1 + S2. (2.2)
For QPSK modulation, these symbols can be represented in complex form as S1 = SI1 +
jS
Q
1 and S2 = SI2 + jS
Q
2 where the superscripts I and Q represent the in-phase and
quadrature components respectively. If we neglect the effect of noise then the received
signal can be written as
y = (SI1 + jS
Q
1 ) + (S
I
2 + jS
Q
2 )
= (SI1 + S
I
2) + j(S
Q
1 + S
Q
2 ),
(2.3)
where SIi ∈ {−1, 1} , S
Q
i ∈ {−1, 1} and i ∈ {1, 2}. The binary data bit 0 is repre-
sented by a value of 1 while the binary bit 1 is represented by -1. This holds true for both
the in-phase and quadrature components SIi and S
Q
i . This assignment makes the direct
multiplication of these components SIi SIj equivalent to bitwise XOR of their binary coun-
terparts.
Up to this point, the receiver only has two available values namely the in-phase and
quadrature components which are
yI = SI1 + S
I
2 ,
yQ = SQ1 + S
Q
2 .
(2.4)
This means that the receiver has four unknown variables with only two equations. As the
relay only needs to broadcast the bitwise XOR of the in-phase components SI1 ⊕ SI2 and
the XOR of the quadrature components SQ1 ⊕ S
Q
2 , then the mapping can be made using
yI to find SI1 ⊕ SI2 and similarly S
Q
1 ⊕ S
Q
2 is found from yQ. The mapping table for the
in-phase components is constructed by finding all the possible combinations of SI1 and
SI2 , finding the arithmetic addition of the two and then matching the result to the XOR of
these two components as shown in table (2.1).
In this table, the first row can be interpreted as follows, SI1 and SI2 are both 1 which
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Table 2.1: Symbol mapping table for the PLNC in-phase components at the relay.
First symbol Second symbol Received symbol Mapped symbol
SI1 S
I
2 S
I
1 + S
I
2 S
I
1S
I
2
1 1 2 1
1 -1 0 -1
-1 1 0 -1
-1 -1 -2 1
comes from an original logic 0 bit. The arithmetic addition is therefore 2 and this happens
directly in the physical layer. Then this value is corrected or mapped to logic 0 because
0 ⊕ 0 = 0 which is represented by a value of 1 that appears in the end of the first row.
The rest of the table is completed in a similar way. This mapping is only necessary in
PLNC systems. For example, in the standard TWRN with network coding, the first two
time slots are used from transmitting the two data symbols that will be available in the
form of bits after demodulation. An XOR operation is then done in the network layer
and no further mapping is required. In the previous case, the noise was neglected and
the symbols at the relay were assumed to be correct. Practically this is not the case and
with AWGN introduced to the arriving signals, errors will occur. The BER of an ideal
PLNC system in the presence of AWGN can be simulated using the Monte Carlo method.
Figure (2.4) shows the End to end BER performance of a PLNC system compared to the
performance of a QPSK system in the presence of AWGN.
2.4.1 Amplify and Forward Scheme
Before the work of Zhang et al [6], the traditional network designers were evading inter-
ference because they were accustomed to designing single channels in which interference
is a problem. Separate packets were sent in different time slots using TDMA. The new
approach is to support the the mixing of the signals in the physical layer and resolve the
data packets arriving to the end nodes in the network layer. The mixing is therefore occur-
ring in the symbol level instead of the bit level and the method is called analogue network
coding. The same method described earlier is used to extract the desired signal from this
mixture. The end node uses its knowledge of its own sent message and subtracts it from
the mix to find the desired signal in the network layer. In this technique, the relay or
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Figure 2.4: End to end BER performance of a PLNC system compared to the performance
of a QPSK system both with AWGN.
router is reduced to playing the role of a booster that amplifies the received signals and
forwards it back to the senders. This technique is therefore referred to as amplify and
forward (AF). Synchronization issues and some practical aspects of this method are well
presented in [3]. In this method, the signals at the relay are corrupted with additive noise.
No attempt is made to de-noise the signal and instead it is amplified and directly broad-
casted back to the end nodes. This leads to some degradation in the BER performance
compared to the de-noising approach. This is always the case, yet the AF method also has
its advantages. For example, the complexity of the system can be reduced especially at
the relay and this is shown in the work done in this thesis. The AF method can also help
improve the security of communication systems [25, 26, 27, 28, 29, 30]. For simplicity
and without loss of generality let us assume that S1 and S2 arrive at the receiver through
a unity gain flat fading channel with AWGN. Then the received signal for one symbol
period can be written as
y = S1 + S2 + wr, (2.5)
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where wr represents the zero mean AWGN noise at that period. The broadcasted signal
can then be expressed as
r = gAF (S1 + S2 + wr), (2.6)
where gAF is the amplify and forward gain at the relay. From equation (2.6) it is clear that
the noise is multiplied by gAF . Equation (2.6) shows that the two signal will arrive at the
same level of power. These interfering signals will have nearly the same power value for
unequal flat channel gains meaning that this method works for signal to interference ratio
(SINR) of -3dB to 0dB [3]. If signals are to be separated using interference cancellation
methods, the required SINR will be arround 6dB [31].
2.4.2 De-noise and Forward Scheme
In this technique, the basic idea is to de-map the added signals at the relay. This does
not necessarily mean that the individual signals are to be separated but instead only the
XOR of the signals is to be found. This is done through the mapping of the symbols to
the corresponding bits as explained earlier. The actual received signal at the relay during
one symbol period will be y = S1 + S2 + wr. This can be written as
y = (SI1 + jS
Q
1 ) + (S
I
2 + jS
Q
2 ) + (w
I
r + jw
Q
r )
= (SI1 + S
I
2 + w
I
r) + j(S
Q
1 + S
Q
2 + w
Q
r ).
(2.7)
Considering the in-phase component of the received vector, a decision has to be made
to fit the received values to the closest number in the set {−2, 0, 2}. This hard decision
process can be considered as a de-noising operation. The estimate of SI1 + SI2 is then
broadcasted to the end nodes. The same holds true for the quadrature components. It has
been shown that this method has a better BER performance than the traditional network
coding despite the fact that it uses less bandwidth [32].
For flat fading channels with different gains, the decision is not based on the set
{−2, 0, 2}. Let g1 and g2 be the gains of channels 1 and 2 respectively . The received
signal for one symbol period can then be written as
y = g1(S
I
1 + jS
Q
1 ) + g2(S
I
2 + jS
Q
2 ) + (w
I
r + jw
Q
r )
= (g1S
I
1 + g2S
I
2 + w
I
r) + j(g1S
Q
1 + g2S
Q
2 + w
Q
r ).
(2.8)
As the relay demodulator separates the in-phase from the quadrature components, then
we can consider the in-phase component only which will be
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yI = g1S
I
1 + g2S
I
2 + w
I
r . (2.9)
If the noise in equation (2.9) is set to zero, then the set of values used by the decision
device can be found by substituting all the possible values of SI1 and SI1 , where SI1 & SI2 ∈
{−1, 1}. This results in the set {−g1−g2 , −g1+g2 , g1−g2 , g1+g2}which corresponds
to the ordered set (SI1 , SI2) ∈ {(−1,−1) , (−1, 1) , (1,−1) , (1, 1) }. This set can also
be viewed as the constellation of the received signal.
2.5 Review of the Recent Advances in PLNC
The topic of PLNC is attracting many researchers. Scanning all the work done in this area
exceeds the limits of this thesis so this section will only give some of the important work
and recent advances.
In 2017, K. Ravindran et al. [33] considered a network-coded TWRN at very high
SNR with the PAM and QAM constellations used for modulation. This was done for
different network strategies including the ring based non-linear network mapping. This
work takes into account the network strategies but does not address the issue of frequency
selective channels. Derivation of the probability of error is given and the results there
show that ring based strategy is better than the other methods.
P. Chen et al. [34], 2017 proposed a bit interleaved coded modulation (BIMC) to
be used in PLNC systems and investigated the use of non-binary coding and low parity
density check LDPC. the system is iterative and therefore more complex than what is
proposed here and does not take into account frequency selective channels. Derivation
is given for the achievable rates of BICM systems in higher order modulation schemes
with different bits-to-symbol mappings. Higher performance was achieved through soft
decision and iterative decoding at the expense of complexity. An interesting conclusion
is that the behaviour of PLNC systems are different than conventional point to point com-
munication systems.
In the same year, T. Yang et al. [35] proposed a system in which many users are
sharing the same relay node in a non-frequency selective environment. Multiple anten-
nas are used at the relay only. A cascade-computation decoding scheme is proposed to
resolve the desired signals at the relay. This generalized onion peeling approach enables
the system to have a performance close to and bounded by that of a single user system.
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Although this is an iterative approach, yet it has the interesting similarity with our work
in using multiple antennas at the relay and using the single user performance as a lower
BER bound.
In 2016, F. Cao et al. [36] considered PLNC systems with both AWGN and pulse
noise in a Rayleigh fading channel. The BER performance was studied and theoretical
lower and upper bounds were found. Moreover, the Reed-Solomon coding was applied
and the BER performance was enhanced.
X. Chen et al. [37], 2016, studied a PLNC system with asymmetric two-way relay
channels. the importance of this study is that it shows that the downlink channel has more
influence on the performance of the system compared to the uplink channel. This was
illustrated through outage probability.
J. He and S. Liew [38], 2016, considered simple building blocks other than the simple
TWRN that can be used to construct more complex networks that use PLNC. This opens
the door to studying the error control problem in networks with applying the PLNC system
in general. Also, the error control problem in networks constructed from various building
blocks is studied. This is important because it shows that the PLNC is in most cases a part
of a larger network and must be compatible to different network configurations.
An interesting work of a PLNC receiver when the channel model is a time selective
Rayleigh flat-fading model was done in 2016 by X. Li and P. Ho [39]. To achieve this,
a decision feedback receiver is used with pilotless orthogonal signaling. Although this
considered flat fading it does touch on the issue of time selective channels.
In 2016, H. Zhang et al. [40], studied the PLNC implementation with heterogeneous
modulations. This lead to enhancing the throughput and energy efficiency of the system
by selecting the modulation according to the bottleneck link’s channel condition in the
downlink phase. The BER performance of QPSK-BPSK heterogeneous modulation PNC
was analysed under AWGN and Rayleigh fading channels. This highlights the importance
of PLNC systems being able to work with different types of modulation techniques as also
considered in this thesis.
H. Phan et al. [41], 2016, proposed an amplify and forward PLNC system with fre-
quency non-selective channels under the influence of co-channel interference. An antenna
array is used to achieve that goal. This research clearly has some similarities to this thesis
but in the simpler case of flat fading channels. The theoretical performance of the system
was calculated. The work also sheds some light on the design of future PLNC systems.
In 2016, B. Nguyen et al. [42], address the issue of signal power loss due to sym-
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bol misalignment. This complements the studies on the synchronization issue in PLNC
systems. The researchers proposed using Gaussian pulses to achieve higher BER per-
formance over systems using square-root raised-cosine (RRC) pulses especially when
symbol misalignment occurs. This observation is verified through simulation results.
In the same year, Q. Yue et al. [43], considered the implementation of PLNC systems
with FSK and MFSK modulation. Theoretical performance of the system is derived. The
study shows that 2FSK provides a worse BER performance than that of BPSK. Although
this is the case, the effect of asynchronous transmission on PNC systems using 2FSK is
less than effect on BPSK PNC. The BER performance can be enhanced by increasing the
order of modulation at the expense of bandwidth efficiency. The possibility of gaining
from changing the modulation scheme emphasises the importance of this thesis which
enables different types of modulation.
X. Dang et al. [44], 2016, proposed a noncoherent CPFSK multiplesymbol detector
to solve the problem of unknown carrier-phase offset between the two transmitted signals
in a PLNC system. Instead of observing one symbol, the technique considers a group
of symbols. Through simulations, the researchers estimate that the algorithm with a five
symbol interval has 6.7 dB higher performance over the system with one symbol obser-
vation interval. This clearly shows that PLNC systems can be implemented in a variety
of different ways for performance improvement.
In 2015, Q. Yang et al. [45], proposed the implementation of PLNC in powerline sys-
tems in order to double the throughput of powerline networks. The researchers proposed
a beacon-triggered TDMA protocol at the MAC layer. The BER performance is evaluated
through simulation for different impulsive noise powers at different SNR values. This is
important because it shows that the PLNC system is not restricted to wireless applications.
Following is some of the recent research in two selected areas involving the use of
PLNC systems, namely, cognitive radio and MIMO systems.
2.5.1 PLNC in Cognitive Radio
In cognitive radio (CR) systems, the radio is dynamically programmed to use the best near
by wireless channels. This is done when a channel becomes available and the spectrum
is therefore efficiently used. This requires intelligent transceivers that can detect unused
channels and are able to adjust output power and modulation. If CR is all about spectral
efficiency, then it makes sense to use PLNC with such systems to further improve that
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efficiency. Table (??) lists some of the recent advances in CR systems employing PLNC.
In 2016, S. Ustunbas and U. Aygolu [46], considered a pair of transmitting nodes
communicating to a pair of receiving nodes through a single relay. In such a system the
scenario of CR is studied when PLNC is used. No direct link exists between the two pairs
of nodes and M-PSK modulation is used. The theoretical BER performance is derived
for non-frequency selective channels. The results are also verified through simulation
results. This shows the importance of higher order modulation and star networks in PLNC
systems.
S. Hatamnia et al. [47], 2016, proposed a dual-hop two-way cognitive radio system
with a half-duplex relay over finite GF(2). Interference from the primary users affect
the relay and source nodes and Nakagami-m fading models are used. A closed-form ex-
pressions for the symbol error probability and outage probability of the intended primary
user are obtained. An upper bound on the achievable rate of the secondary system is also
derived.
In 2014, P. Velmurugan and S. Thiruvengadam [48], studied a half duplex Cognitive
Radio Relay system with multi-source and multi-destination. Decode and Forward relay.
Analytical expressions are derived for average BER of the proposed Cognitive Radio
system in overlay and underlay mode and the performance of the proposed system is
compared with non-PLNC based systems.
M. Hafeez and J. Elmirghani [49], 2013, considered the use of distributed beamform-
ing. A system with dynamic spectrum leasing for cognitive radio networks is proposed.
This system increases the spectral utilization up to 20 times more than conventional cog-
nitive radio. Again we see the use of beamforming in a PLNC-like system.
In 2013, J. Liu et al. [50], propose a set of cognitive two-way relay nodes employing
a PLNC scheme. This system comes with joint relay selection and power allocation. This
energy-efficient method is carried out in two phases. First, optimal power allocation is
performed assuming only one relay participates in the relaying. In the second phase, the
relay that achieves the minimum energy efficiency is selected based on the optimal power
allocation from the first phase. Numerical results show an increase in performance in both
high and low SNR values.
2.5.2 MIMO PLNC Systems
Below are some of the recent advances in MIMO systems employing PLNC.
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In 2016, H. Nguyen et al. [51], use spatial division multiplexing technique at the two
source nodes. Each node is equipped two antennas and the relay node uses the chan-
nel quantization method to map a Gaussian integer weighted linear combination of two
symbols into PLNC. The proposed scheme achieves higher throughput than conventional
PLNC and spatial division multiplexing.
J. Lemos and F. Monteiro [52], 2016, propose a massive MIMO PLNC system with
full-duplex. The system performance is calculated and depends on the number of antennas
at the relay. The feasibility of the proposed scheme is discussed. Unlike the system
proposed in this thesis, massive MIMO systems require a high number of antennas while
here only 4 at the relay are enough.
In 2016, T. Chan and T. Lok [53], consider multi-hop MIMO channels consisting
of 3 transmitter-receiver pairs and half-duplex systems. Decode-and-forward relays are
used. Interference alignment ideas are used with PLNC MIMO systems. Simulation
results show that the end-to-end performance of the proposed system is better than the
zero-forcing filtering scheme in medium and high SNR. Once again, frequency selective
channels are not considered in that work.
In the same year, N. Kaim Khani et al. [54], studied multiuser MIMO systems using
BPSK/QPSK modulation in flat fading channels. The idea of Vertical-Bell Laboratories
Layered Space-Time (V-BLAST) is used with PLNC to enhance throughput and perfor-
mance.
J. Guo et al. [55], 2015, proposed a linear vector for MIMO PLNC systems using
QAM modulation in Rayleigh fading channels. A solution is found for the generator
matrix that minimizes the error probability at high SNR. Simulation results match the
derived performance equation.
All the above work does not consider frequency selective channels.
2.6 Fading Channels
Communication signals pass through different types of channels. Some of these channels
not only attenuate the signal but also distort it. Attenuation is the loss of signal power
when it passes through a medium. When this attenuation is variable with time, then
the signal is experiencing fading. In other words, when both the signal’s envelope and
phase are fluctuating then this is called fading [56]. In this section, only fading channels
due to multipath are discussed. If the channel has more than one object that reflects
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the transmitted signal back to the receiver, then the channel is called a multipath fading
channel. The received signal will contain overlapping copies of the original signal each
with different delays and attenuations.
There are several ways to model such channels. If a pulse is is sent through a multipath
channel, then the receiver will pick up multiple pulses corresponding to each path in
addition to the line of sight component (LOS) if it exists. This means that the received
signal will be present for a longer time than the original pulse and this is referred to
as the time delay spread of the multipath channel. In narrowband fading channels, the
time delay spread is very small compared to the original pulse time. This means that
the received pulses from constructive and destructive components are almost aligned and
arrive at the same time. The most common model in this case is the Rayleigh fading
model. The Rayleigh fading model is a statistical approach to model the channel as a sum
of an infinite (or very large) number of received reflections coming from all angles of the
receiver with equal probabilities for all angles. As a result of this assumption, the process
becomes complex Gaussian. Other variations of the Rayleigh fading channel model have
also been proposed, namely the Rician model and the Nakagami model. The Rician model
is used when there is a dominant line of sight, meaning that the first received component
(or the first few) is fixed [57, 58] while the Nakagami model is used with maximum ratio
diversity combining. In wideband fading models on the other hand, the multipath time
delay spread is much greater than the original pulse width. In this case, each multipath
component can be resolved separately. This leads to interference between some of these
components and subsequently transmitted pulses. This is called inter-symbol interference
(ISI).
2.7 Modelling of Frequency Selective Slow Fading Chan-
nels
By modelling the channel we mean finding the impulse response of the multipath channel.
In the case where the reflections of the sent signal can be resolved into distinct complex
gain values for each path, the impulse response can be modelled by a tapped delay line.
In a digital system, signals and channels are represented by vectors arising from sampling
their analogue counterparts.
Let h represent the channel vector in which each coefficient represents the gain and
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phase of the arriving signal when an impulse is sent by the transmitter. This channel is
assumed to be fixed during the period of transmission.
The received signal can then be represented by the convolution between the channel
vector and the sent vector x. The received signal y(k) at time k can be written as
y(k) =
Lh−1∑
m=0
h(m)x(k −m) + w(k), (2.10)
where Lh is the length of the channel and w(k) is the instantaneous AWGN with zero
mean and variance of σ2w.
This channel model is shown in figure (2.5).
+
w(k)
y(k)
x(k)
h(0) h(2) h(Lh − 1)
Z−1 Z−1 Z−1
Σ
h(1)× × × ×
Figure 2.5: Tapped delay line model of a multipath channel.
There are different environments in which the channel profile can be represented this
way including indoor office environment, outdoor to indoor and pedestrian environment
and satellite environment [59].
A test channel impulse response is given in [59] for each these environments repre-
sented by a tapped delay line model. A number of taps are measured representing each
path and the power of each tap is calculated relative to the power of the first tap. The
multipath power-delay profile is completed with a set of delays corresponding to each
tap. These delays represent the r.m.s. delay spread of each path.
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This section is dedicated to give a general understanding of the theory of equalization
as channel equalizers will be used throughout this thesis. Depending on its structure, an
equalizer can be either linear or non-linear. In general, non-linear equalizers outperform
linear ones but are more complex so they are used in channels with more severe distortions
to mitigate the effects of the channel. The basic principle of equalization is to use the
channel information available at the receiver which is then used to design the equalizer in
a manner that reduces or eliminates the ISI. By sending pilot symbols, the receiver side
can calculate the channel taps and this process is called channel estimation.
Figure (2.6) shows some of the linear and non-linear equalization methods.
MLSE
Equalizer
Linear Non−linear
MMSEZFE DFE
Detector
ML
Figure 2.6: Categorization of equalization methods into linear and non-linear techniques.
Linear equalizers utilize a single FIR filter while the Decision feedback equalizer
(DFE) uses two filters one of which is a feedback filter that takes its input from a decision
device. Although the DFE is non-linear and outperforms the linear equalizers, yet it is
considered suboptimal compared to the maximum likelihood sequence equalizer (MLSE).
The MLSE calculates all the possible transmitted sequences and selects the sequence with
the highest probability which will be the output of this equalizer. For a finite state discrete-
time Markov process, the Viterbi algorithm can be used to solve this problem. The MLSE
sacrifices complexity for better results and this depends on the channel length and the size
of the used constellation. If L is the channel length and Ms is the constellation size of
the sent signal, then the number of states in the Viterbi algorithm becomes MLs [60]. This
number can become very high in some channels preventing practical implementation of
this type of equalizers due to its high cost.
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2.8.1 Linear Equalization
This is the simplest type of equalizers and the most cost effective and it is linear because
it uses an FIR filter which is a weighted sum of the input symbols. It is not iterative
and can perform block by block equalization or symbol by symbol. Besides the low
performance of linear equalizers, they also introduce a small delay which is an inevitable
consequence of any FIR filter. The zero forcing equalizer (ZFE) can be easy to design
and can totally eliminate all the ISI. The problem is that the ZFE will also introduce a
high noise amplification specially at spectral nulls or very low values and this degrades
the performance of this equalizer. The tougher the channel the more severe nulls it will
have and the more noise amplification will occur. The linear minimum mean square error
(MMSE) equalizer does not eliminate all the ISI but instead minimizes the mean square
error between the the received and transmitted signals without introducing significant
noise amplification. The linear MMSE equalizer has better performance over the ZFE but
for tough channels the simple linear structure is prevents acceptable BER performance
and more complex non-linear equalizers are required [61].
Figure (2.7) shows the structure and building blocks of a typical linear equalizer in
which xˆ(k) is the estimation of the sent signal at instant k andC(0) , C(1) , . . . C(Nh−1)
are the Nh coefficients of the equalizer.
×
y(k)
C(0) C(2)
Z−1 Z−1 Z−1
Σ
xˆ(k)
×C(Nh − 1)××C(1)
Figure 2.7: Structure of a linear equalizer.
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2.8.2 DFE Equalization
The DFE is a good compromise between the low performance linear equalizers and the
exponentially complex non-linear MLSE. It provides a significant performance enhance-
ment for the addition of only one FIR feedback filter. Although the DFE consists of two
linear FIR filters, yet it is considered non-linear because the input of the feedback filter
comes from the non-linear decision device. Previous decisions are put into use by feed-
ing them back and subtracting the residual trailing ISI that results from the forward filter.
Once again, the channel information is used in the design and a linear derivation of the
filter coefficients is made by assuming that the previous decisions are correct. For this
reason, the performance of the DFE usually becomes better and better in a non-linear
fashion as the SNR increases because the assumption that the previous decisions are cor-
rect becomes even more true. Ideally, the feed-forward filter has infinite length to perform
as a whitening filter but practically a finite feed-forward filter is used. Minimum mean
square error criteria is used to calculate the filter coefficients and the DFE is optimum in
that sense. The operation of this equalizer is not iterative and is done on a symbol by
symbol basis.
2.8.3 Adaptive Equalization
Adaptive filters are used here in the context of equalization. In adaptive filters, the coef-
ficients are changing with the arrival of every new symbol [61]. Adaptive filters require
more operations than in a normal filter, yet the advancement of high speed signal process-
ing tools helps making such equalizers easier to implement. The adaptive filter first starts
in the learning phase followed by the normal operation phase. The learning phase ends
either when a pre-defined number of learning symbols have been processed or when the
error signal reaches its minimum.
In this section, two main methods will be discussed namely, the normalized least
square error (NLMS) and the recursive least square RLS. Both are considered as linear
equalizers in the sense that the resulting filter is an FIR filter but with time varying filter
coefficients.
2.8.3.1 NLMS
The NLMS is a method for adaptation of the equalizer filter coefficients in which the input
vector is normalized in every iteration.
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the following update equation is used:
Ck = Ck−1 +
µ
ǫa + ‖y‖
ye∗r, (2.11)
where Ck is the filter coefficient vector at instant k, Ck−1 is the previous value of the filter
coefficient vector, µ is the step size, y is the input vector, ǫa is a small quantity to prevent
the denominator from being zero, ‖y‖ is the norm of y, and e∗r is the complex conjugate
of the error.
2.8.3.2 RLS
In this method the previous data are taken into account with forgetting factor λa where
0 6 λa 6 1.
The method tries to approximate minE | x − yC |2 in a recursive way where x is the
correct data symbols or bits. This is done by first starting with the initial value of the ma-
trix P or P−1 = ∆aIN , where ∆a is a large value to insure convergence, IN is the identity
matrix of dimensions (N × N) and N is the equalizer length. The filter coefficients and
the matrix P are updated using the following equations :
Ck = Ck−1 + Pky∗k[x(k)− ykCk−1], (2.12)
and
Pk = λ−1a
[
Pk−1 −
λ−1a Pk−1y∗kykPk−1
1 + λ−1a ykPk−1y∗k
]
, (2.13)
where k is the time index and x(k) is the correct symbol in training mode.
The RLS method has a faster convergence speed and better performance compared
to the NLMS scheme [62]. This comes at the expense of extra complexity. The two
schemes mentioned before are linear methods and are outperformed by their non-linear
counterparts. Moreover, adaptive filters in general are outperformed by optimum equal-
izer designs when the channel is unchanged during one frame period.
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2.9 Chapter Summary
In this chapter, the development of TWRN is discussed starting from the 4 time slot relay-
ing without network coding and finishing with the 2 time slot PLNC system. This includes
the standard network coding which is presented in Section 2.3. The PLNC method in flat
fading channels is described in detail in Section 2.4. The chapter also discusses the two
major schemes in PLNC, namely the AF and DNF schemes. Moreover, a review of the
more recent advances in the field of PLNC is provided with emphasis on its applications
in cognitive radio and MIMO systems. The modelling of frequency selective slow fading
channels is discussed in Section 2.7. Finally, an overview of some of the basic equaliza-
tion methods is presented in Section 2.8.
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DFE for Frequency Selective PLNC
Channels using AF
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High speed transmission of information suffers inevitably from intersymbol interference
(ISI) induced by multipath propagation over frequency selective channels. ISI has been a
major obstacle preventing the successful implementation of physical layer network coding
(PLNC) systems in these environments. Another major obstacle is the high computational
complexity of existing algorithms dealing with ISI, which is a determining factor in the
design of relay nodes.
In this chapter, we propose a novel and computationally efficient decision feedback
equalizer structure that is utilized at the end node and in conjunction with a simple amplify
and forward (AF) technique employed at the relay. This type of system is not proposed
before and allows smooth transmission in PLNC systems working with frequency selec-
tive channels. This is a major advancement in the field of PLNC as direct implementation
of this system is not possible in such kind of channels. We derive the optimal equations
for the decision feedback equalizer (DFE) coefficients and evaluate the end-to-end (E2E)
bit error rate performance in frequency selective channels, and provide both analytical and
numerical simulation results that demonstrate the feasibility of the proposed approach un-
der realistic channel conditions. The DFE that is used instead of linear equalizers gives a
great boost to the performance of such systems.
The obtained results show that E2E performance is dominated by the channel with
most severe frequency selectivity.
3.2 Problem Description and Solution
The problem under examination in this chapter rests within the general goal of the thesis.
This is in brief, aiming to make PLNC systems work in frequency selective environments
as direct implementation of these systems in such channels is not possible. The problem
with such implementation is that there will be two different ISIs from end nodes. This
means that simply adding equalizers to the system also doesnt work as the data packets
pass through different channels before being added up.
Moving on to the specific properties of the proposed solution. One of the most impor-
tant property is that its cost effective. This arises from choosing the method of amplify
and forward at the relay.
The other property in the design is the simplicity of the relay node. This is very
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important in some cases like in wireless sensor networks for example, in which the relay
nodes are remote. In these cases, relay nodes have limited power and computational
resources. As the proposed method uses only amplify and forward at the relay, it is then
more suitable for such applications.
Pre-filtering or pre-equalization has been proposed to make a PLNC system viable
in frequency selective channels. The design in this chapter succeeds in avoiding this as
pre-filtering designs have some extra limitations and requirements. Due to the fact that
the signal passes through both of the two channels, the pre-filtering technique requires
knowledge of both channels to be present at each end node. This not only adds extra
overhead, but more importantly, it requires the channels to be unchanged for at least two
transmission and broadcasting cycles. This need arises from the fact that the current pre-
filtering operation depends on the channel estimation done in the previous cycle. The
situation becomes even worse for the pre-filtering method if the relay node is shared by
more than one pair of end nodes as in the star network formation for example. In the latter
case, pre-filtering requires the channels to be unchanged for much more than two individ-
ual transmission cycles, while the proposed method only needs one regardless of the type
and shape of the network that is used. This makes the proposed method compatible to all
kinds of networks with no extra overhead for channel information exchange between end
nodes.
Another advantage is that for existing PLNC systems, only simple adjustments are
required and this is done at the end nodes only in order to make the system work in a
frequency selective environment.
Also, the design is not restricted to BPSK modulation but can work with QPSK, 16-
QAM and higher order modulation schemes.
Finally, by avoiding the use of OFDM several advantages arise. The main advantage
is that we can move from the linear equalization that is used with OFDM systems to the
better DFE equalizer which is non-linear. This on its own gives a lead in performance and
at the same time avoids some of the problems in OFDM like peak to average power ratio
PAPR and the extra cyclic prefix overhead. Although the problems of OFDM have been
addressed by many researchers, yet the solutions do not come without extra complexity
and cost.
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The DFE equalizer is an extension of the linear least mean square equalizer. In a linear
FIR equalizer the least mean square method is used to obtain the filter coefficients. Let h
be a one dimensional vector that represents an FIR channel. This vector is assumed to be
known at the receiver side and has a length of Lh. When the data packet s passes through
this channel, ISI is created due to the channel memory. The received signal is observed
with the addition of noise w. The vectors h and w are assumed to be independent. The
observed symbol y(k) can be written as
y(k) = h(0)s(k) +
Lh−1∑
m=1
h(m)s(k −m) +w(k). (3.1)
The second term in equation 3.1 is the ISI term and represents the effect of the previ-
ously sent symbols prior to s(k). For the equalizer to retrieve the symbol s(k), it cannot
depend on the current observation y(k) alone. Instead, a number of the previous mea-
surements of y are included. This is due to the fact that these measurements contain
information that is included in the ISI term of y(k). The expression for y(k − 1) for
example is
y(k − 1) = h(0)s(k − 1) +
Lh−1∑
m=1
h(m)s(k − 1−m) +w(k − 1). (3.2)
The ISI terms in equations 3.1 and 3.2 have many common symbols and this is why
the previous measurements are useful in mitigating ISI.
3.3.1 Linear Equalizers
Discussing the linear equalizer is important for understanding the DFE equalizer. The
linear equalizer is assembled as an FIR digital filter with NF coefficients. This way the
filter will deal withNF observations at a time. These observations can be written in vector
form as follows
yk =


y(k)
y(k − 1)
y(k − 2)
.
.
.
y(k −NF + 1)


. (3.3)
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The subscripts in this section are used to denote that yk is a vector as opposed to y(k)
which refers to the scalar instantaneous value of the observation at time k. Although yk
is a vector, it is not fixed but rather changing depending on the time instance k.
Let the instantaneous transmitted data vector be sk and the instantaneous noise vector
bewk. These vectors are collected in a similar fashion to yk. Then the observation vector
can be written as


y(k)
y(k − 1)
y(k − 2)
.
.
.
y(k −NF + 1)


=


h(0) h(1) . . . h(Lh − 1) 0 . . . 0
0 h(0) h(1) . . . h(Lh − 1) . . . 0
.
.
.
.
.
.
0 . . . 0 h(0) h(1) . . . h(Lh − 1)


×


s(k)
s(k − 1)
s(k − 2)
.
.
.
s(k −NF − Lh + 2)


+


w(k)
w(k − 1)
w(k − 2)
.
.
.
w(k −NF + 1)


,
(3.4)
or in matrix form
y = Hs+w, (3.5)
whereH is the convolutional matrix of the channel with dimensionsNF×(NF+Lh−
1).
The goal is to find an estimate of s(k−∆) or sˆ(k−∆) , where ∆ is a positive integer
number resembling the channel induced propagation delay.
Let ε(k −∆) be the error signal. This can be written as
ε(k) = s(k −∆)− sˆ(k −∆). (3.6)
Define fl as the linear filter coefficient vector. Also, define flopt as the optimum value for
fl. To find flopt, we need to minimize the cost function E(εε∗) in a mean square error
sense, where E(.) is the expectation operation.
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min
fl
E |ε|2 . (3.7)
Now the estimate of the transmitted symbol can be found by passing yk through the
equalizer filter flopt
sˆ(k −∆) = fl∗optyk, (3.8)
The standard least mean square error solution is used to find flopt and this will be [61]
flopt = RsyRy
−1, (3.9)
where Rsy is a matrix of length (1 × NF ) and represents the cross-covariance matrix
between s(k −∆) and yk
Rsy = E(s(k −∆)yk
∗), (3.10)
and Ry is a matrix of length (NF ×NF ) representing the observation covariance matrix
Ry = E(ykyk
∗). (3.11)
For successful implementation of the linear equalizer, equation (3.9) needs to be writ-
ten in terms of the known elements in the system which are the channel matrix, the signal
power σ2s and the noise power σ2w. To do this, we must first find Rsy and Ry. From the
system equation (3.5) we can write Ry as
Ry = E((Hsk +wk)(Hsk +wk)
∗) = HRsH
∗ +Rw, (3.12)
where Rs = E(sks∗k) = σ2sI and Rw = E(wkwk∗) = σ2wI and Ry will be
Ry = σ
2
sHH
∗ + σ2wI. (3.13)
Now only Rsy is to be found and this also starts from the system equation (3.42) as
follows
Rsy = E(s(k −∆)(Hs(k) + w(k))
∗), (3.14)
Rsy = E(s(k −∆)s(k)
∗)H∗, (3.15)
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as E(s(k −∆)w(k)∗) = 0 because the two terms are assumed to be uncorrelated.
E(s(k −∆)s(k)∗) =s(k −∆)[s(k)∗ s(k − 1)∗ . . . s(k −NF − Lh + 1)
∗]
= [0 . . . 0 σ2s 0 . . . 0], (3.16)
with ∆ number of zeroes before σ2s . This leads to
Rsy = [0 . . . 0 σ
2
s 0 . . . 0]H
∗. (3.17)
Now substituting equations (3.13) and (3.17) in equation (3.30) leads to the desired
filter design equation
flopt = σ
2
se∆
∗H∗(σ2sHH
∗ + σ2wI)
−1, (3.18)
where e∆ is a vector of length (NF +Lh − 1) starting with ∆ number of zeroes followed
by a one and succeeded by zeroes
e∆ = [0 . . . 0 1 0 . . . 0]. (3.19)
3.3.2 Decision Feedback Equalizer
The DFE can be considered as an extension to the linear equalizer. The channel is as-
sumed to be FIR with Lh number of taps. The measurements include the effect of this
channel with additive white Gaussian noise w. Also, w and s are uncorrelated with zero
mean. Therefore equation (3.1) applies here. In the linear equalizer, current and previous
measurements yk are used to eliminate the effect of ISI. If the actual previous symbols
were known and used, then they are more effective in achieving that goal. Although this
is not the case, yet the DFE uses the previous decisions as substitutes for the previous
symbols. These decisions are fed back via another filter to be used in conjunction with
the feedforward or linear filter. figure (3.1) shows the block diagram of the DFE equalizer.
This equalizer estimates the delayed signal s˘(k−∆), where F(z) is the transfer func-
tion of the feedforward filter and B(z) represents the feedback filter. The decision device
matches sˆ(k − ∆) to the nearest constellation point. If the channel H(z) is severe, this
means it will have considerable ISI. In this case H(z)F(z) will be a sequence instead
of single impulse and it will have a significant trailing inter-symbol interference impulse
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F(z)
B(z)
+
+
_
sˆ(k −∆)
y(k) s˘(k −∆)
Figure 3.1: DFE equalizer block diagram.
response. This is where the feedback filter is used to reduce this trailing ISI.
Let f be the feed forward filter of lengthNFF whose taps are [ f(0) , f(1) , . . . , f(NFF−
1) ] and b be a feedback filter of length NFB whose taps are [ b(1) , b(2) , . . . , b(NFB) ].
The coefficients of b start from b(1) as the input to the feedback filter contains only the
prior decisions that are being fed back. to design the equalizer, f and b need to be calcu-
lated. The optimum values fopt and bopt are obtained by minimizing the following cost
function
Jk = min
f ,b
E |ε(k −∆)|2 , (3.20)
where ε(k −∆) is the delayed error signal and
ε(k −∆) = s(k −∆)− sˆ(k −∆). (3.21)
The fact that the input of the feedback filter comes from the nonlinear decision device
makes solving equation (3.20) become a nonlinear optimization problem. This also makes
the DFE in general a nonlinear equalizer. To make the design problem easier, it is assumed
that the decisions s˘(k − ∆) are correct and therefore equal to s(k − ∆). This is not
always true and when decision errors occur, they will propagate through the feedback
filter causing some degradation in the performance of the DFE. In spite this degradation,
the DFE outperforms the linear equalizer. Also, as the SNR increases, fewer errors occur
in the output and this error propagation becomes less effective. Let
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s∆ =


s(k −∆)
s(k −∆− 1)
s(k −∆− 2)
.
.
.
s(k −∆−NFB)


. (3.22)
Define the following
Rs = E(s∆s∆
∗), (3.23)
Rsy = E(s∆yk
∗), (3.24)
Rys = E(yks∆
∗), (3.25)
and
Ry = E(ykyk
∗), (3.26)
whereRsy,Rys,Ry andRs are assumed to be independent of k and thatRy is invertible.
The error signal ε(k −∆) can be written as
ε(k −∆) = b∗s∆ − f
∗yk. (3.27)
Equation (3.20) becomes
Jk = min
f ,b
E |b∗s∆ − f
∗yk| . (3.28)
To solve this problem we find the solution for f assuming b is constant. Let α = b∗s∆
which a scalar constant. This way the problem becomes the following linear estimation
problem
min
f
E |α− f∗yk| . (3.29)
The linear least mean square error solution for f will be [61]
fopt = RαyRy
−1 = b∗RsyRy
−1, (3.30)
because
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Rαy = E(αyk) = E(b
∗s∆yk
∗) = b∗Rsy. (3.31)
Now that fopt is found, the minimum mean square error becomes
E
∣∣α− f∗optyk∣∣2 = Rα −RαyRy−1Ryα. (3.32)
Substituting equations (3.30) and (3.31), the minimum mean square error becomes
b∗Rsb− b
∗RsyRy
−1Rysb. (3.33)
This can be written as b∗Rdb, where
Rd = Rs −RsyRy
−1Rys. (3.34)
The problem is reduced to finding bopt by solving
min
b
b∗Rdb subject to b
∗e0 = 1, (3.35)
where e0 = [ 1 , 0 , . . . , 0 ]T and e0 has a length of NFB + 1.
According to Gauss-Markov theorem, the solution will be [61]
bopt =
e0R
−1
d
e0R
−1
d e0
. (3.36)
Substituting this in equation (3.30) gives
fopt = b
∗
optRsyRy
−1. (3.37)
The last two equations are used in tandem in the design of the DFE equalizer. Other
specific aspects of the design like choosing the filter lengths and the value of ∆ are dis-
cussed in a later section.
3.4 System Model
In recent years, Physical Layer Network Coding (PLNC) has attracted significant amount
of research work [63] due to its ability to save transmission bandwidth, which is one of
the most valuable resources in communication systems. In PLNC the goal is to exchange
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information between two points or end nodes with the help of an intermediate point called
the relay node (R). This process is bidirectional so that both nodes send to and receive data
packets from each other. The whole exchange happens in two time slots. In the first time
slot t1 as shown in Fig. 1, both end nodes U1 and U2 transmit their data packets a and b,
respectively, to the relay. These data packets are physically added at the relay.
The lower part of Figure (3.2) shows the second time slot t2, in which the added
packets a+ b are broadcast back to the end nodes. If we consider node 1 then the desired
signal b can be extracted from the received signal a+ b using the prior knowledge of a.
Node 2 can also extract its desired signal a in a similar manner and this is independent on
the modulation method that is used. This is true if the channels are flat fading. Here, it
is assumed that the forward and reverse channels are identical, so h1(τι) = h1→R(τι) =
hR→1(τι) and h2(τι) = h2→R(τι) = hR→2(τι).
hR→2(τι)
U1 U2
U1
R
R U2
t1
t2
t1
t2
h1→R(τι)
hR→1(τι)
h2→R(τι)
Figure 3.2: PLNC uplink and downlink phases.
3.4.1 Uplink Phase
During the uplink phase, end nodes send their packets at the same time in the first interval,
t1. The transmitted packets are distorted by the channels h1 and h2. Both channels are
considered linear time-invariant and dispersive in the presence of AWGN. In this paper,
we assume that the 2 channels are known at the end nodes only. Let a and b be two
column vectors representing the data packets sent from nodes 1 and 2, respectively. The
total received signal at the relay will be
y(k) =
L1−1∑
m=0
h1(m)a(k −m)
+
L2−1∑
m=0
h2(m)b(k −m) + wr(k), (3.38)
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where wr is the uplink noise and L1 and L2 are the lengths of channels 1 and 2 respec-
tively.
3.4.2 Downlink Phase
In the downlink phase, t2, the relay broadcasts the signal in (3.38) multiplied by the AF
gain, gAF and no attempt is made to separate these two signals. We consider now the
received signal vector r at node 1. The received broadcast signal at node 1 is given as
r(k) = gAF
L1−1∑
l=0
h1(k − l)y(l) + w1(k), (3.39)
where w1 represent AWGN at node 1. Substituting equation 3.38 in 3.39, we obtain
r(k) =gAF
L1−1∑
l=0
h1(k − l)(
L1−1∑
m=0
h1(m)a(l −m)
+
L2−1∑
m=0
h2(m)b(l −m) + wr(k)) + w1(k). (3.40)
This can be expanded to
r(k) =gAF
L1−1∑
l=0
h1(k − l)
L1−1∑
m=0
h1(m)a(l −m)
+ gAF
L1−1∑
l=0
h1(k − l)
L2−1∑
m=0
h2(m)b(l −m)
+ gAF
L1−1∑
l=0
h1(k − l)wr(k) + w1(k), (3.41)
or more compactly in matrix form
r = gAFH11a+ gAFH12b+ gAFH1wr +w1, (3.42)
where H1 is the convolutional matrix of channel 1 such that H1wr = wr ∗ h1, where
∗ denotes the convolution operation and h1 is a vector representing the taps of the first
channel. H11 = h1 ∗ h1 and H12 = h1 ∗ h2 are constructed similarly. To illustrate this
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point, H12 is given as
H12 =


h0 h1 . . . hL 0 . . . 0
0 h0 h1 . . . hL . . . 0
.
.
.
.
.
.
0 . . . 0 h0 h1 . . . hL


, (3.43)
where L = L1 + L2 − 1.
Equation (3.42) consists of 2 signal terms followed by 2 noise terms. Assuming per-
fect channel estimation, the first term can be calculated at node 1 because both a and h1
are known. After calculating and subtracting the first term from r, we are left with the sec-
ond signal term, which represents the desired packet b convolved with the two channels
plus the 2 noise signal terms.
This can be easily and efficiently handled with only one DFE filter at each end node.
The design of this DFE will be discussed in the next section. The same approach can be
applied at node 2 and the overall concept is illustrated in Figure 3.3.
+
+
+
+
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+
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Node 2
Node 1
Node 2
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b
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b^
Relay
Relay
Packet
Packet
QPSK
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mod.
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DFE1
DFE2
a
b
FIR
FIR
wrh1
h2
h1
h2
h2 ∗ h2
h1 ∗ h1
gAF
w1
w2
Figure 3.3: Proposed amplify and forward scheme.
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It is worth highlighting that the first term in (3.42) can be pre-computed during the
uplink phase, thus, putting the computational resources to optimal use. The computational
complexity in the downlink time slot is hence reduced to a mere DFE computation at each
end node.
3.5 Error Bound
Due to the non-linear nature of the DFE, finding the theoretical BER performance of this
equalizer is not an easy task [64]. Instead, the feedback symbols are assumed to be correct
and this gives the minimum achievable mean square error. If the forward filter of the DFE
is assumed to have infinite length, then we arrive at the MMSE, Jmin [64]. This error
bound can be formulated as
Jmin = exp
(
T
2π
∫ pi
T
−
pi
T
ln
(
N0
H (ejωt) +N0
)
dω
)
. (3.44)
This error is a function of H(ejωt) which is the characteristics of the channel, where N0
is the AWGN noise power for a signal sampled a rate of 1
T
.
For the case of a digital signal passing through a tapped delay line channel with a
finite number of DFE filter coefficients, the MMSE is found to be [61].
J˜min =
1
e0R
−1
d e
T
0
, (3.45)
which is also depending on the channel due to the term R−1d . To find the lower bound for
the BER for frequency selective channels, we assume initially that the proposed receiver
removes the ISI and only source of error is AWGN. In this case, Jmin is given as
Jmin =
N0
1 +N0
, (3.46)
where N0 is the energy of the zero mean AWGN. Furthermore, Jmin is related to the
steady-state signal to interference and noise ratio, γ∞, as [64]
γ∞ =
1− Jmin
Jmin
. (3.47)
In practice, a finite DFE can not remove all ISI, and γ∞ will include both the remaining
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ISI and AWGN. In this case, it can be empirically computed at the output of the DFE as
γ∞ =
Es
1
Np
Np∑
n=1
|aˆn − an|
2
, (3.48)
where Es is the signal power, Np is the data packet length, an and aˆn represent the data
symbols and their estimates, respectively. It is worth pointing out that at node 2 they are
replaced by bn and bˆn.
3.6 Simulation Results
In this section, the performance of the proposed method is demonstrated through simula-
tion. To insure that these simulations are fully replicable, well defined channels are used,
namely ITU pedestrian channels A (Ch.102) and B (Ch.103) [59]. Also, a detailed design
for the DFEs is defined. This not only includes the design equations but also how these
are related to the specific choice of channels like filter lengths and ∆ .
3.6.1 ITU Channels
In this section, a description of the used ITU channels is detailed. The channel profiles
for channels A (Ch.102) and B (Ch.103) are shown in Table 3.1 [59].
For the simulations, the total power of each of the channel profiles has been nor-
malized to 1 by dividing each coefficient with the factor
√∑L−1
l=0 10
Pl/10
. The system
bandwidth is assumed to be 20 MHz and a sampling time of 44 ns was used to normalize
the arrival times, which have been subsequently rounded up to the closest integer. Fig. 3.4
and 3.5 depict the magnitude of the frequency response of the two channels, which are
evidently frequency selective. The 50% coherence bandwidths have been calculated ap-
proximately as 4.348 MHz and 315.8 kHz for channel A and B, respectively, using [64]
Bcoh =
1
5 τrms
, (3.49)
In both channels, each coefficient represents a physical obstacle. These objects reflect
delayed copies of the original signal with different gains. Objects may be buildings and
other surroundings in the environment used by pedestrians from which these channels
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Table 3.1: ITU Channel Profiles.
ITU Pedestrian B, Ch.103
Path l 1 2 3 4 5 6
Power Pl (dB) 0.0 -0.9 -4.9 -8.0 -7.8 -23.9
Delay τl (µs) 0.0 0.2 0.8 1.2 2.3 3.7
ITU Pedestrian A, Ch.102
Path Nr. 1 2 3 4 5 6
Power Pl (dB) 0.0 -9.7 -19.2 -22.8 − −
Delay τl (µs) 0.0 0.11 0.19 0.41 − −
0 5 10 15 20−6
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)
f (MHz)
Figure 3.4: Frequency response of ITU Ped. A Ch. 102.
take their names.
As the transmitted signals of the source nodes will pass through the two frequency
selective channels regardless of the communication scheme used, equalization at the end
nodes is required to remove the combined ISI present in the received signals. The overall
E2E performance is bounded by the BER of the end node DFE equalizer for the more
severe of the two channels.
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Figure 3.5: Frequency response of ITU Ped. B Ch. 103.
3.6.2 DFE Design
In this section, the design of the DFE at each end node is discussed. As the relay is
working as a mere amplify and forward node, hence no equalization is required there.
The equations derived in Section (3.3.2) are implemented with some changes. Let the
observation vector at the receiver is y and the noise vector is w where y and w ∈ CLp
where, Lp is the data packet length. Then the observation covariance matrix Ry can be
found as follows
Ry = σ
2
sHH
∗ + σ2wILp, (3.50)
where H ∈ CLp×Lp+Lh−1 is a toeplitz matrix created in a similar way as the one in
equation (3.43),Lh is the channel length, σ2s and σ2w are the signal and noise variances
respectively and Ry ∈ CLp×Lp . The cross covariance matrix Rsy ∈ C(NFB+1)×Lp is
defined as
Rsy =
[
0(NFB+1)×∆ σ
2
sINFB+1 0
]
H∗, (3.51)
where the appended zero matrix is chosen to make the size of the matrix between brackets
become (NFB + 1)× (Lp + Lh − 1).
The desired feedback and feedforward filter coefficients are calculated using equations
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(3.36) and (3.37) where
Rd = Φ
(
ILp+Lh−1
σ2s
+
H∗H
σ2w
)
−1
Φ∗, (3.52)
Φ = [0(NFB+1)×∆ INFB+1 0], (3.53)
e0 = [1, 0, 0, . . . , 0], Φ ∈ C
(NFB+1)×(Lp+Lh−1) and Rd ∈ C(NFB+1)×(NFB+1).
Successful implementation of this optimum DFE requires knowledge of channel taps
and noise power, which can be acquired through channel estimation. Also, matrix H
must be replaced by H12 mentioned in equation (3.43) for both equalizers DFE1 and
DFE2. This is according to the derivation in Section 3.4.2.
Now we discuss the choice of∆ and filter lengths. In general, the length of the forward
filter NFF must be greater than the length of the combined channels, i.e. NFF > Lt =
L1 + L2. For the purpose of simulation of the selected channels, L1 = 10, L2 = 85 and
NFF = 1024 taps were selected. The choice of ∆ and NFB must satisfy [61]
∆+NFB ≤ NFF + Lt − 2. (3.54)
This can be easily met by taking ∆ in the region around NFF+Lt
2
because NFB has a
relatively small value compared to NFF . In this case, ∆ = 768 and NFB = 32 taps were
selected.
The two non equalizer FIR filters are constructed from the estimated coefficients h1
and h2. At node 1 this filter will have coefficients equal to the convolution between h1
and itself or h1 ∗ h1, while it will be h2 ∗ h2 for the second end node filter.
3.6.3 End to End Performance
After designing both equalizers, the performance of the proposed system can be obtained.
The system is run in different signal to noise ratios using the Monte Carlo method. Also,
point-to-point simulation of QPSK transmission through both channels A and B to the
relay is demonstrated using an optimum DFE equalizer. Detection in these cases is ac-
complished by replacing H by H1 and H2 in the DFE design, where these matrices are
formed using h1 and h2 instead of h1 ∗ h2.
Figure (3.6) shows the performance of the proposed AF method alongside point to
point performance of the non-PLNC single channel performances for channels A and
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B. The performance of denoise and forward based PLNC in AWGN is included as a
benchmark for comparison. Finally, we focus on the E2E performance of the proposed
AF scheme. Inspecting this figure shows that at a BER level of 10−3 the proposed method
is about 3 dB away from the performance curve of channel B which is the worst of the
two channels. It is logical for the overall performance to be less than the toughest of the
two channels keeping in mind that this degradation is not only due to the other channel
but also the use of the PLNC system instead of mere point to point transmission. This
performance is affected by the choice of channels, the length of the filters and the choice
of ∆.
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Figure 3.6: Performances of the proposed AF method, point to point DFE with channels
A and B alone and AF in AWGN.
Fig. 3.7 shows the performance of the proposed system for different number of feed-
back taps NFB. A closer look at this figure shows that NFB = 32 taps results in the best
performance. By increasing the feedback coefficients from 10 to 32, approximately 1 and
2 dB gains in SNR were observed at a BER of 10−3 and 10−5, respectively. Additional
simulations were performed for NFB > 32 but demonstrated no further improvement in
performance. This also shows that only a relatively small number of feedback taps are
required to deal satisfactory with the main multipath arrivals. Fig. 3.8 shows γ∞ calcu-
lated using (3.48) as a function of the input SNR, denoted as SNRi. At SNRi = 20 dB
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Figure 3.7: E2E BER performance of the proposed AF method for different feedback tap
lengths.
for NFB = 32 the degradation in performance due to residual ISI is 5.3 dB, while for
NFB = 10 the degradation is 6.7 dB. It is also observed that the degradation increases
significantly at lower SNR levels due to error propagation in the FB filters.
Fig. 3.9 shows the constellation at the end node at the output of the DFE for an input
SNRi = 16 dB. Inspecting this constellation shows that although the QPSK constellation
is readily distinguishable, the scatter spread is wider and equivalent to 12 dB of SNR due
to the residual ISI that the DFE was unable to cancel.
3.7 Pre-filtering
In this section, the pre-filtering technique is discussed for the sake of comparison. This
process is also called pre-equalization or transmit filtering. The first step is to estimate
the channel at the sending end or the transmitter. This can be done in several ways. For
example, the receiver can have a channel estimator and the channel information can be
fed back to the transmitter in the form of overhead r through a low rate backward channel.
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Figure 3.8: γ∞ as a function of SNRi and NFB.
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Figure 3.9: IQ constellation at 16 dB using the proposed AF method.
A necessary condition for this to work is that the channel must be either slowly varying
or fixed. By this we mean slow enough that the channel is only slightly changed during
one transmission receive cycle.
The second step is to use this information to filter the signal. This can be done for ex-
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ample by finding the normalized inverse of this channel and then using these coefficients
for the pre-filter in the transmitter. This works as an equalization process that happens at
the transmitter and in this specific example it is a linear zero forcing equalizer. By doing
this, we are avoiding to some extent the effect of the noise on the equalization operation.
Another way is to shift only the feedback section of the DFE to the transmitter side.
As this is the section of the DFE that requires knowledge of the correct symbols, it makes
sense to shift it to the sending side where these symbols have not yet experienced any
channel or noise effects. This process is called the Tomlinson-Harashima precoding. Due
to the non-linear nature of the DFE, this precoding is also non-linear. This process can be
perceived as a way of splitting the equalization operation between the transmitter and the
receiver because the receiver needs to do the forward part of the DFE. Another variation
of this equalization split is seen in MIMO systems that use OFDM or discrete multi-
tone (DMT) transmission. Here, a method called singular value decomposition (SVD) is
performed on the channel matrix. This is done based on the eigenvectors of the channel
matrix in an algorithm known as vector coding [65]. This process is linear.
Table (3.2) summarizes the equalization methods discussed so far showing where the
equalization takes place being at the transmitter, receiver or split and categorizing them
into linear and non-linear equalization techniques.
A more general approach in PLNC systems is to make the two signals from both end
nodes experience the same overall channel response.
Table 3.2: Various Equalization and Pre-equalization techniques.
Linearity Side Name
Linear
Receiver Z.F. Equalizer
Transmitter Z.F. Pre-equalizer
Transmitter/Receiver OFDM/DMT vector coding
Non-linear
Receiver DFE
Transmitter/Receiver Tomlinson-Harashima precoding
This way, the two received signals at the relay are allowed to be wirelessly added and
equalized at the relay with only one equalizer. To achieve this, the following equation
must be satisfied [66]
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Figure 3.10: Block diagram of the Max SNR prefiltering method.
H1(f)F1(f) = H2(f)F2(f), (3.55)
where H1(f) and H2(f) are the frequency responses for channels 1 and 2 respectively
and H1(f) and H2(f) are the pre-filters used at nodes 1 and 2 respectively.
In [66, 67], the authors deal with the problem of PLNC systems in frequency selec-
tive channels using this technique and maximize the SNR under the constraint of limited
power in both end nodes while assuming perfect channel estimation and also that full
knowledge of the two channels is available at both end nodes. This is done in time do-
main which avoids the drawbacks of OFDM systems like frequency offset, PAPR and
costly linear amplifiers.
The block diagram of this technique is shown in figure (3.10), where a and b are the
data packets sent from nodes 1 and 2 respetively, wr is the noise vector at the relay and
w1 and w2 are the noise vectors at nodes 1 and 2 respectively.
The design of the pre-filters namely F1(z) and F2(z) is not only affected by the se-
lection of the channels but also by the two end node power constraints and the solu-
tion is arrived at after some iterations. It is very important to mention that more than
one transmission-broadcasting cycle is required for the channel estimation information
to reach from one end node to the other. This has to be done before any proper data
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exchange can happen. The channel information exchange can be done either by some
extra overhead on the packets or, alternatively, a separate feedback channel is used to
send the estimate of the opposing channel. In both cases, two cycles are required. This is
very important as with more complex network configurations or network delay between
transmission cycles the larger the channel estimation error will be unless the channel is
non-varying and is unchanged.
3.8 Comparison Under Different Estimation Errors
In this section, the estimation error is interjected for both the proposed system and the pre-
filtering technique. The general pre-filtering approach discussed in the previous section
is selected as a representative of the pre-equalization methods. For simplicity, the pre-
filtering technique is given the advantage by lifting the power constraints that normally
exist at both end nodes to simplify the design. Also, both channels are normalized. Under
these circumstances, the design is optimized at F1(z) = H2(z) and F2(z) = H1(z) and
therefore no iterations are required for calculating the pre-filters.
The first comparison is between the two systems in the ideal case where no estimation
error exists. Figure (3.11) shows the performances of both the proposed AF DFE system
and the de-noise and forward (DNF) maximum SNR pre-filtering system.
The simulations in both cases were executed using ITU pedestrian channels A and B
at end nodes 1 and 2 respectively. The end to end performance is at node 1 is influenced
by channel A and therefore will be better than the performance at node 2 because channel
B is a tougher channel. The channel profiles are normalized in both cases and the power
constraints at the end nodes are lifted for the the pre-filtering technique. In this case, the
DFE at the relay for the pre-filtering method will have the same design as the AF DFE
at the end node. The delay is ∆ = 768, the forward filter length is NFF = 1024 and the
feedback filter length is NFB = 32.
Equations (3.36) and (3.37) are used in the design as explained in Section (3.3.2). The
downlink in the AF DFE is straightforward as no equalization is required at the relay.
The signal in the pre-filtering case will suffer additional ISI when passing through the
channels in the downlink phase. This requires end node equalization as shown in figure
(3.10). The same design equations namely (3.36) and (3.37) are used to design the second
DFE.
From figure (3.11), it is clear that the pre-filtering system has better performance than
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Figure 3.11: Performance of the proposed AF method vs Max SNR prefiltering.
the AF DFE system in the ideal case with no power constraints and no estimation error.
This outcome is expected as it is known that DNF schemes are generally better than AF
schemes in performance due to some noise amplification in the later method.
Before moving on to the next step, it is worth mentioning that even if this was the case
all the time, the proposed AF DFE still holds a lot of advantages like simplicity of the
relay, lower computational complexity and compatibility to all network configurations.
When the channel is slowly varying, the delay between the time when the estimation
happens and the time when this information is used becomes more important.
Define r as the average percentage of estimation error that occurs in each individual
channel coefficient during one time slot. A time slot is the time required for the data
packet to move from one end node to the relay node or backwards. The estimation error
in one coefficient is assumed to be uncorrelated with the error in the other coefficients. As
r is a percentage, then the term containing it must be divided by 100. Let ts be the number
of time slots during which the channel is changed. Then the above mentioned term must
be multiplied by ts to include the effect of all the time slots. Let vr be a zero mean random
vector with unity variance representing the random change in the original channel vector
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H. This error due to channel changes is proportional to the original channel value at each
tap k, namelyH(k). Then the overall error affecting tap k taking all the previous variables
into account will be 0.01 r vr ts H(k). Then the channel with the estimation errorHe can
be found in terms of r and the original channel H as follows
He(k) = H(k) + 0.01 r vr ts H(k). (3.56)
This holds for k = 1, 2, . . . Lh, where Lh is the channel length.
In order to use this equation properly for the two systems under consideration, we need
to calculate the total delay between the channel estimation and the time this estimation
is used measured in time slots (ts). As the estimation is done in one time slot, then it is
convenient to assume that the estimation process captures the changes that happen during
that one time slot, i.e. ideal channel estimation.
Looking at the AF DFE system from end node 1 under the previous assumption, the
estimation of h1 via an overhead added at the relay will be perfect, while the estimation
of h2 via an overhead added from end node 2 will reach the relay perfectly but suffers
one time slot error when it reaches end node 1. Therefore ts = 1 for channel B. For
the pre-filtering system, it takes two cycles or 4 time slots for the estimation to reach
its useful destination. As we have assumed that no error occurs in the estimation slot,
then this leaves us with ts = 3 for channel B estimated at node 1. This value of ts is
used in equation (3.56). The newly calculated channel coefficients with estimation errors
are then used for the remaining performance comparisons under different values of error
percentage per time slot (r).
Figure (3.12) shows the simulation performance of the proposed AF DFE system for
r = 10% and 20%. At r = 10% the simulation performance is asymptotic to the original
performance in figure (3.6), while at r = 20% which is a high value, the simulation
performance drops about 3dB at BER of 10−3. This shows that the proposed system is
resistant to estimation error and this is mainly because of the low time delay between the
estimation and its usage in the DFE that leads to st = 1.
When estimation error is interjected on the channels used the pre-filtering system,
then the performance becomes more sensitive to the value of r. Figure (3.13) shows the
simulation performance of the Max SNR pre-filtering method for r = 3, 4, 6, and 10%.
This degradation of performance is simulated assuming that the transmission is uninter-
rupted and that the relay node is not shared by other users. If any cause of more delay
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Figure 3.12: Performance of AF DFE for r = 10.
occurs then the performance of the pre-filtering becomes worse, while the proposed AF
DFE system is not affected.
Figure (3.14) shows a comparison between the simulation performances of the two
systems when r = 4%. From this figure, it is clear that the two performances become
close. Although the difference is very small, yet at this value of r, the pre-filtering is still
slightly better.
Figure (3.15) shows the simulation of the performances of both systems at r = 6%. At
this value, the proposed AF DFE system is clearly better especially in the region where
SNR is 9dB and higher. The region of the percentage of estimation error between 4%
and 6% is where both methods have the same performance but the exact value of r is
not fixed as it depends on the selection of the two channels and their severity. Although
this is the case, yet we can safely say that the proposed AF DFE method becomes better
for r greater than 6%. At r = 10%, the performance of the pre-filtering system is highly
degraded, while the proposed AF DFE method is hardly affected as shown in figure (3.16).
All the previous comparisons have been made in the case where channel A is the
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Figure 3.13: Performance of Max SNR method for r = 3, 4, 6 and 10.
downlink channel. This has no impact on the proposed system but for the pre-filtering
with estimation error, the performance is affected by the downlink channel. With a
tougher channel, the impact of the downlink becomes greater on the performance.
Figure (3.17) shows the effect on the performance observed from node 2 compared
to node 1 at r = 4%. From this figure, it is clear that the performance of the proposed
system can become better that the pre-filtering system even at r = 4% instead of r = 6%
if it is observed from node 2.
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Figure 3.14: Performance of the proposed method compared to Max SNR at r = 4.
3.9 Chapter Summary
This chapter presented an overview of equalizers with a focus on the optimum DFE equal-
izer and the equations used in its design. Some guidelines that help in the selection of the
design parameters are also presented. The chapter also discusses some of the pre-filtering
methods especially where they have been used to solve the problem of frequency selective
channels in PLNC systems.
A new method to solve this problem is presented and compared with the pre-filtering
under the assumption of slowly varying channels for different values of percentage error
per time slot. The proposed method has less computational complexity, better perfor-
mance for r > 5% in general and is compatible to all network configurations. The
fact that the proposed method is in the AF category makes it especially useful in wireless
sensor networks because of the simplicity of the relay node.
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Figure 3.15: Performance of the proposed method compared to Max SNR at r = 6.
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Figure 3.16: Performance of the proposed method compared to Max SNR at r = 10.
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Figure 3.17: Performance of the proposed method compared to Max SNR measured from
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Chapter 4
Optimum Combining for De-noise and
Forward PLNC Systems in Frequency
Selective Channels
61
4.1 Introduction
4.1 Introduction
In the case where the relay node has access to computational resources, the use the de-
noise and forward (DNF) approach is considered because it has a better BER performance
than the AF approach in general.
In DNF systems, the received signal is decoded and mapped to give an estimate of the
XOR of the transmitted bits from both end nodes. In this case, most of the additive noise
from the uplink is eliminated. By doing this, we are also avoiding noise amplification that
happens in the AF system and therefore we can get an improved performance.
To achieve a functional PLNC system with a DNF approach working with frequency
selective channels, a linear antenna array is added at the relay.
The insertion of the antenna array not only makes the PLNC functional in frequency
selective environments, but also has another advantage which makes the this novelty so
important. This advantage is that by enabling the DNF scheme, the BER performance
is greatly enhanced with only a small number of antennas and this is what makes this
novelty so important.
The proposed system uses optimum combining (OC) and a pair of optimum DFE
equalizers at the relay node. The new proposed system has similar advantages to the AF
DFE system proposed in the previous chapter including computational complexity, sim-
ple design and compatibility with network configurations.
4.2 Problem Description
The main goal of this chapter is to achieve a functional PLNC system in a frequency
selective environment with a DNF method that can have better BER performance and at
the same time avoiding the drawbacks of some previous DNF methods. The solution has
to be cost effective and one that is simple to design with lower computational complexity.
By avoiding the pre-equalization methods, the proposed design is liberated from the
limitations and requirements of these methods. This way, no knowledge of the opposing
channel is required before the pre-filtering and therefore the need of a feedback channel
is cancelled.
The fact that the proposed solution is not iterative also contributes to the simplicity and
lower computational complexity issue. The new design is also compatible to all network
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configurations.
In terms of sensitivity to channel variations, the new proposed system is also better
in this area as will be explained in detail in this chapter. In this respect, the proposed
solution is even better than the AF DFE system and with better BER performance.
The proposed solution is time based which means that it avoids the drawbacks of the
OFDM system like PAPR, linearity of the power amplifiers and the extra cyclic prefix
overhead. This is not to say that some of these drawbacks have not been addressed by
many researchers, but the solutions to these problems do not come without extra com-
plexity and cost.
If all the previous reasons were not enough to justify leaving the OFDM system, then
the lead in BER performance alone is enough. This performance enhancement is mainly
due to the fact that OFDM PLNC systems can only use linear equalizers mostly in the
frequency domain like frequency domain zero forcing or MMSE equalizers.
The solution is also not restricted to BPSK or QPSK modulation and can easily func-
tion with 16-QAM or higher order modulation schemes.
The principles of beamforming and optimum combining used in this chapter will be
explained in the following subsections after introducing antenna arrays.
4.3 Antenna Arrays
The use of multiple antennas has become popular in the field of communications for
some time. This can benefit the performance of communication systems in many ways
like achieving diversity gain, antenna gain or multiplexing gain [68].
Multiple antenna systems are also called multiple input multiple output (MIMO) sys-
tems.
With single antenna systems, the conventional methods were aimed at achieving good
performance in either the time domain or the frequency domain. With multiple antenna
systems the new dimension of spatial domain enriches to the possibilities of these sys-
tems mitigating error rates or decreasing the co-channel interference especially in cellular
communication systems. Good examples on spatial diversity gain techniques in systems
having multiple transmit antennas are the space-time trellis codes [9] and the Alamouti
system [69].
Spatial multiplexing is used in the field of multi-user communications to achieve mul-
tiplexing gain, while space time coding is aimed at achieving a diversity gain. On the other
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hand, beam-forming is more of a signal processing technique aimed at manipulating the
antenna gain pattern to maximize the signal to interference plus noise ratio (SINR). The
last of the mentioned techniques will be utilized in this chapter.
The idea in short is to find the best linear weighting vector that gives the highest SINR
by improving the antenna gain in the desired direction and reducing or possibly nullifying
the gain in the interference direction while taking the noise into account.
The use of antenna arrays has quickly moved from theory to practical implementation
in the third generation (3G) and fourth generation (4G) communication system standards.
For example, MIMO systems are standardized in wireless local area networks (WLAN)
[70] and the Alamouti method has also been used in some practical systems [71]. This
concept has also been implemented for wideband code division multiplexing (WCDMA)
[72]. Surveys on this subject can be found in [73, 74, 75, 76, 77, 78, 79, 80, 81] each from
a different point of view.
4.4 Classical Beam Forming
In this section, only the techniques that lead to antenna gain are considered because the
aim of the antenna array in this work is not to create a MIMO system. The system is
therefore kept to a reasonable complexity and the end users are using a single antenna.
The proposed antenna array at the relay consists of Na antennas or elements aligned
equally spaced in a straight line. The distance between the elements is d.
The conventional beam former collects the signals from the antenna array and then
finds a linear combination of these signals to form the output signal. the weights of
these elements can be collected in a vector called the weight vector. These coefficients
are complex valued with unity magnitude, but are normalized by dividing them by the
number of elements Na so that the overall gain does not exceed one.
To maximize the gain in the direction of a far field source, the phases of these coef-
ficients are changed to make the antenna array look in the direction of this source. This
operation is called steering and the weighting vector is also referred to as the steering
vector. The source is also assumed to be in the the plane of the antenna array with non
dispersive wave propagation. Steering the antenna in this case is done electronically as
opposed to mechanical beam steering.
There are many applications of antenna gain. One such application is the use of the
array to determine the direction of arrival (DOA) or sometimes called the angle of arrival
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(AOA).
For single transmitter systems passing through a multipath channel with distinct paths,
the steering vector can be designed to have a maximum in the main line of sight direction
in the transmitter. This is called transmit beam forming.
Another idea is for the transmitter or receiver beam formers to have nulls in the other
non line of sight directions and therefore reducing the delay spread of the channel [68]. In
this work, the antenna array is used in the context of co-channel interference suppression
(CCI). In these techniques, the receive beam former is designed to have a high value in
the DOA of the desired direction and a low value or a null in the direction of interference.
If the method depends on nulling the interference then this is called null steering while
maximizing the SINR is called optimum combining.
Considering a far field source transmitting a baseband electromagnetic signal EM(t)
of the form
EM(t) = s(t)ejwct, (4.1)
where s(t) is the signal envelope and wc is the carrier frequency. The assumption that the
source is far from the antenna array ensures that the wave front of the arriving signals can
be assumed planar to the array.
Let θ be the DOA of the received wave measured from the broadside of the antenna
array. The distance between two adjacent elements in the array will be d cos(θ). This
distance causes the signals to arrive at these elements at different times and the time delay
∆t between any two adjacent elements will be ∆t = d cos(θ)
c
where c is the propagation
speed. This speed can also be written as
c =
wcλ
2π
, (4.2)
where λ is the wavelength of the electromagnetic signal.
Then ∆t can be rewritten as
∆t =
2πd cos(θ)
wcλ
. (4.3)
For a slowly varying signal envelope, the time difference between two elements in the
array can be neglected and therefore we can say that s(t) ≈ s(t + ∆t) and the delayed
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electromagnetic signal can be written as
s(t)ejwc(t+
2pid cos(θ)
wcλ
) = s(t)ejwctej
2pid
λ
cos(θ). (4.4)
Applying this equation to all the signals at each element of the antenna, then these
values can be collected in the following vector
s(t)ejwct
[
1 ej
2pid
λ
cos(θ) ej
4pid
λ
cos(θ) . . . ej
2pi(Na−1)d
λ
cos(θ)
]
, (4.5)
where the first value represents the signal from the closest antenna to the transmitter which
is taken as a reference point with no delay.
The receiver with the antenna array will demodulate the signals returning them back
to baseband and therefore the carrier term ejwct is cancelled from the previous vector.
Also, the time index can be removed from s(t) for simplicity and s will then represent the
value at the current time instant. Then the signals at each antenna can be written as
sej
2pind
λ
cos(θ), (4.6)
for n = 0, 1, . . . , Na − 1.
Let w1, w2, . . . , wNa be the noise values at each antenna at a certain time, then the
received vector Y at that time instant can be written as
Y = s


1
ej
2pid
λ
cos(θ)
ej
4pid
λ
cos(θ)
.
.
.
ej
2pi(Na−1)d
λ
cos(θ)


+


w1
w2
w3
.
.
.
wNa


. (4.7)
Define Vs to be the arriving column vector and collected from the vector of the first
term in equation (4.7). The second term in the equation can be collected in a column W
defined as the noise vector in a similar fashion. Then this equation can be written as
Y = sVs +W. (4.8)
From equation (4.7), it is clear that the antenna array receives multiple copies of the
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signal s with a constant phase shift between the signal arriving at any two adjacent el-
ements in the array. This constant phase shift depends on the value of the DOA angle
θ.
4.4.1 Optimum Combining
In this method, the received signals at the antenna array are weighted and then added or
combined in a way that maximizes the output SINR. This is done by reducing the total
effect of the channel and the interfering signals. The weights multiplied by each antenna
signal can be collected in a vector called the weight vector or weighting vector.
The weight vector V can be written as
V =


v1
v2
v3
.
.
.
vNa


, (4.9)
where v1 v2 . . . vNa are the complex values or weights corresponding to each antenna
signal.
Let Y be a vector representing the set of received signals. This received vector can be
written as follows
Y =


y1
y2
y3
.
.
.
yNa


, (4.10)
The combined output signal yout is the dot product of the received vector Y and the
weighting vector V
yout = V
∗Y. (4.11)
Figure (4.1) shows how this is related to the antenna array.
Consider the case of a co-channel interference signal arriving at the antenna array. Let
this signal vector be denoted asX. Then this vector will be physically added to the signals
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Figure 4.1: Antenna array with weighting vector.
in equation (4.7) and the received vector Y becomes
Y = sVs +X+W. (4.12)
For Ni number of interferers, the received vector can be written as
Y = Yd +W +
Ni∑
l=1
Xl, (4.13)
where Yd and Xl represent the desired signal vector and the sum of Ni interfering
signals X1 , X2 . . . Xl respectively. Also, Yd , W and Xl are vectors of length Na and
are collected in a similar fashion to Y.
In order to find the optimum combining vector or weighting vector V, the received
correlation matrix for the interference plus noise Rnn must be found.
Since (W +
Ni∑
l=1
Xl) from equation (4.13) represent the interference plus noise, Rnn
can be written as
Rnn = E
[
(W +
Ni∑
l=1
Xl) (W +
Ni∑
l=1
Xl)
∗
]
. (4.14)
As W represents AWGN, then it is reasonable to assume that it is uncorrelated with
the interfering signals. Therefore, Rnn is reduced to
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Rnn = σ
2
wI +
Ni∑
l=1
E [XlX
∗
l ] , (4.15)
where σ2w is the noise power and I is an identity matrix of size (Ni ×Ni).
In order to find the optimum combining vectorV, the solution must satisfy the condi-
tion
V∗Vs = 1. (4.16)
This equation means thatV is directed at the same angle as the sending side. Consider
the case when only the desired signal is present without noise nor interference such the
equation (4.12) becomes
Y = sVs.
In this case the beamformer output yout will become
V∗Y = V∗sVs = s. (4.17)
In other words, the beamformer does not distort the signal arriving in the direction of
the angle θ.
In the presence of interference and noise, the beamformer is required to estimate the
signal s arriving from the direction θ. This is done by by minimizing the error variance
subject to the condition in equation (4.16) as follows
min
V
E |s˜(t)|2 , (4.18)
where s˜(t) = s − sˆ(t) and sˆ(t) is the estimate of the signal when the optimum vector V
is used i.e. sˆ(t) = V∗Y.
By maximizing the SINR, the optimum combining vector V in terms of Rnn can be
found to be [82]
V = gaRnn
−1Vs, (4.19)
where ga is the antenna array gain which has no effect on the performance of the antenna
array.
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For all the simulations performed in this chapter, the value of V is normalized so that
the antenna array gain and the overall effect of the weighting vector has no gain effect on
the signal and the SINR as proposed in [82].
A derivation of the theoretical upper bound on the BER performance of optimum
combining in Rayleigh fading channels for any number of users can be found in [83].
4.4.2 Null Steering
The second approach to linearly combining the signals arriving at an antenna array is the
null steering. In this technique the weighting vector is designed in a way so that the null
is steered in the direction of the interference.
In null steering techniques, there are Na adjustable coefficients corresponding to the
number of antennas. It is therefore, theoretically possible to separate the same number of
signals. If one of these signals is the desired message then that leaves us with (Na − 1)
adjustable nulls or suppressible interference signals [84].
Steering in this context can be achieved in many different ways. These include control-
ling the phase of the weighting vector [85, 86] or more recently by adjusting the amplitude
of the weighting vector [87, 88].
In addition to steering the nulls in the desired directions, some techniques consider
other factors or parameters like the half power beam-width, distance of the first null and
the height and distance of the main sidelobe.
The four most important techniques for this are: null steering by real weight con-
trol (NSWC) [84], null steering by controlling the element positions (NSEP) [89, 90], the
CLEAN technique and null steering based on direction of arrival estimation (NSDOA)[91].
The selection of the NSWC method is based on the comparative study by R. Qamar
and N. Khan [92] and can be explained as follows.
For the NSEP technique, the complexity is higher than the NSWC method and the
antenna structure is more expensive as it requires moving elements and a servo mechanism
to change the positions of the elements in order to achieve the null steering.
Regarding the CLEAN technique, the complexity is also higher than the NSWC method
as it is iterative. The main disadvantage though is that it requires a large number of anten-
nas. The maximum number of interfering signals that can be cancelled using the CLEAN
technique is one tenth of the required elements in the antenna array.
In the NSDOA technique, the complexity is higher once again. Moreover, this tech-
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nique and the other previously mentioned techniques have other disadvantages like low
null depth and side lobe levels.
In the following, the combiner design that uses the (NSWC) method is explained.
Assuming that the transmitted signals are modulated with QPSK, then the time delays
between any two adjacent elements in the array can be represented as phase shifts. This
phase shift will be e(jψ), where
ψ =
2π
λ
d cos(θ), (4.20)
where λ is the wavelength [92, 84].
At the receiver, the signal from each element in the array will be multiplied by a
coefficient Υi. These signals are added after this weighting and the arising vector is
called the array factor Fa, where
Fa = Υ0 +Υ1e
jψ +Υ2e
j2ψ + · · ·+Υ(N−1)e
j(N−1)ψ. (4.21)
Let
Z = e(jψ), (4.22)
then equation 4.21 can be written as
Fa = Υ0 +Υ1Z +Υ2Z
2 + · · ·+Υ(N−1)Z
(N−1). (4.23)
The NSWC method assumes all the weights to be real valued.
The implementation of null steering in PLNC systems requires only one null to be
steered. To achieve this, an array with only 3 elements is required [84].
For 3 elements, equation 4.23 becomes [84],
Fa = (Z − Z1)(Z − Z
∗
1 ) = 1 + βnZ + Z
2, (4.24)
where βn is the real weight that steers the null in the desired direction θr and can be
calculated as,
βn = −(Z + Z
∗
1) = − cos(
2π
λ
d cos(θ) +
2π
λ
d cos(θr)). (4.25)
To conclude the design, we go through the last few equations backwards. So first βn
is calculated using the known values of θ and θr from equation (4.25). Then the vector Fa
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is found from equation(4.24) by substituting the values of βn and Z.
Figure (4.2) shows this three element array for steering one null.
Σ×
βn
output
Figure 4.2: Three element array for steering one null.
This array is simple to implement due to the low number of elements and the use of
only one real value, namely βn to complete the design.
4.5 System Model
Consider a PLNC network consisting of a relay and two end nodes. The end nodes are
equipped with a single antenna, while the relay has a linear antenna array. The packet
exchange cycle requires two phases, the uplink phase and the downlink phase.
For both optimum combining (OC) and null steering techniques, the antenna array
consists of Na elements with a constant distance d between them. The received signals at
the antenna array will arrive at different time instants depending on the angle of arrival θ
which is measured between the direction of arrival and the broadside.
4.5.1 Uplink Phase
Let U1 and U2 be the signal propagation vectors from nodes 1 and 2 respectively.
The Additive White Gaussian Noise (AWGN) vectorW is assumed to be be uncorre-
lated with U1 and U2.
For simplicity, the signals are assumed to have equal power. Then the signal at the
relay Y(k) at time k will be
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Y(k) = U1a(k) +U2b(k) +W(k), (4.26)
where a(k) and b(k) are the sent signals from nodes 1 and 2 respectively.
Let A(k) and B(k) represent the data symbols received at time k from nodes 1 and 2
respectively.
A(k) =


a1(k)
a2(k)
.
.
.
aN(k)


, B(k) =


b1(k)
b2(k)
.
.
.
bN (k)


,
where ai represents the symbol received at element i of the antenna array from node 1.
Also, ai+1 = e(jψ)ai and bi is the same as ai for the second node. A(k) and B(k) can be
expressed as
A(k) = U1a(k), (4.27)
and
B(k) = U2b(k). (4.28)
For unity flat fading channels, the received signal at antenna i will be yi(k) = ai(k)+
bi(k) + wi(k). This can be written in matrix form as Y(k) = A(k) + B(k) +W(k).
Let h1 and h2 represent the two tapped delay line channel vectors of length L1 and L2
respectively. These channels that arise from a multipath environment are assumed to be
frequency selective. Then the received signal at antenna i will be
yi(k) =
L1−1∑
m=0
h1(m)ai(k −m)
+
L2−1∑
m=0
h2(m)bi(k −m) + wi(k). (4.29)
This can also be written in matrix form as
Y(k) = A′(k) +B′(k) +W(k), (4.30)
where A′(k) is a vector collected from the first term of equation 4.29 for all values of i
in a similar fashion to A(k) and similarly for B′(k) which is the collection of the second
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term. At the relay, OC is applied using vectors V1 and V2 as shown in figure 4.3.
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Figure 4.3: OC PLNC system with DFE equalizers.
4.5.2 Relay Operation and Downlink Phase
In this section, the operation of the relay shown in figure (4.3) is discussed. Although the
proposed system utilizes OC for the design of both V1 and V2, yet the same structure
can be used with null steering. In fact, the structure is used in the simulations with null
steering for comparison.
When both end nodes send their packets, namely a and b, they reach the relay con-
volved with channels h1 and h2 respectively as formulated in equation (4.30).
4.5.2.1 Design with the OC Approach
This is the method of choice in this work. The OC approach is used twice to find an
estimate of A′(k) and B′(k) at each time instant k. This is done through using vectors
V1 and V2 depending on the two direction of arrival angles θ1 and θ2 respectively.
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The next step is to remove the effect of the multipath channels from each individual
signal. One of the most efficient ways to do that is by using the optimum DFE equalizer. A
separate DFE is placed for each channel. Although perfect channel estimation is assumed,
the estimation error is small and can be neglected.
It is worth mentioning that a separate time overhead is required for each channel
estimation and this is unavoidable. The input to DFE1 at time k according to equation
(4.11) will be
V∗1Y(k).
Similarly, the OC vectorV2 and DFE2 are used to find an estimate of the packet from
the second node. The two estimated signals are then added and the whole uplink side is
depicted in the upper-right side of figure 4.3.
It should be noted that this process entails symbol detection at each branch. This is
due to the decision device included in the DFE. Each time the decision is correct, this will
act as a de-noising effect and therefore the method is considered as a DNF.
To design the OC vectors V1 and V2, equation (4.12) is replaced by equation (4.26).
For the first vectorV1,U1a(k) is the desired signal andU2b(k) is the interference. There-
fore, Rnn in equation (4.14), becomes
Rnn1 = E [(W +U2) (W +U2)
∗] , (4.31)
whereRnn1 is the noise plus interference covariance matrix with respect to the first signal.
According to equation (4.19) and neglecting ga, V1 becomes
V1 = Rnn1
−1U1. (4.32)
The second OC vector V2 can be calculated in a similar way. This leads to
V2 = Rnn2
−1U2, (4.33)
where
Rnn2 = E [(W +U1) (W +U1)
∗] . (4.34)
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Using these two vectors enables the implementation of the DFEs and the symbol map-
ping. This de-noising effect results in a performance increase compared to AF techniques.
4.5.2.2 Design with the Null Steering Approach
This approach is studied here for comparison. Although some applications prefer null
steering over OC, yet the OC method outperforms the null steering in the case at hand as
will be shown later in this chapter.
The relay structure in figure (4.3) is kept the same, while null steering is used for the
design of the weighting vectors V1 and V2.
The most suitable of the null steering methods for PLNC is the (NSWC) for many
reasons including low computational complexity, the small number of required antennas,
less sensitivity to quantization error and simple implementation amongst other things. It
is also the method of choice in [92] where detailed comparisons are made.
Let θ1 and θ2 be the two DOA angles for nodes 1 and 2 respectively. Then the weight-
ing vector V1 can be found by applying the design method described in Section (4.4.2)
as follows.
First find the value of ψ from equation (4.20) using the angle θ1 instead of θ. Then Z
can be easily found from equation (4.22).
For a three element array, the real value βn can be found using equation (4.25) by
replacing the null angle θr by θ2. Finally the calculated values of Z and βn are used to
find V1 from equation (4.24).
Replacing the roles of θ1 and θ2 in the previous design procedure results in the second
weighting vector V2.
4.5.2.3 DFE Design
In this section we will only consider the design of DFE1 as DFE2 can be designed in a
similar way by replacing h2 instead of h1, where h1 and h2 represent the channel coeffi-
cient vectors for channels 1 and 2 respectively.
For unchanged channels the DFEs used in the end nodes will be the same as the ones
in the relay node. If the channels change in the downlink phase then the DFE at each end
node can be redesigned using the new estimated channel vector instead of h1.
We start by calculating the observation covariance matrix Ry which can be found by
two ways. The first way is to use the definition equation
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Ry = E(ykyk
∗), (4.35)
or simply by using the previously derived equation
Ry = σ
2
sHH
∗ + σ2vILp, (4.36)
where Lp is the data packet length, σ2s and σ2v are the signal and noise variances respec-
tively and Ry ∈ CLp×Lp .
The toeplitz matrix H ∈ CLp×(Lp+L1−1) can be written as
H =


h1(1) h1(2) . . . h1(L1) . . . 0
0 h1(1) h1(2) . . . h1(L1) . . . 0
.
.
.
0 . . . h1(1) h1(2) . . . h1(L1)


, (4.37)
where L1 is the length of the first channel.
Define the cross covariance matrix Rsy ∈ C(NFB+1)×Lp as
Rsy =
[
0(NFB+1)×∆ σ
2
sINFB+1 0
]
H∗. (4.38)
The desired feedback and feedforward filter coefficients will be [61]
qopt =
e0R
−1
d
e0R
−1
d e0
, (4.39)
fopt = qoptRsyR
−1
y , (4.40)
where
Rd = Φ
(
ILp+L1−1
σ2s
+
H∗H
σ2v
)
−1
Φ∗, (4.41)
Φ = [0(NFB+1)×∆ INFB+1 0], (4.42)
e0 = [1, 0, 0, . . . , 0], Φ ∈ C
(NFB+1)×(Lp+L1−1) and Rd ∈ C(NFB+1)×(NFB+1).
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4.5.3 Downlink Phase
The downlink phase is simple and straight forward. One antenna at the relay is enough to
broadcast the signal from the relay back to both end nodes. This signal will once again
suffer from the effect of the frequency selective channels h1 and h2.
As no mixing of signals happens in the downlink phase, only one DFE is required at
each end node. For simplicity and without loss of generality, the channels are assumed
to be fixed and have the same values from the uplink phase but this is not a necessary
condition for the system to work. If the channels change during the phase change, then
another channel estimation is done in the downlink phase and the DFEs in both end nodes
are designed accordingly.
The lower part of figure 4.3 depicts the downlink phase. QPSK modulation and de-
modulation are used but they are omitted from the mentioned figure for simplicity.
One of the advantages of the our proposed method is that higher order modulation such
as 16-QAM can be used and this modulation is done at both end nodes in the uplink phase
and also at the final step in the relay during the downlink phase. As for the demodulation,
it will be done at both end nodes in the downlink phase.
It is clear that the proposed method has a low computational complexity. We will
show in the coming section that a small number of elements N is required. This makes
the computational cost of OC negligible and the overall complexity is approximately twice
that of a single DFE at the relay. As for the end nodes, the complexity is that of one DFE
which consists of two FIR filters.
4.6 Simulation Results and Discussion
This section is dedicated to showing the performance of the proposed method. ITU pedes-
trian channels A (Ch.102) and B (Ch.103) shown in Table 3.1 are used [59].
The channel profiles are normalized by dividing each coefficient by the factor
√√√√L−1∑
l=0
10Pl/10.
Assuming the system frequency is 20 MHz, the arrival times are normalized and
rounded up to the closest integer with a sampling time of 44 ns.
With the selection of these channels, the parameter values for the DFE design can be
78
4.6 Simulation Results and Discussion
set starting with L1 = 10 and L2 = 85. The length of the forward filter must be greater
than the channel memory. For the simplicity of the simulations, we will use the same
values of forward, feedback and ∆ for all DFEs in the uplink and downlink phases. It
should be noted that using specific values for each DFE will give even better performance
results. In the case at hand, NFF > L, where L = max(L1, L2) and NFF = 256 taps
were selected.
For selecting NFB and ∆, inequality (3.54) must be satisfied. NFB has a small value
compared to NFF and is chosen to be 19 taps. Now inequality (3.54) can be satisfied
by choosing ∆ around NFF+L
2
or slightly higher. In this case ∆ is set to 181 with some
fine tuning but any other value in that range works very well. These values apply for all
simulations in this work.
4.6.1 OC Pattern Diagrams
When the antenna array applies a weighting vector to its elements, the result is a variable
overall gain at different angles. The plot that represents the antenna array gain for all
angles is called a pattern digram. Looking at the pattern diagrams for each case can give
an important insight on how the array performs.
For all the simulations, the distance between elements d is chosen to be λ
2
but this
is not a necessary condition. Also, the horizontal axis represents the broadside of the
antenna array and all the angles are measured relative to that side of the array staring
from θ = 0 on the right hand side of the axis.
The following figures illustrate the gain patterns at the relay when OC is used.
Part (a) of figure (4.4) shows the pattern diagram simulated for DOAs θ1 = 30 and
θ2 = 140 from end nodes 1 and 2 respectively with 4 elements in the antenna array at
SNR of 5dB. Part (b) of the same figure shows the pattern diagram simulated for the same
values while changing the first DOA to θ1 = 60. From this figure, it is clear that the gain is
just below 1 in the desired DOA and has a very small value in the direction of the second
user or the interference. It would be ideal if the gain was maximum at the desired angle
and zero at the interference angle but this is not the case when the SINR is maximized in
the OC method. The most important thing to notice in this figure is the dramatic change
in the overall pattern when the desired angle θ1 is changed.
Part (a) of figure (4.5) shows the pattern diagram simulated for DOAs θ1 = 45 and
θ2 = 140 from end nodes 1 and 2 respectively at SNR of 5dB using 4 elements in the
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Figure 4.4: Pattern diagrams at the relay using OC for (a) θ1 = 30, θ2 = 140, Na = 4 and
SNR=5dB (b) changing θ1 to 60.
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Figure 4.5: Pattern diagrams at the relay using OC for (a) θ1 = 45, θ2 = 140, Na = 4 and
SNR=5dB (b) changing Na to 6.
antenna array. Part (b) of the same figure shows the pattern diagram simulated for the
same values while changing number of elements in the antenna array to 6.
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Inspecting this figure shows that the directionality is increased in the desired DOA
with the increase of the number of elements from 4 to 6. Moreover, the side lobes are
decreased in size in the direction of the interference but the number of lobes are increased
in direct proportion with the number of the array elements.
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Figure 4.6: Pattern diagrams at the relay using OC for (a) θ1 = 30, θ2 = 100, Na = 4 and
SNR=5dB (b) changing the SNR to 12dB.
Part (a) of figure (4.6) shows the pattern diagram when OC is used at the relay node.
The results are simulated for DOAs θ1 = 30 and θ2 = 100 from end nodes 1 and 2
respectively at SNR of 5dB using 4 elements in the antenna array. Part (b) of the same
figure shows the pattern diagram simulated for the same values while changing the SNR
to 12 dB.
It is interesting to see how the OC behaves in the case of a PLNC system with dif-
ferent levels of SNR. The increase of the SNR to 12 dB makes the pattern shift keeping
the direction of the desired signal the same while rotating the null slightly closer to the
direction of the interference θ2 = 100. This comes at the expense of increasing the levels
of the side lobes which can be afforded due to the decrease of the noise level as the SNR
increases.
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4.6.2 BER Performance of OC PLNC
In this section, the BER performance of the proposed OC PLNC is discussed. The sim-
ulations are performed with the following parameters. Forward filter length NFF = 256,
feedback filter length NFB = 19 and ∆ = 181 for all the DFEs. The desired DOAs
θ1 = 30 and θ2 = 140 for the first and second end nodes respectively. Changing the
DOAs does not have a big effect on the performance of the system. Moderate changes to
the filter parameters also does not have a big impact on the performance.
Figure (4.7) shows the end to end (E2E) performance of the proposed OC PLNC
system evaluated at channel A with number of elements N = 2, 4 and 6.
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Figure 4.7: E2E Performance of OC-PLNC for N = 2, 4 and 6 compared to that of one
hop channel A with DFE.
Clearly N = 4 is better than N = 2 but is almost identical to that of N = 6 or higher.
Figure (4.7) also shows the performance of a one hop from relay to end node A through
h1 with one DFE being used. This performance can be considered as the lower bound
because the OC PLNC will also suffer from the same downlink channel h1 on the way
to node A. The fact that the OC PLNC performance is asymptotic to this lower bound is
evident from the mentioned figure.
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Observing this figure we conclude that the OC-PLNC system with N = 4 is a good
solution to the problem of implementing a PLNC system in a frequency selective envi-
ronment. The complexity of the overall system is relatively low with a small array length
of only 4 elements which gives a performance asymptotic to the case of a one hop system
which is used as a lower bound.
4.6.3 Comparison with Null Steering
This section provides a comparison between the proposed OC-PLNC system with the
same structure system employing null steering. The least two values for Na in the NSWC
null steering method are 3 and 7.
From the last section, we have seen that the OC-PLNC system can achieve its best
performance at Na = 4. Therefore, increasing the number of antennas more will only
increase the system cost. This leads to choosing the least number of elements Na = 3 for
a fair comparison.
Through simulations, the BER is evaluated at the relay using the upper part of figure
(4.3) for both the OC case and the NSWC. For this, the following values for the DOAs
were used, θ1 = 50 and θ2 = 140. The resulting BER curves in figure (4.8) show that
OC has a better performance of more than 2dB over NSWC. Once again the choice of the
DOAs does not have a big impact on the performances in this case.
To have a deeper insight on this, the pattern diagrams at the relay of both OC and
NSWC are drawn in figure (4.9) for the same values of θ1,θ2 and Na. The OC part was
done with SNR = 0 dB.
Inspecting figure 4.9(a) shows a high gain at θ1 with some interference gain at θ2.
This is because the null is not exactly at the DOA of the interference. On the other hand,
in figure 4.9(b) the steering of the null to match θ2 has changed the whole pattern as
mentioned before. This changing of pattern has caused a decrease in the gain at θ1 which
has an impact on the overall BER. This observation help to explain why in figure (4.8),
the OC-PLNC outperforms the NSWC null steering method.
4.6.4 Comparison with Pre-filtering
Both the pre-filtering and the proposed OC-PLNC techniques are de-noise and forward
methods and therefore, it is reasonable to compare their performances in terms of BER.
To do this the following parameters are chosen for the simulations. The MAX SNR
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Figure 4.8: Performance of OC-PLNC and NSWC-PLNC methods at the relay.
is chosen as a representative of the pre-filtering techniques. The power constraints that
normally exist at both end nodes are lifted to simplify the design. With the channels being
normalized, the design is optimized at F1(z) = H2(z) and F2(z) = H1(z) and therefore
no iterations are required for calculating the pre-filters.
As for the OC-PLNC method, the DOAs are chosen to be θ1 = 30 and θ2 = 140 and
an antenna array of 4 elements is used.
ITU pedestrian channels A (Ch.102) and B (Ch.103) are used in both cases. Channels
A and B are used one at a time for the downlink phase. Figure (4.10) shows the simulated
BER performances for the above parameters.
It is clear from figure (4.10) that the proposed system outperforms the one with the
pre-equalizer regardless of the channel used for the downlink phase. In other words, the
received signal has a lower BER at both end nodes.
The proposed method uses DFEs at both the transmitter and receiver sides which
requires separate channel estimations for the uplink and downlink phases. Therefore, if
the channel changes in the second packet exchange then this will have no impact on the
performance of the OC-PLNC system. On the other hand, the pre-filtering method is
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Figure 4.9: Pattern diagrams at the relay for OC-PLNC and NSWC-PLNC for θ1 = 50,
θ2 = 140 and Na = 3.
sensitive to variations in the channels between packet time slots. Under the assumption
that the channel remains unchanged during one time slot, equation (3.56) can be used in
simulating the change in BER performance for different values of average percentage of
estimation error r. This is shown in figure (4.11) with the unchanged performance of the
proposed method.
All of these simulations have been done assuming channel A in the downlink phase.
The effect of the estimation error becomes worse for the second end node with the tougher
channel B in the broadcasting phase, while the performance of the proposed method is
unchanged in both cases.
4.6.5 Comparison with OFDM
In designing OFDM systems, they are assumed to be immune to the effect of the channel
and this is sometimes stretched to frequency selective channels. This assumption arises
from the argument that the transforming of the channel’s impulse response to the fre-
quency domain makes each frequency band flat. Although the last statement is true, yet it
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Figure 4.10: Simulated BER performances of the proposed OC-PLNC and the pre-
filtering method.
fails to point out that each flat fading band is also multiplied by a different gain or attenu-
ation. Reversing the effect of these attenuations at the receiver comes with a cost in BER
performance for many reasons. One of these reasons is the imperfect channel estimation,
but more importantly is the noise amplification especially at the frequency bands with
high attenuation. This observation has been tested as part of the preparation for this work
using simulations.
The process of directly reversing the gains at each frequency is called frequency do-
main equalization using a zero forcing equalizer. If the MMSE equalizer is used instead
of the zero forcing equalizer, the BER performance is slightly improved but both of these
techniques are considered as linear equalizers and can be greatly outperformed by non-
linear equalizers such as the DFE.
As the DFE works strictly in the time domain, therefore, this equalizer cannot be
used with OFDM unless the signal is transformed back to the time domain. In this case,
the best option is to work in the time domain with the DFE and not having to suffer the
disadvantages of the OFDM system.
To perform a successful OFDM DNF PLNC system, the relay performs a symbol by
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Figure 4.11: Simulated BER performances of the proposed OC-PLNC and the pre-
filtering method for r = 0 %, 3%, 6% and 10%.
symbol maximum likelihood detection to determine the symbols. The resulting detector
is called a maximum likelihood detector (MLD). Using the DNF at the relay with MLD
was first proposed by T. Koike-Akino et al. [93, 94]. This approach was implemented to
OFDM-PLNC systems by B.Jebur and C.Tsimenidis [95].
For the simulations of the BER performance of the OFDM syste, a packet size of 1024
is used with 25% cyclic prefix using the same frequency selective channels. Then FDE is
is implemented at both end nodes using the linear MMSE method.
Figure (4.12) shows the simulated E2E BER performance for this system compared to
the proposed OC-PLNC system. The performance of the PLNC in AWGN is also shown
as a benchmark.
Inspecting this figure gives a clear view of the advantage of the proposed time domain
OC-PLNC system in terms of performance. This comes also free of the known drawbacks
of the OFDM system.
Both of the two systems under consideration are free of estimation errors if the chan-
nels are assumed to be unchanged for the duration of one packet transmission.
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Figure 4.12: Simulated E2E BER performances of the OFDM-PLNC system, OC-PLNC
system and PLNC in AWGN.
4.6.6 Comparison with AF-DFE
This section provides a comparison between the proposed OC-PLNC system and the AF-
PLNC system proposed in the previous chapter.
In terms of complexity, both of the proposed methods have a low and acceptable
complexity because the DFEs used in the design are not far behind the linear equalizers.
The difference in the design is the placement of these DFEs. In the proposed AF PLNC,
the DFEs are placed at the end nodes leaving the relay free from any calculation and this
leads to efficient power consumption at the relay. On the other hand, the proposed OC
DNF PLNC in this chapter has DFEs in all nodes to obtain a better BER performance. As
a result of the low complexity, the cost will be also low but the OC DNF PLNC system
still requires an antenna array of 4 elements.
The following parameters are used in the simulation of the OC PLNC system perfor-
mance. θ1 = 30, θ2 = 140 and Na = 4. Although the OC PLNC uses 4 DFEs instead
of 2, yet the lengths are different than those of the AF PLNC. NFF = 256, ∆ = 181 and
NFB = 19 are used with the OC PLNC system compared to NFF = 1024, ∆ = 768 and
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NFB = 32 in the AF case. These numbers clearly prefer the OC PLNC system in terms
of complexity of the DFE design but there is also the calculations of the OC.
Figure (4.13) shows the Simulated BER performance of the proposed OC DNF PLNC
system measured at end nodes 1 and 2 with channels A and B used for the downlink
respectively.
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Figure 4.13: Simulated BER for AF-DFE and OC in PLNC system with channels A and
B in the downlink.
From that figure, it is clear that in both cases the performance is better than that of
the AF PLNC which is also shown in the same figure. The AF PLNC has the same
performance at both end nodes because it uses the same DFE at those nodes and therefore
only one BER curve is drawn.
As mentioned before, the performance of the OC PLNC system remains the same un-
der the assumption that the channel is unchanged during one packet transmission. On the
other hand, the AF PLNC system does suffer some degradation when the average percent-
age change in the channel is high. Figure (4.14) shows this degradation in performance
compared to the original performances of both the systems under consideration.
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Figure 4.14: Simulated BER for OC-PLNC and AF-DFE systems with r = 0 and 20.
4.6.7 Application in Underwater Acoustic Communications
Underwater acoustic channels are known to be frequency selective. To successfully im-
plement a PLNC system, the proposed method in this chapter is utilized with OC vectors
at the relay and DFEs in the relay and end nodes. Two underwater channels measured in
the North Sea are used in the simulations. With the selection of these channels, the pa-
rameter values for the DFE design can be set starting with L1 = 29 and L1 = 49. These
are the lengths of the practically measured underwater channels. In this case NFF > L,
where L = max(L1, L2). NFF was selected to be 256 taps. For selecting NFB and ∆,
the inequality ∆+NFB < NFF +L2 must be satisfied. Then NFB is chosen to be 22 taps
and ∆ = 170.
Figure 4.15 shows the simulated BER performance of the underwater acoustic system
compared to the BER performance of the first underwater channel alone for θ1 = 45,
θ2 = 135 and N = 4.
Inspecting this figure shows that once again, the performance of the overall system is
very close to that of a single hop performance of one of the channels alone which is the
best achievable performance when DFEs are used.
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Figure 4.15: Simulated BER for OC-PLNC and single channel for underwater acoustic
application.
4.7 Chapter Summary
This chapter contains a brief description of antenna arrays and the different applications
of beam forming techniques. Two selected combining methods were selected for study,
namely the optimum combining and null steering techniques. In both cases, a structure
was proposed to enable the application of DNF PLNC systems in frequency selective
environments with the use of an antenna array.
Different working conditions require different design approaches. Therefore, the pro-
posed method in this chapter is different than the previous chapter. Here the focus is on
the BER efficiency which is achieved through changing the relaying method from AF to
DNF. This posed new challenges that required a new solution that included the use of an
antenna array and a combining method.
Through various pattern diagrams and Monte Carlo simulations, it is concluded that
the OC method is better suited for the system than null steering.
Comparing OC PLNC with the existing pre-filtering method in terms of performance
reveals that the proposed method has better performance. This is achieved while relaxing
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some of the conditions of the pre-filtering technique like not requiring a feedback channel
to exchange channel information between end nodes.
This method is also compared to the OFDM PLNC system and shows superior BER
performance while not having the well known problems the OFDM system.
The proposed method has also shown more resilience to channel changes between
packets over all the other methods discussed in this chapter while maintaining better per-
formance and low complexity at the expense of using one 4 element antenna array.
In this method, the higher order modulation can be easily used without modifying the
rest of the system. Also, coding can be simply introduced using any of the existing coding
methods to increase the reliability.
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Chapter 5
Maximum Likelihood Decision
Feedback Equalizer for Fast
Implementation of PLNC Systems
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5.1 Introduction
As discussed before, when frequency selective fading channels are present, the application
of a PLNC system is not straight forward. Therefore, some kind of equalization is always
needed.
Linear equalizers can be easily used with OFDM systems for example but with inferior
BER performance to other methods. On the other hand, more complex methods like the
maximum likelihood detector (MLSD) have a high computational complexity that grows
exponentially with the channel length not to mention the effort needed to make these
methods apply to the PLNC case.
For these reasons, the DFE was the equalizer of choice in the previous chapters. The
issue of equalization doesnt end there and there is always space for improvement. For ex-
ample, the design of the DFE itself can be improved. One way to do that is by using a soft
decision device on the feedback filter and a hard decision for the output alongside a norm
constraint on the feedback filter to reduce the effect of the backward error propagation
[96].
In this chapter, the problem of implementing a functional PLNC system in frequency
selective channels is addressed in a different way. The delay imposed by the other meth-
ods including linear equalization is to be eliminated. This is done while achieving a
computational complexity which is lower than that of the previously proposed methods.
The combination of low complexity and zero delay makes this novel proposed ap-
proach a very powerful tool not only in PLNC systems but also in many other potential
applications.
Lower complexity over DFE means not only cost effectiveness but also leads to a very
fast implementation. DFEs tend to have longer FF filters for longer and more selective
channels. This makes the proposed equalizer a very important novelty as it totally elimi-
nates this filter and all the delay that comes with it. This is not only true for the DFE but
also for the less effective linear equalizers which solely rely on the FF filter.
These new properties are achieved by introducing a new equalization procedure that
uses a symbol by symbol maximum likelihood detector and a single feedback filter.
The derivation of the new design depends on the estimated channel coefficients and
is explained in detail in this chapter. The application of this new method in an AF PLNC
structure is discussed and simulated alongside the one hop DFE BER bound and compared
with the previously proposed AF DFE for PLNC systems.
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The new method is also applied to the DNF multi-antenna structure and adjusted to
work with a single antenna for more cost reduction. The effect of error propagation is
shown through simulation and the theoretical BER is derived for the case of correct feed-
back with no error propagation. These new configurations are compared to the OFDM
PLNC system in terms of BER performance.
5.2 Problem Description
The main problem to be solved in this thesis is to implement a successful PLNC system
when the channels are frequency selective. In this chapter, this is done by exploring some
other equalization options that fit with the needs of the PLNC system. The solution must
have the following qualities or most of them.
The solution must be cost effective and this can be achieved through a low complex-
ity design avoiding iterative methods or computational demanding techniques like the
MLSD.
The system must also be compatible with all network configurations with little effect
of the channel changes on the resulting performance. As pre-filtering designs have some
extra limitations and requirements, they will be avoided in this work. These limitations
include that both end nodes require knowledge of the opposing end node’s channel coeffi-
cients. In this chapter, all the proposed systems do not rely on the channel estimation done
in the previous transmission cycle. This enables the relay node to be in the star network
formation for example or for it to be shared by more than one pair of end nodes.
To have a better BER performance, the work is restricted to time domain equalization.
This enables the use of non-linear techniques rather than the FDE which is restricted to
linear equalization methods. By doing this, the problems of OFDM systems are also
avoided and no cyclic prefix overhead is required.
Another feature of the solution is that this reduced complexity method is also applica-
ble to higher order modulation schemes and works with both AF and DNF techniques.
Finally, the proposed methods do not introduce a delay which is inevitable in all other
types of filter-based equalizers whether they are linear or non-linear.
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5.3 Maximum Likelihood Detector for DNF PLNC Sys-
tems
In this section, the symbol by symbol maximum likelihood detector (MLD) is discussed
because it will be an essential building block in the coming sections.
The MLD is considered optimum because it minimizes the probability of error. When
the additive noise is Gaussian, the MLD calculates the Euclidean distance between the
received symbol and all the possible symbol mappings then selects the minimum value.
The use of the MLD to perform DFN in a two way relay network PLNC system was
first proposed in 2008 by T. Koike-Akino et al. [93, 94] where they propose a method
to design and optimize the constellations to be used in PLNC systems with flat fading
channels. This DNF method is time domain based and therefore it is in line with the
work in this thesis. The method was further applied to OFDM systems by B. Jebur and C.
Tsimenidis [95].
5.3.1 Uplink Phase
In the uplink phase, the signals are modulated and transmitted from both end nodes
through two single tap flat fading channels represented by two scalar numbers, namely
h˜1 and h˜2.
Let M denote the constellation mapper of a QPSK modulator. Let the transmitted
signals from nodes 1 and 2 be s1 and s2 respectively. Then the transmitted signals from
these nodes can be written as x1 = M(s1) and x2 = M(s2). These are single symbol
data signals in general and contain 2 binary bits for QPSK. The mapper M uses Gray
mapping with unity energy.
Then the received signal at the relay can be written as
yr = h˜1s1 + h˜2s2 + wr, (5.1)
where wr is the AWGN at the relay node with variance σw.
5.3.2 DNF at the Relay
At the relay, the received signal yr is de-noised to a quantised version xr by using a
constellation mapper M and a de-noising mapper C. This is done by using the maximum
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likelihood joint detection.
For simplicity, the constellation mapper M is assumed to be the same constellation
used for QPSK. This does not have to be the case and a more general approach to the
constellation design can be found in [94].
The maximum likelihood estimates can be written as
(sˆ1, sˆ2) = argmin
(s1,s2)∈Z4×Z4
∣∣∣yr − (h˜1M(s1) + h˜2M(s2))∣∣∣2 , (5.2)
where the integer set Z4 = { 1, 2, 3, 4 } and sˆ1 and sˆ2 are the estimates of s1 and s2
respectively. The network coded symbol to be transmitted sr is calculated from these
estimates using the de-noising map C. The transmitted symbol can be written as sr =
C(sˆ1, sˆ2). The de-noised symbol can then be calculated using the constellation mapper,
i.e. xr =M(sr).
5.3.3 Downlink Phase
In this phase, the de-noised symbol is broadcasted to both end nodes. As both end nodes
use the same procedure, we can consider only node 1.
For simplicity and without loss of generality, the single tap flat fading channel in the
downlink phase h˜1 is assumed to be unchanged. Then the received symbol at node 1 can
be written as
y1 = h˜1x1 + w1, (5.3)
where w1 is the AWGN at node 1.
Then, node 1 can use the knowledge of the sent symbol s1 to estimate the desired
symbol s2 as follows
sˆ2 = argmin
s1∈Z4
∣∣∣y1 − h˜1M (C(s1, s))∣∣∣2 . (5.4)
Similarly, node 2 can use the same method to estimate the desired symbol using its
knowledge of the transmitted symbol s2.
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5.4 MLDF Equalizer
In this section, the basic idea of the maximum likelihood decision feedback equalizer
(MLDF) is discussed in a point to point scenario. This idea is further extended to the
PLNC system with AF and DNF relaying methods.
The unwanted ISI depends on the multipath channel coefficients and the previously
transmitted symbols. If the exact values of the previously transmitted symbols were
known at the receiver, then they could be used to cancel the ISI assuming we have perfect
channel estimation. While this is not the case, the estimation of the previous symbols can
be used instead.
In the case of the DFE, the design makes use of these estimated symbols for equaliza-
tion alongside the received observations. This is the core idea of the DFE which makes
it different and more efficient than linear equalizers. The assumption that the estimated
symbols are correct is essential to the derivation of the DFE and influences the design
equations and performance. The only way to take the effect of these estimations into
account is by using a feedback filter.
A similar approach is used in the proposed MLDF equalizer but in a different way.
The DFE depends basically on the feed forward filter to do the job of equalization and
only uses the previous estimates to fine tune the resulting signal from the feed forward
filter.
In the proposed design, the feed forward filter is removed. Instead, the estimates are
directly involved in attempting to eliminate the ISI.
5.4.1 Motivation and Advantages
Increasing interest in communication technology makes developing less complex systems
more demanded [97]. In this context, the new proposed design has two main objectives.
First, the design of the DFE is to be simplified. This does not only mean that the feed for-
ward filter is lifted, but also the design equations are made simpler which leads to lower
computational complexity and eventually a fast implementation method. The second ob-
jective is to remove the potential delay that can be caused by the conventional DFE and
linear equalizers.
Every signal passing through an FIR filter will inevitably suffer from a delay which is
imposed by that filter. This delay is due to the very structure of the FIR filter itself and is
usually equal to half the filter length or even more. In the OFDM system for example, the
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delay is more than the filter length. This is because the receiver has to wait for the whole
data frame to arrive before the receiver can start to perform the FFT not to mention the
added cyclic prefix.
As both the linear equalizer and the DFE have a feed forward filter, then they will only
result in a delayed output signal.
Achieving low delay is important by itself in some applications like real-time speech
communication system but this is not the only motive for such a requirement. An equalizer
with a delay can also prevent some types of designs in the case of PLNC as will be
discussed in this chapter.
5.4.2 Derivation of the MLDF Design Equations
The section provides the derivation of the design equations for a single hop MLDF equal-
izer. This design will be extended to the case of two users in a PLNC scenario in Section
(5.6.1).
Consider a single communication channel represented by a channel vector h. When a
signal s passes through this channel, the received signal y(k) at time k will be
y(k) = h(0)s(k) +
Lh−1∑
m=1
h(m)s(k −m) + w(k), (5.5)
where w is the AWGN and Lh is the channel length.
Then at k = 0 there will be no ISI as s(0) is the first transmitted symbol and is not
preceded by other symbols and the equation becomes
y(0) = h(0)s(0) + w(0). (5.6)
This symbol can be estimated in a straight forward fashion using the MLD provided that
the channel coefficient h(0) is known and the estimated symbol can be found using equa-
tion (5.4) as follows
sˆ(0) = argmin
s0∈Z4
|y(0)− h(0)M(s0)|
2
. (5.7)
At time k = 1, the received signal in equation (5.5) becomes
y(1) = h(0)s(1) + h(1)s(0) + w(1). (5.8)
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In the last equation, we can substitute the known channel coefficients and replace s(0)
by the previously estimated value sˆ(0). Doing this leaves us with only s1 which can be
estimated by the MLD.
Following the same method, the second estimated symbol becomes
sˆ(1) = argmin
s0∈Z4
|y(1)− h(1)sˆ(0)− h(0)M(s0)|
2
. (5.9)
The same procedure can be used for all the following symbols. In general, for k = l and
l < Lh, equation (5.5) becomes
y(l) = h(0)s(l) +
l−1∑
m=1
h(m)s(l −m) + w(l). (5.10)
For k = l and l > Lh, the second term takes the full length of the number of channel taps
excluding the first coefficient. In this case, equation (5.5) becomes
y(l) = h(0)s(l) +
Lh−1∑
m=1
h(m)s(l −m) + w(l). (5.11)
Examining the last equation shows that only Lh − 1 previous symbols are involved in
finding y(l) no matter how many symbols have preceded it. Using the MLD to estimate
sˆ(l) in the same way as before leads to
sˆ(l) = argmin
s0∈Z4
∣∣∣∣∣y(l)−
Lh−1∑
m=1
h(m)sˆ(l −m)− h(0)M(s0)
∣∣∣∣∣
2
. (5.12)
In this equation, the unknown previous symbols have been replaced by the corresponding
estimates.
To implement this idea, the ISI term in equation (5.12) has the same structure of a
linear FIR filter but starting from h(1) instead of h(0).
Define HML as the FIR filter with coefficients { h(1), h(2), . . . , h(Lh − 1) }. This
filter can generate the Desired ISI term ideally with the exact values of the previous sym-
bols but instead will be replaced by the corresponding estimates. This is translated to a
feedback filter with the decisions as its inputs.
According to equation (5.12), the output of the HML filter is to be subtracted from the
received observations before the MLD stage. The block diagram of the resulting equalizer
is shown in figure (5.1).
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_
+
+ MLD
y(k) sˆ(k)
HML
Figure 5.1: Block digram of the proposed MLDF equalizer.
As this figure shows, the equalizer is easy to implement not only because it contains
a simple FIR filter but more importantly, the coefficients of this filter are taken directly
from the estimated channel coefficients and plugged in excluding the first coefficient. This
process removes the matrix inversions required in both the linear and DFE equalizers.
Table 5.1: Signals at different stages of the MLDF.
k s(k) y(k) sˆ(k) MLD input
0 s(0) h(0)s(0) sˆ(0) y(k)
1 s(1) h(0)s(1) + h(1)s(0) sˆ(1) y(k)− h(1)sˆ(0)
2 s(2) h(0)s(2) + h(1)s(1) + h(2)s(0) sˆ(2) y(k)− h(1)sˆ(1)− h(2)sˆ(0)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
l s(l) h(0)s(l) +
∑Lh−1
m=1 h(m)s(l −m) sˆ(l) y(k)−
∑Lh−1
m=1 h(m)sˆ(l −m)
Table (5.1) further illustrates how this method works. The third column of the table
represents the received signal at time k calculated using equation (5.5), while the last
column is the input to the MLD. From the last column it is clear how the previous symbols
from the preceding rows are being used.
The MLDF equalizer must not be confused for a regular infinite impulse response
(IIR) filter. Rather, it is a non-linear device due to the existence of the non-linear MLD at
the output.
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The feedback signals of the MLDF are sˆ(k) ∈ M(s0), where s0 is the input to the
MLD. These output symbols are bounded by definition for any constellationM including
the QPSK under consideration.
5.5 AF System Model
The first step that comes to mind is using the MLDF equalizer in the AF relaying method.
When the relay node is to be designed with minimal complexity, the best choice is the AF
relaying method. This technique eliminates all computational requirements at the relay
and exports them to the end nodes. This can be essential in some applications like wireless
sensor networks in which the relay node has limited power and hardware resources.
When both the relay and the end nodes require very low computational complexity,
then a system that uses AF relaying with MLDF equalizers can meet this requirement and
still have better performance than linear equalizers.
The system model can be described as follows.
5.5.1 Uplink Phase
In the first time interval, the end nodes send the data packets represented by vectors a and
b. These packets are convolved with the corresponding channels represented by vectors
h1 and h2.
Assuming perfect channel estimation and fixed channel during one packet transmis-
sion, then the received signal y(k) at time k can be written as
y(k) =
L1−1∑
m=0
h1(m)a(k −m)
+
L2−1∑
m=0
h2(m)b(k −m) + wr(k), (5.13)
where wr is the uplink noise.
Here we are assuming that both end nodes only have access to their own channel
coefficients without the need for the opposite channel information.
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5.5.2 Downlink phase
In the AF scheme, the signal is multiplied by a gain gAF and forwarded back to the end
nodes.
Let r1 be the received signal at node 1. This signal can be written in compact matrix
form as described in chapter 3 to be
r1 = gAFH11a+ gAFH12b+ gAFH1wr +w1, (5.14)
where H1 is the convolutional matrix of channel 1 such that H1wr = wr ∗ h1 and H11 =
h1 ∗ h1 & H12 = h1 ∗ h2 are constructed similarly.
The same approach used in chapter 3 can be used and the bolck diagram of the pro-
posed system is shown in figure (5.2).
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Figure 5.2: Proposed amplify and forward scheme.
The design of both MLDF1 and MLDF2 is the same as the design described in Section
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(5.4) by replacing h with h1 ∗ h2.
5.6 MLDF for DNF PLNC Systems
In this section, the application of the MLDF in a DNF PLNC system is discussed. This
approach is an attempt to construct lower complexity systems especially at the end nodes
while achieving the best possible BER performance as DNF systems in general outper-
form their AF counterparts.
There are basically two ways to perform this, namely single antenna systems and
multi-antenna systems.
The single antenna system offers extra cost effectiveness in addition to the simplicity
of the relay node as no combining method is required. Moreover, the DFE system in the
previous chapter has only been applied with multi-antennas.
On the other hand, multiple antenna systems can achieve much better performance,
simple design and a relatively low complexity at the expense of adding an antenna array
with only 4 elements.
5.6.1 Single Antenna Systems
To take the idea of the single hop MLDF one step further, a single MLDF that is able to
estimate the PLNC symbols at the relay is proposed here. This is achieved with only one
antenna and therefore, the relay receives only one signal at the input.
The same notations used in this thesis will be used here. For example, h1 and h2 are
used for the channel vectors with lengths L1 and L2, w for the noise vector and M for
the QPSK mapping.
5.6.1.1 Uplink Phase
Consider a typical PLNC system in a frequency selective environment. As there will be
no pre-processing at the start of the transmission like pre-filtering for example, then the
uplink phase will be the same as discussed in previous chapters. In this phase, an overhead
is added from both end nodes to perform channel estimation at the relay.
The received signal at the relay will be the same as in equation (5.13).
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5.6.1.2 Relay Operation
As in the MLDF, the equalizer design is derived by looking at the received symbol values
at each time k as follows.
At time k = 0 the symbols a(0) and b(0) arrive from nodes 1 and 2 respectively. These
symbols are not preceded by ISI and the received signal at the relay according to equation
(5.13) will be
yr(0) = h1(0)a(0) + h2(0)b(0) + wr(0). (5.15)
At this stage, the problem can be solved by a simple maximum-likelihood joint detec-
tion (MLJD).
The ML estimates can be found as follows
(aˆ(0), bˆ(0)) = argmin
(s1,s2)∈Z4×Z4
∣∣∣yr(0)− (h1(0)M(s1) + h2(0)M(s2))∣∣∣2 , (5.16)
where the estimates aˆ(0) and bˆ(0) are jointly detected.
At time k = 1, the received signal becomes
yr(1) = h1(0)a(1) + h1(1)a(0) + h2(0)b(1) + h2(1)b(0) + wr(1). (5.17)
Following the same idea in this chapter, the previous values from end nodes namely, a(0)
and b(0) are replaced by the estimates from the previous step aˆ(0) and bˆ(0) respectively.
This leaves us with only two unknown values namely, a(1) and b(1). These two values
can be estimated using the MLJD as before which leads to
(aˆ(1), bˆ(1)) = argmin
(s1,s2)∈Z4×Z4
∣∣∣yr(0)− h1(1)aˆ(0)− h2(1)bˆ(0)
−
(
h1(0)M(s1) + h2(0)M(s2)
)∣∣∣2.
(5.18)
The same procedure can be used for the upcoming symbols.
For k = l, the received symbol yr(l) becomes
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yr(l) = h1(0)a(l) + h2(0)b(l)
+
L1−1∑
m=1
h1(m)a(l −m) +
L2−1∑
m=1
h2(m)b(l −m) + wr(l).
(5.19)
Using the MLJD to estimate aˆ(l) and bˆ(l) in the same way as before leads to
(aˆ(1), bˆ(1)) = argmin
(s1,s2)∈Z4×Z4
∣∣∣yr(0)− L1−1∑
m=1
h1(m)a(l −m)
−
L2−1∑
m=1
h2(m)b(l −m)−
(
h1(0)M(s1) + h2(0)M(s2)
)∣∣∣2.
(5.20)
In this equation, the unknown previous symbols have been replaced by the corresponding
estimated symbols. Also, at any point in time, the summations involve only a limited
number of terms corresponding to the channel lengths L1 and L2.
The two ISI terms can be removed in the same way as in the MLDF but this time with
two FIR filters with the inputs being the two estimated symbols.
DefineHML1 andHML2 as the FIR filters with coefficients { h1(1), h1(2), . . . , h1(L1−
1) } and { h2(1), h2(2), . . . , h2(L2 − 1) } respectively.
According to equation (5.20), the outputs of these filters are to be subtracted from the
received observations before the MLD stage. The block diagram of the resulting relay is
shown in figure (5.3).
After performing the filtering and MLJD the rest is straight forward. The two es-
timated symbols are added and broadcasted back to the end nodes. By decoding the
symbols with the MLJD, the relay is performing a DNF operation.
5.6.1.3 Downlink Phase
In this phase, the signals will once again suffer the effect of the channels after they are
broadcasted by the relay node.
At this point, the end nodes have a wide choice of equalizers to choose from and are
not restricted to the MLDF. This means that the core operation of the single antenna DNF
PLNC system is performed at the relay.
For better performance, the DFE offers a reasonable complexity but the linear and
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Figure 5.3: Block diagram of the relay for the single antenna MLJD-PLCN system.
MLDF equalizers are also possible.
After a simple one hop equalizer, the sent packet is subtracted to extract the desired
packet similar to the normal PLNC system.
5.6.2 Theoretical BER Performance of the Single Antenna System
In this section, the theoretical BER performance of the single antenna DNF MLDF system
is derived assuming correct feedback symbols.
With the existence of feedback error this formula serves as a lower bound for the BER
performance.
Let s1 and s2 be the two sent symbols from nodes 1 and 2 respectively. Then the BER
at the relay Prelay can be written as [98]
Prelay =
1
2
[P (sˆ = 1|s1 ⊕ s2 = 0)
+P (sˆ = 0|s1 ⊕ s2 = 1)].
(5.21)
When the symbols reach the relay, the effective channel coefficients will only be h1(0)
and h2(0) assuming correct feedback from the two filters in the relay.
For simplicity and without loss of generality, it is assumed that |h1(0)| > |h2(0)|.
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Then the BER at the relay can be formulated as
Prelay =
1
4
[P (yr ∈ D01 ∪D10|(s1, s2) = (0, 0))
+P (yr ∈ D00 ∪D11|(s1, s2) = (0, 1))
+P (yr ∈ D00 ∪D11|(s1, s2) = (1, 0))
+P (yr ∈ D01 ∪D10|(s1, s2) = (1, 1))].
(5.22)
where Di,j is the decision region for symbols (i, j) and i, j ∈ { 1, 2 }. Due to symmetry,
this can be written as
Prelay =
1
2
(PX + PY ), (5.23)
where
PX = P [yr ∈ D00 ∪D11|(s1, s2) = (0, 1)], (5.24)
and
PY = P [yr ∈ D01 ∪D10|(s1, s2) = (0, 0)]. (5.25)
When the phase shift between h1(0) and h2(0) is zero, then this leads to [98]
PX =
1
π
∫ pi
2
0
exp
[
−
h2(0)
2
2σ2w sin
2 ϕ
]
dϕ
+
1
π
∫ pi
2
0
exp
[
−
(2h1(0)− h2(0))
2
2σ2w sin
2 ϕ
]
dϕ,
(5.26)
and
PY =
1
π
∫ pi
2
0
exp
[
−
h2(0)
2
2σ2w sin
2 ϕ
]
dϕ
−
1
π
∫ pi
2
0
exp
[
−
(2h1(0)− h2(0))
2
2σ2w sin
2 ϕ
]
dϕ.
(5.27)
Substituting the last two equations in equation (5.23) leads to
Prelay =
1
π
∫ pi
2
0
exp
[
−
h2(0)
2
2σ2w sin
2 ϕ
]
dϕ. (5.28)
This last equation can be written in terms of the Q function as
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Prelay = Q(
h2(0)
σw
), (5.29)
where
Q(x) ,
1
π
∫ pi
2
0
exp
[
−
x2
2 sin2 ϕ
]
dϕ. (5.30)
The last two equations will be verified when compared with the simulated BER per-
formance in the results section.
5.6.3 Multi-Antenna Systems
In this section, the idea of using the MLDF is used with a multi-antenna array to increase
the performance. This is done in the same fashion as with the DFE yet it is not necessary
in the case of MLFD to achieve a functional system. This means that choosing a single
antenna or an antenna array is up to the designer to decide depending on the cost and
required BER performance.
As discussed in the previous chapter, the OC method is the method of choice with an
array of only 4 elements.
For the system model, a typical two way relay network is considered with single
antenna end nodes and a relay with an antenna array. The antenna array consists of Na
elements with a constant distance d between them. Therefore, the received signals at the
antenna array will arrive at different time instants. This is translated to a constant phase
shift between the elements and its value depends on the DOA.
The downlink phase will be the same as the DNF systems described before. Therefore
only the uplink and relay operation will be discussed in the next subsections.
5.6.3.1 Uplink Phase
Consider two end nodes sending signals a(k) and b(k) with propagation vectors U1 and
U2. At the relay, the received vector corresponding to the first and second signals will be
denoted as A(k) and B(k) respectively. These vectors can be written as
A(k) = U1a(k), (5.31)
and
B(k) = U2b(k). (5.32)
109
5.6 MLDF for DNF PLNC Systems
At the relay, each element in the vector A(k) suffers from the effect of the multi-tap
multipath channel h1 resulting in a convolution between the vectors a and h1 multiplied
by the corresponding element of U1. This changes the value of each element in A(k)
over time k and the resulting vector is denoted as A′(k). The same is true for the vector
B(k) regarding its corresponding channel h2 and the resulting vector is denoted asB′(k).
Then the received vector becomes
Y(k) = A′(k) +B′(k) +W(k), (5.33)
where W(k) is the independent AWGN vector.
5.6.3.2 Relay Operation
At the relay, the OC method explained in chapter 4 is used in combination with the MLDF.
The overall antenna array MLDF PLNC system is shown in figure (5.4)
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Figure 5.4: Block digram of the proposed muti-antenna MLDF PLNC system.
To find the first combining vector V1, the following equation derived in the previous
chapter is used
V1 = Rnn1
−1U1, (5.34)
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where
Rnn1 = E [(W +U2) (W +U2)
∗] . (5.35)
Similarly,V2 can be calculated using the following equation
V2 = Rnn2
−1U2, (5.36)
where
Rnn2 = E [(W +U1) (W +U1)
∗] . (5.37)
Because the antenna array has only 4 elements, the equations for finding V1 and V2
involve only a small matrix inversion of the same size.
At this point, the only thing left is to remove the ISI from each separate channel using
the MLDF described in Section (5.4).
The two estimates are then added and broadcasted to both end nodes as shown in
figure (5.4).
5.7 OFDM with ML in PLNC Systems
In this section, the OFDM applied to DNF PLNC systems is discussed for comparison.
The OFDM is used as a solution to the problem of frequency selective channels. This is
due to the fact that the each sub-band in the frequency domain becomes flat. The method
of equalization is called frequency domain equalization. This method is limited to linear
equalization and therefore, has limited BER performance compared to the more complex
time domain methods.
Figure (5.5) shows the block diagram of a basic point to point OFDM system.
This system requires the addition of a cyclic prefix overhead to the transmitted packet.
Also, other blocks that may be added for CFO correction or PAPR reduction are not shown
in the figure for simplicity.
For a PLNC system, the OFDM signals from both end nodes are physically added
at the relay node. Although these two signals pass through different channels, yet the
problem is transformed in the frequency domain into the problem of two single symbols
multiplied by two single taps or values for each frequency band. Therefore, the MLD can
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Figure 5.5: Block digram of the point to point OFDM system.
be directly applied at the relay to each frequency band. This can be done after performing
the FFT in the previous figure by replacing the FDE block with a MLD.
5.8 Simulation Results
In this section, the simulation results are illustrated for the various proposed systems,
comparisons are made and these results are discussed. ITU pedestrian channel A (Ch.102)
is used plus the extended pedestrian channel A proposed by leading communication in-
dustries [99].
Table 3.1 shows the channel profile for the extended pedestrian channel A.
Assuming the system frequency is 20 MHz, the arrival times are normalized and
rounded up to the closest integer with a sampling time of 44 ns.
The BER performance is chosen as the metric for comparison and the simulations are
performed for the different PLNC systems using the Monte Carlo method.
The section provides a verification of the performance of the proposed single hop
MLDF equalizer. The performance of the proposed AF MLDF system is also shown and
both of these cases are compared to the corresponding DFE system.
The theoretical performance of the joint single antenna DNF MLDF is drawn and
compared with the simulated BER performance when the correct symbols are fed back.
Moreover, the actual BER performance of this system is simulated and compared with the
DNF OFDM system.
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Table 5.2: Extended pedestrian channel A Profile.
Extended pedestrian channel A
Path l Power Pl (dB) Delay τl (µs)
1 0.0 0.0
2 -1 0.03
3 -2 0.07
4 -3 0.09
5 -8 0.11
6 -17.2 0.19
7 -20.8 0.41
Finally, the performance of the multi-antenna DNF MLDF for the PLNC scenario is
shown and compared to both the AF MLDF and the DNF DFE systems.
5.8.1 BER Performance of the MLDF vs DFE
The simulation results are started with the simple case of a single hop transmission. Figure
(5.6) shows the performances of the proposed MLDF equalizer compared to the efficient
DFE when channels A and EPA are used.
For these simulations, the following values were used. L1 = 10 and L2 = 10 for the
MLDF. For the DFE, the parameters were NFF = 64, NFB = 4 and ∆ = 40.
From this figure, it is clear that the DFE has better performance. The amount of
degradation in the BER depends on the selection of the channels and this is clear from
the figure as the difference between the two equalizers increased when the channel was
changed from ITU A to channel EPA.
The difference between the MLDF and the DFE can be thought of as the difference
between the zero forcing and the linear MMSE equalizers. This is in a sense that the
MMSE takes into account the noise level. While this is done to avoid the noise amplifi-
cation in the MMSE, both the DFE and the MLDF suffer from the error feedback. As the
DFE depends on the FF filter, its FB filter can be shorter and therefore is less sensitive to
this effect.
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Figure 5.6: BER Performances of the single hop MLDF and DFE equalizers.
5.8.2 BER Performance of the Proposed AF MLDF System
To simulate the performance of the AF MLDF system, the filter size at the end node is set
to 18 taps corresponding to the convolution of the two channels and excluding the first as
described earlier.
Figure (5.7) shows the simulated E2E BER of a PLNC system using the AF MLDF
method alongside the hop MLDF as a benchmark. The figure shows a degradation of
about 4 dB at BER = 10−3.
This result is sensitive to the choice of channels. The figure also indicates that the
system’s performance is greatly enhanced for higher SNR and is similar to a typical non-
linear DFE equalizer.
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Figure 5.7: Performances of the AF MLDF and one hop MLDF systems.
5.8.3 Comparison of E2E Performances of the AF MLDF and AF
DFE Systems
To perform the simulation for the AF DFE, the length of the forward filter is increase to
128 taps as opposed to 64 in the single hop for better results. Also, the feedback filter has
4 taps and ∆ = 80, while the end node MLDF has only 18 taps.
For both AF PLNC systems using the DFE and the MLDF, the ITU channel A is used
for the downlink phase and the resulting performances are shown in figure (5.8).
From the previous figure, it is clear that only a small degradation has occurred for
replacing the equalization scheme. In return, the new system uses a single and much
smaller filter at the end node. Moreover, the design of this filter is found directly from the
channel estimation of the channels and no complicated matrix inversion is required.
Also both these AF schemes do not perform any calculations at the relay node.
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Figure 5.8: E2E performances of the AF MLDF and AF DFE systems.
5.8.4 Performance of Single Antenna DNF MLDF with and without
Correct Feedback
Here, the simulated performance of the single antenna DNF MLDF is presented. Both
filters used in the relay are small in size and easy to design.
Figure (5.9) shows the performance of a PLNC system at the relay when this method
is applied first with the correct symbols being fed back and then with the actual decisions.
The figure shows how sensitive this method is to the feedback error as there is a big
difference between the two curves. This is because there are two feedback filters instead
of one. This also means that there is room for improving this technique. For example, if
coding is used to reduce this feedback error, then the overall effect of coding is expected
to be further enhanced.
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Figure 5.9: Performance of single antenna DNF MLDF with and without correct feed-
back.
5.8.5 Theoretical Performance of Single Antenna DNF MLDF
For a PLNC system using a single antenna at the relay and applying the DNF MLDF
method, the main problem is the feedback error. Without this error, the system theoreti-
cally matches that of the single tap flat fading channel system.
Figure (5.10) illustrates how this match is achieved by simulating the DNF MLDF
with correct symbol feedback and comparing the performance to the theoretical BER
derived in Section (5.6.2) at the relay using the values of the first tap of both channels
h1(0) = 0.9431 and h2(0) = 0.6348.
The figure shows that the simulated performance closely matches the theoretical BER.
5.8.6 Performance of the Single Antenna MLDF vs OFDM
In this section, the single antenna MLDF is compared with the OFDM PLNC system
through simulation. The same design is kept for the MLDF. For the OFDM system,
a packet size of 1024 is used with 25% cyclic prefix and the same frequency selective
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Figure 5.10: Theoretical performances of single antenna DNF MLDF and correct FB
MLDF at the relay.
channels used before are used here for both systems.
Figure (5.11) shows the E2E performances of both these systems. From this figure it
is clear that both systems have close performances with the MLDF doing better when the
SNR is higher than 15 dB.
The DNF MLDF is highly simple compared to other methods, uses only one antenna
and cost effective while maintaining better performance than other techniques that use
linear equalization especially for high SNR.
5.8.7 Performance of Multi-Antenna DNF MLDF Compared to the
DNF DFE System
The DNF MLDF is considered with an antenna array of 4 elements. Both the MLDF and
the DFE PLNC systems are simulated with DOAs of θ1 = 50 and θ2 = 160. As discussed
before, the OC method is used for the combining channel A is selected for the downlink
phase in both cases.
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Figure 5.11: Performances of the single antenna MLDF and the OFDM systems.
Figure (5.12) illustrates the performances of these systems.
From this figure it is clear that the two systems have tightly close performances and
therefore, the use of the proposed MLDF is highly justified because of its low computa-
tional complexity.
5.8.8 Performance of Multi-Antenna DNF MLDF Compared to the
AF MLDF System
For the sake of comparison, both the AF and DNF systems using MLDF are shown in
figure (5.13).
From this figure it is clear that the DNF outperforms the AF method and therefore,
using the multi-antenna DNF is highly recommended in this case.
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Figure 5.12: Performances of the multi-antenna DNF MLDF and the DNF DFE systems.
5.9 Chapter Summary
This chapter presented an overview of various PLNC systems using the ML technique in
frequency selective channels.
First a one hop equalizer with one feedback filter was proposed. This MLDF is then
used in both AF and multi-antenna DNF scenarios. Also a more simple single antenna
DNF system was proposed. These systems were compared to their DFE counterparts
except for the single antenna DNF system which was compared with the OFDM system.
In all of these cases except for the single antenna DNF system, the performance was
only slightly degraded. On the other hand these methods offer a fast implementation due
to the reduced complexity which in tern makes them cost effective. Moreover, all of the
proposed systems do not introduce a time delay which is inevitable in both linear and
DFE equalizers.
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Before the discovery of the PLNC system, it would take 3 time slots to transfer data
between two end nodes via a relay node. These systems did not have to worry about
co-channel interference as they were using time division multiplexing. To achieve better
spectral efficiency, the PLNC system was previously proposed, studied and implemented
in flat fading channels. With this type of channel, the signals are allowed to overlap
because the expression of the resulting signal is a simple linear combination of the two
signals.
Not all channels are flat fading and therefore, the implementation of the PLNC system
in a multi-tap multipath channels was previously studied.
There are two solutions proposed in the past for this problem. The first solution is
the use of pre-filtering. This approach can be a good solution if the channels are fixed
and do not change from packet to another in a simple TWRN. For more complex network
configurations, the number of time slots in which the channels have to stay constant is
increased. In this case, the system becomes more sensitive to channel variations even for
slowly changing channels. Moreover, these types of systems require a feedback channel
in order to pass the channel information from one end node to the other.
The second solution is the use of an MLD at the relay with OFDM transmission. This
system requires CFO correction and PAPR reduction in addition to cyclic prefix overhead.
Moreover, OFDM systems are restricted to FDE which are linear and therefore have lower
performance than systems that use TDE methods like the non-linear DFE.
For these reasons, the work is motivated by the lack of a functioning PLNC in a
frequency selective environment with less sensitivity to channel changes and better BER
performance.
A system with reduced complexity and cost is also one of the aims in this thesis while
maintaining as much performance as possible.
In all the proposed systems, great care was taken to keep these systems as simple as
possible. This not only helps to reduce the cost, but is also useful in some cases like the
importance of the simplicity of the relay node for wireless sensor networks where this
node has limited access to power and computational resources.
In this study, some practical aspects are discussed and properly dealt with. For exam-
ple, the compatibility of the system to different network configurations. Another issue of
that kind is that the solutions have to take into account the implementation with higher
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order modulation schemes rather than the simple QPSK modulation. The systems must
also allow for a simple insertion of coding if needed to increase the BER performance to
the desired level.
In chapter 3, the simple AF PLNC system is proposed. This system uses time domain
equalization and this enables the utilization of the non-linear DFE. Simple insertion of
a DFE into the system does not solve the problem and therefore a modified design was
proposed by redesigning the DFE and adding a special FIR filter at the end nodes. The
designs of the DFE and the added FIR are analytically derived.
This design has many advantages. For an existing PLNC system, only simple ad-
justments to the end nodes are required to upgrade the system and enable it to work in
frequency selective channels. This is not true for the previous solutions. The proposed
system also avoids the problems of FDE and has an enhanced performance through using
the optimal non-linear DFE over the linear equalizers used in OFDM systems. Simu-
lations show that the E2E performance of this system is about 2dB away from the per-
formance of a single hop DFE performance for the worst of the two channels, namely
channel B at SNR of 10−5. Also, the relay design has minimal complexity because only
amplification is required in this case which makes this design attractive for some appli-
cations. This work also shows that the proposed system will have better performance
compared to the pre-filtering method for an average percentage channel error r > 5%.
This is very important because in some network configurations with time delay, the value
of r can become high and therefore, pre-filtering will have inferior performance. The
system also does not require the feedback channel required in pre-filtering methods.
In chapter 4, a DNF PLNC system is proposed. The main purpose for this is to enhance
the BER performance. In DNF systems, the received signal is decoded and mapped to give
an estimate of the XOR of the transmitted bits from both end nodes. This acts as a de-
noising process and therefore, increases the performance of the system compared to AF
methods. To achieve this, a linear antenna array is added at the relay. The proposed system
uses the OC method for combining the signals and a pair of optimum DFE equalizers
at the relay node. In the downlink phase, only a single DFE is used for the one hop
equalization at each end node.
The proposed system has the following advantages in addition to the enhanced per-
formance. The proposed system is not sensitive to channel changes that happen after the
first packet transmission. Therefore, it is compatible to network configurations with time
delays. The method is not iterative and therefore, has a reduced computational complex-
124
6.1 Conclusion
ity and cost compared to trellis based methods for example. This is true not only due
to the iterative nature of the trellis based equalization, but also the complexity increases
when higher order modulation is used while this does not have an effect on the proposed
method.
Simulation results show that the proposed method outperforms both the pre-filtering
and the OFDM PLNC with or without channel changes. A comparative study was also
done to choose the best combining method and the required number of antenna elements.
Chapter 5 presents several new techniques that solve the problem of PLNC systems
in frequency selective channels with an emphasis on reducing the system complexity.
The proposed systems maintain most of the previous advantages like compatibility, non-
linearity and working with higher modulation schemes. This is done by introducing the
novel MLDF equalizer which is not only less complex but also does not impose a delay
like the DFE and linear equalizers. These properties facilitate a fast implementation of
the PLNC system.
The single hop MLDF equalizer is proposed for fast implementation and delay can-
cellation. The MLDF design is derived and the simulation results show that it is only a
fraction of a dB behind the powerful DFE when channel EPA is used.
The new MLDF is then used in an AF PLNC configuration similar to the previously
proposed AF DFE system. Simulation results show that the new system is also close to
the performance of the DFE system but with a big reduction in complexity and with no
delay. This method maintains the advantages of the AF DFE system like the simplicity of
the relay node, non-iterative scheme, TDE and it does not require a feedback channel.
The next step was proposing the single antenna DNF PLNC using the MLJD method.
This is the simplest and less complex of all the proposed systems yet there is still room
for improving its BER performance. The theoretical performance of the system is derived
for correct feedback signals and the simulation results verify the derived performance
equation.
Finally, a multi-antenna DNF PLNC system was proposed using the OC method for
combining and MLDF for equalization. This system is also provides a fast implementa-
tion and one without delay. The performance of this system almost matches that of the
DFE implementation.
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In this work, There were a number of suggestions to implement a PLNC system in a
frequency selective environment. Nevertheless, several aspects need more study and can
provide a good opportunity for further research.
All the proposed systems were inclined to non-iterative methods. If a higher BER per-
formance is required, then a reasonable complexity iterative procedure can be investigated
to achieve that goal.
The proposed MLDF method compared to the DFE can be viewed as the relationship
between the linear ZFE and the MMSE equalizer in a sense that it does not take into
account the effect of the noise. This means that a more advanced MLDF design can be
possible in which the noise level is considered while keeping the low complexity and zero
delay of the MLDF.
Another approach to potentially refine the MLDF design is to study the case of soft
feedback or other similar approaches that have been successfully applied to the DFE in
order to enhance the performance.
The studied scenarios only cover the AF and DNF schemes. A more recent compute
and forward scheme can be used to enable the implementation of a PLNC system in
frequency selective channels in a different and possibly a more efficient way.
Throughout this work, the performance was evaluated for the systems without coding.
Therefore, more research is required to evaluate the proposed systems with coding and to
determine the best suitable method to achieve this.
Regarding the single antenna with MLJD, the derived theoretical performance indi-
cates that if the feedback is correct, then the BER performance can match that of a flat
fading PLNC system. This limit represents the best case scenario for a system with multi-
tap channels. This observation can open a range of possibilities for future work. For
example, the feedback signals can be corrected with coding and therefore can double the
benefit of coding on the system.
Another approach would be to take the idea of the MLJD to the next level by making
use of the estimated symbol at the relay for one user and then use it to help the other user
in achieving a better estimate. This idea is not feasible with other equalization methods
because of the delay between the arrival of the received signal and the time it takes the
equalizer to generate an estimate.
In this work, the systems were assumed to have perfect synchronization. As future
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work, the study of the effect of imperfect synchronization on the proposed methods is
needed and the existing research of synchronization on the conventional PLNC serve as a
starting point.
Finally, a study is needed on the effect of using other channel models. For example,
in the MLDF case, the method is sensitive to the value of the first tap or the line of sight
compared to the rest of the channel taps. This means that the study of the system in Rician
fading channels is relevant.
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