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vRE´SUME´
Dans ce me´moire nous pre´sentons un nouveau module de navigation conc¸u pour un fau-
teuil roulant motorise´. Ce module a pour objectif de fournir des fonctionnalite´s essentielles a`
l’ensemble des personnes a` mobilite´ re´duite utilisant ces fauteuils.
Diffe´rents services ont e´te´ pre´vus lors de la conception de ce module, tels que l’assistance
a` l’e´vitement d’obstacle, l’exe´cution de manœuvres automatiques (mouvements rectilignes,
suivi de personnes, traverse´e de passages e´troits et stationnement) et la ge´ne´ration de carte
de l’environnement, le tout en respectant les modalite´s de se´curite´ et convivialite´. De plus, il
a e´te´ conc¸u et de´veloppe´ sous une plateforme collaborative de de´veloppement se distinguant
par sa facilite´ d’inte´gration et sa modularite´.
Meˆme si nous nous limitons sur un fauteuil roulant, ce travail contribue au domaine de la
robotique mobile avec l’architecture de controˆle propose´e, cette architecture englobant : un
superviseur, un mode manuel, un mode semi-manuel et un mode automne. Ainsi, il propose
des solutions au proble`me de navigation globale en fournissant une me´thode de construction
de carte base´e sur diffe´rents capteurs, et une me´thode de localisation globale permettant de
se retrouver sur une carte.
Le prototype de´veloppe´ se caracte´rise par la multitude de capteurs utilise´s : te´le´me`tre laser,
te´le´me`tre ultrason et came´ra Kinect. Nous allons pre´senter un travail de synthe`se permettant
d’identifier parmi ces capteurs, ceux ne´cessaires pour assurer les performances recherche´es
dans un tel module de navigation.
Enfin, l’ensemble des expe´rimentations que nous avons effectue´es, incluant des cartogra-
phies de grands espaces, de´montre les performances de notre module de navigation, ainsi que
ses limites.
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ABSTRACT
In this thesis we present a new navigation system designed for powered wheelchairs. This
system aims at providing essential functionalities to disabled people using wheelchairs.
Different services were planned during the design of the navigation module, such as colli-
sion avoidance, execution of automatic maneuvers (straight movements, following a person,
passing through narrow passage and parking) but also generating maps of the environment.
All these actions must comply with the terms of safety and security. In addition, it has
been designed and developed in a collaborative operating system characterized by its ease of
integration and modularity.
Even if we do limit our investigation to motorized wheelchairs, our new control architec-
ture is a contribution to the field of mobile robotics with the proposed control architecture.
This architecture includes: a supervisor, a manual mode, a semi-manual mode and an au-
tomatic mode. Thus, it offers solutions to the global navigation problem by providing a
mapping method based on various sensors, and a global localisation method to localise on a
map.
The prototype developed is characterized by a multitude of sensors: laser rangefinder,
ultrasound rangefinder and Kinect camera. We will perform a synthesis to identify among
these sensors, those necessary to ensure the desired performance in such a navigation module.
Finally, the set of experiments we carried out, including mapping of large interior spaces,
demonstrates the performance of our navigation module and its limits.
vii
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1CHAPITRE 1
INTRODUCTION
Par nature, les eˆtres humains sont imparfaits ; ils doivent dormir, manger, ils vieillissent et
ils tombent malades. Dans leur bataille pour combler leurs imperfections, ils ont duˆ inventer
et cre´er des me´thodes pour ne plus sentir ces faiblesses. Ainsi, depuis quelques de´cennies, la
socie´te´ commence a` eˆtre envahie par de petits syste`mes e´lectriques, doue´s d’une intelligence
unique, appele´s robots.
Dans notre cas particulier, nous nous concentrons sur l’ame´lioration de la vie des personnes
a` mobilite´ re´duite utilisant un fauteuil roulant, et ce en rajoutant un aspect autonome et
intelligent a` ces fauteuils. En effet, cette ancienne invention a connu de nombreuses e´volutions
depuis la fin de la Deuxie`me Guerre mondiale. En 1950 le premier fauteuil roulant motorise´
a vu le jour avec « Everest & Jennings ». Ensuite, dans les anne´es 1980, avec la maturite´ de
la the´orie de l’automatique, plusieurs recherches sur les strate´gies de controˆle et l’interaction
personne-machine commence`rent a` s’e´laborer. Actuellement, des e´tudes tre`s se´rieuses dans
des universite´s renomme´es sont mene´es pour assister ces personnes (Simpson, 2005).
1.1 De´finitions et concepts de base
Un Fauteuil Roulant Motorise´ Intelligent (FRMI) est en re´alite´ un fauteuil roulant e´lec-
trique, similaire a` ceux que l’on retrouve sur le marche´ actuel, sur lequel est ajoute´ un
module de navigation semi-automne, et un module d’interaction personne-machine. Le but
est d’apporter des fonctionnalite´s automatiques permettant d’effectuer un ensemble de taˆches
pre´de´finies, dont l’ultime objectif d’assister comple`tement l’usager dans sa vie quotidienne.
A` titre d’exemple, le FRMI devrait permettre a` l’utilisateur d’e´viter de frapper les obs-
tacles qui sont aux alentours ; ceci devrait se faire de fac¸on continue et assez lisse pour que
la personne concerne´e ne sente pas la manœuvre d’e´vitement. Aussi, l’usager devrait pouvoir
exe´cuter des manœuvres complexes de type passage de porte ou suivi d’une personne. Le
FRMI que nous de´veloppons se distingue par un module de navigation robuste qui permet
de cre´er et sauvegarder une carte de l’environnement et donc d’atteindre automatiquement
des destinations visite´es auparavant.
Pour atteindre ce genre de performance, une bonne connaissance de l’environnement et
une souplesse de navigation sont cruciales. Ceci est assure´ par l’ensemble des capteurs et
actionneurs associe´s au FRMI, mais aussi par les programmes qui s’exe´cutent en permanence
2dans l’ordinateur embarque´. Le prototype actuel dispose de trois te´le´me`tres laser, six capteurs
ultrasons, et une came´ra Kinect pour la perception de l’environnent, d’encodeurs optiques
pour le controˆle des roues motrices, d’un controˆleur pour la navigation manuelle assiste´e, et
d’un e´cran tactile pour l’interaction avec le FRMI. L’ordinateur embarque´ fonctionne sous
Linux et les programmes sont de´veloppe´s au sein du Robot Operating System (ROS), une
surcouche qui assure la communication entre les diverses composantes du syste`me et la gestion
du module de navigation.
1.2 E´le´ments de la proble´matique
Dans le domaine des robots mobiles, le proble`me de navigation englobe et couvre un large
spectre de syste`mes, pre´sente plusieurs contraintes et propose plusieurs solutions base´es sur
des me´thodes plus au moins re´centes. En fait, d’une fac¸on simpliste, ce proble`me se re´sume
aux trois questions suivantes :
– Ou` sommes-nous ?
– Ou` allons-nous ?
– Comment nous y rendre ?
Un syste`me permettant de re´pondre a` ces questions, a` chaque instant et dans diffe´rentes
situations, est un syste`me doue´ d’une intelligence suffisante pour assurer la navigation globale
et locale dans de nouveaux environnements. Nous allons donc pre´senter des e´le´ments de
re´ponses pour ces questions pour un robot mobile en ge´ne´ral et pour le FRMI en particulier.
Pour re´pondre a` la premie`re question, il suffit de connaˆıtre la position du FRMI dans
son milieu. Pour y arriver le FRMI doit eˆtre en mesure de percevoir son environnement
local, acque´rir et filtrer l’information utile, et enfin, estimer sa position en croisant cette
information avec une base de donne´es qu’il a en me´moire. En pratique, ceci peut se traduire
de deux fac¸ons :
– Le FRMI commence d’un point connu puis il garde en me´moire la trace de sa navigation
en se basant sur des informations qui lui sont propres.
– Le FRMI dispose d’une carte a priori ou` il peut chercher sa position en se basant sur
les informations qui l’entourent.
Ces deux approches sont connues sous le nom de localisation locale et globale. Un robot
mobile doit maˆıtriser et combiner ces deux approches. Par ailleurs, pour pouvoir assurer
une telle localisation le FRMI doit disposer de capteurs exte´roceptifs, par exemple, sonars,
infrarouges, te´le´me`tres laser ou came´ras, ainsi qu’un ensemble de capteurs proprioceptifs
comme des encodeurs optiques sur les roues motrices, ou des acce´le´rome`tres et gyrome`tres.
3Pour la deuxie`me question, c’est l’usager qui de´termine la re´ponse. Cependant, interpre´ter
un ordre de l’usager par une information utile pour le module de navigation, suppose la
pre´sence d’un moyen d’interaction avec le FRMI, soit en spe´cifiant la commande de vitesse
angulaire et line´aire directement a` l’aide d’un controˆleur 1, ou par des consignes de haut niveau
du genre : je veux aller a` un local. Ces consignes peuvent eˆtre assigne´es par reconnaissance
vocale, au travers de l’e´cran tactile ou toute autre interface approprie´e.
La troisie`me question soule`ve les proble`mes de la planification et la de´cision (Neumann et
Morgenstern, 1944), le FRMI doit avoir des niveaux d’autonomie lui permettant de prendre
des de´cisions lorsque c’est ne´cessaire, et laisser l’usager agir lorsqu’il en a besoin. Par contre,
si le robot mobile doit naviguer seul sans intervention humaine, il doit eˆtre en mesure d’in-
terpre´ter son environnement pour planifier son chemin.
Maintenant que nous avons un aperc¸u du proble`me de navigation, nous pouvons explorer
d’autres proble`mes lie´s a` notre FRMI. Nous rappelons que le FRMI doit pouvoir naviguer dans
des espaces inte´rieurs assez larges, caracte´rise´s par des obstacles fixes et mobiles, de diffe´rentes
structures et tailles. Dans ces circonstances assez complexes, quelle strate´gie devons-nous
adopter pour fournir un module de navigation au FRMI ? En fait, lorsque nous parlons de
strate´gie nous e´voquons essentiellement les deux questions suivantes :
– Quels sont les capteurs mate´riels ne´cessaires pour percevoir ce genre d’environnement ?
– Quels sont les algorithmes et les me´thodes que nous devons utiliser pour assurer une
telle navigation ?
1.3 Objectifs de recherche
L’objectif ultime de notre recherche serait de concevoir et de´velopper une architecture de
controˆle fiable et se´curitaire pour le nouveau module de navigation conc¸u pour FRMI. Ce
grand objectif renferme derrie`re lui une autre finalite´ de notre recherche, a` savoir, identifier
l’ensemble de capteurs minimaux permettant d’assurer cette navigation. Tout ceci nous ame`ne
a` des sous-objectifs adjacents nous guidant vers une re´ponse a` nos proble´matiques. Nous allons
donc :
– mettre en place une base de de´veloppement solide, une base caracte´rise´e par son envi-
ronnement modulaire et compre´hensible par la majorite´ des de´veloppeurs ;
– de´velopper un module de navigation manuel, permettant a` un usager de controˆler d’une
manie`re lisse et se´curitaire le FRMI directement avec une manette de controˆle ;
– fournir des modules comple´mentaires pour le traitement de donne´es de base : acquisition
de donne´es de capteurs, calibration et fusion de donne´es ;
1. Pour le FRMI, il s’agit d’un « joystick ».
4– mettre en place un module de navigation local, se basant sur un algorithme d’e´vitement
d’obstacle et une planification de chemin ;
– mettre en place un module de cartographie, permettant la construction de carte a` partir
des donne´es de capteurs ;
– effectuer une confirmation et une validation du syste`me de navigation ;
– faire une synthe`se sur les capteurs utilise´s visant a` faire un compromis entre le prix et
le rendu ne´cessaire pour cette e´tude.
1.4 Plan du me´moire
Dans le pre´sent document, nous allons essayer de re´pondre a` ces objectifs. Pour ce faire
nous suivons le plan suivant : dans un premier lieu, citer et rappeler dans une revue de
litte´rature l’ensemble de la the´orie de la navigation, d’abord comme notion ge´ne´rale pour
robot mobile puis comme application au FRMI. Ceci nous permettra d’encadrer les limites et
les difficulte´s de notre sujet ainsi que de faire apparaˆıtre des e´le´ments de solutions au regard
de notre proble´matique.
Dans un second lieu, une description ge´ne´rale du FRMI traitant les deux aspects me´ca-
niques industrielle et e´lectrique, ceci en se concentrant sur les capteurs utilise´s, et comment
nous avons pre´vu de les inte´grer dans le module de navigation.
Dans un troisie`me lieu, une pre´sentation du module de navigation conc¸u pour le FRMI,
inte´grant les modules de supervision, navigation manuelle, semi-manuelle et automatique,
e´vitement d’obstacle et cartographie.
Dans un quatrie`me lieu, un chapitre pre´sentant une se´rie d’expe´riences visant a` confirmer
et valider l’architecture de controˆle pre´sente´e.
Enfin, nous allons finir par une conclusion sommaire de nos travaux de recherche faisant
apparaˆıtre les limites des solutions propose´es et les e´bauches d’ame´liorations possibles pour
les travaux futurs.
5CHAPITRE 2
REVUE DE LITTE´RATURE
2.1 Introduction
Depuis les anne´es 1980, plusieurs mode`les de prototype de fauteuil roulant motorise´ au-
tonome ont vu le jour (Simpson, 2005), chacun avec des caracte´ristiques diffe´rentes, plus
ou moins inte´ressantes ayant pour but de satisfaire un ensemble de fonctionnalite´s de´sire´es
(Simpson et al., 2005; Ro¨fer et Lankenau, 1998) 1. Ces fonctionnalite´s sont l’essence des be-
soins et attentes des personnes en be´ne´ficiant. Un FRMI parfait est celui qui re´pondra a` tous
ces besoins d’une manie`re conviviale et efficace. Qui sont alors ces personnes inte´resse´es et
quels sont leurs besoins ?
Selon une enqueˆte de Fehr et al. (2000) 10 % des patients qui rec¸oivent une formation
sur un FRM trouvent qu’il est extreˆmement difficile de l’utiliser pour les activite´s de la vie
quotidienne. De plus, presque la moitie´ de ces usagers trouvent fatigant de piloter et manœu-
vrer un FRM a` longueur de la journe´e (ceci est duˆ au besoin particulier de certains usagers
pre´sentant d’autres troubles cognitifs ou visuels). Une autre e´tude connue de Simpson (2008)
confirme que les usagers potentiels du FRMI sont estime´s a` entre 61% et 91% des usagers
du FRM actuel sur le marche´. Ce fort taux est justifie´ par la ressemblance de l’interface
d’interaction avec l’usager. Nous soulignons que ces pourcentages sont en croissance continue
puisque la population mondiale vieillit (Siegel et , U.S.).
Concernant les besoins a` satisfaire, ceci pre´sente le cœur de la proble´matique de cette re-
cherche. Nous devons concevoir un FRMI assurant une navigation se´curitaire et aise´e dans les
environnements habituels. Ceci suppose que le FRMI fournit un moyen adapte´ a` ces usagers
pour se de´placer naturellement dans ces espaces. En ge´ne´ral, un usager cherche a` produire le
minimum d’effort pour avoir le comportement de´sire´. Nous devons, alors, assurer une inter-
action fluide humain-machine fournissant un sentiment de satisfaction et d’appropriation de
la machine (Crandall et Goodrich, 2001). Il se trouve que l’utilisation des cartes pour se loca-
liser et naviguer est une action naturelle et conviviale pour les humains (Eden, 1992). Cette
solution intuitive pour l’usager est celle que nous allons adopter. Ceci dit, l’interpre´tation et
la cre´ation de cette carte demandent un processus cognitif ambigue¨ dont les FRM actuels ne
disposent pas.
1. Un tableau comparant les diffe´rentes caracte´ristique de ces fauteuils, fournie par Simpson (2005), est
disponible sur l’adresse http://www.rehab.research.va.gov/jour/05/42/4/pdf/simpson-appen-table.
pdf
6Pour re´aliser une navigation base´e sur une carte, nous devons disposer et utiliser les trois
processus suivants :
Construction de la carte : assimilation et apprentissage de l’environnement en me´mori-
sant les donne´es acquises durant une exploration.
Localisation globale : estimation de la position du robot dans la carte.
Planification de chemin : se´lection d’un ensemble d’actions a` suivre pour atteindre un
objectif, connaissant la position du robot.
Dans la suite de ce chapitre, nous allons passer en revue les me´thodes et algorithmes
de´veloppe´s pour la navigation locale, globale, ainsi que le proble`me de cartographie.
2.2 Navigation locale
Lorsque nous parlons de navigation locale, nous e´voquons imme´diatement le proble`me
d’e´vitement de collision avec les obstacles aux voisinages du FRMI, tout en assurant un mou-
vement fluide et re´actif. En effet, un FRMI doit ne´cessairement eˆtre tre`s re´actif aux change-
ments furtifs qui peuvent se produire dans l’environnement, par exemple, une personne qui
traverse devant le fauteuil. Ainsi, plusieurs me´thodes robustes tendent vers des algorithmes
dynamiques qui planifient en continu le comportement du robot (Kitagawa et al., 2001; Fox
et al., 1997). Cette dynamique ne peut eˆtre assure´e qu’a` l’aide des capteurs exte´roceptifs du
FRMI, fournissant avec une fre´quence de´termine´e des informations sur les obstacles a` proxi-
mite´ du robot. Ces informations sont souvent repre´sente´es par une distance a` l’obstacle et une
direction par rapport au robot. A` partir de cette information, plusieurs me´thodes existent
pour de´gager les mouvements se´curitaires que le robot peut effectuer.
Il est a` noter qu’en ge´ne´ral, les me´thodes d’e´vitement d’obstacles pour la navigation locale
ne se basent pas sur une carte d’environnement a priori, pour la simple raison que, d’une part
ces cartes ne sont pas exactes (des obstacles peuvent resurgir dans l’environnement), d’autre
part, vu la taille des cartes, ces me´thodes couˆtent en termes de rapidite´ de calcul pour planifier
les trajectoires admissibles (Latombe, 1990). Par contre, ceci vient avec l’inconve´nient que
ces me´thodes ne sont jamais optimales e´tant donne´ qu’elles se limitent a` l’environnement
imme´diat. Elles peuvent donc eˆtre facilement coince´es dans des minima locaux, comme les
culs-de-sac (obstacle en forme de U). Dans les prochaines pages, nous allons de´tailler les trois
algorithmes les plus connus pour la navigation locale.
2.2.1 Me´thode base´e sur les champs potentiels
Ces me´thodes, comme celle introduite par (Khatib, 1986), calcule la direction et la norme
de la vitesse, en supposant que les obstacles exercent une force re´pulsive sur le robot Frep
7tandis que le point objectif exerce une force attractive Fatt. Ces forces de´rivent d’un champ
potentiel U qui a la forme suivante :
Urep(q) =
 12η
(
1
‖o(q)−o(p)‖ − 1ρ0
)2
si ‖o(q)− o(p)‖ ≤ ρ0
0 sinon
(2.1)
Uatt(q) =
{
1
2
ξ ‖o(q)− o(p)‖2 si ‖o(q)− o(p)‖ ≤ d
dξ ‖o(q)− o(p)‖ sinon (2.2)
Avec o une mesure de distance, ρ0 le rayon d’influence de l’obstacle de´tecte´ au point p sur le
robot au point q, d une distance caracte´risant l’attractivite´ de l’objet. Si d est grand, le robot
va se rapprocher plus rapidement de l’objet et vice-versa. Sur la figure 2.1 nous pre´sentons
une simulation sur MATLAB de la me´thode des champs potentiels. Nous pouvons distinguer :
en vert, la position de de´part du robot, en rouge les obstacles dans l’environnement et en
jaune la position finale. Le robot commence a` se diriger vers le puits de potentiel cre´e´ par la
position finale, puis en se rapprochant des obstacles, il se voit contraint de les contourner vu
leur grand potentiel.
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Figure 2.1 Simulation de la me´thode des champs potentiels : a` gauche la somme des potentiels
attractif et re´pulsif, a` droite le chemin planifie´.
Bien que ces me´thodes soient tre`s rapides et ne conside`rent que l’environnement imme´diat
8du robot, elles e´chouent facilement a` trouver un chemin entre les obstacles tre`s rapproche´s
(minimum local). Elles produisent aussi des trajectoires oscillatoires dans les corridors (deux
forces re´pulsives paralle`les) (Koren et Borenstein, 1991). Depuis, d’autres versions ame´liore´es
de cet algorithme ont vu le jour (Yin et Yin, 2008), ceci en modifiant la forme du champ
potentiel ou en rajoutant d’autres champs potentiels particuliers, comme, un champ caracte´-
risant la rotation du robot.
2.2.2 Me´thode base´e sur les histogrammes de champ de vecteur
Borenstein et Koren proposent une me´thode base´e sur un histogramme de champ de
vecteurs ; cette approche utilise une grille d’occupation locale mise a` jour a` chaque instant.
Chaque case contient un couˆt proportionnel au nombre de fois qu’un obstacle est de´tecte´.
Cette carte est ensuite transforme´e en histogramme qui de´crit les espaces libres autour du
robot, pour enfin calculer la direction et la norme optimale de la vitesse permettant de
traverser l’espace moins encombre´ (Borenstein et Koren, 1991).
Cet algorithme se caracte´rise par sa simplicite´ d’imple´mentation et rapidite´ d’exe´cution ;
par contre, la discre´tisation de l’espace et la de´pendance sur un espace limite´ peuvent ge´ne´rer
des vitesses de rotation brusques pour e´viter les nouveaux obstacles apparaissant.
2.2.3 Me´thode des feneˆtres dynamiques
La me´thode des feneˆtres dynamiques a e´te´ introduite la premie`re fois par Fox et al. (1997).
Elle vient pour pallier aux lacunes des algorithmes pre´ce´dents. Elle a e´te´ spe´cialement conc¸ue
pour ge´rer les contraintes impose´es sur la vitesse et l’acce´le´ration, ainsi qu’e´viter les situations
lie´es aux minima locaux.
En bref, la me´thode consiste a` examiner pe´riodiquement, sur des petits intervalles de
temps, les trajectoires circulaires ou courbe´es envisageables par le robot, ceci, pour choisir la
meilleure trajectoire possible. Cette approximation de trajectoire est possible en discre´tisant
l’espace des vitesses line´aires et angulaires. Enfin de compte, la recherche de la trajectoire
optimale devient une recherche dans l’espace des vitesses admissibles satisfaisant un crite`re
du couˆt fixe´ a priori. En ge´ne´ral, la fonction du couˆt fait intervenir une mesure de la distance
et de l’orientation par rapport au point objectif, et une mesure de distance du plus proche
obstacle.
La figure 2.2 pre´sente le re´sultat d’une simulation sur MATLAB de l’algorithme des feneˆtres
dynamiques. Elle de´montre a` gauche un ensemble de positions finales admissibles, puis a`
droite le chemin optimal retenu, nous avons choisi une fonction couˆt de la forme suivante :
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Figure 2.2 Simulation de la me´thode des feneˆtres dynamiques : a` gauche l’ensemble des
trajectoires admissibles pour atteindre l’objectif, a` droite le chemin optimale choisi selon la
fonction couˆt.
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Figure 2.3 Fonction du couˆt ge´ne´re´ par la me´thode des feneˆtres dynamiques a` l’instant initial
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Figure 2.4 Simulation de la planification de trajectoire avec la me´thode des feneˆtres dyna-
mique
G(v, w) = σ (α avancement(v, w) + β encombrement(v, w) + γ vitesse(v, w)) (2.3)
L’avancement est une mesure quantifiant la progression vers le but ; elle est e´gale a` une
combinaison entre la distance au but et l’orientation du robot par rapport au but. L’en-
combrement est e´gal a` la distance au plus proche obstacle rencontre´ pendant la trajectoire
simule´e. La vitesse est e´gale a` la valeur absolue de la vitesse du robot durant l’exe´cution de
la trajectoire et la fonction σ est une fonction de lissage pour re´gulariser la valeur du gain. La
figure 2.3 montre la valeur de la fonction du couˆt sur l’espace de vitesse line´aire et angulaire.
Enfin la figure 2.4 montre une simulation de la planification en temps re´el avec cette
me´thode. Nous pouvons constater que le chemin optimal planifie´ passe exactement au milieu
des obstacles tout en se dirigeant vers le point objectif, ceci confirme la fluidite´ et la se´curite´
de cette me´thode en simulation.
2.3 Navigation globale
Le proble`me de navigation globale est un proble`me de planification globale de chemin pour
aller a` un point particulier. Pour arriver a` ce genre de planification, le robot doit disposer
d’une source d’information globale : une carte d’environnement. La carte d’environnement
peut eˆtre exprime´e de diffe´rentes fac¸ons :
11
Arbre de point d’inte´reˆt : le principe est de sauvegarder un ensemble de points d’inte´reˆt
dans un arbre ; en ge´ne´ral ce sont des images des points particuliers dans l’environ-
nement. La localisation devient alors un proble`me de recherche dans un arbre (Frese,
2006).
Carte du champ magne´tique : en exploitant les anomalies du champ magne´tique dues
aux caˆbles e´lectriques, l’acier dans les baˆtiments, etc., il est possible de construire une
carte caracte´risant le champ magne´tique de l’environnement ; ensuite, a` l’aide d’un ma-
gne´tome`tre, et d’algorithmes probabilistes, comme un filtre a` particules, nous arrivons
a` estimer la position globale dans la carte (Haverinen et Kemppainen, 2009).
Carte de grille 2D : a` l’aide d’un capteur de proximite´ et de l’odome´trie du robot, nous
pouvons identifier les obstacles statiques a` chaque instant. Ainsi, nous pouvons as-
sembler tous ces obstacles pour construire une carte caracte´risant les obstacles dans
l’environnement, surtout les murs. Une fois dans cette carte nous pouvons estimer la
position globale du robot (Moravec, 1988).
Dans tous les cas, ces cartes ne repre´sentent qu’une vision globale de l’environnement avec
souvent un manque critique de de´tails. Ainsi, ces cartes globales sont utilise´es typiquement
pour la planification de route a` suivre. Une fois la route e´tablie, le module de navigation
locale a pour mission de suivre ce chemin en e´vitant les obstacles. En ge´ne´ral, la navigation
globale est soutenue par des modules comple´mentaires de suivi de mur dans un couloir, de
passage d’une porte, ou autres.
2.4 Localisation globale dans une carte
Durant la dernie`re de´cennie, le proble`me de localisation dans une carte en se basant
sur des donne´es de te´le´me´trie a occupe´ largement les travaux concernant les robots mobiles
(Burgard et al., 1998; Endres et al., 1998; Thrun et al., 1997). Re´soudre ce proble`me consiste
a` :
– dans un premier temps, chercher la position du robot dans une carte de l’environnement ;
ceci inclut le cas pour lequel nous n’avons aucune information sur la position initiale
du robot (Engelson, 1994) ;
– dans un deuxie`me temps, tracer et estimer sa position au fil du temps. Les re´centes
approches traitant ce proble`me de´montrent de tre`s bons re´sultats ; ceci a e´te´ obtenu en
se basant sur les chaˆınes de Markov (Nourbakhsh, 1998).
L’ide´e ge´ne´rale de la localisation de Markov est de repre´senter la pose du robot par
une distribution de probabilite´ sur les positions possibles, et utiliser la re`gle de Bayes et la
convolution pour mettre a` jour cette estimation de la pose a` chaque instant. Cette ide´e n’est
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pas ne´cessairement nouvelle puisque Gelb (1974) l’a de´ja` exploite´e avec un filtre de Kalman ;
par contre, nous notons que ce dernier reste limite´ dans ce genre de proble`me multimodal et
fortement non line´aire.
Les filtres particulaires, aussi connus sous le nom de me´thodes de Monte-Carlo se´quen-
tielles (MCL), pre´sentent un moyen efficace et rapide pour estimer la probabilite´ d’une dis-
tribution de chaˆınes de Markov (Fox et al., 1999). L’ide´e consiste a` ge´ne´rer ale´atoirement un
ensemble de particules p ; chaque particule, e´tant une position hypothe´tique du robot, sera
associe´e a` un poids. Le poids de´pend essentiellement du rapport entre la mesure du robot sur
son environnement et ce que la particule aura mesure´ connaissant sa position sur la carte. La
puissance du MCL est qu’il conside`re un ensemble limite´ de particules ; par contre, il gagne
en robustesse en associant a` chaque particule un bruit de mouvement mode´lisant l’erreur de
l’odome´trie, et en e´chantillonnant la distribution des particules au besoin.
Les figures 2.5 montrent le re´sultat d’une simulation sur MATLAB de l’algorithme MCL.
Le robot est pre´sente´ en vert et les particules en jaune. Nous pouvons constater qu’au de´but,
l’algorithme initialise la distribution des particules ale´atoirement dans l’environnement, puis
a` chaque instant, les particules les plus probables (de taille plus grande) survivent au fur et a`
mesure que le robot de´couvre son environnement. En fait, nous avons simule´ a` chaque instant
des mesures de balayage laser comme s’ils e´taient perc¸us par le robot dans sa position re´elle.
Cette mesure est compare´e par la suite avec la carte de l’environnement pour fournir une
mesure d’incertitude aux particules. La figure 2.6 pre´sente l’erreur entre les positions re´elle
et estime´e par ite´ration.
2.5 Cartographie
Malgre´ l’abondance des plans des baˆtiments qui peuvent eˆtre utilise´s comme carte de
navigation, il est fort probable de tomber sur de nouveaux environnements pour lesquels
nous ne disposons pas de carte ou tout simplement que ces cartes soient de´passe´es, anciennes
ou tre`s difficiles a` interpre´ter par un robot. Nous devons, alors, nous procurer un moyen de
cre´ation ou de correction de ces cartes.
Le proble`me de cartographie, aussi appele´ « SLAM : simultaneous localization and map-
ping », est l’un des proble`mes les plus complexes et fondamentaux dans la robotique mobile.
Sa complexite´ vient du fait que pour construire une bonne carte le robot doit connaˆıtre pre´-
cise´ment sa position, mais pour connaˆıtre sa position il a besoin d’une carte pre´cise (Grisetti
et al., 2007). C’est cette corre´lation entre la position globale et la carte qui rend le proble`me
difficile et qui exige de chercher une solution dans une dimension encore plus grande.
La seule fac¸on de re´soudre ce proble`me est d’estimer continuellement la position du robot
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Figure 2.5 Simulation de l’algorithme MCL
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Figure 2.6 Trace´ de la position re´elle et la position estime´e par ite´ration
et la carte simultane´ment p(xt,mt). Mais avant de faire cette estimation, revoyons nos sources
d’information. Essentiellement nous disposons de deux types d’information :
Une source idiothe´tique 2 (Mittelstaedt et Mittelstaedt, 1980) Cette source concerne les
informations internes du robot lui-meˆme, comme sa vitesse, son acce´le´ration, la rotation
de chaque roue. L’inte´gration continue de ce genre d’information permet de connaˆıtre
la position relative du robot, par rapport a` un point de de´part. Bref, c’est ce que nous
appelons odome´trie.
Une source allothe´tique 3 (Mittelstaedt et Mittelstaedt, 1980) Cette source repre´sente
toutes les informations exte´rieures au corps du robot, c’est-a`-dire, des indices sur son
environnement (ge´ne´ralement, ils prennent la forme de donne´es laser, sonar, ou de
vision).
Bien que ces sources de´montrent individuellement des de´savantages critiques, lorsqu’elles
sont combine´es ensemble, elles s’ave`rent tre`s comple´mentaires (Cox, 1991). En effet, d’une
part, l’estimation de la position base´e sur les donne´es d’odome´trie a recours a` des inte´grations
2. Terme utilise´ pour la navigation chez les animaux : l’orientation d’un animal dans son environnement
est dite idiothe´tique si les indices spatiaux sont tire´s de signaux produits par l’organisme lui-meˆme, par
exemple, les signaux proprioceptifs dus a` l’activite´ locomotrice, ou les commandes motrices elles-meˆmes.
3. Terme utilise´ pour la navigation chez les animaux : l’orientation d’un animal dans son environnement est
dite allothe´tique quand les indices spatiaux trouvent leur origine dans la position de l’animal relativement a` des
facteurs physiques ordonne´s spatialement et qui sont inde´pendants de l’e´tat physiologique et du comportement
de l’animal.
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continues des valeurs brutes acquises par les capteurs de vitesse : ceci implique que chaque
erreur dans ces valeurs sera cumule´e, et donc, au long terme l’estimation de la position
n’est plus correcte. D’autre part, les sources allothe´tiques sont statiques dans le temps et ne
contiennent pas d’information sur le robot, ce qui rend difficile, voire impossible, de distinguer
deux situations qui se ressemblent dans l’environnement (par exemple, un couloir syme´trique,
des pie`ces carre´es, . . . ).
La combinaison de ces deux sources pour construire une carte signifie que les sources
allothe´tiques vont permettre de corriger les erreurs accumule´es par l’odome´trie, tandis que
les sources idiothe´tiques rajouteront une information spatiale, pour donner sens aux mesures
externes de l’environnement, qui vont permettre de construire la carte.
L’un des premiers a` exploiter cette particularite´ fut Elfes (1989) en travaillant sur des
cartes de grille d’occupations. Avec ces grilles, le proble`me est d’estimer une valeur associe´e
a` chaque case, donnant une estimation sur l’existence d’un objet.
D’un point de vue purement probabiliste (Thrun et al., 2005), le proble`me est celui d’es-
timer la carte mt et la position xt connaissant les dernie`res mesures d’odome´trie ut−1 et de
capteurs exte´roceptifs zt, c’est-a`-dire : p(xt,mt|zt, ut−1). Pour ce faire, nous allons faire une
premie`re estimation base´e sur le mode`le du robot et les informations ante´rieures dont nous
disposons (avec la formule des probabilite´s totales), puis corriger et ame´liorer cette estima-
tion avec les mesures actuelles, qui nous donnent une information sur l’e´tat actuel (avec le
the´ore`me de Bayes). Ceci s’exprime simplement avec les deux e´quations :
p(xt,mt|ut−1) =
∑
y∈x1:t−1,m1:t−1
p(xt,mt|ut−1, y)p(y) (2.4)
p(xt,mt|zt, ut−1) = p(zt,mt|xt, ut−1)p(xt,mt|ut−1)
p(zt,mt|ut−1) (2.5)
Cependant, la re´solution exacte de ces deux e´quations a` chaque instant avec la meˆme
fre´quence du mouvement du robot est non envisageable, chose qui nous pousse a` utiliser des
filtres pour l’estimation de ces probabilite´s.
L’utilisation des filtres de Kalman e´tendue est la me´thode la plus commune (Wolf et
Sukhatme, 2005). Cette approche a e´te´ explique´e en de´tail par Smith et al. (1990). Dans
ce cas, le filtre de Kalman est utilise´ pour estimer la position d’un ensemble de points de
repe`re « landmark » retrouve´ sur les mesures z(t) au meˆme temps que la position du robot
x(t). Par contre, dans les grands environnements le nombre de ces points de repe`re explose
facilement. De nombreuses recherches ont conduit Stentz et al. (2003) a` proposer une me´thode
pour re´duire la complexite´ du proble`me. Cette me´thode est base´e sur les filtres a` particules
Rao-Blackwellized (Doucet et al., 2000).
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Les filtres de Rao-Blackwellized permettent de justifier l’hypothe`se de factoriser l’estima-
tion de la carte et de la position p(xt,mt|zt, ut−1) en :
p(xt,mt|zt, ut−1) = p(m|x1:t, z1:t)p(x1:t|z1:t, u1:t−1) (2.6)
Ceci signifie que nous pouvons estimer uniquement la trajectoire du robot et puis calculer la
carte en se basant sur cette trajectoire, puisque la carte de´pend fortement de l’estimation de
la pose du robot.
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CHAPITRE 3
DESCRIPTION ET PRE´SENTATION DU FRMI
Avant de s’attaquer aux proble`mes de plus haut niveau comme le controˆle, la navigation
ou la cartographie, il est ne´cessaire de bien connaˆıtre la structure du robot mobile sur lequel
nous travaillons, c’est-a`-dire, le fauteuil roulant motorise´ intelligent. Dans ce chapitre, nous
pre´sentons en de´tail les composantes du FRMI :
la partie logicielle qui se manifeste sous ROS : un syste`me d’exploitation conc¸u pour les ro-
bots. Nous commenc¸ons par une description ge´ne´rale de cet outil permettant de justifier
pourquoi nous l’avons adopte´, puis une description de´taille´e de l’esprit de de´veloppe-
ment sous ROS, montrant comment nous l’avons adapte´ aux spe´cifications de notre
FRMI.
la partie mate´rielle qui contient l’ensemble des actionneurs et capteurs du FRMI. Ceci,
dans le but de faire l’inventaire de notre mate´rielle disponible, connaˆıtre ces atouts,
mais aussi ses limites, et pouvoir conclure sur une me´thode efficace de traitement ce
flux des donne´es de capteurs.
3.1 ROS : Robot Operating System
ROS est un me´ta syste`me d’exploitation conc¸u pour les robots, installe´ sur un syste`me
d’exploitation classique, de pre´fe´rence Ubuntu Linux. Il est conc¸u par des de´veloppeurs ex-
pe´rimente´s dans le domaine robotique 1, avec comme objectif de fournir un environnement
simple et pratique pour imple´menter des applications robotiques :
– il offre des fonctionnalite´s de syste`me d’exploitation, comme des outils de navigation
entre applications, cre´ation et compilation d’application, ou d’e´dition d’un fichier source
d’application ;
– il supporte plusieurs langages de programmation : C++, Python ou JAVA ;
– il inclut une bibliothe`que comple`te de pilotes (drivers) pour diffe´rents types de capteurs ;
– il ge`re la communication interne entre les nœuds 2, mais aussi la communication ex-
terne entre machines par re´seau, permettant ainsi de distribuer les nœuds sur plusieurs
1. ROS a vu le jour au laboratoire d’intelligence artificielle de l’universite´ de Sandford, puis, a e´te´ entre-
tenue par willow garage un laboratoire de recherche robotique connu pour son robot personnel PR2.
2. Une nœud sous ROS est une application/processus conc¸ue pour effectuer une taˆche particulie`re (ac-
quisition d’un capteur, application d’un filtre, imple´mentation d’un algorithme, . . . ), un nœud peut s’inscrire
ou publier des messages a` d’autres nœuds.
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ressources de calcul ;
– chaque application de´veloppe´e peut eˆtre mise en ligne pour qu’elle soit re´vise´e et corrige´e
par la communaute´ de de´veloppeurs de ROS.
Toutes ces caracte´ristiques inte´ressantes nous ont pousse´s a` migrer de l’ancienne plate-
forme robotique Acropolis 3 (Zalzal, 2009) a` ROS, meˆme si ceci n’a pas e´te´ direct a` cause
de quelques incompatibilite´s mate´rielles. Cependant, la similitude de l’architecture entre ces
deux syste`mes (un arbre de nœud/plugin qui communiquent entre eux) nous a permis de re´-
e´crire les applications fonctionnelles qui existaient sous Acropolis sous une forme compatible
avec ROS.
Pour clarifier le fonctionnement de ROS, la figure 3.1 pre´sente un exemple de ce qui
se passe derrie`re l’e´cran dans le simple cas d’une navigation manuelle avec acquisition de
donne´es laser. Les formes circulaires repre´sentent des processus qui s’exe´cutent en continu
avec une fre´quence de´termine´e (des nœuds), les formes carre´es repre´sentent les messages
communique´s entre ces nœuds (des dossiers 4), et les fle`ches de´montrent le flux d’information.
Avec ces notations nous pouvons lire : la manette de controˆle (/joy) et les te´le´me`tres lasers
(/right hokuyo node, /rear hokuyo node et /left hokuyo node) lisent en continu les donne´es
d’entre´es. Le superviseur interpre`te le message de la manette et supervise la navigation (voir
chapitre 4), le message de commande est acquis par le robot virtuel (/virtualFRMI ) qui
s’occupe de la communication mate´rielle, de mettre a` jour l’e´tat du FRMI, ainsi que publier
d’autres messages pour la visualisation. Les nœuds /merge scan et /merge cloud permettent
de synchroniser et combiner les messages lasers pour afficher une donne´e laser exploitable
(voir section 3.6).
3.2 Composantes du FRMI, pre´sentation sous ROS
3.2.1 La forme brute du FRMI
Il est crucial de connaˆıtre pre´cise´ment la structure d’un robot avant de commencer a`
traiter les proble`mes de controˆle ou de navigation. Dans notre cas, nous travaillons sur un
FRM, en ge´ne´ral nous pouvons distinguer les parties suivantes (voir figure 3.2) :
Le sie`ge : c’est l’ensemble de pie`ces de confort pour l’usager. Il contient une base, un ac-
coudoir et un dossier. La forme de sie`ge change d’un mode`le a` un autre.
3. Acropolis est l’ancienne plateforme de de´veloppement robotique qui e´tait pre´sente sur le FRMI, de´ve-
loppe´e entie`rement par des chercheurs de l’E´cole Polytechnique de Montre´al. Elle permettait d’imple´menter
des applications robotiques sous formes de « plugins » (e´quivalent des nœuds) et de ge´rer les liens entre eux.
Malheureusement, a` l’heure actuelle elle est en voie de devenir obsole`te a` cause du manque de mise a` jour.
4. Sur ROS un dossier est re´fe´re´ par topic.
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Les roues motrices : ce sont les deux roues arrie`res qui rec¸oivent la puissance du couple
des moteurs et chaque roue peut tourner inde´pendamment l’une de l’autre dans les
deux sens.
Les roulettes : deux en avant et deux en arrie`re, ce sont des roulettes libres « caster wheel »,
permettant d’assurer un e´quilibre stable au fauteuil.
La base du FRMI : c’est un coffret rigide sous le sie`ge entre les deux roues motrices, elle
contient tout le mate´riel informatique ne´cessaire pour le controˆle du FRMI.
Ces pie`ces repre´sentent le noyau central d’un fauteuil roulant motorise´ ; nous les retrou-
vons dans tous les mode`les du marche´ actuel, et ce malgre´ que leurs proprie´te´s individuelles
(dimensions, inerties et mate´riels . . . ) puissent changer d’un mode`le a` l’autre. Afin de pouvoir
fournir un logiciel modulaire qui s’adapte a` tous les cas possibles, nous allons proposer un
outil simple de personnalisation du FRMI.
3.2.2 Les rajouts mate´riels : capteur et interface
Pour assurer le crite`re « intelligent » du FRMI, nous avons ajoute´ du mate´riel supple´-
mentaire pour percevoir et interagir avec l’environnement, mais puisque nous sommes en
phase de de´veloppement, nous nous permettons d’essayer un large catalogue de ces capteurs
et interfaces d’interaction. Nous notons que le positionnement de ces derniers peut changer,
soit volontairement pour faire un test particulier, soit accidentellement a` cause de mauvaises
liaisons (voir figure 3.2).
Interface d’interaction
Une interface d’interaction permet a` l’usager d’agir directement sur le FRMI. Nous dis-
tinguons deux interfaces : une manette de controˆle « joystick » pour envoyer des commandes
de vitesse lineaire et angulaire, ainsi que pour de´clencher et arreˆter quelques manœuvres . Un
e´cran tactile qui permet d’avoir un visuel du FRMI, de son environnement et des actions qu’il
effectue, ainsi que d’envoyer des commandes de navigation haut niveau (passer une porte,
suivre un mur, aller a` un endroit . . . ).
Capteurs
Le prototype FRMI dispose des capteurs suivants :
Codeurs optiques rotatifs : Ce sont les deux capteurs relie´s aux roues motrices, permet-
tant de compter le nombre de tours effectue´es par les roues, ce qui fournit une infor-
mation sur l’odome´trie : vitesse line´aire vlin et vitesse angulaire vang (voir l’e´quation
3.2).
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Écran tactile 
Télémètres laser 
Télémètres  ultrason 
Kinect 
Manette de contrôle 
Encodeur optique 
Dossier du siège 
Accoudoir du siège 
Base du siège 
Roulettes devant 
Roues motrices 
Figure 3.2 Pre´sentation du FRMI, les rajouts mate´riels en rouge
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vlin =
piR
n
(Ndroite +Ngauche) (3.1)
vang =
2piR
nL
(Ndroite −Ngauche) (3.2)
n e´tant la re´solution des encodeurs e´gale a` 110 tiques par rotation. Ndroite et Ngauche
sont le nombre de tiques compte´ par les encodeurs 5 pour, respectivement, les roues
droite et gauche. L est la distance entre les deux roues.
Te´le´me`tre laser : C’est un dispositif utilisant les rayons laser pour la mesure de la distance
a` un objet. Il se caracte´rise par sa pre´cision et sa large porte´e. Les lasers e´quipant le
FRMI sont du type « Hokuyo UHG-08LX » ; ils ont un angle de vue de 270 degre´s, une
re´solution angulaire allant jusqu’a` 0.36 degre´ et une fre´quence de balayage de 40Hz.
Te´le´me`tre ultrason : Comme un te´le´me`tre laser, il permet de mesurer la distance ; par
contre, comme son nom l’indique, il utilise des ondes ultrasons au lieu d’ondes optiques.
Came´ra Kinect : C’est une came´ra ste´re´oscopique de´veloppe´e par Microsoft pour la recon-
naissance des formes et des mouvements. Elle inclut une came´ra couleur, un capteur
de profondeur 3D qui comprend un projecteur laser infrarouge associe´ a` un capteur
CMOS monochrome, et un circuit inte´gre´ qui permet de construire un nuage de points
de l’environnement a` partir de ces deux informations. La Kinect a une porte´e infe´rieure
a` 3.5 me`tres, et un champ de vision de 57 degre´s sur le plan horizontal et 43 degre´s sur
le plan vertical.
3.2.3 Le FRMI sous ROS
Malgre´ l’aspect prototype de notre projet et les diffe´rences entre les fauteuils roulants dans
le marche´, nous voulons fournir un logiciel modulaire qui s’adapte au plus grand nombre des
cas possibles ; c’est pourquoi nous proposons un outil simple de personnalisation du FRMI.
ROS propose d’utiliser un format unifie´ pour la description d’un robot « URDF » (Lu,
2012) que nous allons adopter. L’ide´e est de stocker dans un fichier XML les pie`ces ne´cessaires
pour la pre´sentation du robot. A` chaque pie`ce est associe´e un repe`re, une forme ge´ome´trique,
une masse et un type de mate´riel. Cet ensemble forme un joint et chaque joint peut eˆtre lie´
a` d’autres joints par une liaison fixe ou libre. Le tout constitue finalement un arbre de joints
(voir figure 3.3).
Dans l’arbre des joints, nous soulignons l’existence de quelques repe`res cle´s a` retenir :
5. Le nombre de tiques est remis a` ze´ro apre`s chaque lecture.
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– le repe`re associe´ a` la base du FRMI RFRMI
6 : ce repe`re est situe´ au milieu entre les
deux roues motrices sur l’axe de rotation du FRMI ;
– le repe`re associe´ a` la navigation locale R0
7 : ce repe`re est cre´e´ au de´but de la navigation.
Il repre´sente le tout premier repe`re RFRMI initialise´ au de´but de la navigation. Ce
repe`re contient l’information sur l’odome´trie (mouvement entre RFRMI et R0) a` chaque
instant ;
– le repe`re associe´ a` la carte Rmonde
8 : c’est le repe`re de re´fe´rence associe´ a` la carte.
L’inte´reˆt du fichier XML est qu’il est facile d’utilisation meˆme en n’ayant que quelques
notions en programmation. Ainsi, le changement, le rajout ou la suppression d’une pie`ce ou
d’un capteur se fait avec une simple instruction dans le fichier XML.
Une fois l’URDF re´alise´, nous allons en faire une lecture pour re´cupe´rer les informations
du FRMI, et faire bouger les joints libres. Ainsi, d’une part nous allons pouvoir afficher le
mode`le du robot (voir figure 3.4), et d’autre part, publier l’information des repe`res dans
ROS 9 .
3.3 Calibration des capteurs laser
Comme indique´ auparavant, nous avons construit un mode`le 3D du FRMI interpre´table
facilement par l’usager d’une part et par les outils de ROS d’autre part, ainsi qu’une fac¸on
simple d’e´diter ce mode`le. Actuellement, les dimensions des pie`ces du FRMI sont mesu-
re´es empiriquement et ne sont pas d’une pre´cision tre`s grande 10. Cependant, dans le cas des
positions des capteurs, comme les te´le´me`tres lasers, nous sommes oblige´s de fournir une infor-
mation millime´trique sur leurs positions et rotations, surtout pour accomplir des proce´dures
complexes comme les e´vitements d’obstacles ou la cartographie.
Nous allons pre´senter un algorithme permettant d’estimer la position du te´le´me`tre laser
par rapport au centre du FRMI, en faisant une manipulation simple a` chaque fois que cette
position change, ce que nous allons appeler une calibration des capteurs lasers.
La calibration consiste a` mettre le FRMI devant une planche de´limite´e et distinguable, a`
une distance connue dboard
11, et de fac¸on a` ce que le FRMI soit perpendiculaire et au centre
de la planche (voir figure 3.5). Il suffit ensuite de lancer le programme. L’algorithme consiste
6. Sur ROS ce repe`re est note´ « /base link »
7. Sur ROS ce repe`re est note´ « /odom »
8. Sur ROS ce repe`re est note´ « /map »
9. Dans ROS il est important de pre´ciser la position de tous les capteurs par rapport au repe`re du robot
RFRMI , cette information est sauvegarde´e dans le message contenant toutes les transformations entre joints
« /tf ».
10. Les dimensions du FRMI peuvent eˆtre assigne´es directement par le constructeur dans le futur.
11. dboard ne doit eˆtre ni tre`s grande ni tre`s petite, si tre`s grande nous risquons de confondre la planche
avec d’autres objets, si tre`s petite, nous risquons de ne pas voir la planche au complet
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Figure 3.4 URDF du FRMI
a` de´tecter la planche a` l’aide des mesures lasers puis de´duire la position relative du laser par
rapport au FRMI, en ayant comme information la relation entre la position de la planche et
celle du FRMI.
Pour distinguer la planche, nous proce´dons comme suit :
– le fauteuil doit eˆtre stable et en face de la planche a` la distance dboard, et le laser doit
pouvoir voir la planche au complet.
– le laser effectue un nombre de balayages fixe : ces mesures seront moyenne´es pour
construire une image de la pie`ce. Nous effectuons une moyenne de plusieurs balayages
pour re´duire les bruits de mesures, dus a` la re´flexion sur les coins 12 et des obstacles
mouvants. L’image re´sultante contient un 1 dans les obstacles et des 0 dans les espaces
vides. Les figures 3.6 pre´sentent le re´sultat du balayage pendant une calibration. Nous
pouvons constater la pre´sence d’un ensemble de points se´pare´s pre´sentant les obstacles
mobiles ; ces points seront enleve´s dans le seuillage qui suit.
– nous effectuons un seuillage de l’image sur une distance supe´rieure a` dboard, ensuite, nous
effectuons un processus de de´tection de contour. Puisque nous allons utiliser l’image
12. Ce phe´nome`ne apparaˆıt quand le balayage du laser frappe un objet a` un angle rasant, ce qui introduit
une division de pixel ou une ombre, en pratique ceci se traduit par l’apparition d’un point a` mi-chemin entre
le coin rase´ et un objet a` l’arrie`re-plan.
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Figure 3.5 Calibration de laser pour le FRMI
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Figure 3.6 Re´sultat de la calibration des trois te´le´me`tres lasers, respectivement : a` gauche, a`
l’arrie`re et a` droite
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finale pour faire des calculs de distance nous voulons garder au maximum la taille de la
planche (l’objet de calibration). Donc, pour de´tecter la planche nous allons nous baser
sur l’hypothe`se qu’elle est le plus grand objet de´tecte´ apre`s seuillage, en appliquant le
minimum de me´thode morphologique (fermeture, ouverture) pour essayer d’enlever le
bruit re´siduel dans l’image.
– une fois la planche identifie´e, nous pouvons extraire les coordonne´es de ses deux bords
E1 et E2 (E1 e´tant le premier bord vu dans le sens positif) dans le repe`re lie´ au laser
Rlaser. On note M le milieu de la planche [E1E2], L le centre du laser (l’origine de Rlaser)
et O le centre du robot (voir figure 3.5). Ainsi, nous avons les deux e´quations :
−−→
OM · −−−→E1E2 = 0 (3.3)
−−→
OM ⊗−−−→E1E2 = dboard
∥∥∥−−−→E1E2∥∥∥−→z (3.4)
– la re´solution de ces deux e´quations dans le repe`re laser nous donne 13 14 :
O =

E1x+E2x
2
− dboard E2y−E1y‖−−−→E1E2‖
E1y+E2y
2
+ dboard
E2x−E1x
‖−−−→E1E2‖
arctan
(
d¯board(E2y−E1y)
−d¯board(E2x−E1x)
)

RLaser
(3.5)
– une transformation de repe`re nous donne :
L =
 −Oxcos(Oθ)−Oysin(Oθ)Oxsin(Oθ)−Oycos(Oθ)
−Oθ

RFRMI
(3.6)
– le programme modifie automatiquement l’URDF du FRMI avec les valeurs calcule´es,
en effectuant une lecture du fichier URDF du FRMI.
Pour illustrer le calcul pre´ce´dent, nous avons effectue´ une simulation sous MATLAB des
trois cas possibles : te´le´me`tre laser a` droite, a` gauche et en arrie`re (voir figure 3.7). Les erreurs
remarque´es viennent de la re´solution de l’image traite´e, erreur que nous allons rencontrer dans
la calibration re´elle, sachant que nous ne pouvons pas choisir une re´solution supe´rieure a` celle
des te´le´me`tres laser. En pratique, nous allons nous contenter d’une re´solution de 64 pixels
par me`tre.
13. Un point M dans le plan est pre´sente´ par ces coordonnes Mx,My et l’orientation autour de z, Mθ
14. d¯board repre´sente la distance alge´brique entre la planche et le FRMI, si la planche est devant d¯board =
dboard, si la planche est en arrie`re d¯board = −dboard.
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(a) Simulation du balayage ef-
fectue´ par le laser a` gauche
(b) Calibration : re´sultat du
calcul de la position du laser a`
gauche
(c) Simulation du balayage ef-
fectue´ par le laser a` l’arrie`re
(d) Calibration : re´sultat du
calcul de la position du laser a`
l’arrie`re
(e) Simulation du balayage ef-
fectue´ par le laser a` droite
(f) Calibration : re´sultat du
calcul de la position du laser a`
droite
Figure 3.7 Re´sultat de la simulation de la calibration des trois te´le´me`tres lasers
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3.4 Inte´gration des sonars
Bien que les te´le´me`tres lasers fournissent une grande pre´cision et un large champ de vision,
ils restent insensibles aux mate´riaux transparents, chose qui peut devenir un tre`s grand de´faut
si nous naviguons dans un milieu vitre´, ce qui est le cas dans l’ensemble des baˆtiments actuels.
Pour reme´dier a` ce proble`me nous allons utiliser des sonars qui sont des te´le´me`tes base´s
sur les ondes ultrason. Ils se caracte´ristent par un champ de vision restreint et une porte´e
moyenne. Nous disposons du Devantech SRF08 qui a une porte´e de 3cm a` 6m, et une fre´quence
de balayage d’environ 15Hz.
Le seul proble`me d’un sonar est que les ondes envoye´es ne sont pas ponctuelles, mais
se propagent dans l’espace. Dans notre cas, le SRF08 a le mode`le de propagation pre´sente´
dans la figure 3.8 ; cette forme est habituellement confondue a` un coˆne d’angle 55 degre´s. Par
conse´quent, ce que le sonar mesure n’est qu’une moyenne sur ce coˆne des obstacles perc¸us.
Figure 3.8 Mode`le de propagation d’une onde ultra sonore
Sans pilote spe´cifique du SRF08 pour ROS, nous avons cre´e´ un programme permettant la
lecture des donne´es envoye´es par les sonars en utilisant un protocole de communication se´rie.
Le programme a e´te´ conc¸u pour supporter un nombre variable de sonars ; en effet, il prend
comme entre´e le nombre de sonars relie´ au FRMI, leurs adresses respectives et les noms de
leurs repe`res de re´fe´rence 15.
15. Nous rappelons que chaque objet dans ROS doit eˆtre associe´e a` un repe`re, donc les repe`res de re´fe´rence
de chaque sonar doivent eˆtre de´clare´s en avance dans l’URDF.
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Une fois les sonars bien de´clare´s, l’algorithme suit le cheminement suivant :
– envoi d’une onde ultrason pour chaque sonar ;
– apre`s un temps d’attente 16, lecture de la valeur donne´e par les capteurs ;
– envoi de cette donne´e sous la forme d’un message ultrason de ROS, puis envoi d’une
seule donne´e regroupant toutes ces lectures sous forme d’un nuage de points repre´sen-
tant les endroits probables des objets.
La figure 3.9 montre un re´sultat de lecture des te´le´me`tres ultrason, superpose´ sur les
donne´es de te´le´me`tre laser. Nous constatons clairement les erreurs commises par les mesures
des sonars ; ceci peut induire des proble`mes lors de la construction de la carte.
Figure 3.9 Exemple d’une acquisition de donne´es de te´le´me`tre ultrason en blanc, superpose´e
sur ceux du laser en bleu
3.5 Inte´gration de la came´ra Kinect
Dans le but d’explorer des solutions fournies par de nouvelles technologies, nous nous
sommes inte´resse´s a` la came´ra Kinect. En plus de son faible couˆt, cette came´ra ste´re´oscopique
donne une mesure de distance aux objets pre´sents dans son champ de vision ; elle peut donc
fournir une potentielle alternative aux te´le´me`tres classiques pre´sents sur le marche´.
ROS contient un pilote en code source libre permettant l’acquisition et le traitement des
donne´es envoye´es par la came´ra Kinect, ainsi, que leur transmission sous une forme de nuages
16. Le temps d’attente doit eˆtre supe´rieur a` 65 ms, temps minimal de la lecture de capteur.
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Figure 3.10 Mesure de nuage de points fourni par la came´ra Kinect
de points. La figure 3.10 pre´sente un re´sultat de lecture de donne´es, chaque point dans le
nuage est mis avec sa couleur re´elle en RGB. Pour illustrer la pre´cision des nuages de points,
ils sont superpose´s a` ceux du te´le´me`tre laser.
3.6 Ge´ne´ration des donne´es laser et des nuages de points
Nous avons vu que nous disposons de diffe´rents types de capteurs de diffe´rentes quantite´s
ayant diffe´rentes caracte´ristiques. La question qui se pose maintenant est comment pouvons-
nous fusionner toutes ces entre´es facilement et efficacement ? Avant de re´pondre a` cette
question, examinons de quel type de donne´es nous aurons besoin pour la navigation du
FRMI.
D’une part, pour faire une cartographie de l’environnement nous n’avons besoin que des
donne´es sur les obstacles sur un plan horizontal paralle`le au sol, c’est-a`-dire, une donne´e de
type balayage laser « laser scan ».
D’autre part, pour les e´vitements d’obstacles, nous avons besoin d’avoir une vision entie`re
sur l’espace ; il est donc inte´ressant d’avoir une vision en 3D de l’environnement, c’est-a`-dire,
une donne´e de nuage de points « point cloud ».
Nous allons donc pre´senter un outil permettant la fusion de tous les capteurs pour obtenir
au choix l’une de ces donne´es. Ce programme prend comme entre´e le type et le nombre de
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capteurs que nous voulons fusionner, ainsi que le type de donne´es re´sultantes et ses caracte´-
ristiques. Ceci se fait d’une manie`re simple dans un fichier de configuration compre´hensible
par ROS 17. En effet, l’algorithme effectue la de´marche suivante :
– synchroniser la re´ception des donne´es de chaque capteur avec la fre´quence de´sire´e. La
fre´quence de publication ne peut de´passer la fre´quence de la source la plus lente. En
ge´ne´ral, c’est la came´ra Kinect la plus lente : 15Hz.
– transformer toutes les donne´es rec¸ues vers un seul repe`re, en pratique RFRMI . Pour les
transformations nous passons par des quaternions pour acce´le´rer le calcul :
Pout = qcapteur ∗ Pin ∗ inverse(qcapteur) + vcapteur (3.7)
avec Pin =
 xinyin
zin
 le point vu par le capteur dans son repe`re, ∗ le produit d’un qua-
ternion par un vecteur, calcule´ comme si le vecteur est un quaternion de partie scalaire
nulle, qcapteur le quaternion associe´ a` la rotation entre les deux repe`res, inverse(qcapteur)
l’inverse du quaternion qcapteur ou sa conjugue´e dans le cas d’un quaternion unitaire
(notre cas) et vcapteur le vecteur de translation entre les deux repe`res.
Il se trouve que dans le cas des te´le´me`tres lasers et ultrasons cette formule a une forme
plus simple. En effet, puisque les te´le´me`tres sont dispose´s sur un plan paralle`le a` la
surface, leurs orientations par rapport au centre du FRMI RFRMI se re´sume a` un angle
de lacet ψlaser selon l’axe z. d’ou` la forme simple du quaternion
18. :
qlaser =

0
0
sin (ψlaser/2)
cos (ψlaser/2)
 et inverse(qlaser) =

0
0
−sin (ψlaser/2)
cos (ψlaser/2)

17. ROS peut lire dans un fichier de configuration de type XML.
18. Pour le quaternion nous utilisons la meˆme convention que ROS, a` savoir, mettre le terme scalaire a` la
fin du vecteur : q =

qx
qy
qz
qw
 =

uxsin(α/2)
uysin(α/2)
uzsin(α/2)
cos(α/2)
 avec u =
 uxuy
uz
 le vecteur de rotation et α l’angle de
rotation.
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Avec cette forme de quaternion la formule de transformation devient 19 :
xout = xin
(
q2laserw − q2laserz
)− yinqlaserzqlaserw + vlaserx (3.8)
yout = xinqlaserzqlaserw − yin
(
q2laserw − q2laserz
)
+ vlasery (3.9)
zout = vlaserz (3.10)
Dans le cas de la came´ra Kinect, les points vus sont inverse´s par rapport au repe`re
came´ra, soit un roulis de−pi/2 et un lacet de−pi/2. De plus, pour modifier son champ de
vision la came´ra peut tourner avec un angle de lacet ou un angle de tangage par rapport
au repe`re RFRMI , ce qui ne permet pas d’obtenir une forme simplifie´e de l’e´quation 3.7.
– effectuer un filtrage suivant la trace du FRMI (voir la proce´dure de´crite a` la section
3.6.1).
– sauvegarder les points perc¸us pour ge´ne´rer une seule donne´e par rapport au repe`re
principal choisi.
Nous notons que pendant la ge´ne´ration d’une donne´e de type balayage laser, nous allons
conside´rer la plus petite valeur vue par l’ensemble des capteurs ; ceci signifie que si le FRMI
perc¸oit un obstacle transparent, la donne´e fournie par le te´le´me`tre ultrason sera prioritaire a`
celle d’autres capteurs.
La figure 3.11 illustre un re´sultat de fusion des trois te´le´me`tres lasers : a` gauche, chacune
des donne´es des trois lasers est pre´sente´e par une couleur, a` droite, la donne´e du balayage
laser re´sultante est pre´sente´e en blanc. Nous pouvons constater que l’algorithme effectue la
fusion en ne gardant que les points proches.
3.6.1 Filtrage suivant la trace du FRMI
Avec la disposition des capteurs laser, ultrason et came´ra Kinect, il se peut que ces capteurs
perc¸oivent des parties du FRMI ou de l’usager. Ceci devient un grand proble`me de navigation
puisque le FRMI verra toujours un objet « fictif » (lui-meˆme) dont il ne doit pas se soucier
en temps normal. Pour cette raison, nous appliquons un filtre ayant pour objectif d’enlever
les points vus a` l’inte´rieur d’un polygone repre´sentant la trace du FRMI.
La figure 3.12 pre´sente le mode`le de la trace au sol du FRMI. Cette trace peut changer
selon le FRM. Le programme imple´mente´ se base sur un algorithme connu testant si un
point est a` l’inte´rieur d’un polygone (MacMartin, 1992). En effet, une fac¸on simple et rapide
de trouver si le point est a` l’inte´rieur ou a` l’exte´rieur d’un polygone (convexe, ou concave)
consiste a` tester combien de fois un rayon partant de ce point et allant dans une direction
19. On remarque que cette formule est exactement la meˆme formule habituelle d’une rotation planaire avec
un angle ψlaser
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Figure 3.11 Re´sultats de la fusion des donne´es laser : a` gauche les trois donne´es des te´le´me`tres
lasers superpose´es, a` droite la donne´e laser re´sultante.
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Figure 3.12 Trace au sol du FRMI
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fixe (souvent l’un des axes principaux), coupe les bords du polygone. Si le nombre est impair,
le point est a` l’inte´rieur sinon il est a` l’exte´rieur 20.
3.6.2 Autres filtres
Outre le filtrage selon la trace du FRMI, d’autres filtres peuvent eˆtre applique´s pour
enlever d’autres types de bruit. Par exemple :
– nous disposons d’une imple´mentation d’un filtre enlevant le bruit cause´ par les coˆte´s
des objets. Ce filtre e´limine les lectures laser qui sont tre`s probablement cause´es par
la re´flexion sur le bord d’un objet. En effet, pour deux points qui se suivent P1 et P2,
nous calculons l’angle entre la source du laser O, P1 et P2 : 6 OP1P2. Si cet angle est a`
l’exte´rieur d’un intervalle donne´, nous enlevons tous les voisins proches de ce point. En
ge´ne´ral cet angle doit eˆtre compris entre 10 et 170 degre´s.
– nous disposons aussi d’un filtre interpolant la valeur d’un point mesure´ en fonction de
ces voisins proches.
Nous notons que pendant les expe´rimentations, nous n’avons pas utilise´ ces deux filtres
vu leur effet minimal dans le cadre de nos expe´rimentations.
3.7 Conclusion
Ce chapitre a fourni un aperc¸u technique du FRMI, ceci en de´taillant les composantes
constituant le prototype FRMI que nous avons de´veloppe´. Nous soulignons la fac¸on avec
laquelle nous exploitons la maniabilite´ du mode`le du FRM dans ROS pour fournir un pro-
totype modulaire capable de s’adapter aux expe´riences futures. Aussi, nous avons fourni un
service intuitif pour calibrer les positions des capteurs par rapport au repe`re de base du
FRMI RFRMI . Enfin, nous avons pre´sente´ notre strate´gie de fusion de donne´es de capteurs,
permettant d’avoir les deux types de donne´es cle´s : balayage laser et nuages de points, a`
partir des capteurs se´lectionne´s.
20. Nous notons l’existence de quelques cas particuliers traite´s se´pare´ment, e.g. quand la droite choisie
passe par un coin de polygone.
37
CHAPITRE 4
ARCHITECTURE DE CONTROˆLE DU FRMI
Maintenant que nous connaissons les caracte´ristiques du robot mobile que nous traitons,
nous allons pouvoir appliquer et de´velopper des me´thodes et algorithmes de navigation. Nous
commenc¸ons par de´tailler l’architecture que nous avons pre´vue pour le module de naviga-
tion, une architecture centre´e sur un superviseur, puis divergente sur trois grandes branches :
un mode manuel permettant la navigation avec une interface de controˆle (par exemple une
manette de controˆle), un mode semi-manuel assurant l’exe´cution de manœvres pre´program-
me´es et un mode automatique pour la navigation globale dans une carte. Par la suite, nous
allons introduire le module d’e´vitement d’obstacle permettant d’interpre´ter les informations
de te´le´me´trie sur l’environnement pour fournir des commandes se´curitaires s’e´loignant des
obstacles. Enfin, nous allons traiter le proble`me de cartographie en de´taillant la solution que
nous avons adopte´e.
4.1 Architecture de controˆle globale
Puisque nous travaillons sur un module de controˆle pre´vu pour l’utilisation d’un large
catalogue d’usagers, nous devons respecter un ensemble de contraintes ergonomiques et se´-
curitaires.
Tout d’abord, pour une utilisation facile, nous avons simplifie´ les moyens d’interactions
avec le FRMI :
– Il faut rendre l’utilisation du controˆleur joystick assez intuitive et facile pour l’usager,
ceci en interpre´tant directement les deux axes du controˆleur comme les deux commandes
de vitesses principales : avancer, tourner, mais aussi, en rajoutant une petite corre´lation
entre ces deux actions pour faciliter les mouvements combine´s. Les boutons du controˆ-
leur sont utilise´s comme de´clencheur des taˆches habituelles, mais aussi comme un arreˆt
d’urgence premier niveau.
– Il faut profiter de l’interface utilisateur sur e´cran tactile, elle permet d’avoir une vision
du FRMI et son environnement ainsi qu’interpre´ter les directives donne´es par l’usager.
Ensuite, pour une utilisation se´curitaire nous devons pre´voir un module maˆıtre. Agissant
comme un agent de route, ce module aura comme mission de permettre le lancement d’une
taˆche ou son arreˆt, surveiller l’avancement de cette taˆche, ainsi qu’interdire le chevauchement
de deux actions simultane´es. Dans la suite, nous allons appeler ce module : superviseur.
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Enfin, pour simplifier le de´veloppement du module de navigation nous l’avons construit
d’une fac¸on modulaire, chaque action principale aura son module qui sera lie´ au supervi-
seur, et nous pourrons rajouter d’autres fonctionnalite´s dans le futur. La figure 4.1 pre´sente
l’architecture du module de navigation.
Mode Semi-Manuel
Superviseur
Module d’évitement d’obstacle
Commande usager:
Joystick ou/et Interface
Commande de Vitesse
Cartographie
Passage de Porte
Traitement des 
données de 
capteurs
Mode Manuel
Suivie de personne
Stationnement
Mode Automatique
Figure 4.1 Pre´sentation de l’architecture de controˆle du module de navigation pour FRMI
4.1.1 Le superviseur
Le superviseur, en rouge dans la figure 4.1, est l’entite´ responsable de la gestion de tous les
modules participant aux navigations (mode manuel, mode semi-manuel, actions spe´cifiques
et mode automatique). Il se caracte´rise par un niveau d’autonomie variable de´pendamment
de la situation :
– l’usager peut demander au superviseur d’effectuer une taˆche particulie`re en utilisant le
controˆleur ou l’interface. Chaque bouton du controˆleur peut eˆtre configure´ pour repre´-
senter le de´clenchement ou l’arreˆt d’une action particulie`re, de plus, le superviseur est
pense´ pour qu’un de´veloppeur puisse rajouter ou modifier la configuration des boutons
avec un simple fichier de donne´es XML (.launch). Dans ce meˆme fichier, nous pouvons
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spe´cifier les limitations de vitesse que le FRMI doit respecter.
– le superviseur peut de´cider d’annuler une action dangereuse sans le demander a` l’usager,
par exemple interdire le choix de deux modes instantane´ment, ou interdire de de´passer
une vitesse maximale.
Plus en de´tail, le superviseur acquiert en continu les commandes envoye´es par l’usager,
puis met a` jour un message interne (voir le tableau 4.1) contenant l’e´tat du module de
navigation ; ce message sera publie´ et mis a` disposition de tous les autres modules de controˆle.
Ainsi, les autres modules doivent lire l’e´tat de ce message avant de proce´der a` n’importe quelle
manipulation. Pour plus d’efficacite´ nous avons choisi de l’implanter comme un service dans
ROS 1.
Tableau 4.1 Forme du service fourni par le superviseur
Boole´enne : activation du mode manuel
Boole´enne : activation du mode semi-manuel
Boole´enne : activation du mode automatique
Boole´enne : activation du service : suivre une personne
Boole´enne : activation du service : passage de la porte
Boole´enne : activation du service : stationnement
Boole´enne : activation du service : suivi de chemin
En plus de publier l’e´tat du module de navigation, le superviseur publie un message de
commande de vitesse standard a` ROS. En fait, le superviseur e´crira dans deux messages
diffe´rents : un message destine´ pour l’envoi direct au FRMI et un autre message qui sera
traite´ par le module de l’e´vitement d’obstacle avant de l’envoyer au FRMI (voir figure 4.2).
/joystick /joy
/virtualFRMI
/smallWheels
/tf
/odom
/virtualFRMI/parameter_updates
/virtualFRMI/parameter_descriptions
/rear_hokuyo_node
/rear_hokuyo_node/parameter_descript ions
/ rear_hokuyo_node/parameter_updates
/ rear_scan
/merge_scan /virtual_scan
/left_hokuyo_node
/left_scan
/left_hokuyo_node/parameter_descriptions
/ lef t_hokuyo_node/parameter_updates
/robotJoints / joint_states
/merge_cloud /point_cloud
/robot_state_publisher
/r ight_hokuyo_node
/r ight_hokuyo_node/parameter_updates
/right_scan
/r ight_hokuyo_node/parameter_descript ions
/superviser
/cmd_vel
/cmd_vel_joy
Figure 4.2 Pre´sentation du nœud superviseur
1. Un service sous ROS est un message spe´cial qui permet de ge´rer rapidement les re´ponses automatiques
a` des questions pre´de´finies, par exemple, un service peut eˆtre configure´ pour fournir le nom ou l’e´tat du nœud
si un autre nœud en fait la demande.
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4.1.2 Le mode manuel
Le mode manuel permet la navigation normale dans l’environnement a` l’aide des valeurs
de commande de vitesse line´aire et angulaire fournie par l’usager. Dans ce mode nous visons a`
commander le FRMI sans nous soucier de l’environnement exte´rieur. Le module de navigation
manuelle est concentre´ dans le nœud « virtualFRMI » (robot virtuel). En plus de contenir
les informations sur l’URDF du FRMI (voir section 3.2.3) ce nœud permet de :
– acque´rir les valeurs d’encodeurs optiques monte´s sur les roues motrices, ce qui est assure´
avec une communication Ethernet avec le controˆleur Galil 2 relie´ au re´seau local ;
– assurer la communication avec le microcontroˆleur responsable d’envoyer les commandes
de couple a` exercer sur les moteurs. Les commandes de vitesse sont envoye´es directe-
ment a` un microcontroˆleur par une liaison usb-se´rie. Ce microcontroˆleur programme´
au laboratoire permet d’interpre´ter des valeurs de gains pour les vitesses line´aires et
angulaires ;
– calculer (voir les e´quations 4.1-4.2-4.3) et publier les valeurs de l’odome´trie en se basant
sur les valeurs de vitesses (line´aire (vlin) et angulaire (vang)) mesure´es. En fait, avec ROS
nous allons publier deux messages : un premier message d’odome´trie classique « odom »
utilise´ pour la visualisation et pour d’autres algorithmes de navigation (cartographie
par exemple), et un deuxie`me message contenant l’information sur le mouvement (de´-
placement et orientation) entre le repe`re principal du FRMI RFRMI et le repe`re fixe
R0.
xk = xk−1 + vlincos(θk−1)dt (4.1)
yk = yk−1 + vlinsin(θk−1)dt (4.2)
θk = θk−1 + vangdt (4.3)
– estimer la rotation φ des deux roues folles pre´sentes sur l’avant du FRMI. Selon Campion
et al. (1996) les contraintes cine´matiques sur ces deux roues imposent que :
[
cos (α+ β) sin (α+ β) d+ lsin (β)
] cos (θ) sin (θ) 0−sin (θ) cos (θ) 0
0 0 1

vlincos (θ)vlinsin (θ)
vang
+ dβ˙ = 0
−vlincos (α+ β) + (d+ lsin (β)) vang
d
= β˙
avec α, l et d des constantes pre´sente´es sur la figure 4.3. Nous remarquons que si
2. Galil est le controˆleur des moteurs de base du FRM, c’est un ancien mode`le de controˆleur permettant
un ensemble de fonctionnalite´ de base comme la lecture des entre´es, calcul d’un PID et applications des filtres.
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vang = 0 et vlin 6= 0, β atteint le point d’e´quilibre pre´vu ±pi2 − α.
Châssis Roue folle
x
y
x
y


β

Figure 4.3 Pre´sentation des roues folles
– appliquer un controˆle PID visant a` ramener le FRMI aux vitesses demande´es tout en
limitant les acce´le´rations line´aires et angulaires (voir section 4.1.2).
– autoriser l’influence de la valeur de la vitesse line´aire sur la vitesse angulaire, i.e. nous
allons changer le rayon de courbure en virage de´pendamment de la vitesse line´aire. Ceci
permet de faciliter le controˆle de l’usager sur le FRMI.
– fournir un service de calibration des gains envoye´s aux roues motrices (voir section
4.1.2)
Nous notons que toutes les commandes envoye´es au mode manuel passent d’abord par
le superviseur, ce qui permet de controˆler en tout temps le flux et le type de commandes
envoye´es par l’usager.
Controˆle PID
Plusieurs parame`tres incertains peuvent causer des comportements impre´visibles sur le
FRMI, par exemple les roues folles, la forme et l’inclinaison du sol ou la masse de l’usager.
Malgre´ ces contraintes nous souhaitons re´pondre conforme´ment et instinctivement a` la com-
mande de l’usager. Pour cela, nous imple´mentons un controˆleur PID sur les vitesses line´aire
et angulaire. Nous nous sommes largement inspire´s du PID propose´ par Boucher (2010). Ce
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PID visait simplement a` compenser les effets des roues folles ainsi que ge´ne´rer une commande
croissante forc¸ant l’obtention de la valeur de vitesse de´sire´e ; par contre, nous avons rajoute´
une saturation sur les acce´le´rations line´aires et angulaires, ce qui nous permettra d’e´viter les
mouvements brusques et de rajouter un temps d’e´tablissement de la commande. La figure
4.4 pre´sente une forme re´sume´e du PID.
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Vitesse 
angulaire 
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linéaire 
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-
-
Calcul des 
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folles
PID Saturation
SaturationPID
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g
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n
Figure 4.4 Sche´ma du controˆleur PID
Nous avons simule´ le comportement du PID sur MATLAB avant de l’imple´menter sur ROS ;
ceci nous a permis d’obtenir une valeur approxime´e des gains PID. Les figures 4.5 montrent
l’ensemble des re´sultats obtenus. Nous appliquons une commande e´chelon instantane´e de
vitesse et nous trac¸ons les valeurs de vitesse obtenue. Pour avoir un tel re´sultat, nous avons
choisis les gains pour assurer un temps de re´ponse dans les alentours d’une seconde, avec une
acce´le´ration limite de 1m/s2.
Calibration de l’odome´trie
Lorsqu’un usager envoie une commande de vitesse, il s’attend a` une re´action proportion-
nelle du FRMI. Nous voulons quantifier cette proportionnalite´ et lui donner un sens plus
explicite.
A` cause de la non-line´arite´ du comportement du FRMI duˆ a` la pre´sence des frictions
statiques et cine´matiques, engendre´ par les roues folles et le type du sol, il est difficile de
pre´ciser un mode`le dynamique reliant la force envoye´e aux roues motrices 3 et la vitesse
effective du FRMI (en m/s). Pour re´soudre ce proble`me, nous le line´arisons autour plusieurs
points d’inte´reˆt ; en effet, chaque gain envoye´ correspond a` une vitesse du FRMI, une fois
3. Lorsque nous parlons d’une force ou d’un couple exerce´s sur les roues motrices, nous parlons de l’intensite´
de courant que le controˆleur GALIL enverra aux roues matrices, plus pre´cise´ment c’est un gain entre -100 et
100.
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Figure 4.5 Re´sultat de la simulation de la commande PID de la vitesse
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cette relation e´tablie nous pouvons faire une identification inverse pour de´terminer la force a`
appliquer pour aller a` la vitesse pre´cise.
Il suffit alors de construire une table reliant la vitesse re´elle et la commande (en force)
a` envoyer au controˆleur GALIL. Pour ce faire, nous allons effectuer une proce´dure de ca-
libration. La calibration consiste simplement a` avancer, reculer puis tourner a` gauche et a`
droite avec des vitesses croissantes, un programme permet de sauver automatiquement les
valeurs de vitesses mesure´es par odome´trie dans un fichier MATLAB 4. En plus, nous avons
imple´mente´ cette me´thode sous la forme d’un service : une fois le service appele´, le FRMI
rentre en mode calibration et effectue la proce´dure.
4.1.3 Le mode semi-manuel
Le mode semi-manuel consiste en un ensemble de manœuvres pre´de´finies visant a` satisfaire
une taˆche spe´cifique. Chaque mode peut eˆtre associe´ a` un bouton du controˆleur. Bien que
ce mode ait e´te´ pre´vu dans notre architecture de base, il a e´te´ conc¸u pour y inclure les
anciens services pre´sents dans Acropolis et pour qu’il soit enrichi dans le futur par d’autres
de´veloppeurs. A` l’heure actuelle, ce mode contient les fonctionnalite´s suivantes :
Traverser une porte : Ce service consiste a` automatiser les traverse´es de porte conside´-
re´es comme une taˆche re´pe´titive et assez de´licate pour l’usager. Largement inspire´ par
l’ancien module de navigation semi-autonome propose´ par (Boucher, 2010) ce service
reprend les grandes lignes de son algorithme de de´tection de porte et de ge´ne´ration de
trajectoire.
Stationner : Ce service permet de se rapprocher intelligemment d’un obstacle a` proximite´,
pour stationner sur son bord.
Suivre une personne : Ce service permet de de´tecter la pre´sence des personnes a` proximite´,
choisir une personne devant, derrie`re, a` gauche ou a` droite, puis essayer de suivre cette
personne.
Toutes ces manœuvres sont caracte´rise´es par les deux e´tapes suivantes : d’abord un al-
gorithme spe´cifique a` la taˆche permet de ge´ne´rer une trajectoire effectuant la manœuvre
demande´e, puis une fois la trajectoire ge´ne´re´e, le module d’e´vitement d’obstacle s’occupe
d’assurer son suivi. Nous nous sommes plus inte´resse´s a` la dernie`re e´tape dans le module
d’e´vitement d’obstacle.
4. Le fichier MATLAB sera traite´ se´pare´ment dans un deuxie`me temps, pour extraire la table des gains
pour GALIL.
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4.1.4 Le mode automatique
Le dernier mode dans l’architecture de controˆle est le mode automatique qui s’occupe de
la planification et la navigation dans une carte. Il permet a` l’usager de choisir un endroit sur
la carte pour que le FRMI s’y rende. Ceci n’e´tant pas un objectif final de notre recherche,
nous n’avons pas de´veloppe´ les interfaces ne´cessaires pour ce mode. Par contre, le cœur actuel
de ce mode est base´ sur l’algorithme de Monte-Carlo pour la navigation globale (voir revue
de litte´rature, section 2.4).
Effectivement, nous arrivons a` estimer efficacement la position du FRMI a` chaque instant
dans une carte. La figure 4.6 montre a` gauche l’estimation de la position avec odome´trie
seule ; nous notons que le point d’arrive´e co¨ıncide normalement dans la carte avec le point
de de´part. L’erreur commise a` chaque coin en rotation rend tre`s difficile l’estimation de la
position ; par contre, une fois combine´ avec la carte connaissant les mesures de te´le´me´trie
l’algorithme de´montre une tre`s bonne performance.
4.2 Module d’e´vitement d’obstacles
L’une des fonctionnalite´s essentielles dans une navigation locale se´curitaire est la disposi-
tion d’un moyen pour e´viter les objets et les personnes pre´sentes dans l’environnement. C’est
dans cette perspective que nous avons conc¸u notre module d’e´vitement d’obstacles. Plus en
de´tail, notre module fournit les services suivants :
– ge´ne´rer une commande de vitesse se´curitaire de´pendamment des obstacles perc¸us par
les capteurs et en respectant au maximum la direction voulue par l’usager : navigation
assiste´e.
– suivre un chemin pre´de´fini tout en e´vitant les obstacles aux alentours : suivi d’une
trajectoire.
– ge´ne´rer une commande de vitesse permettant de suivre un chemin local de´finie par
rapport au FRMI, e.g. avancer de 1 me`tre en continu : suivi d’une commande haut
niveau.
Pour pouvoir fournir ces services, le module d’e´vitement d’obstacles proce`de en quatre
temps. D’abord, il attend la re´ception d’une consigne d’une des trois formes supporte´es (une
consigne de vitesse, un chemin global ou un chemin local) et des donne´es de te´le´me´tries
sur l’environnement. Ensuite, pour chaque entre´e, il ge´ne`re une trajectoire repre´sentant une
estimation de chemin de´sire´e par l’usager. Cette trajectoire est renvoye´e par la suite a` une
fonction permettant de juger sa faisabilite´ en fonction des mesures de te´le´me´trie 5. Enfin, une
5. Cette fonction est une imple´mentation d’un algorithme d’e´vitement d’obstacle classique. Dans notre
cas nous utilisons la me´thode des feneˆtres dynamiques (Fox et al., 1997), par contre, cette me´thode peut eˆtre
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Figure 4.7 Pre´sentation du module d’e´vitement d’obstacles
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commande de vitesse fuyant les obstacles et suivant le chemin est ge´ne´re´e (voir la figure 4.7).
Nous allons pre´senter la me´thode des feneˆtres dynamiques, puis nous allons de´tailler
chacune des fonctionnalite´s fournies par le module d’e´vitement d’obstacles.
4.2.1 Me´thode de la feneˆtre dynamique
Plusieurs algorithmes, base´s sur diffe´rents concepts (champs potentiel, histogramme de
champs de vecteur . . . ) existent dans la litte´rature. Nous avons choisi d’utiliser la me´thode de
la feneˆtre dynamique conseille´e par ROS pour sa rapidite´ de calcul et son efficacite´ dans les
situations difficiles : cul-de-sac, obstacle mouvant . . . (voir revue de litte´rature section 2.2.3).
Le concept est de discre´tiser l’espace de vitesse line´aire et angulaire, puis de garder la
meilleure combinaison de vitesses pour satisfaire un crite`re de couˆt. Nous avons duˆ choisir
les coefficients associe´s a` la fonction couˆt, notre choix favorisant l’e´loignement des obstacles
et la limitation d’acce´le´ration sur le suivi de direction du mouvement assigne´e par l’usager.
Ceci nous assure, d’une part, une grande se´curite´ vis-a`-vis aux collisions possibles et un
mouvement lisse sans des coups brusques. D’autre part, une grande flexibilite´ permettant de
choisir une autre route, pas tre`s e´vidente, dans le cas d’un minimum local. Par exemple, si le
FRMI rencontre un obstacle frontal et l’usager demande d’avancer, notre choix nous permet
de tourner doucement pour nous aligner sur le mur puis de continuer a` avancer.
4.2.2 Navigation assiste´e
Cette fonctionnalite´ nous permet de faire une navigation assiste´e avec le FRMI, c’est-a`-
dire, laisser la priorite´ des consignes de vitesses a` l’usager, puis d’intervenir dans le cas de
manœuvres brusques ou dangereuses. Nous allons de´tailler l’algorithme utilise´ pour fournir
ce service.
A` chaque instant, l’usager envoie une commande de vitesse (a` l’aide du controˆleur) pour
effectuer un mouvement de´sire´ ; le module d’e´vitement d’obstacle commence par pre´voir le
mouvement du FRMI sur un coˆne de´termine´ par un rayon rmax et un angle θmax (voir figure
4.8). Cette estimation du mouvement suppose que le FRMI garde une vitesse fixe de´signe´e
par l’usager a` l’instant d’envoi de la commande t sur un intervalle de temps δtsim. Cette
hypothe`se est valable la plupart du temps si nous conside´rons de petits intervalles de temps
(2-3 secondes).
Ce chemin est envoye´, par la suite, au corps de l’algorithme qui lui assigne un couˆt de´pen-
damment des donne´es de te´le´me´trie (voir section 2.2.3). Si la trajectoire a un couˆt supe´rieur a`
un seuil, le module autorise la commande de l’usager, sinon, le module d’e´vitement d’obstacle
modifie´e selon le choix
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Figure 4.8 Simulation du ge´ne´rateur des trajectoires sous MATLAB avec une vitesse line´aire
de 0.7m/s et une vitesse angulaire de 0.5rad/s
propose une nouvelle commande pour fuir les obstacles de´tecte´s, ou tout simplement s’arreˆter
et attendre une nouvelle commande de l’usager.
Nous notons que dans le cas de la ge´ne´ration d’une nouvelle commande de vitesse, cette
vitesse a` tendance a` s’e´loigner le plus possible des obstacles. Nous allons donc coupler cette
vitesse avec la consigne de vitesse donne´e premie`rement par l’usager, ceci pour garder le
sentiment de controˆle a` l’usager.
Les parame`tres influant la navigation assiste´e sont configurable a` l’aide d’un fichier confi-
guration ROS, et peuvent changer selon le comportement de l’usager. Par contre, nous allons
garder la configuration dans le tableau 4.2 pour les expe´rimentations futures.
Tableau 4.2 Configuration de la navigation assiste´e
rayon maximal 3.0
angle maximal pi/6
temps de simulation 3.0
nombre de points dans la trajectoire 30
corre´lation de la vitesse angulaire 6 0.2
corre´lation de la vitesse lineare 0.1
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4.2.3 Suivi d’une trajectoire
Nous voulons fournir un outil qui permet de suivre fide`lement une trajectoire fixe par
rapport au FRMI. Cette trajectoire est assigne´e soit a` partir d’un fichier de configuration sous
la forme d’un vecteur de coordonne´s xR0 , yR0 , soit d’une fac¸on automatique par l’interme´diaire
d’un service, par exemple, le passage d’une porte.
Une fois la trajectoire rec¸ue, elle est envoye´e au module d’e´vitement obstacle pour juger sa
faisabilite´, le programme s’arreˆte quand le module d’e´vitement d’obstacle lui signale l’arrive´e
a` la fin de la trajectoire, ou si l’usager de´cide d’interrompre l’action.
4.2.4 Suivi d’une commande haut niveau
Le dernier service de suivi d’une commande de haut niveau consiste a` suivre une trajectoire
locale de´finie par rapport au repe`re associe´ au FRMI RFRMI . Cette trajectoire est envoye´e
en continu au module d’e´vitement d’obstacle, et ce dernier ne fait que juger sa faisabilite´ et
assigner une vitesse de commande pointant vers la direction de la trajectoire.
Cette fac¸on de faire nous permet de demander au FRMI de faire des taˆches inte´ressantes :
avancer, reculer ou tourner ou suivre une personne.
4.3 Module de cartographie
Nous avons pre´sente´ dans la revue de litte´rature 2.5 les me´thodes utilise´es pour la car-
tographie avec des donne´es laser, par contre, nous avons adopte´ l’algorithme propose´ par
(Grisetti et al., 2007) incluant l’ensemble de ces notions 7. L’algorithme suit le cheminement
suivant :
– une premie`re estimation x
′(i)
t = x
(i)
t−1⊕ut−1 de la pose du robot repre´sente´ par la particule
i est obtenue a` partir de la pose pre´ce´dente x
(i)
t−1 de la particule par inte´gration des
mesures d’odome´trie ut−1 recueillies depuis la dernie`re mise a` jour du filtre ;
– nous appliquons un algorithme d’analyse de correspondance entre la carte m
(i)
t−1 et la
nouvelle mesure zt a` partir de l’estimation initiale x
′(i)
t : xˆ
(i)
t = argmaxxp(x|mit−1, zt, x
′(i)
t ).
Si l’analyse de correspondance e´choue, les nouvelles poses et poids de particules sont
calcule´s en fonction du mode`le de mouvement (et les e´tapes 3 et 4 sont ignore´s). Nous
utilisons l’algorithme du plus proche point (ICP) propose´ par (Censi, 2008) ;
– un ensemble de points d’e´chantillonnage xk est choisi dans un intervalle autour de la
pose xˆ
(i)
t : xk
{
xj||xj − xˆ(i)| < Q
}
avec Q une estimation du bruit du mode`le du FRMI.
6. Une corre´lation de vitesse de 0.2 signifie que la vitesse finale a 20% de la vitesse initiale plus 80% de la
vitesse propose par le module d’e´vitement d’obstacles.
7. Une imple´mentation libre de droits de l’algorithme « GMapping » est disponible sur le site http:
//www.openslam.org/.
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A` partir de ces points, la moyenne et la covariance de la proposition de distribution du
filtre particulaire sont calcule´es pour estimer un poids wi par xˆ
(i) ;
– ajout de la nouvelle mesure de te´le´me´trie zt dans la carte ;
– e´chantillonnage si besoin. Normalement nous devons ree´chantillonner si les poids asso-
cie´s a` chaque particule de´ge´ne`rent rapidement, ceci se caracte´rise par un nombre effectif
de particules Neff =
1∑
p log(wp)
.
Malgre´ la robustesse de cet algorithme, sa re´ussite de´pend de plusieurs parame`tres propres
au FRMI :
– la valeur choisie pour la matrice de corre´lation Q. En effet, le FRMI accumule des
erreurs continues d’odome´trie, dues essentiellement aux glissements des roues et les
frottements avec les roues folles. La valeur de Q doit quantifier ces erreurs. Dans notre
cas : [
cov(v, v) cov(v, w)
cov(w, v) cov(w,w)
]
=
[
0.03 0.015
0.015 0.05
]
(4.4)
– le nombre de particules choisies. Un grand nombre augmente le temps de calcul, mais un
petit nombre ne permet pas de propager suffisamment d’informations sur l’environne-
ment. Le fait d’avoir des particules avec des poids permet de profiter des environnements
avec des circuits ferme´s ; il suffit qu’une particule survive jusqu’au moment ou` le FRMI
revient a` un endroit de´ja` visite´, pour que cette particule voie son poids augmenter
rapidement. Nous utilisons 50 particules ;
– la qualite´ d’analyse de correspondance entre les donne´es de te´le´me´trie : le FRMI doit
bouger lentement durant le processus de construction de carte pour augmenter son taux
de re´ussite ;
– la qualite´ des donne´es laser : si les donne´es de laser sont errone´es, a` cause de la pre´sence
des milieux transparents ou a` cause de la pre´sence d’autres obstacles mouvants, la
qualite´ de la carte construite est largement affecte´e.
4.3.1 Fusion avec une carte existante
Bien que nous disposons d’un moyen pour construire les cartes de nouveaux espaces, nous
voulons profiter de l’existence de carte CAO 8 de plusieurs baˆtiments. De plus, puisque nous
nous basons sur les nuances de noir pour distinguer obstacle et espace libre, utiliser une carte
CAO est tout a` fait possible.
De plus, cette fac¸on de faire nous permet de nous concentrer plus sur l’extraction des
nouveaux de´tails de chaque pie`ce pendant la cartographie et ainsi de profiter de l’exactitude
8. Les cartes CAO sont des cartes conc¸ues par ordinateur pour les plans de se´curite´ ou pour les architectes,
CAD en anglais
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des traits rectilignes (murs) pre´sents dans les cartes CAO.
Sur la figure 4.9, nous pre´sentons une carte existante et une carte construite du cinquie`me
e´tage du baˆtiment Lassonde de l’E´cole Polytechnique de Montre´al. Nous supposons que les
cartes fournies peuvent eˆtre mises a` l’e´chelle 5cm/pixel, bicolores noir et blanc et contiennent
une information utile sur les murs.
Figure 4.9 Exemple d’une carte obtenue par cartographie a` gauche, une carte fournie a` droite
Pour effectuer la fusion des deux cartes nous suivons l’algorithme suivant :
– nous allons commencer par orienter la carte construite par cartographie. Pour ce faire
nous utilisons le transforme´e de Hough (Ballard, 1981) pour de´tecter les lignes dans la
carte (voir figure 4.10).
– une fois les lignes extraites, nous cherchons les lignes orthogonales pour de´tecter l’orien-
tation α de la carte. Nous appliquons alors cette orientation sur la carte (voir figure
4.11).
– par la suite, nous calculons une valeur de corre´lation (Lewis, 1995) entre les deux cartes
4.5. Cette valeur atteint son maximum lorsque les deux cartes co¨ıncident.
corr(u, v) =
∑
x,y
[
f(x, y)− f¯u,v
]
[t(x− u, y − v)− t¯]{∑
x,y
[
f(x, y)− f¯u,v
]2∑
x,y [t(x− u, y − v)− t¯]2
}1/2 (4.5)
avec f la carte CAO, t la carte originale, t¯ la moyenne de t, et f¯u,v la moyenne de f sur
la re´gion sous la carte originale de taille (u, v).
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Figure 4.10 Re´sultat de la transforme´e de Hough pour de´tection de ligne
– enfin nous superposons les deux cartes (voir figure 4.12).
4.4 Conclusion
Dans ce chapitre nous avons pre´sente´ l’ensemble du travail accompli dans le module de
navigation pour FRMI.
En re´sume´, nous fournissons un mode manuel simple et efficace, supporte´ par un controˆle
PID pour limiter les acce´le´rations brusques et compenser les roues folles. Nous avons conc¸u
un module de navigation locale base´ sur un algorithme d’e´vitement d’obstacle de qualite´. Ce
module est conc¸u pour subvenir a` diffe´rents besoins : navigation assiste´e avec un controˆleur,
suivi d’un chemin local et suivi d’une commande instantane´e. Le module d’e´vitement d’obs-
tacle se voit plus utile lorsqu’il est associe´ a` l’ensemble de manœuvres automatiques regroupe´
dans le mode semi-manuel. Enfin, un mode automatique qui se caracte´rise par un syste`me
d’autolocalisation dans une carte tre`s performant.
Nous notons qu’a` coˆte´ de cette architecture de navigation, nous avons fourni un moyen
pour construction de cartes permettant de naviguer dans les nouveaux milieux non explore´s.
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CHAPITRE 5
RE´SULTATS ET VALIDATION EXPE´RIMENTALE
Dans ce chapitre, nous allons valider les algorithmes que nous avons pre´sente´s au long du
me´moire. Certes, nous savons que le module de navigation incluant, la navigation manuelle,
l’e´vitement d’obstacle et la cartographie, de´montre une bonne robustesse et fonctionne nor-
malement, mais nous allons chercher a` pousser ces algorithmes a` leurs limites, en les testant
dans diffe´rents environnements, controˆle´ et non controˆle´, avec diffe´rents types d’obstacle et
diffe´rentes configurations de capteurs. Ceci dans le but de conclure sur l’ultime objectif de
notre travail, a` savoir qu’elles sont les capteurs minimaux qu’un FRMI doit avoir pour re´ussir
une navigation efficace et se´curitaire.
Nous soulignons que pendant l’expe´rimentation nous allons utiliser des donne´es de type
balayage laser pour tout ce qui touche a` la cartographie, et les donne´es de type nuage de
points pour la navigation assiste´e.
5.1 Analyse et validation de la cartographie
Pour pouvoir valider et confirmer notre algorithme de cartographie, nous avons choisi de
le soumettre a` deux types d’expe´rience. Dans un premier temps, nous allons lui faire suivre
un circuit pre´de´fini avec diffe´rents types de difficulte´ (obstacles) et sans aucune autre inter-
vention exte´rieure (environnement controˆle´). Dans un deuxie`me temps, nous allons utiliser
les re´sultats du premier test pour cartographier un grand espace arbitraire (environnement
non controˆle´).
5.1.1 Environnement controˆle´
Pre´sentation du circuit
Nous avons choisi un circuit qui nous permet de confirmer un ensemble de points pre´cis,
a` savoir :
– la fiabilite´ de l’algorithme de la cartographie : ve´rifier si l’algorithme imple´mente´ permet
la faisabilite´ de la carte dans les deux cas extreˆmes : manque de donne´es de l’odome´trie
ou manque des donne´es de te´le´me´trie. Ces deux cas extreˆmes peuvent eˆtre ve´rifie´s,
respectivement, avec l’utilisation d’un circuit circulaire 1 et en limitant la re´solution des
1. Il se trouve que l’erreur d’odome´trie en rotation est bien plus visible.
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capteurs ;
– la sensibilite´ a` l’environnement : ve´rifier si nous pouvons cartographier des espaces avec
diffe´rents types d’obstacles, en forme : objet transparent, semi-transparent ou plein, et
en style : coins et couloirs.
Figure 5.1 Pre´sentation du circuit pour cartographie : sche´ma de´taille´
Avec ces objectifs en teˆte, et en utilisant l’espace disponible dans le laboratoire de robo-
tique, nous avons de´cide´ de construire le circuit a` l’inte´rieur du laboratoire, mais en rajoutant
un ensemble d’obstacles spe´cifiques. La figure 5.1 pre´sente une vision sche´matise´e de cet es-
pace. Les traits en noir pre´sentent des obstacles pleins (murs, planches . . . ), les espaces grise´s
indiquent la pre´sence ale´atoire d’objet dans la pie`ce (tables, chaises . . . ), les traits en rouge
repre´sentent des vitres teinte´es, le trait en vert indique une plaque de plexiglas transparente
et le trait en bleu indique un panneau de grillage (voir figure 5.2).
Configuration
Pour le test du module de la cartographie, nous avons de´cide´ de ne pas utiliser le mode
semi-manuel, ceci dans le but d’e´viter les erreurs combine´es provoque´es par le module d’e´vi-
tement d’obstacle ; toutes les expe´riences sont faites alors en mode manuel. Aussi, pour nous
rapprocher du cas ge´ne´ral, a` chaque fois nous laissons tous les capteurs en marche meˆme si
nous n’en avons pas besoin. En somme, nous utilisons le nœud de mode´lisation du FRMI
« virtualFRMI, les nœuds d’acquisition de donne´e « laserFRMI », « sonarFRMI » et « ki-
nectFRMI », le nœud de conversion de donne´e brute en donne´es de te´le´me´trie : un balayage
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Figure 5.2 Pre´sentation du circuit pour cartographie : vue ge´ne´rale
laser avec une re´solution choisie, « merge scan », et le nœud de cartographie « mapping-
FRMI ». De plus, nous effectuons le processus de construction de carte sans arreˆt avec une
vitesse moyenne de 0.3m/s.
Test de cartographie avec un te´le´me`tre laser
La premie`re se´rie de tests, aussi la plus intuitive, est celle utilisant les donne´es des te´le´-
me`tres lasers pour construire une carte ; nous utilisons alors les deux lasers pour construire un
balayage de laser d’environ 360 degre´s. Le module de fusion des balayages laser /merge scan
nous permet d’e´chantillonner un balayage pour changer sa re´solution 2, donc en variant la re´-
solution nous allons essayer de trouver l’optimum nous permettant d’obtenir une carte lisible
avec un minimum de points.
Nous rappelons que le prix excessivement cher des te´le´me`tres lasers rend impossible d’ima-
giner un produit commercial avec ces capteurs ; en effet, chaque te´le´me`tre couˆte le quart du
prix du FRM. Par contre, un syste`me de te´le´me`tres lasers ponctuels disperse´s sur l’ensemble
du FRMI serait une tre`s bonne alternative future.
Les 3 images de la figure 5.3 illustrent le re´sultat de la cartographie avec diffe´rentes
re´solutions. Nous remarquons que meˆme en allant chercher une re´solution de 10 degre´s, c’est-
a`-dire, 36 point par balayage, nous arrivons a` reconstituer le chemin circulaire que nous avons
suivi sans arreˆt. Aussi, il n’y a pas une tre`s grande diffe´rence visuelle pour les 2 premie`res
cartes ; ceci s’explique par le fait que nous avons choisi de construire une carte avec une
re´solution de 5cm par pixel 3. Cependant, nous soulignons que comme pre´vu les vitres ne
2. Une re´solution de α degre´ signifie que l’angle entre deux rayons laser successifs est e´gale a` α
3. La re´solution de 5cm par pixel est une re´solution tre`s raisonnable pour l’e´vitement d’obstacle et la
planification du chemin, conside´rant la taille du FRMI 135cmx80cm.
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Figure 5.3 Re´sultat de la cartographie avec te´le´me`tre laser, de droite a` gauche, du haut en
bas, la re´solution est e´gale a` 1, 5 et 10 degre´s
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sont pas de´tecte´es.
Test de cartographie avec ultrasons
En combinant les mesures des te´le´me`tres ultrasons sur un plan, nous pouvons simuler un
balayage laser. Cependant, le proble`me majeur des ultrasons est leur impre´cision angulaire
et leur champ de vision restreint. De plus dans notre cas particulier, les ultrasons dont nous
disposons donnent des valeurs totalement errone´es a` partir de 80cm. La figure 5.4 de´montre
le re´sultat que nous avons obtenu en essayant une cartographie avec sonar seulement : nous
remarquons que les vitres sont de´tecte´es, ainsi que quelques de´tails du corridor, mais la carte
n’a aucun sens, chose qui e´tait pre´visible vu le manque d’information de te´le´me´trie.
Figure 5.4 Re´sultat de la cartographie avec te´le´me`tre ultrason seul
Test de cartographie avec kinect
Comme nous l’avons vu dans la section 3.5, nous pouvons ge´ne´rer une donne´e e´quivalente
a` un balayage laser a` partir des nuages de points fournis par la came´ra Kinect, ceci en nous
limitant sur un plan horizontal. C’est ce que nous avons fait pour construire la carte a` la
figure 5.5. Vu l’utilisation d’une seule came´ra Kinect, nous nous sommes restreints a` un
champ de vision de moins de 140 degre´s ; par contre, malgre´ cette limitation, nous arrivons
a` un re´sultat tre`s correct partout sauf dans le corridor ; en effet, nous remarquons une erreur
dans la rotation au moment ou` le FRMI prend le deuxie`me couloir (cette erreur est justifie´e
par le manque des donne´es de te´le´me´trie sur le plan).
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Nous rappelons que dans l’algorithme de cartographie, nous nous appuyons sur une ana-
lyse de correspondance entre le nouveau balayage et la carte pour corriger les erreurs possibles
d’odome´trie. Pendant ce test au moment de prendre le virage du couloir a` droite l’analyse
de correspondance a duˆ e´chouer a` cause du manque de donne´es et donc l’erreur d’odome´trie
en rotation a subsiste´. Nous notons que cette erreur n’est pas tre`s grande au de´but, mais la
longueur du couloir la rend plus visible.
Figure 5.5 Re´sultat de la cartographie avec la came´ra Kinect seule
Test de la cartographie avec une combinaison des te´le´me`tres laser et ultrasons
Ce test consiste a` prendre les donne´es des te´le´me`tres laser e´chantillonne´es a` 5 degre´s puis
les combiner avec des donne´es ultrasons pour construire une carte de l’espace.
La figure 5.6 montre le re´sultat obtenu. Nous remarquons que la qualite´ de la carte n’a
pas diminue´ compare´e a` celle obtenue avec seulement des donne´es laser. Par contre, nous
aurions espe´re´ voir plus apparaˆıtre les vitres.
Il se trouve que les sonars voient bien la vitre donc la probabilite´ d’avoir un obstacle
dans la position de la vitre augmente. Cependant vu leur erreur angulaire nous associons une
probabilite´ plus faible a` ces points. Puis en avanc¸ant, c¸a sera au tour des te´le´me`tres lasers
(et seulement les te´le´me`tres laser graˆce a` leur grand champ de vision) d’observer la vitre,
malheureusement, les lasers voient ce qui est derrie`re et donc l’algorithme de la cartographie
diminue la probabilite´ d’avoir un obstacle dans cette position. Ce proble`me peut eˆtre corrige´
en rajoutant des sonars derrie`re le FRMI et aux coˆte´s.
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Figure 5.6 Re´sultat de la cartographie avec te´le´me`tres ultrason et laser
Test de cartographie avec une combinaison des te´le´me`tres laser et capteur Kinect
Un test inte´ressant consiste a` fusionner les donne´es de te´le´me`tre laser et ceux de la camera
Kinect. Nous avons garde´ le balayage fourni par la camera Kinect pour l’avant du FRMI, et
nous avons limite´ les donne´es laser sur un angle de 135 degre´s pour chaque coˆte´ du FRMI.
La figure 5.7 montre les re´sultats obtenus avec un e´chantillonnage du laser de 1, 5 et
10 degre´s, nous remarquons que l’erreur de rotation que nous avions avec la came´ra Kinect
seulement est corrige´e avec les nouvelles donne´es de la te´le´me´trie sur les coˆte´s.
Test de cartographie avec une combinaison des te´le´me`tres laser, ultrasons et
capteur Kinect
Enfin nous avons conclu avec un test de cartographie incluant tous les capteurs, a` savoir :
les te´le´me`tres lasers avec un balayage limite´ sur les cote´es du FRMI, la came´ra Kinect sur le
devant et le te´le´me`tre ultrason pour la de´tection des milieux transparents.
La figure 5.8 illustre le re´sultat obtenu. Comme pre´vu la came´ra fournit, a priori, une
quantite´ suffisante de donne´es pour le devant de la chaise, les te´le´me`tres laser permettent
de rajouter l’information suffisante pour que l’algorithme de cartographie corrige l’erreur
d’orientation, et les sonars permettent la de´tection des vitres. Nous notons que les vitres
apparaissent mieux cette fois, puisque nous avons utilise´ moins de points issus du te´le´me`tre
laser dans le balayage laser fusionne´.
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Figure 5.7 Re´sultat de la cartographie avec combinaison de te´le´me`tre laser et camera Kinect
de droite a` gauche, d’en haut en bas, la re´solution du laser change de 1, 5 a` 10 degre´s
64
Figure 5.8 Re´sultat de la cartographie avec une fusion de tous les capteurs
Comparaisons et conclusions
Afin de juger les performances de chaque capteur, nous faisons une e´tude quantitative des
re´sultats obtenus dans chaque test. Nous avons choisi les crite`res suivants :
– le couˆt du mate´riel sur le marche´ : en moyenne les te´le´me`tres ultrasons couˆtent dix fois
moins cher qu’une came´ra Kinect, qui couˆte dix fois moins cher qu’un te´le´me`tre laser ;
– la sensibilite´ a` l’environnement de´tecte´ par les capteurs : un gain sur une e´chelle de 10
est attribue´ au capteur s’il arrive a` percevoir un type d’obstacle ;
– la cohe´rence de la carte re´sultante : ce crite`re inclut la pre´sence du bruit dans la carte,
la continuite´ des traits rectiligne et le degre´ de de´couverte de l’environnement.
Nous faisons l’hypothe`se que si nous diminuons la re´solution des te´le´me`tres laser nous pouvons
trouver un e´quivalent laser permettant de donner la meˆme re´solution a` un prix plus bas. Ceci
est justifie´ du fait que pour construire un te´le´me`tre laser ponctuel nous n’avons besoin que
d’une source laser ponctuel et un capteur CMOS positionne´ de telle fac¸on pour de´tecter la
re´flexion de l’onde optique e´mise par le laser. Le reste est une simple triangulation pour
calculer la distance.
Le tableau 5.1 pre´sente la synthe`se de ces crite`res pour les diffe´rentes expe´rimentations
effectue´es. Le gain total est normalise´ sur un maximum de 100, sachant qu’un gain de 100 est
atteint si un capteur ne couˆte rien et qu’il donne un score parfait (10) dans tous les autres
gains.
Sans perdre de ge´ne´ralite´, ce tableau nous permet de bien orienter nos choix de capteurs
selon nos crite`res. Si nous sommes dans un environnement avec seulement des obstacles
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Tableau 5.1 Synthe`se des diffe´rents tests de cartographie dans un environnement controˆle´
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360 Non Non -100 10 2 0 10 9 9 17
72 Non Non -20 10 2 0 9 8 8 52
36 Non Non -10 10 2 0 8 7 7 52
Non Oui Non -1 10 10 10 1 2 2 58
Non Non Oui -10 10 4 0 7 8 4 50
72 Oui Non -21 10 9 7 8 5 8 68
180 Non Oui -60 10 3 0 9 7 9 33
36 Non Oui -20 10 2 0 9 6 8 48
18 Non Oui -15 10 2 0 8 5 7 46
36 Oui Oui -21 10 10 9 8 6 8 75
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opaques et si nous nous soucions moins des couˆts, il nous suffit de travailler seulement avec
des te´le´me`tres laser pour avoir un meilleur re´sultat. Par contre, pour un produit commercial
relativement moins cher fournissant un ensemble de donne´es diffe´rentes, mais homoge`nes,
notre choix sera de faire une fusion de tous les capteurs.
Ceci dit, ces tests ont e´te´ effectue´s dans un environnement bien cadre´ et non bruite´. Dans
la suite nous allons soumettre notre prototype a` de grands espaces non controˆle´s.
5.1.2 Environnement non controˆle´
Pour cette expe´rimentation nous voulons faire une cartographie d’un nouvel espace res-
semblant a` des espaces d’ae´roport ou des centres d’achats. Nous avons choisi le premier e´tage
du baˆtiment Lassonde de l’E´cole Polytechnique de Montre´al : il contient une grande porte
vitre´e de plus de deux fac¸ades vitre´es, un couloir restreint et un autre couloir assez large ;
enfin, c’est un espace assez peuple´ puisque tous les e´tudiants traversent la porte principale
pour entrer ou sortir de l’e´cole.
Nous avons choisi dans un premier temps d’effectuer une cartographie avec une fusion de
donne´es : te´le´me`tre laser avec une re´solution de 10 degre´s (36 points), ultrason et came´ra
Kinect. La figure 5.9 illustre le re´sultat obtenu. Malgre´ la pre´cision de la carte obtenue, la
carte est inexploitable a` cause de l’erreur incorrigible de l’odome´trie (surtout en rotation). En
effet, un simple calcul montre qu’une erreur de 1 degre´ en rotation provoque 0.87m d’erreur
en translation au bout de 50 me`tres, ceci devient plus grave puisque l’erreur en rotation
est supe´rieure a` 1 degre´ et elle est commise en continu (voir figure 4.6) ! Normalement la
cartographie corrige ces erreurs en se basant sur les donne´es de te´le´me´trie, mais dans ce
cas particulier, vu la largeur de l’espace et la pre´sence des gens, nos donne´es fusionne´es
semblent insuffisantes (surtout sur les cote´es) ou tre`s bruite´es pour re´ussir une bonne analyse
de correspondance.
Nous avons alors effectue´ une deuxie`me cartographie, mais cette fois en utilisant les te´le´-
me`tres laser avec une grande re´solution (environ 360 degre´s), la figure 5.10 illustre le re´sultat
obtenu : une carte avec une tre`s grande pre´cision avec des traits rectilignes continus et un
minimum de bruit, nous n’avons jamais e´te´ si proches de la perfection. Par contre, nous sou-
lignons que ce re´sultat n’a pas e´te´ direct, puisque nous avons effectue´e plusieurs aller-retour a`
mi-chemin avec de faibles vitesses. Ceci dans l’objectif d’utiliser au maximum la consistance
des donne´es laser pour corriger l’odome´trie. N’oublions pas que la correction de l’odome´trie
avec des donne´es lasers n’est efficace que si le taux de re´ussite de l’analyse de correspondance
est assez haut, et donc que si l’estimation de la position base´e sur les donne´es d’odome´trie,
bruite´e avec une matrice de covariance, est bonne.
En conclusion, le module de cartographie permet la construction de carte efficacement,
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Figure 5.9 Cartographie du premier e´tage du baˆtiment Lassonde avec une fusion de donne´e :
te´le´me`tre laser (10%), ultrason et came´ra Kinect
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Figure 5.10 Cartographie du premier e´tage du baˆtiment Lassonde avec te´le´me`tre laser seule-
ment
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mais, dans des conditions pre´cises :
– nous fournissons assez de donne´es sur l’environnement, dans les environs de 320 points
par balayage laser ;
– nous naviguons avec une faible vitesse pour maximiser la re´ussite d’analyse de corres-
pondance ;
– nous naviguons de fac¸on a` rester lie´ au maximum avec la carte construite, par exemple,
faire des boucles circulaires dans l’environnement.
Bref, nous devons nous assurer que les particules du filtre particulaire responsable de la
cartographie restent regroupe´es et ne dispersent pas rapidement. Ceci peut eˆtre quantifie´
par une mesure d’entropie de particule que nous fournissons en continu sous la forme d’un
message ROS.
5.2 Analyse et validation du module de navigation locale
Dans cette partie, nous allons effectuer une expe´rimentation visant a` valider le module de
navigation locale, incluant l’e´vitement d’obstacle et le suivi de chemin.
Pour cette expe´rimentation, nous utilisons des donne´es sous forme de nuages de points
re´sultantes de la fusion de tous les capteurs (te´le´me`tre laser, te´le´me`tre ultrason et came´ra
Kinect). Nous notons que nous avons construit le chemin a` suivre a` l’avance en choisissant un
ensemble de points dans la carte (voir figure 5.11). Lors de la navigation, la carte est utilise´e
uniquement pour la localisation globale et comme support visuel. L’e´vitement d’obstacle et le
suivi de chemin sont assure´s a` chaque instant en se basant seulement sur les donne´es perc¸ues
en temps re´el par tous les capteurs.
La carte sur la figure 5.11 est une reconstitution sur MATLAB de la carte obtenue pre´ce´-
demment avec seulement des te´le´me`tres laser avec une re´solution maximale.
La difficulte´ de cette trajectoire consiste dans les deux points suivant :
– pour effectuer cette trajectoire le module d’e´vitement d’obstacle doit assurer deux pas-
sages de portes (voir figure 5.12). Les passages de portes repre´sentent un de´fi au module
de suivi de chemin puisque le point objectif se situe derrie`re deux obstacles tre`s rap-
proche´s. Il se trouve qu’avec les parame`tres choisis, la traverse´e de porte ne pose aucun
proble`me ;
– le chemin a` suivre contient une grande partie dans un couloir serre´ (voir figure 5.13).
Nous remarquons de petites oscillations lors de l’avancement dans le couloir qui est duˆ
a` notre choix d’e´loignement aux obstacles.
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Figure 5.11 Trajectoire utilise´e pour l’expe´rimentation du suivi de chemin
Figure 5.12 Suivi de la trajectoire : instant de traverse´ de porte
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Figure 5.13 Re´sultat du suivi de trajectoire
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5.3 Conclusion
En somme, ce chapitre nous a permis de comprendre les limites de notre strate´gie de na-
vigation conc¸ue pour le FRMI. D’une part, nous pouvons conclure que l’e´vitement d’obstacle
base´ sur un nuage de points fusionnant tous les capteurs est une solution simple et efficace
dans ce cas. D’autre part, nous pouvons effectuer une cartographie sur de petites dure´es de
temps (avant de nous perdre a` cause du manque des donne´es) a` l’aide d’un balayage laser
fusionnant tous les capteurs. Par contre, pour effectuer une cartographie efficace sur de larges
espaces inte´rieurs, nous avons toujours besoin d’utiliser les te´le´me`tres lasers a` leur maximum.
Ceci ne posera pas ne´cessairement un proble`me, si nous se´parons le proble`me de construction
de carte du proble`me d’e´vitement d’obstacles.
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CHAPITRE 6
CONCLUSION
Tout au long de ce me´moire, nous avons pre´sente´ le module de navigation pour FRMI dans
sa globalite´. Ce module propose de nouveaux e´le´ments de solution au proble`me de navigation
dans les grands espaces avec un fauteuil roulant motorise´.
6.1 Synthe`se des travaux
En re´sume´, notre travail a contribue´ dans le domaine de recherche par l’apport d’un
ensemble de nouveaute´s :
ROS : Une grande diffe´rence entre l’ancien syste`me Acropolis et notre nouveau module de
navigation est l’environnement de travail. Nous avons releve´ le de´fi de mettre en place
avec le mate´riel existant un nouveau syste`me d’exploitation modulaire, facile et ouvert,
qui nous a e´norme´ment aide´s pour concevoir le module de navigation :
– distribution de calcul sur plusieurs coeurs ou ordinateurs ;
– visualisation rapide des donne´es ;
– disponibilite´ d’un large catalogue d’algorithmes et ressources en acce`s libre.
Fusion de donne´e : Nous avons teste´ et explore´ un bon ensemble de capteurs : te´le´me`tre
laser, te´le´me`tre ultrason et came´ra Kinect. De plus, nous fournissons un algorithme
ge´ne´rique pour fusionner ces donne´es en deux types :
– un balayage laser : une donne´e de te´le´me´trie pre´sentant les obstacles perc¸us avec leur
distance et leur angle respectif, par rapport au FRMI. En pre´sence de conflit, on
conside`re l’obstacle le plus proche.
– un nuage de points : une repre´sentation en trois dimensions de tous les obstacles
comme perc¸us par les capteurs.
Nous avons fait cette distinction entre ces deux types a` cause de leurs objectifs diffe´-
rents : les balayages lasers sont destine´s pour la cartographie et la localisation globale,
tandis que les nuages de points sont utilise´s pour l’e´vitement d’obstacle.
Module de navigation locale : Nous avons propose´ une nouvelle architecture de controˆle
robuste base´e sur un superviseur et des services. Cette architecture se caracte´rise par sa
modularite´ et donc sa capacite´ a` continuer de s’agrandir. Aussi, ce module a e´te´ conc¸u
pour re´pondre aux objectifs de recherche en proposant :
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– un mode manuel, permettant le controˆle pre´cis et se´curitaire du FRMI par n’importe
quelle manette de controˆle compatible Linux ;
– un mode semi-manuel, centre´ sur le module d’e´vitement d’obstacle et proposant des
services comple´mentaires tels que le passage de porte et le suivie de chemin ;
– un mode automatique, qui reprend une imple´mentation de l’algorithme MCL pour
la localisation globale sur une carte avec les donne´es de balayage laser.
Cartographie : L’une des finalite´s essentielles de cette recherche, permettant a` ce projet
de vivre dans le futur, e´tait de fournir un service fiable de construction de carte base´e
sur les capteurs disponibles sur le FRMI. La me´thode que nous proposons, base´e sur
une imple´mentation d’un algorithme de cartographie, permet d’atteindre cet objectif
de deux fac¸ons :
– en nous basant sur les te´le´me`tres lasers, nous arrivons a` cartographier de nouveaux
grands espaces avec pre´cision ;
– en nous basant sur des donne´es fusionne´es (en majeure partie provenant de la came´ra
Kinect et des te´le´me`tres ultrason), nous arrivons a` construire des cartes pour de
petites pie`ces.
Ces cartes peuvent eˆtre fusionne´es plus tard avec une carte connue de l’environnement
(carte CAO).
Enfin les expe´rimentations ont permis de conclure sur les deux objectifs principaux de
cette recherche :
Identification des capteurs minimaux : Concernant le proble`me des obstacles transpa-
rents, nous re´pondons a` cette finalite´ de deux fac¸ons. D’une part, dans le cas d’e´vite-
ment d’obstacle, nous profitons de la donne´e du te´le´me`tre ultrason brute, incluse dans
le nuage de points pour assurer la navigation locale. D’autre part, pour la cartographie,
la me´thode de fusion de donne´e propose´e permet de ge´ne´rer un balayage laser, favo-
risant les donne´es ultrasons, pour la construction de carte. Par contre, vu les limites
de porte´e d’ultrason et les bruits de mesure, la construction de carte avec des donne´es
fusionne´es devient difficile pour les larges espaces. Enfin, la camera Kinect fournit un
tre`s bon rendu, mais reste limite´e en terme de champ de vision.
Module de navigation : Le module de navigation que nous avons conc¸u se distingue du
pre´ce´dent par : l’inte´gration de la localisation globale dans une carte et le rajout du
module de cartographie, donnant tous les deux des re´sultats tre`s satisfaisants. Cepen-
dant, la navigation assiste´e propose´e par la navigation locale, meˆme s’il est tre`s robuste
et se´curitaire, peut eˆtre moins maniable.
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6.2 Limitations de la solution propose´e
Meˆme si l’architecture du module de navigation propose´e pre´sente plusieurs points forts,
l’algorithme d’e´vitement d’obstacle reste moins re´actif que le pre´ce´dent sur Acropolis. Ceci
est duˆ au simple fait qu’il n’a pas e´te´ conc¸u spe´cialement pour un FRMI, mais adapte´ d’un
algorithme connu d’e´vitement d’obstacle. Ceci n’empeˆche pas qu’il y ait possibilite´ de porter
l’ancien module d’e´vitement d’obstacle sur le nouveau prototype.
Un autre proble`me qui reste non explore´ est celui des objets dynamiques et des obstacles
ne´gatifs. Cependant, avec l’ajout de la came´ra Kinect, il y a une grande possibilite´ de faire
un traitement spe´cial dans des de´veloppements futurs pour ces cas particuliers.
Pendant les expe´rimentations, nous avons effectue´ une comparaison subjective des cartes
obtenus, base´e sur un crite`re humain. Pour mieux juger les performances de diffe´rents capteurs
nous aurions pu utiliser une me´trique pour comparer ces cartes.
Enfin, nous n’avons pas de´veloppe´ une interface adapte´e a` la navigation a` la carte, chose
qui nous aurait permis de tester plus efficacement la localisation globale dans la carte.
6.3 Ame´liorations futures
Ce travail de recherche nous permet de nous ouvrir vers d’autres perspectives de recherche
futures permettant d’ame´liorer et de perfectionner le module de navigation propose´ pour le
FRMI.
Nous proposons d’automatiser ou semi automatiser le processus de ge´ne´ration des cartes
(retours sur nos pas) en fonction des mesures d’entropies. Ceci permet de faciliter le processus
de construction de carte.
Nous pouvons aussi utiliser plusieurs cartes ou une seule carte non binaire pour tenir
compte des objets opaques vs transparents. En d’autres termes, profiter de la pre´cision des
te´le´me`tres laser pour s’autolocaliser et garder des re´fe´rences sur la position des vitres. Ces
re´fe´rences seront rajoute´es plus tard.
D’autres strate´gies d’autolocalisation re´centes de´montrant de bonnes performances dans
les baˆtiments peuvent eˆtre explore´es telles que la localisation avec le champ magne´tique
terrestre (Vallivaara et al., 2011) ou avec imagerie.
La fusion des cartes n’a pas e´te´ explore´e profonde´ment ce qui laisse place a` l’ame´lioration,
surtout si nous arrivons a` faire une fusion automatique avec les cartes issues, par exemple,
de Google via internet.
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ANNEXE A
Cartographie et fusion de carte au premier e´tage de Lassonde
A.1 Cartographie
Nous allons de´tailler la proce´dure a` suivre pour cartographier un nouvel espace a` l’aide
du FRMI. Le nœud responsable de la cartographie est « mappingFRMI », il contient un
paquetage 1 de l’algorithme de cartographie fournie par (Grisetti et al., 2007) « gridslam ». Le
paquetage que nous proposons permet d’afficher et traquer les particules du filtre particulaire
et d’initialiser de fac¸on spe´cifique les variables. L’algorithme suit la proce´dure suivante :
– chaque particule est associe´e a` une carte et une position. Notre paquetage initialise un
nombre fixe de particules ; dans notre cas nous en utilisons 50. Pour chaque particule,
nous associons une carte initiale. L’algorithme original est e´crit de fac¸on a` initialiser les
cartes de de´parts par une carte vide. Si nous voulons commencer la cartographie sur
une carte existante, nous devons e´diter l’imple´mentation originale 2.
– si nous avons une nouvelle mesure de laser et que le FRMI a bouge´ suffisamment,
nous allons commencer le corps de l’algorithme. Dans notre cas nous conside´rons que
le FRMI a bouge´ s’il translate sur 1 me`tre ou s’il tourne de 0.5 rad.
– chaque particule xp est mise a` jour par inte´gration du mode`le du mouvement avec une
covariance sur les vitesses Q (voir les e´quations A.1 - A.6).
Q =
[
0.03 0.015
0.015 0.05
]
(A.1)
d = [v + |v|N (0, Q(1, 1)) + |w|N (0, Q(1, 2))] dt (A.2)
δ = [w + |v|N (0, Q(2, 1)) + |w|N (0, Q(2, 2))] dt (A.3)
xp = x+ d cos(θ + 0.5δ) (A.4)
yp = y + d sin(θ + 0.5δ) (A.5)
θp = θ + δ (A.6)
1. En informatique, le paquetage de bibliothe`ques (en anglais, wrapper library) est la couche du code
source qui expose l’interface d’une bibliothe`que donne´e en une interface compatible.
2. Le code source de l’imple´mentation du « gridslam » disponible sur l’adresse http://openslam.
informatik.uni-freiburg.de/data/svn/gmapping/trunk/gridfastslam/gridslamprocessor.cpp
devra eˆtre modifie´ a` partir de la ligne 282.
81
– pour chaque particule, nous calculons un poids base´ sur un crite`re de correspondance
entre le balayage laser et la carte actuelle.
– pour chaque particule, en fonction d’une gaussienne centre´e sur cette particule et avec
une covariance proportionnelle a` son poids, nous allons identifier la meilleure position
respectant les deux crite`res de mesure du laser et de l’odome´trie. Puis, nous mettons a`
jour la position de cette particule.
– inte´grer le nouveau balayage laser a` la carte associe´e a` la particule.
– si les poids des particules de´ge´ne`rent, nous allons e´chantillonner de nouvelles particules.
Le crite`re que nous utilisons est pre´sente´ dans l’e´quation A.7, avec Neff = 25.(∑
particules poids(p)
)2∑
particules poids(p)
2
< Neff (A.7)
Les figures A.1 montrent la dispersion des particules a` diffe´rents instants de cartographie.
Nous remarquons qu’au de´but les particules sont regroupe´es a` la position du FRMI, puis en
avanc¸ant le FRMI commence a` de´couvrir de nouveaux endroits (la re´gion gauche de la salle).
Ceci implique que les positions des particules sont moins corrige´es par la carte ante´rieure,
d’ou` l’effet de dispersion des particules. Lorsque nous revenons a` des endroits de´ja` visite´s,
les particules errone´es voient leur poids diminuer et disparaissent. Nous constatons alors un
effet de concentration des particules.
A.2 Fusion avec une carte
Une fois la cartographie termine´e nous proposons de la fusionner avec une carte connue a`
priori de l’environnement. Ceci dans le but, d’une part pour e´valuer son exactitude, d’autre
part, pour rajouter des informations ne´glige´es par les balayages laser. Nous avons montre´ la
proce´dure utilise´e dans la section 4.3.1. La figure A.3 illustre un autre re´sultat obtenu, cette
fois du premier e´tage du baˆtiment Lassonde a` l’E´cole Polytechnique de Montre´al.
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Figure A.1 E´tat des 50 particules (en rouge) a` diffe´rents instants de la cartographie
Figure A.2 Carte obtenue par cartographie (a` gauche) et une carte fournie (a` droite)
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ANNEXE B
Re´sultat d’autolocalisation et navigation point a` point
B.1 Localisation globale
La localisation globale se base sur l’imple´mentation de l’algorithme de Monte-Carlo adap-
tatif de´crit par (Fox et al., 1999). Cet algorithme se caracte´rise par un nombre de particules
variables (dans notre cas entre 500 et 5000 particules) et comme celui de la cartographie
par une matrice de covariance sur l’odome´trie, construite de fac¸on similaire. Cette matrice,
quantifiant les erreurs d’odome´trie, de´pend de plusieurs parame`tres : e´tat du sol, poids de
l’utilisateur, e´tat des roues, etc. Nous conseillons alors de la de´terminer empiriquement en
effectuant des navigations dans diffe´rents environnements. Le choix de Q est oriente´ comme
suit :
– si les particules se dispersent rapidement, il faut diminuer la valeur de Q selon la
dispersion : rotation, translation ou combine´ ;
– si l’erreur persiste selon un mouvement, il faut augmenter la valeur de Q associe´e a` ce
mouvement.
Pour illustrer l’efficacite´ du filtre, nous avons effectue´ la manipulation suivante : a` partir
d’un point fixe sur une carte de´ja` construite nous allons effectuer une trajectoire qui combine
une ligne droite, une rotation et un mouvement circulaire, puis retourner au point de de´part.
La figure B.1 illustre le re´sultat obtenu ; nous remarquons que l’erreur accumule´e en rotation
reste conside´rablement plus grande. Cependant, l’algorithme MCL reste assez stable et fournit
une bonne correction de l’odome´trie. Nous rappelons que l’algorithme actuel n’est pas tre`s
efficace dans les situations d’enle`vement (hijacking), surtout avec l’utilisation des grandes
cartes.
B.2 Navigation globale
A` chaque fois que l’usager de´sire se rendre a` un endroit de´ja` visite´, il doit choisir une po-
sition dans le repe`re de la carte. Le FRMI doit alors connaˆıtre sa position avec pre´cision pour
planifier son chemin. En somme, une bonne localisation globale est une condition ne´cessaire
pour assurer la navigation point a` point. Nous pre´sentons un exemple de navigation point a`
point dans une carte donne´e :
– nous commenc¸ons par assigner la position de´sire´e sur la carte et de´clencher la proce´dure
avec un bouton du controˆleur (voir figures B.2) ;
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Figure B.1 Test de l’algorithme MCL : A` droite, la trajectoire (en jaune) effectue´e avec
odome´trie seulement. A` gauche, la trajectoire (en jaune) effectue´e avec correction. En bas la
superposition des deux trajectoires, en jaune, avec odome´trie seule, en vert, avec application
du MCL.
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– l’algorithme de planification commence par ite´rer une premie`re trajectoire se basant
sur la carte statique ;
– lors de la de´tection d’un nouvel obstacle perc¸u par les capteurs, l’algorithme change la
trajectoire pour le contourner (voir figures B.3) ;
– l’algorithme s’arreˆte et le FRMI s’immobilise quand nous arrivons au point de´sire´ (voir
figures B.4).
Tout au long de cette manœuvre, nous ne pouvons pas nous permettre d’effectuer une erreur
de localisation dans la carte, sinon le FRMI ne pourra jamais suivre la trajectoire assigne´e.
Figure B.2 Navigation globale : a` gauche, en vert le point de de´part du FRMI et en rouge
le chemin initial planifie´. A` droite, les particules en vert montrent la position estime´e avec
MCL du FRMI.
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Figure B.3 Navigation globale : e´vitement d’obstacle statique.
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Figure B.4 Navigation globale : traverse´e de la porte et arrive´e a la position demande´e
