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Plasticity as the Γ-Limit of a
Two-Dimensional Dislocation Energy:
the Critical Regime without the Assumption of
Well-Separateness
Janusz Ginster
In this paper, a strain-gradient plasticity model is derived from a mesoscopic
model for straight parallel edge dislocations in an infinite cylindrical crystal. The
main difference to existing work is that in this work the well-separateness of dis-
loactions is not assumed. In order to prove meaningful lower bounds the ball
construction technique, which was developed in the context of Ginzburg-Landau
by Jerrard and Sandier, is adapted and modified. To overcome the difficulty of
loss of rigidity on thin annuli during the ball construction a combination of com-
binatorial arguments and local modifications of the occurring elastic strains is
presented.
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1 Introduction
Introduced in 1907 by Volterra, [24], dislocations were theoretically found to play a main
role to manifest plastic slip in metals by Orowan [17], Polanyi [19], and Taylor [23] in 1934.
Therefore, the derivation of macroscopic plasticity from dislocation models is of tremendeous
interest in the mathematical and the mechanical engineering community, [2–4, 8–10, 14, 15,
20, 22]. Many of these derivations start from a semi-discrete model where the underlying
crystalline lattice is averaged and the dislocations are modelled individually.
In this paper, we will restrict ourselves to study an infinite cylindrical crystal and straight,
parallel edge dislocations. This symmetry allows us to reduce the problem to a plane or-
thogonal to the dislocations, see Figure 1. In fact, the relevant quantities are the in-plane
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Ω× {0}
(a) Sketch of the cylindrical set Ω ×
(−∞;∞) and the straight, parallel
dislocation lines (red). The core re-
gions of the lines (red) are only drawn
in the plane {x3 = 0}, the corre-
sponding Burgers vectors are drawn
in blue.
Ω
(b) Sketch of Ω. The dislocation cores
around the intersection with the dis-
location lines are drawn in red, the
Burgers vectors (which are all in the
same plane as Ω) are drawn in blue.
Figure 1: Sketch of the geometry in the case of straight, parallel dislocation lines of edge type.
components of the elastic strain and the dislocations are completely characterized by their in-
tersection with this plane. The presence of dislocations is then modeled by an incompatibility
of the planar elastic strain β : Ω→ R2×2, [16], precisely
curlβ =
∑
i
ξiδxi (1)
for dislocations at intersection points xi and corresponding Burgers vectors ξi which depend
on the crystalline lattice and in particular on the interatomic distance ε > 0. In the case of
linearized elasticity the stored elastic energy for a planar elastic strain β and a corresponding
dislocation density µ is given by ˆ
Ωε(µ)
1
2
Cβ : β dx, (2)
where Ωε(µ) = Ω \
⋃
iBε(xi) and C ∈ R
2×2×2×2 is a linear elasticity tensor, i.e., it is positive
definite on symmetric matrices. It is necessary to exclude the discs with radius ε, the so-
called cores, around the dislocation in order to regularize the energy. Indeed, condition (1) is
incompatible with the space L2(Ω). Precisely, one can show that if curlβ = ξδ0 then
ˆ
BR(0)\Br(0)
1
2
Cβ : β dx ≥ c
(
R
r
)
|ξ|2 log
(
(
R
r
)
, (3)
where c
(
R
r
)
denotes the inverse of Korn’s constant for the annulus BR(0) \Br(0).
In [2], the authors derive an asymptotic formula for the energy (2) as they send ε→ 0. Garroni,
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Leoni, and Ponsiglione show in [8] that as the number of dislocations Nε goes to infinity and
ε → 0 the energy (2) features two competing effects, the self-energy of the dislocations and
the long-range elastic interaction of the dislocations. In view of (3) the authors compute the
limit of the elastic energy rescaled by Nε| log ε| where loosely speaking Nε is the number of
dislocations in the system. The limiting behavior of the stored elastic energy depends on
the scaling of Nε. In the subcritical regime, Nε ≪ | log ε|, the authors derive in the sense of
Γ-convergence a line-tension limit of the formˆ
Ω
ϕ
(
dµ
d|µ|
)
d|µ|, (4)
where ϕ is a subadditive, 1-homogeneous self-energy-density and µ is the limit of the suitably
rescaled dislocation densities.
In the supercritical regime, Nε ≫ | log ε| the elastic interaction dominates and the Γ-limit is
simply the elastic energy of the limit elastic strain.
In the critical regime, Nε ≈ | log ε|, the Γ-limit is a strain-gradient model for plasticity (see,
for example, [6, 11]) ˆ
Ω
1
2
Cβ : β dx+
ˆ
Ω
ϕ
(
dµ
d|µ|
)
d|µ|. (5)
The limit variables β and µ are still coupled through the relation curlβ = µ.
Note here that for all the results above the authors assume that the dislocations are well-
separated on an intermediate scale which is much larger than εγ for any fixed 0 < γ < 1.
This allows to compute the self-energy of all dislocations individually and then relax these in
a second step on a larger scale to obtain ϕ.
In order to obtain compactness for the elastic strains, the authors prove a generalization of
Korn’s inequality for fields with non-zero curl.
Again under the assumption of well-separateness of dislocations, similar results are derived
in [9,15,22] for a nonlinear rotationally invariant elastic energy density. Here, the generalized
Korn’s inequality is replaced by a generalized version of the Friesecke-James-Mu¨ller rigidity
estimate, [7].
In [14], the authors analyze the energy (2) complemented by a core penalization |µ|(Ω)
without the assumption of well-separateness and derive in the subcritical regime the same line-
tension limit as in (4). Without the well-separateness of dislocations the self-energy cannot
be computed for each dislocation individually. To overcome this problem, the authors adapt
the ball-construction technique which was developed in the context of the Ginzburg-Landau
functional (see [12, 21]). The building block to obtain meaningful lower bounds during the
ball-construction technique are energy estimates on annuli. In view of (3), the main difficulty
is that on thin annuli, there is a massive loss of rigidity. In the subcritical regime, this problem
can be overcome by a combinatorial argument which ensures that during a ball construction
all occurring annuli have a minimal thickness.
Modifications of the ball construction were also used successfully in the context of discrete
screw dislocations, [1], and to identify a Cosserat-like behavior near grain boundaries, [13].
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In this paper we study the critical regime without the assumption of well-separateness of
dislocations. The same combinatorial argument as in the dilute regime cannot be applied
anymore as in the critical regime there are simply too many dislocations in the system to con-
trol the thickness of occurring annuli during the ball-construction. We present a combination
of combinatorial arguments and a technique to modify the elastic strain locally to overcome
this difficulty (see Proposition 3.1 and Proposition 3.2). The main result of this work is the
derivation of energy (3) from (2) in the sense of Γ-convergence without well-separateness of
dislocations, Theorem 1.1.
This article is ordered as follows. First, we state the precise mathematical setting of the
problem and the main results in Section 1.1 and Section 1.2, respectively. In section 2, we
revisit the ball construction technique as it is known, for example, from [21], and introduce
the self-energy. Next, we prove the key lower bounds for compactness and the Γ-convergence
result in Section 3.1. In Section 3.2, we prove compactness. Then, we present the proof of
the Γ-convergence result in the Sections 3.3 and 3.4.
1.1 Setting of the Problem
Throughout this chapter we consider Ω ⊆ R2 to be a bounded, simply connected Lipschitz
domain which represents the horizontal cross section of a cylindrical crystal. We denote by
ε > 0 the lattice spacing.
Moreover, we consider the set of normalized minimal Burgers vectors in the horizontal plane
to be S = {b1, b2} for two linearly independent vectors b1, b2 ∈ R
2. The set of (normalized)
admissible Burgers vectors is then given by S = spanZ S. We consider the following space of
admissible dislocation densitites
X(Ω) =
{
µ ∈ M(Ω;R2) : µ =
N∑
i=1
ξiδxi for some N ∈ N, 0 6= ξi ∈ S, and xi ∈ Ω
}
.
Note that dealing with a linearized energy density allows us to scale out the dependence of
the admissible Burgers vectors from the lattice spacing. Associated to µ ∈ X(Ω), we consider
the strains generating µ. As a strain satisfying curlβ = µ for some µ ∈ X(Ω) cannot be in
L2(Ω;R2×2), we choose a core radius approach, meaning that we consider the reduced domain
Ωε(µ) = Ω \
⋃
x∈supp(µ)
Bε(x).
In general, we write Ωr(µ) = Ω \
⋃
x∈supp(µ)Br(x) for some r > 0.
The condition (1) is then replaced by a circulation condition around the cores. We define the
admissible strains as
ASε(µ) =
{
β ∈ L2(Ω;R2×2) : β = 0 in Ω \ Ωε(µ), curlβ = 0 in D
′(Ωε(µ)), and for every smoothly
bounded open set A ⊆ Ω such that ∂A ⊆ Ωε(µ) it holds that
ˆ
∂A
β · τ dH1 = µ(A)
}
.
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Here, β ·τ has to be understood in the sense of traces, see [5, Theorem 2]. Note that if the core
Bε(xi) of a dislocation with Burgers vector ξ does not intersect any other core, the definition
of ASε implies that ˆ
∂Bε(xi)
β · τ dH1 = ξ.
Instead of this circulation condition, one could also consider the set X(Ω) to consist of more
regular measures such as
ξ
πε2
L2|Bε(x),
ξ
2πε
H1|∂Bε(x) or ξδx ∗ ρε where ρε is a standard mollifier
and a strict curl-condition for the admissible strains. These other possibilities are not equiv-
alent but turn out to produce the same limit energy.
As we focus on the critical regime, we define the rescaled energy Fε :M(Ω;R
2)×L2(Ω;R2×2)→
[0,∞] as
Fε(µ, β) =
{
1
| log ε|2
(´
Ωε(µ)
1
2Cβ : β dx+ |µ|(Ω)
)
if µ ∈ X(Ω) and β ∈ AS linε (µ),
+∞ else,
for an elasticity tensor C ∈ R2×2×2×2 which acts only on the symmetric part of a matrix and
satisfies
l|Fsym|
2 ≤ CF : F ≤ L|Fsym|
2 for all F ∈ R2×2 (6)
for some constants l, L > 0.
Hence, the energy consists of a linearized elastic part and an energy associated to the core
of each dislocation. The core penalization is expected not to contribute in the limit as the
dislocation densities are expected to be of order | log ε|. In [20] it is shown that in a discrete
setting the energy of screw dislocations inside the core is indeed of order 1. The same penal-
ization was also used in [14] in the subcritical regime.
Finally, we introduce notation for local versions of X(Ω),ASε, and the energy Fε. Let U ⊆ Ω
be open. In the following, we write X(U) for the admissible dislocation densities on U (sim-
ply replace Ω in the definition by U). For µ ∈ X(U), we denote by ASε(µ,U) the strains
generating µ in U (again replace Ω by U in the definition of ASε). Finally, we write Fε(·, ·, U)
for the functional defined analogously to Fε where Ω is replaced by U .
1.2 Outline
We define the limit energy F :M(Ω;R2)× L2(Ω;R2×2)→ [0,∞] as
F (µ, β) =


´
Ω
1
2Cβ : β dx+
´
Ω ϕ
(
dµ
d|µ|
)
d|µ| if µ ∈ M(Ω;R2) ∩H−1(Ω;R2),
β ∈ L2(Ω;R2×2), and curlβ = µ,
+∞ else .
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Here, ϕ is the relaxed self-energy density which will be defined in (10). This is the same
limit as also obtained in [8] for a linearized model with the assumption of well-separateness
of dislocations.
Before we define the topology which we use to prove the Γ-convergence of Fε to F , we introduce
the flat norm. Given a measure µ ∈ M(Ω;R2), we define the flat norm by
‖µ‖flat = sup
ϕ∈W 1,∞0 (Ω;R
2);Lip(ϕ)≤1
ˆ
Ω
ϕdµ.
Now, we define the convergence of dislocation densities and strains that we use in the Γ-
convergence result.
Definition 1.1. Let εk → 0. We say that a sequence (µk, βk)k ⊆ M(Ω;R
2) × L2(Ω;R2×2)
converges to (µ, β) ∈ M(Ω;R2)× L2(Ω;R2×2) if
µk
| log εk|
→ µ in the flat topology and
βk
| log εk|
⇀ β in L2(Ω;R2×2).
Remark 1.1. As the linearized elastic energy only contains the symmetric part of β, one
could expect to define the convergence in this context such that
(βk)sym
| log εk|
or in view of Korn’s
inequality βk−Wk| log εk| skew-symmetric matricesWk converges weakly to β. The compactness result
will involve a statement of the latter type, see Theorem 1.2. However, it is not possible to
derive exactly the weak convergence on all of Ω but only local versions of it. As a lim inf-
inequality is still valid for the convergence of the compactness result, this convergence could
be seen as the most natural one for the problem. Yet, for the sake of a simpler notation, we
stick to the convergence defined as above, in particular since the additive appearance of the
skew-symmetric matrices leaves no footprint in the limit.
The main result of this paper is then the following.
Theorem 1.1. As ε → 0 the energies Fε Γ-converge with respect to the convergence in
Definition 1.1 to F .
The proof will be given in the Sections 3.3 and 3.4.
Moreover, we prove the following compactness statement in Section 3.2.
Theorem 1.2. Let Ω ⊆ R2 a bounded, connected Lipschitz domain. Let εk → 0 and consider
a sequence (µk, βk) ∈ X(Ω) × ASεk(µk) such that supk Fεk(µk, βk) < ∞. Then there exist
β ∈ L2(Ω;R2×2), µ ∈ M(Ω;R2) ∩ H−1(Ω;R2), and Wk ∈ Skew(2) such that for a (not
relabeled) subsequence it holds
1. µk| log εk| → µ in the flat topology,
2. for all 1 > γ > 0 and U ⊂⊂ Ω we have βk−Wk| log εk| 1Ωεγ
k
(µk) ⇀ β in L
2(U ;R2×2),
6
3.
(βk)sym
| log εk|
⇀ βsym in L
2(Ω;R2×2),
4. curlβ = µ.
Finally, it holds
lim inf
k→∞
Fεk(µk, βk,Ω) ≥
ˆ
Ω
Cβ : β dx+
ˆ
Ω
ϕ
(
dµ
d|µ|
)
d|µ|.
Remark 1.2. Notice that we need the localized weak convergence only if we want to control
the full strains βk. The symmetric parts (βk)sym clearly converge weakly on the full domain.
2 Preliminaries
2.1 The Self-Energy
In this section, we define the self-energy density ϕ. For proofs of the statements, we refer
to [8].
Let 0 < r1 < r2 and ξ ∈ R
2. We define
ASr1,r2(ξ) =
{
η ∈ L2
(
Br2(0) \Br1(0);R
2×2
)
: curl η = 0 and
ˆ
∂Br1 (0)
η · t = ξ
}
.
Here, τ denotes the unit tangent to ∂Br1(0). Again, the circulation condition has to be
understood in the sense of traces, cf. [5, Theorem 2].
Next, we set
ψr1,r2(ξ) = min
{
1
2
ˆ
Br2 (0)\Br1 (0)
Cη : η dx : η ∈ ASr1,r2(ξ)
}
, (7)
where C = ∂
2W
∂2F
(Id). Note that by scaling it holds that ψr1,r2(ξ) = ψ r1
r2
,1(ξ). The special case
r2 = 1 will be denoted by
ψ(ξ, δ) = min
{
1
2
ˆ
B1(0)\Bδ(0)
Cη : η dx : η ∈ AS1,δ(ξ)
}
. (8)
For fixed ξ ∈ R2 the function ψ(ξ, δ) scales as | log δ|. We state here the following result
from [8, Corollary 6 and Remark 7].
Proposition 2.1. Let ξ ∈ R2, δ ∈ (0, 1) and let ψ(ξ, δ) be defined as in (8). Then for every
ξ ∈ R2 it holds
lim
δ→0
ψ(ξ, δ)
| log δ|
= ψ(ξ),
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where ψ : R2 → [0,∞) is defined by
ψ(ξ) = lim
δ→0
1
| log δ|
1
2
ˆ
B1(0)\Bδ(0)
Cη0 : η0 dx (9)
and η0 : R
2 → R2×2 is a fixed distributional solution to{
curl η0 = ξδ0 in R
2,
div η0 = 0 in R
2.
In particular, both limits exist. Moreover, there exists a constant K > 0 such that for all
δ > 0 small enough and ξ ∈ R2 it holds∣∣∣∣ψ(ξ, δ)| log δ| − ψ(ξ)
∣∣∣∣ ≤ K |ξ|2| log δ| .
Remark 2.1. Note that the functions ψ and ψ(·, δ) are 2-homogeneous and convex.
The function ψ is the (renormalized) limit self-energy of a single dislocation with Burgers
vector ξ. As we will deal with local systems of dislocations, which could lower their self-energy
by interaction, we need to relax the self-energy density.
Definition 2.1. We define the function ϕ : R2 → [0,∞) by
ϕ(ξ) = min
{
M∑
k=1
λkψ(ξk) :
M∑
k=1
λkξk, M ∈ N, λk ≥ 0, ξk ∈ S
}
. (10)
Remark 2.2. Indeed, it can be seen by the 2-homogeneity of ψ that the min in the definition
of ϕ exists.
Remark 2.3. Note that ϕ is convex and 1-homogenous.
2.2 Ball-Construction revisited
In order to prove compactness or a lim inf-inequality, we need to prove bounds for (modified
versions of) the dislocation densities µε in terms of the energy Fε. The only information
we can use is the circulation condition of a corresponding strain βε ∈ ASε(µε). On a tech-
nical level, this circulation condition shares structural properties with the approximation of
vortices in the Ginzburg-Landau model. A prominent role in proving lower bounds for the
Ginzburg-Landau energy play ball constructions, see for example [12,21]. The main ingredi-
ent for proving lower bounds, by the use of a ball construction, is a bound of the energy on
annuli. These estimates are based on the fact that a non-zero circulation around an annulus
induces a certain minimal amount of energy. As we deal with linearized elasticity, we control
only the symmetric part of the strains. The use of Korn’s inequality allows us to get a lower
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bound on the energy in terms of the circulation of the strain, see Proposition 2.2. As Korn’s
constant blows up for thin annuli, we need to avoid carefully annuli whose radii go below a
certain ratio, see the proofs of Proposition 3.1 and Proposition 3.2. In the subcritical regime
this can be done by a combinatorial argument, see [14], which is not valid anymore in the
critical regime.
Now, let us shortly review the concept of a ball construction. For a visualization, see Figure
2.
B2(0)
B3(0)
B1(0)
B4(0)
(a) t = 0
B1(1)
B2(1)
B3(1)
B4(1)
(b) t = 1 before merging
B4(1)
B1(1)
(c) t = 1 after merging
B4(
3
2 )
B1(
3
2 )
(d) t = 3
2
before merging
Figure 2: Sketch of ball construction for four balls with c = 2.
Ball construction:
Fix c > 1. Given a finite family of closed balls (Bi)i∈I with radii Ri, we perform the fol-
lowing construction.
Preparation: Find a family of disjoint closed balls (Bi(0))i∈I(0) such that for each i ∈ I there
exists j ∈ I(0) with the following properties: Bi ⊆ Bj(0) and diam(Bj(0)) ≤
∑
i:Bi⊆Bj(0)
diam(Bi).
It is not difficult to see that this is always possible.
Expansion: Define for t > 0 and i ∈ I(0) the radii Ri(t) = c
tRi(0) and consider the fam-
ily of closed balls (Bi(t))i∈I(0) where Bi(t) is the ball with the same center as Bi(0) and
radius Ri(t). Moreover, let I(t) = I(0). We perform this expansion as long as the balls
(Bi(t))i∈I(t) are pairwise disjoint. For the first t > 0 such that the family (Bi(t))i∈I(t) is not
pairwise disjoint anymore, perform the merging below.
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Merging: If the family (Bi(t))i∈I(t) is not disjoint, find similarly to the preparation step a
disjoint family of balls (Bj(t))j∈J such that for each i ∈ I(t) there exists an index j ∈ J
which fulfills Bi(t) ⊆ Bj and diam(Bj) ≤ 2
∑
i:Bi(t)⊆Bj
Ri(t). For notational simplicity, let
us assume that the index i ∈ I(t) of a ball Bi(t) that is not affected during the described
procedure remains the same i.e., it holds i ∈ J and Bi is the same ball as Bi(t).
Then, replace I(t) by J , (Bi(t))i∈I(t) by (Bj)j∈J and the radii Ri(t) by the corresponding
1
2 diam(Bj).
The time t is called a merging time. After the merging, we continue with the expansion below.
Expansion II: Let τ > 0 be a merging time. For t > τ , we define the new radii Ri(t) =
ct−τRi(τ) and I(t) = I(τ). Moreover, for i ∈ I(t) set Bi(t) to be the ball with the same center
as Bi(τ) and radius Ri(t). Perform this expansion as long as the family (Bi(t))i∈I(t) is disjoint.
At the first t > τ such that this is not the case anymore, perform a merging as described above.
We refer to the family (I(t), (Bi(t))i∈I(t), (Ri(t))i∈I(t))t constructed as above as as the ball
construction starting with (Bi)i∈I and associated to c.
By the discrete ball construction starting with (Bi)i∈I and associated to c we mean the dis-
crete subfamily (I(n), (Bi(n))i∈I(n), (Ri(n))i∈I(n))n∈N.
Moreover, we introduce the following notation to link a ball in the construction at time t
with its past and future in the construction: For s2 > t > s1 > 0 and i ∈ I(t) let us define
P ti (s1) = {Bj(s1) : j ∈ I(s1) and Bj(s1) ⊆ Bi(t)} and (11)
F ti (s2) = Bj(ts) the unique ball at time s2 such that Bi(t) ⊆ Bj(s2). (12)
Next, note the following classical property, c.f. [12].
Lemma 2.1. Let (Bi)i∈I be a finite family of balls with radii Ri and c > 1. For the corre-
sponding (discrete) ball construction it holds that:
1. Ri(t) ≤ c
t
∑
j:Bj⊆Bi(t)
Rj for all i ∈ I(t),
2. The construction is monotone in the following sense. Let t > s ≥ 0. Then for every
i ∈ I(s) there exists j ∈ I(t) such that Bi(s) ⊆ Bj(t). In particular, it holds that
Ri(s) ≤ Rj(t) and
⋃
i∈I Bi ⊆
⋃
i∈I(s)Bi(s) ⊆
⋃
i∈I(t)Bi(t).
Proof. Property 1) is true for t = 0. It is easily seen that the the expansion and merging steps
preserve this property for growing t. Property 2) is also immediate from the construction.
The cornerstone of lower bounds via the ball construction are estimates during the merging
phase i.e., estimates on annuli. The following estimate was already proven in [14]. We state
and prove it here for convenience of the reader.
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Lemma 2.2. Let R > r > 0 and β ∈ L2(BR(0) \ Br(0);R
2×2) such that curlβ = 0 in
BR(0) \Br(0). Then it holds that
1.
´
BR(0)\Br(0)
Cβ : β dx ≥ 1
K(R
r
) 2pi
|ξ|2 log
(
R
r
)
,
2.
´
BR(0)\Br(0)
|β|2 dx ≥ 12pi |ξ|
2 log
(
R
r
)
.
Here, ξ =
´
∂Br(0)
β · τ dH1 where τ denotes the unit tangent to ∂Br(0) and K(
R
r
) is Korn’s
constant for the annulus BR(0) \Br(0).
Proof. We may assume that β ∈ C0(BR(0) \Br(0);R
2×2). Korn’s inequality provides a skew-
symmetric matrix W ∈ R2×2 such thatˆ
BR(0)\Br(0)
|β −W |2 dx ≤ K
(
R
r
)ˆ
BR(0)\Br(0)
Cβ : β dx.
Using a change of variables one can further estimate
ˆ
BR(0)\Br(0)
|β −W |2 dx =
ˆ R
r
ˆ
∂Bt(0)
|β −W |2 dH1 dt ≥
ˆ R
r
ˆ
∂Bt(0)
|(β −W ) · τ |2 dH1 dt.
Here, τ denotes the tangent to the corresponding ∂Bt(0).
Jensen’s inequality yields
ˆ R
r
ˆ
∂Bt(0)
|(β −W ) · τ |2 dH1 dt ≥
ˆ R
r
1
2πt
∣∣∣∣∣
ˆ
∂Bt(0)
(β −W ) · τ dH1
∣∣∣∣∣
2
dt =
1
2π
log
(
R
r
)
|ξ|2.
Combining the estimates, we find (1). The last two estimates for W = 0 show (2).
Remark 2.4. It can be seen that K(R
r
)→∞ as R
r
→ 0, see [18].
3 Proofs of the Main Results
3.1 The Main Ingredients for Lower Bounds
The main difficulty in a regime with more than | log ε| dislocations is that in a ball construction
argument one cannot avoid the combinatorics of distinguishing balls which expand for a certain
minimal time and therefore induce a relevant energy to the system from those that merge so
frequently that they do not allow to estimate their corresponding energy uniformly due to the
blow-up of Korn’s constant on thin annuli.
In the following proposition, we show how to reduce the general situation in the critical regime
to a situation that is easier to analyze. Essentially, we prove that in a neighborhood of the
dislocations of order εγ we can change the strain βε slightly. The total variation of the curl
of the new strain β¯ε is controlled in terms of | log ε| and the curl is concentrated in at most
C| log ε| balls with a radius that is much smaller than εγ for some fixed 0 < γ < 1.
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Proposition 3.1. Let 1 > α > γ > 0, δ ≥ 0, and K > 0. There exists ε0 = ε0(α, γ,K) > 0
such that for all 0 < ε < ε0 it holds the following:
Let Aε ⊆ R
2 open. Let µε ∈ X(Aε) and βε ∈ ASε(µε, Aε) such that dist(supp(µε), ∂Aε) ≥ ε
γ
and Fε(µε, βε, Aε) ≤ K| log ε|
−δ. Then there exist a family of disjoint closed balls (Dεi )i∈Iε
and a function β¯ε : Aε → R
2×2 such that
(i) diamDεi ≤ ε
α and Dεi ∩ supp(µε) 6= ∅ for all i ∈ Iε,
(ii) |Iε| ≤ C(α,K)| log ε|
1−δ,
(iii) β¯ε = βε on Aε \
⋃
x∈supp(µε)
Bεα(x),
(iv) curl β¯ε ∈ M(Aε;R
2),
(v) supp(curl β¯ε) ⊆
⋃
i∈Iε
Dεi and (curl β¯ε)(U) = µε(U) for each connected component U of
Aε,
(vi) | curl β¯ε|(Aε)| ≤ C(α,K)| log ε|
1−δ,
(vii) 1| log ε|2
´
Aε
1
2Cβ¯ε : β¯ε dx ≤ Fε(µε, βε, Aε) + C(α,K)
Fε(µε,βε,Aε)
| log ε| .
Proof. Let σ = 1−α3 and fix c > 1. Let ε > 0.
The prove is subdivided in three steps. It is based on a ball construction starting with the
balls of radius ε around the dislocation points. First, we estimate the number of balls, whose
µε-measure is non-zero, at some time in the ball construction that corresponds to balls with
an intermediate radius εα+2σ . Secondly, at a later point in the construction we bound the
number of balls whose accumulated Burgers vector is zero by deleting dipoles without creating
too much energy nor changing the strains on a large set, see (vii) and (iii). Combining the
estimates leads to (ii). In a third step, we modify the strains slightly in order to obtain a
strain with a curl that is still related to µε but whose total variation is bounded in terms of
| log ε|, see (v) and (vi).
Step 1. Estimation of number of balls such that µε(B) 6= 0.
Let Bεi = Bε(xi) where suppµε = {x1, . . . , xNε}. As the elements in S are bounded away from
zero, we may deduce from the assumed energy bound that Nε ≤ k|µε| ≤ kK| log ε|
2−δ .
Now, perform a continuous ball construction starting with the balls (Bεi )i=1,...,Nε and denote
its output by (Iε(t), (B
ε
i (t))t, (R
ε
i (t))t)t. In this first step, we consider only times t > 0 such
that
∑
i∈Iε(t)
Rεi (t) ≤ ε
α+2σ . Using Lemma 2.1, we can compute a lower bound on tε1 > 0
which we define to be the first time t such that
∑
i∈Iε(t)
Rεi (t) = ε
α+2σ :
εα+2σ =
∑
i∈Iε(tε1)
Rεi (t) ≤ c
tε1
∑
i∈Iε(tε1)
ε#{Bεj : B
ε
j ⊆ Bi(t
ε
1)} ≤ kK c
tε1ε| log ε|2.
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From this estimate one derives directly
tε1 ≥ σ
| log ε|
log c
−
log(kK)− 2 log | log ε|
log c
.
In particular, for ε > 0 small enough (depending on K and σ) we obtain that tε1 ≥
σ
2
| log ε|
log c +1.
Let us consider the balls (Bεi (s
ε
1))i∈I(sε1) of the the ball construction at time s
ε
1 = ⌈
σ
2
| log ε|
log c ⌉.
Note that all balls in (Bεi (s
ε
1))i∈I(sε1) have a radius which is smaller than ε
α+2σ .
We subdivide the family of balls (Bεi (s
ε
1))i∈Iε(sε1) into the subset of balls that evolve from few
mergings and those that originate from many mergings:
Fε(s
ε
1) =
{
Bεi (s
ε
1) : #P
sε1
i (0) ≤
sε1
2
}
and Mε(s
ε
1) =
{
Bεi (s
ε
1) : #P
sε1
i (0) >
sε1
2
}
.
Recall that by definition the set P
sε1
i (0) contains the balls at time zero which are included in
the ball Bεi (s
ε
1), see (11).
Let us first estimate the number of balls inMε(s
ε
1). By definition, every ball B
ε
i (s
ε
1) ∈ Mε(s
ε
1)
originates from at least
sε1
2 starting balls. Consequently,
#Mε(s
ε
1) ≤ 2
Nε
sε1
≤ 2kK
| log ε|2−δ
σ
2
| log ε|
log c
=
4kK
σ
log(c) | log ε|1−δ . (13)
The next objective is to estimate the number of balls in Fε(s
ε
1) which have an accumulated
Burgers vector which is non-zero.
Fix Bεi (s
ε
1) ∈ Fε(s
ε
1). By definition of Fε(s
ε
1), the ball B
ε
i (s
ε
1) includes at most
sε1
2 starting
balls. Hence, it evolves from at most
sε1
2 mergings. By the pigeonhole principle, there exist
natural numbers 0 ≤ n1 < · · · < nLi ≤ s
ε
1− 1 such that for all k = 1, . . . , Li ≥ ⌊
sε1
2 ⌋ every ball
Bεj (nk) ∈ P
sε1
i (nk) purely expands in the time interval (nk, nk+1]. Recall that by the definition
of the ball construction this means that Bεj (nk + 1) has the same center as B
ε
j (nk) and the
radius Rεj(nk + 1) = cR
ε
j(nk). Moreover, we know that curlβε = 0 in Bj(nk + 1) \ Bj(nk)
(remember that suppµε ⊆
⋃
i∈Iε
Bεi ⊆
⋃
i∈Iε(t)
Bεi (t) for all t > 0). Hence, we can apply
Lemma 2.2 to Bεj (nk + 1) \B
ε
j (nk) to obtain, by summing over all these disjoint annuli,
ˆ
Bεi (s
ε
1)
Cβε : βε dx ≥
Li∑
k=1
∑
Bεj (nk)∈P
sε
1
i (nk)
ˆ
Bεj (nk+1)\B
ε
j (nk)
Cβε : βε dx (14)
≥
1
2πK(c)
log(c)
Li∑
k=1
∑
Bεj (nk)∈P
sε
1
i (nk)
|µε(B
ε
j (nk))|
2. (15)
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As µε(B
ε
j (nk)) ∈ S and the non-zero elements in S are bounded away from zero, we can further
estimate
(15) ≥
k
2πK(c)
log(c)
Li∑
k=1
∑
Bεj (nk)∈P
sε1
i (nk)
|µε(B
ε
j (nk))|
≥
k
2πK(c)
log(c)
Li∑
k=1
|µε(B
ε
i (s
ε
1))|
≥
k
2πK(c)
log(c)Li |µε(B
ε
i (s
ε
1))|
≥
k
2πK(c)
log(c)
⌊
sε1
2
⌋
|µε(B
ε
i (s
ε
1))|
≥
σ k
16πK(c)
| log ε| |µε(B
ε
i (s
ε
1))|. (16)
For the second inequality, we used that µε(B
ε
i (s
ε
1)) =
∑
Bεj (nk)∈P
sε
1
i (nk)
µε(B
ε
j (nk)); for the last
inequality we used that for ε small enough it holds that
⌊
sε1
2
⌋
≥ σ| log ε|8 log c .
By summing over all Bεi (s
ε
1) ∈ Fε(s
ε
1), we deduce from the energy bound on Fε(µε, βε, Aε)
that ∑
Bεi (s
ε
1)∈Fε(s
ε
1)
|µε(B
ε
i (s
ε
1))| ≤
σ k
16πK(c)
K| log ε|1−δ .
In particular, we obtain the bound (recall that the non-zero elements of S are bounded away
from zero)
#{Bεi (s
ε
1) ∈ Fε(s
ε
1) : µε(B
ε
i (s
ε
1)) 6= 0} ≤ C(α,K, c)| log ε|
1−δ . (17)
Combining the bounds (13) and (17) provides the estimate
#{Bεi (s
ε
1) : i ∈ Iε(s
ε
1) and µε(B
ε
i (s
ε
1)) 6= 0} ≤ C˜(α,K, c)| log ε|
1−δ.
Step 2. Reduction of number of balls such that µε(B) = 0.
In this step, we reduce the number of balls such that µε(B) = 0 by further growing the balls
from step 1 and replacing βε by local gradients on balls with µε-mass 0.
Let I˜ε = Iε(s
ε
1) and B˜
ε
i = B
ε
i (s
ε
1) for all i ∈ I˜ε where Iε(s
ε
1) and B
ε
i (s
ε
1) are from step 1.
Consider a new ball construction associated to c starting with the balls (B˜εi )i∈I˜ε . With a little
abuse of notation we call the output of this ball construction again (Iε(t), (B
ε
i (t))i∈Iε(t), (R
ε
i )i∈Iε(t))t.
As the starting balls have — by construction in step 1 — a radius less than εα+2σ , we can
argue as in step 1 to obtain that for ε > 0 small enough the inequality
∑
i∈Iε(t)
Rεi (t) ≤ ε
α+σ
14
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Figure 3: Prototypical examples of balls in the sets Aε1(s
ε
2) (left), A
ε
2(s
ε
2) (middle) and A
ε
3(s
ε
2)
(right). The balls Bεi (s
ε
2) are drawn in gray, the corresponding balls in P
sε2
i (0) are
drawn in red, and their (accumulated) Burgers vectors are drawn in blue, a blue 0
indicates that the µε-mass of this ball is 0 .
holds true for all t ≤ ⌈σ2
| log ε|
log c ⌉ =: s
ε
2.
We define the following partition of the set {Bεi (s
ε
2) : i ∈ Iε(s
ε
2)} (see Figure 3):
Aε1(s
ε
2) =
{
Bεi (s
ε
2) : there exists a ball B
ε
j (0) ∈ P
sε2
i (0) such that µε(B
ε
j (0)) 6= 0
}
,
Aε2(s
ε
2) =
{
Bεi (s
ε
2) : for all B
ε
j (0) ∈ P
sε2
i (0) it holds µε(B
ε
j (0)) = 0 and #P
sε2
i (0) >
sε2
2
}
,
Aε3(s
ε
2) =
{
Bεi (s
ε
2) : for all B
ε
j (0) ∈ P
sε2
i (0) it holds µε(B
ε
j (0)) = 0 and #P
sε2
i (0) ≤
sε2
2
}
.
Let us make clear that the sets P
sε2
i (0) are meant with respect to the ball construction
introduced in the beginning of step 2.
Note that a ball can only be in Aε1(s
ε
2) if it includes one of the balls from step 1 with non-zero
µε-mass. The number of these balls was controlled in step 1. As the balls in A
ε
1(s
ε
2) are by def-
inition of the ball construction disjoint, it follows #Aε1(s
ε
2) ≤ C(α,K, c)| log ε|
1−δ. In addition,
we can argue as in step 1 for the set Mε(s
ε
1) to obtain that #A
ε
2(s
ε
2) ≤ C(α,K, c)| log ε|
1−δ .
We cannot control the number of balls in Aε3(s
ε
2). Instead, we will construct a new strain with
only slightly more elastic energy and no singularities inside the balls of Aε3(s
ε
2) by replacing βε
by local gradients inside these balls. A similar construction has already been used in [14](also
to delete dipoles) and [15](to extend strains into the cores).
Let us pick a ball Bεi (s
ε
2) ∈ A
ε
3(s
ε
2), i ∈ Iε(s
ε
2). By definition of the set A
ε
3(s
ε
2), there ex-
ist natural numbers 0 ≤ n1 < · · · < nLi ≤ s
ε
2 − 1, where Li ≥ ⌊
sε2
2 ⌋, such that for every
k = 1, . . . , Li every B
ε
j (nk) ∈ P
sε2
i (nk) does not merge in (nk, nk + 1]. Note that the an-
nuli Bεj (nk + 1) \ B
ε
j (nk), where B
ε
j (nk) ∈ P
sε2
i (nk), are pairwise disjoint and contained in
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Bεi (s
ε
2) \
⋃
B∈P
sε2
i (0)
B. Consequently, it holds
Li∑
k=1
∑
Bεj (nk)∈P
sε2
i (nk)
ˆ
Bεj (nk+1)\B
ε
j (nk)
Cβε : βε dx ≤
ˆ
Bi(sε2)\
⋃
B∈P
sε
2
i
(0)
B
Cβε : βε dx
By the mean value theorem, we may choose ki ∈ N such that
∑
Bεj (nki )∈P
sε2
i (nki)
ˆ
Bεj (nki+1)\B
ε
j (nki)
Cβε : βε dx ≤
1
Li
| log ε|2 Fε(µε, βε, B
ε
i (s
ε
2)) dx
≤
4
sε2
| log ε|2 Fε(µε, βε, B
ε
i (s
ε
2)),
where the last inequality holds for ε > 0 small enough.
Now, fix Bεj (nki) ∈ P
sε2
i (nki). By construction, we have curlβε = 0 in B
ε
j (nki +1) \B
ε
j (nki) =:
Cεi,j. Moreover, notice that by definition of A
ε
3(s2) it holds that µε(B
ε
j (nki)) = 0 (as the ball
Bεj (nki) evolves from balls with this property) and therefore
ˆ
∂Bεj (nki )
βε · τ dH
1 = 0,
where τ denotes the unit tangent to ∂Bεj (nki). By standard theory there exists u
ε
i,j ∈
H1(Cεi,j ;R
2) such that βε = ∇u
ε
i,j on C
ε
i,j. Korn’s inequality for the annulus applied to
Cεi,j guarantees the existence of a skew-symmetric matrix W
ε
i,j ∈ Skew(2) such that
ˆ
Cεi,j
|∇uεi,j −W
ε
i,j|
2 ≤ K(c)
ˆ
Cεi,j
|(∇uεi,j)sym|
2 dx.
Note that Korn’s constant on the right hand side depends only on the ratio of the radii of the
annuli Cεi,j which equals c by construction. In particular, this constant is independent from
ε.
By standard extension results for Sobolev functions there exists a function vεi,j ∈ H
1(Bεj (nki+
1);R2) such that ∇vεi,j = ∇u
ε
i,j −W
ε
i,j on C
ε
i,j and
ˆ
Bεj (nki+1)
|∇vεi,j|
2 dx ≤ C(c)
ˆ
Cεi,j
|∇uεi,j −W
ε
i,j|
2 dx.
Note that by scaling the constant for the extension depends again only on the ratio of the
annulus Cεi,j.
Now, we can estimate the elastic energy of ∇vεi,j on B
ε
i (s
ε
2) by combining the previous two
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estimates and summing over all balls in P
sε2
i (nki):
∑
Bεj (nki)∈P
sε
2
i (nki )
ˆ
Bεj (nki)
C∇vεi,j : ∇v
ε
i,j dx ≤ C
∑
Bεj (nki )∈P
sε
2
i (nki)
ˆ
Bεj (nki )
|∇vεi,ji|
2 dx (18)
≤ C(c)
∑
Bεj (nki )∈P
sε
2
i (nki )
ˆ
Cεi,j
|∇uεi,j −W
ε
i,j|
2 dx
≤ C(c)
∑
Bεj (nki )∈P
sε
2
i (nki )
ˆ
Cεi,j
|(∇uεi,j)sym|
2 dx
≤ C(c)
∑
Bεj (nki )∈P
sε
2
i (nki )
ˆ
Cεi,j
Cβε : βε dx
≤ C(c)
4
sε2
| log ε|2Fε(µε, βε, B
ε
i (s
ε
2))
≤ C(c)
8
σ
log(c)Fε(µε, βε, B
ε
i (s
ε
2))
| log ε|
| log ε|2, (19)
where the constant C(c) may change from line to line but depends only on c and global
parameters (such as the coercivity constant for C on symmetric matrices).
Let us define the function β˜ε : Aε → R
2×2 by
β˜ε(x) =
{
∇vεi,j(x) +W
ε
i,j if x ∈ B
ε
j (nki) ∈ P
sε2
i (nki) for B
ε
i (s
ε
2) ∈ A
ε
3(s
ε
2),
βε(x) else.
Note that on the annuli Cεi,j it holds ∇v
ε
i,j+W
ε
i,j = βε. Hence, β˜ does not create any extra curl
on ∂Bεj (nki). Therefore, curl β˜ε = 0 on Aε \
⋃
B∈Aε1(s
ε
2)∪A
ε
2(s
ε
2)
B where Aε1(s
ε
2)∪A
ε
2(s
ε
2) consists
of disjoint balls with a radius less than εα+σ and #(Aε1(s
ε
2) ∪ A
ε
2(s
ε
2)) ≤ C(α,K, c)| log ε|
1−δ .
In particular, the strain β˜ε satisfies for every open A ⊆ Aε \
⋃
B∈Aε1(s
ε
2)∪A
ε
2(s
ε
2)
B with smooth
boundary the circulation condition
ˆ
∂A
β˜ε · τ dH
1 = µ˜ε(A),
where τ denotes the unit tangent to ∂A and µ˜ε = (µε)|
⋃
B∈Aε1(s
ε
2)∪A
ε
2(s
ε
2)
B. Note that µ˜ε(U) =
µε(U) for any connected component U of Aε as we only deleted connected dipoles.
Moreover, in view of (18) – (19) it holds
1
| log ε|2
ˆ
Aε\
(⋃
B∈Aε
1
(sε
2
)∪Aε
2
(sε
2
) B
) Cβ˜ε : β˜ε dx ≤ Fε(µε, βε, Aε) +C(c, α)
Fε(µε, βε, Aε)
| log ε|
. (20)
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Eventually, note that β˜ε = βε outside the balls in A
ε
3(s
ε
2), which are all included in
⋃
x∈supp(µε)
Bεα(x).
Step 3. Replacing the circulation condition by a measure-valued curl.
We know from Step 2 that #(Aε1(s
ε
2) ∪ A
ε
2(s
ε
2)) ≤ C(α,K, c)| log ε|
1−δ. Now, choose c1 =
c1(α,K, c) > 1 such that log c1 =
1
8
σ
C(α,K,c) where c > 1 is the universal expanding factor of
the ball constructions in step 1 and 2.
Consider a ball construction associated to c1 starting with the balls in A
ε
1(s
ε
2)∪A
ε
2(s
ε
3). Again,
denote its output by (Iε(t), (B
ε
i (t))i∈Iε(t), (R
ε
i )i∈Iε(t))t.
From step 2 we know that for every ball B ∈ Aε1(s
ε
2)∪A
ε
2(s
ε
2) it holds diamB ≤ 2ε
α+σ . Arguing
as in step 1 and 2, we obtain that for ε > 0 small enough it holds that for all t ≤ ⌈σ2
| log ε|
log c1
⌉ =: sε3
we have
∑
i∈Iε(t)
Ri(t) ≤ ε
α. During the construction, the number of merging times is def-
initely bounded by the number of starting balls i.e., less than C(α,K, c)| log ε|1−δ . Hence,
there are at least sε3 − C(α,K, c)| log ε|
1−δ natural numbers n ≤ sε3 − 1 such that there is no
merging time in the interval (n, n + 1]. By the definition of c1 we observe for ε > 0 small
enough that
sε3 − C(α,K, k, c)| log ε|
1−δ ≥
2
3
sε3. (21)
In particular, there exist natural numbers
sε3
2 ≤ n1 < · · · < nL ≤ s
ε
3 − 1, L ≥
sε3
7 , such that
none of the balls (Bεi (nk))i∈Iε(nk) merges in the time interval (nk, nk + 1]. As in step 2, by
the mean value theorem, we can find a natural number
sε3
2 ≤ nk, 1 ≤ k ≤ L, which satisfies in
addition ∑
i∈Iε(nk)
ˆ
Bεi (nk+1)\B
ε
i (nk)
Cβ˜ε : β˜ε dx ≤
7
sε3
ˆ
Aε\
(⋃
B∈Aε1(s
ε
2)∪A
ε
2(s
ε
2)
B
) Cβ˜ε : β˜ε dx.
For i ∈ Iε(nk) we perform the following construction. Let ξi = µ˜ε(B
ε
i (nk)), where µ˜ε is defined
as in the end of step 2, and define the function
Ki(x) =
1
2π
ξi ⊗ J(x− x
ε
i )
|x− xεi |
2
.
Here, xεi is the center of the ball B
ε
i (nk) and J is the clockwise rotation by
pi
2 . A straightforward
computation shows that curlKi = 0 on B
ε
i (nk + 1) \B
ε
i (nk) =: C
ε
i (nk) and
ˆ
Cεi (nk)
|Ki|
2 dx = |ξi|
2 log(c1)
2π
≤ C(c1)
ˆ
Cεi (nk)
Cβ˜ε : β˜ε dx.
For the inequality, we used Lemma 2.2.
Moreover, we notice that
curl(β˜ε −Ki) = 0 in C
ε
i (nk) and
ˆ
∂Bεi (nk)
(β˜ε −Ki) · τ dx = 0.
18
Consequently, there exists a function uεi ∈ H
1(Cεi (nk);R
2) such that ∇uεi = β˜ε − Ki on
Cεi (nk). Similar to step 2, we can apply Korn’s inequality for the annulus on C
ε
i (nk) to obtain
a skew-symmetric matrix W εi ∈ Skew(2) such thatˆ
Cεi (nk)
|∇uεi −W
ε
i |
2 dx ≤ C(c1)
ˆ
Cεi (nk)
|(∇uεi )sym|
2 dx.
Note again that the constant depends only on the ratio of the annulus Cεi (nk) which is by
construction c1.
In addition, by classical extension results, there exists a function vεi ∈ H
1(Bεi (nk + 1);R
2)
such that ∇vεi = ∇ui −W
ε
i andˆ
Bεi (nk+1)
|∇vεi |
2 ≤ C(c1)
ˆ
Cεi (nk)
|∇uεi −W
ε
i |
2 dx.
By scaling, also the constant on the right hand side of this inequality depends only on c1.
Combining the last four estimates and summing over i ∈ Iε(nk) yields the following chain of
inequalities
∑
i∈Iε(nk)
ˆ
Bεi (nk+1)
C∇vεi : ∇v
ε
i dx ≤ C
∑
i∈Iε(nk)
ˆ
Bεi (nk+1)
|∇vεi |
2 dx (22)
≤ C(c1)
∑
i∈Iε(nk)
ˆ
Cεi (nk)
|∇uεi −Wi|
2 dx
≤ C(c1)
∑
i∈Iε(nk)
ˆ
Cεi (nk)
|(∇uεi )sym|
2 dx
= C(c1)
∑
i∈Iε(nk)
ˆ
Cεi (nk)
|(β˜ε −Ki)sym|
2 dx
≤ C(c1)
∑
i∈Iε(nk)
ˆ
Cεi (nk)
Cβ˜ε : β˜ε dx+
ˆ
Cεi (nk)
|Ki|
2 dx
≤ C(c1)
∑
i∈Iε(nk)
ˆ
Cεi (nk)
Cβ˜ε : β˜ε dx
≤ C(c1)
7
sε3
ˆ
Aε\
(⋃
B∈Aε1(s
ε
2)∪A
ε
2(s
ε
2)
B
) Cβ˜ε : β˜ε dx
≤
C(α, c1)
| log ε|
ˆ
Aε\
(⋃
B∈Aε1(s
ε
2)∪A
ε
2(s
ε
2)
B
) Cβ˜ε : β˜ε dx. (23)
Here, the constant C(c1) changed from line to line but it depends only on c1 and global
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parameters. Now, define the strain β¯ε : Aε → R
2×2 by
β¯ε(x) =
{
∇vεi (x) +Wi if x ∈ B
ε
i (nk + 1) for some i ∈ Iε(nk),
β˜ε(x) else.
Note that as the balls (Bεi (nk + 1))i∈Iε(nk+1) are disjoint, β¯ε is well-defined. Moreover, from
(22) – (23) and (20) in step 2 we derive that
1
| log ε|2
ˆ
Aε
1
2
Cβ¯ε : β¯ε dx ≤
1
| log ε|2
(
1 +
C(α, c1)
| log ε|
)ˆ
Aε\
⋃
B∈Aε1(s
ε
2)∪A
ε
2(s
ε
2)
B
1
2
Cβ˜ε : β˜ε dx
≤
(
1 +
C(α, c)
| log ε|
)(
1 +
C(α, c1)
| log ε|
)
Fε(µε, βε, Aε).
In addition, it holds curl β¯ε =
∑
i∈Iε(nk)
(Ki · τ)H
1
|∂Bεi (nk+1)
where τ is the unit tangent to
∂Bεi (nk + 1),
| curl β¯ε| =
∑
i∈Iε(nk)
|Ki|H
1
|∂Bεi (nk+1)
, and
ˆ
∂Bεi (nk+1)
|Ki| dH
1 = |ξi| = |µ˜ε(B
ε
i (nk + 1))|.
Finally, set Iε = Iε(nk + 1) and (D
ε
i )i∈Iε = (B
ε
i (nk + 1))i∈Iε(nk+1). Then (i), (ii), (iv), (v),
and (vii) are fulfilled. As also in the third step we changed the function from step 2 only in⋃
x∈supp(µε)
Bεα(x), it follows ((iii)).
Hence, it is left to show (vi). Recall that nk ≥
sε3
2 . By (21), there exist at least
sε3
7 natural
numbers n below nk − 1 such that there is no merging time between n and n + 1. A similar
computation to (14) - (16) in step 1 shows that
| curl β¯ε|(Aε) =
∑
i∈Iε
|µ˜ε(D
ε
i )| ≤ C(α,K, c1)| log ε|
1−δ,
which is (vi).
Eventually, note that c1 depends only on α,K, and c where c is a fixed universal parameter.
The Proposition above allows us to reduce the complicated situation with at most | log ε|2
dislocations to a simpler one. After applying the previous proposition, there are only ∼ | log ε|
balls in which the curl of the modified strain is concentrated. This will be enough to obtain
compactness. For the lim inf-inequality, one needs to compute self-energies of dislocations.
The self-energy density ψ as defined in (9) is the renormalized limit of energies computed
for curl-free functions on annuli whose ratios go to infinity. As we want to derive the same
quantities also in this situation, it is necessary that we are able to find annuli around the
dislocation cores with growing ratios in which the strain (respectively the modified strain
in the sense of the previous proposition) is curl-free. The previous proposition for δ = 0
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guarantees essentially only the existence of annuli with a fixed ratio uniformly in ε.
The next proposition shows that either most of the dislocations allow growing ratios in a ball
construction or the accumulated Burgers vector is small and the previous proposition allows
to reduce the situation to less than | log ε|1−δ dislocation balls for δ > 0. The latter case leads
in average to growing differences between consecutive merging times in a ball construction
which is equivalent to growing ratios of the corresponding annuli.
Proposition 3.2. Let 1 > α > γ > 0, K > 0, l > 0, c > 1 and 15 > δ > 0. Then there exists
ε0 = ε0(α, γ, δ,K, l, c) > 0 such that for all 0 < ε < ε0 the following holds:
Let Aε ⊆ R
2. Let (Bεi )i∈Iε be a family of disjoint balls in Aε such that
• diamBεi ≤ ε
α for all i ∈ Iε,
• |Iε| ≤ K| log ε|,
• dist(Bεi , ∂Aε) ≥ lε
γ.
Let βε : Aε → R
2×2 such that µ˜ε = curl(βε) ∈ M(Aε;R
2) and supp(curl βε) ⊆
⋃
i∈Iε
Bεi .
Moreover, assume that
´
Aε
Cβε : βε dx + | curlβε|(Aε)
2 ≤ K| log ε|2. Then at least one of the
following options holds true:
1. |(curlβε)(Aε)| ≤ | log ε|
1−δ,
2. Consider a ball construction associated to c starting with the balls (Bεi )i∈Iε and the time
tεs which is defined to be the first time such that a ball in the ball construction intersects
∂Aε. Then there exists a subset I˜ε ⊆ Iε(t
ε
s) such that for any i ∈ I˜ε there exist at most
| log ε|δ-many times n ∈ N, n ≤ tεs − 1, such that at least one ball in P
tεs
i (n) merges in
the time interval (n, n+ 1]. Moreover, it holds∣∣∣∣∣∣
∑
i∈I˜ε
µ˜ε(B
ε
i )− µ˜ε(Aε)
∣∣∣∣∣∣ ≤ δ|µ˜ε(Aε)|. (24)
Proof. Let 15 > δ > 0. Fix c > 1. Let us perform a ball construction associated to c starting
with the balls (Bεi )i∈Iε . As in the previous proof, we denote the output of the construction
by (Iε(t), (B
ε
i (t))i∈Iε(t), (R
ε
i (t))i∈Iε(t))t.
Let tεs be the first time at which one of the balls in (B
ε
i (t
ε
s))i∈Iε(tεs) intersects ∂Aε. If t
ε
s is a
merging time, still denote by (Bεi (t
ε
s))i∈Iε(tεs) the unmerged balls whose pairwise intersection
is a set of L2-measure zero. As the balls (Bεi )i∈Iε have radii not larger than ε
α and a distance
of at least lεγ to ∂Aε, we can argue as in the previous proof to obtain that for ε small enough
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it holds that tεs ≥ ⌈
α−γ
2
| log ε|
log c ⌉ ≫ | log ε|
1−δ. Let us define the set of balls which are affected
by at most | log ε|1−δ discrete merging steps by
Gε = {B
ε
i (t
ε
s) : i ∈ Iε(t
ε
s) and there exist more than t
ε
s − | log ε|
1−δ natural numbers
0 ≤ n1 < · · · < nLi ≤ t
ε
s − 1 such that for all 1 ≤ k ≤ Li none of the balls B
ε
j (nk) ∈ P
tεs
i (nk)
merges in the interval (nk, nk + 1]}
and its parents at time 0 < t < tεs by
Gε(t) = {B
ε
j (t) : j ∈ Iε(t) and there is i ∈ Iε(t
ε
s) such that B
ε
j (t) ⊆ B
ε
i (t
ε
s) ∈ Gε}.
Analogously we denote the set of balls that are involved in mergings in many discrete steps
by Bε = {B
ε
i (t
ε
s) : i ∈ Iε(t
ε
s)} \ Gε and its parents Bε(t) at time t > 0.
In the following, we will show that if the balls in Gε do not carry most of the mass of µ˜ε, then
µ˜ε(Aε) has to be small itself.
Claim: If
∣∣∑
B∈Gε
µ˜ε(B)− µ˜ε(Aε)
∣∣ ≥ δ|µ˜ε|(Aε), then |µ˜ε(Aε)| ≤ | log ε|1−δ for ε small enough
depending on c, δ, γ and α.
Let
∣∣∑
B∈Gε
µ˜ε(B)− µ˜ε(Aε)
∣∣ ≥ δ|µ˜ε|(Aε) but let us assume that |µ˜(Aε)| > | log ε|1−δ .
First, we apply the generalized Korn inequality (see [8, Theorem 11]) for any Bεi (t
ε
s) ∈ Bε i.e.,
for any ball Bεi (t
ε
s) ∈ Bε there exists a skew-symmetric W
ε
i ∈ Skew(2) such that
ˆ
Bεi (t
ε
s)
|βε −W
ε
i |
2 dx ≤ C
(ˆ
Bεi (t
ε
s)
|(βε)sym|
2 dx+ (|µ˜ε|(B
ε
i (t
ε
s)))
2
)
.
Note that by scaling the constant does not depend on the size of the ball.
Summing over all i ∈ Iε(t
ε
s) such that B
ε
i (t
ε
s) ∈ Bε yields (recall that by construction the
pairwise intersections of balls in (Bεi (t
ε
s))i∈Iε(tεs) are of negligible Lebesgue measure)
∑
Bεi (t
ε
s)∈Bε
ˆ
Bεi (t
ε
s)
|βε−W
ε
i |
2 dx ≤ C

ˆ
Aε
Cβε : βε dx+
∑
Bεi (t
ε
s)∈Bε
(|µ˜ε|(B
ε
i (t
ε
s)))
2

 ≤ CK| log ε|2.
(25)
For the last inequality, we used the simple estimate (recall that µ˜ε = curlβε is concentrated
in the family (Bεi )i∈Iε which consists of much smaller balls than the ones in (B
ε
i (t
ε
s))i∈Iε(tεs))
∑
Bi(tεs)∈Bε
(|µ˜ε|(B
ε
i (t
ε
s)))
2 ≤

 ∑
Bεi (t
ε
s)∈Bε
|µ˜ε|(B
ε
i (t
ε
s))


2
≤ (|µ˜ε|(Aε))
2 .
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In the following, we find a lower bound for the energy concentrated on the balls of Bε.
First, notice that the balls in Bε emerge from mergings which are distributed over at least
| log ε|1−δ time steps of the form (n, n+1] for some n ≤ tεs−1. Arguing as for the setsMε(s
ε
1)
in step 1 of the proof of the previous proposition, we can obtain that for tεs ≥ t ≥ t
ε
s−
| log ε|1−δ
2
it holds that
#Bε(t) ≤ C
#Iε
| log ε|1−δ
≤ CK| log ε|δ. (26)
Let us denote by τ ε1 < · · · < τ
ε
Lε
the merging times between tεs −
| log ε|1−δ
2 and t
ε
s. Moreover,
write τ ε0 = t
ε
s −
| log ε|1−δ
2 and τ
ε
Lε+1
= tεs. From estimate (26), we derive that that for any
0 ≤ k ≤ Lε there exists ik ∈ Iε(τ
ε
k) such that
Bεik(τ
ε
k) ∈ Bε(τ
ε
k ) and |µ˜ε(B
ε
ik
(τ εk))| ≥
δ
2K
| log ε|1−2δ . (27)
Here, we used that
∣∣∣∑Bεi (τεk )∈Bε(τεk ) µ˜ε(Bεi (τ εk))
∣∣∣ = ∣∣∑B∈Gε µ˜ε(B)− µ˜ε(Aε)∣∣ > δ| log ε|1−δ . By
Lemma 2.2 and (27), we estimate for j ∈ Iε(t
ε
s) such that B
ε
ik
(τ εk) ⊆ B
ε
j (t
ε
s) ∈ Bε the following:
ˆ
Bεik
(τε
k+1)\B
ε
ik
(τε
k
)
|βε −W
ε
j |
2 dx ≥
1
2π
(τ εk+1 − τ
ε
k)(log c) (|µε(B
ε
ik
(τ εk))|)
2
≥ (τ εk+1 − τ
ε
k)(log c)
δ2
8πK2
| log ε|2−4δ .
Summing over all merging times between tεs −
| log ε|1−δ
2 and t
ε
s provides the estimate
Lε∑
k=0
ˆ
Bεik
(τεk+1)\B
ε
ik
(τεk )
|βε −W
ε
j |
2 dx ≥
δ2
16πK2
(log c) | log ε|3−5δ .
Together with (25), this implies
δ2
16πK2
log(c) | log ε|3−5δ ≤ 2CK| log ε|2,
which is a contradiction for δ < 15 and ε > 0 small enough depending on δ and the occurring
constants. Hence, the claim is proven.
As the balls in Gε have the claimed property (2), this finishes the proof.
Remark 3.1. Note that both propositions in this section hold also if one replaces the elastic
tensor by a nonlinear energy density with quadratic growth. In the proof one only needs to
replace Korn’s inequality by its non-linear counterpart.
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3.2 Compactness
In this section, we prove the compactness result, Theorem 1.2.
Proof. Step 1. Compactness of the dislocation measures.
Fix 1 > γ > 0 and define α = γ + 1−γ2 . Then γ < α < 1.
Denote by (Ajεk)j∈Jεk the connected components of
⋃
x∈supp(µk)
Bεγ
k
(x) that do not intersect
∂Ω. Define Uεk =
⋃
j∈Jεk
A
j
εk .
We apply Proposition 3.1 on Uεk to µk, βk, and δ = 0 which provides a strain β˜k : Uεk → R
2×2
satisfying
| curl β˜k|(Uεk) ≤ C(γ)| log εk|.
Moreover, by (iii) of Proposition 3.1 we can extend β˜k by βk to Ω \ Uεk without creating
additional curl on ∂Uεk . In the following, we call this extended function also β˜k.
Let us write µ˜k = (curl β˜k)|Uεk ∈ M(Ω;R
2) which fulfills |µ˜k|| log εk| ≤ C(γ). Hence, there exist a
measure µ ∈ M(Ω;R2) and a (not relabeled) subsequence such that µ˜k| log εk|
∗
⇀ µ inM(Ω;R2).
As the embeddingW 1,∞ →֒ C00(Ω) is compact, it follows that
µ˜k
| log εk|
→ µ in the flat topology.
It remains to show that µk−µ˜k| log εk| → 0 in the flat topology. A similar argument can be found
in [14].
Let ϕ ∈W 1,∞0 (Ω;R
2) with Lip(ϕ) ≤ 1. Obviously, supp(µk − µ˜k) ⊆
⋃
x∈suppµk
Bεγ
k
(x) and by
definition µ˜k = 0 outside Uεk . Hence,ˆ
Ω
ϕd(µk − µ˜k) =
ˆ
supp(µk)\Uεk
ϕdµk +
∑
j∈Jεk
ˆ
A
j
εk
ϕd(µk − µ˜k). (28)
Next, notice that as the energy Fεk(µk, βk) is uniformly bounded and the non-zero elements
in S are bounded away from zero, the number of dislocations is bounded in terms of | log ε|2.
Hence, each connected component of
⋃
x∈suppµk
Bεγk
(x) has a diameter less than C| log εk|
22εγk
where C is a universal constant.
We start with the first integral on the right hand side of (28). Note that if x ∈ suppµk \Uεk ,
the corresponding connected component of
⋃
x∈suppµk
Bεγ
k
(x) intersects ∂Ω.
As Lip(ϕ) ≤ 1 and ϕ vanishes on ∂Ω, we obtain that |ϕ| ≤ C| log ε|22εγk in Bεγk(x) and
therefore ∣∣∣∣∣
ˆ
supp(µk)\Uεk
ϕdµk
∣∣∣∣∣ ≤ 2C| log εk|2εγk |µk|(Ω) ≤ C˜| log εk|4εγk . (29)
Next, let us consider j ∈ Jεk . By (v) of Proposition 3.1 it holds µk(A
j
εk) = µ˜k(A
j
εk). Therefore,ˆ
A
j
εk
ϕd(µk − µ˜k) =
ˆ
A
j
εk
(
ϕ− < ϕ >
A
j
εk
)
d(µk − µ˜k),
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where < ϕ >
A
j
εk
=
ffl
A
j
εk
ϕdx. As Lip(ϕ) ≤ 1, it holds |ϕ(x)− < ϕ >
A
j
εk
| ≤ diam(Ajεk) for all
x ∈ Ajεk . Thus, ∣∣∣∣∣
ˆ
A
j
εk
ϕd(µk − µ˜k)
∣∣∣∣∣ ≤ C| log εk|2εγk (|µk|(Ajεk) + |µ˜k|(Ajεk)). (30)
Summing over all j in the estimate (30) and combining the resulting estimate with (29) yields
the existence of a constant C(γ) such that∣∣∣∣
ˆ
Ω
ϕd(µk − µ˜k)
∣∣∣∣ =
∣∣∣∣∣∣
ˆ
supp(µk)\Uεk
ϕdµk +
∑
j∈Jεk
ˆ
A
j
εk
ϕd(µk − µ˜k)
∣∣∣∣∣∣
≤ C˜| log εk|
4ε
γ
k +
∑
j∈Jεk
2C| log εk|
2ε
γ
k(|µk|(A
j
εk
) + |µ˜k|(A
j
εk
))
≤ C(γ)| log εk|
4ε
γ
k .
Hence,
1
| log εk|
sup
ϕ∈W 1,∞0 (Ω;R
2):Lip(ϕ)≤1
ˆ
Ω
ϕd(µk − µ˜k) ≤ C(γ)| log εk|
3ε
γ
k → 0 as k →∞.
Thus, we established that µk| log εk| → µ in the flat topology which is (1).
Note that for all 0 < γ < 1 the corresponding measure µ˜k satisfies |µ˜k|(Ω) ≤ C(γ)| log εk|
for some constant C(γ) depending on γ. A similar argument to the one above shows that
the difference of the measures µ˜k for two different values of γ converges to zero weakly∗ in
M(Ω;R2). Hence, for the chosen subsequence it holds that µ˜k| log εk|
∗
⇀ µ in M(Ω;R2) for all
0 < γ < 1 .
Step 2. Finding an L2loc-limit for the strains.
Let 0 < γ < 1 and α = γ + 1−γ2 . As Ω is simply connected, one can find, with the
use of Sard’s theorem, a monotone sequence of compactly contained subsets (Ωl)l∈N of Ω
such that each Ωl is simply connected with Lipschitz boundary and Ωl ր Ω. In step 1,
we applied Proposition 3.1 to Uεk , βk, and µk and obtained a modified strain β˜k which
agrees with βk outside
⋃
x∈suppµk
Bεγ
k
(x). In particular, curl β˜k = 0 in Ωεγ
k
(µk). Moreover,
| curl β˜k|(Uεk) ≤ C(γ)| log εk|. As Ωl ⊂⊂ Ω, it is clear that dist(Ωl, ∂Ω) > 0. Hence, for εk
small enough we find that ⋃
x∈suppµk
Bεγ
k
(x) ∩ Ωl ⊆ Uεk .
The application of the generalized Korn’s inequality (see [8, Theorem 11]) provides a sequence
of skew-symmetric matrices W lk such thatˆ
Ωl
|β˜k −W
l
k|
2 dx ≤ C(Ωl)
(ˆ
Ul
|(β˜k)sym|
2 dx+ | curl β˜k|(Ωl)
2
)
. (31)
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From (vii) of Proposition 3.1 and the bound on curl β˜k we derive that
β˜k−W
l
k
| log εk|
is a bounded
sequence in the space L2(Ωl;R
2×2) where the bound depends on γ. In the following, we use a
standard argument to show that the skew-symmetric matricesW lk can be chosen independently
from l.
Let us fix l > 1. In addition, let W lk and W
l
1 be the skew-symmetric matrices from above. We
may estimate
L2(Ω1)|W
1
k −W
l
k|
2 ≤ 2
(ˆ
Ω1
|W 1k − β˜k|
2 dx+
ˆ
Ωl
|W lk − β˜k|
2 dx
)
≤ C(γ, l)| log εk|
2.
Thus, |W 1k −W
l
k| ≤ C˜(γ, l)| log εk| which implies that also
β˜k−W
1
k
| log εk|
is a bounded sequence in
the space L2(Ωl;R
2×2). Let us write Wk = W
1
k . As βk agrees with β˜k on Ωl ∩ Ωεγk (µk), we
obtain that βk−Wk| log εk| 1Ωεγ
k
(µk) uniformly bounded in L
2(Ωl;R
2×2).
A similar argument shows that the matrices Wk can also be chosen independently from γ.
Next, let us consider 1 > γ1 > γ2 > 0. Assume that
βk−Wk
| log εk|
1Ωεγ1 (µk) ⇀ β in L
2(Ωl;R
2×2) for
some fixed l. Since 1Ωεγ2 (µk) → 1 boundedly in measure and 1Ωεγ1 (µk)1Ωεγ2 (µk) = 1Ωεγ2 (µk),
we deduce that also 1Ωεγ2 (µk)
βk−Wk
| log εk|
⇀ β in L2(Ωl;R
2×2).
On the other hand, it is clear that if for l1 > l2 we have
βk−Wk
| log εk|
1Ω
ε
γ
k
(µk) ⇀ β in L
2(Ωl1 ;R
2×2);
the same holds in L2(Ωl2 ;R
2×2).
As weak convergence in L2 is metrizable on bounded sets in L2, we can find by a diag-
onal argument (in γ and l) a subsequence and a function β ∈ L2loc(Ω;R
2×2) such that
βk−Wk
| log εk|
1Ω
ε
γ
k
(µk) ⇀ β in L
2(Ωl;R
2×2) for all 1 > γ > 0 and l ∈ N. Since Ωl ր Ω, this
proves the convergence in (2). In step 4 we show that β ∈ L2(Ω;R2×2).
Step 3. curlβ = µ.
Fix some 1 > γ > 0. In step 1 we saw that
(curl β˜k)|Uεk
| log εk|
∗
⇀ µ in M(Ω;R2). A similar argument
as the one in (29) shows that
curl β˜k
| log εk|
→ µ in the flat topology on Ω.
This implies convergence in D′(Ω). On the other hand, we can deduce from step 2 that
β˜k−Wk
| log εk|
⇀ β in L2loc(Ω;R
2×2) (notice that all arguments were based on considerations for β˜k
and β˜k equals βk on a set which converges in measure to Ω). Combining these two facts shows
that for ϕ ∈ C∞c (Ω;R
2) it holds
< µ,ϕ >D′,D= lim
k
1
| log εk|
< curl(β˜k −Wk), ϕ >D′,D
= lim
k
1
| log εk|
< β˜k −Wk, J∇ϕ >D′,D=< β, J∇ϕ >D′,D,
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where J is the clockwise rotation by pi2 . Consequently, curlβ = µ which is (4).
Step 4. The limit β is in L2(Ω;R2×2).
Let U ⊂⊂ Ω and 1 > γ > 0 fixed. From step 1 we know that
ˆ
U
|(β˜k)sym|
2 dx+ |(curl β˜k)|Uεk |(Ω)
2 ≤ C(γ)| log εk|
2. (32)
Moreover, from step 1 and step 2 we know that
(curl β˜k)|Uεk
| log εk|
∗
⇀ µ in M(Ω;R2) and
β˜k −Wk
| log εk|
⇀ β in L2(U ;R2×2).
Hence, we derive from (32) that
ˆ
U
|βsym|
2 dx+ |µ|(Ω)2 ≤ C(γ).
Taking the supremum over all U ⊂⊂ Ω gives
ˆ
Ω
|βsym|
2 dx+ |µ|(Ω)2 ≤ C(γ).
By the generalized Korn’s inequality (see [8, Theorem 11]), there exists a matrixW ∈ Skew(2)
such that β −W ∈ L2(Ω;R2×2). As Ω has finite measure, this implies that β ∈ L2(Ω;R2×2).
Step 5. Weak convergence of the symmetric part of the strains.
Fix 1 > γ > 0. As the matrices Wk are skew-symmetric, it is clear that the symmetric part of
(βk −Wk)1Ω
ε
γ
k
(µk) is (βk)sym1Ωεγ
k
(µk). Since taking the symmetric part of a matrix is a linear
operation, we may derive from step 2 that
(βk)sym
| log εk|
1Ω
ε
γ
k
(µk) ⇀ βsym in L
2(U ;R2×2) for all U ⊂⊂ Ω.
From the bound on the energy we may deduce directly that
(βk)sym
| log εk|
is uniformly bounded in
L2(Ω;R2×2). As (1− 1Ω
ε
γ
k
(µk))→ 0 boundedly in measure, this implies that
(βk)sym
| log εk|
⇀ βsym in L
2(U ;R2×2) for all U ⊂⊂ Ω.
From the uniform bound of (βk)sym in L
2(Ω;R2×2) we conclude (3).
Step 6. The lim inf-inequality.
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In step 4, we have already shown a poor man’s version of the lim inf-inequality. For the
real lim inf-inequality we refer to the proof of the lim inf-inequality of the Γ-convergence re-
sult (Proposition 3.3) in which it can be seen that the convergences established in step 1 and
2 are enough to show that for all 1 > γ > 0 it holds that
lim inf
k→∞
Fεk(µk, βk) ≥
ˆ
Ω
Cβ : β dx+ (1− γ)
ˆ
Ω
ϕ
(
dµ
d|µ|
)
d|µ|.
In fact, the estimate for the self-energy works exactly as in the lim inf-inequality of the Γ-
convergence result. It is computed on the set Uεk . For the energy on Ω \ Uεk notice that, by
step 5, it holds 1Uεk (βk)sym ⇀ βsym in L
2(Ω;R2×2). Then the estimate follows by classical
lower semi-continuity and the fact that C only acts on the symmetric part of matrices.
Sending γ → 0 yields the desired lim inf-inequality.
Remark 3.2. It can be seen that it is not possible to neglect the reduction to the set Ωεγk
(µk)
in the result above. To construct a counterexample it is enough to arrange dislocations such
that Ω without the corresponding cores of radius εk is disconnected and the total circulation
around the disconnected part is 0. Then one can define βk to be a constant skew-symmetric
matrix Wk on that disconnected piece of the domain. By choosing Wk large enough, we can
guarantee that it does not hold that βk−W˜k| log εk| is weakly compact in L
2 for some sequence W˜k
of skew-symmetric matrices. For an illustration, see figure 4.
Ω
β = 0 β =Wk
2ε
Figure 4: A possible construction for the configuration discussed in Remark 3.2. Here, the
green and orange dots represent dislocations with opposite signs.
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3.3 The lim inf-inequality
In this section, we prove the lim inf-inequality of the Γ-convergence result in Theorem 1.1.
The key ingredients for the lower bound for the part of the energy close to the dislocations
will be the Propositions 3.1 and 3.2.
Proposition 3.3 (The lim inf -inequality). Let Ω ⊆ R2 an open, bounded set with Lipschitz
boundary. Let εk → 0. Let (µ, β), (µk, βk) ∈ M(Ω;R
2)× L2(Ω;R2×2) such that
µk
| log εk|
→ µ in the flat topology and
βk
| log εk|
⇀ β in L2(Ω;R2×2).
Then it holds
lim inf
k→∞
Fεk(µk, βk) ≥ F (µ, β).
Proof. Clearly, we only have to consider (µk, βk) such that lim infk Fεk(µk, βk) < ∞. More-
over, up to subsequences we may assume that the lim inf is a lim and supk Fεk(µk, βk) ≤M <
∞. Then the compactness result, Theorem 1.2, yields that curlβ = µ.
Next, fix 1 > α > γ > 0.
Let us consider the set Uεk =
⋃
x∈supp(µk)
Bεγ
k
(x). We split the elastic energy into a part close
to the dislocations and a part far away from the dislocations, precisely
Fεk(µk, βk) =
ˆ
Ω
ε
γ
k
(µk)
1
2
Cβ : β dx+ Fεk(µk, βk, Uεk),
where we recall that Ωεγk
(µk) = Ω \
⋃
x∈supp(µk)
Bεγk
(x).
Lower bound far from the dislocations. First, notice that 1Ω
ε
γ
k
(µk) → 1 boundedly
in measure. As βk| log εk| ⇀ β in L
2(Ω;R2×2), this implies βk| log εk|1Ωεγ
k
(µk) ⇀ β in L
2(Ω;R2×2).
By the classical lower semi-continuity property of functionals with convex integrands we ob-
tain
lim inf
k→∞
ˆ
Ω
ε
γ
k
(µk)
Cβk : βk dx = lim inf
k→∞
ˆ
Ω
Cβk1Ω
ε
γ
k
(µk) : βk1Ωεγ
k
(µk) dx ≥
ˆ
Ω
Cβ : β dx.
This establishes the lower bound of the part of the energy that is not induced by the occur-
rence of dislocations.
Lower bound close to the dislocations. In this step, we estimate the energy close
to the dislocations in terms of the relaxed self-energy density ϕ and the dislocation density
µk.
Denote by (Ajεk)j∈Jεk the connected components of Uεk =
⋃
x∈suppµk
Bεγ
k
(x) that do not in-
tersect ∂Ω. We apply Proposition 3.1 to each of the Ajεk , βk, α, and δ = 0. For each j ∈ Jεk ,
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we obtain a family of balls (B˜j,εki )i∈I˜jεk
and a function β˜k : A
j
εk → R
2×2 with the properties
(i) - (vii) from Proposition 3.1. In particular, the modified strains satisfy
1
| log εk|2
ˆ
A
j
εk
1
2
Cβ˜k : β˜k dx ≤
(
1 +
C(α,M)
| log εk|
)
Fεk(µk, βk, A
j
εk
). (33)
Fix 15 > δ > 0 small enough. One can check that for εk > 0 small enough, for each j ∈ Jεk
the sets Ajεk , the modified strains β˜k, and the balls (B˜
j,εk
i )i∈I˜jεk
satisfy the assumptions of
Proposition 3.2 for l = 12 and K = 2M . Let us write νk = curl β˜k and recall that by (vi) of
Proposition 3.1 it holds νk(A
j
εk) = µk(A
j
εk).
The application of Proposition 3.2 yields that for all εk small enough for every j ∈ Jεk we
have that at least one of the options in the conclusion of Proposition 3.2 holds.
Claim: There exists a constant C(α,M) with the following property: For all η > 0 there
exists L ∈ N such that for all k ≥ L it holds for all j ∈ Jεk that(
1 +
C(α,M)
| log εk|
)
Fεk(µk, βk, A
j
εk
) ≥
α− γ − η − δ˜
| log εk|
ϕ(µk(A
j
εk
)), (34)
where δ˜ = δ
max
ξ∈S1 ϕ(ξ)
min
ξ∈S1 ϕ(ξ)
.
The strategy to prove this claim will depend on whether the first or second conclusion in
Lemma 3.2 holds on Ajεk .
Clearly, we may assume that (α− γ − η − δ˜) > 0.
Case 1: Conclusion (ii) of Proposition 3.2 holds for Ajεk .
Recall (ii) of Proposition 3.2: there exists a universal c > 1 with the following property. Con-
sider a ball construction associated to c starting with the balls (B˜j,εki )i∈I˜jεk
, which are the out-
put of Proposition 3.1 on Ajεk , and the time s
εk
j which is defined to be the first time such that a
ball in the ball construction intersects ∂Ajεk . We call its output (I˜
j
εk(t), (B
j,εk
i (t))i∈I˜jεk (t)
, (Rj,εki (t))i∈I˜jεk (t)
)t.
Then there exists a subset Ijεk ⊆ I˜
j
εk(s
εk
j ) such that for each ball B
j,εk
i (s
εk
j ), i ∈ I
j
εk , there exist
a least (sεkj − | log εk|
1−δ − 1) natural numbers 0 ≤ n1 < · · · < nL ≤ s
εk
j − 1 such that for all
k = 1, . . . , L no ball in P
s
εk
j
i (nk) merges between nk and nk + 1. Moreover, it holds∣∣∣∣∣∣∣
∑
i∈I˜jεk
νk(B
j,εk
i )− νk(A
j
εk
)
∣∣∣∣∣∣∣ ≤ δ|νk(A
j
εk
)|. (35)
Notice here that β˜k is curl-free outside the balls (B˜
j,εk
i )i∈I˜jεk
.
Let N ∈ N and define the times tεkl = l
s
εk
j
N | log εk|1−δ
for l = 0, . . . , ⌊N | log εk|
1−δ⌋. As the
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starting balls (B˜j,εki )i∈I˜jεk
of the ball construction have radii less than εαk but distance of at
least 12ε
γ
k to the boundary of A
j
εk , we can argue as in the proof of Proposition 3.1 to obtain
that for εk small enough it holds that s
εk
j ≥ (α− γ −
η
4 )
| log εk|
log c and consequently
s
εk
j
N | log εk|1−δ
≥
α− γ − η4
N
| log εk|
δ
log c
. (36)
Next, notice that by Proposition 2.1 it holds for ψR,r(ξ) as defined in (7) that for all ξ ∈ R
2
and R > r > 0 we have that
ψR,r(ξ) ≥ log
(
R
r
)
ψ(ξ) −
C|ξ|2
log
(
R
r
) ,
where C > 0 is a universal constant. Using the 2-homogeneity and continuity (by convexity)
of ψ, this implies together with (36) that for εk small enough we may derive for all ξ ∈ R
2
that
ψ
c
t
εk
l+1 ,c
t
εk
l
(ξ) ≥
(
1−
η
4
)
(tεkl+1 − t
εk
l )(log c)ψ(ξ). (37)
Moreover, by the properties of Ijεk , it holds true that if εk is small enough, for every i ∈ I
j
εk
there exists a subset J j,εki ⊆ {1, . . . , ⌊N | log ε|
1−δ⌋} such that #J j,εki ≥ (N − 2)| log ε|
1−δ
and for each l ∈ J j,εki none of the balls in P
s
εk
j
i (t
εk
l ) merges between t
εk
l and t
εk
l+1. For a
visualization, see Figure 5. Hence, we may estimate for i ∈ Ijεk (note that the occurring
annuli are pairwise disjoint by construction)
ˆ
B
j,εk
i (s
εk
j )
1
2
Cβ˜k : β˜k dx ≥
∑
l∈J
j,εk
i
∑
B
j,εk
m (t
εk
l
)∈P
s
εk
j
i (t
εk
l
)
ˆ
B
j,εk
m (t
εk
l+1)\B
j,εk
m (t
εk
l
)
1
2
Cβ˜k : β˜k dx (38)
≥
∑
l∈J
j,εk
i
∑
B
j,εk
m (t
εk
l )∈P
s
εk
j
i (t
εk
l )
ψRεkm (t
εk
l+1),R
εk
m (t
εk
l
)(νk(B
j,εk
m (t
εk
l )))
≥
∑
l∈J
j,εk
i
∑
B
j,εk
m (t
εk
l )∈P
s
εk
j
i (t
εk
l )
(
1−
η
4
)
(tεkl+1 − t
εk
l )(log c)ψ(νk(B
j,εk
m (t
εk
l ))).
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B
j,εk
i (s
εk
j )
Figure 5: Sketch of the situation in case 1 in the proof of Proposition 3.3 for a ball Bj,εki (s
εk
j )
such that i ∈ Ijεk . The starting balls included in B
j,εk
i (s
εk
j ) are drawn in gray. Every
dark line marks the state of the ball construction for a certain time tεkl . If there is
no merging for a ball included in Bj,εki (s
εk
j ) between t
εk
l and t
εk
l+1 the corresponding
annuli are drawn in green, otherwise in red. The dashed line indicates a merging.
For the last inequality, we used (37) and that by construction it holds
R
εk
m (t
εk
l+1)
R
εk
m (t
εk
l )
= ct
εk
l+1−t
εk
l .
Next, note that
∑
B
j,εk
m (t
εk
l
)∈P
s
εk
j
i (t
εk
l
)
νk(B
j,εk
m (t
εk
l )) = νk(B
j,εk
i (s
εk
j )). Hence, by the definition
of ϕ and the fact that νk(B
j,εk
m (t
εk
l )) ∈ S we can further estimate
≥
(
1−
η
4
) ∑
l∈J
j,εk
i
s
εk
j
N | log εk|1−δ
(log c)ϕ(νk(B
j,εk
i (s
εk
j )))
≥
(
1−
η
4
)
(N − 2)| log εk|
1−δ
s
εk
j
N | log εk|1−δ
ϕ(νk(B
j,εk
i (s
εk
j )))
≥
(
1−
η
4
) N − 2
N
(
α− γ −
η
4
)
| log εk|ϕ(νk(B
j,εk
i (s
εk
j ))).
The simple estimate
(
1− η4
)
x ≥ x− η4 for 0 < x < 1 yields
≥
N − 2
N
(
α− γ −
η
2
)
| log εk|ϕ(νk(B
j,εk
i (s
εk
j ))). (39)
Finally, we choose N so large that N−2
N
(α− γ − η2 ) ≥ (α− γ − η).
As the family (Bj,εki (s
εk
j ))i∈Ijεk
consists of pairwise disjoint balls, we can sum over the estimate
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in (38) - (39) to find that
ˆ
A
j
εk
1
2
Cβ˜k : β˜k dx (40)
≥(α− γ − η)| log εk|
∑
i∈Ijεk
ϕ(νk(B
j,εk
i (s
εk
j )))
≥(α− γ − η)| log εk|ϕ

∑
i∈Ijεk
νk(B
j,εk
i (s
εk
j ))


≥(α− γ − η)| log εk|

ϕ(νk(Ajεk))− ϕ

∑
i∈Ijεk
νk(B
j,εk
i (s
εk
j ))− νk(A
j
εk
)



 . (41)
Here, we used the subadditivity of ϕ for the last and last but second inequality. Now, note
that by the 1-homogeneity of ϕ and the properties of Ijεk we may derive that
ϕ

∑
i∈Ijεk
νk(B
j,εk
i (s
εk
j ))− νk(A
j
εk
)

 ≤ (max
ξ∈S1
ϕ(ξ)
) ∣∣∣∣ ∑
i∈Ijεk
νk(B
j,εk
i (s
εk
j ))− νk(A
j
εk
)
∣∣∣∣ (42)
≤
(
max
ξ∈S1
ϕ(ξ)
)
δ |νk(A
j
εk
)|
≤ δ
maxξ∈S1 ϕ(ξ)
minξ∈S1 ϕ(ξ)
ϕ(νk(A
j
εk
)). (43)
Combining (40) - (41), (42) - (43), and(33), using the inequality (α−γ−η)(1−δ˜) ≥ α−γ−η−δ˜,
and recalling that νk(A
j
εk) = µk(A
j
εk) proves the claim in the first case.
Case 2 : |µk(A
j
εk)| = |νk(A
j
εk)| ≤ | log ε|
1−δ .
We only need to consider those Ajεk such that Fεk(µk, βk, Aεkj) <
α−γ−η−δ˜
| log εk|
ϕ(µk(A
j
εk)) (oth-
erwise the desired lower bound is immediate). The 1-homogeneity and continuity of ϕ yields
that
Fεk(µk, βk, A
j
εk
) ≤ C
α− γ − η − δ˜
| log εk|
|µk(A
j
εk
)| ≤ C(α− γ − η − δ˜) | log εk|
−δ
Hence, we can apply Proposition 3.1 to µk, βk, A
j
εk , α, γ, δ as fixed before and K = C where C
is the universal constant from the estimate above. Then, we obtain a function β¯k : A
j
εk → R
2×2
and a family of balls (Dj,εki )i∈Ijεk
satisfying the conclusions of Proposition 3.1. In particular,
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the radius of the balls in (Dj,εki )i∈Ijεk
is less than εα,
#Ijεk ≤ K(α)| log εk|
1−δ, and curl β¯k = 0 on A
j
εk
\
⋃
i∈Ijεk
D
j,εk
i .
Moreover, the strains β¯k satisfy
1
| log εk|2
ˆ
A
j
εk
1
2
Cβ¯k : β¯k dx ≤
(
1 +
C(α)
| log εk|
)
Fεk(µk, βk, A
j
εk
).
Let us consider a ball construction associated to some c > 1 not depending on εk or j starting
with the balls (Dj,εki )i∈Ijεk
as long as for the constructed balls it holds that Bj,εki (t)∩∂A
j
εk = ∅.
As the number of starting balls is bounded byK(α)| log εk|
1−δ , obviously the number of occur-
ring merging times during the ball construction is also bounded by K(α)| log εk|
1−δ. Hence,
we can argue as in case 1 until (38) - (39) to prove the claim also in this case (in this case we
do not need the additional δ˜ on the right hand side of the desired estimate).
Armed with the statement of the claim we can now prove the lower bound close to the
dislocations.
Let xjεk ∈ A
j
εk and define the measure µ˜k =
1
| log εk|
∑
j∈Jεk
µk(A
j
εk)δxjεk
. By the statement of
the claim and the 1-homogeneity of ϕ, it is clear that µ˜k is a bounded sequence of measures.
Analogously to the proof of the compactness theorem in Section 3.2 one can show that µ˜k
∗
⇀ µ
in M(Ω;R2). Writing the estimate (34) of the claim in terms of µ˜k leads to(
1 +
C(α,M)
| log εk|
) ∑
j∈Jεk
Fεk(µk, βk, A
j
εk
) ≥ (α− γ − η − δ˜)
ˆ
Ω
ϕ
(
dµ˜k
d|µ˜k|
)
d|µ˜k|,
which implies that
(
1 +
C(α,M)
| log εk|
)
Fεk(µk, βk, Uεk) ≥ (α− γ − η − δ˜)
ˆ
Ω
ϕ
(
dµ˜k
d|µ˜k|
)
d|µ˜k|.
Then it follows from Reshetnyak’s theorem that
lim inf
k→∞
Fεk(µk, βk, Uεk) ≥ (α− γ − η − δ˜)
ˆ
Ω
ϕ
(
dµ
d|µ|
)
d|µ|.
Letting α→ 1, η → 0, and δ → 0 yields
lim inf
k→∞
Fεk(µk, βk, Uεk) ≥ (1− γ)
ˆ
Ω
ϕ
(
dµ
d|µ|
)
d|µ|.
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Combining the bounds far and close to the dislocations we find
lim inf
k→∞
Fεk(µk, βk) ≥
ˆ
Ω
1
2
Cβ : β dx+ (1− γ)
ˆ
Ω
ϕ
(
dµ
d|µ|
)
d|µ|.
Finally, γ → 0 finishes the proof of the lower bound.
3.4 The lim sup-inequality
In this section, we prove the lim sup-inequality of the Γ-convergence result in Theorem 1.1.
The proof was mainly worked out in [8, Theorem 12] in the case of well-separated dilocations.
The difference to our setting is that the approximating energies in our case Fεk carry the
extra term |µ|(Ω)| log ε|2 .
Proposition 3.4 (The lim sup-inequality). Let εk → 0 and (µ, β) ∈ M(Ω;R
2)×L2(Ω;R2×2).
There exists (µk, βk)k ⊆M(Ω;R
2)× L2(Ω;R2×2) such that
1. µk| log εk| → µ in the flat topology and
βk
| log εk|
⇀ β in L2(Ω;R2×2),
2. lim supk→∞ Fεk(µk, βk) ≤ F (µ, β).
Proof. Let (µk, βk)k be the recovery sequence from the well-separated case, see [8, Proof of
Theorem 12] i.e.,
(a) µk| log εk|
∗
⇀ µ in M(Ω;R2),
(b) βk| log εk| ⇀ β in L
2(Ω;R2×2),
(c) lim supk→∞
1
| log εk|2
´
Ωεk (µk)
1
2Cβk : βk dx ≤ F (µ, β).
It follows directly that µk| log εk| → µ in the flat norm. Moreover, it follows immediately that
1
| log εk|2
|µk|(Ω)→ 0.
Hence, we find
lim sup
k→∞
Fεk(µk, βk) ≤ F (µ, β).
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