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1. INTRODUCTION 
This article is a continuation of companion reports [l] and [2] on age- 
dependent branching processes with arbitrary state space. The objectives 
of this article are to derive explicit formulas for the second moments of the 
process and to study the behavior of the random measure W(t, A) exp(--art) 
ast-+oo. 
2. SECOND MOMENTS 
A knowledge of the second moments of a branching process is essential 
in studying any important properties of the process. The purpose of the 
present section is, therefore, to derive explicit formulas for the second 
moments of the branching process and to study some of their properties 
ast-+cc. 
Foreveryt,T>0,A,BE9#1,xEXset 
M,(x, t, T, A x B) = Ez(t, A) Z(t + T, B) (2-l) 
where E, stands for the expectation of the branching process, if initially 
there is one individual in state X. The above functions will be called the 
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second moments. The functions ~(x, A) and &x, A x B), x E X, A, B E WI , 
will denote the first and second factorial moments of the underlying point 
process. 
The next theorem gives a system of integral equations for the second 
moments of the branching process. 
THEOREM 2.1. If there exists constants b and b’ such that p(x, X) < b 
and p2(x, X x X) < b’for all x E X, then the second moments satisfy a system 
of integral equations of the form 
= 6(x, A n B)(l - G(x, t + T)) 
+ S(x, 4 ,:” j-, M(Y, t + 7 - u, B) /-4x,49 G(x, 4 
+ j-, s, ,: M(Y, t - u, A) M(z, t + T - u, B) /.+(x, dy * dz) G(x, du) 
where 
T> A x B) Ax, 49 G(x, du) (2.2) 
or equivalently 
qx, 4 = 1; 
zy XEA, 
if 
~$4 
Mdx, t, 7, A x B) 
= f  (x, t, 79 A, B) 
y, t - u, T, A x B) K(x, y) V(dy) G(du, x) (2.3) 
where 
CL@, 4 = J; Wx, Y> WN V(X) = 1, 
for jixed r, A, B, and f  (x, t, T, A, B) is bounded on each cylinder set X x T 
where T is a Jinite t-interval. 
Proof. From Eq. (3.9) of [2] we have 
Z(t, A, U) = c” Z(t - tO , A, wi) + 6(x, A) S(/, - t) 
i=l 
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and 
Z(t + 7, B, co) = : qt + 7 - lo , B, Wi) + 6(x, A) s(t() - t - T). 
j=l 
Hence, multiplying the above equations and simplifying we obtain 
z(t, 4 w) z(t + 7, B, 4 
= 6(x, A n B) S(/, - t - 7) 
+ 8(x, A) S(f, - t) F Z(t + T - LO, B, wi) 
i=l 
+~$Z(~-~,,A,W~)Z(~++,,B,COJ 
ifj 
+ z Z(t - Co, A, wi) Z(t + T - fO, B, wi) 
j=l 
+ 6(x, B) S(z$ - t - T) ; Z(A, t - &, , wi). (2.4) 
i=l 
Equation (2.2) follows by taking the expectation of (2.4) and noting that 
the expected value of the last expression on the right hand side of (2.4) 
is zero. Under the hypotheses &x, X) < b and p2(x, X x X) < b’ and since 
M(x, t, A) = O(est) we see that f(~, t, 7, A, B) is bounded on each cylinder 
set X x T. 
For fixed A, B, the integral Eq. (2.3) is of the general form 
R(fi, t> = F(x, t) + ,: 1, R(y, t - u) I+, y) V(4) G(x, da). (2.5) 
Let 9 be the class of all bi-measurable functions on X x [0, co) which 
are bounded on each cylinder set X x T, where T is a finite t-interval. The 
next lemma will be useful in obtaining a solution to integral equations (2.5). 
LEMMA 2.1. If F f  9, then Eq. (2.5) has an unique solution R E 9, which is 
Wx> t> = F(x, t) + j, j:FoI, t - 4, ff(x, Y, W WY), (2.6) 
where 
fqx, y, t) = f  fL(% y, t), (2.7) 
n=1 
ff(x, Y, t> = G(x, t) f+, Y), (2.8) 
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&2+1(% y, t)= : II t fu% 2, t - 4 W% Y, d4 ww. (2.91 x 0 
Proof. Suppose that (2.5) has a solution R(x, t) E 9. Then by iterating 
the equation we find by induction that for each positive integer n, 
Letting n + CO, the last term on the right side converges to zero, since it is 
dominated by 
bn+%a+dt) [o”yx I R&9 41 
and the series Et1 b”H~~,(t) is convergent. 
Moreover, by using dominated convergence and the generalization of the 
Helly-Bray theorem to general measures to the second term R(x, t) must be 
given by (2.6). But conversely, if R(x, t) is defined by (2.6) then 
hence R(x, t) E %. The result follows. 
Applying Lemma 4.1 to Eq. (2.3) we obtain 
&(x, 4 7, A x B) =f(x, 4 7) A,B) 
+s,]:fw - u, 7, A, B) H(x, y, du) V(dy). (2.10) 
The next lemma will be useful in obtaining limiting properties of the 
second moments. 
LEMMA 2.2. Let T be the integral operator generated by the kernel K(x, y). 
If 
(i) the spectral radius p. of T is less than one, 
(ii) the jhction F(x, t) in Eq. (2.6) is unzj+nZy bounded on X x [0, CO), 
and there is a finite &3’,-measurable function F(e) such that the limit 
liitF(x, t) = F(x) (2.11) 
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exists for all x E X, then the limit 
$l R(x, t) = R(x) (2.12) 
exists a.e.-V and is given by 
R(x) = (I - T)-IF(x). (2.13) 
Proof. Since the spectral radius of T is less than one, the operator 
(I - T)-l exits and has as its kernel 
1 + W%Y), (2.14) 
where 
w?Y) = f Kz(X,Y), (2.15) 
?Z=l 
&(%Y) = Q,Y), (2.16) 
Kz(x, Y) = j-, K&, 4 W, Y> VW, (2.17) 
and it is easily verified that 
H(x, y) = k- H(x, Y, 0. (2.18) 
Now, the function F(*, *) is uniformly bounded on X x [0, CO) so that 
there exists a positive constant c such that 
/ J)(Y, t - u> f&y, du) (< cH(x, y), (2.19) 
and since p,, < 1, it follows that 
I X H(x, y) V(dy) < f$ < 00 0 (2.20) 
for some positive constant k. 
Using (2.18) and the theory of convolution integrals it follows that 
;z 1” F(Y, t - 4 ff(x, Y, W = F(Y) WT Y>- (2.21) 
0 
Thus, by applying (2.19)-(2.21) and Lebesque’s dominated convergence 
theorem, we see 
(2.22) 
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follows by passage to the limit in (2.6), and this completes the proof of the 
lemma. 
The following functions 
J(x, t, 7, A, B) = e-2at-rrTf(x, t, 7, A, B), 
A!&(x, t, T, A x B) = e-zat-aTM2(x, t, Q-, A x B), 
and 
(2.23) 
(2.24) 
1 t o e- -G(x, du), (2.25) 
where 01 is the Malthusian parameter of population growth given in [2], 
will play an important role in deducing the desired limit theorem for the 
second moments of the process. From Eq. (2.3), and (4.18) of [2], it can be 
shown that if the conditions of Theorem 4.3 of [2] are satisfied then 
(2.26) 
(2.27) 
-1 
‘(A) = dp,/dh ,,zm ’-I s 
(1 - G(Y* 24) v(y) V(dy) , (2.28) /, a 
holds uniformly in x, 7, A and B. This observation leads to the desired 
limit theorem for the second moments on the process. 
THEOREM 2.2. If the conditions of Theorem 4.3 of [2] and Theorem 2.1 
are satis$ed, then the limit 
;;i ii&(x, t, T, A, B) = mz(x, A, B) (2.29) 
= (I - T,,)-lf(x, A, B) (2.30) 
exists and holds uniformly in x, r, A and B, and T,, is the integral operator 
whose kernel is l&(x, y) = e(x, 2a) K(x, y). 
Proof. The function ma satisfies the integral equation 
Z2(x, t, T, A, B) = j(x, t 7, A, B) 
+ f, 1: &,(x, Y> mz(y, t - u, 7, A, B) WW 6, 4 
(2.31) 
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Let paor be the spectral radius of the operator T,, . Then pza < 1. For 
suppose, by way of contradiction, that pta = 1. Note, pzol cannot be greater 
than one since p,, is a non-increasing function of X and pm = 1. If pza = 1, 
then there exists a positive function f such that 
and, since c(x, 29 < c(x, a) for all x E X it follows that 
f (4 < j, a% Y)f (Y> UdY)* 
which contradicts Theorem 4.l(iv) of [2]. 
Moreover, since the limit in (2.27) is uniform in x, r, A and B, the function 
j(x, t, 7, A, B) is uniformly bounded in t > 0. Therefore the theorem follows 
by applying Lemma 2.2. 
In the remaining section of this paper, it will be useful to have the limits 
(2.30) expressed in an alternative form. Put 
C(X) = (I - T&l d(x) (2.32) 
then from (2.26) and (2.30) it follows that the limit 
f& m&, t, 7, A, B) = 4~) v(A) v(B) (2.33) 
holds uniformly in x, T, A and B, so that for large t we have the approximation 
K(x, t, 7, A, B) - e2at+@Tc(x) y(A) p(B). (2.34) 
Equation (2.33) will be particularly useful in deducing further limit 
theorems for the process. 
3. THE CONVERGENCE IN QUADRATIC MEAN 
OF THE RANDOM FUNCTION exp[-at]Z(t, A) 
From the results in the foregoing section it is possible to deduce, under 
the conditions of Theorem 2.2. that the random function 
W(t, A) = e-atZ(t, A) (3.1) 
converges in quadratic mean to a random measure on &3r as t - co. It will 
be noted that for every fixed t and realization w of the process the random 
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function defined in (3.1) is a measure on WI . Some results of interest are 
summarized in 
THEOREM 3.1. Suppose the condi&ms of Theorem 2.2 are satisfied. 
(i) Then there is a random set fun&on W(m) on aQ), such that 
‘,i E,[W(t, A) - W(Q2 = 0 (3.2) 
forallxEXandAE9#I. 
(ii) Furtkmore, the random set function W(e) has the following proper- 
ties. For all x E X and A E aI , 
and 
J%Jw) = P(X) ?w (3.3) 
WV4 - /-4x) ?m” = [c(x) - /-w21 vw2, (3.4) 
which implies W(A) is not a degenerate random variable, given any state x 
of the initial individual, providing c(x) - Pi > 0 for all x E X and g)(A) # 0. 
(iii) Moreover, there is a scalar random variable W such that 
W(A) = WM> a.s., (3.4) 
given any initial state x, for all A E WI so that the random set function W(*) 
is also a random measure on the a-algebra $SI . 
Proof. To prove (i), consider 
~,W’(~ + T> A) - W, 4121 
= 3Z2(x, t + T, 0, A, A) - 2x2(x, t + 7, T, A, A) + M2(x, t, 0, A, A), 
(3.5) 
and observe the right side approaches zero as t + a~ for every -T > 0, 
XEX, and AE&!I~. By completeness of the space L,(Q L%?~ , P,) there 
exists a random set function W(a) such that W(*, t) --t W(e) in quadratic 
meanatt+ co. 
To prove (ii) and (iii) first observe that convergence in quadratic mean 
implies (3.3) and 
&W(A) W91 = 44 v,(A) - d@ 
for all x E X, A, B E WI, from which (3.4) follows. Next observe that 
&kdA) W(B) - d4 W41” = 0 (3.5) 
AGE-DEPENDENT BRANCHING PROCESS II 235 
for all x E X, A, B E $I1 . Equation (3.5) implies the random set functions 
W(A), W(B) are perfectly correlated for every A, B E WI, that is there 
exists a set function b( .) and a random variable w’ such that for all A E W, ) 
W(A) = b(A)W’. (3.6) 
On the other hand by Eq. (3.3) we find 
~(4 d4 = WW) 
= 44 J-LP’I, 
for all A E WI and x E X, which implies since p(x) > 0, x E X, 
q(A) = b(A) ‘9. 
Since (3.7) is true for every x EX and the left hand side is independent 
of x, it follows that there is a positive constant c such that b(A) = q(A) 
and this completes the proof of the theorem by letting W = cw’. 
4. ON THE ALMOST SURE CONVERGENCE 
OF THE RANDOM FUNCTION W(t,A) 
The purpose of this section is to show that when the rate of convergence 
of the function exp[-at] M(x, t, A) to p(x) p(A) is exponential, as implied 
by Eq. (4.18) of (2), then the limit 
kit W(t, A) = WV(A) (4.1) 
holds almost surely, given any state x of the initial individual. 
Let the functionsJT(x, t, 7, A, B), &&(x, t, T, A, B), and c((x, t) be defined 
as in (2.23), (2.24), and (2.25), let the functions d(x) and c(x) be defined 
as in (2.27) and (2.32), and set 
Vx, t, 7,4 B) = %(x, t, 7, A, B) - c(x) v(A) p(B). (4.2) 
Under the conditions of Theorem 2.2, (4.2) converges to zero uniformly 
in x, t, r, A, and B as t + co, and we wish to show that the rate of conver- 
gence is also exponential, but the rate of exponential convergence may not 
be uniform in x. 
As a step in this direction, put 
m% y, t) = % 4 G&, Y>, (4.3) 
K(x, y, 4 = 1, J: ffn-1(x, z, t - w, @, Y, w Jw4 (4.4) 
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for n > 2, and 
i7(x, Y, q = 2 f&&y, q. (4.5) 
n=1 
Since gI(x, y, t) < Ks,(x, y) for all t 2 0, and RI(x, y, t) + I&,(x, y) as 
t -+ co, it follows from (4.4) by an induction and bounded convergence 
argument that 
kz K&(x, y, t) = e(% Y) (4.6) 
for all (x, y) E X x X and every n > 1, where the function on the right 
is defined by setting J&.,(x, y) = ZCjt’(x, y) and letting Ki$(x, y) be the 
n-th iterate of KsJx, y) with itself for n > 2. Moreover, because pza: < 1, 
the series 
&&7Y) = f mx, Y) (4.7) 
t3=1 
converges and H&x, y) is the kernel of the integral operator T,,(I - T&l. 
From (4.5) we see by a bounded convergence argument that 
These observations lead to an upper bound for the function V(x, t, 7, A, B) 
defined in (4.2). 
LEMMA 4.1. Suppose the conditions of Theorem 2.2 are satisfied and put 
gb, t, 7, A, 4 = Ax, t, 7, A, B) - d(x) d4 @) 
+ 11 - W, WC4 - 44) d4 v(B). (4.9) 
Then 
I W, t, 7, A, WI 
< I g(x, 6 7, A, WI 
Proof. From the definitions of c(x) and d(x) we find 
s K&,Y) C(Y) V(Y) = 44 - 44. (4.11) X 
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Then by using (4.11) and integral Eqs. (2.3) it may be shown that the 
functions V(x, t, T, A, B) satisfy the system of integral equations 
By solving Eq. (4.12) we are led to the representation 
v(X, t, Q-, A, B = &, 6 7, A, B) 
+ j, /)Y> t - % 79 A, B) a(,, y, du) v(&‘), (4.13) 
for which inequalities (4.10) follow. 
The right side of (4.10) involves suprema of the function g(x, t, 7, A, B) 
and in order for the inequality to be useful it will be necessary that those 
suprema be finite. If the conditions of Theorem 4.3 of (2) are satisfied, 
then it can be shown that there are positive constants K and E such that 
1 f(% t, 7, A, B) - d(x) ‘$‘(A) V(B)1 < K+ (4.14) 
for all x, 7, A and B. Moreover, the function 1 - c((x, t) is uniformly 
bounded by one so that the suprema in (4.9) will be finite providing the 
suprema of the functions d(x) and c(x) are finite. But from (2.26) and (2.27) 
it follows that 
sup I 44 < sup CL(x)% * sup &x, x, X) < 00, 
x x x 
(4.15) 
and from (2.32) we see that 
C(X) = (I - T&l d(x), 
= 44 + J, Hz&% Y) d(Y) WY), 
so that 
(4.16) 
Hence, under the conditions of Lemma 4.1, the right sides of (4.15) and (4.16) 
are finite so that the suprema in (4.10) are also finite. It should also be 
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observed that they do not depend on T, and that the function g is also 
uniformly bounded in A and B because the measure q on WI is finite. 
According to the definition of c(x, t) given in (2.25), we see that 
-2at 
1 - qx, t) < &e . (4.17) 
Therefore, in order to deduce the desired exponential rate of convergence, 
it will sufice to show that the integral 
I W2& Y) - Rx, Y, t/2)) WY) 
(4.18) 
X 
goes to zero at an exponential rate as t + co. 
From (4.3), (4.4), and (4.5), it follows that H&y, t) satisfies the integral 
equation 
WX,Y, t) = K(x, y, t) + s, 1: m, y, t - u) K(x, 2, du) wq, 
and by putting 
(4.19) 
w, Y, t) = H2&, Y) - w, Y 2 t) (4.20) 
it follows from Eq. (4.19) that 
w% Y, t> = (1 - e, 0) Hz&, Y) 
+ Jx j: w&Y, t - u) m% 2, w. 
Thus, if we set 
(4.21) 
then 
w6 t) = s, U(x,y, t) WY) (4.22) 
qx, t) = D(x, t) + s, 1: q2, t - 24) qx, 2, du) V(dz) 
where 
(4.23) 
m t) = (1 - w(x, 0) I, H2& Y) V’(dY). 
Now let S be a positive number such that 0 < S < 2a! and set 
u*(x, t) = Pqx, t) 
D*(x, t) = estD(x, t) 
(4.24) 
(4.25) 
(4.26) 
1 
L(xs t, = f&201 - 6) s 
+, e-(2a-8)u G(x, du), 
o 
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and 
Fl(X, Y, t) = qx, t> K2&, Y). (4.27) 
Then from (4.23) it follows that 
u*cG 4 = D*(x, t) + 1,s: u Y, t - 24 ax, Y, 4 v~Y), *( (4.28) 
and if we define a sequence F,(x, y, t), n = 1,2 ,..., as in (4.4) and put 
w% Y, t) = $ Fi(.% Y, 9, (4.29) 
id 
then by solving integral Eq. (4.28) we see that 
u*cx, 4 = D*(x, 0 + s, 1: D *( y, t - u)F(x, y, du) V(dy). (4.30) 
But 
Thus, 
p&-J H2& Y) = K(% Y> 
(4.31) 
= K, 
where p. is the spectral radius of the integral operator generated by the 
kernel K(x) y) and pzll is the spectral radius of the kernel 
Hence 
G&T Y) = G(x, 24 Rx, Y)- 
and 
D*(x) t) < Ke-(2rr-s)t < K, (4.32) 
I +, D*(Y) t - d F(x, Y, 3 < KfL&, 39, (4.33) 0 
so by choosing 6 sufficiently small, it follows that the function on the right 
is V-integrable for every x EX. Hence, by a dominated convergence 
argument, it follows from (4.30) that 
and we have proved 
;2 u*(x) t) = 0 (4.34) 
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LEMMA 4.2. If  the conditions of Theorem 2.2 are satisjed, then there is a 
positive number 6 such that 0 < 6 < 2~x and 
‘,& est j Wz,@, Y) - R(x, Y, t>> WY) = 0. 
X 
Having completed the necessary preliminary investigations, we are now 
ready for the desired result concerning the a.s. convergence of the random 
function W(t, A). 
THEOREM 4.1. I f  the conditions of Theorem 2.2 are satisjed, then 
L% W(t, A) = W&4) a.s. (4.36) 
given any state x E X of the initial individual. 
Proof. From the results of Lemmas 4.1 and 4.2 it can be shown that 
there is a positive constant c such that 
E,[W(t, A) - W(A)]2 = O(e-ct) (4.37) 
for all x E X, t > 0, and sets A E BP, , where the bound on the right may 
depend on x. The rest of the proof then follows along the same lines as 
the argument on pages 148 and 149 of [3]. 
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