We prove that homologically nontrivial generic smooth (2n − 1)-parameter families of analytic discs in C n , n ≤ 2, attached by their boundaries to a CR− manifold Ω, test CR-functions in the following sense: if a smooth function on Ω analytically extends into any analytic discs from the family, then the function satisfies tangential CR− equations on Ω.
The main result of this article is Theorem 2.2 which implies an answer the above question in the cases n = 1, k = 2 and n = 2, k = 3. We consider smooth regular (2n−1)− parameter families of discs and obtain conditions for the families to detect CR− functions.
The condition for the family D involves the homology or relative homology groups, depending on whether the parameterizing family is closed or not. For the planar case, n = 1, k = 2, the condition for the family is most simple: the closures of the discs must have no common point.
In the case n = 1, k = 2 our main result implies a full solution, in real-analytic category, of the following problem which was known for a long time and was solved till now only for special families of curves: 1 Strip-problem. Let γ t be a continuous (smooth) one-parameter family of Jordan curves in the complex plane. Let f be a continuous (smooth) function on the union Ω = ∪γ t . Suppose that for each t the restriction f admits analytic extension inside the curve γ t . When does this imply that f is analytic in Ω?
Note that the strip-problem is, in a sense, a degenerate case when the attached analytic discs lie in the same complex plane where the manifold Ω belongs.
For the dimensions n = 2, k = 3, we prove quite general boundary Morera theorem for CR− functions on smooth hypersurfaces in C 2 . Application of the obtained result to 2dimensional complex sections leads to the proof, in real-analytic category, of the conjecture formulated in the article [20] : Globevnik-Stout conjecture [20] (one-dimensional extension property). Let D be a strictly convex bounded domain in C n and S ⊂ D be a (smooth convex) closed hypersurface, compactly belonging to D. Suppose that a continuous (smooth) function f on ∂D possesses the property: for any complex line L , tangent to S, the restriction f |L ∩ ∂D analytically extends to L ∩ D. Then f is the boundary value of a holomorphic function in D.
Formulations of main results.
First of all, let us describe in a more precise way the families of curves and analytic discs we are going to deal with.
Let M be a compact connected smooth oriented (2n − 1)−manifold with boundary ∂M which, in particular, may be empty. For instance, for n = 1 the manifold M is a smooth curve, topologically equivalent either to the circle S 1 or to the closed segment [0, 1]. In this case,we will think of M as of the unit circle M = S 1 in the complex plane, or the interval M = [0, 1].
By analytic disc in the complex space C n we understand a holomorphic diffeomorphic embedding g : ∆ → C n , of the unit disc ∆ in the complex plane. The mapping g is assumed smooth up to ∂∆ and g ′ (ζ) = 0, ∀ζ ∈ ∆.
Sometimes we will use the term "analytic disc" for the image D = g(∆).
Given a real manifold Ω ⊂ C n , the analytic disc D is called attached to Ω if its boundary ∂D = g(∂∆) ⊂ Ω. It may happen that the entire analytic disc D or its portion belongs to Ω.
By the C r -family of analytic discs parameterized by the manifold M we understand the family of analytic discs D t = g t (∆), where g t , t ∈ M, is an isotopic family of holomorphic embeddings of the disc ∆, smoothly parameterized by the points in M. This means that the function G(ζ, t) = g t (ζ), (ζ, t) ∈ ∆ × M belongs to the class C r (∆ × M) r ≥ 2. If the manifold M is real-analytic and the mapping G(ζ, t) is real analytic in the closed domain ∆ × M then we say that the mapping G parameterizes a real-analytic family of analytic discs. In most considerations we will need only differentiability of the manifold M and of the parameterization mapping G.
We assume that the mappings M ∋ t → g t (ζ) are immersions, i.e. ∂ t G(ζ, t) = 0 for (ζ, t) ∈ ∆ × M. We will call such families {D t } and {γ t }, γ t = ∂D t , immersed family.
Denote Ω the set covered by the boundaries of the analytic discs:
Regularity assumptions for G, which we will discuss below, provide that Ω is a smooth manifold of corresponding dimension, depending on the rank of the mapping G. We also denoteΩ = G(∆ × M) = ∪ t∈M D t . Throughout the article we will use the notations:
In this article we consider the following two cases: The case A, n=1.
In this case the analytic discs D t are Jordan domains, bounded by Jordan curves γ t = D t , in the complex plane and Ω ⊂ C. The manifold M has the dimension 2n − 1 = 1 and therefore M is topologically either a circle S 1 or a closed segment [0, 1] ⊂ R.
We will assume the regularity condition. The family {D t } t∈M of Jordan domains will be called regular if the parameterizing mapping G has the minimal degeneracy: 1. rank dG(p) = 2, ∀p ∈ Σ. 2. rank dG| bΣ (p) = 2, ∀p ∈ bΣ \ Crit(G), where Crit(G) ⊂ bΣ is the one-dimensional critical smooth manifold of G. 3. rank dG| bΣ (p) = 1, ∀p ∈ Crit(G), and G(Crit(G)) ⊂ ∂Ω.
Under these conditions, the set Ω is a closed domain, its interior points are regular values for the restriction of G to the boundary manifold bΣ and the critical values lie on the boundary. The preimage G −1 (∂Ω) ∩ bΣ contains the critical curve Crit(G) and the mapping G is regular out of the critical curve. The case B, n=2.
In this case Ω ⊂ C 2 . We are interested in the case when Ω is a smooth real hypersurface in C 2 ∼ = R 4 . Then by regularity of the family D t is understood the following conditions: 1. rank dG(p) = 4, ∀p ∈ Σ = ∆ × M. 2. rank dG| bΣ (p) = 3, ∀p ∈ bΣ \ Crit(G), where Crit(G) ⊂ bΣ is the two-dimensional smooth critical manifold. 3 . rank dG| bΣ (p) = 2, ∀p ∈ Crit(G), and G(Crit(G)) ⊂ ∂Ω.
Thus, the non-boundary points of the manifold Ω are regular values for the mapping G : bΣ → Ω, while the critical values lie in ∂Ω. Now we can formulate the main results. The results for the case A (Ω is a domain in C).
In the case n = 1 the parametrizing manifold M is diffeomorphic to either unit circle S 1 or the segment [0, 1]. We assume that M is just one of these curves. Assume that the closures D t have no common point:
Let f be a real-analytic function in Ω and assume that f satisfies the property: (*) for each t ∈ M the restriction f | ∂Dt admits holomorphic extension in D t .
Then f is holomorphic in the interior of Ω = ∪ t∈M ∂D t and extends holomorphically tô
The condition (a) cannot be omitted.
The results for the case B (Ω is a hypersurface in C 2 ).
In the case n > 1 the condition (a) for the family of analytic discs looks not that simple.
We say that the family of the analytic discs D = {D t } t∈M , parametrized by the mapping G(ζ, t), (ζ, t) ∈ Σ = ∆ × M is homologically nontrival if the induced mapping of the homology groups
is not trivial, G * = 0.
Geometrically, the condition of homological nontriviality means the following.
For non-periodic families, ∂M = ∅, the condition means: if a d-cycle c ⊂Ω intersects each closed disc D t , t ∈ M, then c is relatively homologically nontrivial, i.e. for no d-cycle c 1 ⊂ ∪ t∈∂M D t the union c ∪ c 1 is a boundary of a (d + 1)-cycle c ′ ⊂Ω. Theorem 2. Let D = {D t } t∈M be a real-analytic regular family of analytic discs in C 2 , parametrized by a real connected 3-dimensional real analytic compact manifold M with boundary (possibly empty). Denote Ω = ∪ t∈M ∂D t − a real-analytic real 3-dimensional closed manifold in C 2 . Assume that (a) the family D is homologically nontrivial.
Let f be a real-analytic function on Ω such that (*) for each t ∈ M the restriction f | ∂Dt admits analytic extension in the analytic disc D t .
Then f is a CR− function on Ω.
Remind thatΩ is defined as the union of all closed analytic discs D t .
Remark.
In Section 2.2 we will show that in the planar case the homological nontriviality is equivalent to the condition (a) in Theorem 1 that the closed domains D t have no common point.
Since for n > 1 the condition of holomorphic extendability is local (differential) as opposite to the case n = 1 when it is a global (integral) condition, the boundary values of holomorphic functions can be checked by complex two-dimensional sections and our result for C 2 imply corresponding characterization of boundary values of holomorphic functions of n variables for n ≥ 2. So, Theorem 3 implies answer to the question of of Globevnik and Stout [20] in real-analytic category: Theorem 3. Let D ⊂ C n be a bounded strictly convex domain with real-analytic boundary and S be a real-analytic strictly convex hypersurface compactly belonging to D. Let f be a realanalytic function on ∂D such that for any complex line L tangent to S the restriction f |L∩∂D extends analytically in L ∩ D. Then f is the boundary value of a function holomorphic in D and continuous in D.
Proof. If n = 2, then Theorem 3 is a particular case of Theorem 2, for a special family of sections by complex lines.
In this case the parametrizing manifold is M = S. Let L t be the complex line tangent to S at the point t ∈ S and D t = L t ∩ D. Clearly,Ω = ∪ t∈S D t = D \ D ′ , where D ′ is the domain bounded by S. If a 3-cycle c intersects each analytic disc D t then any 4-cycle bounded by c must contain D ′ . Hence c is not homological to zero inΩ and the condition (a) of Theorem 2 holds.
If n > 2, then consider complex 2-planes Π intersecting S. For almost all Π the intersection S ∩ Π is a real-analytic hypersurface, contained in the intersection D Π = D ∩ Π which can be regarded as a strictly convex domain in C 2 . The surface S ∩ Π is strictly convex.
Thus, we are in position of Theorem 2 applied to the domain D Π ⊂ C 2 and to the family of complex lines L ⊂ Π, tangent to the 3-surface S Π . By Theorem 3, f is annihilated by any tangential ∂-operator ∂ b on ∂D ∩ Π. Due to the large supply of the complex 2-sections Π, we obtain tangential CR-equations for f on the boundary ∂D which imply the holomorphic extendability of f in the domain D.
Generalization of Theorem 1: characterization of complex curves in C 2 .
Theorem 1 can rephrased in terms of the graph Γ f of the function f. Indeed, if F t is the analytic extension of f from the boundary ∂D t into domain D t then the graph Γ Ft of F t over D t is an analytic discs in C 2 attached to Γ f .. Therefore Theorem 1 states that if the real 2-manifold Γ f ⊂ C 2 admits a nontrivial one-parameter family of attached analytic discs then Γ f is a complex manifold.
This version of Theorem 1 can be generalized to manifolds which are not necessarily graphs.
Theorem 4. Let Λ ⊂ C 2 be a real real-analytic 2-dimensional oriented manifold with the 2nd homology group H 2 (Λ, Z) = 0. Suppose that Λ admits one-parameter regular homologically nontrivial real-analytic family D t , t ∈ M, dim M = 1, of attached analytic discs. Then Λ is a 1-dimensional complex manifold in C 2 and D t ⊂ Λ for all t.
By regularity we understand here that all point in Λ \ ∂Λ are regular values for the parametrizing mapping on bΣ.
Note, that regularity implies that the curves ∂D t cover an open subset of Λ. It suffices to prove that ∪ t∈M ∂D t has a structure of complex manifold and then by real-analyticity Λ is a complex manifold as well. That is why we do not require in Theorem 4 that Λ is covered by the curves ∂D t . Nevertheless, for a version of Theorem 4 for smooth manifolds, which we conjecture to be true, we should have add this condition.
History of the problems.
Strip-problem. The name "strip-problem" is motivated by the typical shape of domains sweeped up by one-parameter families of curves in the plane (see,e.g. Ehrenpreis' book [12] , p.575, also see in [12] , Ch.9.5, and in [2] generalizations of the problem for PDE). The analytic extendability inside a planar Jordan curve can be formulated it terms of complex moments condition, thus the question can be regarded as a version of Morera theorem, when the decreasing by 1 of the number of parameters for the family of the testing contours is compensated by the stronger condition of vanishing of all complex moments. We also refer the reader for this and related problems to [34] , [35] .
In the paper [1] , by Val'sky and the author, on Moebius-invariant function algebras in the unit disc, a lemma was proved about testing of analyticity by analytic extendability into families of Jordan curves in the disc. The families were assumed invariant with respect to conformal automorphisms of the unit disc. It was done by averaging of a function with respect to rotations and applying the argument principle to the averaged function.
Globevnik [13] observed that replacing the averaging by computing the Fourier coefficients in the polar coordinates leads to an analogous test of analyticity for rotation-invariant families of curves. In the articles [15] , [16] , [18] he made several interesting observations on the phenomena. In [3] the result of Globevnik [13] was generalized for U(n)− invariant families of boundaries of analytic discs in C n , with using decompositions into spherical harmonics in C n .
The above results used tools of harmonic analytic and therefore required group invariance of the testing families. However, even for (noncompact) group-invariant families of curves, when no information about the growth of functions in the question is known and Fourier analysis becomes inapplicable, simple natural questions remained not answered.
For instance, the following question became a challenge: given a continuous or smooth function f in the strip |Imz| < 1, does the analytic extendability inside any inscribed circle imply that f is holomorphic in the strip?
The first result beyond harmonic analysis was obtained by Globevnik and the author [5] . The problem was completely solved for arbitrary one-parameter families of circles in the plane, though for functions f (x, y) which are rational (quotient of two polynomials) in x, y. In spite of yet geometric restrictions for the curves (circles), the approach in [5] led to a new insight. The key point was bringing the problem, originally one-dimensional, in C 2 . It was done by the embedding z → (z, z) of the real 2-plane into C 2 , and consequent lifting the functions, along with their analytic extensions, to the quadrics (z 1 − a)(z 2 − a) = r 2 in C 2 , which are the complexifications of the circles |z − a| = r. Then the proof in [5] is based on analysis of the dynamics, in the parameter t, of the quadrics, parameterized by a = a(t) and r = r(t), with respect to the zero varieties of the polynomials generating the rational function f. Also, in [5] the case of real-analytic functions and arbitrary smooth families of circles was solved (independently , but in a special case, the same result was obtained by Ehrenpreis [11] , with the help of Fourier analysis.)
The next significant progress was due to Tumanov [30] . As in [5] , he also started with the lifting the problem into C 2 , but applied powerful tools of CR− theory, in particular, the edge of the wedge Ayrapetyan-Henkin's theorem, to prove forced analytic extendability of the lifted function f to a larger domain. Note, that in [5] such extension was provided automatically, as rational functions in z, z always possess meromorphic extensions inside any circle.
As the result, in [30] the strip-problem was solved for continuous functions, albeit for narrower, with respect to [5] , families of circles with constant radius and centers on an interval. Soon afterward, Tumanov [31] got rid of the above restrictions and came up with a proof for the case of continuous functions f and arbitrary smooth families of circles. Moreover, this proof, motivated by an argument of Hans Lewy, was much simpler than that in [30] . Recently Globevnik [19] generalized the geometric construction from [30] and used the reasoning from [31] to solve the strip-problem for special families of non-circular Jordan curves which are translates of a fixed axially symmetric Jordan curve, along the line orthogonal to the symmetry axis.
In Theorem 1 of this article we give the solution for generic families of general Jordan curves with no restriction of geometric type. Our approach rests on a reformulating of the original problem to the topological language, namely, as a question about CR− extensions of coverings of the 2-dimensional torus or cylinder, inside the solid torus or solid cylinder. This reduction reveals topological or, better to say, topology-analytical nature of the problem, as well as the adequate tools for the solutions. As result, it allows to get rid of geometric restrictions for the Jordan domains in the question and solve the problem for general families. Some ingredients of the analytic parts of the proofs are close to those in the article [31] by Tumanov. One-dimensional extension property. We refer the reader for boundary Morera theorems to the recent survey by Kytmanov and Myslivets [22] , and an extended bibliography there. Here we will outline only some results which are mostly related to our paper.
It was observed in [1] that boundary values of holomorphic functions in the unit ball in C n can be characterized by analytic extendability into sections of the ball by complex line. Stout [27] generalized this result to arbitrary smooth domains, using complex Radon transform. In [4] the family of lines was reduced to the set of complex lines passing through a fixed open domain.
Nagel and Rudin [24] proved one-dimensional property for the ball in C n and the family of complex lines tangent to a smaller concentric ball. Globevnik [14, 17] reduced the families of lines in the question.
The fundamental work by Globevnik and Stout [20] contains many deep results on the subject. There the approach is mainly based on the complex Radon transform in its various versions, in particular, approximation by the complex plane waves. Tumanov [32] obtained similar characterizations of CR− functions on CR− manifolds of higher codimension.
Note, that of most interest are the families not containing small analytic discs. By this we understand the families of discs that can be shrinked to boundary points. In this case, the problem of testing CR− functions is much easier, at least for smooth functions, as the tangential CR− equation follow from Stokes formula applied to the shrinking discs.
An example of families without small discs is the family of intersections of a fixed domain with complex curves (for instance, complex lines, as in [24] ), tangent to a fixed surface. In [20] Globevnik and Stout conjectured that the Nagel-Rudin theorem should be true for two arbitrary enclosed convex domains D ′ ⊂ D, when the family of analytic discs, testing boundary values of holomorphic functions on ∂D, consists of sections of the domain D by the complex lines tangent to ∂D ′ .
Dinh [10] confirmed the conjecture for smooth functions and under certain condition for ∂D 2 of being "strongly non real-analytic."
Very recently, the conjecture of Globevnik and Stout was confirmed in affirmative by Baracco, Tumanov and Zampieri [9] for the family of extremal discs. The extremal discs are geodesics in Kobayashi metrics in the larger domain. The proof goes back to the idea of the proof in [30] and hence the extremal discs are needed for meromorphic lifts to tangent spaces, similarly to lifting circles to complex quadrics in C 2 by means of z.
In this article we prove (Theorem 2) that in dimension n = 2 and under assumptions of sufficient smoothness (real-analyticity), no geometric restrictions for analytic discs and for character of the family are required, and the one-dimensional extension property, at least for smooth functions, is true for arbitrary generic family of attached analytic discs. The essential condition is rather topological and requires homological nontriviality of the family.
Since for n > 1 characterization of (smooth) boundary values of holomorphic functions are differential (local), as opposite to n = 1, Theorem 2, albeit is stated for n = 2, lead to various boundary Morera theorems in arbitrary dimensions. To apply Theorem 2 the families of attached analytic discs must have rich enough supply of subfamilies filling up 2-dimensional complex submanifolds. Theorem 3 is just an example of such kind of application.
Theorems 1 and 2 are proved by an universal approach which we explain in the following section. The remarkable papers of Alexander and Wermer [8] and of Stout [26] about linking numbers and analytic functions gave me a strong impact in discovering this approach.
Reduction of the problems to CR−extensions of coverings and foliations

Formulation of the equivalent results on extensions of foliations.
We will formulate a single theorem which includes, in equivalent form, Theorems 1 and 2.
Let n be an integer and M be a compact connected C r − smooth oriented real (2n − 1)− manifold with the boundary ∂M, possibly empty.
As above, we denote ∆ = {z ∈ C : |z| < 1}.
For the unit circle in the plane we will use both notations, ∂∆ and S 1 , depending on the context, analytical or topological. We also use all the notations, Σ, bΣ, Σ 0 , ∂Σ, Ω,Ω, from Section 1. The real dimensions of the manifolds are
The dimensions of the manifolds Ω = G(bΣ) andΩ = G(Σ) depend on the rank of the mapping G, which we are now going to specify.
In order to combine both cases A and B, discussed in the previous section, let us introduce the definition. Definition 2.1. Let k ≤ 2n be an integer. We say that a smooth mapping
In this article we are concerned with the two cases (A): n = 1, k = 2.
In this case the imageΩ = G(Σ) has real dimension 2 and is a closed domain in C, G(bΣ) = Ω is also a a domain in C, with the smooth boundary ∂Ω containing the critical values of G. The mapping ζ → G(ζ, t) maps conformally the unit disc ∆ onto the analytic disc D t ⊂ C. These analytic discs are attached to Ω which means that ∂D t ⊂ Ω.
The restriction G| bΣ of G to the 2-dimensional boundary manifold bΣ is a finitely sheeted covering over Ω \ ∂Ω. The sheets correspond to the curves
passing through a fixed point in Ω.
The set Crit(G) ⊂ G −1 (∂Ω) of critical points is a curve in bΣ. The image G(Crit(G)) ⊂ ∂Ω is the envelope of the family of the curves γ t . The points from the envelope are the sliding points where the motion direction of the family γ t is proportional to the tangent vector to γ t . Except the sliding points the boundary ∂Ω contains subarcs of the curves γ t for t ∈ ∂M.
In this caseΩ has real dimension 2n = 4, while Ω is a real 3-dimensional submanifold of C 2 , contained in ∂Ω. The analytic discs D t are attached to Ω. The union of their closures formsΩ.
The restriction of the parameterization mapping G to the 4-dimensional manifold bΣ is a foliation with the 3-dimensional base Ω \ ∂Ω and the 1-dimensional fibers
The fibers correspond to the one-parameter family of the curves passing through one point in Ω. Now we are ready to formulate the main result, which is a topological interpretation of Theorems 1,2.
Suppose that (i) The mapping G is (2n, k)− regular, (ii) The mapping Q degenerates on the boundary bΣ, meaning that
Suppose that one of the two cases takes place: (A) n = 1, k = 2, (B) n = 2, k = 3 and H 1 (M, ∂M) = 0 (if ∂M = ∅ then this is equivalent to the manifold M being simply connected).
Then Q is degenerate on the entire (2n + 1)− manifold Σ, meaning that F =f • G on Σ, for some smooth functionf , or, equivalently rank dQ = 2n < dimΣ = 2n + 1 is not maximal and codim R Q(Σ) = 2. The function f is CR-function in the interior of Ω = G(bΣ).
In the case when M is a closed manifold, ∂M = ∅, the relative homology groups in condition (iii) of Theorem 2.2 must be replaced by the corresponding homology groups H 2n−1 (Σ), H 2n−1 (G(Σ)).
Theorem 2.2 can be exhibited as a theorem giving conditions of existence of an extension f of the commutative diagram
where F and G are CR− mappings.
Reduction of Theorems 1 and 2 to Theorem 2.2
Denote F (ζ, t) the analytic extension of the function ζ → f (G(ζ, t)) from the unit circle {|ζ| = 1} to the unit disc {|ζ| < 1}. Such extension exists by the condition (*) of Theorems 1 and 2. Then the two functions F and G define a smooth mapping
By definition of the function of F (ζ, t) the functions F and G are linked by the relation
Now we want to show that Theorem 2.2, applied to the functions (F, G), is equivalent to Theorems 1 and 2, applied to the function f.
First of all, the conditions (i) of regularity for G are the same in Theorem 1 and 2, and in Theorem 2.2. This condition implies that G is a covering, i.e. there are finite constant number of curves through each interior point in Ω.
The condition (ii) in Theorem 2.2 holds because
by the construction of F . Thus, to complete comparing the conditions we need only to check that properties (a) in Theorems 1 and 2, formulated in terms of analytic discs, imply the property (iii) in Theorem 2.2, formulated in terms of the induced homomorphisms of the homology groups. Proof. Consider first the case of closed M. Suppose that condition (a) of homological nontriviality holds. The homology groups of the compact closed manifolds Σ = ∆ × M and M are isomorphic to the free cyclic groups generated by the fundamental classes:
The fundamental class [M] is generated by the cycle
The (2n − 1)− cycle C which we will call central cycle, will play an important role in the sequel.
The image cycle c = G(C) intersects each analytic disc
and by (a) the cycle c represents a nonzero element in H 2n−1 (G(Σ)). Therefore G * = 0 and hence the condition (iii) holds. The case of nonclosed manifolds M and relative homologies is considered analogously. It remains to check that in the planar case, n = 1, k = 2 and dim M = 1, the condition of homological nontriviality converts to the more transparent condition of Theorem 1 of empty intersection of the closures of analytical discs D t .
Let us start with a simple remark. The domains D t have a common point,b, if and only if the curve G −1 (b) intersects each closed disc
Therefore if the common point b exists then the homology class
However, G maps this curve to the point b, and it follows that G * = 0. Thus, if (a) in Theorems 1,2 does not hold, then (iii) in Theroem 2.2 fails.
In the opposite direction, assume that (a) is true, i.e., ∩ t∈M D t = ∅. Take b ∈Ω. By the condition for G, the curve G −1 (b) is smooth and intersects each open discs ∆ t = ∆ × {t} not more than once and transversally. It follows that only two following cases are possible:
The condition 1) means that b belongs to all D t = G(∆ t ) and therefore never happens because of our assumption of the empty intersection. If so, then the case 2) takes place for each b ∈Ω and this can reworded as the identity for the images:
Now suppose that (iii) fails. Then G maps the central cycle
to a cycle c = G(C), (relatively) homologically equivalent to zero inΩ.
Consider first the case ∂M = ∅ and M = S 1 in Theorem 1. Then the cycle c is homotopic to 0. Moreover, since the cycle c belongs to the interior ofΩ = Ω, it can be contracted, within the interior of Ω, to a point b ∈ Ω \ ∂Ω.
Since G is the locally trivial foliation over the interior of Ω we can apply the axiom about covering homotopy ( [33] , Thm. 4.1.) and conclude that the homotopy c ∼ {b} lifts up to a homotopy C ∼ C ′ , where C ′ is a nontrivial (2n − 1)-cycle in Σ.
The new cycle C ′ projects, by the mapping G, to the point b:
The cycle C ′ is homotopic to the central cycle C = {0} × M and hence it must intersect each complex disc ∆ × {t}. But this is just another way of saying that
Thus, the condition (a) of Theorem 1 fails.
In the case M = [0, 1] in Theorem 1, the argument is analogous. Namely, if the condition (iii) in Theorem 1 fails and the cycle c = G(C) is relatively trivial, then there is a smooth simple curve
, of the union of the cycle C with a 1-chain (a curve)
Then the curve c ∪ c 1 is homotopic, in the interior of Ω, to a point. We can perform the homotopy in two steps.
First, we deform c ∪ c 1 so that the part c 1 contracts to a point within the set D 0 ∪ D 1 . Then c is deformed homotopically to a closed curve (cycle) c ′ ⊂ Ω. By the axiom on covering homotopy, the cycle C ∪ C 1 can be homotopically transformed in Σ so that C 1 contracts to a point within Σ 0 and the cycle C transforms to a cycle C ′ with end points belonging to Σ 0 . This new cycle intersects all the discs ∆ t .
Second, we contract c, within the interior of Ω, to a inner point b ∈ Ω. Correspondingly, by the covering homotopy, C ′ can be transformed to a cycle C ′′ ⊂ Σ, which intersects each disc ∆ t , t ∈ M, and projects by G to the point b, i.e.,
It says that for any t ∈ M holds b ∈ G(∆ t ) = D t and therefore the condition (a) in Theorem 1 fails. The equivalence of conditions (a) and (iii) is proved.
To complete the reduction we have to prove that the conclusion of Theorem 2.2 implies the conclusions of Theorems 1 and 2.
Indeed, Theorem 2.2 asserts the relation F =f • G in Σ. This means that F is constant on the level curves G = const in Σ, or, in other words, that the values of the analytic extensions at a fixed point z ∈ D t do not depend on t. This immediately implies that f is analytic (n = 1) or CR− function (n = 2) in Ω.
An alternative proof is as follows.
Suppose that Q is degenerate, F =f • G on Σ for some smooth functionf onΩ.
Let n = 1. The functions F and G are analytic in ζ and differentiating in ζ the above relation between F and G yields (∂f • G) ∂ ζ G = 0 and therefore ∂f = 0 onΩ. Thus,f is analytic onΩ and hence f =f | Ω is analytic on Ω.
Let n = 2 and the 3-manifold Ω is locally given by the equation ρ(z 1 , z 2 ) = 0, where ρ is a smooth real-valued function in a neighborhood of a point in Ω. Then
Differentiating in the variable ζ the latter identity and the identity
leads to a linear system, with the zero determinant due to the embedding condition ∂ ζ (G 1 , G 2 ) = (0, 0).
Vanishing of the determinant can be written as
which is just the CR-condition for the functionf = f in Ω. This completes the reduction.
Necessity of the conditions.
Before going to the proof of Theorem 2.2, let us show necessity of conditions in Theorems 1,2 and, correspondingly, in their topological versions Theorem 2.2.
Let us consider the case A, n = 1, k = 2, when the manifold Ω is a domain in the plane.
The main condition (a) in Theorems 1 and 2 is that the intersection of the closed analytic discs from the family is empty. The corresponding example, showing importance of this condition belongs to Globevnik [G2] . His example is given by function
where n is large enough to provide desirable smoothness at the origin.
The function z extends meromorphicaly from any circle in the plane inside the disc, with a simple pole at the center, and with a simple zero, which is inside the disc if and only if when the point 0 is outside.
It follows that f extends analytically, without poles, inside any circle enclosing, or even containing, the origin. For any family of circles surrounding the origin, the corresponding closed discs have the common point 0, so the condition (a) fails. The function f is not holomorphic.
In the context of Theorem 2.2, the above example translates as follows:
where R, r are nonnegative numbers, corresponding to rotation of a circle of radius r around a circle of radius R, and may serve a simplest model for understanding the constructions in this article. On the analytical language, the problem is related, in general terms, to an argument principle for boundaries of small dimensions (of codimensions greater than 1). A simplest one-dimensional analog of Theorem 2.2 could be the following simple fact.
Given a smooth foliation G : ∆ → C of the unit disc, with generic fibers transversal to the unit circle, and a function F from the disc-algebra, smooth up to the boundary and taking equal values on the intersections of the fibers with the unit circle, then F = const.
Here is the proof. Take a ∈ C such that F − a = 0 on the unit circle ∂∆. Then The above argument can be viewed as a simple model of the idea of the proof of our main result, Theorem 2.2. However, the main difference and the main difficulty is that in our case the function F depends on the additional parameter t and the fibers of the foliation G do not belong to the complex discs where F is analytic. Moreover, the fibers are transversal to the discs. Our goal is to prove that then, still, F, and hence Q = (F, G), are degenerate, namely, are constant along the G-fibers.
Topological interpretation of the above toy model might be the following: if the analytic function F "flats" the boundary circle to a curve then F "flats" the unit discs as well, and the images of the disc and its boundary coincide: F (∆) = F (∂∆).
Theorems 2.2 may be interpreted in the similar topological terms. Take for example, the case n = 1, k = 2, corresponding to the strip-problem for a periodic family of Jordan curves.
According to the conditions, the mapping G from Theorem 2.2 is degenerated on the boundary of the solid torus Σ as it is a finitely-sheeted covering of 2-dimensional torus T 2 over a planar domain, Ω. The function F is constant on the fibers of the covering and therefore the composite mapping of the solid torus
is degenerated on the boundary torus T 2 as well.
The degeneracy on the boundary means that the mapping Q = (F, G) "flats" the image of boundary torus in the space R 4 . Topologically, this enforces the mapping Q, if it is nondegenerate, to "invert" the image of the interior of the solid torus around the image of its boundary (recall that Q is analytic mapping on each complex fiber ∆ t of the solid torus.) In other words, the 3-dimensional image of the interior must be attached to the 2-dimensional flat (equivalent to a planar domain) image of the boundary torus.
The codimension 2 of the image Q(T 2 ) ⊂ R 4 makes this possible, but both two additional dimensions must be used and the inversion should be performed in both coordinates, F and G.
An analytic construction related to Jacobians, along with the condition (iii) of nontrivial action of the mapping G in the homology groups, provides control on the behavior in the second coordinate, G, preventing from the inversion in this coordinate. Then the (onedimensional) argument principle makes impossible the inversion in the first coordinate, F , too.
It remains to Q nothing but to "flat" the interior, as well as it does with the boundary. More precisely, Q is degenerate, the image of the (3-dimensional) solid torus has the dimension 2 and coincides with the image of its boundary, Q(Σ) = Q(∂Σ).
The plan of the proof of Theorem 2.2.
We assume that Q is nondegenerate.
Step 1.
A key point is Lemma 3.3 where we prove the symmetry relation of mutual linking numbers which are periods (winding numbers) of pair of functions on the mutual zero sets. The symmetry relation holds for functions analytic in ζ variable and follows from identifying points of G-fibers on the manifold bΣ. Lemma 3.3 is proved by the usual technique from the residues theory, based on removing neighborhoods of singularities, integrating of differential forms on the remaining manifold, applying Stokes formula and shrinking the removed neighborhoods.
We use Martinelli-Bochner type integrals and differential forms, in the spirit of the papers of Alexander and Wermer [8] and of Stout [26] . In our situation we are concerned with the compatibility of all construction with the covering G on the boundary bΣ of the solid "torus", or solid "cylinder" (in the nonperiodic case) Σ.
The important point is that this G− symmetry provides cancellation of a surface term in the Stokes formula and this leads to a symmetry relation between the linking numbers.
Step 2.
In the second, analytic, part of the proof we produce a special function, which is just a minor of the full Jacobi matrix J(F, G) in Σ and which zero set (the Q-critical set) contains the central cycle C = {0} × M. The Jacobian J is not identical zero due to the assumption on nondegeneracy of Q.
Then we apply Lemma 3.3 to the functions J and G − b. Consider first the case ∂M = ∅, as in Theorems 1 and 3. Condition (iii) guarantees that the image G(C) is homologically nontrivial and hence one of the winding numbers in Lemma 3.3 is not zero if b is chosen appropriately. The contradiction comes from comparing mutual winding numbers, of G − b on the central cycle, realized as a level curve of the above Jacobi minor, on one hand, and of the Jacobi minor on the level curve G −1 (b), on the other hand. While one of this number is not zero , the second one vanishes when b is taken out of the image of G because in this case the level curve G −1 (b). is empty.
This contradiction implies that J = 0 identically which is just the desired conclusion of Theorem 2.2.
If ∂M = ∅, as in Theorems 2 and 4, the we modify the above argument. First, an additional surface term appears in Stokes formula, corresponding the the boundary of M. Then the symmetry relation between the linking numbers delivers a jump-function which counts algebraic number of intersections with the image G(J −1 (0)) of the critical set.
The homological condition (iii) provides that there exists a path, L, which crosses the union of the discs D t , t ∈ M without meeting the discs with t ∈ partialM and has the nonzero intersection index with G(C) ⊂ G(J −1 (0)).
The final argument rests on determining the relative homological class of a cycle of codimension 1 by intersection indices with a transversal curve L. The contradiction comes from comparing total algebraic number of the intersection indices (jumps of the counting function) with the total variation of the counting function along the path L.
The Brouwer degree of the mapping G.
Let us study properties of the mapping G.
We start with the planar case (2n, k) = (2, 2) and the closed manifold M. In this case
Lemma 3.1. The Brouwer degree of the mapping
Embed Ω to the Riemann sphere as a compact subsetΩ ⊂ S 2 . Then we can view the mapping G as a mapping to S 2 : where µ 1 , µ 2 are generators (fundamental classes) of the corresponding homology groups H 2 (T 2 ; Z) and H 2 (S 2 ; Z). However, the image of G is a compact subdomain of the sphere S 2 and is contractible, hence G * (µ 1 ) = 0 and therefore deg G = 0.
We will need a local version of Lemma 3.1:
If O ⊂ Ω is a submanifold, then the local Brouwer degree of the restricted mapping G :
Proof. Recall that locally the Brouwer degree is defined as the algebraic number of points in the preimage G −1 (b) of a regular value b ∈ Ω, i.e.
Clearly, this number preserves after simultaneous removing a set O from Ω = G(T 2 ) and its full G− preimage G −1 (O) from T 2 .
Linking numbers.
Everywhere in this section we assume that ∂M = ∅, but combine both cases (2n, k) = (2, 2) and (2n, k) = (4, 3), so that Ω is either a planar domain or 3-dimensional closed manifold in C 2 . Note that if ∂M = ∅ then bΣ coincides with the topological boundary, bΣ = ∂Σ.
Denote β M B the Martinelli-Bochner (2n − 1)− differential form β M B (Martinelli-Bochner kernel) in the space C n (see,e.g. [6] , [26] ). It will be convenient to denote the coordinates in C n by z 2 , · · · , z n+1 . Then
where ω ′ (z) = n+1 j=2 (−1) j z j dz j [j] and ω(z) = dz 2 ∧ · · · ∧ dz n+1 . The Martinelli-Bochner form coincides with the (2n − 1)− surface form in the real Euclidean space R 2n and integration in this form is well related with computing degrees of mappings, and linking numbers (see e.g., in the close context, [8] , [26] .)
Define the 2n-form in C n+1 : β = 1 2πi
In particular, for n = 1 we have
The form β is closed in C n+1 with the deleted linear spaces {z 1 = 0} and {z ′ = (z 2 , · · · , z n+1 ) = 0}.
The following lemma is a key one in the proof of Theorem 2.2. It asserts a symmetry of linking numbers associated to the level sets of functions, compatible with the foliation G. By G− compatibility we understand the constancy on the G− fibers. 
for some smooth function σ. Then a) for any regular value b ∈ C n of the mapping G, such that J −1 (0) ∩ G −1 (b) = ∅, holds:
b) The chain c = G(J −1 (0)) is a cycle, i.e. ∂c = ∅.
Proof. We use the usual technique from the theory of residues, which assumes deleting neighborhoods of singular sets, applying Stokes formula to the remaining manifold and then shrinking the neighborhoods. This technique, in the context close to what we need, is perfectly presented in [8] , [26] .
First of all, we will complete the set J −1 (0) to make it G-compatible on bΣ. For this aim, consider the full preimage N 0 = [G −1 (G(J −1 (0))] ∩ bΣ and define N = N 0 \ (J −1 (0) ∩ bΣ).
By the construction, the union
The set N is either empty, or, by the regularity conditions for G, it is finite union of smooth manifolds of the dimensions less or equal to 2n − 1. The first step of the proof of the formula (2) is to construct a family of shrinking neighborhoods, in Σ, of the singular sets J −1 (0) and G −1 (b).
Define
Aditionally, construct a family N ε of ε-neighborhoods of the set N. Now remove the constructed neighborhoods from Σ and denote the remainder:
Define the orientation on the manifolds ∂A ε , ∂B ε and ∂N ε by the inward, with respect to Σ ε , normal vector.
Define on Σ ε the 2-form:
where Φ = (Θ, G − b). The differential form Ξ has no singularities in Σ ε and is closed there because of closeness of the form β. Therefore the Stokes formula yields:
The boundary of Σ ε consists of the three parts equipped by the induced orientations:
and therefore the latter identity reads as
The signs minus before the second and third integrals appear because the induced orientations on ∂A ε and ∂B ε , required by Stokes formula, are opposite to the above defined orientations.
Now we take the limit of the integrals, when ε → 0. First, let us check that the integral over ∂N ε in (3) dissapears when ε → 0 Indeed, since N is not contained in J −1 (0) then by real-analyticity dim(N ∩ J −1 (0)) < 2n − 1. The set N ∩ G −1 (b) is not more than finite. Then the differential form Ξ has integrable singularity on N and since dim N < 2n, deg Ξ = 2n, the integral of Ξ over N is zero. Since the neighborhoods N ε shrink to N, the last integral in the left hand side in (3) goes to zero as ε goes to zero.
To understand the limits of other integrals in (3), write the differential form under the integral (3) as
The mapping Φ maps J −1 (0) to {0} × (G − b)(J −1 (0)) and hence change of variables z = Φ(ζ, t) ∈ C 2 , i.e. z 1 = J, z 2 = G − b, in (3) leads, after letting ε → 0, to:
where
Here we have used that the forms (2πi) −1 dz 1 /z 1 and β M B are correspondingly the arc and the surface measures on the unit circle and the unit sphere in the spaces of the variables z 1 and z ′ . The sign minus before the second integral comes from the orientation consideration. The factor 2 in the left hand side is due to the relation
Notice that the proof of the above identity might be briefly exposed by using the language of currents (see,e.g., [8] ).
Formula (2) will be proved if we would show that the right hand side in (4) is zero. We will prove this separately for the case when Ω is a domain in C (the case A, (2n,k)=(2,2)) and for the case when Ω is a hypersurface in C 2 (the case B, (2n,k)=(4,3) ).
In the first case, (2n, k) = (2, 2) we use Corollary 3.2 from Lemma 3.1. By regularity condition , the mapping G is a covering of bΣ \ Crit(G) over Ω \ ∂Ω.
The set bΣ ′ is G-compatible because it is obtained by removing from bΣ the full Gpreimages,N 0 and G −1 (b). It does not contain the critical Crit(G) because this set is removed along with J −1 (0). Hence G is a covering on bΣ ′ . By Corollary 3.2 from Lemma 3.1, we have that ν = deg G| bΣ ′ = 0. By the condition 2 , Θ = σ • G out of zeros of J. Then the change of variables G(ζ, t) = z ′ in the integral yields: 3) , vanishing of the integral in the right hand side in (3) follows even simpler. In this case, the mapping G : bΣ → Ω is a smooth foliation of 4-dimensional manifold over a 3-dimensional manifold, with one-dimensional fibers. The differential form
has degree 4 and therefore η = 0 on the 3-dimensional manifold Ω. Then for the pull back of the form η to bΣ holds Ξ = G * (η) = 0 and therefore the integral of Ξ over bΣ ′ ⊂ bΣ vanishes. Now we have completed the proof of the main part, a), of Lemma 3.3. Notice that the above proof may be briefly exposed by using the language of currents (see, [8] ).
It remains to check the assertion b). To this end, take in (2) the point b belonging to the unbounded component V of C n \ G(Σ). Then the right hand side in (2) equals zero and hence, after changing of variables z ′ = G(ζ, t) in the left hand side, we obtain
It can be proved by many ways that vanishing of Martinelli-Bochner type integral in a neighborhood of infinity implies that the surface of integration is closed, ∂c = 0. Now the proof of Lemma 3.3 is completed.
3.5. The Jacobi determinants J, the function Θ, and the central cycle C, for the case (2n,k)=(2,2).
Our nearest goal is to construct a functions J and satisfying the conditions of Lemma 3.3, and vanishing on the central cycle C = {0} × M. The function we are going to construct will also carry information about degeneracy of the mapping Q.
Such function turns out to be the Jacobian of the mapping Q = (F, G) in the angular variable ψ and the local coordinate t on M. The needed properties follow from the functional relation between F and G on bΣ, while vanishing on the central cycle C = {ζ = 0} in Σ comes from the vanishing at ζ = 0 of the tangent vector field to the unit circle. This vector field acts on analytic functions as the complex derivation ∂ ψ = iζ∂ ζ .
Let us do the corresponding computations. Choose the basis ∂ ψ , ∂ t in the tangent space to bΣ. Here ζ = e iψ and t is the local coordinate on M. If M = [0, 1] then take t ∈ [0, 1] and if M = S 1 then t can be taken the angular variable on the unit circle, M = S 1 = {e it }.
We will use the notation ∇ for the column:
In this notation, the Jacobi matrix for the mapping G becomes [∇G, ∇G]. Thus, J + is obtained from the Jacobi matrix of G by replacing ∇G by ∇F , while J − -by replacing ∇G by ∇F.
Then on bΣ the relation holds:
Here ∂, ∂ are the derivatives in z and z respectively.
Proof. We start with the link F = f • G between F and G (condition (ii) of Theorem 2.2) on the manifold bΣ = ∂∆ × M. Differentiation in local coordinates on bΣ and the chain rule lead to the linear system:
Then (5) follows immediately from the Cramer's rule when solve the linear system (6) for
In the sequel we will be exploiting only the "minus" minor, J − , as it possesses needed orientation properties. The function J(ζ, t) = J − (ζ, t) is just the Jacobian
On the manifold S 1 × M, the function J also can be understood as the Poisson bracket J = {F, G}. The function J is defined in the entire ∆ × M and can be expressed there in terms of complex derivatives in ζ :
Consider a smooth G− level curve ζ = ζ(t), G(ζ(t), t) = const. Differentiating both identities in t and taking into account that ∂ ζ G = 0 we obtain for the directional derivative ∂ G along the G-level curves:
Thus, vanishing of J identically in Σ means that F = const on the G− level curves and therefore F is a function of G. 
Proof. The property 1 follows from (7) . The property 2 follows from the representation of J in formula (5) . The property 3 also follows from (5) because the Jacobian det[∇G, ∇G] is obviously purely imaginary function.
Thus, the function J satisfies all the conditions of Lemma 3.3, except, maybe, the assumption 1 about a nice structure of the zero set J −1 (0).
3.6. The function J in the case (2n,k)=(4,3). Now we need a version of Lemma 3.5 for the case B, when Ω is a hypersurface in C 2 , dim Ω = 2n − 1 = 3. Recall, that in this case, the regularity condition says that rank dG| ∂∆×M = 3.
It would be more convenient to perform computations for arbitrary n and then set n = 2. Let ρ = ρ(z, z) be a smooth defining function in a neighborhood U of the hypersurface Ω :
The function f is assumed to be extended as a smooth function in U.
Consider the tangential CR− operators on Ω :
Here ∂ µ and ∂ ν are derivatives in z µ and z µ correposndingly. The system ∂ µ,ν , µ < ν, forms a basic in the complex tangent bundle T C (Ω). We start again with the main relation on the boundary manifold bΣ = ∂∆ × M :
and differentiate it in the local coordinates ψ, t on bΣ :
The extra relation between the gradients comes from the equation of the hypersurface Ω :
ρ(G 1 , · · · , G n , G 1 , · · · , G n ) = 0.
Differentiating yields:
If ∂ µ ρ = 0 then express ∇G µ from (9) and substitute to (8) . After grouping terms we obtain:
Solve by the Cramer's rule the obtained (2n − 1) × (2n − 1) system for the unknowns (∂ µ,ν f ) • G, µ = ν:
where ∇F is inserted in the place of the ν − th column ∇G ν and [µ] means that the µ − th column is skipped. Denote J µ,ν the determinant in the right hand side of (10):
Then on bΣ we have from (10):
The function J = J µ,ν vanishes on the central cycle C = {0} × M because the first line of the determinant is formed by the derivatives ∂ ψ F, ∂ ψ G j , ∂ ψ G j , and all these derivatives vanish at ζ = 0.
The above definition of J is local, in the neighborhood of Ω where ∂ µ ρ = 0. However, the locally defined functions agree in the intersections of the neighborhoods, and thus define the function J globally on the entire manifold Ω.
Suppose that some function J = J µ,ν is not identical zero and check the properties 1, 2 of the Lemma 3.5.
First of all, J µ,ν (0, t) = 0 because the first line of the determinants consists of the derivatives in ψ which vanish at ζ = 0, as ∂ ψ = iζ∂ ζ on holomorphic functions. Now we want to check that the Jacobian K µ is purely imaginary. To this end, let us write, taking into account that ∂ µ ρ = ∂ µ ρ and ∇G = ∇G:
Now express the column ∇G µ from the relation (9) and substitute to the above determinant. The determinants with equal columns vanish and we obtain:
Cancel ∂ µ ρ and rearrange the determinant by permutations of the columns:
; ∇G] = (1/∂ µ ρ)(−1) (n−1)+n(n−1) det[∇G, ∇G[µ] ] = (−1) n−1 K µ .
We are interested in the case n = 2. Then K µ = −K µ and therefore K µ is purely imaginary. For n = 2, the CR− dimension of Ω equals 1 and the basic tangential ∂− operator is,
The function J µ,ν , corresponding to the indices (µ, ν) = (1, 2) is
As in the previous section, we define Θ = J J .
We have
on bΣ. We have shown that the functions K 1 and K 2 are purely imaginary, hence on the manifold bΣ holds
We have used here that ∂ 1,2 f = −∂ 2,1 f. Let us note also that the function J(ζ, t) = J 1,2 (ζ, t) is analytic in ζ, as well as the function J constructed in the previous section. The representation (11) and definitions of the functions K 1 and K 2 imply that the set J −1 (0) ∩ bΣ contains the critcal set Crit(G) of G on bΣ.
Thus, the constructed function J has all the properties from Lemma 3.5. Therefore Lemma 3.3 applies to the function J, after checking the structure of the set J −1 (0) (condition 1 in Lemma 3.3.)
As in the case n = 1, vanishing J identically in Σ means that F is constant on the G− level sets, i.e. is F is a function of G 1 and G 2 .
3.7. The structure of the set J −1 (0) and the regularization of the integrals.
In the previous we have constructed the Jacobians J for both cases n = 1 and n = 2 and showed that in each case the funcion J satisfies Lemma 3.3. However Lemma 3.3 assumes that the zero set J −1 (0) is a (2n − 1)-chain for integrals of corresponding differential forms over J−1(0) be defined.
Thus, to apply the symmetry relation proved in Lemma 3.3 we have to understand the structure of the zero set of the functions J(ζ, t). This is essentially the only point where we use the assumption about real-analyticity of the mapping G and of the function f (and therefore of its analytic extension, F ). Then the Jacobian J(ζ, t) is real-analytic in ∆ × M, holomorphic in ζ in the unit disc ∆ and the structure of the zero set J −1 (0) is well understood.
For each fixed t ∈ M the analytic function ζ → J(ζ, t) has finite set of zeros, {ζ j (t)} in the closed disc ∆.
Fix t 0 ∈ M and suppose that the function J(ζ, t 0 ) is not identically zero. Let ζ j (t 0 ) ∈ ∆ be an (isolated ) zero of this function and choose an ε− neighborhood of ζ j (t 0 ), not containing other zeros of the function J(ζ, t 0 ).
The integral
evaluates the number of zeros in the ε− neighborhood of ζ j (t). Since κ j (t) continuously depends on t, κ j (t) = const for t near t 0 . The number κ j (t 0 ) evaluates the multiplicity of the zero ζ j (t 0 ). Therefore the zeros ζ j (t) depend continuously near each simple pole ζ j (t 0 ) and have bifurcation points at multiple zeros. The zeros constitute a collection of points in the disc ∆ t = ∆ × M each of which changes continuously till it reaches the boundary circle |ζ| = 1. It may happen also that J(ζ, t 0 ) = 0 identically, for some t 0 . In this case we will call the disc ∆ t 0 zero-disc. Nevertheless, by real-analyticity, the zero discs are isolated.
Thus, the zero set J −1 (0) consists of finite number of piece-wise smooth (2n−1)− manifolds C j = {(ζ(t), t) : t ∈ M}, ∂C j ⊂ bΣ, union with and a set of zero discs:
The set T can be defined as
and is an analytic set. We want to prove that the integral over the part Z(T ) contributes nothing in the integral over J −1 (0) in formula (2) .
In this case dim M = 3 and the dimension of the analytic subset T ⊂ Ω can be 0, 1 or 2. By the (real) dimension we understand the maximal dimensions of Whitney strata (see [21] .)
If dim T = 0 then dim Z(T ) = 2. Since in (2) we integrate 3-form, the cycle G(Z(T )) is negligible.
Suppose dim T = 1. Then Z(T ) contains 3-chains of the form c = ∆ × γ, where dim γ = 1. This chains might contribute in (2) . However, the condition H 1 (M) = 0 in Theorem 2.2 implies that γ is homological (relatively homological) to zero in M.
Then the cycle G(c) is homological to zero in the image G(Σ) and since the Martinelli-Bochner form is closed, the integral over the cycle G(c) in (2) is zero.
Finally, if dim T = 2 and γ ⊂ T is a stratum of the pure dimension 2, then locally, in a neighborhood of a point t 0 ∈ M, we have
where q(t) is real-valued. Then, as in the case n = 1, locally
where J 0 (ζ, t) has only isolated zeros on discs ∆ t .
Since J/J = J 0 /J 0 , then we conclude that the set c = ∆ × γ is removable , by the same argument as for n = 1.
4.
End of the proof of Theorem 2.2 for the case ∂M = ∅.
Everywhere in this section n = 1 or n = 2. Let J be the function constructed in Sections 3.5 and 3.6. Suppose that J = 0. We want to apply Lemma 3.3 to the function J.
All the conditions of Lemma 3.3 are fulfilled. Removing the zero discs according to the regularizations procedure in Section 3.7, we represent the (2n − 1)-chain J −1 (0) as the union of connected smooth manifolds with multiplicities:
One of these manifolds is just the cycle C ′ = C j 0 . The multiplicities κ j are the winding numbers (indices) of the function J at its zeros with respect to ζ (see Section 3.7).
Let b ∈ C n is such that J −1 (0) ∩ G −1 (b) = ∅. Apply Lemma 3.3:
After change of variables (z 1 , z ′ ) = (J(ζ, t), G(ζ, t) − b), the latter identity transforms to Proof. Each chain C j ⊂ J −1 (0) is defined, near generic points, by the equation ζ = ζ j (t), t ∈ M. In Sections 3.5 and 3.6 we have constructed the functions J = J − (ζ, t) and J = J 1,2 , for the cases (2, 2) and (4, 3) correspondingly. In both cases these functions are analytic in ζ, for the determinants defining J do not contain antiholomorphic columns.
Hence the winding numbers κ j = κ j (t) of the mapping ζ → J(ζ, t) on a small circle |ζ −ζ(t)| = ε, at an isolated zeros ζ = ζ j (t), are positive integers, equal to the muplitipicities of the zero of the holomorphic function J. If ζ j (t) consists of the boundary zeros, |ζ j (t)| = 1 then κ j must be taken 1/2 of the multiplicity of the zero ζ j (t) because the integration in (11) is performed within the unit disc.
Remark 4.2. Lemma 3.6 is the only point where we use the restriction n ≤ 2 for the dimension. This restriction means that in both cases, A and B, of Theorem 2.2, the CR− dimension of the manifold Ω is 1. In this case, the Jacobians J in Sections 3.5 and 3.6 are sense-preserving mappings and the winding numbers κ j are positive, which is an important point in the proof. Now we can finish the proof. We know that J vanishes on a homologically nontrivial cycle C in Σ :
C ⊂ J −1 (0), so that C is one of the cycles C j constituting the chain J −1 (0).
Let b / ∈ G(Σ). Apply the identity (12) to that value b. Since b in not in the image of G then G −1 (b) = ∅ and hence the integral over the curve G −1 (b) is zero:
On the other hand, according to Lemma 3.6, the image cycles G(C j ) are all cooriented and the multiplicities κ j are all positive, κ j > 0. Moreover, by condition (iii) of Theorem 2.2, the cycle c = G(C) is not homological to zero in G(Σ). However it is homological to zero in R 2n and therefore c = ∂c ′ for some 2n− dimensional cycle c ′ in R 2n . This cycle does not belong entirely to G(Σ) and therefore the point b ∈ C n \ G(Σ) can be chosen so that c = 0 in H 2n−1 (R 2n \ {b}).
We have the isomorphisms of the homology groups with coefficients in R :
Martinelli-Bochner form β M B (z ′ − b) is a closed nonexact form in R 2n \ {b}, representing the generator in de Rham cohomology group H 2n−1 (R 2n \ {b}, R) ∼ = R. By the duality, the integral
is the homology class of the cycle G(C j ). Since the cycles G(C j ) all are cooriented, we have m j ≥ 0 and m j = 0 if and only if the cycle G(C j ) is homological to zero in R 2n \ {b}.
Let j 0 corresponds to the cycle C, i.e. C = C j 0 . Then m j 0 > 0 because, as we saw, c = G(C) is a homologically nontrivial cycle in R 2n \ {b} and hence the total sum j κ j
This inequality contradicts to (12) and (13) .
We have assumed that J = 0 and arrived to contradiction.Therefore J = J − = 0. Now we can obtain the final conclusion of Theorem 2.2 by at least two ways. First, the identity J = 0 in Σ yields that the Jacobi (2n + 1) × (2n + 2)-matrix J(F, G, F , G) of the analytic in ζ mapping Q = (F, G), with respect to the variables (r, ψ, t), t ∈ M, ζ = re iψ , is degenerated:
This is just what Theorem 2.2 asserts. Moreover, J = 0 implies that F =f • G in Σ for some functionf because the Jacobian J is proportional to the directional derivative of F along the level curves G = const and hence J = 0 means that F is a function of G.
Another option is to use properties proved in Sections 3.5 and 3.6 which give the relation between J and the ∂-derivatives of the function f .
If n = 1 and J = J − = 0 then (5) implies
on bΣ which means that f is holomorphic in Ω = G(bΣ). In the case n = 2 we have J = J 1,2 = 0. Then identity (11) implies that for tangential ∂-derivative holds
on bΣ, and this means that f is a CR-function on Ω.
In both cases this, in turn, implies the extension of the functional relation F = f • G inside ∆ and, therefore, the degeneracy of the mapping Q = (F, G) in ∆ × M.
5.
The proof for the case of nonclosed parameterizing curve M follows the same line as in the case of closed boundary. Now we have to deal with the relative homology groups.
Our basic manifold now is a bit different. Namely, we set
and define Σ ′ = G −1 (Y ). Thus, we take only that part of ∆ × M which is the full G− preimage of its image. Note, that by the condition the set Y is nonempty and connected. The topological boundary of
. Taking into account that, in turn, ∂Σ = (∂∆ × M) ∪ (∆ × ∂M) = bΣ ∪ Σ 0 and that G −1 (Y ) ∩ Σ 0 = ∅, we obtain that the boundary of the new manifold is
We assume that the mapping Q = (F, G) is not degenerate and construct the functions J and Θ, related to Jacobian of Q, as in Sections 3.5 and 3.6. The assumption about Q is that the function J is not identical zero.
Assume for the beginning that the zero set J −1 (0) does not contain entire discs ∆ t . Proceed as in the case ∂M = ∅ (Lemma 3.3). Namely, we delete from Σ small neighborhoods of the zero sets and apply Stokes formula to the remainder. Again, we show as in Lemma 3.3, that the surface integral contributes nothing, because of degeneracy of the mapping (J, G) on ∂Σ ′ . However, an extra surface term appear, corresponding to the extra part of the boundary. As the result, we obtain:
and correspondingly G −1 (E) is the 2n− dimensional extra part of the boundary of Σ ′ , coming from ∂M. Note that the set J −1 (0) is not necessary closed cycles any longer, but it is a cycle relatively to G(Σ 0 ). Then we will use duality arguments based on counting of intersection indices, in place of computing periods by integration of Martinelli-Bochner type integrals as in the case ∂M = ∅.
Write (14) as
where χ(b) stands for the left hand side in (14) and
By change of variables,
where C j are connected components of the (2n − 1)-chain J −1 (0) (as in the case ∂M = ∅), and κ j are their multiplicities with respect to J. According to Lemma 4.1 the numbers κ j are positive. Proof. By the construction in Lemma 3.5 (property 2), the function Θ = J/J is G− compatible on bΣ = ∂∆ × M, i.e. it takes same values at the end points of the curves G −1 (b). Then the integral of the logarithmic derivative equals to the variation of the argument of Θ along the curve G −1 (b) and is integer: Let J −1 (0) = ∪ j C j be the decomposition into connected chains. We know that the set J −1 (0) contains the central cycle C j 0 = C = {0} × M, for which the condition (iii) yields that the homology class [G(C)] ∈ H 3 (G(Σ), G(Σ 0 )) is not 0.
The portion of G(Σ 0 ) in Y is just the set E and the homological nontriviality of G(C) means that ∂G(C) ⊂ E and G(C) can not be made the boundary of a 2n-cycle in Y ∪ E by adding a (2n − 1)-chain contained in G(Σ 0 ). In other words, the (2n − 1)-chain G(C) has its boundary in the set E, but is not homological to any (2n − 1)-chain in E. The chain G(C) intersects each domain D t = G(∆ t ), t ∈ M. Lemma 5.3. There exists a connected continuous curve, L ⊂ C n \ G(Σ 0 ), with end points p, q ∈ C n \ G(Σ) intersecting the (2n − 1)-chain G(C) with the intersection index m = 0.
Proof. Denote for brevity X = G(Σ), A = G(Σ 0 ). The chain G(C) represents a nonzero element 0 = [G(C)] ∈ H 2n−1 (X, A). By Poincare-Lefshetz duality (see e.g. [28] , Ch. 6), there exists an element
The 1-chain L has the required properties.
The constructed 1-chain L enters and leaves the set Y, avoiding the set E ⊂ G(Σ) and crossing the chain G(C) with a nonzero intersection index. Reversing, if needed, orientation of the path L ⊂ Y we can assume that the intersection index m = m j 0 > 0 .
By Sokhotsky-Plemelj theorem for the Martinelli-Bochner type integrals (see,e.g. [23] ), each time when b ∈ L intersects transversally some chain G(C j ), the integral χ(b) changes for +1 or -1, depending on the index of the intersection. If m j is the total variation of χ(b), resulted from the crossing the cycle G(C j ), then numbers m j are of the same sign since all the cycles G(C j ) are cooriented.
Thus, the function χ(b), b ∈ L, changes, after passing through Y, for the amount at least κ j 0 m j 0 : This contradiction says that J = 0.
It remains to explain how to get rid of the zero discs. For the case (2n, k) = (2, 2) the argument from Section 3.7 works as it does not depend on whether M is closed or not.
Let (2n, k) = (4, 3) and let T and Z(T ) are sets defined in Section 3.7. When dim T = 0 and dim T = 2, the zero discs are removable by the same reasons as in Section 3.7. When dim T = 1 and Z(T ) contains 3-chain of the form c = ∆ × γ, then by the condition H 1 (M, ∂M) = 0 the relative 1-cycle γ is relatively homologically zero. This implies that the total intersection index of the 1-chain L with the relative 3-cycle G(c) is zero and therefore the cycle G(c) cotributes nothing in our computation.
The proof of Theorem 2.2 is completed.
6. Proof of Theorem 4.
Let Q(ζ, t) = F (ζ, t), G(ζ, t), (ζ, t) ∈ Σ = ∆ × S 1 , be a parametrization of the family D t in the formulation of Theorem 4. We have Q(bΣ) = Λ because the curves ∂D t , t ∈ S 1 , cover Λ. By regularity, the mapping Q : bΣ → Λ is finitely sheeted covering of the torus bΣ = T 2 over Λ \ ∂Λ. The image Q(Σ) is the union of the discs D t and its dimension is at most 3.
We want to prove that the mapping Q = (F, G) is degenerate in Σ, and correspondingly, Q(Σ) is 2-dimensional and entirely contained in Λ.
We will do that by slight modification of the arguments in the proof of Theorem 2.2. Let us consider for simplicity the case of periodic family of attached discs, i.e. M = S 1 . First of all we need to prove the symmetry relation analogous to (2) .
To this end we will check first that, as in Lemma 3.5, the Jacobian J = det[∇F, ∇G] = ∂(F, G) ∂(ψ, t) ,
with respect to local coordinates ψ, t on bΣ has constant "phase" on the Q−fibers Q −1 (z, w))∩ bΣ. More precisely, J/J is constant on the above fibers, out of zeros of J : belongs to the tangent space T Λ b at the point b = Q(u 1 ) = Q(u 2 ). Since the Jacobian J does not vanish at the points u 1 , u 2 , each pair constitutes a basis in the 2-dimensional real space T Λ b . Let A be the (real) transition matrix from one basis to another. The Jacobians are related by ∂(F, G) ∂(ψ, t) (u 1 ) = det A · ∂(F, G) ∂(ψ, t) (u 2 ), that is J(u 1 ) = det A · J(u 2 ) and lemma follows as det A is real and nonzero and hence it cancels when one divides J by J.
Lemma 6.2. The Brouwer degree of the mapping Q : bΣ → Λ ⊂ C 2 equals zero.
The proof is based on the condition H 2 (Λ) = 0 and repeats the proof of Lemma 3.1, with Λ in place of Ω.
Assume that J is not indentical zero and correpsondingly J −1 (0) is a 1-chain (we remove the zero discs precisely as in Section 3.7). We need the analog of Lemma 3.3 in the form Lemma 6.3. Let ω be a closed differential 1-form in a neighborhood of Q(Σ). Then
Proof. We follow the proof of Lemma 3.3. Define Θ = J J .
The form Ξ = dΘ ∧ Q * ω is closed in Σ \ J −1 (0). The differential form dΘ = dJ J − dJ J computes the current dΘ = 2[J −1 (0)]. Lemma 6.1 and Lemma 6.2 imply that Ξ integrates to zero on bΣ \ J −1 (0) and then Stokes formula leads to identity (15) , in the same way as in Lemma 3.3. Now we can complete the proof of Theorem 4. Since J(0, t) = 0, the zero set J −1 (0) contains the central cycle C= {0} × S 1 . The image Q(C) meets each analytic disc Q(∆ × S 1 ) and by the condition of homological nontriviality the cycle Q(C) ⊂ Q(Σ) is not homological to zero. By de Rham duality, there exists a closed diferential 1-form ω on Q(Σ) such that Q(C) ω = 0.
The final argument is as in Section 4. Namely, the mapping J is holomorphic in ζ and hence all cycles G(C j ), where J −1 (0) = ∪C j , are cooriented. Hence the integrals of ω over Q(C j ) are of the same sign and since the cycle C is one of C ′ j s, (15) implies
This contradicts to (16) . Therefore iζ ∂(F, G) ∂(ζ, t) = ∂(F, G) ∂(ψ, t) = 0
identically. The vectors ∂ ψ (F, G)(u), ∂ t (F, G)(u), u ∈ bΣ, span the tangent space T Λ b , b = Q(u) = (F (u), G(u)). We have shown that the Jacobian of Q = (F, G) vanishes identically and hence the above two vectors are linearly dependent over C. Therefore the real 2-dimensional tangent space T Λ b at each point b ∈ Λis is a complex line in C 2 . This proves that Λ is a 1-dimensional complex manifold. By the uniqueness Theorem 2.2 can be generalized from C 2 to 2-dimensional complex manifolds. As it often happens for problems in multidimensional complex analysis, the case n = 2 is a key case for n ≥ 2. A generalization of Theorem 2.2 for the case n > 2 can be obtained in the situation when the family of attached analytic discs contains large enough supply of 3-parameter subfamilies. The discs constituting these subfamilies are assumed to fill 2-dimensional complex manifolds, to which Theorem 2.2 is applied.
We are going to return to the higher dimensional case elsewhere.
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