Abstract. This paper deals with the estimation of rare event probabilities using importance sampling (IS), where an optimal proposal distribution is computed with the cross-entropy (CE) method. Although, IS optimised with the CE method leads to an efficient reduction of the estimator variance, this approach remains unaffordable for problems where the repeated evaluation of the score function represents a too intensive computational effort. This is often the case for score functions related to the solution of a partial differential equation (PDE) with random inputs. This work proposes to alleviate computation by adapting a score function approximation along the CE optimisation process. The score function approximation is obtained by selecting the surrogate of lowest dimensionality, whose accuracy guarantees to pass the current CE optimisation stage. The adaptation of the surrogate relies on certified upper bounds on the error norm. An asymptotic analysis provides some theoretical guarantees on the efficiency and convergence of the proposed algorithm. Numerical results demonstrate the gain brought by the adaptive method in the context of pollution alerts and a system modelled by a PDE.
1. Introduction. The accurate estimation of the probability of a rare event with standard Monte Carlo typically requires the evaluation of a score function for a very large set of points: the number of points is of the order of the inverse of the sought rare event probability. The evaluation of the score function for this very large set becomes particularly infeasible if for each point a computationally expensive model is involved.
IS is a variance reduction strategy for Monte Carlo estimation. The idea is to sample from a biasing distribution, such that fewer samples are necessary to obtain the same accuracy of the rare event probability than with standard Monte Carlo. The bias introduced by the sampling from the biasing distribution is corrected by reweighing the samples in the IS estimator.
The key of the performance of IS lies in the choice of the problem-dependent so-called biasing or proposal distribution. Although the optimal biasing distribution that leads to a zero variance IS estimator is closed-form, computing this zero-variance density is not straightforward since it requires the sought probability of the rare event. The CE method [1, 2, 3] provides an efficient way to approximate this zerovariance density within a parametric family of probability distributions. The CE method searches the optimal biasing distribution, in the sense that it will minimise the Kullback-Leibler divergence from the zero-variance density among the feasible distributions. Even though, computing the biasing distribution with the CE method may still be prohibitive if the model involved in the score function is computationally demanding. This paper is concerned by the following question: can we save computational power by using score function approximations in the CE method? Although score function approximations have been already used to speedup rare event probability estimation with IS techniques [4, 5] , to the best of our knowledge, the methods proposed in [6] and [7] are the unique works directly concerned by this question and providing partial answers. The authors in [6] define a sequence of auxiliary "low-fidelity CE methods" using a set of score function approximations. The auxiliary low-fidelity CE methods are then run sequentially in order to pre-condition the standard CE method defined with the original score function. Under certain conditions on score function approximations, the pre-conditioning guarantees that the number of iterations is lowered at each of the auxiliary CE method levels, or at worst remains identical. Nevertheless, using this pre-conditioner does not necessarily guarantee a reduction of the global computational cost for computing the biasing distribution. The so-called pre-conditioner is in fact an initialisation strategy rather than a way of integrating and adapting the score function approximations in the CE method. Computational power may still be spoilt in the case an accurate estimate is not needed at some levels of the pre-conditioning sequence. More dramatically, the proposed pre-conditioning fails if the rare event has a zero probability according to one of the score function approximations. In [7] , the authors propose an IS estimator based on an hybrid "lowfidelity / high-fidelity CE method". The idea is to approximate the score function, by dividing the probability space into two sub-domains. Region which are close in some sense to the rare event are evaluated with the high-fidelity model. The remaining part of the probability space is evaluated using a low-cost surrogate model. However, parameters of the proposed algorithms are exposed to arbitrariness, leading to non-certified sub-domain discrimination, which in turns implies the computation of a sub-optimal biasing distribution.
In this work, we propose a multi-fidelity adaptive CE algorithm which converges almost surely to the optimal biasing distribution. The score function approximation is adapted at each iteration of the CE method, depending on the needed accuracy. As for the certified reduced-basis evaluation of failure probability in [8] , the method adapts score function approximations exploiting upper bounds on the error norm of the reduced model. Such bounds are often available as side products, without any significant increase of computational complexity. There exists in particular an extensive literature on the computation of a priori or a posteriori error estimates for approximation of the solution of a PDE using reduced basis, see e.g., [9] . Besides, we also provide an asymptotic analysis showing that under mild conditions i) for each of the algorithm iterations, the squared coefficient of variation (SCV) of the IS estimator is the minimal achievable with the current score function approximation, ii) the convergence is guaranteed towards the optimal biasing distribution in at most the same number of iterations as the standard CE method. This proves that the adaptive CE method lowers (or at worst preserves) the global computational cost of the standard CE method, and that the adaptive strategy is in some sense optimal.
The paper is organised as follows. Section 2 recalls the basics of IS for rare event estimation with the CE method. It then introduces score function approximation and reduced models. In Section 3, we present state-of-the-art approaches, and in particular the method pre-conditioning the CE method. We then propose in Section 4 our adaptive algorithm. A theoretical result attesting of the asymptotic performance of our adaptive method is given in Section 5. We provide details on the proof of the proposed theorem in the appendices. Section 6 presents the numerical evaluation in the case of rare event probability estimation related to a pollution alert problem. We finally provide concluding remarks in a last section.
2. Efficient Rare Event Estimation by Importance Sampling. We assume that X is a random element taking its values in R p and denote by µ its probability distribution.We denote by A the set of rare events of interest, and we assume that
for some real number γ and for a score function φ : R p → R. The probability of the rare event X ∈ A is defined as p A = 1 1 A , µ , where ·, µ denotes an integration with respect to the probability measure µ. We look for an estimator of p A where γ is large so that p A 1. We assume that we know how to draw m independent and identically distributed (i.i.d.) samples x 1 , · · · , x m from µ.
2.1. First Ingredient: the Cross-Entropy Method. The naive Monte-Carlo (MC) estimator of the rare event probability iŝ
This estimator is unbiased. Its relative error is measured by SCV of the estimator, which is
A for a relative error smaller than one. Let supp(µ) = {x ∈ R p : µ(x) > 0} be the support of the distribution µ. For a biasing distribution ν with supp(µ) ⊆ supp(ν), the IS estimatorp
2)
3)
The optimal biasing distribution ν A yielding a zero-variance estimator (i.e., a zero SCV) is with m i.i.d. samples x 1 , · · · , x m from µ, typically fails because (2.7) is affected by the rareness of the event 1 1 A (X) = 1, just as for the naive MC estimator (2.1). To circumvent this effect, starting from the initial distribution ν 0 = µ and for some parameter ρ ∈ (0, 1), the CE method estimates sequentially a sequence of nested events
and jointly updates the biasing distribution ν j according to
In words, the occurrence of the event 1 1 Aj (X) = 1 where X is a random variable of distribution ν j−1 tends on the one hand to decrease since we have
On the other hand, it tends to increase since, according to (2.8) -(2.9), ν j is nearer (in terms of cross-entropy) from ν A than ν j−1 . Typically, a proper setting for this tradeoff will yield a stable occurrence of the event 1 1 Aj (X) = 1 within the algorithm iterations. Then, if the set A 1 and the initial distribution are chosen so that the event 1 1 A1 (X) = 1 is not rare, we can typically expect that the solution of the stochastic counterpart of problem (2.9) will be a "good" approximation of ν j , and that the CE method will yield a "good" approximation of ν θ A . 2.2. Second Ingredient: Score Function Approximations. Consider a high-fidelity model f : R p → R q parametrised by x ∈ R p . Let X ⊂ R p . Standard reduced modeling strategies, e.g., greedy reduced basis algorithms or principal orthogonal decomposition (POD) [9] , usually evaluate an approximation subspace V kmax for the set {f (x) : x ∈ X }, by generating a sequence of nested subspaces
A set of low-dimensional approximations of f is easily accessible using this sequence of nested subspaces: for k = 0, · · · , k max , we assume a hierarchy of so-called reduced models or surrogates, where an element denoted f (k) is defined over R p and takes its values in R q . For example, f (x) can be a finite element discretisation of an elliptic PDE and f (k) (x) a Petrov-Galerkin approximation. Typically, it is possible to compute efficiently for any x ∈ X a local error bound for each subspace approximation. Using the residual of the Petrov-Galerkin approximation, we can for instance compute an error indicator so-called a posteriori error estimate [9] . For any x ∈ X , the estimated error bound is 10) where the k (x)'s form a non-increasing sequence with respect to k. In the case f (x) is the output of an elliptic PDE andf (k) (x) is its Petrov-Galerkin approximation, a practical and efficient computation of this local error bound is detailed in [9, Chapter 3.7] . Now, assume a score function φ : R p → R of the form φ(x) = h(f (x)), where h : R q → R. Using the reduced models, we define score function approximations
). In the case h is a bounded linear function, by definition of an operator norm, we have |φ(
In the case h is the sup norm, using the triangular inequality and the fact that f (x) ∈ R q with q finite, we obtain |φ(
Using the error estimate (2.10), we can then bound the error on any subset Z of X :
where c = h 2,2 or c = 1 respectively for linear operators or for the sup norm. We mention that the goal-oriented adaptive strategy proposed in [8] refines the error bound estimate (2.11). The idea of such a strategy is to directly rely on a posteriori estimates of the score function approximation error in order to infer a sequence of subspaces yielding fine approximations of the score function close to the set of rare events of interest and coarse approximations far away from it.
3. State-of-the-Art Recipes. Stirring one after the other these two ingredients in IS, we obtain the standard and the pre-conditioned CE algorithms. Note that we review hereafter algorithms which are certified to converge to the optimal biasing distribution. In consequence, we do not detail the hybrid method suggested in [7] , although it relies on the same ingredients and is related, up to some extent.
3.1. Standard CE Algorithm. The sequence of ν j 's in the CE method is generally initialised by setting ν 0 = µ. In practice, the method adapts at each iteration the parameter ρ defining the sequence of nested events (2.8) and relies on MC approximations of the expectation in (2.9) using a varying sample size m, as detailed in Algorithm 1. For ρ ∈ (0, 1), this algorithm uses empirical (1 − ρ)-quantiles defined aŝ
where z 1 , · · · , z mj are m j i.i.d. samples from ν. It relies on a set of stochastic events satisfying, as the set (2.8), a nesting propertyÂ 1 ⊇Â 2 ⊇ · · · ⊇ A, whereÂ j 's are defined asÂ 2) and where the sets of ρ j 's and ν j 's are given. We remark that the computation ofγ(ν 0 , ρ 0 , φ) in Algorithm 1 or of the intermediate empirical quantilesγ(ν j , ρ j , φ) in Algorithm 2 represent the most computational demanding steps of the CE algorithm. Indeed, the empirical quantile computation requires the evaluation of the high-fidelity score function for a set of samples drawn from the proposal distribution. Note that, once the score functions have been computed, evaluating function 1 1Â j in (3.3) for the same set of samples is straightforward and does not represent any extra computational load. Finally, the evaluation of the sough probability estimatep IS A,ν θ A using (2.2) in the final step requires an extra evaluation of the score function for a new set of samples.
3.2. Pre-conditioned CE Algorithm. In the multi-fidelity method proposed in [6] , the biasing densities, i.e., the ν j 's, is refined solving a sequence of "low-fidelity CE methods". The k-th optimisation problem of this sequence is the CE method defined with the score function approximation φ (k) instead of φ. The strategy proposed by the authors is to use the distribution obtained as the solution of k-th optimisation problem of this sequence as an initialisation for the problem at level k + 1. After running sequentially the k max "low-fidelity CE methods", the solution is obtained by running the standard CE method initialised with the k max -th optimisation problem's solution. The multi-fidelity method is detailed in Algorithm 3.
-Using Algorithm 2, adapt ρ j and m j s.t.
Algorithm 2 -Adaptation of ρ j and m j -Computeγ(ν j , ρ j , ϕ) with ρ j = ρ while (3.4) does not hold do if ∃ρ ≤ ρ j satisfyingγ(ν j ,ρ, ϕ) ≥γ then -Set ρ j as the largest existingρ. else -m j = βm j for some real β > 1.
Algorithm 3 -Pre-conditioned CE algorithm [6] -ν 0 = µ.
The main advantage of the pre-conditioned CE algorithm is that, using this sound initialisation, Algorithm 1 (where φ (k) substitutes φ ) typically converges at level k in only a few iterations. As shown in [6] and mentionned in the following, some guarantees can be obtained under mild conditions on the number of iterations saved at each of the k max + 1 levels of Algorithm 3. Since this saving occurs in particular at the last level (i.e., at k max ), we partially alleviate the computational bottleneck induced by calling too many times the high-fidelity model. Nevertheless, to obtain the initialisation of Algorithm 3 at the last level, k max optimisation problems need first to be solved, each one of them targeting a solution of the form (2.6) where φ (k) substitutes φ. In fact, the proposed pre-conditioning does not necessarily guarantee a decrease of the global computational cost of the CE method. More dramatically, we will see in Section 5 that the algorithm will not converge if one of the surrogate φ (k) of the score function is upper bounded by a value lower than γ .
4.
Recipe for an Adaptive CE Method. To overcome these limitations, we propose in the following a multi-fidelity algorithm adapting the score function approximation at each level of the CE optimisation process.
The Proposed Algorithm.
We present now the CE adaptive method. It is detailed in Algorithm 4. It relies on a relaxed set of events defined for j ≥ 0 aŝ
given sequences of k j 's, ρ j 's and ν j 's, and witĥ
where c is the constant in (2.11) and
-Using Algorithm 5, find ρ j , m j and the smallest k j such that
A as the solution ν J of (4.3) where A substitutes forÂ
The adaptation step is done by Algorithm 5. It relies on functionτ defined aŝ
where γ b =γ(ν j ,ρ, φ (kj ) ) and γ u =γ(ν j , ρ, φ (kj ) ) with
.
The function1 1 A is any continuous function interpolating (exactly) 1 1 A on its support.
-Adapt ρ j and m j using Algorithm 2 with ϕ = φ.
As for the standard CE algorithm, the computation of the initial empirical quantile approximationγ(ν 0 , ρ 0 , φ (0) ) in Algorithm 4, and of intermediate onesγ(ν j , ρ j , φ (kj ) ) in Algorithm 2 and 5, can represent computational intensive steps of the proposed adaptive CE algorithm. Nevertheless, evaluating surrogates is intended to be much less time consuming. Note that, in the case the accuracy of the approximation is not increased at iteration j, i.e., if φ (kj ) = φ (kj−1) , the computation ofγ(ν j , ρ j , φ (kj ) ) in Algorithm 2 is obsolete because already computed by Algorithm 5. Finally, the evaluation of the sough probability estimatep IS A,ν θ A using (2.2) in the final step can represent the most computational demanding step, since it requires the evaluation of the high-fidelity score function for a set of samples.
The errorα kj (ν j ) is typically obtained as a side product of the surrogate score function evaluation without increasing the computational cost significantly. Note that, once the score function and errors have been evaluated, the evaluation ofτ (λ, j, k j , ζ) defined in (4.6) can then be deduced without extra computational load.
Finally, let us point out that problem (4.3) may be ill-conditioned, i.e., that the solution ν j might not be unique. The non-uniqueness might be in certain circumstances only the consequence of an insufficient sample size, the circumstances being determined by the parametric distribution family V. This issue is discussed in the case of the p-dimensional Gaussian family in Section 6.4.
Computational Saving.
In comparison to state-of-the-art, the main innovation of Algorithm 4 is that it adapts at each of its iteration the score function approximation to the current accuracy need. In particular, we notice in Algorithm 4 that
• the score function approximations are used directly within the core of the CE method so that there is no extra computational load to obtain a preconditioner on the contrary to Algorithm 3; • all the available score function approximations are not systematically used, on the contrary to Algorithm 3; in particular, the adaptive method can deal with poor score function approximations which are upper bounded by a value below γ ; • the adaptive method may never resort to the original score function for the computation of the biasing distribution, except for the final computation of ν θ A , at the penultimate step of the algorithm. In consequence, if the bound on the maximum number of iterations of Algorithm 1 and Algorithm 4 are identical (and we will see that this is the case in the next section), then the computational load involved by the latter is guaranteed to be lower or equal. This decrease is not necessarily observed for the state-of-the-art Algorithm 3.
5. Asymptotic Analysis. We provide theoretical guarantees on the computational saving obtained with the proposed algorithm for a sufficiently large number of samples. We begin by introducing assumptions and reviewing state-of-the-art results.
Assumptions. We define the following assumptions.
Assumption A:
For any ν θ ∈ V, supp(µ) ⊆ supp(ν θ ).
In words, Assumption A ensures that the domination relation supp(µ) ⊆ supp(ν θ A ), satisfied by the zero-variance density ν θ A given as the optimisation problem solution (2.6) is also satisfied for any feasible ν θ ∈ V. This assumption is trivially satisfied when densities belonging to V have an infinite support.
We remark that Assumption A implies that 1 1 A , ν θ > 0 for any ν θ ∈ V as long as 1 1 A , µ > 0, i.e., as long as the sought rare-event probability is non-zero. We take the opportunity to mention here that in the following we will only need the assumption that there exists a set intersecting the solutions of (2.6) such that 1 1 A , ν θ > 0 for any ν θ belonging to this set. This relaxed assumption is used in [2] . Keep in mind, that in the following we will rely on Assumption A, but we could relax this hypothesis and make a weaker assumption.
Assumption B:
We assume that i) the set Θ is compact; ii) for almost every θ, the function ln ν θ is continuous on Θ; iii) there exists a function h :
These three properties are satisfied by numerous family of distributions. To illustrate that, consider the natural exponential family
where Θ is a compact which does not include zero. In this case, we verify that Assumption B holds, and in particular there exists an affine function h depending on the boundaries of the compact Θ.
Assumption C:
We know that for any set A the function x ∈ R →1 1 A (x) is continuous in x. In consequence, a sufficient (but not necessary) condition for the latter assumption is that the score function z ∈ R p → φ(z) is continuous in z.
Previous Results.
We hereafter expose the convergence result for the standard CE method shown in [2] .
Theorem 5.1 (Homem de Mello and Rubinstein, 2002) . Suppose that Assumptions A and B hold and that the optimal solution (2.6) is unique. Then, as m j → ∞,
• the biasing distributionν θ A given by Algorithm 1 converges almost surely to (2.6) in at mostĴ
iterations; • after the j-th iteration of Algorithm 1, if ν Â j ∈ V, then the SCV of the estimator (2.2) where ν j substitutes for ν is
The almost sure convergence in at mostĴ max iterations is proven in [2] . The result on the estimator SCV is straightforward, as detailed in Appendix B. We see that, the smaller the setÂ j \ A, the smaller the variance. Therefore, it is tempting to build a sequenceÂ j tending quickly to A which would yield a drop-off on the estimator variance. However, the drawback of such a construction is that this approach can be expensive since it generally requires large values for the m j 's. Indeed, the value of m j may need in this situation to be increased significantly until it fulfils condition (3.4). In fact, there is a tradeoff between the value of m j 's and parameter δ which imposes a minimal speed of convergence of the sequence ofÂ j 's towards A.
We mention that the authors in [6, Proposition 1] slightly enhance the first statement of Theorem 5.1. They prove that, under mild conditions, the bound on the maximum number of iterations becomes lower or equal toĴ max when their multifidelity approach is used to initialise the CE method. This multi-fidelity approach presented in Algorithm 3 consists in the computation of a pre-conditioner obtained by running sequentially the CE method with score function approximation φ (k) for k = 0, · · · , k max − 1. The gain in the number of iterations at level k is obtained by initialising the method with the biasing distribution denoted ν k−1 obtained at level k−1. The assumption guaranteeing that the bound on the maximum number of iterations is lowered at level k (and in particular at the last level k max using the high-fidelity model) is that 1 1
In practice, this assumption holds if we can verify conditions on the score function approximation regularity and on its cumulative distribution with respect to the biasing densities in V, see [6, Assumption 1 -2]. Nevertheless, even though, the pre-conditioner may represent an important computational load so that the gain obtained by reducing the number of iterations at the last level of Algorithm 3 becomes negligible in comparison. In fact, there exists no theoretical guarantees that the pre-conditioned method is more efficient than the standard method presented in Algorithm 1. More dramatically, we note that this potential computational saving relies implicitly on the assumption that the algorithm converges at each level, which is possible only if for any level k ∈ {1, · · · , k max } there exists ν ∈ V such that 1 1 {φ (k) (·)≥γ } , ν > 0. This assumption is for instance violated if there exists some level k such that φ (k) (x) < γ for any x ∈ R p although Assumption A is valid (i.e., 1 1 A , ν θ > 0 for any ν θ ∈ V). This drawback is empirically observed in our numerical simulations presented in Section 6.
5.3. Our Result. We now present the theoretical guarantees obtained with the adaptive method in the asymptotic regime. 
It is the minimal achievable among all feasibleÂ
In the theorem, we call the tuple (ν j , ρ j , k j ), or equivalently the setÂ
j+1 given in (4.1) feasible if and only if (ν j , ρ j ) satisfies (3.4). The first statement of this theorem proves the almost sure convergence of our algorithm towards the optimal biasing distribution in at mostĴ max iterations, as the standard CE algorithm. Since reduced models are selected at each of the (at most)Ĵ max iterations to adapt the score function approximation, we deduce that Algorithm 4 will use less computation power than the standard CE method.
The second statement of this theorem shows that the squared coefficient of variations of the estimator (2.2) obtained with the biasing distribution at the j-th iteration of Algorithm 1 and Algorithm 4 are identical up to an additional term proportional to the probability of the setÂ (kj−1) j \Â j . Furthermore, the statement claims that this probability is the minimal achievable among all feasibleÂ (kj−1) j . In other words, given the score functions approximation φ (kj−1) and the worst-case errorα k (ν j ), the choice of the setÂ
is optimal at the j-th iteration in the sense that no other feasible set can yield a lower variance of the IS estimator. 
(kj−1) ) + 2α kj−1 (ν j−1 ) + δ, then there exists ρ j such that (ν j , ρ j ) satisfies (5.3). This result is detailed in Proposition A.2. As a consequence of these two facts, we show thatγ,α kj andτ computed by Algorithm 5 with m j large enough, precisely selects at each iteration a level k j and a parameter ρ j so that (5.3) holds. Proof. To show this result we introduce the deterministic counterpart of problem (4.3), that is arg max
where
For ease of notations, we used in (5.5) (and will use from now) the simplified notation
We show in Appendix A.1.1 that under Assumption B, the distribution ν j in Algorithm 4 (the solution (4.3)) converges almost surely as m j → ∞ to the solution (5.4). This result corresponds to statement iv) of Proposition A.1. Moreover, because the sequence {(ν j , ρ j )} J j=1 satisfies (5.3) according to Proposition 5.3, we have γ(ν j−1 , ρ j−1 , φ) ≤ γ(ν j , ρ j , φ) + δ for j = 0, · · · , J. And at the (J − 1)-th iteration we have γ(ν J−1 , ρ J−1 , φ) ≥ γ so that A J = A, where
Thus, at the penultimate step of Algorithm 4, we reach the optimal distribution arg max ν θ ∈V 1 1 A ln ν θ , µ . Finally, it is clear from (5.3) and the almost sure convergence ofγ towards γ (statement i) of Proposition A.1 detailed in Appendix A.1.1) that for m large enough, the number of iterations of the algorithm, i.e.,
is upper bounded byĴ max defined in (5.2), i.e., J ≤Ĵ max .
Relying on Remark 1 in Appendix A.1.3, we can compute in practice an upper bound on this maximum number of iteration
without resorting to the high-fidelity model and the original score function φ.
Second Statement: Minimal Squared Coefficient of Variation.
We present hereafter the proof of the second part of Theorem 5.2, i.e., which shows that, for a number of samples large enough, the squared coefficient of variation given by the theorem is the minimal achievable for all feasibleÂ 6. Numerical Evaluation: Pollution Alerts. We consider a mass transfer problem describing the behaviour of pollutant released by industrial chimneys into the atmosphere, or by a plant in a river. The concentration of the pollutant evolves in a compact domain Ω ⊆ R 2 . We are interested in the rare event probability that the maximum value of the concentration of the pollutant exceeds a given value in the domain. 1 Indeed, in the case we build a sequence of feasibleÂ 
6.1. Physical Problem. As detailed in [9, Chapter 8.4] , the evolution of the pollutant is modelled by an advection-diffusion-reaction equation, while the emission is described by a parametrised source term. The pollutant concentration function f : Ω × R 3 → R + is ruled by the following PDE:
parametrised by the p = 3-dimensional vector x = (x 1 , x 2 , x 3 ) ∈ R 3 . The normal to the domain boundary ∂Ω is denoted by vector n(z), κ 1 represents the molecular diffusivity of the chemical species and a 0 is a positive constant representing the intensity of reaction processes. Here, b(x) is a (constant in space) advection field b(x) = cos(x 1 ) sin(x 1 ) , representing e.g. the wind speed in the direction x 1 , and
, with z = (z 2 , z 3 ) ∈ Ω describes the pollutant emission, characterised in terms of its position (x 2 , x 3 ) and its spreading κ 2 . Parameter x is drawn according to a Gaussian random distribution ν of mean m ν and covariance Σ ν . The setup for these parameters will be detailed in Section 6.4. We consider the weak formulation of (6.1) and consider high-fidelity approximations f : Ω × R 3 → R + of its solutions via a finite-element method, see details in [9, Chapter 2.5].
We are interested in the rare event probability that the maximum value of the concentration of the pollutant over the domain exceeds a given value γ . We thus define the probability p A with A = {x ∈ R 3 : φ(x) ≥ γ }, where the score function is defined as the sup norm, i.e., φ(x) = f (·, x) ∞ .
Reduced Basis Approximations.
We use principal orthogonal decomposition (POD) to compute the set of nested approximation sub-spaces {V k } kmax k=0 , where the dimension of dim(V kmax ) = 250 using 1000 representative solutions, so-called snapshots. Since b(x) and s(z, x) are not linear in x, problem (6.1) does not fulfil an assumption of affine parametric dependence. In consequence, to speed up the computation of the reduced basis approximation, we set up an approximate affine expansion by means of the so-called empirical interpolation method (EIM) using 30 interpolation points. In this manner, we generate for any x and any k the dim(V k )-dimensional reduced basis approximation f (k) (z, x) of the high fidelity solution f (z, x), see details in [9, Chapter 10.5 ]. An example of reduced model approximation can be visualised in Figure 6 .1. We fix a hierarchy of reduced model f (k) ∈ F of increasing dimensionality. The different choice for the set F will be detailed in Section 6.4. The a posteriori upper bound k (x) on the norm of the error is computed at point x for the reduced model f (k) using the methodology described [9, Proposition 10.3]. Accordingly we derive for k = 0, · · · , k max , the score function approximation from the reduced basis approximation
2), this leads to bound the approximation error norm asα k (ν) = max i=1,··· ,m k (z i ), where z 1 , · · · , z m are i.i.d. samples from ν ∈ V.
6.3. Parametrisation of the CE methods. The set of distribution V was chosen to be the family of 3-dimensional normal distributions
parametrised by vector θ ∈ R 12 , gathering the components of the mean m ν ∈ R 3 and of the covariance matrix Σ ν ∈ {M ∈ R 3×3 : |M | ≥ 0, M = M }. On the one hand, 
High-fidelity (dim(V k )=648) we notice in this example that, unfortunately, the zero-variance biasing distribution ν A defined in (2.4) does not belong to the Gaussian family V. Therefore, we expect the optimal distribution ν θ A ∈ V to have a non-zero variance. On the other hand, this family presents the advantage to yield a closed-form solution ν j to problem (4.3). Indeed, cancelling the gradient of the objective function of (4.3), we can show that the parameters (m νj , Σ νj ) of the Gaussian distribution ν j are solution of linear systems. More precisely, we find that m νj is the solution of
where I 3 is the 3-dimensional identity matrix. We verify that the latter solution is feasible by construction, i.e., symmetric and positive semi-definite. Nevertheless, these systems are full-rank (implying a unique solution) only if sufficient z i 's (distributed according to ν j ) belong to the setÂ (kj−1) j . Hopefully, this happens for a sample size m j−1 large enough 2 .
2 We have from the definition of quantile
≥ ρ j m j−1 , and
, we obtain
6.4. Experimental Setup. We detail in this section practical considerations concerning our numerical simulations.
The solution of the discretised system, the reduced basis approximations and there a posteriori error bounds were computed via the Matlab R toolbox "redbKIT" available at http://redbkit.github.io/redbKIT.
The rare event probabilities were estimated using:
• the standard CE method (Algorithm 1) described in [2] ,
• the pre-conditioned CE method (Algorithm 3) introduced in [6] ,
• the proposed adaptive CE method (Algorithm 4).
We provide hereafter additional details on the free parameters used by the highfidelity model and the CE methods. The initial quantile parameter was set to ρ = 0.5 and the minimal step size was chosen to be δ = 10 −2 . To avoid the biasing distribution to concentrate on a single point, the diagonal entries of the covariance matrix solving (6.2) were set to a minimal value of 10 −3 as done in [6] . Distribution µ was chosen to be the uncorrelated 3-dimensional Gaussian µ 1 or µ 2 of mean respectively set to 0.8 0.15 170 and 0.5 0.25 180 with the covariance diagonal respectively fixed to 1 1 2 and 0.5 0.25 180 . We set the diffusion parameter of the high-fidelity model to κ 1 = 0.03 and its reaction parameters to a 0 = 0.5 and considered the domain Ω = 0 1 × 0 1/2 . We designed the following experimental benchmark. For each of these experiments, in order to obtain (an approximation of) p A displayed in the previous table, we first computed reference probabilities by averaginĝ p IS A,ν over a set of 30 estimates, where each of the 30 rare event probability estimates was obtained using the standard CE and a number of samples of m = 10 4 . Then we used experiments #1 to #4 to evaluate the performance of the three CE methods in different experimental settings. For each experiment, we considered a set of specific values of m ∈ M = {10 3 , 2 × 10 3 , 4 × 10 3 , 6 × 10 3 , 10 4 } and specific configurations of the set of reduced models F such that, for k = 0, · · · , k max , we have dim(V k ) < dim(V k+1 ) and dim(V k ) ∈ K with K ⊆ {5, 50, 60, · · · , 240, 250, q}.
The quality and efficiency of a set of rare event estimation processes using a given algorithm and a particular experimental setting was evaluated according to the following criteria.
• Estimator variance. The estimator SCV defined in (2.3) was approximated by the empirical average over 30 estimates of (p
A . Here p A denotes the reference probability computed previously andp IS A,ν denotes the current rare event probability estimate.
• Runtime. This measurement is obtained by averaging the runtime in seconds over of a set of 30 rare event estimation processes. We mention that we used Therefore, in order to guarantee the unicity of the solution of (4.3), we need to check that there are at least p out of the i = 1, · · · , m j−1 functions 1 1Â(k j−1 )
, which are non-zero, i.e., that m j−1 is large enough so that ρ j m j−1 ≥ p, where p=3 and given ρ j > 0. Reduced model adaptation. Average number of iterations of the different CE algorithms at each level of a 6-level hierarchy in the case of a sample size of m = 10 4 .
6.5. Results. We show in Figure 6 .2 the performance of the standard, preconditioned and adaptive algorithms in terms of the estimator's SVC as a function of the overall algorithm runtime. Plots are obtained by varying the sample size m ∈ M. In experiment #1, K was chosen to be either a 2-level K 2 = {150, q} or a 6-level K 6 = {50, 100, 150, 200, 250, q} hierarchy for the pre-conditioned CE method or the proposed adaptive version. In experiment #2 and #3, we only considered the configuration of a 6-level hierarchy. The bar-plots of Figure 6 .3 display the average number of iterations spent by the 3 different algorithms in each level of the hierarchies in the case m = 10 4 for experiment #1, #2 and #3.
We observe in Figure 6 .2 that, in the case of experiment #1, the use of a hierarchy of reduced models can lower significantly the algorithm runtime while yielding a similar SCV for the IS estimator. The magnitude of the gain reaches nearly the other of half a decade, although the problem is characterised by a relatively moderate ratio between the dimension of the high-fidelity model q = 648 and the dimensions of the reduced model. The pre-conditioned and the adaptive methods both achieve similar performances in the case of a 2-level hierarchy. However, in the case of a 6-level hierarchy, although the adaptive CE method still brings a significant gain, we remark that the pre-conditioned CE method fails in reducing (and even increases) the algorithm runtime. This illustrates the fact that adapting the reduced model accuracy in the CE method is mandatory to guarantee a runtime reduction in general. The bar-plots of Figure 6 .3 show clearly that for K 6 , some levels of the hierarchy used by the preconditioned algorithm are ignored by our adaptive method, and furthermore, that our method tends to perform fewer iterations on the selected levels of the hierarchy. According to Figure 6 .2, the accuracy of the two methods is similar. We conclude that, on the one hand, most of the levels used by the pre-conditioned method are obsolete and, on the other hand, it is useless to iterate until convergence on each level of the hierarchy.
In the case of experiment #2 dealing with the challenging setting of a localised source (κ 2 = 0.15 instead of 0.25), we observe in Figure 6 .2 that the adaptive method brings some important gain in computation time (as in the case of experiment #1), while no time is saved using the pre-conditioned CE method. Moreover, the accuracy of the latter method appears to be insensitive to the sample size. This particular experimental configuration is in fact critical for CE algorithms. Indeed, it seems we are too far from the asymptotical regime (m → ∞) to guarantee the consistency of the CE method. In words, the optimal solution of the minimisation problem (2.9) is not necessarly reached and the estimate (2.2) can be biased because approximations of the expectations with m samples is insufficient for this challenging case. In particular, it seems that iterating until convergence the pre-conditioned algorithm on each level of the hierarchy tends to concentrate the mass of the proposal distribution on particular regions of the probability space so that the influence of other important regions becomes negligible for a finite sample size. The bar-plots of Figure 6 .3 indicate that computing the rare event probability in the configuration of experiment #2 requires roughly 3 times more iterations than for experiment #1.
In experiment #3, we consider the lower probability in order of 10 −10 (instead of 10 −6 for experiment #1). Interestingly, in order to characterise this very rare event, the bar-plots of Figure 6 .3 indicate that the adaptive method with K = K 6 performs identically as for experiment #1 on the first levels of the hierarchy (for dim(V k ) = 50, 100, 150 and 200), and adds only a few iteration on the last levels (for dim(V k ) = 250 and 648). This behaviour contrasts with the pre-conditioned method which spoils several iterations at each level of the hierarchy to reach convergence. Moreover, we mention that, for the adaptive method, the run time acceleration is in order of ×2 for experiment #1 and #3 (the SVC preserves the same order of magnitude). This is not the case for the pre-conditioned method, which slows down the estimation by a factor of about 2/3 for experiment #1, while an acceleration of about 3/2 is observed for experiment #3. To push our analysis further, we investigate the influence of the number of levels of the hierarchy on runtime and SCV. The bar-plots of Figure 6 .4 show the influence related to experiments #1 and #2 for a sample size of m = 10 4 with K ∈ {K 2 , K 3 , K 6 , K 21 }, where K 3 = {50, 100, q} and K 21 = {50, 60, · · · , 240, 250, q}. We remark that the runtime of our adaptive method is stable as the number of levels in the hierarchy increase. The behaviour of the pre-conditioned method is exactly at the opposite: runtime increases significantly with the number of levels. Nevertheless, this runtime stability or increase does not imply any prejudice to the quality of the estimation in experiments #1 as shown by the stable behaviour of the SVC. In the case of experiment #2, the situation differs slightly: the SVC of the adaptive method is nearly identical for a 2 or 6-level hierarchy, while it dramatically increases for a 21-level hierarchy. It seems that this is again the effect of a finite sample size m in this critical experimental configuration, which induces a bias or not according to the levels considered in the hierarchy. We point out that this bias obtained by both algorithms in this configuration clearly underlines the sensitivity of the CE method to the initial proposal distribution in the case of a finite sample size. Guaranteeing the convergence of the CE method in the non-asymptotic case is still an open question.
Finally, we show that our adaptive algorithm does not suffer from failures characterising the pre-conditioned CE method. We saw that the latter method can not converge if there exists k j ∈ K such that 1 1 φ Curing the failure of the pre-conditioned CE method. Average number of iterations of the different algorithms for m = 10 4 at each level of -case i)-the 7-level hierarchy {5} ∪ K 6 including a coarse 5-dimensional approximation; -case ii)-the 3-level hierarchy denoted K 3 where the high-accuracy model has a finer mesh (q = 10816 instead of 648). The infinite number of iterations of the pre-conditioned CE method is not displayed in this last case.
this critical setting, we measure the number of iterations spent by the two multifidelity algorithms in the different levels of the hierarchy for m = 10 4 for two different situations:
• case i) in the case we add in experiments #1 and #2 a 5-dimensional reduced model to the hierarchy, i.e., K = {5} ∪ K 6 ; • case ii) in the case of experiments #4, where all reduced models specified in K 3 yield approximations under-estimating the score function.
The bar-plots of Figure 6 .5 display the average number of iterations spent by the 3 algorithms in each level of the hierarchies in the case m = 10 4 for these specific configurations of experiment #1, #2 and #4. In the case i) , Figure 6 .5 shows that a quantile greater or equal to γ is impossible to reach with a 5-dimensional reduced model. As a consequence the pre-conditioned method gets stuck at this level, while the adaptive method guided by the worst-case error avoids this level. In the case ii), the pre-conditioned method is unable to converge at any level of the hierarchy. On the contrary, as shown in Figure 6 .5, the adaptive algorithm succeeds to take advantage of the information provided by the reduced models while avoiding to use these too coarse approximations for the last iterations where the biasing distribution is refined. Besides, we mention that the proposed method yields a time acceleration in the order of ×3 compared to the standard CE method for a comparable SCV.
7.
Conclusion. In this paper we have developed a computational strategy aiming to accelerate the IS estimation of a rare event probability, optimised with the CE method. At each level of the CE optimisation process, a significant acceleration is obtained by adapting a surrogate score function to the need in accuracy. This need is quantified using certified bounds on the worst-case approximation error. An asymptotic analysis proves that the proposed algorithm is guaranteed to converge faster than state-of-the-art methods and that the reduced model adaptation is optimal in the sense it yields the minimal achievable estimator variance. In agreement with these theoretical arguments, numerical simulations quantify the gain brought by the proposed algorithm on a challenging pollutant transfer problem, where the highfidelity score function is modelled by a PDE and surrogates using reduced basis. The numerical experiments testify that the adaptive algorithm overcomes state-of-the-art. A.1. Preliminary Results. We define ∆ j,k, = max(τ (γ , j, k, 2), τ (γ , j, k, 1)), where
A.1.1. Consistency of MC approximations. We begin by analysing the error of the Monte-Carlo approximations. The solution of problem (4.3) appearing in Algorithm 4, i.e., arg max
where z i 's are distributed according to ν j−1 andÂ
is defined in (4.1), can be seen as a MC approximation of (5.4). We show the asymptotic convergence of this approximation and besides, prove the consistency of other MC approximations. Proposition A.1. As m → ∞, for any j > 0, i)γ(ν j , ρ j , φ (kj ) ) converges almost surely to γ(ν j , ρ j , φ (kj ) ), ii) under Assumption C,τ (λ, j, k j , ζ) converges almost surely to τ (λ, j, k j , ζ), iii)α kj (ν j ) converges almost surely to α kj (ν j ), iv) under Assumption B, if (5.4) has a unique solution, then (4.3) converges almost surely to (5.4).
Proof.
Statement i) is mentioned in [2] . More precisely, we can rewrite the quantile as γ(ν j , ρ j , φ (kj ) ) = min ξ∈R ϕ(·, ξ), ν j , with
We remark that ϕ(z, ξ) is convex in ξ, the expectation is well-defined and finite. The proof is then a consequence of [10, Theorem 3.1] We continue with statement ii). This results follows from [11, Theorem 3.9] , which ensures the almost sure convergence of the solution of the MC approximation (4.6) of the expectation minimisation problem (A.1). Indeed, we remark that function (γ, z) ∈ R × R p →1 1 φ (k) (z)∈[γ,γ+b] (where b ∈ R) is continuous in γ. Furthermore, Assumption C ensures that this function is also continuous in z. We have thus verified the hypothesis [11, Assumption 3.4] required by the theorem, and therefore proved thatτ → τ almost surely as m j → ∞. Statement iii), follows from the strong law of large numbers. Finally, we prove statement iv). On the one hand, we notice that arg max (i.e., using reduced models) satisfy some specific properties, then we have the guarantee that this sequence can be used to obtain the optimal biasing distribution. A.1.3. Some Remarks. We finally address a sequence of useful remarks. We begin by providing bounds for quantiles. Remark 1. Let Z ⊆ X and and k be indexes such that α k (Z) ≤ α (Z). We have φ(x) − α (Z) ≤ φ (k) (x) ≤ φ(x) + α (Z), ∀x ∈ Z, implying that for any ν such that supp(ν) ⊆ Z, 1 1 φ(·)<s−α (ν) , ν ≤ 1 1 φ (k) (·)<s , ν ≤ 1 1 φ(·)<s+α (ν) , ν , which in turns leads for any ρ ∈ (0, 1) to γ(ν, ρ, φ) − α (ν) ≤ γ(ν, ρ, φ Indeed, (A.6) implies that γ(ν j−1 , ρ j−1 , φ) ≥ γ(ν j−1 , ρ j−1 , φ (kj−1) ) − α kj−1 (ν j−1 ). If x ∈ A j , then we obtain that φ (k) (x)+α kj−1 (ν j−1 ) ≥ φ(x) ≥ γ(ν j−1 , ρ j−1 , φ) ≥ γ(ν j−1 , ρ j−1 , φ (kj−1) )−α kj−1 (ν j−1 ), which yields that φ (kj−1) (x) ≥ γ(ν j−1 , ρ j−1 , φ (kj−1) ) − 2α kj−1 (ν j−1 ), showing that
x ∈ A (kj ) j and therefore proven inclusion (A.7).
We then note that the each element of the sequence of relaxed sets includes A. . Let us note that this condition is not only sufficient but also necessary to guarantee uniformly (over the class of certified reduced-models considered in this paper) that A ⊆ A (kj−1) j , the latter condition being as already mentioned mandatory to obtain a finite variance of the IS estimator. Indeed, if condition (A.7) does not hold, we can always build a reduced model with a maximum error α kj such that
The first equality is the quantile definition, the second equality follows from the definition of η γ ,j,k,2 noticing that γ(ν j , ρ γ ,j , φ (k) ) + 2α k (ν j ) = max{s ∈ R p : 1 1 φ (k) (·)<s−2α k , ν j ≤ 1 − ρ γ ,j }, while the last one is obtained by making the change of variable s = s − α k in the definition of the quantile and using the definition of ρ γ ,j . The first inequality follows from the fact that the expectation 1 1 φ (k) (·)<s , ν j is a non-decreasing function of s, while the last one is deduced from Remark 1. By an analogous reasoning, we find that γ(ν j , ρ, φ (k) ) = max{s ∈ R p : 1 1 φ (k) (·)<s , ν j ≤ 1 − ρ}, ≥ max{s ∈ R p : 1 1 φ (k) (·)<s , ν j ≤ 1 − (ργ ,j − ηγ ,j,k,1 )}, = max{s ∈ R p : 1 1 φ (k) (·)<s−α k (νj ) , ν j ≤ 1 − ργ ,j }, ≥ max{s ∈ R p : 1 1 φ(·)<s , ν j ≤ 1 − ργ ,j } =γ .
Lemma C.3. If there exist and k such that α k (ν j ) ≤ α (ν j−1 ) and γ(ν j , ρ j , φ (k) ) ≥ γ(ν j−1 , ρ j−1 , φ ( ) ) + 2α (ν j−1 ) + δ =γ , then γ(ν j , ρ j , φ) ≥ γ(ν j−1 , ρ j−1 , φ) + δ.
Proof. The proof is simply obtained by majoring γ(ν j , ρ j , φ (k) ) and minoring γ(ν j−1 , ρ j−1 , φ ( ) ) using Remark 1.
