We analyze a periodic-review inventory model where the decision maker can buy from either of two suppliers. With the first supplier, the buyer incurs a high variable cost but negligible fixed cost; with the second supplier, the buyer incurs a lower variable cost but a substantial fixed cost. Consequently, ordering costs are piecewise linear and concave. We show that a reduced form of generalized s S policy is optimal for both finite and (discounted) infinite-horizon problems, provided that the demand density is log-concave. This condition on the distribution is much less restrictive than in previous models. In particular, it applies to the normal, truncated normal, gamma, and beta distributions, which were previously excluded. We concentrate on the situation in which sales are lost, but explain how the policy, cost assumptions, and proofs can be altered for the case where excess demand is backordered. In the lost sales case, the optimal policy will have one of three possible forms: a base stock policy for purchasing exclusively at the high variable cost (HVC) supplier; an s LVC S LVC policy for buying exclusively from the low variable cost (LVC) supplier; or a hybrid s S HVC S LVC policy for buying from both suppliers.
Introduction
When replenishing inventory, there is often more than one supplier from which to choose. In this paper, we consider the periodic replenishment of undifferentiated products or services from multiple suppliers. The objective in each period is to select the supplier and quantity that minimize costs. Frequently, the choice can be narrowed down to suppliers of two types: With the first type (i), the buyer incurs high variable costs but negligible fixed costs; with the second type (ii), the buyer incurs lower variable costs but nonzero fixed costs. Trading off fixed and variable costs in selecting suppliers is common when making purchases, as well as in many other types of decisions. Consider the following examples.
Make or Buy. At intervals during the production process, component parts must be resupplied. Often, component parts can either be (i) purchased from an outside vendor or (ii) manufactured in-house. Buying component parts from a vendor carries with it no significant fixed cost for the firm, but vendor margins generally lead to high variable costs. Manufacturing those same parts in-house typically requires a fixed cost to set up equipment for the production run, but offers the advantage of lower variable costs. Thus, making components in-house versus buying them from suppliers often involves trading off fixed and variable costs. Note that the above scenario applies to periodic decisions, not one-time decisions such as building a physical plant or purchasing equipment.
Order Routing. An important element of operational flexibility is routing flexibility-the ability to complete customer orders through several paths within an operation (Gerwin 1993) . Typically, a firm can decide to fulfill an order using either (i) general-purpose equipment or (ii) special-purpose equipment. For example, doing a job manually using a general-purpose drill involves little to no setup, but many labor hours (a variable cost for the firm). In contrast, using special-purpose equipment, such as a computer numerically controlled drill, requires programming time to set up the job (a fixed cost for the firm), but fewer labor hours to complete.
Temporary Labor. Many firms experience peaks in demand due to receipt of especially large orders or several orders during a short period. These peaks require extra production inputs, including labor, though only for a limited time. The need for additional labor can be met by (i) using overtime from current employees or (ii) hiring temporary employees. Overtime workers represent no fixed cost to the firm, but must be paid a higher wage rate for overtime hours. Thus, they carry a higher variable cost for the firm. In contrast, temporary employees must be hired and trained-a fixed cost for the firm-but are paid less than the overtime wage rate. Note that this scenario refers to the use of temporary help for fixed periods to accommodate nonseasonal peaks in demand, not the hiring of permanent employees.
Consumer Store Choice. Consumers also face a problem with this same structure. Nearly all households make frequent trips to buy groceries, and many are faced with the decision of whether to shop at (i) a small neighborhood store or (ii) a larger store, such as a supercenter or warehouse club. In fact, nearly one-third of all consumers prefer to do their grocery shopping at these larger store formats (Food Marketing Institute 2005) . Economies of scale allow large stores to offer lower prices than small stores; thus, consumers incur lower variable costs when shopping at large stores. However, large stores necessarily serve many more consumers, resulting in a low density of large stores in a geographic market. Consequently, most consumers incur substantial fixed costs to travel to and from large stores. For small neighborhood stores, however, these fixed costs are minimal.
1 The consumer store choice decision described above provided the original motivation for the analysis presented in this paper (see Fox et al. 2000) .
The foregoing examples show that replenishment of component parts, allocation of production resources (machinery and labor), and even consumer shopping decisions may be characterized by a common structure-a periodic choice between two sources of supply. With the first supplier, the buyer incurs a high variable cost but negligible fixed cost; with the second supplier, the buyer incurs a lower variable cost but a substantial fixed cost. This implies that ordering costs are concave. For both the n-period and infinitehorizon problem, we show that a special form of generalized s S policy is optimal provided that the density of demand is strongly unimodal (i.e., log-concave). As Karlin (1957) noted, strongly unimodal densities "include almost all of the principal distributions occurring in statistical practice" (p. 282). Thus, the optimal policies that we derive apply to virtually all problems that satisfy the fixed and variable cost conditions above.
Assuming that unmet demand is lost (as would be the case in most if not all of the previous examples), the optimal policy will have one of three possible forms: a base stock policy for purchasing exclusively at the high variable cost (HVC) supplier; an s LVC S LVC policy for buying exclusively from the low variable cost (LVC) supplier; or a hybrid s S HVC S LVC policy for buying from both suppliers. The latter policy works as follows: If beginning inventory falls between s and S HVC , order up to S HVC from the HVC supplier; if beginning inventory is less than s, order up to S LVC from the LVC supplier; if beginning inventory is above S HVC , do not order from either supplier. Moreover, S LVC S HVC . Porteus (1971) analyzed inventory models with concave ordering costs, such as might arise from multiple suppliers. He demonstrated that a generalized s S policy (a policy with multiple-threshold ss and multiple-target level Ss) is optimal for the periodic-review n-period problem assuming mild cost conditions and demand that is a one-sided Polya density. The class of one-sided Polya densities is difficult to characterize, but is known to include the exponential distribution and all finite convolutions thereof. Unfortunately, it does not include many densities encountered in practicefor example, the normal and truncated normal distributions, beta distribution, and most gamma distributions. Consequently, practical applications of the generalized s S policy are somewhat limited. Porteus (1972) later showed that the generalized s S policy is optimal for uniform distributions of demand.
Related Literature
The class of strongly unimodal densities includes (among others) the normal, truncated normal, gamma for shape parameters 1, beta distribution for parameters p 1 and q 1, and uniform (see Dharmadhikari and Joag-Dev 1988) . Though the F and t distributions are not included, the noncentral F and the noncentral t are (see Karlin 1956 ). In contrast to one-sided Polya densities, strongly unimodal densities can be characterized very simply: log x is concave.
Because our results apply for strongly unimodal densities, they are more general than previous works with respect to the distribution of demand. However, we sacrifice some generality in the ordering cost function. Specifically, we model only two suppliers and require the supplier with higher variable costs to have negligible fixed costs. Porteus (1971) did not impose these restrictions. However, as the examples above demonstrate, our two-supplier model applies to a wide variety of firm and consumer decisions.
We further note that research is now emerging that examines the related problem of purchasing from both long-term suppliers and spot markets (Yi and Scheller-Wolf 2003, Araman et al. 2003) .
Model Overview
In each period, the decision maker can choose between an LVC supplier where the buyer incurs lower variable costs but pays a fixed cost, and an HVC supplier where the buyer incurs higher variable costs but negligible fixed cost. The variable cost (per unit) for buying from the LVC supplier is c L , and the variable cost (per unit) for buying from the HVC supplier is c H c H > c L > 0 . The fixed cost of buying from the LVC supplier is K K > 0 , whereas the fixed cost for buying from the HVC supplier is 0. The ordering cost Concave ordering costs for two suppliers.
Order size function is piecewise linear and concave (see Figure 1) . The inventory level is represented by the variable x, which can be increased to a level y y x by paying the fixed and variable costs of the supplier selected. At the start of each period, the decision maker must choose both the supplier and quantity to buy. The delivery lead time is assumed to be zero. Demand is stochastic and has continuous density and mean = 0 d . A shortage of z units incurs a penalty cost of p z at the end of the period. Unused inventory w at the end of the period incurs a holding cost of h w . For simplicity, we assume that p u and h w are linear, with constants c s and c h , respectively. We assume that unsatisfied demand is lost, but our results extend to the case where unmet demand is backordered. We discuss backordering in greater detail in §5.
The n-Period Dynamic Model
The analytic developments for the multiperiod model involve standard dynamic programming principles. Time periods are numbered in reverse order so that period 1 is the last period in the planning horizon, while period n is the first period.
We rely heavily on the properties of both quasi-convex and K-convex functions. We therefore remind the reader of the following definitions.
Definition 2. A function is K-convex if for all h v > 0 and all x,
If f x is differentiable, the latter is equivalent to f x + h · f x f x + h + K for all h > 0 and all x. Quasi convexity ensures that a function cannot increase and then decrease. K-convexity ensures that a secant approximation cannot overshoot the function to the right by more than K units.
It is well known that quasi convexity is preserved for integral convolutions provided the distribution is strongly unimodal, a result due to Ibragimov (1956) . For a simple proof, the reader is referred to Theorem 1.10 of Dharmadhikari and Joag-Dev (1988) . K-convexity is preserved under integral convolutions without any distributional restrictions (Zipkin 2000) . However, neither quasi convexity nor K-convexity is necessarily preserved for the minimum of two functions having these properties, and this is why the n-period dynamic case is nontrivial.
Define
Assuming that future costs are discounted by a factor 0 < < 1 , define f n−1 u to be the minimum expected discounted cost of managing inventory over periods n − 1 n− 2 1, starting with inventory level u in period n − 1 (for simplicity, we define f 0 x = 0). If the consumer buys up to y units at the start of period n, then the expected penalty and shortage cost in the current period, combined with the optimal expected discounted cost over the next n − 1 periods, is given by the function G n−1 y , where
The general dynamic equation governing the n-period problem is
where z = 1 if z > 0, z = 0 if z = 0, and K is the setup cost for ordering from the LVC supplier. Definẽ
If we define the function m n−1 z = c s z
Under a variety of sensible cost conditions for the lostsales situation, the function m n−1 z will be decreasing on − 0 and increasing on 0 . For example, m n−1 z will have this property if c s > c H , an assumption suggested by Karlin (1958) for single-supplier models with no revenue term. This condition serves a similar purpose to Assumptions A1-A5 in Porteus (1971) Proof. The proofs for all the theorems can be found on the online companion document at http://or.pubs.informs.org/ Pages/collect.html and are omitted here.
The optimal cost functions associated with these three policies are represented graphically in Figures 2a, 2b , and 2c. In each figure, two cost functions are comparedone based on buying exclusively from the LVC supplier and one based on buying exclusively from the HVC supplier. Each of these is characterized by a linear segment for low levels of inventory. Observe that the length of this segment is shortened in the LVC case as the fixed cost K increases. The line in bold indicates the lowest-cost alternative, i.e., the optimal cost after comparing the two supplier options.
Our theorem does not preclude the possibility that the optimal policy changes between the three forms for different values of the planning horizon n. However, the n-period optimal cost function f n converges uniformly to a finite-valued function f , which represents the optimal infinite-horizon cost. The optimal policy for the infinitehorizon problem inherits the simple structure from the n-period problem. This is summarized in the following two theorems.
Theorem 2 (Convergence of Optimal Costs). If demand is stationary, the optimal cost functions in the n-period problem converge uniformly to a function f on every closed bounded interval 0 M .
Proof. See the online companion document.
Theorem 3 (Optimal Choice Theorem, Infinite Horizon). For the infinite-horizon problem (with stationary demand), the optimal policy has one of the three forms described in the n-period problem. (a) Optimality of pure s LVC S LVC policy; (b) Optimality of pure order-up-to S HVC policy; (c) Optimality of the s S HVC S LVC twosupplier policy. Proof. See the online companion document at http://or. pubs.informs.org/Pages/collect.html.
The general implication of these two theorems is that the infinite-horizon results inherit the properties and simple structure of the n-period problem.
Summary and Extensions
In this paper, we have demonstrated that a reduced form of generalized s S policy is optimal for a broad class of two-supplier problems with discounted costs and lost sales, provided the demand density is log-concave. We have proposed a number of practical examples of this problem where the optimal policy would be of interest. Characterizing the form of the optimal policy may be useful in predicting decisions or constructing competitive equilibrium models. This is especially true for the two-supplier problem we have analyzed, because the optimal policy assumes a simple form and is robust to most demand distributions.
Extending the model to the case where inventory is backordered requires some adjustments, but produces some interesting consequences.
2 When demand is backordered and the order lead time is 0, the function G n−1 y defined in (1) reduces to
The optimal cost function f n x is now defined on − , and c s represents the additional per-unit cost for carrying a backlog. Geometrically, backlogging extends the linear segments in Figures 2a, 2b , and 2c backwards so that f n x is linear or piecewise linear on the interval − 0 . Observe that this eliminates the possibility of a pure HVC policy, because the two line segments in Figure 2b always intersect at a point s if we allow s < 0, as is possible when backordering. Thus, in the case of backordering, there are only two possible policies-an s LVC S LVC policy for ordering exclusively from the LVC supplier, and an s S HVC S LVC mixed-ordering policy. The case of backordering necessitates some minor changes to our model, theorems, and proofs. For example, it is straightforward to show that f n x is K-convex on − . This is geometrically clear because the function f n x restricted to any interval −M is effectively a translation of the function already analyzed in the lost sales case. Moreover, in the case of backordering, f n x is continuous on − 0 , differentiable on − 0 except for at most a finite number of points, and satisfies f n x −c H and f n x = −c L as x → − . Finally, when backordering is permitted, the function m n z used in (3) is replaced by m n z = c s z − + c h z + + c H z + f n−1 z , which is decreasing on − 0 and increasing on 0 provided the backorder cost satisfies c s + c L > c H . Observe that the latter cost assumption is weaker than the assumption c s > c H used in the lost sales case, which is due to the decreasing nature of f n x on − 0 in the case of backordering. The uniform convergence result of Theorem 2 still holds, this time on every interval of the form − M , but the arguments used in the proof must be altered slightly. These are indicated in greater detail in the online companion document. Theorem 3 follows directly from Theorem 2 with − M replacing 0 M .
There are a number of interesting lines of future inquiry. For example, extending these results by incorporating deterministic lead times is of considerable importance.
Allowing the cost structures to vary over time would enrich the problem as well.
Endnotes
1. We acknowledge that this example ignores differences in the breadth of product variety between grocery stores and larger store formats (e.g., supercenters and warehouse club stores), which offer durables and fashion goods in addition to groceries, and agglomeration effects (i.e., the proximity of stores to other stores). However, groceries are typically purchased once a week (Kahn and Schmittlein 1989, Kim and Park 1997) -far more often than durables, soft goods, and other nonconsumable products. Thus, the decision of whether to buy groceries at nearby grocery stores or more distant supercenters/warehouse club stores is not usually influenced by the broader offerings at larger store formats or agglomeration effects. We thank an anonymous reviewer for pointing out these factors in the store choice decision. 2. The authors are indebted to two anonymous referees for motivating this extension and pointing out the simplifications that occur.
