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ABSTRACT

Determination of the charge on particles(grains) within aerosol and dusty plasma systems is a
key part of describing the dynamics that takes place within them. The large difference in size and
mobility between ions and electrons results in grains which accumulate negative and positive
charge at different rates. Moreover, the grains within these aerosol systems are typically
surrounded by neutral gas molecules whose scarcity depends on the pressure of the system.
These gas molecules play an important role in determining the trajectories of the ions and hence
the rate at which they are collected by the grain, referred to as the collision rate H. The value of
H obtained from the classical continuum approach(continuum limit) breaks down as collisions
with gas molecules become rare while a description for H derived from kinetic theory (freemolecular limit) only works when neutral gas molecules are absent altogether. The Langevin
Equation is used to simulate ensemble ion trajectories in this transition regime and the collision
times are found to be accurately described by the Gumbel distribution. The aforementioned
understanding of the collision time distribution is used to infer a model to calculate the collision
rate H(𝐾𝑛𝐷 , 𝛹𝐸 ) as a function of the diffusive Knudsen number and a non-dimensional
parameter 𝛹𝐸 representing the strength of the coulombic interaction between the ion and grain.
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CHAPTER 1
Introduction
The dynamics of aerosols and dusty plasma systems is strongly influenced by the electric
charge of the micro and nanoparticles present within the system. Important quantities of interest
such as the electrical mobility and growth kinetics are all dependent on the electric charge held
by the particles. In order to obtain the particle size distribution from electrical mobility
distribution measurements, knowing the charge on a particle is necessary [1][2]. Self-assembly of
particles over mesoscopic length scales have been observed in some experiments[3], especially in
conditions where the charge present on the particles is high. Interplanetary nebulae and planetary
rings are examples of this self-organizing phenomena in outer space where the charge present in
dusty plasmas can easily acquire large values in certain regions. The behavior of this selforganizing material can sometimes vary greatly depending on the interplay between the long and
short ranged interactions present, which themselves depend on the electric charge of the particles
present within the system. Hence, in order to predict the spatial configurations as well as the time
evolution of these “Coulombic Crystals”, a proper understanding of the particle charge
distribution is required.
Although a number of different factors can affect the charge of particles within gas-phase
aerosol/dusty plasma systems[4][5], only collisions between ions and particles are considered in
this work, with the effects of Brownian motion taken into account. Also no external electric
fields are imposed and the sum total of the electric field is assumed to arise due to the
electrostatic interaction between ions and particles. Although both positive and negative ions
typically have similar masses (~100 – 600 amu) for most common aerosol systems, as well as
1

similar mobilities (~2 − 10 × 10−4 𝑚2 𝑠 −1 𝑉 −1 ), ions are generally much colder than electrons
and are brought to equilibrium by collisions with surrounding gas molecules[6][7]. Furthermore,
due to the difference between the mass of an electron and the nucleus, ions are usually several
orders of magnitude heavier than electrons. Therefore, aerosol particles which start off neutral
tend to be bombarded by ions far less often than electrons, making the electron current to the
particles much greater than the ion current it receives. The result of this phenomena is that
particles rapidly attain a highly negative charge due to the incoming electron current.
As the particle acquires excessive negative charges, it starts to repel the incoming
electrons, and an equilibrium is reached where the number of incoming ions match the flux of
electrons. A consequence of this is that the particle has a stationary charge that fluctuates around
a certain value. Particles having sizes in the range 0.1 – 10 μm commonly have charges between
102 to 104 times the charge of the electron in low pressure, non-thermal dusty plasma systems. In
this work, the scope is restricted to only consider the collisions between particles and ions at
thermal equilibrium with the background gas.
According to the Debye-Huckel theory, the high negative charge levels attained by the
particles causes positively charged ions to accumulate in the region surrounding the particle and
repel other positive ions outside this region, causing shielding of the particles from further
incoming ions. The magnitude of this effect becomes apparent at high ion concentrations which
can be found in dusty plasmas, unipolar aerosol chargers, flames/plasmas generated for material
synthesis as well as cosmic environments. The Yukawa potential is commonly used to model the
screening of particles by free charges. An effective Debye length 𝜆𝐷 is used to model the
screening effect and the Yukawa potential simply reduces to the Coulomb potential when the
Debye length is small in relation to the size of the particle. In the field of dusty plasmas, particle
2

charging in high concentration environments has been investigated in previous studies[4] as such
conditions can plausibly exist in a real dusty plasma system, however the effect of high ion
concentration is infrequently explored in the context of aerosol science. Most of the work being
done in this area involves the effect of the image potential on the system. The present work
centers around building a model for interaction between charged particles and ions in the
presence of background gas molecules. The framework developed will be extended to other
types of electrostatic interactions such as the image potential mentioned or short ranged
interaction like the Lennard Jones interaction.
The dynamics of charge accumulation on a collection of particles within an aerosol is
quantified by the charging rate R which is given by the equation,
𝑅 = 𝛽𝑖 𝑛𝑝 𝑛𝑖

(1)

where 𝑛𝑖 and 𝑛𝑝 represent the ion and particle concentration respectively.These concentrations
are traditionally obtained from Langmuir probe measurements within the aerosol field[8][9]. In the
field of dusty plasmas, optical diagnostic tools are used to aid in the measurement of the
individual concentrations[10-14]. The physics of the collision process is encapsulated within the
collision kernel which can be determined through an appropriate model and thus a good
prediction of the collision rate hinges largely upon a model that produces good values for the
collision kernel.
In the field of dusty plasmas, the collision kernel is commonly determined through the
Orbital Motion Limited (OML) theory[15][16]. One key assumption that is made in the OML
theory is the absence of neutral background gas molecules, and this assumption has widely
ranging consequences on the accuracy of the collision kernel prediction. Among these, the OML
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operates under conditions where the region surrounding the particle is occupied only by the ion
and is otherwise a perfect vacuum and, ion is prescribed a velocity sampled from the MaxwellBoltzmann distribution far away from the particle[16][17]. The predictions of the OML theory
diverge significantly from experimentally measured charge on particles in the ~10 − 1000 𝑃𝑎
pressure range. The reason for the difference highlighted is likely due to the fact that neutral gas
molecules are unaffected by the electrostatic potential and ionic collisions with such molecules
most often slows the ion, cooling it to the background temperature. A number of computational
investigations have attested to this phenomena[18][19] and as well as the underprediction of the
charge. An analogy that can be used to highlight this phenomena is the percolation of rainwater
over the leaves of a tree. The rainwater droplets that collide with stationary leaves take a much
longer time reaching the ground as opposed to droplets that are accelerated purely through the
gravitational potential.
A distinct modelling approach that involves separating the region surrounding the particle
into two regions has also been investigated. The limiting sphere model breaks down the space
around the particle into an outer and an inner zone. The outer zone is assumed to be highly
collisional and the ion transport within this region is modeled through the probabilistic
Smoluchowski equation. An inner spherical region where no gas molecules are assumed to be
present constitutes an inner vacuum layer similar to the manner in which it is modelled by the
OML theory. The model has been applied in various contexts, where the ion flux between the
inner and outer sphere to ensure a smoother transition between the highly collisional and vacuum
regions, leading to a variety of versions of the flux matching model[21-25]. A shortcoming of the
flux matching model is that the kinetic energy gained by the ion due to the attractive electrostatic
potential between the particle and ion is neglected. The collisionless nature of the inner region
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also was found to need higher order corrections[24] in order to accurately describe the motion of
the ion within the inner region.
A study by Gatti and Kortshagen[48] found that the importance of collisions with neutral
gas molecules diminishes the more collisions take place, and follow the law of diminishing
returns. In other words, an ion that suffers one collision has its properties drastically altered
when compared to an ion travelling through free vacuum around the particle. In contrast, an ion
that undergoes its 31st collision with a neutral will not have the nature of its motion significantly
altered as compared to an ion that undergoes exactly 30 collisions. Hence, they suggested that
three types of collisions are sufficient for accurately describing the ion transport around the
particle, namely zero collisions, infinite collisions, and exactly one collision. The three
possibilities are weighted by their respective probabilities and this model was in excellent
agreement with dusty plasma charging experiments. The idea of a capture radius was developed
and used in the model, as the radial distance at which the potential energy of the ion is equal to
its mean kinetic energy. Although good agreement with experimental results were seen, the
neglect of multiple collisions means that more accuracy in calculating the collision kernel is to
be desired. Zobnin et al.[32] conducted a study in which the Boltzmann equation is solved with a
constant ion-neutral collision frequency. The model was developed for a wide range of
collisionalities and the model agrees well with OML theory as the number of collision with
neutral molecules are eliminated.
In the next chapter, an introduction to Langevin dynamics will be presented as it relates
to the present work and a mathematical formulation to calculate the collision rate kernel from
simulations will also be given. The simulations were run on the High Performance Computing
facilities at Memphis University and usually took between 2-12 days to complete per run. The
5

high variability in the completion time of the simulations is a result of a variable time-step
implemented in the Fortran Code used to ensure accuracy of the results. In the later part of
Chapter 2, model development is performed for both the purely coulombic case as well as well
as for the screened coulomb potential.
Chapter 3 presents the results obtained and the model developed in Chapter 2 will be
tested against the data obtained through Langevin simulations. In addition to this, certain select
models from literature are used to test the accuracy of the current model and to provide
additional context. Chapter 4 presents a summary of the work done and provides a view of the
potential future work especially with regard to generalizing the current model to incorporate an
arbitrary potential.

6

CHAPTER 2
COMPUTATIONAL PROCEDURE
2.1 BACKGROUND
Logically the straightforward approach to confront the challenge of determining the collision
rate constant would involve simulating all physical entities present by taking into account the
force due to the potential between the charged particle and the ion as well as the motion of all the
gas molecule present within the system and iterated through a suitable numerical scheme. The
aforementioned technique is known as molecular dynamics(MD) and is routinely employed
within the chemical physics and material science communities in order to calculate various
physical quantities of interest. However for the purpose of this work, MD simulations are not
used in favor of a binary collisional approach described in detail below.
Abrupt (very short timescale) impulsive forces delivered by the gas molecules to the ion
influence the path that the ion takes in its approach towards the particle. The frequency of
collision between the ion and gas molecules determines the ease with which the ion is able to
travel in the vicinity of the particle. Hence the effect of the collisions with the gas molecules
cannot be neglected in any simulation procedure developed and must be taken into account in
some manner.
In the late 18th century, Dutch biologist Jan Ingenhousz observed continuous jittery motion in
charcoal particles through his microscope and a similar observation was later made by Scottish
botanist Robert Brown in the early 1800’s with pollen grain. Brown was able to rule out the
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possibility that the motion was caused by living organisms as it was observed in particles of
inorganic matter. Although there is some debate with regard to the timing and veracity of the
discovery, the phenomena described has since been dubbed Brownian motion and studied
extensively within the fields of Chemistry and Physics. In the year 1908, three years after
Einstein commenced the study of Brownian motion through the application of Markov processes
and laid the foundation for the study of Brownian motion, prominent French physicist Paul
Langevin derived a stochastic differential equation that characterizes the change of macroscopic
variables within a system which vary much slower than the molecular collision timescale.

2.2 THEORETICAL ANALYSIS OF COULOMBIC PARTICLE-ION
COLLISIONS
A spherical grain of radius 𝑎𝑝 , charge 𝑧𝑝 and a point ion of mass 𝑚𝑖 , charge 𝑧𝑖 , and friction
factor 𝑓𝑖 (related to the low-field ion mobility 𝜇𝑖 =

𝑧𝑖 𝑒
𝑓𝑖

and diffusion coefficient 𝐷𝑖 =

𝑘𝐵 𝑇 𝑖
𝑓𝑖

) is

considered in the presence of neutral gas molecules that are in thermal equilibrium with the ions
−1/3

at a common temperature 𝑘𝐵 𝑇𝑖 . Conditions with low ion concentrations (𝑛𝑖0

≫ 𝑎𝑝 ) are

considered in this work. Initially, it is assumed that the Debye length is large compared to the
grain radius (𝜆𝐷 ≫ 𝑎𝑝 ) and that the grain and ion interact through a pure Coulomb potential.
𝜑(𝑟⃗) =

𝑧𝑝 𝑧𝑖 𝑒 2
4𝜋𝜀𝑜 𝑟

. After obtaining a model for 𝛽𝑖 for the pure Coulomb case, the assumption about

large Debye length will be relaxed and a model for 𝛽𝑖 for the screened Coulomb potential will be
presented. By choosing the grain radius 𝑎𝑝 as the length scale of the grain-ion Coulomb
coupling, the relative importance of the grain-ion electrostatic potential energy to the ion’s
8

𝑧𝑝 𝑧𝑖 𝑒 2

thermal energy is parameterized by 𝛹𝐸 = − 4𝜋𝜀

𝑜 𝑎𝑝 𝑘𝐵 𝑇𝑖

. In the infinitely collisional or continuum

limit, fluid models have been employed to derive 𝛽𝑖 in the presence of diffusion and electrostatic
drift of ions towards a large grain. In this regime, 𝛽𝑖 depends on the ion friction factor 𝑓𝑖 and
grain radius 𝑎𝑝 and an enhancement factor 𝜂𝑐 (𝛹𝐸 ):

𝛽𝑖 = 4𝜋

𝑘𝐵 𝑇𝑖
𝑎 𝜂 (𝛹 )
𝑓𝑖 𝑝 𝑐 𝐸

(2)

The enhancement factor 𝜂𝑐 (𝛹𝐸 ) can be derived by evaluating the Fuchs integral with the
Coulomb potential 𝜑(𝑟⃗) =

𝑧𝑝 𝑧𝑖 𝑒 2
4𝜋𝜀𝑜 𝑟

as:

𝜂𝑐 (𝛹𝐸 ) =

𝛹𝐸
1 − 𝑒𝑥𝑝(−𝛹𝐸 )

(3)

Equation (2) is referred to as the infinitely collisional asymptote or continuum limit of 𝛽𝑖 to
describe charging in atmospheric or higher-pressure plasmas. In the collision-less or free
molecular limit, methods of kinetic theory of gases have been applied to derive a model for 𝛽𝑖
assuming that the ions start far away from the grain with a Maxwell-Boltzmann distribution
velocity and do not suffer any collisions with neutrals until they are collected by the grain. The
OML model of 𝛽𝑖 is dependent on the mean thermal speed of the ion and the effective free
molecular grain-ion collision cross section. Analogous to the continuum enhancement factor, a
free molecular enhancement factor 𝜂𝑓 (𝛹𝐸 ) is used to account for the electrostatic potential and
𝛽𝑖 is given as:
1

8𝑘𝐵 𝑇𝑖 2 2
𝛽𝑖 = (
) 𝜋𝑎𝑝 𝜂𝑓 (𝛹𝐸 )
𝜋𝑚𝑖

9

(4)

Enforcing the principles of conservation of angular momentum and kinetic energy of the ions
produces an expression for the free molecular enhancement factor is derived as:
𝜂𝑓 (𝛹𝐸 ) = {1 + 𝛹𝐸 , 𝛹𝐸 ≥ 0 𝑒𝑥𝑝 𝑒𝑥𝑝 (𝛹𝐸 ) , 𝛹𝐸 ≤ 0

(5)

2.3 LANGEVIN DYNAMICS CALCULATION OF THE COLLISSION RATE
KERNEL
Equations (2) and (4) describe the continuum (infinitely collisional) and free molecular
(collision-less) limits of 𝛽𝑖 respectively, and offer an important physical insight. The continuum
limit depends only on the ion’s diffusivity (or friction factor 𝑓𝑖 ) while the free molecular limit
depends only on the ion’s inertia (mass 𝑚𝑖 ), while both the limits depend on the particle size 𝑎𝑝 ,
gas temperature 𝑘𝐵 𝑇𝑖 and the grain-ion electrostatic energy ratio 𝛹𝐸 . At intermediate pressures or
collisionalities, it is hypothesized that 𝛽𝑖 depends on all the parameters that affect it in continuum
and free molecular limits. In such instances, the ion motion is neither entirely diffusive nor
ballistic and cannot be accurately described by continuum or kinetic approaches alone. For such
circumstances, a Langevin description of ion motion has been successfully employed in the past
to derive the collision rate coefficient or the kernels, and to predict the dilute transport of species
in a background gas. Following Gopalakrishnan and Hogan[36], the Langevin equation is used to
describe the grain-ion collision in the frame of reference of the grain:

𝑚𝑖

𝑑𝑣⃗
= −𝑓𝑖 𝑣⃗ + 𝐹⃗𝑜 + 𝑋⃗(𝑡)
𝑑𝑡
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(6)

Here, 𝑣⃗ is the relative velocity of the ion with respect to the grain, 𝐹⃗𝑜 is the sum of all
external forces on the ion and 𝑋⃗(𝑡) is a fluctuating impulse force term used to model the thermal
diffusion of the ion. To scale the equations and express them in physically significant units,
𝑓

length is expressed in multiples of the grain radius 𝑎𝑝 , time in terms of the ion relaxation time 𝑚𝑖

𝑖

and 𝑎𝑝

𝑚𝑖
𝑓𝑖

is identified as a reference velocity. By non-dimensionalizing the solution to equation

(6) the ions are tracked in the space around the grain using an explicit equation for its nondimensional velocity 𝑣⃗ ∗ (𝑡 ∗ ) and position 𝑟⃗ ∗ (𝑡 ∗ ):
𝑣⃗ ∗ (𝑡 ∗ + ∆𝑡 ∗ ) = 𝑣⃗ ∗ (𝑡 ∗ )𝑒𝑥𝑝(−∆𝑡 ∗ ) + 𝐹⃗𝑜∗ (1 − 𝑒𝑥𝑝(−∆𝑡 ∗ )) + 𝐴⃗1

〈𝐴12 〉

=

3𝐾𝑛𝐷2

𝜂𝑓2
(1 − 𝑒𝑥𝑝(−2∆𝑡 ∗ ))
𝜂𝑐2

𝑟⃗ ∗ (𝑡 ∗ + ∆𝑡 ∗ ) = 𝑟⃗ ∗ (𝑡 ∗ ) + (𝑣⃗ ∗ (𝑡 ∗ + ∆𝑡 ∗ ) + 𝑣⃗ ∗ (𝑡 ∗ ) − 2𝐹⃗𝑜∗ ) (

〈𝐴22 〉

=

6𝐾𝑛𝐷2

(7)

(8)

1 − 𝑒𝑥𝑝(−∆𝑡 ∗ )
) + 𝐹⃗𝑜∗ ∆𝑡 ∗ + 𝐴⃗2
1 + 𝑒𝑥𝑝(−∆𝑡 ∗ )

𝜂𝑓2
1 − 𝑒𝑥𝑝(−∆𝑡 ∗ )
∗
(∆𝑡
−
2
(
))
𝜂𝑐2
1 + 𝑒𝑥𝑝(−∆𝑡 ∗ )

(9)

(10)

𝐴⃗1 and 𝐴⃗2 are normally distributed random displacement and velocity vectors that are added to
the solution at each time step to capture the effect of Brownian fluctuations. 𝐴⃗1 and 𝐴⃗2 have a
mean of zero and variances given by equations (8) and (10). 𝐹⃗𝑜∗ is the non-dimensional force
acting on the ion and is an explicit function of the ion position 𝑟⃗ ∗ (𝑡 ∗ ). For the case of unscreened
𝜂2

𝑓 𝑟̂
Coulomb interaction between the grain and ion, 𝐹⃗𝑜∗ (𝐾𝑛𝐷 , 𝛹𝐸 ) = −𝛹𝐸 𝐾𝑛𝐷2 𝜂2 𝑟 ∗2 and 𝜂𝑐 , 𝜂𝑓 are
𝑐

given by equations (3) and (5) respectively. From the non-dimensionalization, it is recognized
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that the ion’s motion depends on two dimensionless numbers – the potential energy ratio 𝛹𝐸 and
the diffusive Knudsen number 𝐾𝑛𝐷 , an index of ion-neutral collisionality:

𝐾𝑛𝐷 =

√𝑚𝑖 𝑘𝐵 𝑇𝑖 𝜂𝑐
𝑓𝑖 𝑎𝑝 𝜂𝑓

(11)

The Langevin equation is strictly applicable only in the instance that mass of the ion is
𝑚

much greater than the mass of the background gas molecule and as a result the mass ratio 𝑍 = 𝑚 𝑖

𝑔

approaches infinity[50]. In practice, the value of 𝑍 usually falls between 2 and 10 for aerosols
found in most terrestrial environments where aerosol charging plays a role. For comparison,
positively charged ions typically have a mass of roughly 100 g/mole while negatively charged
ions are usually found to have a mass of half that of positive ions in air or nitrogen[51-53]. On the
other hand, non-thermal dusty plasmas have a mass ratio 𝑍 of approximately unity for positively
charged argon ions, meaning the ions and gas molecules have masses similar to each other. In the
continuum regime, continuum based approaches that rely on 𝑍 → ∞ as well as approximations to
the Boltzmann equation which assume 𝑍 → 0, agree on an identical expressions for the collision
kernel[54-57]. The influence of the mass ratio on electrostatically influenced diffusion have not
been investigated thus far. Nevertheless, the effect of 𝑍 and ion-neutral collisions can be inferred
indirectly by comparing the expression that the collision kernel takes in the transition regime for
different values of 𝑍 and computational approaches. Gopalakrishnan and Hogan compared the
hard sphere interaction between two spheres as well as a sphere and a point mass under both the
𝑍 → 0 and the 𝑍 → ∞ assumption and presented several collision kernel expressions. If the
assumption 𝑍 → ∞ is made, Langevin dynamics is known to have predictions that are not
systematically different from other approaches by ±5 %. Models derived by solving the
Boltzmann equation to model vapor transport to an absorbing particle that assumes 𝑍 → 0 has
12

good agreement with the Langevin equation[58][59]. Although this comparison was made for hard
sphere interactions, it provides an insight as to the influence 𝑍 has on the collision kernel and it
is thus presumably no larger than the statistical variation inherent in the Langevin Dynamics
computations. Nevertheless, further investigation needs to take place on the influence of 𝑍 before
a definitive conclusion on the influence of the mass ratio can be made, especially in the presence
of potential interactions. As mentioned before, ions in non-thermal dusty plasmas typically have
mass ratios close to that of the background gas from which they are usually formed whereas
heavier ions are usually seen in the bipolar charging that takes place in aerosol systems. Taking
into account the lack of investigations done on the influence of the mass ratio, it is assumed in
this work that 𝑍 → ∞ despite the likelihood that the mass ratio may not play a big role on the
particle-ion collisions.
The expression for the diffusive Knudsen number 𝐾𝑛𝐷 , well established as a parameter in
diffusion-limited mass transfer, is a ratio of the mean ion persistence distance
effective length scale characterizing the grain-ion electrostatic interaction

√𝑚𝑖 𝑘𝐵 𝑇𝑖

𝑎𝑝 𝜂𝑓
𝜂𝑐

𝑓𝑖

and an

. In the continuum

(infinitely collisional) limit, the mean persistence path is much smaller the length scale of the
grain-ion interaction (i.e.) 𝐾𝑛𝐷 → 0. Likewise, 𝐾𝑛𝐷 → ∞ denotes the free molecular (collision𝛽𝑚𝜂

less) limit of ion motion. Finally, 𝛽𝑖 is non-dimensionalized to derive 𝐻 = 𝑓 𝑖𝑎3𝑖𝜂2𝑐 as the non𝑖 𝑝 𝑓

dimensional ion flux coefficient (referred to as the collision kernel in previous work).
Normalizing equations (2) and (4) yields the infinitely collisional and collision-less asymptotes
in 𝐾𝑛𝐷 space:
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𝐾𝑛𝐷 → 0: 𝐻 = 4𝜋𝐾𝑛𝐷2

(12)

𝐾𝑛𝐷 → ∞: 𝐻 = √8𝜋𝐾𝑛𝐷

(13)

At intermediate collisionalities the non-dimensional ion flux coefficient 𝐻 is a function of
both 𝐾𝑛𝐷 and 𝛹𝐸 and should converge to the limits given by equations (12) and (13) at the
respective limits of 𝐾𝑛𝐷 . To infer 𝐻(𝐾𝑛𝐷 , 𝛹𝐸 ), the rate constant calculation procedure
developed by Hogan and co-workers is employed. Briefly, the ion is initialized on the surface of
a sufficiently large periodic box (500𝑎𝑝 − 8000𝑎𝑝 ) with a velocity sampled from the MaxwellBoltzmann distribution and tracked using equations (7-10) until it collides with the grain
(𝑟 ∗ = 1) at the origin to obtain the collision time. The inverse of the mean binary grain-ion
collision time 𝜏 normalized by the simulation box volume 𝐿3𝑏𝑜𝑥 , is interpreted as 𝐻 based on a
statistically significant number (2000 here) of trials of the grain-ion collision:
𝐿3𝑏𝑜𝑥 𝜂𝑐
𝐻=
𝜏 𝜂𝑓2

(14)

The time step ∆𝑡 ∗ is chosen by the empirical condition that compares the diffusional and
electrostatic force to determine the optimum timestep for computational efficiency: ∆𝑡 ∗ =
𝜂𝑐2

0.005 (1, 𝛹

2
𝐸 𝜂𝑓

) . The effect of the parameter 0.005 was empirically tested and chosen to balance

computational accuracy and expense. The domain size was chosen as large as necessary to
ensure that the ion started in conditions where its electrostatic potential energy is approximately
zero. The following condition was used to determine 𝐿𝑏𝑜𝑥 for each 𝛹𝐸 : 𝐿𝑏𝑜𝑥 = (500,
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400
3

𝛹𝐸 ) .

2.4 MODEL DEVELOPMENT FOR PURELY COULOMBIC COLLISSIONS
For 𝛹𝐸 = 0 (hard-sphere interactions), prior work[35] has shown that 𝐻 has the following
functional form valid for all 𝐾𝑛𝐷 and converges to the asymptotes equations (12) and (13).

𝐻(𝐾𝑛𝐷 , 𝛹𝐸 = 0) = 𝐻𝐻𝑆 (𝐾𝑛𝐷 ) =

4𝜋𝐾𝑛𝐷2 + 25.836𝐾𝑛𝐷3 + √8𝜋𝐾𝑛𝐷 (11.211𝐾𝑛𝐷3 )
1 + 3.502𝐾𝑛𝐷 + 7.211𝐾𝑛𝐷2 + 11.211𝐾𝑛𝐷3

(15)

Equation (15) also describes 𝐻 including the effect of short-range, singular contact potentials and
repulsive coulombic (𝛹𝐸 < 0) potential when the appropriate enhancement factors 𝜂𝑐 and 𝜂𝑓 are
calculated for the respective potentials and used in the definition of 𝐾𝑛𝐷 and 𝐻. For each 𝐾𝑛𝐷
and 𝛹𝐸 , 2000 independent trials of the grain-ion collision were simulated to build a histogram for
𝐻 (𝐾𝑛𝐷 ,𝛹𝐸 )
).
𝐻𝑆 (𝐾𝑛𝐷 )

𝑤 = 𝑙𝑜𝑔 ( 𝐻𝑖

Here, 𝐻𝑖 is calculated based on the grain-ion collision time for an

individual trial (𝑖 = 1, 2, 3, … 2000). 𝑤 is the logarithmic enhancement in 𝐻𝑖 at a given 𝐾𝑛𝐷 due
to 𝛹𝐸 compared to the corresponding hard sphere value 𝐻𝐻𝑆 (𝐾𝑛𝐷 ) predicted by equation (15)
3

Figure 1 shows the normalized frequency histogram of 𝑤 for 𝛹𝐸 = 0, 2 , 7, 60 at high (𝐾𝑛𝐷 =
10−2), intermediate (𝐾𝑛𝐷 = 100 ) and low (𝐾𝑛𝐷 = 102 ) collisionalities. It is seen that the
distributions are translated along the abscissa as 𝛹𝐸 and 𝐾𝑛𝐷 are varied, with their shape and
magnitude intact. A Gumbel distribution with one location parameter µ is found to describe the
probability density function 𝑝𝑑𝑓(𝑤) with high statistical confidence :
𝑝𝑑𝑓(𝑤) = 𝑒 −(𝑤−𝜇) 𝑒 −𝑒

−(𝑤−𝜇)

(16)

The Langevin simulation is a means to sample 𝐻 from an ensemble of infinite
trajectories. The periodic domain restricts the sampling of 𝐻’s that represent the minimums from
a possible infinite sequence of ion trajectories that also includes those in which the ion spends a
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long time away from the grain but are eliminated in the computer experiments. According to the
extreme value theorem, these 𝐻 values, the minimums of infinite sequences of 𝐻, follow the
Gumbel distribution which is a special case of the generalized extreme value distribution. Using
𝑝𝑑𝑓(𝑤) of equation (16), 𝐻 can be computed through the mean value of 𝑤:
𝐻(𝐾𝑛𝐷 , 𝛹𝐸 ) = 𝑒 µ 𝐻𝐻𝑆 (𝐾𝑛𝐷 )

(17)

To use equation (17) for a given combination of 𝐾𝑛𝐷 and 𝛹𝐸 , µ is fitted as a functional form.
Figure 2 shows µ for 𝐾𝑛𝐷 = 10−2 − 2000 and 𝛹𝐸 = 1.5, 7, 30, 60. A function with four fit
constants 𝐴, 𝐵, 𝐶, 𝑘 accurately fits the data:

Figure 1: Histograms of 𝑤 inferred from Langevin simulations are shown for 𝛹𝐸 = 0, 1.5, 7, 60 for
three values of 𝐾𝑛𝐷 = 10−2 , 100 , 102. The gray bars represent the normalized counts 𝑝𝑑𝑓(𝑤) of 𝑤 =
𝐻(𝐾𝑛𝐷 ,𝛹𝐸 )
)
𝐻𝑆 (𝐾𝑛𝐷 )

𝑙𝑜𝑔 ( 𝐻

and the solid black line is the Gumbel distribution function with the corresponding

value of location parameter 𝜇 fitted for each case.
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1

1

𝐶
𝑙𝑜𝑔 𝑙𝑜𝑔 𝐾𝑛𝐷 − 𝐵 −𝑘−1
𝑙𝑜𝑔 𝑙𝑜𝑔 𝐾𝑛𝐷 − 𝐵 −𝑘
𝜇(𝐾𝑛𝐷 , 𝛹𝐸 ) = (1 + 𝑘
)
𝑒𝑥𝑝 𝑒𝑥𝑝 (− (1 + 𝑘
) ) (18)
𝐴
𝐴
𝐴

Equation (18) captures the dependence of 𝜇 for 0 < 𝛹𝐸 ≤ 60, 𝐾𝑛𝐷 ≤ 2000 and approaches 0 as
𝐾𝑛𝐷 → 0 and 𝐾𝑛𝐷 → ∞ ensuring that 𝐻(𝐾𝑛𝐷 , 𝛹𝐸 ) converges to the asymptotes of equations
(12) and (13). Regression fit for 𝐴, 𝐵, 𝐶, 𝑘 are described in Table 1. Thus, equation (17) can be
used with equation (18) to predict 𝐻 for 0 < 𝛹𝐸 ≤ 60, 𝐾𝑛𝐷 ≤ 2000. 𝛹𝐸 = 1.5

In Figure 3, 𝐻 calculated using the mean collision time for 2000 collisions (equation 14)
for 𝛹𝐸 = 1.5, 7, 30, 60 are plotted as a function of 𝐾𝑛𝐷 . Also shown on the plots are the
infinitely collisional asymptote (equation 12) and collision-less asymptote (equation 13). The

Figure 2: Fitted values of the location parameter µ for 𝛹𝐸 = 1.5, 7, 30, 60 for 𝐾𝑛𝐷 = 10−2 − 2000
shown as data points. The corresponding fit for µ is shown as solid lines of the same color.
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model developed in this paper (equation (17) with appropriate value of 𝛹𝐸 ) is presented to show
the comparison with the Langevin-inferred 𝐻. Using equation (18) in (17), dashed curves
corresponding to each 𝛹𝐸 were generated and compared against the Langevin-inferred 𝐻
(equation 14) to calculate the % error as

𝐻𝑒𝑞.14 −𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛
𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛

. This comparison is plotted in Figure 4

for each case of 𝛹𝐸 = 1.5, 7, 30, 60. Immediately evident is that the model describes the
Langevin-inferred 𝐻 to within ±10% accuracy for most data points, with few data points within
±15%. More importantly, the model of equation (10) is designed to approach the free molecular
asymptote, which has been the deficiency of the prior work on this topic by Gopalakrishnan and
Hogan. Due to the nature of the curve fitting employed here, the current model can be accurately
used for the 𝐾𝑛𝐷 , 𝛹𝐸 range prescribed here. The high 𝛹𝐸 , high 𝐾𝑛𝐷 grain-ion collisions are the
most challenging to model and expensive to compute using ab initio techniques. Physically,
these cases represent highly charged grains at low pressure/temperature and/or size. Thus, a
parametrization of the Coulombic collisions between grains and ion in the low ion concentration
limit and for ion-neutral intermediate collisionalities. Coulombic collisions in the presence of
neutrals are further used as a limiting case to examine the effect of grain charge screening in a
plasma, as described next.

1

1

𝐶
𝑙𝑜𝑔(𝐾𝑛𝐷 ) − 𝐵 −𝑘−1
𝑙𝑜𝑔(𝐾𝑛𝐷 ) − 𝐵 −𝑘
𝜇(𝐾𝑛𝐷 , 𝛹𝐸 , 𝑆𝐷 ) = (1 + 𝑘
)
exp (− (1 + 𝑘
) )
𝐴
𝐴
𝐴
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(19)

Table 1 Regression fits for A, B, C, k

Regression fit

Fit coefficients (with 95%
confindence)

2.5, 𝛹𝐸 ≤ 10
2.5𝛼(𝛹𝐸 , 𝑆𝐷 ), 10 < 𝛹𝐸 ≤ 60
0, 𝑆𝐷 ≤ 10
𝑎1 (𝛹𝐸 )
𝛼(𝛹𝐸 , 𝑆𝐷 ) = 1 + 𝑎2 (𝛹𝐸 ) , 10 < 𝑆𝐷 ≤ 1000
𝑆𝐷
{
1, 𝑆𝐷 > 1000
𝐴(𝛹𝐸 , 𝑆𝐷 ) = {

𝐵(𝛹𝐸 , 𝑆𝐷 ) = 𝛽(𝛹𝐸 , 𝑆𝐷 )(𝑏1𝑒 −𝑏2𝛹𝐸 + 𝑏3 log(1
+ 𝑏4 𝛹𝐸 ))
0, 𝑆𝐷 ≤ 10
𝑏5 (𝛹𝐸 )
𝛽(𝛹𝐸 , 𝑆𝐷 ) = 1 + 𝑏6 (𝛹𝐸 ) , 10 < 𝑆𝐷 ≤ 1000
𝑆𝐷
{
1, 𝑆𝐷 > 1000
𝐶(𝛹𝐸 , 𝑆𝐷 ) = (𝑐1 𝛹𝐸 𝑐2 + 𝑐3 )𝛾(𝛹𝐸 , 𝑆𝐷 )
0, 𝑆𝐷 ≤ 10
𝑐4 (𝛹𝐸 )
𝛾(𝛹𝐸 , 𝑆𝐷 ) = 1 + 𝑐5 (𝛹𝐸 ) , 10 < 𝑆𝐷 ≤ 1000
𝑆𝐷
{
1, 𝑆𝐷 > 1000
𝑘(𝛹𝐸 , 𝑆𝐷 ) = 𝑘1 𝛹𝐸 + 𝑘2
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𝑎1 (𝛹𝐸 ) = 0.0166𝛹𝐸 − 1.3195
𝑎2 (𝛹𝐸 ) = 0.5220

𝑏1 = 4.528
𝑏2 = 1.088
𝑏3 = 0.7091
𝑏4 = 1.537
−2.4436, 𝛹𝐸 ≤ 10
𝑏5 (𝛹𝐸 ) = {
−1.6206, 10 < 𝛹𝐸 ≤ 60
0.7976, 𝛹𝐸 ≤ 10
𝑏6 (𝛹𝐸 ) = {
0.5247, 10 < 𝛹𝐸 ≤ 60
𝑐1 = 11.36
𝑐2 = 0.272
𝑐3 = −10.33
−4.2147, 𝛹𝐸 ≤ 10
𝑐4 (𝛹𝐸 ) = {
−2.1418, 10 < 𝛹𝐸 ≤ 60
1.0829, 𝛹𝐸 ≤ 10
𝑐5 (𝛹𝐸 ) = {
0.5660, 10 < 𝛹𝐸 ≤ 60
𝑘1 = −0.003533
𝑘2 = 0.05971

Figure 3: H values comparison between data obtained from Langevin simulations shown as data points
as well as model predictions depicted as solid lines of the same color for 𝛹𝐸 = 1.5, 7, 30, 60.
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Figure 4: Plot showing % error between simulation data and model predictions for 𝛹𝐸 = 1.5, 7, 30, 60.

2.5 MODEL DEVELOPMENT FOR SCREENED COULOMBIC COLLISIONS
Typical to dusty plasmas and other high ion concentration environments, is the screening
of negatively charged grains by positive ions that are caught in metastable orbits around
individual grains. These ions effectively reduce the charge on the grain at distances much longer
than the grain radius and the screening length. This effect is often modeled using a screened
Coulomb potential of the form: 𝜑(𝑟⃗) =

𝑧𝑝 𝑧𝑖 𝑒 2
4𝜋𝜀𝑜 𝑟

𝑟

𝑒𝑥𝑝 𝑒𝑥𝑝 (− 𝜆 ) , where 𝜆𝐷 is Debye screening
𝐷

length that depends on the concentration of free charges (ions/electrons) around the grain.
Independent of the method of calculating 𝜆𝐷 , it enters the picture of grain-ion collision as another
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−

1

length scale. 𝜆𝐷 ∝ 𝑛𝑖02 is known from the linearization of the Poisson-Boltzmann equation to
describe ion concentration and the electrostatic potential around the grain. In the limit of low ion
concentration 𝜆𝐷 ≫ 𝑎𝑝 , and this represents an unscreened grain. This case has been
parameterized in the previous section for the unscreened Coulomb potential (equation 10). On
the other hand, high ion concentrations (free space charges) lead to 𝜆𝐷 ≪ 𝑎𝑝 or 𝜆𝐷 ~𝑎𝑝 and the
𝜆

grain is effectively screened completely to behave like a hard sphere. The effect of finite 𝑆𝐷 = 𝑎𝐷
𝑝

along with 𝐾𝑛𝐷 ,𝛹𝐸 are encoded in 𝜇 through the fit constants 𝐴, 𝐵, 𝐶, 𝑘 which now depend on 𝑆𝐷
along with 𝛹𝐸 and will have to be derived taking into account the screened Coulomb potential.
Firstly, for the screened Coulomb potential, the dimensionless force acting on the ion is
𝜂2

𝑟
𝑓
computed as 𝐹⃗𝑜∗ (𝐾𝑛𝐷 ,𝛹𝐸 , 𝑆𝐷 ) = −𝛹𝐸 𝐾𝑛𝐷2 𝜂2 𝑒𝑥𝑝 𝑒𝑥𝑝 (− 𝑆 )
𝐷

𝑐

𝑟̂
𝑟∗2

to be used in the Langevin

tracking. Likewise, the continuum enhancement factor 𝜂𝑐 is calculated by solving the Fuchs
integral with the screened Coulomb potential using Simpson’s rule for numerical integration:
∞

1
𝛹𝐸
𝑟∗
𝜂𝑐 (𝛹𝐸 , 𝑆𝐷 ) = (∫ ∗ 2 𝑒𝑥𝑝 𝑒𝑥𝑝 (− ∗ 𝑒𝑥𝑝 𝑒𝑥𝑝 (− ) ) 𝑑𝑟 ∗ )
𝑟
𝑆𝐷
1 𝑟

−1

(20)

The free molecular enhancement factor 𝜂𝑓 is obtained from OML theory as:

𝜂𝑓 (𝛹𝐸 ) = {1 + 𝛹𝐸 𝑒𝑥𝑝 (−

1
1
) , 𝛹𝐸 ≥ 0 𝑒𝑥𝑝 (𝛹𝐸 exp (− )), 𝛹𝐸 ≤ 0
𝑆𝐷
𝑆𝐷

(21)

These updated enhancement factors are used in the definition of 𝐾𝑛𝐷 and 𝐻. The asymptotes of
equations (12) and (13) are invariant to the form of the potential interaction and can be
generalized to any potential provided 𝜂𝑐 and 𝜂𝑓 are calculated appropriately. With the
unscreened Coulomb limit (equation 17) and hard sphere limit (equation 15) known, the effect of
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the non-dimensional screening length 𝑆𝐷 is probed by varying from 10−1 − 104 in the range of
0 < 𝛹𝐸 ≤ 60, 𝐾𝑛𝐷 ≤ 2000 analogous to unscreened Coulomb potential model development.
Figure 5 shows the results of these simulations for 𝛹𝐸 = 60. The continuum and free molecular
limits are shown (solid black lines) and the simulation results converge to these limits for low
and high values of 𝐾𝑛𝐷 . Also shown are the hard sphere fit (equation 15) and the Coulomb
model developed in the previous section (equation 17) as dashed lines. For clarity, the data
points of 𝑆𝐷 = 104 is not shown as they are indistinguishable from 𝑆𝐷 = 103 . The Langevin
simulation results for 𝑆𝐷 = 10−1 , 101 , 102 , 103 are shown as discrete data points of various
colors. The hard sphere fit describes the simulation results for 𝑆𝐷 = 10−1 within ±10%
nominally. Likewise, the agreement between the Langevin-inferred 𝐻 and the Coulomb model
(equation 17) is within ±10% for all 𝛹𝐸 values with a few outliers at high 𝛹𝐸 . This is attributed
to the higher uncertainty in fitting at the end of the 𝛹𝐸 range. Overall, this establishes that for
𝑆𝐷 ≤ 100 , the Langevin-inferred 𝐻 approach the hard sphere fit and for 𝑆𝐷 ≥ 103 , they approach
the Coulomb model (equation 17). As 𝑆𝐷 is varied between 100 − 103 , 𝐻 transitions between
the hard sphere fit and the Coulomb model. This variation of 𝐻 is captured by the underlying
variation in the µ parameter introduced earlier. A fit for the fit constants 𝐴, 𝐵, 𝐶, 𝑘 that appear in
equation (18) is provided in Table 1. These fits depend on 𝛹𝐸 , 𝑆𝐷 and can be conveniently used
to calculate 𝐻(𝐾𝑛𝐷 ,𝛹𝐸 , 𝑆𝐷 ) for both the unscreened and screened Coulomb potentials.
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Figure 5: Plot showing Langevin inferred H values for 𝛹𝐸 = 60 for 𝑆𝐷 = 10−1 , 101 , 102 , 103 . The
continuum and free molecular limit are depicted in black. Pure Coulomb result shown as the red dotted
line.
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CHAPTER 3
RESULTS AND DISCUSSION
3.1 PURE COULOMB PARTICLE - ION COLLISIONS
The Langevin-inferred 𝐻 values have been analyzed to develop equation (17) for 𝐻 in the
presence of attractive (𝛹𝐸 > 0) unscreened (𝑆𝐷 → ∞) and screened (finite 𝑆𝐷 ) Coulomb
potentials between particle and ion. The 𝐻(𝐾𝑛𝐷 , 𝛹𝐸 ) model developed in this work which
becomes more exact as the ion-gas molecule mass ratio 𝑍 → ∞, based on prior evidence of the
weak influence of 𝑍 on the collision kernel, can be reasonably applied to describe charging when
the atomic or molecular ions in question have masses equal to or greater than that of the
background gas molecules. The verification of the current model for ions that are lighter than the
sea of gas molecules they are embedded in remains to be explored and developed in future work.
In this section, a comparisons of the predictions of models available in the literature is presented
against Langevin-inferred 𝐻 to evaluate them. Four models were chosen from the literature along
with the model developed in this paper (equation 17). The analytical models of D’Yachkov et al.
, Gatti, and Kortshagen, the semi-empirical models proposed by Zobnin et al. and
Gopalakrishnan and Hogan are chosen[32][36][38][49] and the assumptions about the ion to gas
molecule mass ratio 𝑍 (either 𝑍 → 0 or 𝑍 → ∞) are taken into consideration as well. These
models represent all the different approaches discussed in the introduction. The models of
D’Yachkov et al. and Gopalakrishnan and Hogan , by construction, are applicable only for
unscreened Coulomb potential (𝑆𝐷 → ∞) and are thus not included in the comparison for
screened Coulomb potential calculations. The model of Zobnin et al. is analogous to the
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Boltzmann equation based models derived without involving any potential interaction. Hence,
the models chosen for comparison here represent both the limits of the ion-neutral mass ratio 𝑍
to assess the sensitivity of the collision rate kernel. The original formulation of Gatti and
Kortshagen’s model has a drift-diffusion expression constructed as the continuum and highly
collisional limit. In this work, the continuum limit from others is replaced (equation 12) to ensure
that their model converged to the continuum limit in the absence of systematic ion drift. The
adjusted version of Gatti and Kortshagen’s model is used from here on for comparison purposes.
In Figure 6, the Langevin-inferred 𝐻 values and model predictions for 𝛹𝐸 = 30 are
presented. In each panel, the Langevin-inferred 𝐻 for a fixed 𝛹𝐸 is shown as light green circles
with red outline. Predictions of the models considered are shown as dashed lines including the
current model in red, D’Yachkov et al. in purple, Gatti and Kortshagen in green, Gopalakrishnan
and Hogan in yellow and Zobnin et al. in light blue. Also shown are the infinitely collisional and
collision-less asymptotes as dotted black lines. Immediately apparent from Figure 6 is the
agreement of 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 values with equation (12) as 𝐾𝑛𝐷 → 0. At low 𝛹𝐸 = 1.5 , the ion
potential energy and thermal energy are nominally equal, the current model, D’Yachkov model
and Gatti-Kortshagen’s model have very low error within ~5% nominally for the entire 𝐾𝑛𝐷
range. However, the model developed by Gopalakrishnan and Hogan has significant error as
𝐾𝑛𝐷 increases and does not converge to the collision-less asymptote of equation (13). This
model was designed by fitting simulation results to a rational function of 𝐾𝑛𝐷 . However, those
authors postulated that a correct form of the capture radius (discussed in the introduction) should
be used to calculate the diffusive Knudsen number 𝐾𝑛𝐷 and used while describing attractive
Coulombic collisions.
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Figure 6: Plot showing a H comparison of several models from literature compared against the current
model(red). Blue circles are Langevin inferred H values for 𝛹𝐸 = 30 (Pure Coulomb). The continuum
and free molecular limits are depicted in black.
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Figure 7: Error comparison of several models from literature compared against the current model(red
squares) for 𝛹𝐸 = 30 (Pure Coulomb). All errors are measured relative to Langevin simulation data.
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2

Their choice of the non-dimensional capture radius of 𝛹𝐸 works well only when
3

𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 is well described by the continuum limit (equation 12) as well. The 𝐾𝑛𝐷 at which
𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 departs from equation (12) is dependent on 𝛹𝐸 . Figure 6 shows that for 𝛹𝐸 = 30,, the
maximum 𝐾𝑛𝐷 at which 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 is well described by equation (12) and is approximately 9. If
a grain-ion collision is calculated to have a certain 𝐾𝑛𝐷 , depending on 𝛹𝐸 , the transport could be
continuum or free molecular. The attraction between grain and ion effectively increases the
grain’s ability to capture ion from far – making the transport more continuum than if it were a
hard-sphere interaction. Thus, the continuum limit represents the limit for 𝐻 as 𝛹𝐸 → ∞ as
evidenced by 𝛹𝐸 = 30, 60 datasets. For 𝛹𝐸 = 7, 30, 60, the Gopalakrishnan and Hogan model
improperly approaches a false collision-less limit as 𝐾𝑛𝐷 → ∞. The current model, which is also
built by analyzing Langevin simulations, parameterizes the underlying distribution of the grainion collision times (equations 17 and 18). This robust approach leads to errors within ±10% for
the entire 𝐾𝑛𝐷 , 𝛹𝐸 space investigated here. Physically, 𝐾𝑛𝐷 ~2000 represents the collision
between a 2 nm grain and an 𝐴𝑟 + ion (300 K) at ~100 Pa pressure. For these conditions, for a
singly charge grain, 𝛹𝐸 ~55. For larger particles, 𝐾𝑛𝐷 decreases with size, and depending on the
electron temperature in plasmas, the current model can be applied for 𝛹𝐸 ≤ 60. The fluxmatching model of D’Yachkov et al.[49] does not account for ion-neutral collisions within the
fictitious limiting sphere in their formalism and thereby predicts that the ion flux coefficient falls
much faster than the 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 values. This makes this model inaccurate at low ion-neutral
collisionalities and highly charged grains. The model of Zobnin et al.[32] is also having a similar
mismatch in the rate at which the predictions approach the collision-less limit (equation 13).
Finally, the Gatti and Kortshagen model overpredicts when compared to 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 . Their model
distinguishes between collision-less ion capture by the grain and that in which there is exactly
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one collision between ion and neutral gas molecule. However, for sufficiently energetic ions,
more than one collision with neutrals may be necessary for its kinetic energy to become less than
the attractive potential energy and to get eventually captured. Overall, the Gatti and Kortshagen
model captures the physical trends but the degree of over-prediction increases with increasing
𝛹𝐸 . Overall, the current model can be seen to be able to describe the Langevin-inferred
𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 values to within ±10% with few instances where the error is within ±20% making it
accurate for describing grain charging in low ion concentration dusty plasmas and aerosol
systems.

3.2 SCREENED COULOMB PARTICLE-ION COLLISIONS
The Debye screening of individual grains by ions in the gas phase is parameterized by the
normalized screening length 𝑆𝐷 . In Figure 5 the plot shows that the effect of finite 𝑆𝐷 is
important in the range of 𝑆𝐷 = 10−1 − 104 . For 𝑆𝐷 ≤ 10, the hard sphere fit reasonably predicts
𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 . Likewise, for 𝑆𝐷 ≥ 103 the unscreened Coulomb model describes 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 well.
𝑆𝐷 = 101 − 103 represents the dynamic range wherein 𝐻 is sensitive to both 𝑆𝐷 and 𝛹𝐸 . For
purpose of comparison, the model developed in this paper (equation 17 with equation 18 and
Table 1), the model of Gatti and Kortshagen and the model of Zobnin are selected for
comparison. Figure 8 shows 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 calculations and model predictions for 𝛹𝐸 = 10 and a
fixed 𝑆𝐷 = 101 . Likewise, Figure 10 shows the same for 𝑆𝐷 = 102 with other parameters being
identical to Figure 8. 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 values are shown as green circles with red outline, the current
model predictions in blue dashed line, Gatti’s model in pink dashed line and Zobnin’s model in
green dashed line. Immediately apparent is the excellent agreement of the current model and
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Gatti’s expression with continuum limit as 𝐾𝑛𝐷 → 0. Gopalakrishnan and Hogan remark that the
continuum limit of Gatti’s expression was adjusted to make it consistent with diffusive transport
of ion in the 𝐾𝑛𝐷 → 0 limit as opposed to their original formulation of the drift-diffusion
equation. Zobnin et al.’s model does not approach the correct continuum limit as it is seen to
make predictions for 𝐻 that are non-positive as well. Both of these observations leads to
inference that the usage of these models at moderate or higher pressures (𝐾𝑛𝐷 ≤ 1) is
problematic. In this regime, the current model describes the data to within ±10%. Zobnin’s
model shows improved agreement with the continuum limit at 𝑆𝐷 = 102 and very good
agreement with 𝑆𝐷 = ∞. Thus, Zobnin’s model is prone to error at small screening lengths or
high ion concentration circumstances. The current model and Gatti’s model, on the other hand,
capture the trends of 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 quite closely. For 𝑆𝐷 = 101 , the error of the two models are
similar and within ±20% for 𝛹𝐸 ≤ 30. For 𝛹𝐸 = 50 and 𝛹𝐸 = 60, Gatti’s model over predicts
𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 at 10 < 𝐾𝑛𝐷 < 1000 to about ~40%. The current model on the other hand has higher
error at the edge of the fitting interval near 𝐾𝑛𝐷 ~2000, but overall captures the data well.
Zobin’s model has high error in the low 𝐾𝑛𝐷 range and has a similar error profile to the Gatti’s
model at high 𝐾𝑛𝐷 . Based on this it is concluded that in high ion concentration environments,
Gatti’s model and the current model can be reasonably used to calculate 𝐻. For 𝛹𝐸 ≤ 40, the
current model is very accurate and can be reliably used for the entire 𝐾𝑛𝐷 range. At 𝑆𝐷 = 102 ,
the differences between predictions and 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 are lower than the previous case and the
current model and Gatti’s model capture the data quite well. As seen in Figure 10, the two
models capture the rise and fall of the 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 values and their approach towards the free
molecular limit as 𝐾𝑛𝐷 → ∞. Zobnin’s model has a systematic error built in it at intermediate
and low 𝐾𝑛𝐷 values.
31

Figure 8: Comparison of H between two models in literature for 𝛹𝐸 = 10 and 𝑆𝐷 = 10 as well as the
current model(red). Data obtained from Langevin simulations are shown as blue circles. The black lines
represent the continuum and free-molecular limits.
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Figure 9: Error comparison of the two models in literature along with the current model(red) for 𝛹𝐸 =
10 and 𝑆𝐷 = 10. All errors are measured relative to Langevin simulation data.
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Overall, the current model leads to an error of ~±10% for 𝑆𝐷 ≥ 102 for all 𝐾𝑛𝐷 values
(0.01 – 2000). For 𝑆𝐷 = 10, it leads to good agreement (~±10%) for up to 𝐾𝑛𝐷 ~200. Between
200 – 2000, the error increases up to ~50% due to poor quality of curve fitting in this range.
However, that is readily redressed by the fact that for low 𝑆𝐷 ≤ 10, 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 is well described
by the hard sphere fit, as evidenced in Figure 4. Gatti and Kortshagen’s model does not differ
significantly from 𝐻𝐿𝑎𝑛𝑔𝑒𝑣𝑖𝑛 and current model’s predictions. That model, however has a ~40%
over prediction at mid 𝐾𝑛𝐷 range (1 ≤ 𝐾𝑛𝐷 ≤ 100). Combined with the fact that original
formulation presented in their paper has a drift-diffusion expression built as the continuum or
strongly collisional limit, this makes the model problematic to apply at intermediate or moderate
pressure dusty plasmas.
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Figure 10: Comparison of H between two models in literature for 𝛹𝐸 = 10 and 𝑆𝐷 = 100 as well as
the current model(red). Data obtained from Langevin simulations are shown as blue circles. The black
lines represent the continuum and free-molecular limits.
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Figure 11: Error comparison of the two models in literature along with the current model(red) for 𝛹𝐸 =
10 and 𝑆𝐷 = 100. All errors are measured relative to Langevin simulation data.
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CHAPTER 4
CONCLUSION
Langevin dynamics was applied in order to simulate particle-ion collisions as well as ion
flux coefficients for ions that are driven by the pure Coulomb potential in the vicinity of the
particle. It was found that the particle-ion collision time follows the Gumbel distribution and the
variation in the collision kernel 𝐻 can be described by an elegant expression which depends only
on the location parameter of the distribution μ. The variation in μ was parametrized for 𝐾𝑛𝐷 ≤
2000 and 0 < 𝛹𝐸 ≤ 60 and the resulting model predicts 𝐻 to within ±10% accuracy. The
model developed for the purely coulombic collisions was compared with 4 selected models from
the literature and it was found that the current model remained consistently accurate within the
range considered.
The effect of screening due to excessive positive ions was also investigated in a similar
manner where 𝐻 has been parametrized with a screened coulomb potential present using the
screening distance 𝑆𝐷 . For small 𝑆𝐷 values, the model reduces to the hard sphere fit. On the other
hand, for 𝑆𝐷 values greater that 103 the Coulomb model describes the data well while a
regression fit that depends of the location parameter is given for intermediate values of the
screening distance. In the case of the screened Coulomb potential, the current model was tested
against two models from the literature. For 𝑆𝐷 = 102 , the current model has an accuracy of
±10% for the entire 𝐾𝑛𝐷 range investigated here(𝐾𝑛𝐷 up to 2000). For 𝑆𝐷 = 101 , the error rate
increases to about 50% at high collisionalities due to the sub-optimal quality of the regression
fitting. However, the magnitude of this issue is limited because, lower values of 𝑆𝐷 reduce to the
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hard sphere fit. Although the model presented by Gatti and Kortshagen accurately describes the
collision kernel, it suffers from a constant overprediction at intermediate collisionalities. The
model proposed by Zobnin et al. works better as the screening distance increases, making it
suitable for use for low concentration plasmas where the effect of screening is not too
pronounced.
The framework for obtaining the collision rate in the presence of a purely Coulomb
potential as well as screened Coulomb potential detailed in this work may in principle be
extended to any arbitrary electrostatic potential as there is no explicit relation tying the Langevin
equation to the pure Coulomb or screened Coulomb potential. Thus, the potential interaction
between the ion and particle can be replaced with any appropriate intermolecular potential. As
different intermolecular potentials are included than the ones discussed here, the distribution of
the collision times may depend on more constants than just the location parameter μ, or for that
matter, it may obey a completely different distribution (although this is believed to be unlikely),
the variation in the collision rate can be observed through the changes seen in the fitting
parameters. Hence, fitting these parameters for a range of physical conditions is the main
obstacle in predicting the collision rate accurately. Once a suitable fit has been produced from
Langevin simulations for the physical conditions of interest, and the error has been reduced to an
acceptable threshold, the fitted model produced can be used from then on to predict the collision
rate kernel and further simulations are unnecessary.
In the future, the presence of other potentials will be investigated on its effects on the
collision rate kernel 𝐻. One such potential is the Lennard-Jones potential which plays an
important role at very short ranges. The Lennard Jones potential consists of a simple model
which includes an attractive component at intermediate lengths describing the effects of a Van
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der Waals forces as well as a close range component which describes the repulsion due to
overlapping electron clouds. The close range repulsion present within the Lennard-Jones
potential serves as a barrier that impedes ions as they approach the immediate vicinity of the
particle. Only ions that have gained sufficient kinetic energy from the attractive part of the
Lennard-Jones potential and not been thermalized by collisions with neutral gas molecules will
be able to surmount this potential barrier and deposit charge upon the particle.
The framework described may also be used to investigate the effect of a high
concentration of particles in a given volume. It has been assumed that particles within the aerosol
or dusty plasma are sufficiently far away from each other so as to not affect each other
significantly. Although this assumption is valid for most cases of interest, there exist situations in
which this assumption breaks down such as within the core of an explosion. In such cases,
particles can sometimes be so densely packed that they influence each other hydrodynamically as
well as electrostatically. In other words, particle-particle interaction through the medium of the
neutral gas molecules can be significant. Such an effect is likely to become non-negligible when
an external electric field is imposed because the application of such an external field causes
asymmetries in the forces (and thus motion) experienced by ions and charged particles and these
asymmetries in the motion percolate to nearby particles with neutral gas molecules acting as the
mediator. The effects of high concentration on the collision rate kernel can be explored using the
framework developed, however, a suitable method of integrating the possible positions of second
particles within the vicinity of the first will be required if a binary collisional framework is to be
used.
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APPENDIX A
Selected Code (MATLAB)
a) Retreiving HLangevin from data files outputted from Fortran Langevin Code
% Initialising Vector String Names
Data=[];
vec=[];
a1=[10:5:100];
a2=[150:50:1000];
a3=[1500:500:10000];
a4=[15000:5000:100000];
a5=[150000:50000:1000000];
a=[a1 a2 a3 a4 a5];
Hvec=[];
% For loop for KnD values
for i=1:75
anow=a(i);
kn_title=num2str(anow);
if anow>=10 & anow<100
z='00000000';
elseif anow>=100 & anow<1000
z='0000000';
elseif anow>=1000 & anow<10000
z='000000';
elseif anow>=10000 & anow<100000
z='00000';
elseif anow>=100000 & anow<1000000
z='0000';
elseif anow>=1000000 & anow<10000000
z='000';
elseif anow>=10000000 & anow<100000000
z='00';
end
if i<=9
filename =
['C:\Users\hchahl\Desktop\Fortran_Sim\Time_Data\Image\PSIE30_PSII30\SPH_PT_DE
TAILS_C_I_PSIE03000_KN',z,kn_title,'_TR0',num2str(i),'.DAT'];
else
filename =
['C:\Users\hchahl\Desktop\Fortran_Sim\Time_Data\Image\PSIE30_PSII30\SPH_PT_DE
TAILS_C_I_PSIE03000_KN',z,kn_title,'_TR' num2str(i),'.DAT'];
end
delimiter = ' ';
startRow = 13;
endRow = 13;
formatSpec = '%*s%*s%*s%*s%*s%f%[^\n\r]';
fileID = fopen(filename,'r');
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dataArray = textscan(fileID, formatSpec, endRow-startRow+1, 'Delimiter',
delimiter, 'MultipleDelimsAsOne', true, 'TextType', 'string', 'HeaderLines',
startRow-1, 'ReturnOnError', false, 'EndOfLine', '\r\n');
fclose(fileID);
Hnow=dataArray{1:end-1};
Hvec=[Hvec;Hnow];
clearvars filename delimiter startRow endRow formatSpec fileID dataArray
ans;
end
% Outputting Results in Excel File
filename = 'Output_details.xlsx';
xlswrite(filename,Hvec)
disp('Done. Results stored in Output_details.xlsx')

b) Comparing Various Models From Literature
% Hard Sphere Model
C1=25.836;C2=11.211;C3=3.502;C4=7.211;
Hfit=@(x) (4*pi*x.^2+C1*x.^3+sqrt(8*pi)*C2*x.^4)./(1+C3*x+C4*x.^2+C2*x.^3);
Hfit_vec=[];
for i=kn
now=Hfit(i);
Hfit_vec=[Hfit_vec;now];
end
% Continuum and Free-Molecular Limits
Hcont=4*pi*kn.^2;
Hfm=sqrt(8*pi)*kn;
% Initial Plot
figure('units','normalized','outerposition',[0 0 1 1])
loglog(kn,Hcont,'k-','linewidth',1.5),hold on
loglog(kn,Hfm,'k-','linewidth',1.5)
xlabel('Kn_{D}'),ylabel('H')
% Plotting Data
plot(kn,H_langevin(:,index),'bo','linewidth',1.5)
plot(kn,dyk,'m--','linewidth',2)
plot(kn,gk,'c--','linewidth',2)
plot(kn,rg,'k--','linewidth',2)
plot(kn,z,'.','linewidth',2)
plot(kn,G2,'k-','linewidth',2)
loglog(kn,Hfit_vec,'g-','linewidth',1)
title('H Comparison');grid on
plot(kn,current_model,'r-','linewidth',3)
plot(kn,test1,'linewidth',3)
legend({'Continuum Limit','Free Molecular Limit','H from
Simulation','D''Yachkov','Gatti & Kortshagen','Ranga 2012','Zobnin','Hard
Sphere Curve','Current Model','test1','G2'},'Location','southeast')

c) Function for Current Model
function f=H_current_model(Kn,psie)
% Enhancement Factors
etac=psie/(1-exp(-psie));
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etafm=1+psie;
% Fit Constants
A_fit=2.5;
B_fit=4.528*exp(-1.088*psie)+0.7091*log(1+1.537*psie);
C_fit=11.36*psie^0.272-10.33;
k_fit=-0.003533*psie+0.05971;
mu_fit=(C_fit/A_fit)*((1+k_fit*(log(Kn)-B_fit)/A_fit))^((-1/k_fit)1)*exp(-(1+k_fit*(log(Kn)-B_fit)/A_fit)^(-1/k_fit));
% Hard Sphere Fit
H_HS=(4*pi*Kn^2+25.836*Kn^3+sqrt(8*pi)*Kn*11.211*Kn^3)/(1+3.502*Kn
+7.211*Kn^2 +11.211*Kn^3);
f=exp(mu_fit)*H_HS;
end

d) Function for Gatti and Kortshagen Model
function f=Hgk(Kn,psie,SD)
% Enhancement Factors
etac=psie*exp(-1/SD)/(1-exp(-psie*exp(-1/SD)));
etafm=1+psie*exp(-1/SD);
% Model Equations
alpha=1.22;
k1=4*pi*Kn.^2;
k2=(sqrt(pi)*alpha*etac*psie)./(2*etafm*Kn);
k3=sqrt(8*pi)*Kn;
k4=(2*sqrt(pi)*alpha^3*etac*psie^3)./(9*etafm^2*Kn);
f=k1.*(1-(1+k2).*exp(-k2))+k3.*(1+k4).*exp(-k2);
end

e) Function for D’Yachkov’s Model
function f=Hyachkov(Kn,psie)
% Enhancement Factors
etac=psie/(1-exp(-psie));
etafm=1+psie;
% Model Equations
F1=sqrt(2*pi)*Kn*etafm*exp(-psie/(1+(etafm/etac)*Kn));
F2=(1+(etafm/etac)*Kn)^2;
F3=(etafm/etac)*Kn*(2+(etafm/etac)*Kn)*exp(psie/((1+(etafm/etac)*Kn)*(2+(etafm/etac)*Kn)));
F4=(1-exp(-psie/(1+(etafm/etac)*Kn)));
F5=1-exp(-psie);
F=F1/(F2-F3)+F4/F5;
f=4*pi*Kn^2*(F)^(-1);
end

f) Function for Zobnin’s Model
function f=Hz(Kn,psie,SD)
% Enhancement Factors
etac=psie*exp(-1/SD)/(1-exp(-psie*exp(-1/SD)));
etafm=1+psie*exp(-1/SD);
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% Calculate Theta and rp
theta=SD*etac/(Kn*etafm);
rp=1/SD;
% Model Equations
k1=sqrt(8*pi)*Kn;
k2=rp*theta*psie;
k3=(0.27*rp^1.5+0.8*rp^2*theta)*psie;
k4=0.4*(rp*theta)^2*psie/(1-0.4*rp*theta);
f=k1*(1+k2/(0.07+2*rp+2.5*rp*theta+k3+k4));
end

g) MATLAB Code for Producing 2x32 Fortran Files with desired 𝜳𝑬 for Running on
Memphis University High Performance Computing (HPC)
% Name of Input File
filein='PureC.f';
% Initial string to be changed
S_now_1='SKYSCRAPER=1';S_now_2='PSIE=30';S_now_3='PSII=30';S_now_5='JUMPS=200
0';
% Desired string A
S_desired_2='PSIE=5';
S_desired_3='PSII=2';
% Desired string B
S_desired_4='PSIE=7';
S_desired_5='PSII=1.4';
for i=1:32
S_desired_1=['SKYSCRAPER=' num2str(i)]
fid = fopen(filein,'rt') ;
X = fread(fid) ;
fclose(fid) ;
X = char(X.') ;
% replace string S_now with string S_desired
Y = strrep(X, S_now_1, S_desired_1) ;
Y = strrep(Y, S_now_2, S_desired_2) ;
Y = strrep(Y, S_now_3, S_desired_3) ;
if i<48 & i>=33
Y = strrep(Y, S_now_5, 'JUMPS=62') ;
elseif i>=48 & i<=64
Y = strrep(Y, S_now_5, 'JUMPS=63') ;
elseif i>=1 & i<=16
Y = strrep(Y, S_now_5, 'JUMPS=62') ;
elseif i>=16 & i<=32
Y = strrep(Y, S_now_5, 'JUMPS=63') ;
else
disp('Error : Jumps may now add up to 2000')
end
fid2 = fopen(['SDCLOOP',num2str(i),'.f'],'wt') ;
fwrite(fid2,Y) ;
fclose (fid2) ;
end
for i=33:64
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S_desired_1=['SKYSCRAPER=' num2str(i)]
fid = fopen(filein,'rt') ;
X = fread(fid) ;
fclose(fid) ;
X = char(X.') ;
% replace string S_now with string S_desired
Y = strrep(X, S_now_1, S_desired_1) ;
Y = strrep(Y, S_now_2, S_desired_4) ;
Y = strrep(Y, S_now_3, S_desired_5) ;
if i<48 & i>=33
Y = strrep(Y, S_now_5, 'JUMPS=62') ;
elseif i>=48 & i<=64
Y = strrep(Y, S_now_5, 'JUMPS=63') ;
elseif i>=1 & i<=16
Y = strrep(Y, S_now_5, 'JUMPS=62') ;
elseif i>=16 & i<=32
Y = strrep(Y, S_now_5, 'JUMPS=63') ;
else
disp('Error : Jumps may now add up to 2000')
end
fid2 = fopen(['SDCLOOP',num2str(i),'.f'],'wt') ;
fwrite(fid2,Y) ;
fclose (fid2) ;
end

h) MATLAB Code for Pure Coulomb A, B, C, k fitting
hold on
% Input Parameters
x=log([0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05 0.055 0.06...
0.065 0.07 0.075 0.08 0.085 0.09 0.095 0.1 0.15 0.2 0.25 0.3...
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 1.5...
2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10 15 20 25 30...
35 40 45 50 55 60 65 70 75 80 85 90 95 100 150 200 500 800 1000...
1500 2000]');
M=importdata('mu4.xlsx'); % File containing mu columns
N=1; %Number of columns to next mu
delay=0.1; % Delay time in seconds between plots
% Code
check=M;
M=M(:,1:N:end);
k=size(M,2);
r_squared=[];
figure('units','normalized','outerposition',[0 0 1 1])
coefficients=[];
for i=1:k
i
y=M(:,i);
[xData, yData] = prepareCurveData( x, y );
% Set up fittype and options.
ft=fittype( '(C/A)*((1+k*(x-B)/A))^((-1/k)-1)*exp(-(1+k*(x-B)/A)^(1/k))', 'independent', 'x', 'dependent', 'y' );
opts=fitoptions( 'Method', 'NonlinearLeastSquares' );
opts.Display='Off';
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opts.StartPoint=[2.318 2.84 20.89 -0.3];
% Fit model to data.
[fitresult, gof,output]=fit( xData, yData, ft, opts );
% Plot fit with data.
h=plot( fitresult, xData, yData );
legend( h, 'mu vs. ln(kn)', 'GEV Fit', 'Location', 'NorthEast' );
% Label axes
xlabel ln(kn),ylabel mu
grid on,hold on
pause(delay)
r_squared=[r_squared;gof.rsquare];
coefficients=[coefficients
[fitresult.A;fitresult.B;fitresult.C;fitresult.k]];
end
coefficients;r_squared
filename = 'Coefficients_ABCk.xlsx';
xlswrite(filename,coefficients)
disp('Fit constants A,B,C,k stored in Excel file named
Coefficients_ABCk.xlsx')

i) MATLAB Code for Screened Coulomb A, B, C, k fitting
mu=importdata('five.xlsx');
x=log([0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05 0.055 0.06...
0.065 0.07 0.075 0.08 0.085 0.09 0.095 0.1 0.15 0.2 0.25 0.3 0.35...
0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 1.5 2 2.5...
3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10 15 20 25 30 35 40 45...
50 55 60 65 70 75 80 85 90 95 100 150 200 500 800 1000 1500 2000]');
r_squared=[];
figure('units','normalized','outerposition',[0 0 1 1])
coefficients=[];
delay=0.3;
k=size(mu,2);
for i=2:k
y=mu(:,i);
[xData, yData] = prepareCurveData( x, y );
% Set up fittype and options.
ft=fittype( '(C/A)*((1+k*(x-B)/A))^((-1/k)-1)*exp(-(1+k*(x-B)/A)^(1/k))', 'independent', 'x', 'dependent', 'y' );
opts=fitoptions( 'Method', 'NonlinearLeastSquares' );
opts.Display='Off';
opts.StartPoint=[2 1.5 7 -0.04];
% Fit model to data.
[fitresult, gof,output]=fit( xData, yData, ft, opts );
% Plot fit with data.
%
figure( 'Name', 'untitled fit 1' );
h=plot( fitresult, xData, yData );
legend( h, 'mu vs. ln(kn)', 'GEV Fit', 'Location', 'NorthEast' );
% Label axes
xlabel ln(kn),ylabel mu
grid on,hold on
pause(delay)
r_squared=[r_squared;gof.rsquare];
coefficients=[coefficients
[fitresult.A;fitresult.B;fitresult.C;fitresult.k]];
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end
coefficients;r_squared
filename = 'Coefficients_ABCk.xlsx';
xlswrite(filename,coefficients)
disp('Fit constants A,B,C,k stored in Excel file named
Coefficients_ABCk.xlsx')
ratio_mat=[];
psievec=[1.5 3 5 7 10 20 30 40 50 60];
for psie=psievec
ratio_mat=[ratio_mat PC_fits(psie)];
end
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APPENDIX B
Select Code (Fortran)


Only main program for Pure Coulomb included here, Screened Coulomb code and
subroutines were not included.



Written by Dr. Ranganathan Gopalakrishnan in 2011 for a different study.



Repurposed and used in this work with some minor adjustments to iterate through
many cases at once.



Executed using Intel Fortran Compiler

PROGRAM TIME_INTEGRATION
IMPLICIT NONE
INTEGER SEED,S1,S2
INTEGER NOT_START,NOT_END
INTEGER J,G,N_STEP,P,Q,I,JJ,II,TR,KN_ITER
INTEGER JUMPS !,MEMORY
INTEGER N_R
INTEGER SUM_FREQ,FILE_WRITE_FREQ
INTEGER, ALLOCATABLE:: ENERGY_INSTANCE(:)
DOUBLE PRECISION X,Y,Z,R,MSDND2,FREQ_SUM_CHECK !,TOL
DOUBLE PRECISION R_START,CUTOFF,R_END,DR
DOUBLE PRECISION KE,PE,ENERGY
DOUBLE PRECISION UC,VC,WC,UN,VN,WN
DOUBLE PRECISION F,FX,FY,FZ,LX,LY,LZ,DELX,DELY,DELZ
DOUBLE PRECISION FACTOR,DFACTOR
DOUBLE PRECISION DT,TC,T1,T2
DOUBLE PRECISION RATE_NDIM
DOUBLE PRECISION MSVND,MSDND,FDISP
DOUBLE PRECISION FAC1,FAC2,FAC3,FAC4
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DOUBLE PRECISION AVGRATE,AVGERROR,NORMERROR
DOUBLE PRECISION ETA_F,ETA_C,PSIE,PSII,KN,KN_EFF,RC
DOUBLE PRECISION SI,FORCE_DFACTOR,DIFFUSION_DFACTOR
DOUBLE PRECISION FORCE_CONTRIBUTION, DIFFUSION_CONTRIBUTION
DOUBLE PRECISION C1,C2,C3,C4
DOUBLE PRECISION H_CONT,H_FM,H_FIT
DOUBLE PRECISION NUMERATOR,DENOMINATOR,PI,MEAN_TIME,H_MEAN
DOUBLE PRECISION, ALLOCATABLE :: RATE(:),ERROR(:),ENERGY_RADIAL(:)
DOUBLE PRECISION, ALLOCATABLE:: R_MP(:),FREQ_BIN(:),MFPT(:)
CHARACTER(LEN=200)::FILE03,FILE06,FILE05
CHARACTER(LEN=10)::TRC
CHARACTER(LEN=5)::PSIEC,PSIIC
CHARACTER(LEN=10)::KNC
CHARACTER(LEN=5)::BOXC
CHARACTER(LEN=6)::SDC
CHARACTER(LEN=3)::POT
CHARACTER(LEN=7)::TIMESTEP
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
PARAMETER (JUMPS=125)
!PARAMETER (MEMORY=50)
!PARAMETER (TOL=1D-2)
PARAMETER (N_R=20000)
PARAMETER (FILE_WRITE_FREQ=1000)
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

PARAMETER (NOT_START=1) !FILE TRIAL INDEX

PARAMETER (DFACTOR=5D-3)

PARAMETER (PSIE=50)

PARAMETER (KN=5D2)
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!PARAMETER (NOT_END=1)
PARAMETER (PI = 3.14159D0)
PARAMETER (C1 = 25.836D0, C2 = 11.211D0, C3 = 3.502D0, C4=7.211D0)
PARAMETER (PSII=0D0) !ABS(PSIE)
FACTOR = MAX(5D2,4D2*PSIE/3) !,4D2*PSIE*KN*KN/3) !PARAMETER (FACTOR=5D2)
NOT_END = NOT_START
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
WRITE (PSIEC, '(I5.5)') INT(ABS(PSIE)*1D2)
!WRITE (BOXC,'(I5.5)') INT(FACTOR)
!WRITE (TIMESTEP,'(I7.7)') INT(FORCE_DFACTOR*1D4)
WRITE (KNC, '(I10.10)') INT(KN*1D3)
IF (PSIE .GE. 0D0) THEN
POT='NEG'
ELSE
POT='POS'
ENDIF
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
!ENHANCEMENT FACTOR CALCULATIONS
IF ((PSIE .EQ. 0D0) .AND. (PSII .EQ. 0D0)) THEN

ETA_F=1D0
ETA_C=1D0
ELSEIF (PSII .EQ. 0D0) THEN
ETA_F=1+PSIE
ETA_C=PSIE/(1-EXP(-PSIE))
ELSE
ETA_F=ETA_FM_ATTRACTIVE(PSIE,PSII)
CALL SIMPSONS_CONT(0D0,0.99999D0,1000,SI,PSIE,PSII)
ETA_C=1.0/SI
ENDIF
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
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KN_EFF=KN*ETA_F/ETA_C
LX=FACTOR
LY=FACTOR
LZ=FACTOR
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
R_START=LOG10(1D0)
CUTOFF=(FACTOR/2)
R_END=LOG10(CUTOFF)
DR=(R_END-R_START)/N_R
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
!TRIAL LOOP
DO TR=NOT_START,NOT_END
WRITE (TRC, '(I10.10)') INT(TR)
ALLOCATE(R_MP(1:N_R),MFPT(1:JUMPS))
ALLOCATE(ENERGY_RADIAL(1:N_R),ENERGY_INSTANCE(1:N_R))
DO P=1,N_R
R_MP(P)=R_START+P*DR-DR/2
ENERGY_RADIAL(P) = 0D0
ENERGY_INSTANCE(P)= 0
ENDDO

!
!
!
!

FILE03='SPH_PT_DETAILS_'//POT//'_PSIE'//PSIEC//'_KN'//KNC//'_D
CT'//TIMESTEP//'_BOX'//BOXC//'_TR'//TRC//'.DAT'
FILE06='SPH_PT_BINOUT_'//POT//'_PSIE'//PSIEC//'_KN'//KNC//'_DT
C'//TIMESTEP//'_BOX'//BOXC//'_TR'//TRC//'.DAT'

FILE03='SPH_PT_DETAILS_'//POT//'_PSIE'//PSIEC//'_KN'//KNC//
C'_TR'//TRC//'.DAT'
FILE06='SPH_PT_BINOUTS_'//POT//'_PSIE'//PSIEC//'_KN'//KNC//
C'_TR'//TRC//'.DAT'
FILE05='SPH_PT_TIMES_'//POT//'_PSIE'//PSIEC//'_KN'//KNC//
C'_TR'//TRC//'.DAT'
OPEN(TR*10+3,FILE=FILE03,STATUS='UNKNOWN')
WRITE (TR*10+3,*) ' '
WRITE (TR*10+3,*) 'TRIAL # ',TR
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WRITE (TR*10+3,*) 'PSIE=',PSIE
WRITE (TR*10+3,*) 'KND=',KN
WRITE (TR*10+3,*) 'FM ENHANCEMENT FACTOR =',ETA_F
WRITE (TR*10+3,*) 'CONT ENHANCEMENT FACTOR =',ETA_C
WRITE (TR*10+3,*) 'BOX SIZE = ',FACTOR
WRITE (TR*10+3,*) 'FORCE TIME STEP FACTOR =',FORCE_DFACTOR
!WRITE (TR*10+3,*) 'LENGTH OF CIRCULAR QUEUE = ',MEMORY
!WRITE (TR*10+3,*) 'TOLERANCE ON FLUCTUATION OF THE MEAN = ',TOL
WRITE (TR*10+3,*) 'RADIUS DISCRETIZATION BINS = ', N_R
OPEN(TR*10+5,FILE=FILE05,STATUS='UNKNOWN')
!WRITE (TR*10+5,*) ' '
!WRITE (TR*10+5,'(A,A,A,A,A)') 'J',CHAR(9),''
H_CONT = 4*PI*(KN**2)
H_FM = (SQRT(8*PI))*KN
NUMERATOR = H_cont + C1*(KN**3) + C2*(KN**3)*H_FM
DENOMINATOR = 1D0 + C3*KN + C4*(KN**2) + C2*(KN**3)
H_FIT = NUMERATOR/DENOMINATOR
J=0
TC=0D0
CALL DATE(S1)
CALL TIME(S2)
SEED=S1+S2+FLOOR(SECNDS(0.0))+TR*123456+J*6263196187
CALL ONBOX(LX,LY,LZ,SEED,X,Y,Z)
UC=(KN_EFF)*NORMRAND(SEED)
VC=(KN_EFF)*NORMRAND(SEED)
WC=(KN_EFF)*NORMRAND(SEED)
DO J = 1, JUMPS
MFPT(J) = 0D0
ENDDO
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
!

TIME STEPPING
J=1
DO WHILE ( J .LE. JUMPS )
R = (X**2+Y**2+Z**2)**0.5
F = -1*(KN_EFF**2)*PSIE/(R*R)
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CALL MSDV(DFACTOR,DT,R,KN_EFF,MSDND,MSVND,FAC1,FAC2,FAC3,FAC4,F)
FX = F*(X/R)
FY = F*(Y/R)
FZ = F*(Z/R)
UN = UC*(1-FAC1) + FX*FAC1 + (MSVND)*NORMRAND(SEED)
DELX = FAC4*(UC+UN-2*FX) + FX*DT + (MSDND)*NORMRAND(SEED)
X = X + DELX
X = X - LX*ANINT(X/LX)
VN = VC*(1-FAC1) + FY*FAC1 + (MSVND)*NORMRAND(SEED)
DELY = FAC4*(VC+VN-2*FY) + FY*DT + (MSDND)*NORMRAND(SEED)
Y = Y + DELY
Y = Y - LY*ANINT(Y/LY)
WN = WC*(1-FAC1) + FZ*FAC1 + (MSVND)*NORMRAND(SEED)
DELZ = FAC4*(WC+WN-2*FZ) + FZ*DT + (MSDND)*NORMRAND(SEED)
Z = Z + DELZ
Z = Z - LZ*ANINT(Z/LZ)
R = (X**2+Y**2+Z**2)**0.5
TC=TC+DT
MFPT(J) = MFPT(J) + DT
!WRITE (*,*) MFPT(J),R,DT
IF (R .LE. 1D0) THEN
RATE_NDIM = ( 1D0/MFPT(J) )*( FACTOR**3 )*( ETA_C/(ETA_F**2) ) !H CALCULATION
WRITE (TR*10+5,*) log(RATE_NDIM/H_FIT)
J=J+1
CALL DATE(S1)
CALL TIME(S2)
SEED=S1+S2+FLOOR(SECNDS(0.0))+TR*123456+J*6263196187
CALL ONBOX(LX,LY,LZ,SEED,X,Y,Z)
UN=(KN_EFF)*NORMRAND(SEED)
VN=(KN_EFF)*NORMRAND(SEED)
WN=(KN_EFF)*NORMRAND(SEED)
IF ( MOD(J,FILE_WRITE_FREQ) .EQ. 0) THEN
OPEN(TR*10+6,FILE=FILE06,STATUS='UNKNOWN')
WRITE (TR*10+6,'(A,A,A,A,A,A,A)') 'P',CHAR(9),'R_M
CP(P)',CHAR(9),'ENERGY(RAW)',CHAR(9),'FREQUENCY'
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DO P=1,N_R
WRITE (TR*10+6,'(I,A,ES15.5E2,A,ES15.5E2,A,I
C)') P,CHAR(9),10**R_MP(P),CHAR(9),ENERGY_RADIAL(P),CHAR(9),ENERGY_
CINSTANCE(P)
ENDDO
CLOSE (TR*10+6)
ENDIF
ELSE
KE = 0.5*(UN*UN+VN*VN+WN*WN)/(KN_EFF**2)
PE = -PSIE/R !-PSII/(R**2)/(R**2-1D0)
ENERGY = KE + PE
IF (R .LT. CUTOFF) THEN
P=1+FLOOR((LOG10(R)-R_START)/DR)
ENERGY_RADIAL(P)=ENERGY_RADIAL(P)+ENERGY
ENERGY_INSTANCE(P)=ENERGY_INSTANCE(P)+1

ENDIF
ENDIF
UC=UN
VC=VN
WC=WN
ENDDO
MEAN_TIME = 0D0
DO J = 1, JUMPS
MEAN_TIME = MEAN_TIME + MFPT(J)
ENDDO
MEAN_TIME = MEAN_TIME/JUMPS
H_MEAN = ( 1D0/MEAN_TIME )*( FACTOR**3 )*( ETA_C/(ETA_F**2) )
WRITE (TR*10+3,*) 'NUMBER OF JUMPS COUNTED = ',J-1
WRITE (TR*10+3,*) 'NON DIMENSIONAL TIME = ',TC
WRITE (TR*10+3,*) 'MEAN FIRST PASSAGDE TIME = ',MEAN_TIME
WRITE (TR*10+3,*) 'NON DIMENSIONAL COLLISION RATE = ', H_MEAN
WRITE (TR*10+3,*) 'H(KND) PREDICTION', H_FIT
WRITE (TR*10+3,*) 'H/H_FIT = ',H_MEAN/H_FIT
OPEN(TR*10+6,FILE=FILE06,STATUS='UNKNOWN')
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WRITE (TR*10+6,'(A,A,A,A,A,A,A)') 'P',CHAR(9),'R_MP(P)',CHAR(9
C),'ENERGY(RAW)',CHAR(9),'FREQUENCY'
DO P=1,N_R
WRITE (TR*10+6,'(I,A,ES15.5E2,A,ES15.5E2,A,I)') P,CHAR(9),
C10**R_MP(P),CHAR(9),ENERGY_RADIAL(P),CHAR(9),ENERGY_INSTANCE(P)
ENDDO
CLOSE (TR*10+3)
CLOSE (TR*10+5)
CLOSE (TR*10+6)
DEALLOCATE(R_MP)
DEALLOCATE(ENERGY_RADIAL)
DEALLOCATE(ENERGY_INSTANCE)
DEALLOCATE(MFPT)
ENDDO !TRIAL LOOP
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