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Hippocampal contribution to vector model
hypothesis during cue-dependent navigation
Mairead Diviney,1 Dirk Fey,2 and Sean Commins1,3
1Department of Psychology, National University of Ireland Maynooth, Maynooth, County Kildare, Ireland; 2Systems Biology Ireland,
Conway Institute, University College Dublin, Dublin, Ireland
Learning to navigate toward a goal is an essential skill. Place learning is thought to rely on the ability of animals to associate
the location of a goal with surrounding environmental cues. Using the Morris water maze, a task popularly used to examine
place learning, we demonstrate that distal cues provide animals with distance and directional information. We show how
animals use the cues in a visually dependent guidance manner to find the goal. Further, we demonstrate how hippocampal
lesions disrupt this learning mechanism. Our results can be explained through the vector model of navigation built on as-
sociative learning principles rather than evoking a cognitive map.
[Supplemental material is available for this article.]
Being able to successfully navigate between two points is an es-
sential skill for the survival of animals. A navigating animal is
thought to have two sources of information with which it can
locate itself within an environment: egocentric and allocentric
(Pearce et al. 1998; Aggleton et al. 2000; Begega et al. 2001;
Valerio et al. 2010). In egocentrically based navigation, animals
can use view-dependent information, whereby any available ex-
ternal information (e.g., cues or landmarks) is represented in rela-
tion to the animal itself (Brown 1992; Maurer and Derivaz 2000).
Alternatively, animals can rely on information gained from their
ownmotormovements in relation to a specific point in their jour-
ney to get to their goal (Whishaw et al. 2001). Allocentric naviga-
tion involves defining a place relative to another location or to
another object (e.g., remote landmarks) and is independent of
the viewer (Bures et al. 1998). Typically, the cues or landmarks re-
main stable and are at some distance away from the goal, thus al-
lowing the animal to locate its target in relation to those cues
(Whishaw et al. 2001).
During allocentric navigation, multiple available cues can be
used, whereby the navigator processes the spatial relationship be-
tween the cues and the goal in order to memorize the target’s po-
sition (Benhamou and Poucet 1998; Allen 2004). It has been
suggested that there are two components to this process. First,
the establishment of spatial relationships between landmarks in
the environment and, second, the updating of distance and direc-
tion from start to goal with reference to information external to
the navigator. By using and processing this type of environmental
information, it has been suggested that a “map” of the layout of
an environment can be developed (Tolman 1948).
One such widely known and examined “map”-like represen-
tation is the cognitivemap of O’Keefe andNadel (1978). Thismap
is developed from the spatial information gained from a previous-
ly encountered environment and has been defined as a stable
Euclidean representation of the distances and directions between
landmarks and locations. A critical feature of the “map”, which al-
lows for highly efficient and flexible navigation, is that the mov-
ing animal gains information from its surroundings that is also
beyond their direct field of perception, allowing for short cuts
and novel paths to be taken (Poucet 1993). O’Keefe and Nadel
(1978) proposed that for the map to be successfully generated,
the animal must first thoroughly explore its environment; the ac-
quired details of this exploration would then become integrated
in the map-like system, subsequently reducing the need for fur-
ther exploration once it is established. Cognitive mapping theory
also proposes that the hippocampus is the neural structure dedi-
cated to creating these map-like representations of space (Morris
et al. 1982). However, although cognitivemap theory has received
much attention, some of the findings reported to confirm these
ideas are somewhat imprecise and thus not easily understood
(Eichenbaum et al. 1999). Furthermore, there may be simpler ex-
planations to account for animal navigation without evoking the
notion of a cognitive map.
One example of this comes from associative learning theory,
which is a more recent alternative to the cognitive mappingmod-
el of spatial representation. It postulates that allocentric space
may be simply represented as an associative mechanism (Miller
and Shettleworth 2007), where one factor (be it object or action)
can be learned only through the association with a separate, pre-
occurring factor. So rather than building up an overall representa-
tion of the layout of an environment, which may be cognitively
taxing, the navigator need only associate individual items in the
environment as required. For example, in the Morris water maze
(MWM) (a popular task used to test spatial memory) successful
navigation can also be attributed to an associative mechanism,
whereby visual cue(s) can become associated with the availability
of an escape (Sanchez-Moreno et al. 1999; Hamilton et al. 2004).
Indeed, key elements of associative theory, including cue compe-
tition, blocking, and overshadowing, have all been reported for
place learning in this task (Rodrigo et al. 1997; Sanchez-Moreno
et al. 1999; Chamizo et al. 2006). Therefore when a number of
cues or landmarks are available, associative theory predicts that
during learning the animal will weight some cues as more impor-
tant than others. So rather than constructing a “map” that incor-
porates all of the environmental stimuli in an all-or-nonemanner
as described by O’Keefe and Nadel (1978), the animal weights the
importance of specific individual cues or landmarks with goal
finding. Derived from the traditional learning model of Rescorla
and Wagner (1972), a recent model of spatial learning developed
by Miller and Shettleworth (2007) extends the idea of cue compe-
tition to incorporate geometric cues. This model suggests that
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geometric cues (e.g., shape of environ-
ment) must also adhere to the same asso-
ciative rules. The authors also include a
probability rule for approaching or avoid-
ing locations. While there are many as-
pects of spatial learning that fit readily
into such a model, there are some ele-
ments not accounted for (see, for exam-
ple, McGregor et al. 2009). Further, this
model says nothing on the role of di-
rectional and distance information that
may be provided by cues, particularly
those cues that are located at a distance
from the goal.
The vector model (Collett et al.
1986), typically applied to insect naviga-
tion, may offer a more sophisticated al-
ternative, as it takes some of these issues
into account.While similar to a cognitive
map, the model has been interpreted as
involvingasimpler representation,devel-
oped through associative processes, rath-
er than an “all-or-none” manner (Collett
et al. 1986; Pearce et al. 2004; Esber et al.
2005; Leising and Blaisdell 2009). This
model suggests that animals can usemul-
tiple cues in the form of vectors (contain-
ingdirectional anddistance information)
to guide them to a goal (Collett et al.
1986). Specifically, the animal’s current
position may be defined with respect to
a landmark (a “seen” vector), and this is
compared to a “stored” or remembered
vector, which provides the position of
the goal with respect to the landmark.
The animal can then compute a direct
path (i.e., shortcut) by taking the differ-
ence between the two, which will enable
the navigator to plan an intended path trajectory to a goal (i.e., a
movement vector [Cheng 1986; Collett et al. 1986]). Behaviorally
thismodel is attractive but, similar to other associative learningac-
counts, it lacks a detailed neural mechanism.
By varying the locations of the cues relative to the platform
in a water maze task, it may be possible to examine how animals
use the cues during place learning and how they determine
whether the cues provide task-relevant information. The current
study attempts to do this. Figure 1A (inset) shows the location
of the hidden platform relative to the cues in the “Near” and
“Far” conditions. Therefore, if animals are required to establish
distance and directional information from the cues, this should
prove more challenging for the Far group, due to the greater dis-
tance and angular deviation between the cues and the platform.
Therefore, the Far group should be slower at finding the platform.
Furthermore, if we observe these animals making an initial move-
ment toward the cues, which is subsequently followed by a redi-
rection toward the platform, this behavior might be indicative
of animals using components of the vector model theory (an ob-
served vector, followed by a movement vector). We may also be
able to rule out specific elements of the cognitive map theory;
for example, if we find evidence of cues being used individually
or that the cues are still being used to establish a bearing late in ac-
quisition (when there should be no need for further exploration,
as themap should bewell established at this stage). This should be
particularly evident in the Far condition.
There has been some debate over the exact nature of hippo-
campal involvement in spatial tasks, with suggestions of a hip-
pocampal role in the monitoring of behavior while swimming
in themaze. This stems fromobservations of significant alteration
and sometimes extinction of exploratory behaviors following hip-
pocampal ablation (Leaton 1965; Morris et al. 1982; Whishaw
et al. 1994; D’Hooge and De Deyn 2001; Wallace et al. 2002).
Cognitivemapping theory accounts for this,maintaining that an-
imals would lose the ability to explore efficiently as they would
not be able to learnor retain information about the spatial features
around them, leaving exploration redundant (O’Keefe and Nadel
1978). Others, however, have proposed that the impairments
displayed by lesioned animals are not a purely spatial learning def-
icit, but rather result directly from the behavioral alterations that
occur following hippocampal damage (Eichenbaum et al. 1990;
Whishaw 1998; Day et al. 1999). Here we conduct an in-depth
behavioral analysis on the role played by the hippocampus in cue-
based navigation, and attempt to relate our findings to the above
discussion and to the various models of learning.
Results
Animals rely on distal cues to find the goal
irrespective of cue location
Animals were randomly divided into two groups and trained in
the water maze (four trials/day for 5 d) under either a Far (n ¼
14) condition or a Near (n ¼ 14) condition (Fig. 1A inset). Figure
1A demonstrates that both Near and Far groups readily acquired
the task following training. An overall significant effect for Day
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Figure 1. Animals rely on distal cues irrespective of cue location. (A) Decrease in mean escape latency
for both the Near and Far-trained groups. (B) Mean percentage time spent in each of the four quadrants
of the water maze during the 60-sec retention trial for the Near-control (CT) and Near cue-rotated
groups (CR). (C) Mean percentage time in each quadrant of the maze during the retention trial for
the Far control (CT) and Far cue-rotated groups (CR). Note, in all conditions animals were put in at
the northwest (NW) quadrant, accounting for the high percentage time spent in this quadrant.
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was found (F(4,108) ¼ 43.5, P, 0.001), with Bonferroni-corrected
t-tests showing the escape latencies on Days 4 and 5 were signifi-
cantly faster than on the other three days. In addition, an overall
significant Group (F(1,27) ¼ 14.285, P, 0.01) effect was found but
no Group × Day interaction effect (F(4,108) ¼ 2.126, P ¼ 0.082)
was noted. However, to demonstrate that, irrespective of cue dis-
tance and location, all animals relied on the distal cues to solve
the task,we retested both groups in a probe trial. Prior to the reten-
tion test, we divided those animals trained under the Near condi-
tion into two further groups: one group (n ¼ 7) was retested in the
exact same condition as during training (but with the platform re-
moved;Near CT); the second group (n ¼ 7)was retested (alsowith-
out the platform, but with the cues rotated 180˚; Near CR).
Likewise, we divided those animals trained under the Far condi-
tions into two similar groups: group 1 (n ¼ 7) was retested in the
exact same conditions as during training (but with the platform
removed; Far CT); the second group (n ¼ 7) was retested with
the cues rotated 180˚ (Far CR).
Figure 1, B and C, demonstrates that all groups retained a
strong cue–platform association. A repeated measures ANOVA re-
vealed anoverall significantQuadrant effect for theNearCT group
(F(3,18) ¼ 9.67, P ¼ 0.001) (Fig. 1B, black bars), with subsequent
Bonferroni-corrected pairwise comparisons revealing that ani-
mals in this group spent significantly more time searching in
the northeast (NE) quadrant (38.05+3.4%) than in the southeast
(SE) (18.76+1.74%) or southwest (SW) (15.24+2.82%) quad-
rants (P, 0.05). In contrast, the white bars in Figure 1B show
that the Near CR group followed the cues and searched in the
SWquadrant. A repeatedmeasures ANOVA confirmed this, reveal-
ing an overall significant effect for Quadrant (F(3,18) ¼ 18.56, P,
0.001), with animals searching significantlymore in the SWquad-
rant (40.33+2.93%) compared to the NE (10.29+1.07%) and
SE quadrants (17.14+1.97%; Bonferroni-corrected P, 0.05).
Further independent t-tests indicated that the Near CT group
spent significantly more time in the NE quadrant compared to
the Near CR group (t(12) ¼ 7.78, P, 0.001). In contrast, the Near
CR group spent more time in the SW quadrant compared to the
Near CT (t(12) ¼ 6.17, P, 0.001).
A similar pattern was observed with the two groups trained
with the cues located in the Far position. Figure 1C (gray bars)
shows that the Far CT group spent most of the time searching in
the NE quadrant. A repeated measures ANOVA showed an overall
effect for Quadrant (F(3,18) ¼ 9.41, P, 0.001), with subsequent
Bonferroni-corrected tests revealing that animals spent signifi-
cantly more time in the NE quadrant (35.04+5.9%) compared
to the SW (12.01+2.84%, P, 0.01) and SE quadrants (10.08+
2.96%, P, 0.05). In contrast, the white bars in Figure 1C show
that the Far CR group followed the cues and searched mainly in
the SW quadrant, with a repeated measures ANOVA revealing an
overall significant effect for Quadrant (F(3,18) ¼ 5.17, P, 0.01).
Further independent t-tests showed, as expected, that the Far CT
group spent significantlymore time in theNE quadrant compared
to the Far CR group (t(13) ¼ 2.84, P, 0.05).
Do animals use distal cues as a guide
and how is this achieved?
While animals retained an association between the distal cues
and the platform’s location, we wanted to investigate whether
the Near and Far groups differed in terms of their acquisition.
Thus, in a second experiment, we trained another set of animals
in the water maze for 5 d under either the Near or Far condition
(n ¼ 7/group). Both groups successfully acquired the task, but
we found that the Far group was significantly slower (25.49+
3.89 sec) in finding the platform compared to the Near group
(19.31+2.70 sec), as hypothesized. A 2 × 5 mixed factorial
ANOVA confirmed this, showing a significant main effect for
Day (F(4,48) ¼ 24.04, P, 0.001) and Group (F(1,12) ¼ 5.27, P,
0.05), but no Day × Group interaction effect (F(4,48) ¼ 0.66, P .
0.05). This finding, however, does not demonstrate how animals
use the cues and how distance and directional information is
established.
To show this, we then analyzed individual tracks from both
groups across the acquisition period. From this micro-analysis, a
number of cue-related behaviors were observed (Fig. 2; Materials
and Methods; Harvey et al. 2008). Initially, both groups swam at
the pool side in a thigmotaxic fashion that decreased with time.
A 2 × 5 mixed factorial ANOVA confirmed an overall effect for
Day (F(4,48) ¼ 10.97, P, 0.001), with Bonferroni-corrected t-tests
revealing an overall significant decrease in time spent in thigmo-
taxic behavior on Days 3, 4, and 5 compared to Day 1 (all P,
0.05). However, no Group (F(1,12) ¼ 2.4, P . 0.05) or Day ×
Group (F(4,48) ¼ 1.63, P, 0.05) interaction effect was found.
Animals showed two types of thigmotaxic behavior; one in which
they swam parallel to the pool wall (parallel thigmotaxis) and an-
other where animals swam facing the wall (vertical thigmotaxis).
Although there were no significant differences between the
groups in the mean time spent in these behaviors (F(1,12) ¼ 0.39,
P . 0.05 and F(1,12) ¼ 2.69, P . 0.05 for parallel and vertical thig-
motaxis, respectively), Figure 2A demonstrates that animals in
both groups show strong vertical thigmotaxis at their respective
cues (particularly on Days 1 and 2), suggesting that all animals
rapidly associated the cues with an escape. Therefore, it was not
simply a case of swimming toward the uncued area for the Far
group. We find that this pattern is not observed in Near or Far an-
imals that have been exposed to a pool inwhich therewas no plat-
form present (Supplemental Fig. 1). These findings suggest that
during the initial stage of learning animals have formed an asso-
ciation between the cues and an escape. The cues act as a beacon,
toward which they search.
However, as the platform was not located at the cues but at a
given direction and distance from them, we suggest that animals
must then use the cues as a guide. Due to the location of the cues
behind the platform, animals in the Near group (upon approach-
ing the platform) canmaintain at least one cue within their visual
field. This occurs when the animal swims in .64% of the arena.
Being able to visualize at least one cue should allow theNear group
to be guided more readily, culminating in quicker latencies. In
contrast, animals in the Far group, upon approaching a cue,would
then have to physically turn around to locate the platform, result-
ing in longer escape latencies. Figure 2, B–D, supports these ideas.
Figure 2B demonstrates that, although both Near and Far
groups spent an increasing amount of time along a direct path as
training progressed, the Near group spent more time (39.44+
4.1%) in a straight route compared to the Far group (30.63+
2.87%). A 2 × 5 mixed factorial ANOVA confirmed this, with an
overall effect for Day (F(4,48) ¼ 10.54, P, 0.001) and Group
(F(1,12) ¼ 12.14, P, 0.01). No Day × Group interaction effect was
found (F(4,48) ¼ 1.85, P . 0.05). We then examined the direction
toward which animals swam when performing direct movements
(Fig. 2C). The mean number of times each group spent directly
swimming in a certain direction or toward a defined region of
the pool was calculated. As this behavior was not performed as
readily as thigmotaxis, the pool was divided into two segments,
with one segment containing cues and the other containing no
cues. The cue-containing area for the Near group encompassed
the region from 60˚ to 240˚ and for the Far group encompassed
thearea from240˚ to60˚. Thenon-cuedarea for theNear groupen-
compassed the region from 240˚ to 60˚, and for the Far group in-
cluded the area from 60˚ to 240˚. Analysis revealed that the Near
group spent significantly more time heading toward the cued
area than toward the non-cued region of the maze (t(6)¼ 2.32,
Cue-dependent learning
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P, 0.01; t(6) ¼ 4.47, P, 0.01; t(6)¼ 5.62, P, 0.001; t(6) ¼ 11.6,
P, 0.001 for Days 2–5, respectively). In contrast, the Far group
did not appear to have any significantly preferred heading direc-
tion across training (Day 1, t(6) ¼ 1.46, P . 0.05; Day 2, t(6) ¼
1.19, P. 0.05; Day3, t(6)¼ 0.75, P . 0.05; Day4, t(6) ¼ 0.40, P .
0.05; Day 5, t(6) ¼ 0.77, P . 0.05). Figure 2C shows data for Day 5
only. This suggests that the Far group did not swim along a direct
trajectory and spent a similar amount of time heading toward
the cues as away from them, across training.
This idea is developed further when we analyzed the mean
number of turns away from the cues. Figure 2, D and E, shows
that the Far group made significantly more turns away from the
cues across all days compared to the
Near group. A 2 × 5 ANOVA confirmed
this by revealing no overall significant
effect for Day (F(4,48) ¼ 2.01, P . 0.05).
However, a main effect for Group was
found (F(1,12) ¼ 67.46, P, 0.001), where
the Far group made significantly more
turns away from the cues (10.8+1.33)
than the Near group (4.54+1.04 (Fig.
2D,E). Furthermore, this group showed
a significant heading, after the turn, to-
ward the platform (F(1,12)¼ 109.6, P,
0.01). This indicates that the Far group
approached the cues to get bearings
before turning in the correct direction,
suggesting that the cues are providing
directional information. With time, the
locations of turns get closer to the plat-
form (Fig. 2D) suggesting that animals
no longer need to swim directly toward
the cues and that distance information
has been established.
Using a dynamic model of spatial
navigation we recently developed (Fey
et al. 2011), some of these findings were
tested. Using the model (Fig. 3A) we
were able to separate out different learn-
ing strategies and compare the result-
ing escape latencies to our experimental
data. For example, Figure 3B demon-
strates that if animals select a random
cue (located in the Far position), swim to-
ward it, and continue to repeat this strat-
egyuntil the platform is found (FCA), the
resulting escape latencies are very high
(52 sec, similar to that observed behav-
iorally on Day 1). If animals approach a
cue (again, located in the Far position),
turn, and head in a random direction (F
CA-RND), this behavior reduces the es-
cape latencies to 39 sec. Similarly, if an-
imals approach a cue and turn in the
exact direction from where they came (F
CA-180), the escape latencies also remain
high (at35 sec).However, if animals ap-
proachacue (in theFarposition) andturn
in the direction of the platform, their es-
cape latencies drop to 20 sec (CA-DC).
Furthermore, when animals use this last
strategy but learn to limit their cue ap-
proach (as was observed in the behavior-
al data above, with turns getting closer
to the platform), their escape latencies
dropped to a figure similar to that we
have observed experimentally (DC, 13.9 sec in the model vs.
14.1+2.8 sec in the experimental data on Day 5). Figure 3Cmod-
els this strategy further and shows how escape latencies can
decrease by simply reducing the number of steps/distance taken
toward the cues.
A strategy of heading toward the cues, turning away, and
heading in the direction of the platform is one strategy adopted,
butwe also observed amore efficientmethodof cue guidance, par-
ticularly relevant for the Far group. This emerged from our analy-
sis of turns toward the cues. Although the mean number was
similar for both groups (12.17+0.67 (Near) and 10.17+0.67
(Far)), the location of where the turns occurred differed. Figure 4A
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Figure 2. Animals show cue-dependent learning. (A) Mean frequency (+SEM) spent in vertical thig-
motaxis behavior at each location (degrees) around the water maze for the Near (black) and Far (gray)
groups for each day. Location of cues for both conditions is also illustrated. Note the change in scales
on the graphs, reflecting that the time spent in thigmotaxis decreased with learning. (B) Mean percent-
age time spent along a straight path across the 5 d of training for the Near and Far groups with C high-
lighting the increase in direct heading toward the cued area (60˚–240˚) in theNear groupbut not the Far
group (240˚–60˚) on Day 5. (D) Distribution of Near and Far turns away from the cues throughout train-
ing,with E illustrating themeannumberof turns away fromthe cues for bothgroupson each trainingday.
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demonstrates the mean location of turns in the Near group re-
mained stable across time with turns toward cue 1 (blue), cue 2
(red), and cue 3 (green) being 41.17˚, 315.5˚, and 255.2˚, respec-
tively, on Day 5. Thus, the turns toward a specific cue tended to
be located opposite the cue itself, thereby increasingly the chance
of the animal finding the platform. In contrast, the Far group’s
mean location of turns changedwith time and became increasing-
ly clusterednorthof theplatformby thefinal trainingday (Fig. 4B).
The mean location of turns toward cue 1 (blue), cue 2 (red), and
cue 3 (green) on Day 5, for example, was
214.6˚, 132.6˚, and 337.1˚ relative to
the platform, respectively. Therefore, the
mean locationof turns changedgradually
from being at the cues on Day 1 to oppo-
site the cues by Day 5, thereby allowing
animals to approach the platform while
maintaining at least one cue within their
visual field (as for the Near group). Fur-
thermore, for both groups the location
of turns got closer to the platform over
time, although at a slower pace for the
Far group (Fig. 4C,D). A 5 × 3 repeated
measures ANOVA examining turn loca-
tion for theNear group revealedno signif-
icant main effect for Day (F(4,24) ¼ 1.07,
P . 0.05); however, a significantmain ef-
fect for Zonewas revealed (F(2,12) ¼ 20.33,
P, 0.001), where the overall mean num-
ber of turns in the Far zone was signifi-
cantly higher (M, 8.17+1.27) than in
the Middle (M, 5.2+1.21, P, 0.01) and
Near zones (M, 4.15+1.11, P, 0.01). A
significant interaction effect between
Day and Zone (F(8,48) ¼ 3.30, P, 0.01)
was also found. No difference between
the zones was noted (F(2,12) ¼ 0.24, P.
0.05) by Day 5 (Fig. 4C) suggesting that
all turns were conducted in a similar lo-
cation. Similar analyses were conducted
for the Far group. Overall, no main effect
for Day was noted (F(4,24) ¼ 2.54, P.
0.05). A main effect for Zone was found
(F(2,12) ¼ 66.31, P, 0.001) with subse-
quent Bonferroni-corrected t-tests illus-
trating the highest mean number of
turns were in the Far zone. In addition,
an interaction effect between Zone and
Day was also noted (F(8,48) ¼ 18.95, P,
0.05). A significant difference was noted
between the zones on Day 5 (F(2,12) ¼
9.16, P, 0.01), with differences between
the Near and Far (P, 0.01) and Middle
and Far zones (P, 0.01).
Overall, these results suggest that
animals need to visualize the cues and
use individual cues to guide them to the
goal. These findings suggest a visually
dependent guidance mechanism that
speaks more to an associative account of
spatial learning (Chamizo and Rodrigo
2004; Chamizo et al. 2006) than to a cog-
nitivemapper se.Animals need to visual-
ize the cues to evokeaparticulardirection
and distance.
Separating the contribution of directional and distance
knowledge to the learning process
While itmay be considered that successful navigation depends on
the contribution of both distance and directional information,
this contribution may not be equal. Using our model, we were
able to separate the contribution of directional and distance in-
formation by either reducing the directional uncertainty (s_di-
rection) or the distance uncertainty (s_steps) following a cue
Figure 3. (A) Schematic overview of the model describing the rat’s swimming dynamics in the Morris
Water maze. x, y is the rat’s location, a is the rat’s actual heading, adesired the rats desired heading, e the
heading error, eˆ the rat’s estimate of the heading error, and h and Drt the Gaussian and Rayleigh distrib-
uted random variables, respectively. The variable z arises from the z-Transform of the system, and can be
understood as a time shift operator, i.e., z2ix(t) ¼ x(t2 i Dt). Themodel parameters F, K, A1, and A2, and
the distributions of h andDrt have been identified earlier (see Fey et al. 2011 for further details). (B) Using
the dynamic model to analyze the effectiveness of different strategies. Distribution of mean (number)
and median (line) escape latencies and % unsuccessful trials in various groups: (N RND) random swim-
mingmovements, (CA) approach a cue in Near (N) or Far position (F), (F CA-RND) approach a cue in Far
position and turn away into a randomdirection, (F CA-180) approach a cue in Far position and turn away
at 180˚, (CA-DC) approach cues in Far position and turn awaywith directional error, (DC) approach cues
in Far position on first trial only and turn away from cues with directional error. See Methods for details
on all groups. (C) Modeling the effect of decreasing the number of steps that an animal swims toward
the cues ncue (for 30˚ directional uncertainty and zero distance uncertainty) on escape latency.
Therefore, as an animal learns the location of the platform relative to the cues, it does not need to
keep approaching the cues, rather it can start moving directly toward the platform location. The
figure shows this idea. Animals alternate between swimming toward the cues (in order to orientate—
this parameter changes from 25 steps to 0 steps) and swimming into the direction of the platform (in
order to escape—this parameter remains constant). Note, a step of 25 indicates an animal swimming
toward the cue, and 0 indicates a minimum movement toward the cues.
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turn and comparing the resulting escape latencies. Figure 5A dem-
onstrates the distributions of escape latencies and percentage of
unsuccessful trials in response to decreasing distance uncertainty
(while keeping the directional uncertainty constant at 30˚ [i.e.,
animals essentially know the direction to the platform]). Figure
5B shows the distributions of escape latencies in response to de-
creasing the directional uncertainty s_direction while keeping
the distance uncertainty constant (zero distance uncertainty).
Note that in all simulations rats approach cues during the first
swimming episode only (ncue ¼ 0). In this model, loss of direction
seemed to affect escape latencies more than loss of distance. This
can be seen more clearly in Figure 5C which shows the distribu-
tion of escape latencies resulting from different combinations of
both directional and distance uncertainties using 2500 simulated
trials (see table). The surface of Figure 5C represents a smoothfit to
these data with the solid lines (isoclines) marking equal escape la-
tencies and the dashed lines representing two possible learning
curves that depend on the extent of distance or directional infor-
mation acquired.
Does cue location affect hippocampal functioning?
Following our behavioral analysis, we thenwanted to examine the
role of the hippocampus in cue-dependent learning. As our results
suggested that animals in both Near and Far groups use a similar
learning mechanism (albeit at a slower rate for the Far group),
we would expect that hippocampal lesions would have similar ef-
fects on both groups. To examine thiswe trained two groups of an-
imals (Sham and Dorsal Hippocampal lesion [DH]; n ¼ 8/group)
in the MWMwith cues located in the Near position and a further
two groups (Sham and DH; n ¼ 7/group) to find the platform us-
ing cues located in the Far position. We demonstrate that both
DH groups were significantly impaired at finding the hidden plat-
form compared to their respective sham controls (F(1,14) ¼ 12.59,
P, 0.01 [Fig. 6A] and F(1,13) ¼ 17.92, P ¼ 0.001 for Near and Far
groups, respectively; Morris et al. 1990; de Bruin et al. 2001).
When we compared the two lesioned groups directly, we found
that the Near DH group had an overall mean escape latency of
38.61+5.75 sec and the Far DH group had a mean of 46.29+
3.81 sec. A 2 × 5 mixed factorial ANOVA revealed an overall ef-
fect for Day (F(4,52) ¼ 4.91, P, 0.01), with Bonferroni-corrected
pairwise comparisons revealing significantly shorter escape la-
tencies on Day 5 compared to Day 1 (P, 0.05), suggesting that
as training progressed some improvement in task performance
occurred. However, there was no significant difference seen be-
tween the two lesioned groups (F(1,13) ¼ 2.03, P . 0.05). Further,
no Group × Day interaction effect was observed (F(4,52) ¼ 0.99,
P . 0.05). There was also no significant difference between the
groups in the retention probe task (t(13) ¼ 1.77, P . 0.05). These
results suggest that both lesioned groups, having similar levels
of hippocampal damage (Supplemental Fig. 2) and irrespective
of cue location, performed at a similar level.
How does the hippocampus contribute
to cue-dependent learning?
We demonstrate that both hippocampal groups have common
impairments, indicating an inability to quickly inhibit maladap-
tive behaviors and cue-guidance difficulties. Initially, lesioned
animals displayed a greater amount of thigmotaxis and failed
180°
Day 1
0°
Day 2
0°
Day 3
180°
Day 4A
B
C D
Day 5
Near
Far
**
Near
0
5
10
15
20
1 2 3 4 5
M
ea
n
n
o
o
ft
u
rn
s
(+
/-
S.
E.
M
.)
Near
Middle
Far
Far
**
**
0
5
10
15
20
1 2 3 4 5
Day
M
ea
n
n
o
o
ft
u
rn
s
(+
/-
S.
E.
M
.)
Near
Middle
Far
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to reduce this as rapidly as shams. While both lesioned and non-
lesioned animals displayed vertical thigmotaxis at the cues,
suggesting that lesioned animals still recognize that cues have a
value, lesioned animals maintained this behavior for longer
(F(1,13) ¼ 14.93, P, 0.01). Supplemental Figure 3 shows, for the
most part, vertical thigmotaxis for both Near and Far lesioned
groups occurred at the cues.
As animals learned the task (especially for theNear group),we
observed that they stayed on straighter trajectories for longer,
heading toward the cues before readjusting their position, with
turns getting progressively closer to the platform with time (Figs.
2B,C and 4C, respectively). Animals with hippocampal lesions,
however, have major navigational problems. First, hippocampal
animals are unable to maintain a direct path. Figure 6B shows
that the mean percentage time spent by sham animals in direct
behavior increased with continued training (F(4,28) ¼ 5.39, P,
0.01), but this was not replicated in the lesioned group (F(4,28) ¼
1.82, P . 0.05). A 2 × 5 mixed factorial ANOVA confirmed these
findings, demonstrating no overall effect for Day (F(4,56) ¼ 1.78,
P. 0.05) but a significant Group effect was found (F(1,14)¼ 1.82,
P, 0.05), with sham animals (22.86+3.09%) spending signifi-
cantly more time in direct behavior than the hippocampal le-
sioned animals (16.17+1.62%). An interaction effect between
Day and Group (F(4,56) ¼ 5.8, P, 0.001) was also noted with fur-
ther independent t-tests revealing differences between the groups
on Day 3 (t(14)¼ 3.20, P, 0.01) and Day 5 of training (t(14)¼ 3.17,
P ¼ 0.01).
Second, as a result of not staying on a direct trajectory, we ob-
served that lesioned animals turned away from the cues signifi-
cantly more (F(1,14) ¼ 10.05, P, 0.01) (Fig. 6C) and headed back
toward the uncued section when compared to shams. Figure 6D,
for example, shows that the sham group headed significantly to-
ward the cued region compared to the uncued region on Day 5
(t(7) ¼ 7.17, P, 0.001), whereas the DH group did not (t(7) ¼
1.12, P . 0.05).
Third, the majority of turns for the lesioned animals were lo-
cated at the pool periphery (Fig. 6F) rather thanmoving gradually
closer to the platform as was observed for the sham animals (Fig.
6E). A 3 × 5 repeated measures ANOVAwas initially conducted to
assess the mean number of turns made in each zone, throughout
Figure 5. (A) Distributions of escape latencies in response to decreasing distance uncertainty (for 30˚ directional uncertainty rats approach cues in the
first swimming episode only, ncue¼ 0). (B) Distributions of escape latencies in response to decreasing directional uncertainty sdirection (for zero distance
uncertainty rats approach cues during the first swimming episode only, ncue ¼ 0). (C) Escape latencies resulting from different combinations of directional
and distance uncertainties. (Black dots) The mean escape latencies of 2500 simulated trials (see table); the surface of Figure 5C represents a smooth fit to
these data. (Solid lines) Equal escape latencies (isoclines), (dashed lines) two possible learning curves.
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training, for sham animals (Fig. 6E). No overall effect for Day was
found (F(4,28) ¼ 2.92, P . 0.05). However, a main effect for Zone
was revealed (F(2,14) ¼ 50.19, P, 0.001), with subsequent Bonfer-
roni corrections illustrating the highest mean number of turns oc-
curred in the Far zone (9.07+1.24), which was significantly
higher than in both the Near (3.33+0.54, P, 0.001) and Middle
zones (5.57+0.96, P, 0.01), overall. Therewas also aDay× Zone
interaction effect (F(8,56) ¼ 5.01, P, 0.001). When studied in
more detail, using daily one-way repeated measures ANOVAs, a
significant difference between the zones
on Day 1 (F(2,14) ¼ 24.31, P, 0.001),
Day 2 (F(2,14) ¼ 9.87, P, 0.01), Day 3
(F(2,14) ¼ 23.83, P, 0.001), and Day 4
(F(2,14) ¼ 6.57, P, 0.05) was revealed.
Importantly, no difference was noted be-
tween the zones by Day 5 (F(2,14) ¼ 1.28,
P . 0.05), suggesting that sham animals
were getting closer to the platform.
A 3 × 5 repeated measures ANOVA
was also conducted for the lesioned
animals (Fig. 6F), and this also revealed
no overall effect for Day (F(4,28) ¼ 2.37,
P . 0.05). However, a main effect for
Zone (F(2,14) ¼ 29.04, P, 0.001) and a
Day× Zone interaction effect was found
(F(8,56)¼ 3.26,P, 0.01). SubsequentBon-
ferroni-corrected t-tests revealed that the
highest mean number of turns was in
the Far zone (12.90+1.91), which was
significantly higher than in both the
Near (2.71+0.67, P, 0.001) and Mid-
dle zones (6.92+1.62, P, 0.05), overall.
Further comparisons using a one-way re-
peated measures ANOVA revealed differ-
ences between zones on Day 1 (F(2,14) ¼
26.86, P, 0.001), Day 2 (F(2,14) ¼ 42.35,
P, 0.001), Day 3 (F(2,14) ¼ 8.26, P,
0.01), Day 4 (F(2,14) ¼ 11.31, P, 0.001),
and Day 5 (F(2,14) ¼ 8.77, P, 0.01), sug-
gesting that the DH group did not turn
closer to the platform, despite continued
training in the maze. We note that these
findings were irrespective of cue location
(Supplemental Fig. 4).
Discussion
Overall our results suggest that animals
use distal cues in a visual-dependent
guidance manner. This is a gradual
process, whereby animals initially swim
at the cues, but with training animals
make very precise cue-dependent turns
closer to the platform, while attempting
to keep the cues within their visual field.
Note that despite the wide visual field
that rats can see (de Araujo et al. 2001),
due to their poor acuity (Prusky et al.
2002) and poor depth perception (Heff-
ner and Heffner 1992), animals may still
need the cues to fall on the central visual
field. If it is not possible to keep the cues
directly within the visual field (as with
the Far group), animals can turn (using
the cue) and head in the correct direc-
tion, and then maintain this direction
for a certain distance, possibly by path integration (Collett and
Graham 2004). The use of path integration is, however, limited
by the reduction in the animals’ need to approach the cues (i.e.,
turns away from cues getting closer to the platform) and their in-
creased use of cues as a guide (turning in locations where cues fall
on their visual field). This strategy, combined with increased dis-
tance and directional accuracy (both of whichmay not contribute
equally), allows an animal to rapidly learn the task. The idea of cue
visualization to evoke directional and distance information is
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similar to that suggested by the vector model (Collett et al. 1986).
Although rarely applied to mammalian navigation, this model
suggests that animals can use multiple cues in the form of vectors
to guide them to a goal. A vector, in this instance, incorporates
both distance and direction information of the landmark’s loca-
tion to a goal, and will enable shortcuts to be made once a vector
is established. The idea of multiple heading vectors rather than a
single map provides a more comprehensive account of learning
in theMWM, as it takes into consideration the fact that navigating
animals are likely going to use some landmarks on certain trials
and others on other trials (Pearce et al. 2004), as well as allowing
some cues to become more dominant than others (cue competi-
tion; Sanchez-Moreno et al. 1999).
While the hippocampus has been the center of cognitive
mapping theory, our behavioral findings do not fit with the pro-
posal that when the hippocampus is destroyed, all exploratory
behaviors should disappear (O’Keefe and Nadel 1978; Morris
1984). We have observed in the lesioned animals that the cues
still hold a value (thigmotaxis at the cues) and that they may pro-
vide some cue directional information (turns toward the cues at
the periphery were at similar locations to those of the shams).
But these animals are clearly impaired—what is the nature of
this impairment? Our data indicate that the hippocampus is in-
volved in reducing thigmotaxic behavior, as well as using the
cues as a visual guiding mechanism, i.e., as a guide toward the
platform and not the cues, thereby requiring precise directional
and distance information. Thus, the debate surrounding the
function of the hippocampus, implicating it in the monitoring
of navigation behavior, fits with our suggestion of the use of a
heading vector in the MWM. Specifically, as vectors are used to
calculate distance and direction to a goal from landmarks, the
understanding that the cues hold value, the inability to maintain
a path, alongside the difficulty to use the cues effectively in ap-
propriate locations, seen in our lesioned animals, supports this
idea.
The recording of place cells in the hippocampus originally
has been taken as evidence for the hippocampus as the center of
a cognitive map (O’Keefe and Dostrovsky 1971; Muller and
Kubie 1987), but it has, recently, been noted that place cells
may not fully account for, or represent, an entire environment.
Instead, they have been shown to fire and encode previous or, im-
portantly, anticipated locations (Bower et al. 2005; Ainge et al.
2007). This may highlight the need for the hippocampus in the
planning of future situations, which also corresponds with the
idea of Collett et al. (1986) that animals, when navigating, plan
their path trajectory from a start point by using heading vectors.
The current data are also in accordance with the idea that the an-
imal can learn to associate its current positionwith its next choice
of goal-directed behavior. For example, once an intact animal per-
ceives the cues in a particular part of the environment, where they
know their relation to the platform’s position, the goal can be
found; a strategy that the lesioned animals are clearly unable to ef-
fectively use. An extended vector model proposed by Kubie and
Fenton (2009), that emphasizes the use of head-direction cells as
a guide during route execution rather than place cells, may also
be consistent with our findings. The authors’ suggestions that op-
timal routes are straight line paths, that a naive animal moves
along walls between prominent landmarks, and that animals do
not need to constantly track their current location but only re-
quire directional and distance information at key locations, are
also consistent with our behavioral and computational findings.
Overall, our findings contribute to the current theoretical debate
on spatial learning, and may go toward the development of a
model of hippocampal-dependent navigation that is based on a
cue guidance mechanism consistent with the heading vector
model.
Materials and Methods
Subjects
Seventy-two male Wistar rats (250–350 g, Harlan UK), aged 3
months old, were used as subjects in all experiments. Animals
were housed three per cage in a temperature-controlled environ-
ment (21+1˚C), which was maintained on a fixed 12:12-h
light–dark cycle (07.00–19.00 h). The rats had no prior exposure
to the maze and were experimentally naive. Guidelines for the
maintenance and experimentation of animals conformed to the
Department of Health and Children (Ireland) guidelines and
European directive 86/609/EC.
Apparatus
The Morris water maze was used in all behavioral experiments. It
was a uniformly black, circular fiberglass pool (170 cm in diame-
ter, 36 cm deep). The maze was filled with water to a depth of
21 cm and kept at a temperature of 20+1˚C. A removable black
concrete platform (11 cm diameter, 19 cm height) located in the
northeast quadrant of the pool, for all conditions, was used by
animals to escape thewater. The platformwas submerged 2 cmbe-
low thewater surface, rendering it invisible to the rats when swim-
ming. The pool was surrounded by a black curtain which was
located 50 cm from the pool wall. This provided a uniform back-
ground around the entire pool. Three distal cues were located at
fixed positions around the maze. The distal cues included two
25-W light bulbs suspended from the ceiling. Both lights were lo-
cated on the inside of the surrounding curtain at a distance of 75
cm from the pool at an angle of 60˚. A rectangular sheet of white
paper (55 cm × 81 cm) was also attached to the curtain for use as
a cue. The position of the distal cues, as well as of the hidden
platform, remained fixed throughout acquisition of the task.
Two cue positions were used throughout training. The Near train-
ing condition had three distal cues located around the pool, in-
cluding a light cue positioned in the northwest (NW) quadrant
and the northeast (NE) quadrant and a white sheet of card at
the east (E) of the pool. The nearest cue (NE light cue) was posi-
tioned 120 cm from the platform. The Far training condition in-
volved the distal cues being placed in a location farther away
from the hidden platform. In this condition a light cue was posi-
tioned in the southwest (SW) quadrant and the southeast (SE)
quadrant, and a white sheet of card was located to the west (W)
of the pool. The furthest cue (SW light cue) in this condition
was positioned 220 cm from the hidden platform. EthoVision
(Noldus Information Technologies) digital tracking system re-
corded escape latencies, distance traveled, and swimming velocity
of each animal on all trials.
Training and retention procedure
Animals were trained for five consecutive days (four trials/day).
Each acquisition trial consisted of the animal being placed into
the water maze for 60 sec, at one of four pseudo-random points
around the pool (N, S, E, andW). If, after the maximum allocated
time, the animal had not found the escape platform it was guided
to its position by the experimenter. The rat was allowed to remain
on the platform for 15 sec followed by an inter-trial interval of 10
sec, when they were placed in an open topped container outside
the pool’s vicinity. The three distal cues, for both groups, were vis-
ible throughout all of the acquisition trials and platform intervals.
Throughout training gross measures of performance were record-
ed, such as escape latency and distance moved. In addition, the
swimming behaviors of the animals were also recorded for later
analysis. This was achieved using a second camera (Sanyo high-
resolution b/wCCD camera 1–1.3mm, 5–50mm) placed directly
above the pool in the laboratory ceiling. If retention was assessed,
a retention trial was carried out 7-d post-acquisition duringwhich
the platform was removed from the pool and all animals were
placed in the maze from the NW quadrant and allowed to swim
for 60 sec. Measures of retention included mean percentage
time (of the 60 sec) spent swimming by groups in each of the
four quadrants of the pool. While a 24-h retention test has been
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used by many research groups, we have traditionally found, over
years of testing, the use a 7-d probe test to be a more robust mea-
sure of retention (e.g., Commins et al. 2003;McGauran et al. 2004;
McGauran et al. 2005; Harvey et al. 2008).
Behavioral analysis
Measurement of searching strategies used during in-trial locomotion
The swimming behaviors of all rats were also examined for each
training trial. EthoVision provided x, y coordinates (0.2 sec incre-
ments apart) for the animal’s position throughout each trial. From
visual inspection of recorded video files and detailed analysis, a
number of distinct behaviors emerged. These observed behaviors
were analyzed for every training trial, under a number of catego-
ries including: percentage time spent (of total time in the pool)
of each behavior, and the frequencyof each behavior at individual
locations in the maze (i.e., 0˚–360˚). Examples of such behaviors
included thigmotaxis, direct movement, and turns toward and
away from the cues (see Harvey et al. 2008 for more details).
Thigmotaxis was characterized by the animal moving almost ex-
clusively at the periphery of the maze. Within this category two
subclasses were evident: parallel thigmotaxis and vertical thigmo-
taxis. Parallel thigmotaxis referred to animal movements along-
side the maze wall, with the animal remaining within 10 cm of
the pool’s edge. Vertical thigmotaxis was characterized by animal
movements facing the pool wall; the animal makes direct contact
with the wall of the arena while continuing to move around the
periphery of the maze. Direct behavior was characterized by ani-
mal movements in a straight, definite direction over a minimum
period of 1 sec. A turn was considered a whole body turn and not
just that of the animal’s head. For this, the animal moved in one
direction followed by an obvious change in orientation (.50˚)
and movement in a second direction. Therefore, turning is the
incident of observable angular change between two periods of
movement in different directions. Turns were divided into a num-
ber of categories; turns toward the cues and turns away from the
cues. Turns toward the cues included an animalmoving in one di-
rection and turning (change in direction .50˚) and heading in a
different direction toward a distal cue (range +30˚ either side of
the cue). A turn away typically involved an animal performing a
whole body turn and change in direction (.50˚) that is not to-
ward a distal cue; rather, the animals perform turns in a direction
away from the distal cues. In order to fully examine turning
behavior, each external distal cue was color-coded (blue, red, or
green) in the results for ease of analysis.
Zones of the pool
To examine the location of turns made in the maze, the pool was
divided into three zones of equal area. For each turn point, a line
was drawn between the center of the platform, the turn position,
and the pool edge using Adobe Photoshop 5.0. This programmea-
sured the length of each line and then normalized the location
of the turn on each respective line, giving a percentage position
on that line of where each turn point lay (i.e., pool wall was at
100% and platform edge was at 0%). This accounted for unequal
distances from the platform to the side of the pool. Three zones
were used in order to categorize the location of turn positions
in the pool; turns within 0%–33% were in the “near” zone.
Turns within 34%–66% were in the “middle” zone. Turns within
67%–100% were in the “far” zones. The mean number and loca-
tion of turns for each animal was then assessed (adapted from
Harvey et al. 2008).
Surgery
Rats were anesthetized with isoflurane gas (1.8%–3.0% isoflurane
delivered in O2 at 1 L/min). The animal’s head was then placed in
a Kopf stereotaxic frame and the incisor bar was adjusted so that
bregma was level with lambda. For dorsal hippocampal lesioned
animals, a small burr hole was made (with a small handheld drill)
in the skull at eachmarked coordinate. N-Methyl-D-aspartate dis-
solved in 0.1 M sterile PBS, pH 7.4 (10 mg/mL NMDA [Sigma-
Aldrich]) was injected bilaterally along the longitudinal axis of
the hippocampus (following Paxinos and Watson 2005; Bardgett
et al. 2006). Solutions were infused with a 5-mL Hamilton syringe
over 30–60 sec. The needle was left in place for 1 min after each
infusion. Buprenorphine (0.3mg/kg, s.c. [Temgesic]) was given as
an analgesic, prior to the cessation of anesthesia. Sham-operated
rats were anesthetized in the same manner as above, had their
skin andmuscles cut, and had two small holes burred in the skull.
They were then sutured and administered buprenorphine (0.3
mg/kg, s.c. [Temgesic]); they received no damage to the cortex.
Following surgery, animals were placed in an individual recovery
cage until they regained mobility. Animals were housed in indi-
vidual cages for the duration of the experiment. All animals
were allowed to recover for 7 d before behavioral testing.
Histological analysis
At the completion of behavioral testing, animals were adminis-
tered a lethal overdose of sodium pentobarbital (Euthatal, 100
mg/kg i.p.). The brains were then removed and stored in 4% para-
formaldehyde dissolved in 0.1M phosphate buffer (PFA) and later
transferred to a 30% sucrose solution and stored at 4˚C. Coronal
40-mm thick sections were then cut on a freezing microtome
(Leica SM2010R, Leica Microsystems). Every fourth section was
mounted on gelatin-coated slides and stained with cresyl violet
(Sigma-Aldrich). Images of the stained slices were taken and
then transferred to a PC where they were analyzed using a specif-
ically designed Matlab R2008a program. Six sections rostrocau-
dally, which included two rostral sections at bregma –2.16, two
mid sections at bregma –3.12, and two caudal sections at bregma
–4.08,were examined for each animal. The area of damaged dorsal
hippocampal tissue was measured and expressed as a percentage
of the total dorsal hippocampal area taken from the six selected
sections. The size of the lesion to each of the subregions within
the dorsal hippocampus was also assessed. The size of the area of
the intact regions (DG, CA1, and CA3) was calculated at each level
for each animal in the sham groups and the area of damage was,
similarly, calculated at each level for each animal in both of the
DH groups. The extent of subregional damage in each of the DH
animals was then presented as a percentage of the intact area for
each of the animals in the shamgroup. Lesionswere reconstructed
using Paxinos and Watson (2005).
Computational modeling
The effectiveness of different learning strategies was examined us-
ing a dynamicmodel of swimming behavior that we developed re-
cently (Fey et al. 2011). From this, the mean escape latencies and
percentage of unsuccessful trials of seven groups were tested. We
had a random swim (RND) group and two approach (CA) groups,
which consisted of one group swimming randomly to cues locat-
ed in the Near position (N-CA) and another group swimming ran-
domly to cues located in the Far position (F-CA). For a fourth
group, simulated animals approached a random cue (located in
a Far position) and then turned away from the cue into a random
direction (F CA-RND). Here we allowed adesired to be the direction
to the cue plus a normally distributed random number with a
mean of 120˚ and standard deviation of 180˚. For a fifth group,
simulated animals approached a random cue (again, located in a
Far position) and then turned away at exactly 180˚ (F CA-180).
Here we allowed adesired to be the direction to the cue + 180˚.
For a sixth group (CA-DC), simulated animals approached a ran-
dom cue (in the Far position) and turned awaywith directional er-
ror using steps (1)–(4) as a strategy (below) for each trial. The final
group (direct control [DC]) approached cues in a Far position and
turned away from them with directional error but omitting step
(1) for iteration two and subsequent ones.
(1) Swim toward a random cue for a certain amount of steps
ncue. Let ncue ¼ 6 for trial 1 (the number of approach steps
can be varied; see Fig. 3C).
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(2) Turn away into direction of the platform + directional er-
ror, i.e., the heading is described by adesired ¼ acorrect +
1direction where 1direction is a normally distributed random
number with mean m ¼ 0 and standard deviation sdirection.
The standard deviation sdirection can be interpreted as the
directional uncertainty of the learning process (which
can also be manipulated; see Fig. 5B).
(3) Swim the distance to the platform + distance error, i.e., the
number of steps (into direction adesired as determined in
[2]) is described by n ¼ ncorrect + 1steps, where 1steps is the
nearest integer of a normal distributed random number
with zeromean and standard deviation ssteps. The standard
deviation ssteps can be interpreted as the distance uncer-
tainty of the learning process (see Fig. 5A).
(4) Two possible strategies: start again with (1) (CA-DC strat-
egy) or start again with (2) (DC strategy).
Statistics
All linear statistical analysis was carried out using SPSS (version
17). Circular statistical analysis was carried out using Oriana
(Version 2.0, Kovach Computing Services). Statistics used includ-
ed analysis of variance with appropriate Bonferroni pairwise com-
parisons and independent, dependent, and one-sample t-tests,
where appropriate. Rayleigh Uniformity tests (P, 0.05) and
Watson–William F-tests were also employed to assess circular
data. The symbol+was employed throughout to indicate stan-
dard mean error. Error bars, where present, show standard error
of the mean (SEM). A star-based system for significance represent-
ing P-values of (∗) ,0.05, (∗∗) ,0.01, (∗∗∗) ,0.001, respectively,
was used throughout.
Acknowledgments
We thank J.P. Lowry, F. Bolger, and J. Kealy for technical assis-
tance, and A. Coogan and R. Roche for advice and comments.
Also, we thank C. Hasting, A. Stiobhairt, and S. Tomas for help
in collecting some of the initial data. The research was supported
by the Department of Psychology, NUIM, and the John and Pat
Hume scholarship awarded to M.D.
References
Aggleton JP, Vann S, Oswald C, Good M. 2000. Identifying cortical inputs
to the rat hippocampus that subserve allocentric spatial processes: A
simple problem with a complex answer. Hippocampus 10: 466–474.
Ainge JA, Tamosiunaite M, Woergoetter F, Dudchenko PA. 2007.
Hippocampal CA1 place cells encode intended destination on
a maze with multiple choice points. J Neurosci 27: 9769–9779.
Allen GA. 2004. Human spatial memory. Lawrence Erlbaum Associates,
Inc., NJ.
Bardgett ME, Baum KT, O’Connell SM, Lee NM, Hon JC. 2006. Effects
of risperidone on locomotor activity and spatial memory in rats
with hippocampal damage. Neuropharmacology 51: 1156–1162.
Begega A, Cienfuegoes S, Rubio S, Santin JL, Miranda R, Arias JL. 2001.
Effect of ageing on allocentric and egocentric spatial strategies in the
Wistar rats. Behav Processes 53: 75–85.
Benhamou S, Poucet B. 1998. Landmark use by navigating rats (Rattus
norvegicus): Contrasting geometric and featural information. J Comp
Psychol 112: 317–322.
Bower MR, Euston DR, McNaughton BL. 2005. Sequential-context-
dependent hippocampal activity is not necessary to learn sequences
with repeated elements. J Neurosci 25: 1313–1323.
Brown M. 1992. Does a cognitive map guide choices in the radial-arm
maze? J Exp Psychol Anim Behav Process 18: 56–66.
Bures J, Fenton A, Kaminsky Y, Wesierska M, Zahalka A. 1998. Rodent
navigation after dissociation of the allocentric and idiothetic
representations of space. Neuropharmacology 37: 689–699.
Chamizo V, Rodrigo T. 2004. Effect of absolute spatial proximity between a
landmark and a goal. Learn Motiv 35: 102–114.
Chamizo V, Manteiga R, Rodrigo T, Mackintosh N. 2006. Competition
between landmarks in spatial learning: The role of proximity to the
goal. Behav Process 71: 59–65.
Cheng K. 1986. A purely geometric module in the rat’s spatial
representation. Cognition 23: 149–178.
Collett TS, Graham P. 2004. Animal navigation: Path integration, visual
landmarks and cognitive maps. Curr Biol 14: R475–R477.
Collett TS, Cartwright BA, Smith BA. 1986. Landmark learning
and visuo-spatial memories in gerbils. J Comp Physiol A 158:
835–851.
Commins S, Cunningham L, Harvey D, Walsh D. 2003. Massed but
not spaced training impairs spatial memory. Behav Brain Res 139:
215–223.
Day LB, Weisand M, Sutherland RJ, Schallert T. 1999. The hippocampus is
not necessary for a place response but may be necessary for pliancy.
Behav Neurosci 113: 914–924.
de Araujo IE, Rolls ET, Stringer SM. 2001. A viewmodel which accounts for
the spatial fields of hippocampal primate spatial view cells and rat place
cells. Hippocampus 11: 699–706.
de Bruin J, Moita M, de Brabander H, Joosten R. 2001. Place and response
learning of rats in a Morris water maze: Differential effects of fimbria
fornix and medial prefrontal cortex lesions. Neurobiol Learn Mem 75:
164–178.
D’Hooge R, De Deyn P. 2001. Applications of the Morris water maze in the
study of learning and memory. Brain Res Brain Res Rev 36: 60–90.
Eichenbaum H, Stewart C, Morris R. 1990. Hippocampal representation in
place learning. J Neurosci 10: 3531–3542.
Eichenbaum H, Dudchenko P, Wood E, Shapiro M, Tanila H. 1999. The
hippocampus, memory, and place cells: Is it spatial memory or a
memory space? Neuron 23: 209–226.
Esber GR, McGregor A, Good MA, Hayward A, Pearce JM. 2005. Transfer of
spatial behaviour controlled by a landmark array with a distinctive
shape. Q J Exp Psychol B 58: 69–91.
Fey D, Commins S, Bullinger E. 2011. Feedback control strategies for spatial
navigation revealed by dynamic modelling of learning in the Morris
water maze. J Comput Neurosci 30: 447–454.
Hamilton D, Rosenfelt C, Whishaw I. 2004. Sequential control of
navigation by locale and taxon cues in the Morris water task. Behav
Brain Res 154: 385.
Harvey D, McGauran A-MT, Murphy J, Burns L, McMonagle E, Commins S.
2008. Emergence of an egocentric cue guiding and allocentric inferring
strategy that mirrors hippocampal brain-derived neurotrophic factor
(BDNF) expression in the Morris water maze. Neurobiol Learn Mem 89:
462–479.
Heffner RS, Heffner HE. 1992. Visual factors in sound localization in
mammals. J Comp Neurol 317: 219–232.
Kubie J, Fenton A. 2009. Heading-vector navigation based on
head-direction cells and path integration. Hippocampus 19: 456–479.
Leaton RN. 1965. Exploratory behavior in rats with hippocampal lesions.
J Comp Physiol Psychol 59: 325–330.
Leising KJ, Blaisdell AP. 2009. Associative basis of landmark learning and
integration in vertebrates. Comp Cogn Behav Rev 4: 80–102.
Maurer R, Derivaz V. 2000. Rats in a transparent Morris water maze use
elemental and configural geometry of landmarks as well as distance to
the pool wall. Spat Cogn Comput 2: 135–156.
McGauran A, Harvey D, Cunningham L, Craig S, Commins S. 2004.
Retention of cue-based associations in the water maze is
time-dependent and sensitive to disruption by rotating the starting
position. Behav Brain Res 151: 255–266.
McGauran AM, O’Mara SM, Commins S. 2005. Vestibular influence on
water maze retention: Transient whole body rotations improve the
accuracy of the cue-based retention strategy. Behav Brain Res 158:
183–187.
McGregor A, Horne MR, Esber GR, Pearce JM. 2009. Absence of
overshadowing between a landmark and geometric cues in a
distinctively shaped environment: A test of Miller and Shettleworth
(2007). J Exp Psychol Anim Behav Process 35: 357–370.
Miller NY, Shettleworth SJ. 2007. Learning about environmental
geometry: An associative model. J Exp Psychol Anim Behav Process 33:
191–212.
Morris RG. 1984. Developments of a water-maze procedure for studying
spatial learning in the rat. J Neurosci Methods 11: 47–60.
Morris R, Garrud P, Rawlins J, O’Keefe J. 1982. Place navigation impaired in
rats with hippocampal lesions. Nature 297: 681–683.
Morris RG, Schenk F, Tweedie F, Jarrard LE. 1990. Ibotenate lesions of
hippocampus and/or subiculum: Dissociating components of
allocentric spatial learning. Eur J Neurosci 2: 1016.
Muller RU, Kubie JL. 1987. The effects of changes in the environment on
the spatial firing of hippocampal complex-spike cells. J Neurosci 7:
1951–1968.
O’Keefe J, Dostrovsky J. 1971. The hippocampus as a spatial map.
Preliminary evidence from unit activity in the freely-moving rat. Brain
Res 34: 171–175.
O’Keefe J, Nadel L. 1978. The hippocampus as a cognitive map. Clarendon
Press, Oxford, UK.
Paxinos G, Watson C. 2005. The rat brain in stereotaxic coordinates, 5th ed.
Elsevier Academic Press, London, UK.
Cue-dependent learning
www.learnmem.org 377 Learning & Memory
 Cold Spring Harbor Laboratory Press on June 19, 2013 - Published by learnmem.cshlp.orgDownloaded from 
Pearce J, Roberts A, Good M. 1998. Hippocampal lesions disrupt
navigation based on cognitive maps but not heading vectors. Nature
396: 75–77.
Pearce JM, Good MA, Jones PM, McGregor A. 2004. Transfer of spatial
behavior between different environments: Implications for theories of
spatial learning and for the role of the hippocampus in spatial learning.
J Exp Psychol Anim Behav Process 30: 135–147.
Poucet B. 1993. Spatial cognitivemaps in animals: Newhypotheses on their
structure and neural mechanisms. Psychol Rev 100: 163–182.
Prusky GT, Harker KT, Douglas RM, Whishaw IQ. 2002. Variation in visual
acuity within pigmented, and between pigmented and albino rat
strains. Behav Brain Res 136: 339–348.
Rescorla RA, Wagner AR. 1972. A theory of Pavlovian conditioning: The
effectiveness of reinforcement and non-reinforcement. In Classical
conditioning II: Current research and theory (ed. Black AH, Prokasy WF),
pp. 64–99. Appleton-Century-Crofts, New York.
Rodrigo T, Chamizo V, McLaren I, Mackintosh N. 1997. Blocking in the
spatial domain. J Exp Psychol Anim Behav Process 23: 110–118.
Sanchez-Moreno J, Rodrigo T, Chamizo VD, Mackintosh NJ. 1999.
Overshadowing in the spatial domain. Anim Learn Behav 27: 391–398.
Tolman EC. 1948. Cognitive maps in rats and men. Psychol Rev 55:
189–208.
Valerio S, Clark B, Chan J, Frost C, Harris M, Taube J. 2010. Directional
learning, but no spatial mapping by rats performing a navigational task
in an inverted orientation. Neurobiol Learn Mem 93: 495–505.
Wallace DG, Hines DJ, Whishaw IQ. 2002. Quantification of a single
exploratory trip reveals hippocampal formation mediated dead
reckoning. J Neurosci Methods 113: 131–145.
Whishaw IQ. 1998. Place learning in hippocampal rats and the path
integration hypothesis. Neurosci Biobehav Rev 22: 209–220.
Whishaw IQ, Cassel JC, Majchrzak M, Cassel S, Will B. 1994. “Short-stops”
in rats with fimbria-fornix lesions: Evidence for change in the mobility
gradient. Hippocampus 4: 577–582.
Whishaw I, Hines D, Wallace D. 2001. Dead reckoning (path integration)
requires the hippocampal formation: Evidence from spontaneous
exploration and spatial learning tasks in light (allothetic) and dark
(idiothetic) tests. Behav Brain Res 127: 49–69.
Received November 2, 2012; accepted in revised form April 6, 2013.
Cue-dependent learning
www.learnmem.org 378 Learning & Memory
 Cold Spring Harbor Laboratory Press on June 19, 2013 - Published by learnmem.cshlp.orgDownloaded from 
