Previous work developed the concept of "pre-cross-connected trails" (PXTs), which are fully pre-connected linear structures of spare capacity used to protect one or more paths end-to-end. To date, the only approach for designing PXT-based restorable networks is a heuristic algorithm suited for the dynamic protection of demands as they arrive in a network. The heuristic can also be used as a "green fields" planning algorithm for a known set of demands by running through the set and protecting them in order. In both cases, however, recent work has shown that the resulting PXT structures can be looping, as well as long and complex. While the capacity efficiency of the designs was high, the practicality of using such convoluted structures in any real network is doubtful. In this work we propose a semi-heuristic approach based on integer linear programming methods that allows important properties of the PXTs (such as length and degree of looping) to be tightly controlled. We also show how this method may be adapted to the dynamic protection of incrementally arriving random demands. Results show that even when PXTs are restricted to be totally non-looping and of much lower maximum length, we still attain capacity efficiencies near those of the original PXT design heuristic. A notable extra finding is that, in an efficient PXT network design in general, many PXTs are equivalent to standalone 1 + 1 APS arrangements for certain demand flows.
Introduction and Background
This is the second of two studies by the present authors on the concept of pre-crossconnected trails (PXTs) for optical network path protection. The original proposal for the PXT approach was made by Chow et al. in [1] . The study in [1] was motivated by the potential of pre-connected structures such as PXTs to attain very low restoration speeds, similar to the original motivation behind the development of the p-cycle concept. The PXT concept held additional interest for us because of the attractiveness of fully pre-connected protection in transparent optical networks. However, properties such as length and complexity of PXTs seemed almost unbounded and were not characterized in [1] . This motivated us to thoroughly characterize PXTs and their design method as proposed in [1] . This led to the work in [2] , which is briefly summarized below as background to the present effort. The present effort is based on ideas developed in the research process of [2] about how to control the complexity of PXT structures while still retaining most of the advantages and efficiency of the basic concept. The reader will see why we refer to the resulting PXT network design method as leading to "tamed" PXT designs, in contrast to the PXTs of [1] whose characteristics were revealed in [2] .
1.A. Background
In [2] , we outlined the advantages of pre-connected protection structures (such as PXTs) for the protection of transparent optical networks. A central point is that, in a transparent optical network, a protection path that is formed dynamically by concatenating a series of all-optical spans via dynamic cross-connect actions is not guaranteed to have suitable end-to-end optical path integrity. Pre-cross-connected architectures avoid this problem by forming all cross-connections required for the protection paths statically, in advance of failures. Since these pre-connections exist during the regular operation of the network in its non-failed state, the integrity of all protection paths can be tested and guaranteed ahead of time.
PXTs are linear path-protecting pre-connected structures, meaning that they consist of a linear series of pre-connected spare channels that protect against the failure of working lightpaths end-to-end. When a failure occurs, the end nodes of an affected working path detect its failure and perform a single, pre-determined switching action to "break in" to their assigned PXT, which has been designed to contain a preconnected protection path that is disjoint from the original working path. Because of this, the PXT is guaranteed to be able to provide a functional, pre-connected, preengineered protection path to its protected working path in the event of a single span failure. Figure 1 gives a simple example of PXT-based protection, in which the PXT (solid line) is used to protect two working paths (dashed lines).
The basic PXT concept in [1] imposes no restrictions on the characteristics of the PXT structures, meaning that a PXT may cross over the same network span several times (as long as each traversal is through a separate spare channel) and also cross over itself at nodes. This is in contrast to p-cycles, for example, which are generally constrained to be simple cycles (non self-intersecting or self-crossing). This topological freedom means that there is no upper bound on the size of a PXT; if a PXT can cross the same spans and nodes multiple times, there is no "longest possible PXT" in a network. Further review of the PXT concept can also be found in [1, 2] .
Previous work in [1] developed a heuristic algorithm for designing 100% singlespan-failure restorable networks. Results from this work showed that the algorithm was able to approach the efficiencies of other mesh network protection schemes while also providing the benefit of pre-cross-connected end-to-end path protection. In our prior work [2] we devised our own implementation of the algorithm outlined in [1] and confirmed the results given in [1] . However, we also went further, examining in detail the characteristics of the PXTs produced by the heuristic. We found that, even though the designs it generated were capacity efficient, the PXTs structures themselves were allowed by the algorithm to grow without bound, becoming very long with multiple self-intersections.
It seems to us that if all else is equal, it is preferable that protection structures be compact, manageable, and easily visualized and maintained. However, the existing PXT heuristic does not seem to provide a simple way of constraining PXTs to conform to these practical considerations. In addition, the algorithm is designed to be able to protect demands one at a time as they arrive dynamically during the operation of the network. This type of algorithm is referred to as an online algorithm. It can also be used in an offline manner to solve the capacity planning design problem for an entire set of fixed, pre-known demands, but if used in this way its output will depend on the arbitrary ordering of "arrivals" that is assigned to the demands. Therefore in our view a new PXT design method was called for. restored network state. There is, however, also one very important technical objection against looping in a PXT intended for use in a transparent optical network when such looping involves a span overlap as illustrated (using an actual PXT from the solution found in [2] ) in Fig. 2 .
If we assume that wavelength conversion hardware is unavailable in the optical domain, PXTs in a transparent optical network must have wavelength continuity over all of their pre-connected spans. Therefore, in a situation in which the PXT crosses any span twice, a double requirement for one of the wavelengths on that span is created, implying that two separate fibers must be used to support the PXT on the overlapping edge. This is an obvious and overwhelming reason to try to prohibit PXTs from ever involving such self-span overlaps as a result of their looping characteristics, which the algorithm from [1] permits for efficiency. This significant observation about the characteristics of such highly efficient but "untamed" PXTs went unnoticed until the effort in [2] to draw and inspect the actual individual PXTs created by the proposed algorithm from [1] .
Note that this argument does not apply to PXTs that loop only across nodes. That type of PXT is still realizable in a network using only a single fiber-pair per span, although it may still be operationally complex. We touch briefly on designs that allow this type of PXT, but not span-looping PXTs, in an experiment in a later section.
The next section outlines our new PXT design heuristic that is based on ILP (Integer Linear Programming) optimization techniques and has been designed for use as an offline PXT design algorithm that provides greatly increased control over PXT characteristics. We focus for the most part on using this added design control to eliminate both span-and node-looping PXTs from PXT designs.
An Optimization-Based Approach to PXT Design
Seeing the characteristics of the heuristically derived PXTs prompted us to develop an alternative approach that uses the framework of a formal optimization problem to directly control the characteristics of the PXTs in the network design. As is often the approach in network science, we initially wanted only to develop an ILP-based reference model to discover the fundamental limits to the PXT concept's efficiency and find out how close the heuristic from [1] could get to truly optimal designs. It occurred to us, however, that the ILP-based approach by its nature might also provide a practical alternative method in its own right, in which the complexity of individual PXT structures could be easily controlled.
The optimal solution of a complete PXT design problem is very difficult to obtain in general. The main contributors to the complexity of a formal ILP design model for PXT network design are the number of distinct trails that exist in a network (espe- Fig. 2 . A PXT that crosses over the same span twice, requiring two separate fibers on that span to support the operation of two channels with identical wavelengths.
cially if looping is allowed), and the fact that for each such candidate PXT there is a combinatorial explosion in the number of combinations of demands that the PXT may be able to protect. Of all these combinations, only a small fraction will be valid, because any combination of demands with non-disjoint working routes is not allowed to share protection capacity. Encoding this restriction in the model requires a constraint for each combination of a demand pair and PXT, resulting in a huge number of constraints for even small problems. However, we would be misguided to allow the complexity of the entire problem, solved to complete optimality, to distract us from the fact that an ILP model of the same problem, solved with only a partially populated set of candidate structures and protectable demand combinations, can constitute an effective and easily tailored form of heuristic in its own right.
By way of example, a similar kind of problem was encountered in formulating the optimization problem for Failure Independent Path-Protecting (FIPP) cycles [3] , another pre-connected network protection architecture. An ILP model with reduced complexity was developed for FIPP cycles in [4] by taking the so-called Disjoint Route Set (DRS) approach, which is applicable to PXT design as well. The DRS algorithm is a heuristic approach that uses ILP methods. The heuristic aspect comes in when, instead of considering every possible combination of working routes that could be protected by each PXT, we consider for protection only a limited collection of randomly assembled sets of working routes that are all disjoint from each other. Each of these sets is called a DRS. Since no single span failure can affect more than one working path in a DRS, it is impossible for spare capacity contention to occur on the PXT that protects a DRS. Figure 3 illustrates the DRS concept by showing a PXT alongside four possible combinations of DRSs that could be protected by it. If the randomly generated set of DRSs for this PXT consisted of only those shown in the figure, the solver would have the option of using the PXT to protect these four different combinations of demands only.
Once the DRSs and a set of candidate PXT structures are generated, the ILP model needs only to assign PXTs to the protection of the DRSs that are present in the generated set. The DRS generation approach, like the approach of generating a limited set of candidate structures, is used to reduce the burden on the solver by reducing the size of an exponentially large set to something manageable at the expense of accepting sub-optimality. We call this an "optimization-based" heuristic PXT design method because, even though the resulting designs will not in general be truly optimal, the ILP solver is used to ground the results against truly optimal solutions in the sense that the results can be improved in the direction of true optimality by providing the model with a more complete set of parameters to work with. The following section describes the DRS-based PXT ILP model.
2.A. The ILP Model
The DRS-based PXT ILP model is as follows:
Sets:
S is the set of spans in the network (indexed by j). P is the set of all candidate PXTs (indexed by k). C is the set of all Disjoint Route Sets (DRS) (indexed by c). D is the set of demand relations (indexed by r). n k Ն 0 is the number of copies of PXT k that are used to protect the network. n c k Ն 0 is the number of copies of PXT k used to protect DRS c. s j Ն 0 is the integer number of spare channels assigned to span j in the design.
Objective Function:
Constraints:
Constraint (1) ensures that all the demand between node pair r can be fully protected by PXTs. Constraint (2) ensures that the total number of instances of PXT k provisioned is equal to the sum of all the requirements for this PXT from each individual DRS. Constraint (3) ensures that sufficient spare capacity exists to form all the PXTs selected by the design. This model is conceptually identical to the FIPP DRS model only recently presented in [4] . The set of candidate FIPP cycles is simply replaced with a set of candidate trails for our purposes. Note that this model comes close to being a complete representation of the PXT design problem, but falls short because of the DRS assumption. In the generalized design problem, a PXT is allowed to protect non-disjoint working routes as well, as long as their response to joint failure does not result in capacity contention. The DRS simplification is, however, desirable from an operational standpoint in any actual network based on PXTs or FIPP p-cycles [4] . Apart from this one assumption, heuristic compromises are introduced only according to how the parameter sets are formed for a particular numerical instantiation of the model. While we could theoretically achieve the full efficiency potential of this model by fully populating the candidate sets, in practice this is not possible. Generally the model will not be useable to obtain completely optimal DRS-protecting PXT designs because (1) the set of candidate PXTs P provided to the solver will be incomplete (because the set of all possible trails is unmanageably large; in fact, if trails are allowed to repeat spans and nodes, it is infinite), and (2) the set of DRSs C provided to the solver will also in general be incomplete (because the set of all possible DRSs will be prohibitively large).
2.B. Pre-processing to Produce the Model Inputs
A pre-processing data preparation stage is required in order to generate the set of candidate PXTs, the set of DRSs, and other input parameters. This stage was implemented as a stand-alone program that accepts user-defined values for the following parameters:
• The minimum number of disjoint route sets containing each demand. The DRS generation algorithm begins by placing a single "seed" demand (along with its corresponding working route) into an initially empty DRS, and then continues by randomly adding working routes to the DRS that are disjoint from all the routes currently contained in the DRS. This is done until no more routes can be added, either because the DRS size limit has been reached or because no more disjoint routes exist. This process is performed using each demand in the network in turn as the "seed," and is repeated for each seed a number of times that is defined by this parameter. This ensures that each demand is represented in the given number of different DRSs at the very least, although it may of course also be added to other DRSs as part of the DRS generation process for different seed demands. Additionally, a special set of DRSs is generated, independent of the value of this parameter, which consists of DRSs containing only a single demand. One such DRS is generated for each demand in the network. This is done to allow the possibility of simple 1 + 1 dedicated APS options in the solution, if this is optimal. More on this is explained in the results discussion.
• The minimum number of candidate trails to generate for the protection of each DRS. After the set of candidate DRSs is assembled, candidate trails are generated. To assemble this set, each DRS contributes a set of trails that pass through the source and destination node of each demand in that DRS. A trail in this set may not necessarily protect all of the demands of the DRS, because it may not be able to provide disjoint protection paths to every working path. So, to ensure an adequate number of protection choices for each demand in the problem, enumeration of these trails continues until each demand in the DRS is protected by a number of trails equal to or greater than the value of this parameter. Therefore the number of trails in the set will always either equal or exceed this value. These trails are generated from shortest to longest, i.e., first the shortest suitable trail is found, then the second shortest, and so on until this criterion is met. The reason for choosing short trails is straightforward; a short trail will be more efficient than a long trail for protecting a given DRS, as it uses less spare capacity to do so.
• The maximum number of working paths in a DRS. It was found in [4] that restricting the size of DRSs to a reasonable number of demands reduces complexity while not having a significant impact on solution efficiency. The maximum size of any DRS can be limited via this parameter. This control is also of value when overall service availability is considered in the case of multiple simultaneous failures, as this is a direct way to limit the total number of protection relationships any individual PXT will wind up bearing [5, 6] .
The data preparation stage also performs working path routing and working capacity assignment. To facilitate comparisons to results for the heuristic from [1] , the ILPbased heuristic uses exactly the same working routing algorithm (described in [2] ) as used in [1] . The algorithm is a form of minimum cost routing, modified slightly to reflect the requirements of PXT designs. Specifically, the PXT concept assumes that a demand has a single predefined protection path for its working path, embedded within the PXT that protects it. For this to be possible there must always exist at least one route between the end-nodes of a demand that is disjoint from its working route. Therefore the working routing algorithm is modified to use shortest working routes except in those cases where this would lead to what is called the "trap," resulting in no other disjoint routes between the end-nodes. In these cases, Bhandari's algorithm [7] (also described in [8] , pp. 210-211) is used to find the shortest combination of a working route and one other disjoint route that could act as a backup [9] .
Experimental Methods and Test Cases
The ILP model was used to generate a 100% single span failure restorable network design for a single test network. The network used was the 12 node and 24 span (degree 4) "Murakami & Kim" network topology from [1] and [2] . The network is shown in Fig. 4 . Span costs were assigned based on the Euclidean distance between nodes in the network as drawn. The demand pattern consisted of three unit capacity connection requirements for every node pair in the network. These are all the same test parameters that were used for the tests of the heuristic from [1] in [2] . As in [2] , this is network design in an offline sense, in which we presume to know the demand volumes fully ahead of time, and span capacities are assigned without imposing any pre-determined maximum. We later touch on the ILP model's use as an online design algorithm in Subsection 6.B. Note that, unlike the heuristic test in [2] that used a single arbitrarily randomized demand order, the ILP model does not have any inherent ordering or order-dependency on the demands to be protected; protection of the entire set of demands is considered concurrently as a single overall optimization problem.
The pre-processing program used to populate the data set of the ILP model generated 20 DRSs for each "seed" working route and 20 candidate trails per DRS. Maximum DRS size was limited to 10 routes. For this step all candidate trails were also constrained to be simple trails, that is, trails that do not repeat spans or nodes. This both helps to limit the set of candidates to a reasonable size as well as meets the aim of eliminating non-simple PXTs from the resulting network design. This particular test network contains a total of 10,922 such trails, i.e., this is the total number of distinct simple trails that exist between all node pairs. The set of such candidate trails for the problem was found directly by exhaustive depth-first search. Although we could have explicitly limited the maximum length of candidate PXTs at this stage as well, we wanted to produce initial comparative test results using the entire set of tamed candidate PXTs [10] for this graph. In this circumstance, the graph itself limits the maximum hop length of any PXT for us however. There being 12 nodes, and with no looping allowed, this means that no candidate PXT in this design will be over 11 hops in length. The ILP model was implemented in AMPL 9.0 and solved using the CPLEX 9.0 MIP solver and reached optimal CPLEX termination [11] in 2.1 hours.
Results

4.A. General Summary
As in our prior PXT characterization effort [2] , we graphically inspected the tamed PXTs in the design produced by the ILP model. Diagrammatic portrayals of each PXT in this design are given in Appendix A (Media Object 1). In this appendix, the network design is broken down into figures showing each unique PXT along with the working paths that it protects. PXTs are drawn with thick blue lines with arrows at the ends. The working paths that the PXT protects are illustrated by the multicolored lines that end in circles. The ILP model generates PXT designs by capacitating each candidate PXT a number of times, so the diagrams also indicate how many times each PXT is capacitated. Note that the design employs candidate PXT 36 twice in two separate diagrams, not simply as a two-channel deep instance of the same PXT for a common group of demands. This PXT is instead used twice to protect two different DRSs. In contrast to the PXT portrayals resulting from the heuristic [1] in the prior work [2] it can be immediately appreciated why we refer to the PXTs found in the present results as being tamed.
The total cost of working routing was 59,696 (identical to the routing for the heuristic [2] on this network, as they use an identical algorithm). This means that results are comparable directly in terms of spare capacity or redundancy differences. The units of cost are distance-channel counts, i.e., if the lengths of spans are taken in km then costs are in units of channel-kilometers. The cost of spare capacity for the ILP design was 57,476. This gives it a redundancy of 96.3%, which is 6.5% higher than the redundancy (89.8%) achieved by the greedy heuristic [1] that was found in our previous work [2] . This is entirely attributable to the taming restrictions we have now added (that the solution employ only simple trails as candidate PXTs) and the limitations on DRS candidates, etc. The result suggests that the restrictions that improve PXT characteristics and reduce the ILP problem to manageable complexity have a significant, but not large, effect on the efficiency achievable with the concept.
To check whether the restricted population of the data sets of the ILP problem was significantly limiting the efficiency of the design, several more trials were attempted with parameter values ranging up to 30 DRSs per demand, 40 PXTs per DRS, and a maximum DRS size of 20 demands. In none of these cases did the redundancy of the resulting design improve on that of the original design by more than 1%. Therefore we can consider the ILP-based PXT design to have a network cost redundancy that is close to the best that can be expected from this approach. In other words, it is indeed the taming restrictions of non-looping PXTs and DRS-only protection that account for the reduced design efficiency, and not side-effects introduced by the heuristic compromises that make the design problem solvable. Although we can only partially populate the problem model, the DRS/PXT decision alternatives are sufficiently well represented as to be achieving very nearly global optimality given the fundamental constraints of this particular model. In addition, these results confirm that this design is typical in terms of efficiency, and not a statistical outlier caused by a set of unusually good or bad randomized choices (i.e., in the randomized selection of demands for DRS generation).
We also compared these results with those for p-cycle and span-restorable mesh designs for the same topology and demand pattern (calculated in [2] ). The p-cycle model was given the complete set of network cycles as candidate p-cycles and the span-restorable mesh model was given the complete set of restoration routes as candidates, so we can be confident that these solutions are completely optimal for their respective architectures. Their spare capacity costs were 51,748 (p-cycle) and 46,681 (span-restorable mesh), corresponding to redundancies of 86.7% and 78.2% respectively. Therefore the ILP heuristic algorithm was able to approach the efficiency of an optimal p-cycle design within 10%.
4.B. Statistical Metrics of the PXT Design
As part of the PXT characterization effort in [2] , several metrics of operational significance were calculated for the PXTs from the design of the original greedy heuristic. For comparative purposes, the same metrics were calculated for the tamed PXTs from the ILP-based design heuristic. Table 1 in Appendix B (Media Object 2) lists these metrics for each PXT from the design. Each PXT is assigned a numerical identifier for reference. The metrics abstracted from the designs and appearing in order as follows in Table 1 are as follows:
• Hops: Length of the PXT in hops.
• Length: Physical length of the PXT.
• Copies: The ILP model considers each candidate trail as a template that may be capacitated multiple times as many different PXTs in the solution. This value corresponds to the number of capacitated copies of the PXT that have been placed in the network.
• Closed: This is an assessment of whether or not the PXT's "tail" is preconnected to the "head," forming a cyclical structure like a ring or p-cycle. This will always be 0 for tamed PXTs, so it is included only for the purpose of comparison with [2] .
• Self node-crossings: This records the number of times the given PXT crosses back over nodes that it has already traversed. This will always be 0 for tamed PXTs, so it is included only for the purpose of comparison with [2] .
• Self span overlaps: This records the number of times the PXT crosses over a span that it has already covered. This will always be 0 for tamed PXTs, so it is included only for the purpose of comparison with [2] .
• Number of demands protected by the PXT.
• Path-structure coincidence count: This is the number of spans a PXT has in common with the working paths of its own protected demands. Spans that are used by more than one demand are counted multiple times.
• Total working capacity protected by the PXT. This is the total distancechannel count of working channels protected by the PXT.
• Maximum simultaneous protected path failures: This records the largest number of protection paths that can be found simultaneously relying upon the PXT in response to any single span failure. This will always be 1 for DRS-protecting PXTs, so it is included only for the purpose of comparison with [2] .
• Longest protection path (by hops and length): This is a length measure of the longest protection path, by hops or by physical length respectively, used by any of the demands protected by the PXT.
• Redundancy: This is calculated by dividing the PXT's own total distancechannel count product for spare capacity by the total of its protected working capacity from three points above.
Note that, as mentioned in Subsection 1.B, taming the PXTs will mean that the design can be implemented in a single-fiber-pair network (assuming the fiber is capable of carrying enough wavelengths). For comparison, we present Fig. 5 , which is a histogram of the minimum number of fibers required by the heuristic design from [2] on every span in the network, as set by the maximum number of PXT-loopings on each span (assuming sufficient wavelengths available on the fiber). The average over all spans is 2.6 fiber pairs per span. Therefore, in transparent DWDM networks it is clear that tamed PXT design will provide a major capacity savings simply from elimination of the fiber multiplication effect inherent in span self-loopings of the previous PXT design method. In networks where the number of wavelengths per fiber is not sufficient to handle all load on a single fiber pair per span, benefits of the same order still apply, except that their quantification then depends on the exact details of the working and protection routing, and is not assessable simply by counting the total number of span self-loopings that are eliminated.
Discussion of Results
5.A. Complexity Metrics: Comparing Tamed and Untamed PXT Designs
Of course, because the ILP method restricts all PXTs to only be simple trails, the self node-crossing and self span-crossing values in Table 1 (Media Object 2) are all zero for the tamed design. Similarly, because the DRS restriction allows PXTs to only protect demands that are disjoint from each other (making the network state much simpler to comprehend when in a restored service state), the maximum simultaneous protected failures are all unity (because no more than one demand in a DRS can fail at once). This emphasizes that the ILP method can be used to easily restrict PXT complexity with a high degree of control. For example, if a network operator deemed that PXTs with a single self-node-intersection were acceptably simple, the ILP-based heuristic could easily admit such PXTs simply by modifying the pre-processing program to generate that type of PXTs as well. Adding such a consideration to the heuristic [1] , would be much more difficult if not impractical.
Regarding the longest protection path provided by each PXT, it is interesting to see that this value for the tamed ILP PXTs is not significantly shorter than for the heu- ristic PXTs. The average values for the ILP and greedy heuristic designs are almost identical: 786 and 772 (distance units), respectively. The metric also reaches a similar maximum value of approximately 1600 in both networks. This can be explained by the fact that any PXT design will have a built-in upper limit on the degree of sharing that can occur in its PXTs, due to the inherent limitations of both the network topology and the PXT architecture itself. This creates corresponding practical limits on the lengths of protection paths, because longer protection paths require more sharing of the capacity in order to remain efficient. Therefore, we should expect that any equally efficient designs, no matter how they are obtained, would display convergent protection path length limits, even if their other characteristics were markedly different. But what the result makes clear is that while both methods are able to formulate a pre-connected protection plan with almost identical properties of cost and protection path length, the ILP method is able to "untangle" the highly inter-connected protection arrangements produced by the heuristic [1] into a larger, but more manageable, set of tamed PXT structures.
5.B. Discussion of PXT Lengths
The PXT lengths generated by the heuristic in [2] ranged from 289 to 6470. In contrast, the lengths in the ILP design are only between 285 and 1850, about the same at their minimum but less that 1/3 that of the heuristic at their maximum. PXT length is reduced here as a consequence of only using tamed PXTs in the ILP problem. Alternatively, we could have equally as easily directly limited their maximum length by restricting the candidate PXT lengths even further, if necessary. Other factors being equal, shorter PXTs seem desirable wherever optical power and impairment budgets are an issue, for example, and the use of smaller protection structures also localizes management and reconfiguration effects. Checking the details of the candidate set, we found that the longest PXT candidate given to the ILP model is 2000 distance units long and the shortest is 92 units long. Therefore we can see that the PXTs used in the solution span almost the entire range of candidate PXT sizes.
In addition, the lengths of PXTs actually used in the ILP solution appear to be divided into two distinct groupings, one group of short PXTs of only a few hops, and another group of PXTs of almost the maximum length of a simple trail (11 hops for this 12 node graph). Figure 6 uses a histogram to illustrate this grouping tendency. The graph shows the frequency of occurrence of lengths in both the set of candidate trails and in the set of PXTs used by the solution (for the purposes of this histogram, only distinct PXTs in the solution are counted, i.e., multiple copies of the same PXT are not taken into consideration). The set of candidates is already biased into a bimodal distribution due to the two distinct sets of DRSs: regular randomized DRSs and the special single-demand DRSs, described earlier. When the pre-processing program generates the set of trails for the potential protection of each of the DRSs, short PXTs will generally be generated for the single-demand DRSs and long PXTs will generally be chosen for the large DRSs. However, the set of PXTs used in the solution is even more biased towards the ends of the length spectrum. 
5.C. 1 + 1 APS Equivalencies in the PXT Design
In [2] it was discovered, by drawing out the PXTs from the network design, that many of the PXTs produced by the heuristic from [1] are simply instances of dedicated 1 + 1 APS arrangements. When the same exercise was performed for the ILP-based design here, a similar set of 1 + 1 APS PXTs was observed. The ILP design has 18 distinct PXTs of this type (out of a total of 41 distinct PXT structures). Again, multiple unit capacity copies of a single structure are not considered in this measurement. These PXTs are shown in Appendix A (Media Object 1) as PXTs 0 through 17. Figure 7 gives an example of one of these PXTs.
It turns out that it is mainly these 1 + 1 APS-equivalent PXTs that make up the lower lobe of the PXT length distribution in Fig. 6 . Because such arrangements protect only one demand in a totally redundant end-to-end manner, they must be short in order to be efficient. Conversely, the rest of the PXTs protect DRSs that contain many demands and so tend to be long in order to maximize the number of protection paths they can provide.
The emergence of the 1 + 1 APS equivalent cases from the heuristic [1] was explained in [2] as resulting from the algorithm's greedy nature. But the presence of many 1 + 1 equivalents in the ILP design is unexpected and harder to explain. Because this method is sufficiently different from that of [1] , and closer to being a global optimization, and yet we again see the appearance of significant numbers of 1 + 1 APS equivalents, we conclude that this is probably a fundamental aspect of efficient PXT network design, not an effect arising from any particular methodology alone. This is evidence that certain 1 + 1 APS structures, though individually inefficient, can still be an essential part of low-cost restorable network designs.
5.D. Individual PXT Redundancy
As described above, the individual capacity redundancy of a PXT is the ratio of the spare capacity used by that PXT to the total amount of working capacity it can protect. Figure 8 compares the capacity redundancy distribution of the PXTs in the heuristic design [1] with those from the present ILP-based heuristic design. Overall, both designs show the same general pattern of many PXTs with low redundancies in addition to separate groupings in 2.4-2.8 and 3.2-3.6 ranges. The groupings of PXTs with higher redundancies correspond mostly to the less efficient 1 + 1 APS equivalents (although there are 1 + 1 APS PXTs in lower redundancy ranges as well). The numbers above certain bars in the figure represent how many of the 18 1 + 1 APS PXTs in the ILP design are in that range, if there are any.
The fact that the 1 + 1 APS PXTs are grouped around approximately the same redundancy ranges in both designs suggests that both the ILP and the heuristic may use approximately the same 1 + 1 APS PXTs. Indeed, inspection of the solutions reveals that 8 of the 11 1 + 1 APS equivalents used in the heuristic design are also found in the ILP design. This indicates that the heuristic is relatively good at finding the individually good 1 + 1 APS equivalent PXTs. The fact that these PXTs are not desirable to be extended for the protection of additional demands by the greedy heu- ristic must translate well into the realm of the ILP optimizer, which also decides that these demands cannot efficiently share their protection with a group of other demands as part of a long PXT.
Further Experiments
6.A. Further Limitation of PXT Lengths
Given that our results have shown that it is possible to limit the complexity, and thus the length, of PXTs without giving up much in the way of efficiency, it is interesting to investigate the consequences of limiting these characteristics even further. To this end, we performed another experiment in which tamed PXT designs were produced using the same method, network topology, and parameters used in the original design experiment, except that the set of candidate PXTs was further restricted to contain only simple trails less than a certain number of hops in length. Designs were generated with hop limits from 11 down to 4. Reducing the hop limit past four results in an infeasible design problem, because in these cases there do not exist any PXTs long enough to protect certain demands. Because the longest possible trail in the network is 11 hops long, the 11-hop-limited case represents another design created using the exact same data set and parameters as used in the first part of this paper. Figure 9 shows the costs of the network designs produced in these experiments, and for comparison, the costs of corresponding p-cycle designs produced with corresponding limits on the maximum circumference of the set of candidate cycles. The p-cycle reference designs used the same working path routing as the PXT designs. The PXT curve reproduces a trend that is already well known in the p-cycle case, in which the addition of longer structures provides diminishing returns as the allowed length becomes larger. However, this effect is not as pronounced in the PXT case, as the reduction in capacity cost is still significant even as the allowed PXT length approaches the maximum of 11. To examine this trend in more detail, Fig. 10 shows the same values from Fig. 9 normalized to the spare capacity costs of reference designs with no limit on structure size (for PXTs and p-cycles, respectively). Hence the position of each data point on the y-axis represents the capacity penalty for restricting the structure size to the value on the x-axis. Here the previous observation becomes more pronounced. The p-cycle designs only increase in cost by 5% if the size of the candidate cycles is limited to 8, whereas the corresponding limited PXT design is 12% more costly than that of the unlimited case. This phenomenon suggests that PXTs (at least when they are restricted to being simple trails) are more reliant on length for efficient protection than p-cycles are reliant on cycle circumference. This makes sense, given that PXTs must always be at least as long as the working paths they protect (given shortest path working routing), whereas p-cycles only need to protect individual spans and thus do not have an explicit lower bound on their size
We also attempted a converse experiment, in which the limitations on the PXTs were relaxed instead of tightened. We took the approach of allowing the PXTs to loop through nodes (but not over spans), instead of forcing them to be strictly simple trails. As mentioned, such a design would also be realizable in a single-fiber-pair network.
However, this dramatically increases the size of the potential candidate set, requiring us to rather arbitrarily limit the PXTs that are included in the problem, which in turn limits our ability to make comparisons with previous results. We were able to generate a solution to within 1% of optimality for a problem that was given approximately 20,000 of the shortest node-looping PXTs (in addition to all 10,922 simple trails). However, its cost was actually 3% greater than the corresponding design using simple trails only. This small difference, combined with the 1% margin of error and the possibility of cost fluctuations introduced by the pseudo-random DRS algorithm, makes this result inconclusive at best.
6.B. Comparison of PXT Design Methods as Online Algorithms
We have shown so far that the ILP-based heuristic is a practical alternative to the original heuristic proposed in [1] when used as an offline algorithm. However, the heuristic in [1] was originally proposed as an online algorithm for the protection of demands as they arrive dynamically in the network. Therefore in this section we outline a method for using our ILP-based heuristic as an online algorithm for survivable service provisioning, and describe an experiment that compares the performance of the two methods when used in an online sense. The results also provide insight into the workings of the heuristic and highlight the ability of the ILP-based approach to be more selective about its choice of PXTs while at the same time attaining good capacity efficiency.
6.B.1. Use of the ILP-Based Heuristic as an Online Algorithm
The ILP model itself does not have to be changed in order to be used in the online context. Instead, we need only change the way in which the model is used. For online protection, instead of solving the model only once for the protection of an entire set of predetermined demands, the model is solved each time there is a new demand arrival (or departure, if they are considered as well) to re-optimize the PXT configuration of the Fig. 9 normalized to that of their corresponding reference design with no limit on structure size.
network. The routing of existing demands remains undisturbed when new demands arrive, as routing is always done via the shortest paths.
6.B.2. Experimental Methods and Test Cases
We use the same approach to characterize on-line performance as originally used in [1] and subsequently also in [2] . That is, we consider only random arrivals (not departures) and examine total capacity use as demands are served, without any assumed finite limits on edge capacities. To test the use of the ILP-based heuristic as an online algorithm and to compare it to the greedy heuristic, we simulated an online service provision scenario under random demand arrivals using the same Murakami & Kim network used above and in [2, 1] . The random arrival sequence consisted of all of the single-unit demands from the demand pattern used in the previous test in this paper organized in a randomized arrival order. Both methods were used to protect these demands in this same sequence.
Two variations of the ILP-based method were used. The first used the ILP model given in Subsection 2.A with no modifications. The second used a slightly modified objective function:
The second term effects the bicriteria minimization of the total number of PXTs used, in addition to the usual minimization of total spare capacity. For our experiments, ␣ was set to 1, which is a small value in this context. The presence of the second term, with small but finite weight, causes the solver to effectively choose amongst alternative solutions that are all equivalently optimal in the primary objective function term to find one that contains fewer PXTs. As the technique is used here, the second term is kept so small that its presence will not cause the solver to make concessions in the first term, being in this case the spare capacity cost of the network. (The value of ␣ is thus arbitrary over a wide range and ␣ = 1 is just one such suitable value that we could use here.) This modified model is partly motivated by the thinking that the least complex network from an operator's point of view may be one with the smallest number of tamed PXTs, given that tamed PXTs in a network still remain easily understandable by a human designer even if they become long, in contrast to those that may loop. Therefore, if costwise equivalent designs exist, we should choose the one that uses the fewest PXTs.
The heuristic from [1] was used the same way it was in [2] because it is designed to deal with an ordered set of demands in any case. In the two ILP-based tests (regular and bicritera), first each new demand was routed using the working routing algorithm described in Subsection 2.B, then the sets of DRSs and candidate trails were re-generated from scratch, and finally the model was used to solve the current cumulative protection problem, i.e., after the arrival of demand N the problem was solved for the protection of all demands 1 through N together. For all three methods, the network state was recorded in each step.
6.B.3. Results
A graph of the spare capacity totals after each demand arrival for the three design methods is shown in Fig. 11 . Only two different curves appear because the bicriteria ILP model, as mentioned above, is designed to produce networks with almost identically the same costs as those from the regular ILP model. The only difference is that the number of PXTs in the bicriteria designs may be lower. The spare capacity totals are then broken down visually in terms of the average length of the PXTs in the solutions (Fig. 12 ) and the number of PXT structures in the solutions (Fig. 13) . These two figures are a breakdown of Fig. 11 in the sense that the total amount of capacity in a design is, by definition, equal to the product of the average length of the PXTs with the number of PXTs.
The ILP curve in Fig. 11 is quite close to the greedy heuristic curve, showing that the ILP is able to perform nearly as well as the greedy heuristic in the on-line context as well, over a wide range of demand volumes, while avoiding ever forming a looping PXT. However, the graph does not show the difference in computation times. Each iteration of the heuristic takes a fraction of a second, compared to a few hours for the ILP problems with the highest levels of demand volume. But in networks of the fore-seeable future this is not necessarily a problem, as long as a notice period of equal or greater length is given before the demand is put into service.
Regarding the two variants of the ILP-based method, the designs produced by the bicriteria ILP were identical to those of the unmodified ILP in the vast majority of cases. In only 2% of the cases was a design with fewer PXTs found, and then only by at most 3 fewer PXTs. Furthermore, in none of these cases were the network design costs found to be exactly the same, with the only difference between the two designs being the number of PXTs used. In other words, the spare capacity cost of the design always had to be increased slightly in order to accommodate a reduction in the number of PXTs. Therefore we can conclude that it is not a common occurrence that a PXT design produced using this method can be simplified into a design of the same cost that uses fewer PXTs. Designs that are found by this model to be optimal are generally unique. Figures 12 and 13 together give a more detailed picture of the differences between the internal workings of the greedy heuristic and the ILP-based heuristic. Because the greedy heuristic grows existing PXTs, it uses fewer, more complicated structures to protect the network as more and more demands arrive. The ILP methods, however, are able to tame the complexity of structures under approximately the same amounts of capacity by growing the number of structures uniformly while keeping the average length stable. Under these methods, the linear growth of capacity in the network comes almost entirely from the number of PXTs used rather than PXT size. Thus we can think of the ILP approach as providing an extra measure of discrimination that is able to select, out of a set of designs with roughly similar capacity efficiency, designs with additional desirable properties. What the heuristic is able to accomplish with a process that is relatively uncontrolled, the ILP model "realizes" can be accomplished even when more limited sets of structures are provided to it.
Concluding discussion
In this work we have presented and characterized a semi-heuristic ILP-based method for PXT network design. Results show that this approach leads to designs of high efficiency (for the PXT concept) and does so using simple, non-looping PXT structures, which we referred to as "tamed PXTs." Additionally, it permits precise control of the maximum length of any PXT. In contrast, the prior heuristic produces PXTs with potentially unbounded length and complexity. We have also demonstrated a method of adapting the ILP-based algorithm to the online protection of incrementally arriving demands. In all cases, the cost efficiencies of our tamed network designs closely approach those found using the original heuristic.
Inspection of the PXTs produced by the ILP method also gave some insights into PXT network design in general. We found that, even though our method is quite different from the original heuristic approach, both methods tend to produce designs containing a significant proportion of PXTs that are equivalent to 1 + 1 APS arrangements for many of the same demands. The spontaneous emergence of the 1 + 1 APS architecture for a significant number of node pairs, when it was not explicitly assumed or intended, suggests that it has some inherent merit in certain cases where a fully precross-connected protection is required. In this regard, one way to view the PXT network designs that were obtained is that they are a hybrid of dedicated (1 + 1 APS) treatments for selected demand pairs, and shared protection structures for the remainder of the protected demands. Notably, this is similar to the view given previously in the context of ring-mesh hybrid design (see Chap. 11 of [8] ) of "forcer clipping" to explain how cost-effective hybrid survivable architecture designs work in a shared mesh network environment. ensure solution feasibility. Without it the ILP model may fail in the "trap" situation, reporting infeasibility, as some demands would not be protectable by any PXT. 10. It was pointed out in review that, as PXT stands for "pre-cross-connected trail," and the proper graph theoretical term for a simple trail is a "path," that our so-called "tamed" PXTs could instead be referred to as "pre-cross-connected paths," or PXPs. We agree with this general idea, but in the interest of avoiding the proliferation of terminology in the literature of this field, we will continue to refer to them simply as tamed PXTs. This recognizes the lineage of the present work by presenting it only as a refinement of the more general PXT concept, not an entirely new scheme, as a switch to the new term "PXP" might imply. 11. Use of the term optimal in this context refers only to a complete CPLEX termination for the partially populated problem tableau. Because the full problem was not solved, the results do not represent a truly optimal PXT design.
