Abstract. This note is an invitation to the theory of geometric functions.
Introduction
Let us begin by saying that: functions being studied in this subject area are generally complex-valued and analytic in a chosen domain. They may be of several variables. However, our focus in this note is largely on those functions which are of one complex variable. Such a function (say g) is said to be analytic (regular or holomorphic) at a point z 0 in its domain if its derivative exists there. Because these functions are analytic (and thus are continuously differentiable), they have Taylor series developments in their domain. They are thus expressible in certain series form with centres at (say) z 0 . Since by simple translation the nonzero centres z 0 may be shifted to zero, we may assume without loss of generality that the centres of the series developments of these functions are the origin. Thus an analytic function g may be expressed as:
The coefficient b k = g (k) (0)/k! and is easily obtained from the Cauchy integral formula
where Γ is a rectifiable simple closed curve containing z and g is analytic inside
and on it.
The unit disk: We would assume the domain of g to be the unit disk E = Normalization: The function g is normalized such that:
(i) it takes the value zero at the origin (that is it takes the origin to the origin, g(0) = 0) and
(ii) its derivative takes the value 1 at the origin, that is g ′ (0) = 1.
Why? Observe this from the Riemann assertion that, without loss of generality, we may take z 0 = 0 so that the assertion becomes:
If D contains the origin, then there exists a unique function g, Definitely not! The analytic function g(z) = z 2 is a counterexample. However,
there are yet many others so normalizable. So, we know, sure, that the class of normalizable analytic functions is nonempty. Fortunately, there exists a subset of them which have a nice underlying property. Alas, these are those that are injective or one-to-one. In geometric functions' parlance, such functions are variously called univalent, simple, schliht (German) or odnolistni (Russian). They are functions which do not take on the same value twice. That is if z 1 , z 2 are points in the domain (say D) of g, then
Put in another way,
It is not so difficult to see graphically that f is injective if and only if f ′ (z) = 0 (1) , that is it does not have zero b 1 . In other words f is injective if and only if it never turns in its domain. A simple analytic proof is that if by contradiction it is assumed that they do, then for sufficiently small z, g may be approximated
(taking o(z 3 ) as zero) by:
in which case g looses univalence.
Now we are guarantteed that with the univalence of g, the desired normalization can be effected and we thus isolate them and denote them by S, say.
Furthermore we represent them by:
where
The range of f : Is the nomenclature geometric function theory a misnomer or not for this field of study? No, it isn't. In the words of Macgregor:
The significance of geometric ideas and problems in complex analysis is what is suggested by the term geometric function theory.
These ideas also occur in real analysis, but geometry has had a much greater impact in complex analysis and it is a very fundamental aspect of its vitality.
Duren [5] adds:
(1) A function f is one-to-one if and only if it does not turn in its domain, for it does, then in some neighborhood of its turning point, it must assign the same value twice. The mathematical presentation of the never turning property is: f ′ (z) = 0 for all z ∈ D. This is easily seen graphically on R.
The interplay of geometry and analysis is perhaps the most fascinating aspect of complex function theory. The theory of univalent functions is concerned primarily with such relations between analytic structure and geometric behaviour.
The ranges of these functions describe various nice geometries and classical
characterizations. An example is: if f is a normalized analytic and univalent function in E, then its range contains some disk |w| < δ. Furthermore, the ranges of some of them describe star, close-to-star, convex, close-to-convex or linearly accessible, spiral geometries: some in certain directions, some uniformly, some with respect to conjugate symmetric points and so on. These functions whose ranges describe certain geometries are thus known as geometric functions.
Furthermore, their study is also known as Geometric Functions Theory.
In particular, a region of the complex plane is said to have star geometry with respect to a fixed point in it if every other point of it is visible from the fixed point. In other words, a ray or line segment issuing from the fixed point inside it to any other point of it lies entirely in it. If a region has star geometry with respect to every point in it, it is called convex. That is, the line segment joining any two points of this region lies entirely inside it.
Functions whose ranges have star geometry are known as star functions while those whose ranges have convex geometry are called convex. This same notion is expressed in many other classes of functions. 
The Koebe function maps the open unit disk onto the entire complex plane except a slit along the negative real axis from − as is the case with many subjects of pure mathematics. Now, if a property or characterization T on a class of functions (or any set, J, for that matter) is such that there exists a member of the class J assuming the extremum, then such a property is said to be best possible on J. For example, in S, the coefficient characterization inequality |a 2 | ≤ 2 is best possible since the Koebe function, k(z), which is a member of S, takes the equality. This is to say the property |a 2 | ≤ 2 cannot be made better as along as the Koebe function is a member of the set under consideration. The synonyms of "best possible" as can be found in usage by many workers in this field are "sharp" and "cannot be improved". We now begin our few mention of them by first noting the fact that these univalent functions exist infinitely in nature so much so that the simple definition, The proof of the above univalence condition depends on the fact that the function f is defined on a line segment joining any two distinct points of its domain, say, L : tz 2 + (1 − t)z 1 , so that by the transformation z = tz 2 + (1 − t)z 1
Some subjects of inquiry
In fact, the assertion of the Noshiro-Warschawski theorem is contained in an equivalent but more general statement, which is:
[Close-to-convexity [6] ] If f is analytic in a domain D and if for
Proof. Let D be the range of g and consider h(
Perhaps more than any other, this subject has led to identifying many more subfamilies of the class of univalent functions in the unit disk. Some of these subclasses are discussed in Section 3.
Close to this is the inquisition about which transformations preserve univalence in the unit disk. The most basic ones being: conjugation, f (z); rota-
; and the composition/range transformations, ϕ(f (z)) where ϕ is similarly normalized analytic and univalent but in the range of f . All the transformations are easily verified via the definition
, except the square root transformation, which requires (2) The linear segment z := tz2 + (1 − t)z1 implies that when z = z2 then (1 − t)z2 = (1 − t)z1, which holds if and only if t = 1 since z1 = z2. Similarly when z = z1 we have tz2 = tz1, which holds also if and only if t = 0 since z1 = z2, thus leading to the new integral in the proof.
a little explanation (4) . Advances in the subject have led to consideration of more difficult transformations, particularly those ones which are solutions of certain linear/nonlinear differential equations. The simplest form of this is what came to be know as the Libera integral transform defined as:
The Libera integral is the solution of the first-order linear differetial equation:
. Various other integrals have been considered, many being generalizations of the Libera integral. Transformations of this type examine the nature and propeties of the solutions of certain differential equations given that f has some known properties and or the extent of such properties being transferable to the solutions.
Radius problems. If we suppose that some transformations or geometric conditions fail to preserve univalence (for instance) in the unit disk, then it is natural to ask if such transformations (or conditions) could preserve it in any subdisk E 0 = {z : |z| < ρ < 1} ⊂ E. Problems of this sort became known as radius problems. More precisely, it is about finding the radius ρ of the largest subdisk E 0 in which certain transformations of a univalent function f or some geometric conditions guarantees univalence. This radius ρ is particularly known as the radius of univalence (for instance). By "for instance" we imply that this notion is not restricted to the subject of univalence only. In fact, and interestingly, this has raised many more questions like: the radius of starlikeness, convexity, close-to-convexity and many more. A basic result in this direction is:
, so that 2g(z1) = 0 and z1 = 0 since f (0) = 0 only at the origin. Thus we have g(z1) = g(z2) =⇒ z1 = z2, which shows that g is univalent.
Convolution or Hadamard product. Let f (z) = a 0 + a 1 z + a 2 z 2 + · · · and g(z) = b 0 + b 1 z + b 2 z 2 + · · · be analytic funtions in the unit disk. The convolution (or Hadamard product) of f (z) and g(z) (written as (f * g)(z)) is defined as
The concept of convolution arose from the integral
and has proved very resourceful in dealing with certain problems of the theory of analytic and univalent functions, especially closure of families of functions under certain transformations. This is since many a transformation of f is expressible as convolution of f with some other analytic function, sometimes with predetermined behaviour. It is natural, therefore, to desire to investigate the convolution properties of many classes of functions. For example the Libera transform (2) is the convolution J = g * f where g is the analytic function
This function g has some nice geometric properties which may pass on to the Libera transform via the convolution as would be found in literatures through further studies.
Coefficient inequalities.
A close look at the series development of f suggests that many properties of it like the growth, distortion and in fact univalence, may be affected (or be told) by the size of its coefficients. Duren says:
In most general form, the coefficient problem is to determine the region of C n−1 occupied by the points (a 2 , · · · , a n ) for all f ∈ S. The deduction of such precise analytic information from the geometric hypothesis of univalence is exceedingly difficult.
The most contained in this part of this article are sourced from the survey by Duren [5] , which is ample for detailed issues regarding the coefficient problems in the field.
The coefficient problem has been reformulated in the more special manner of estimating |a n |, the modulus of the nth coefficient. Perhaps, no problem of the field has challenged its people as much as the coefficient problem. As early as in 1916, Bieberbach conjectured that the nth coefficient of a univalent function is less or equal to that of the Koebe function. In mathematical language, he says:
For each function f ∈ S, |a n | ≤ n for n = 2, 3, · · · . Strict inequality holds for all n unless f is the Koebe function or one of its rotations.
The conjecturer, Bieberbach, himself proved that |a 2 | ≤ 2 as a simple corollary to the area theorem (5) , which is due to Gromwall Closely related to the Bieberbach conjecture is that of finding the sharp estimate for the coefficients of odd univalent functions, which has the most general form of the square root transformation of a function f ∈ S:
For odd univalent functions, Littlewood and Parley in 1932 proved that for each n the modulus |c n | is less than an absolute constant A, (which their method 
This results gives
Thus the Fekete-Szegö problem has continued to recieve attention until even in the many subclasses of S. The functional |a 3 − αa 2 2 | is well known as the Fekete-Szegö functional. Many other functionals have risen after it, each finding application in certain problems of the geometric functions. For α = 1, it is important to mention a more general problem of this type, which is the Hankel determinant problem.
Hankel determinant problem. Let n ≥ 0 and q ≥ 1, the q-th Hankel determinant of the coefficients of f ∈ S is defined as:
.
The determinant has been investigated by several authors with the subject of inquiry ranging from rate of growth of H q (n) as n → ∞ to the determination of precise bounds on H q (n) for specific q and n for some favored classes of functions.
It is interesting to note that |H 2 (1)| ≡ |a 3 − a 2 2 |, the Fekete-Szegö functional for α = 1.
Other coefficient related problems. These include the determination of successive coefficient relationship and the region of variability of coefficients. Proof. If f ∈ S omits ξ ∈ C, then
is analytic and univalent in E. So by Bieberbach theorem
combined with the fact that |a 2 | ≤ 2, the covering |ξ| < 1/4 follows.
Partial sums. The inquistion regarding partial sums
s n (z) = z + a 2 z 2 + · · · + a n z n of the series development of f is about the extent to which known geometric properties of f are carried on to its partial sums. Another result of Yamaguchi[] is suitable to mention here:
[Yamaguchi [13] ] If f satisfies Re f (z)/z > 0 in E, then the kth partial sums s k (z) = z + a 2 z 2 + · · · + a k z k is univalent in the subdisk |z| < Quasi-convex ((zf ′ ) ′ /g ′ , g is convex). They are functions for which the real part of the quantity (zf ′ ) ′ /g ′ , g is convex, is positive. They are entirely univalent functions. They are also close-to-convex. Results in this direction are also scattered in many literatures.
Close-to-convex (f ′ /g ′ , g is convex). They are functions for which the real part of the quantity f ′ /g ′ , g is convex, is positive. They are entirely univalent functions. Results in this direction are also scattered in many literatures. A bounded turning function is a special close-to-convex function with g(z) = z.
Bazilevic functions. They consist of functions defined by the integral
where h is an analytic function which has positive real part in E and normalized by h(0) = 1 and g is starlike in E. The numbers α > 0 and ξ are real and all powers meaning principal determinations only. They are entirely univalent in the unit disk. They contain many other class of function as special cases.
Inclusions. Two well known inclusion relations between these classes are given as:
convexity =⇒ quasi-convexity =⇒ close-to-convexity =⇒ univalence.
convexity =⇒ starlikeness =⇒ close-to-convexity =⇒ univalence. 
Caratheodory, related functions and generalizations
A cursory look at the series development (1) for f and the various geometric quantities zf ′ /f , 1 + zf ′′ /f ′ , f /g, f ′ /g ′ , and many more, (which possess the property of positivity of real parts) suggests clearly the existence of a series form:
The form (2) 
The Möebius function play a central role in the family of functions of the like of h. It assumes the extremum in the most extremal problem for such functions.
By subordination, it is meant that there exist a function of unit bound, ϑ(z)
)). Thus this gives
another representation for h among others. Precisely, in terms ϑ, h has the form:
The unit bound functions are known as Schwarz functions. Two basic results are noteworthy about them. These are:
[Schwarz (See [4] )] If ϑ(z) is a function of unit bound in E, then for each 0 < r < 1, |ϑ(0)| < 1 and |ϑ(re iθ )| ≤ r unless ϑ(z) = e iσ z for some real number σ.
The above result is commonly refered to as the Schwarz's Lemma. It has the implication that if ϑ(z) is a function of unit bound in E, so also is u(z) = ϑ(z)/z, that is |u(z)| < 1, but not necessarily normalized by |u(0)| = 0.
[Caratheodory [4] ] If ϑ(z) is a function of unit bound (not neces-
with strict inequality holding unless ϑ(z) = e iσ z for some real number σ.
Studies have also revealed that any h can as well have what is known as the Herglotz representation, which is the integral form:
where dµ(t) ≥ 0 and dµ(t) = µ(2π) − µ(0) = 1.
The various represntations of h have important applications as may be discovered through further studies.
The Caratheodory functions are also preserved under a number of transformations: suppose g, h are Caratheodory, then so is p defined as (i) p(z) = g(e it z),
Proof. By simple computation it is easy to see that in all cases, p(0) = 1. Thus it only remains to show that the real parts of the transformations are positive.
For (i) -(iii), this follows from the fact that each of the points e it z, tz and (z + t)/(1 +tz), (with associated conditions on t) are transformations of points in |z| < 1 to points in there (6) . In fact (iv) is a linear transformation of the right half plane onto itself (7) while (v) and (vi) follow from the fact that Re z t ≥ (Re z) t when t ∈ [0, 1] and Re z > 0 (8) . Then for each t ∈ [−1, 0] with respect to (v), (6) To show that |(z + t)/(1 +tz)| < 1, assume the converse. That is |z + t| ≥ |1 +tz|. Then squaring both sides we obtain |z| 2 + |t| 2 ≥ 1 + |t| 2 |z| 2 , wherefrom we obtain a contradiction that |z| ≥ 1. This proves the point. (7) The fact that p(z) = (g(z)+it)/(1+itg(z)) is a linear transformation of the right half plane onto itself can be deduced from the fact that: Re
|1+itg| 2 > 0 since the real parts of g andḡ is greater that zero. (8) The fact that Re z t ≥ (Re z) t is due, by elementary calculus, to the fact that y = cos tθ/(cos θ) t attains its maximum value at t0 ∈ [0, 1] (t0 is given by t0 =
), θ = 0) and y(t) is decreasing on t ∈ [t0, 1]; and y(t) is increasing on t ∈ [0, t0]. In particular, y(t) = cos tθ/(cos θ) t ≥ y(0) = y(1) = 1.
the function p takes the reciprocal of its values for t ∈ [0, 1]. This concludes the proof.
We now mention two basic coefficient inequalities for h, the first based on its
Herglotz representation while the other depends on its representation by functions of unit bound ϑ(z).
[Caratheodory (See [6] 
Caratheodory function, then |c k | ≤ 2, k = 1, 2, · · · . The Möebius function takes the equality.
Proof. If we expand the Herglotz representation of h in series form (9) and compare coefficients of z k , we find that;
So, we have
[Pommerenke [12] ] If h(z) = 1 + c 1 z + c 2 z 2 + · · · is a Caratheodory function, then
The Herglotz representation h(z) = R 2π 0 e it +z e it −z dµ(t) can be written as
So, when compared with h(z)
Equality holds for the function:
Proof. Suppose ϑ(z) is a function of unit bound in E, normalized by ϑ(0) = 0.
Then by Schwarz's Lemma there exists an analytic function u(z) also of unit bound such that ϑ(z) = zu(z). Then
The above two basic inequalities have great implications in the field, especially with regard to coefficient problems.
Further advances have led to various generalizations of h. Janowski [8] redefined h in terms of ϑ, saying given fixed real numbers a, b such that a ∈ (−1, 1]
and b ∈ [−1, a) (that is −1 ≤ b < a ≤ 1), then h is defined as:
where the Caratheodory function corresponds to the extremes b = −1, a = 1.
For various choice values of a, b, the function h also maps the unit disk to some portions of the right half plane.
Perhaps, if any, the most significant of our contribution to this important field of study is the development of iterations for the very important families of functions: the Caratheodory and Janowski functions (See [2] and the previous works cited therein). These are: 
The construction of the extremal function is by setting the geometric quantity
This simply gives f (z) = z(1 + z)/(1 − z). 
The construction of the extremal function is by setting the geometric quantity f ′ (z) equal to the extremal function for h, which is L 0 (z) = (1+ z)/(1− z). Thus, we have
Integrating both sides, we have
is a function with positive real parts. Hence, zf ′ (z)/f (z) = h(z)
for some h(z) = 1 + c 1 z + · · · with positive real parts. Equating zf ′ (z)/f (z) and h we have zf ′ (z) = h(z)f (z). Expanding both sides in series, we have
and thus
a j c k−j , a 1 = 1.
We now proceed by induction. For k = 2, we have a 2 = a 1 c 1 with a 1 = 1 so that |a 2 | = |c 1 | ≤ 2 as required. Next we suppose the inequality is true for k = n, Thus we have |a n+1 | ≤ n + 1 and the inequality follows by induction.
As for the extremal function, the construction is by setting the geometric quantity zf ′ (z)/f (z) equal to the extremal function for h, which is L 0 (z) =
(1 + z)/(1 − z). Thus, we have
Now integrating both sides, we have ln f (z) = ln z − 2 ln(1 − z) which gives f (z) = z/(1 − z) 2 , which is the Koebe function. Since |b k | ≤ 1, k = 2, 3, · · · for convex functions and |c k | ≤ 2, k = 1, 2, · · · for h, it follows that k|a k | ≤ k + 2 k−1 j=1 j = k + k(k − 1) so that the desired inequality follows.
As for the extremal function, the construction is by choosing g = 1/(1 − z) in the geometric quantity f ′ (z)/g ′ (z) and setting this equal to the extremal function for h, which is L 0 (z) = (1 + z)/(1 − z). Thus, we have
Integrating both sides, we have f (z) = z/(1 − z) 2 , which is the Koebe function.
