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Abstract
A three dimensional computational fluid dynamics (CFD) model of a polymer electrolyte
membrane fuel cell (PEMFC) stack has been developed in order to study heat transfer
in single-cell and two-cell stacks. In order to simplify the computational model, the elec-
trochemical and water transport aspects of fuel cell operation were decoupled from those
of heat transfer; the PEMFC fuel cell membrane electrode assembly (MEA), which com-
prises the electrode and electrolyte functional layers, was substituted with an electrically
heated-plate to simulate the heat generated by an MEA.
A fuel cell stack was manufactured and instrumented with calibrated thermocouples to
measure the temperature distribution. The effect of reactant gas flow rate and cell thermal
power density on the temperature distribution within the stack was studied with a view
to validating the CFD model over a broad range of operating conditions. Also, in order
to study the effects of natural and forced convection on the temperature distribution in
the stack, an infra-red imaging camera was used. The predicted temperature distribution
showed good agreement with the experiment over a wide range of gas flow rates, both in
terms of local temperature distribution and overall energy balance.
Results show that increasing the number of cells in a stack from one to two causes in
a larger temperature variation, and therefore heat management in the stack becomes in-
creasingly critical. The validated computational model was used as a modelling framework
to design and test different cooling plates for stacks in order to overcome this issue. As a
result, the bipolar plate in the two-cell stack was replaced with an air-cooled cooling plate
in order to minimise temperature variation and to improve overall stack performance.
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Chapter 1
Introduction
1.1 Overview
Effective thermal management of Polymer Electrolyte Membrane Fuel Cells (PEMFCs)
plays a vital role in defining overall efficiency and in ensuring the delivery of optimum
performance; in addition, thermal aspects of fuel cell operation also have an important
role in water management. Having a clear understanding of the temperature distribution
within a cell or stack is one of the best ways to ensure effective fuel cell thermal manage-
ment.
In general, there has been significant progress in the design, modelling and character-
isation of PEM fuel cells, especially at the single cell level. Less work has been done at
the stack level, partly due to the added complexity and greater difficulty in testing at this
scale. Furthermore, the use of computers as modelling tools has significantly increased
over the last two decades. Simulation packages are being used to characterise all the
processes occurring inside a fuel cell; however, due to the complexity of the models, some
of the solid components (such as the interconnect plates) in a stack model are ignored in
many of the studies, and the focus is largely on electro-chemistry and cell reactions.
In order to understand and analyse heat transfer issues in a fuel cell thoroughly, it is
important to consider the effect of all the physical components of a cell or stack in addi-
tion to its electro-chemistry.
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1.2 Research Aims
The intention of the research undertaken in this project was to analyse the heat transfer
aspects of single and two-cell PEM fuel cell stacks in detail. The effects of different heat
transfer modes (i.e. conduction, convection and radiation) were studied with the aim of
optimising heat distribution within a stack. In order to simplify and include the Mem-
brane Electrode Assembly (MEA) into the calculations, the electro-chemistry and water
transport aspects of fuel cell operation are decoupled from those of heat transfer. A new
experimental technique has been developed that allows for a fuel cell analogue to be used
instead of the MEA, which simulates the same amount of heat as the electro-chemical
reaction.
The work is significant in that it establishes a validated heat transfer model for use
in PEMFC interconnect and cooling plate design, utilising a novel experimental method
based around the replacement of fuel cell MEAs with electrically heated pads to simulate
heat generation. As such, it is the first attempt to decouple the complex interaction be-
tween the two phase flow, thermally sensitive electrochemical reactions, and heat transfer
in fuel cells, allowing the heat transfer processes to be independently explored.
In order to validate the theoretical model, a fuel cell stack was manufactured and instru-
mented with calibrated thermocouples to read temperature at different locations. The
effects of reactant gas flow rates, cooling plate design, and cell thermal power density on
the temperature distribution within the stack are studied. For further validation of the
theoretical results, the effect of temperature distribution on the external surfaces of the
stack is studied in detail using an infra-red thermography.
1.3 Thesis Outline
Chapter 2 describes a brief history of fuel cells and their operating principles, demon-
strating broadly the reasons why fuel cell technology is an alternative to existing energy
generators. The PEM fuel cell is described in detail with a focus on the design of the
interconnect plates and heat management related issues. This chapter also includes a
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summary of the available literature related to PEM fuel cell thermal modelling.
Chapter 3 presents a computational model of a single and two-cell PEMFC stack, in-
cluding the transport processes that are intended to determine the flow and temperature
distribution when operating under steady-state conditions. Commercially available soft-
ware (Star-CCM+ [1]) is used as a modelling tool to simulate and solve the conservation
equations of mass, momentum and energy.
Most of the components required for stack assembly are designed and manufactured in-
house; for example, different flow field patterns are tested with the aim of finding an
optimal design for the gas distribution on the graphite plates. The modelling method-
ology of an axial fan presented in Star-CCM+ is also studied further with the aim of
validation and use for stacks assembled with cooling plates.
Chapter 4 explains the complete experimental setup applied in this thesis. This includes
the preparation and design of the testing rig with all the necessary equipment such as
heated-lines and humidifier; thermocouples and calibration procedures; manufacturing of
the flow field patterns on blank graphite plates using a CNC milling machine; charac-
terisation of different axial fans; stack assembly, and finally the use and calibration of a
thermal imagining camera to study temperature variation across the external surfaces of
the assembled stacks.
Chapter 5 represents the comparison of the theoretical and experimental results obtained
from a single-cell stack assembled with a gasket and heated-pad. The results are com-
pared with the aim of validating the CFD model.
Chapter 6 demonstrates the results obtained from single and two-cell stacks with a focus
on the temperature variation on the external surfaces and the effect on temperature dis-
tribution within the stacks. A thermal imaging camera is also used in order to validate
the theoretical model.
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Chapter 7 reports the various techniques developed to design different cooling plates for
stacks. Different cooling plates with various thicknesses and materials are modelled and
tested with the aim of optimising temperature distribution within the cells. An identical
stack with all the necessary components was also manufactured to validate the theoretical
models.
Chapter 8 concludes the thesis with the main outcomes and some suggestions for taking
this work forward by enhancing the modelling capabilities. Furthermore, some recommen-
dations are given to improve the assembly and cooling techniques for stacks with multiple
cells.
Finally, the Appendices include the technical drawings of stack components and the ex-
perimental setup used for validation of the axial fan model. It also includes a summary of
the various axial fan characteristics and thermal conductivity of different materials used
in the stack assembly.
4
Chapter 2
Background
It is widely acknowledged today that climate change and rising atmospheric temperatures
are a reality, and are mainly due to the increase of greenhouse gases, of which CO2 has
the most significant contribution. Since the pre-industrial era, the atmospheric concentra-
tions of greenhouse gases have increased due to human activities, reaching their highest
recorded levels in the 1990s; most have continued to increase over this time period. Dur-
ing the period between 1750 to 2000, the atmospheric concentration of CO2 increased by
31±4%, primarily due to the combustion of fossil fuels (coal, oil, and natural gas) and
the clearing of land (i.e. deforestation) [2]. The main human activity that contributes to
global warming and to increased CO2 emissions is the combustion of fossil fuels. Most
of the burning of fossil fuels occurs in automobiles, in factories, and in electric power
plants that provide energy for houses and office buildings [3]. The global temperature has
increased by about 0.5 ◦C since the 18th century; however, experts [4] have predicted that
the average temperature will rise by about (1.5 - 3) ◦C by 2100. Furthermore, according
to the fourth assessment report of the IPCC [4], the scientific consensus is that there will
be ’irreversible climate change’ if the level of CO2 is not kept at or below 450 ppm. These
catastrophic atmospheric changes brought about by human activity are among the main
motivations to engineers and environmentalists who devote their research to the discov-
ery of systems that will minimise these emissions and generate higher energy conversion
efficiencies.
Fuel cell technology is one such system with high potential for reducing CO2 emissions and
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contributing to sustainable electricity generation. Fuel cells convert the energy generated
from the electro-chemical reaction between hydrogen or other rich fuels and oxygen (usu-
ally as air) into electricity with higher efficiency than existing conventional generators.
There are of course some challenges related to this technology that need to be remedied
before its commercialisation. These include for example issues related to durability, cost
and performance that will be discussed in greater detail later in this chapter. Another
key challenge is the production, transport and storage of hydrogen as an energy carrier.
Today, about 95% of the commercially available hydrogen is produced by the reforming of
natural gas (leading to carbon dioxide release), and the remainder is produced using water
electrolysers [5] (where the carbon emissions depend on the source of the electricity used).
Solar energy can also be used in different ways to produce hydrogen, but at the moment
it is more costly than conventional steam methane reforming. Figure 2.1 demonstrates
some of the possible methods.
Figure 2.1: Routes to produce hydrogen from solar energy [4]
The future of the hydrogen and fuel cell economy is highly dependent on the development
of low cost fuel cells and also effective hydrogen storage, and it has been as reported
that fuel cells may not yet become fully commercial for transport applications for one
or two decades [4]. As a result, different cooperative programmes, such as the Hydro-
gen Implementing Agreement (HIA) launched by the International Energy Agency, and
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the International Partnership for the Hydrogen Economy aim to expand research and
development on this technology.
2.1 The Fuel Cell
The principle concept of a fuel cell is not new and was discovered in 1839 by the scientist
William Grove, with the first working fuel cell developed later in 1843. Different types
of fuel cells are currently under development and study; however, the basic principles of
operation of existing fuel cells in general are more or less the same. A fuel cell is typ-
ically comprised of an electrolyte, porous electrodes, fuel and oxidant supply channels
and current collectors. The combination of the electrolyte and two electrodes is usually
referred to as Membrane Electrode Assembly (MEA), which will be discussed in detail
in the next chapter. Regardless of the type of fuel cell geometry, the electrolyte is sand-
wiched between two electrodes, and electrochemical reactions take place on the electrodes.
Figure 2.2 shows a schematic representation of Polymer Electrolyte Membrane Fuel Cell
(PEMFC) and Solid Oxide Fuel Cell (SOFC) fuel cells with electrodes and electrolyte
identified.
Heat/CoolingHeat/Cooling
Oxidant
Depleted Oxidant Out
Fuel
Inert Gases Out
or Fuel Circulation
AnodeCathode
Electrolyte
PEMFC
H2
H+
O2
H2O
SOFCH2O2−
O2
H2O
Figure 2.2: Schematic fuel cell structure [6]
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There are two common ways to categorise fuel cells, grouping either by the material
from which the electrolyte is made or by the operating temperature. Polymer Electrolyte
Membrane Fuel Cells (PEMFC), Direct Methanol Fuel Cells (DMFC) and Alkaline Fuel
Cells (AFC) which all operate in the range of 50-200 ◦C are called Low Temperature fuel
cells, while Solid Oxide Fuel Cells (SOFC) or Molten Carbonate Fuel Cells (MCFC) which
operate in the range of 500-800 ◦C are called Intermediate Temperature, and SOFCs op-
erating at the range of 800-1000 ◦C are called High Temperature fuel cells.
Another way of categorising fuel cells is as a function of their electrolyte material; Table
2.1 presents some of these fuel cells and their operating characteristics.
Fuel Cell Type Solid Oxide
(SOFC)
Polymer Elec-
trolyte Membrane
(PEMFC)
Direct Methanol
(DMFC)
Alkaline
(AFC)
Electrolyte Y2O3 Polymer, Poly-
mer Electrolyte
Membrane
Polymer, Poly-
mer Electrolyte
Membrane
KOH Solu-
tion
Mobile Ion O−2 H+ H+ OH−
Operating Temp 500− 1000◦C 60− 160◦C 20− 90◦C 50− 200◦C
Fuel H2, CO, CH4 H2 CH3OH H2
Oxidant Air O2/Air O2/Air O2/Air
Efficiency 40-70% 40-60% 30% 50-55%
Applications Stationary
Power/Heat
Generation
Space, Vehicles,
Stationary
Portable Applica-
tions
Space, De-
fence
Table 2.1: Different types of fuel cells and their characteristics [6]
The focus of this research is the PEM fuel cell; hence, the electrochemical reactions
occurring inside this type of fuel cell are represented in Table 2.2. The electrochemical
reactions of the SOFC are also shown for the purpose of comparison.
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PEMFC SOFC
Anode H2 → 2H+ + 2e− H2 +O2− → H2O + 2e−
Cathode 1
2
O2 + 2H
+ + 2e− → H2O O2 + 4e− → 2O2−
Overall H2 +
1
2
O2 → H2O H2 + 12O2 → H2O
Table 2.2: Electrochemical reactions for PEMFC and SOFC
Polymer electrolyte membrane fuel cells (PEMFCs) are often categorised into two sub-
groups based on their operating temperature. ’Low-temperature’ PEMFCs are those that
operate in the range 40-100 ◦C, and those with an operating temperature in the range 100-
180 ◦C are called ’high-temperature’ PEMFCs [6, 7, 8]. The main focus in this research
is the former; therefore, the structure of different components, operational conditions and
some of the main barriers of commercialisation of this product will be discussed in detail
in the forthcoming sections.
The next sections begin with an introduction to the characterisation of a fuel cell us-
ing a polarisation curve and its relation with fuel cell efficiency in general. Since issues
related to heat transfer are the main focus on this thesis, greater explanations on different
modes of heat transfer and their importance in an operational fuel cell will be given.
2.2 Fuel Cell Polarisation Curve
An important way of characterising and diagnosing a fuel cell is to use a polarisation
curve. Figure 2.3a is an example of this curve for a typical single cell assembled with an
MEA from Johnson Matthey (JM) [9] with an active area of 25 cm2. The cell potential is
plotted on the Y-axis, and current density on the X-axis. The current density increases
with decreasing cell potential; for example, at 0.7 V the current density is about 0.5
Acm−1 and at 0.6 V it increases to about 1.0 Acm−1.
Similar to the polarisation curve, Figure 2.3b provides other useful information about
the same cell; it illustrates cell potential versus power density. The efficiency of the cell is
also plotted on the right Y-axis. The theoretical efficiency of a fuel cell is explained and
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(a - Polarisation Curve) (b - Cell Potential vs Power Density)
(70◦C, H2/Air, Stoichiometry: 2.0,2.0@1 Acm−2 – 100% RH)
Figure 2.3: An example of PEMFC performance curves measured in this
project
derived in several fuel cell handbooks (for example, Dicks [6]). It has been noted that if
the water generated due to electrochemical reaction is in the form of liquid, theoretical
efficiency is 83%. However, by refering to the Figure 2.3b it can be seen that the max-
imum power density of the cell is about 0.6 Wcm−2, which is achieved at an efficiency
of 45%; this is significantly lower than the aforementioned theoretical efficiency (83%).
Higher efficiencies may be reached but at notably lower power densities; for example, at
70% efficiency, the power density of the cell is about 0.09 Wcm−2.
Generally, the operating point chosen for PEM fuel cells is often at a cell potential of
around 0.65 V [10]. For this particular case at 0.65 V cell potential, efficiency is around
50% with a power density of 0.58 Wcm−2. For applications where a higher efficiency is
required, a higher cell voltage (like 0.75 V) may be selected. However, this would result in
an efficiency of around 50-60% and a power density of <0.3 Wcm−2. For most industrial
applications, fuel cell efficiency varies between 45% to 55%, and in general, it is assumed
that the fuel cell is an energy conversion source with an average efficiency of about 50% [6].
The main reasons accounting for the difference between theoretical and experimental
cell potential are: activation losses, ohmic losses, fuel crossover and gas concentration
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losses. These issues will not be discussed here; however, further information can be found
in Dicks [6] or Barbir [10].
2.3 Polymer Electrolyte Membrane Fuel Cells
The PEM fuel cell was first introduced as a practical device in the 1960s by General
Electric for use by NASA on their spacecraft. The electrolyte in a PEM fuel cell is an ion
conductive polymer, and due to the poor characteristics of the polymer at the early stages
of application, the lifetime of the initial design was less than 500h. Research continued
on improvement of the polymer membrane and in 1967 a new membrane called Nafion
with better characteristics was developed by Dupont [11]. This is currently still one of the
most commonly used membranes, although thermal and water management in the Nafion
membrane and fuel cell stack plays an important role in the performance and durability
of PEM fuel cells. There are other issues such as stack design, heat management and
materials selection that must be also addressed in order to have an efficient and cost
effective product.
A reliable PEM fuel cell as an alternative to replace existing technologies depends on
the cost, performance and robustness of the new design. According to a report by the De-
partment of Energy (DOE) in 2010 [12], the main challenges to the full commercialisation
of fuel cell stacks are:
• Increasing durability: on average the durability of a fuel cell system was around
2000 hours in 2009 for mobile applications such as fuel cell vehicles (FCV), and the
target has been set to 5000 hours;
• Decreasing cost: in 2009 the cost of a fuel cell stack was $60 per kilowatt - DOE
expects that continued research in manufacturing methods will enable the cost to
reduce to $30/kW by 2015;
• Operating in low temperatures: for countries and locations with extreme cold
weather conditions (for example -25 ◦C), the fuel cell system is expected to operate
as normal. Robust and appropriate materials need to be sourced for such climates.
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• Shorter start-up and shut-down time: this objective has been improved signif-
icantly throughout the last years; for example it has been reported by Intelligent-
Energy [13] that their fuel cell system design reached a full load current in 60 seconds
and a full rated power in 75 seconds;
• Improving performance and thermal management: this is the better under-
standing of issues related to heat transfer that may affect the overall performance
of a fuel cell stack.
The last three points are directly related to thermal issues in a fuel cell and improvement
of any of them will affect operation and performance of the system as a whole. Thermal
management becomes increasingly significant at operating temperatures around 60 ◦C
and above, not least because the polymer electrolyte used in PEMFCs is sensitive to up-
per temperature limits, as above 120 ◦C the Nafion membrane will no longer be properly
hydrated, and performance and lifetime will be rapidly degraded.
Regardless of the size of a fuel cell, the structure of electrolytes and electrodes is the
same. However, the design of other aspects of the fuel cell system depends on the applica-
tion and power requirements; these include the design of the interconnect plates, applied
cooling technique (i.e. air-cooled or water-cooled), humidification and so forth. A typical
layout of a PEMFC stack with some key features in each cell is illustrated in Figure 2.4.
To prevent any leakage of fuel and oxidant, and hence to limit poor fuel cell performance,
gaskets typically made of silicon are used for sealing purposes around the active area where
chemical reactions occur. The heart and the most expensive component of a PEM fuel
cell is the membrane electrode assembly (MEA), that is sandwiched between two plates
as shown in Figure 2.4. The MEA is comprised of an ionically conducting membrane
(mainly Nafion) and catalyst layer coated on its both sides. One of the main features of
this type of membrane is its mechanical strength, which means it can be made into very
thin films, down to about 20 µm thick. The conductivity of the Nafion membrane is di-
rectly proportional to the water content in the membrane, and hence water management
plays an important role in the performance of PEM fuel cells. The amount of water in the
membrane is regulated by the water generated due to electro-chemical reaction and the
12
Bipolar Plate
(Interconnect Plate)
MEA
Sealing
Gasket
GDL
Fuel Cell Stack
Figure 2.4: Components of a Polymer Electrolyte Membrane Fuel Cell
humidity of the inlet reactant gases. In order to maintain the right amount of humidity in
the cell, the reactant gas should be pre-humidified; its relative humidity should be around
80% and at the same time it should not exceed 100% humidity to prevent water flooding
and hence poor performance. Extensive research has been conducted in this area which
will be briefly addressed in the literature review in this chapter; however, some of the
other issues related to heat management in PEM fuel cells will also be discussed in depth
here.
The most widely used catalyst is platinum combined with carbon and PTFE (polyte-
trafluoroethene) that can be printed as a thin film and transferred to the membrane or
applied directly to the membrane chemically. Due to the high price of platinum, the aim
is to reduce its loading on the membrane; today a loading of around ≤1.0 mg Ptcm−2
on the anode and the cathode is regularly used, which has performed as well as earlier
higher platinum loadings which were around 2.0 to 4.0 mg Ptcm−2 [14]. Due to the cost
of the platinum, alternative materials such as ruthenium are also being investigated for
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substitution [15, 16, 17].
The gas diffusion layer (GDL) is located between the plate and the membrane on both the
anode and cathode sides; this means that the membrane is sandwiched between two GDLs.
The main functions of this layer are: to provide mechanical support for the membrane,
electrical contact between the catalyst layer and the plate, a pathway for the reactant
gases to reach the catalyst layer uniformly as well as a pathway for the water generated
on the catalyst layer to reach gas flow channels. The layer is usually made of hydrophobic
(non-wetting) carbon and PTFE based materials in order to facilitate water removal from
the cell. Two of the major commercial suppliers of gas diffusion layers are Toray [18] and
SGL [19]; the thickness of GDLs manufactured by these companies varies between 0.17
mm to 0.4 mm, while density varies between 0.2 to 0.8 gcm−3 and porosity varies between
70% to 80%. More information can be found on the websites of these respective companies.
Figure 2.5 shows a small section of a PEM fuel cell with key features identified, namely:
the gas diffusion layer, membrane and the catalyst layer. The chemical reaction occurring
on the anode and cathode sides is represented and the flow of the hydrogen ions from
anode to cathode side is also shown with an arrow.
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Membrane
GDL
Catalyst
Layer
H+
Anode: H2 → 2H+ + 2e−
Cathode: 1
2
O2 + 2H+ + 2e− → H2O
Figure 2.5: Detail view of catalyst layer, membrane and gas diffusion layer
Generally, in order to obtain higher voltage from a fuel cell, cells are assembled in series
with the use of interconnect (bipolar) plates. Bipolar plates comprise most of the volume
and mass of a stack, at around 80% of mass [20]; this is mainly because of the thickness
of the plates which varies between 1–4 mm. The challenge remains the reduction of
weight, volume and the cost of production of the plates; further description and design
information about the bipolar plates follows.
2.4 Bipolar Plate and Flow Channels
Bipolar plates are made of electrically and thermally conductive materials such as graphite
in combination with poly-propylene [21]. The practical methods of manufacturing plates
are injection and compression moulding. Injection moulding is usually used for mass pro-
duction, as thinner plates (about 1 mm thick) can be made faster; however, making the
mould cavity itself is costly and it is not wise to use injection moulding when only small
numbers of plates are required. On the other hand, compression moulding takes longer
but blank plates can be made with different thicknesses using the same mould.
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Different products are commercially available that can be sourced from a variety of com-
panies such as bac2 [22] or Morphic technologies [23]. In the US, UTC fuel cells [24]
invented a porous graphite plate, which is suitable for water management inside a PEM
fuel cell; however, they do not sell their graphite plates separately as individual products.
There are also coated metallic plates made of stainless steel or titanium, which are being
used by different companies [25, 26]. The advantage of metallic plates is that they are
easier and faster to manufacture, however, as stated in the work by Tawfik et al. [27] the
main disadvantage of these types of plates is their tendency to corrosion, which occurs
regardless of fuel cell operation.
Plates are used to separate the reactant gases (i.e., hydrogen and air); this means that air
flows on one side of the plate, while hydrogen flows on the other. In order to have better
gas distribution and contact between the plate and the MEA, flow channels are located
on both sides. The flow pattern forces the reactant gases to distribute throughout over
the entire active area, and plays an important role in increasing the reactant utilisation
and performance of the cells [6, 28].
The water generated due to electro-chemical reaction may be condensed after passing
through the gas diffusion layer, and in order to prevent blockages in the cell, gas flow
channels are designed so the water can be removed from the cell by passing though the
GDL and the channels toward the outlet of the cell. Gas pressure also plays a vital role
in this removal; the importance of gas pressure can be loosely described as follows:
• The pressure inside the channel should be high enough to remove extra water and
generally prevent the formation of many water droplets, which may lead to blockage
of the channels.
• If the gas flow is stationary (upon the shut-down of the fuel cell), the pressure should
be high enough to push formed water droplets out of the cell.
There is a pressure drop along any flow channel, and it is very important to minimise this
as a large pressure drop in a fuel cell means that more power will be needed to pump reac-
tants, which result in larger auxiliary power required for the fuel cell system [6, 29, 30, 31].
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Regardless of the material used for the plate, i.e. metallic or non-metallic, the methodol-
ogy used for flow pattern design is the same. A comprehensive review of different types
of flow field designs and configurations has been conducted by Li et al. [28]; those which
are employed in this project are introduced in the forthcoming paragraphs. Figure 2.6
shows some of the common patterns used in different fuel cells with arrows indicating the
direction of gas inlets and outlets.
a) Pin-type b) Serpentine-type c) Parallel-type
Figure 2.6: Common flow channel designs
The first configuration, Figure 2.6a, is known as a pin-type flow field. The pin pattern can
have different arrangements based on the plate design. They can also be in any shape,
although cubic pins are often used as they are easy to manufacture. One of the main
advantages of this kind of flow field design is the low pressure drop of the reactant gas.
However, reactant gases tend to follow the shortest path with least resistance across the
channels (i.e. the shortest path from the inlet to the outlet). This can cause non-uniform
gas distribution throughout the active area, and hence poor performance of the cell. For
example, Hsieh et al [32] investigated the pressure drop in a PEM fuel cell with differ-
ent flow channels. Although the active area of the cell was small (22.5 × 22.5 mm2),
the pressure drop across the cell was noticeable, and also comparable between different
flow patterns. Table 2.3 shows the pressure drop across the flow field channels for three
different patterns (pin, serpentine and parallel) at different operating temperatures. As
represented, the pressure drop across the pin-type configuration is smaller than the other
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configurations; for example, at 50 ◦C, the pressure drop for the pin configuration is about
7.5 kPa, whereas for the serpentine it is 42.7 kPa.
Flow Field Type Pin Serpentine Parallel
Temperature [◦C] 25 50 75 25 50 75 25 50 75
Pressure Drop [kPa] 7.1 7.5 8.0 38.7 42.7 44.2 8.5 9.2 9.8
Table 2.3: Gas pressure drop across a micro PEM fuel cell [32]
The second configuration, Figure 2.6b, is known as a serpentine-type flow field. This flow
pattern can improve reactant flow distribution throughout the active area by forcing the
gas to follow a particular path while also improving water removal from the cell. However,
having only one serpentine channel results in a substantial pressure drop and a relatively
large gas concentration gradient within the cell. Many studies have been conducted in
this area, for example Rock [33] suggested a new design where he divided the serpentine
channels into segments of shorter serpentine channels, resulting in lower pressure drops
in the cell (fig. 4. [33]). In another design Watkins et al.[34] showed that using several
serpentine channels at the same time reduces the pressure drop and gas concentration
gradient in the cell as shown in (fig. 4. [34]). From Table 2.3 it can also be seen that the
pressure drop in a serpentine configuration is about 4-5 times larger than that of a pin
configuration.
The third configuration, Figure 2.6c, is known as a parallel-type flow field. The advantage
of this flow pattern is the low pressure drop across the cell. However, any blockage in any
one of the channels (due to water condensation, for example) results in flow redistribution
in other channels, therefore yielding a non-uniform gas distribution which can lead to poor
cell performance. An example of parallel flow field design is (fig. 3. [35]).
A modified version of parallel-type flow pattern is the ’interdigitated’ flow field pattern,
as shown in Figure 2.7. This configuration is more or less the same parallel pattern with
some baﬄes at the end of each channel; in other words, the channels are disconnected from
each other, and the reactant gas is forced through the GDL to reach the neighbouring
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channel (cross-over, as shown in the figure). This may lead to a higher pressure drop than
the conventional parallel design, and the uniformity of gas distribution is strongly related
to the uniformity of GDL thickness and effective porosity after assembly and compression
[10].
Baﬄe
Baﬄe
Cross-over
Figure 2.7: Interdigitated flow field pattern
The concept of this flow field pattern is not new and several studies have been published,
and patents filed, in this area, for example [36, 37, 38, 39, 40]. A comparison of the pres-
sure drop between interdigitated and parallel flow patterns has been conducted by Yan et
al. [41], and the results are summarised in table 2.4 for different current densities. The
size of the graphite plates are (22 × 22 cm2), with an active area of (13.7 × 13.7 cm2);
it can be seen that the pressure drop at the interdigitated flow pattern is far higher than
that of the parallel pattern. Pure oxygen was used on the cathode side with a flow rate
of about 1 LPM.
The final design chosen for this project is a combination of parallel and serpentine chan-
nels; the modelling and manufacturing process of the channels is discussed in the next
chapters.
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Current Density Parallel (∆P) Interdigitated (∆P)
[Acm−2] [Pa] [Pa]
0.1 272 816
0.2 344 772
0.3 299 815
0.4 177 796
0.45 220 812
0.5 167 847
Table 2.4: Comparison of pressure drop between parallel and
interdigitated flow field patterns in a micro PEM fuel cell [41]
2.5 Heat Transfer in PEM Fuel Cells
In section 2.2 it was shown that the theoretical and experimental cell potentials of a PEM
fuel cell are not the same, and efficiency tends to be lower in experiments than in the-
oretical calculations. By considering the irreversibility of a fuel cell and an efficiency of
about 50% (refer to the polarisation curve in Figure 2.3) - it can be concluded that a fuel
cell of power X watts will also dissipate about X watts of heat. However, depending on
the application, the excess heat can be retrieved. As an example, in Combined Heat and
Power (CHP) systems the excess heat generated from a fuel cell is captured and used as
a by-product.
That means that a fuel cell system can be treated as an energy conversion unit and
heat exchanger. Generally, in heat exchangers the amount of heat transferred between
cold and hot fluids depends on temperature difference and surface area [42]. SOFC fuel
cells (sometime referred to as high grade heat converters) are a better candidate for CHP
systems than PEM fuel cells, as the heat generated is easier and less expensive to recover.
On the other hand, by increasing the surface area of a heat exchanger a PEM fuel cell
can also be used in a CHP system, although this approach is not as cost effective; it is
referred to as a low grade heat converter.
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By considering a fuel cell operating at low temperature where the generated water is
in the form of liquid, the rate of heat generated can be expressed as follows:
Q = nI(1.25− Vc) [W ] (2.1)
where n is the number of cells in stack, I is the current density, and 1.25 is the open
circuit voltage of fuel cell. This equation can be rearranged in terms of electrical power
to give:
Q = P (
1.25
Vc
− 1) [W ] (2.2)
This equation states that Q is the amount of heat that needs to be dissipated from the
stack in order to maintain an optimal operating condition. In general there are three dif-
ferent modes of heat transfer occurring in fuel cells: conduction, convection and radiation.
The latter mainly takes place in high temperature fuel cells such as SOFC, whereas con-
duction and convection are the main modes of heat transfer in low temperature fuel cells
[10]; however, based on fuel cell geometry and system configurations, forced convection
can also be employed in order to disperse the excess heat from a stack more effectively.
Figure 2.8 has been taken from the work done by Liu et al. [43]. It illustrates the tem-
perature distribution through a cross-section of a single fuel cell with the gas flow rates of
1.2 LPM on both anode and cathode sides. For clarity, the location of different compo-
nents is also identified at the top of the plot. The temperature profile is plotted at three
different locations in the cell: near the inlet, the middle of the channel and near the exit.
Temperature variation near the inlet is about 12 ◦C, which is the greatest compared to
the other two profiles that are 8 ◦C and 6 ◦C, respectively. In all three cases, because
of heat generation on the catalyst layer, the temperature in the middle is highest and
declines towards the gas channels and edges of the cell.
In general, heat is generated in a fuel cell by a number of different mechanisms in a
number of different components. Some is generated due to ohmic losses that mainly oc-
cur in the membrane (resistance to the flow of ions), and in the electrically conductive
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GDL (Anode)
Membrane
Catalyst Layer
Figure 2.8: Temperature distribution through a fuel
cell characteristic cross-section - Adopted from [10]
solid parts (i.e. interconnect plates); however, most of the heat is generated in the elec-
trodes. This heat must be taken away from the MEA in order to prevent dehydration of
the membrane, and to keep the cell at its optimal operational temperature.
Some of the heat generated is transferred to different solid components by conduction;
some may be transferred to the reactant gases and some to the cooling media via convec-
tion. Finally, some is dissipated to the surrounding air from the external surfaces of the
fuel cell via free or forced convection. Figure 2.9 illustrates heat transfer via convection
and conduction in different components in a small segment of a fuel cell; convective heat
transfer is shown with ’brown’ arrows and conductive heat transfer with ’red’ arrows. To
avoid cluttering up the figure not all the arrows are shown in all the channels.
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Figure 2.9: Conductive and convective heat transfer in small segment of a fuel cell
2.5.1 Conductive Heat Transfer
Heat conduction is the mechanism of internal energy exchange between neighbouring
molecules in a medium due to a temperature gradient. Heat conduction can take place
inside a medium or across the boundaries of two different static media which are in
contact. Considering the medium shown in Figure 2.10, two side faces are maintained at
different temperatures T1 > T2. According to Fourier’s law, heat conduction will occur
in the x-direction through the medium and by evaluating the expression in the limit (as
∆x→0), the heat transfer flux can be expressed as:
qx = −kA∆T
∆x
⇒ q′′x =
qx
A
= −kdT
dx
(2.3)
where k is the thermal conductivity [Wm−1K−1], A the cross-sectional area [m2], T the
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temperature in Kelvin [K] and q
′′
x the heat flux [Wm
−2]. The total heat flux can be
evaluated for a three dimensional media; by recognising that the heat flux is a vector
quantity, the total heat flux can be written as follows. The i, j and k are the unit vectors
at x, y and z directions.
q
′′
= −k∇T = −k
(
i
∂T
∂x
+ j
∂T
∂y
+ k
∂T
∂z
)
(2.4)
qx
x
T (x)
T1
T2
Figure 2.10: Conduction heat transfer - the relationship
between heat flow direction and temperature gradient
2.5.2 Convective Heat Transfer
In general, convective heat transfer takes place due to a temperature gradient by the bulk
motion of a fluid. It describes the energy transfer between a surface and a fluid flowing
across it as shown in Figure 2.11.
T∞, U∞
q
′′
Ts, Us
Figure 2.11: Convection heat transfer on a flat plate
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By defining an average convection heat transfer coefficient for the entire surface (h¯), the
total heat transfer rate may be expressed as follows:
q = h¯As(Ts − T∞) ⇒ q′′ = q
As
= h(Ts − T∞) (2.5)
The average convection heat transfer coefficient is a function of the composition of the
fluid and the solid geometry, and is usually determined experimentally; some of these
values are sourced and summarised in table 2.5.
2.5.3 Free Convection
Some of the heat generated in a fuel cell is dispersed from the external surfaces to the
surrounding air via natural convection. In chapter 5 it is shown that the amount of heat
dispersed from a typical single cell stack via free convection is around 40-50% of the over-
all heat loss. However, in larger stacks free convection may have more of an effect on
cells at the two ends of the stack as they are closer to the body plates. To explore the
reasons for this, the temperature variation presented previously for a single-cell (Figure
2.8) can be adopted and generalised for a fuel cell stack with multiple cells; with a good
approximation, a similar temperature distribution can be plotted along the whole stack.
Figure 2.12 illustrates this phenomena with different modes of heat transfer identified in
a typical fuel cell stack.
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Figure 2.12: Heat transfer modes in a fuel cell stack and illustrative
temperature variation within the stack
Heat generated on the MEAs is transferred via conduction and forced convection (through
the gas channels) within the cells as shown with red and blue arrows, respectively; after
reaching the external surfaces of the stack, heat leaves the stack via free convection (brown
arrows). The body plates, at the two ends of the stack, are directly exposed to the sur-
rounding air; hence, because of their larger surface area than the cells in the middle, they
lose more heat via free convection. Free convection in the middle cells occurs only through
their edges. As a result, the temperature gradient towards the ends of the stack is larger
than the middle, which leads to a non-uniform temperature distribution. A temperature
distribution curve is plotted at the bottom of the stack, which is an approximation of the
temperature profile of the system.
In order to overcome this issue, various design modifications may be made; for exam-
ple, forced convection can be used to minimise the temperature gradient throughout.
This is explained in detail in the next section.
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2.5.4 Forced Convection
In previous sections it was shown that extra cooling channels can be made on graphite
plates to force coolant into the stack (refer to Figure 2.9). Depending on the stack
configuration and design requirements, forced convection may be used to increase the
rate of heat exchange/removal. Generally, heat removal via forced convection in a PEM
fuel cells can be loosely categorised into two groups based on the fluid used as coolant;
these include ’air-cooled’ or ’water-cooled’ stacks.
• ’water-cooled’ stacks: this refers to a configuration where the cooling fluid is in the
form of a liquid. In low temperature PEM fuel cells, the operating temperature
is around 80 ◦C; and usually De-Ionised (DI) water is used as a coolant. The
convective heat transfer rate of water is higher than air and therefore more heat can
be removed.
• ’air-cooled’ stacks: this refers to a configuration where the cooling fluid is in the
form of gas, usually air. The convective heat transfer rate of air is less than that
of water; however, the equipment required for an air-cooled stack is less expensive
and simpler compared to water-cooling, and there are situations where using air as
a coolant is more reliable.
Figure 2.13 represents the same stack discussed previously with some modifications. An
effective way of removing heat may be achieved by introducing some additional holes into
the bipolar plates and forcing air or water into these holes; this is shown in the figure with
’green’ arrows. Forced convection can help to minimise temperature differences between
the cells as well as minimise the slope of the temperature distribution curve as plotted.
The curve from the previous configuration is also shown in dashed lines for the purpose
of comparison.
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Figure 2.13: Heat transfer modes in a fuel cell stack with air-cooled
configuration
Table 2.5 shows approximate values of convective heat transfer coefficients for natural
and forced convection in air and water. A quick review of these values assists in the
design of an appropriate cooling system for a fuel cell. Various techniques exist for cool-
ing PEMFCs; for stacks with power outputs greater than 100 W, forced air convection
is recommended to ensure control of the heat distribution inside the stack, whereas for
fuel cell stacks with power outputs greater than 1 kW, forced water cooled systems are
preferable, so as to dissipate more heat quickly. The challenge of choosing air or water
cooling systems depends on many factors such as stack size, configuration and application.
The power output of the two-cell stack that will be assembled for this research project is
around 20 W; hence, natural and forced air convection (i.e. air-cooled system) would be
sufficient to overcome thermal issues.
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Operating Condition Heat Transfer Coefficient [Wm−2K−1]
Natural Convection in Air 5-25
Forced Convection in Air 10-500
Natural Convection in Water 500-1000
Forced Convection in Water 1000-15000
Table 2.5: Approximate values of convection heat transfer coefficients [44]
In order to incorporate heat removal via forced convection in a stack, it is necessary
to design and manufacture cooling plates. Some examples of relevant published work in
this area can be found in references [45, 46, 47], and other related works developed by
industrial companies include [48, 49]. The usual way of manufacturing cooling cells in an
air-cooled stack is to make additional channels in the bipolar plates through which cool-
ing air can be blown. The cooling plate can be separated from the active cell; the more
practical way to achieve this is to have both in one plate and therefore thinner cooling
plates in a more compact stack.
Figure 2.14 illustrates a section of a large assembled fuel cell stack with air-cooling plates.
As shown, the gas flow patterns are machined on both sides of the plate and the cooling
channels are located at its middle. Reactant air flows on one side of the plate, hydrogen
on the other, and cooling air passes through the channels in the middle.
Cooling channels on plates are usually designed vertically from top to bottom as shown
in the figure. The advantage of this configuration is that at lower current densities, the
flow of air through the channels (due to natural convection) may be sufficient enough to
remove excess heat from the stack whereas at higher current densities, forced convection
can be used.
A practical way of applying forced convection is the use of axial fans. Fans can be
mounted on stacks to force air into the holes of cooling plates; Figure 2.15 is an example
of this type of configuration. It shows two axial fans that are mounted at the top of
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Figure 2.14: Heat Transfer in an air-cooled fuel cell stack
a stack with a specially designed cover to force air into cooling channels. The amount
of air passing through the cooling plates can be adjusted by varying the speed of the fans.
In this project, a two-cell stack with different air-cooling plates was designed and as-
sembled. In order to implement a cooling plate in the stack and use force convection,
it is necessary to calculate the amount of air required for the purpose of cooling. The
following paragraphs explain some calculations related to the flow of the cooling air and
the selection of an appropriate axial fan.
Let us assume that all the excess heat generated in the stack has to be removed only
through forced convection and that there is no heat loss via conduction or free convection
(in the worst case). If the cooling air is flowing at the rate of m˙ [kgs−1], with specific heat
of cp=1007 [Jkg
−1K−1] at 300 K, and is subject to a temperature change of ∆T, then the
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Cooling Fans and Cover
Fuel Cell Stack
Figure 2.15: Forced Convection in an air-cooled fuel cell stack
heat removal rate can be evaluated as:
Q = P (
1.25
Vc
− 1) = m˙cp∆T (2.6)
With the assumptions that the operating cell voltage is 0.6 V; power output from the two-
cell stack is 12 W (at current density of 0.8 Acm−2, with an active area of 25 cm2), and
the cooling air temperature increment is 20 K, the cooling air flow rate can be calculated
as follows:
12× (1.25
0.6
− 1) = m˙× (1007)× (20) ⇒ m˙ = 6.45× 10−4 [kgs−1] (2.7)
It states that, if air enters the cooling channels at 20 ◦C with a flow rate of
6.45×10−4 [kgs−1], its outlet temperature would be 40 ◦C. There are a variety of ax-
ial fans on the market that can be used for this purpose. An axial fan type 252N from
ebmpapst [50] has been chosen for this project; modelling details and experimental setup
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will be discussed in the next chapters.
2.6 Literature Review
Accurately predicting the behaviour of a fuel cell is a major challenge to computational
modelling and simulation due to the complexity and coupling of the various physical pro-
cesses occurring within the system. However, such models are a vital tool for creating
advanced designs and predicting performance over a wide range of operating conditions,
at a fraction of the time and cost of building and testing prototype systems. By describing
the system fully in terms of the geometry and materials used, and applying electrochemi-
cal principles and conservation laws, information such as the temperature profile, reactant
flow distribution, pressure drop and current distribution within a fuel cell can be deter-
mined. Many research papers are published in the area of electro-chemistry and water
management for small fuel cells with active areas of around 20 cm2. The published work
for larger stacks tends not to cover existing problems such as stack design and heat man-
agement thoroughly; hence, further study of these issues is necessary.
The research aspects and interests of a fuel cell stack may be loosely categorised into
three groups, based on scale and level. Figure 2.16 illustrates how these boundaries are
defined, and how a fuel cell stack can be broken down for further investigation. The
research can be either theoretical or experimental; however, today with the advancement
of computers these two are often combined.
Figure 2.16a demonstrates a stack level model which generally consists of many cells.
In these models the effects of operating temperature, and manifold design, gas delivery
and different cooling systems are considered; however, due to their complexity, detailed
electro-chemistry or gas transport in every cell is often neglected. Figure 2.16b shows a
single cell model, which includes all the relevant mathematical equations and deals with
the electro-chemistry and flow of the gases in the whole cell. Figure 2.16c shows a channel
level model that is a portion of a cell. These models include in detail the thermal, elec-
trochemical and gas transport phenomena that take place in that segment of the fuel cell,
such as the formation of water droplets due to condensation and calculation of partial
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pressure of water.
c) Channel level model
b) Cell level modela) Stack level model
Figure 2.16: PEM fuel cells modelling scales
The majority of work in the literature is concerned with modelling of the electro-chemistry
and heat transfer on a small scale, occasionally being extended to consider these effects in
a stack, and more rarely considering the effect of heat transfer and design of the cooling
plates in stacks with more than one cell. The work in this thesis falls into the category
of ’stack level’ modelling. It is based on a PEM fuel cell stack with one or two cells.
The existing literature covering the three aforementioned modelling approaches can be
elaborated upon as follows:
Single channel models - By considering a single reactant flow channel, only processes
occurring through the thickness of the cell and along the channel length are considered.
Restricting the model to a single channel reduces the computational effort considerably
for numerical models and allows analytical models to be applied with a high degree of
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accuracy. Single channel models typically consider the electrochemical reactions, partial
pressure of reactants and the processes occurring in MEA and GDL [51, 52, 53, 54, 55].
For example Quan et al.[52] investigated the water management in the air flow channel
of a PEM fuel cell using the FLUENT [56] modelling package. A single channel with
dimensions of 1.0×0.5×23 mm3 was considered for the simulation. The effect of channel
surface hydrophilicity, channel geometry, and air inlet velocity on water behaviour, water
content inside the channel, and pressure drop were studied in detail and the dynamic
behaviour of the fuel cell in a single channel simulated.
Single cell models - In this case a single MEA which is sandwiched between two
mono-polar plates is modelled. Flow of species in the gas channels, effects of temperature
distribution on the cell voltage, and performance are typically included in these models.
Detailed mathematical descriptions have been developed for phase change, condensation,
and the movement of water through the MEA and GDL. The heat generated due to
electrochemical reactions is often considered but distribution of temperature and heat
transfer in solid components such as the graphite and end plates are not considered in
detail [57, 58, 59, 60]. For example Shimaplee et al. [58, 59] developed a 3D model of a
single cell fuel cell stack with an active area of 25 cm2 using the Star-CD [1] modelling
package. Detailed mathematical equations have been developed for phase change and
condensation, and the movement of water through the MEA and gas diffusion layer was
also studied. Heat generated due to chemical reaction was also modelled but its effect of
overall performance and heat distribution within different components was not considered
in detail.
Stack models - The effects of temperature, manifold design, and gas distribution on
the performance of stacks are considered. Due to the complexity of these models, details
such as water formation or pressure drops inside a single channel are often omitted [61].
Some researchers typically treat the stacks as a process unit with inlets and outlets and
they develop models based on electrochemical performance and the physical character-
istics of the inlet and outlet flows, for example (fig. 1. [62]). Commercially available
software like MATLAB [63] was used to solve equations developed such as conservation
of mass and energy equation. In most of the cases validation was done by using data
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from commercially available fuel cell stacks and some of the parameters such as stack
average temperature or polarisation curve were compared with the results obtained from
theoretical models. For example, Yu et al. [62] used a fuel cell stack from Ballard to
validate their theoretical model, and one of the assumptions to simplify their model was
that the stack temperature was uniform due to high thermal conductivity.
Shan et al. published a series of papers where they included temperature effect on fuel
cell performance. In their first paper [64] a two-dimensional (2D) mathematical model
was developed for a single fuel cell by considering the electro-chemistry, GDL and heat
transfer. The static and dynamic behaviour of the fuel cell were modelled using Matlab.
In the next papers [65, 66] they improved the first model by developing a 2D model of
two straight adjacent cells (fig 3. [66]) with detailed electro-chemistry. However, none of
this models was validated against experiment.
Understanding and controlling the temperature distribution in a fuel cell is one of the
important aspects of determining performance of the stack. Several studies have been
conducted to evaluate the performance of a fuel cell under different humidity and tem-
perature conditions; for example, Jeon et al. [67] studied the effect of different serpentine
flow field designs on PEM fuel cell performance. They investigated the effect of the gas
inlet humidity and temperature on the overall performance of the cell; highlighting the
effect of different flow field channels on the temperature and humidity distribution. Hen-
riques et al. [68] altered the cathode channel geometry in a portable PEM fuel cell in
order to increase its efficiency. The new channel configuration lead to improved gas, hu-
midity and temperature distribution throughout the cell, and increased the efficiency of
the fuel cell by about 25%. Saleh et al. [69] explored the effects of relative humidity
at different temperatures on the performance of a PEM fuel cell with an active area of
25 cm2. They found that the impact of relative humidity on cell performance depended
on the cell temperature distribution.
Application of Thermal Imaging Camera for Fuel Cells
There are different methods that enable temperature measurement using operational fuel
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cells, for example thermocouples can be used to measure the temperature at specific points
[70, 71]. One way of examining the effect of natural convection and conduction in a stack
is to measure the temperature distribution on the outer faces of the stack. Measuring
the temperature of a surface is not readily achieved through the use of thermocouples;
therefore, an alternative approach is use of a thermal imaging camera. This type of cam-
era operates by transmitting infra-red (IR) wavelength; IR has the same properties as
visible light regarding reflection and transmission; however, the type of lenses used for IR
cameras are very specific as they must transmit IR wavelengths [72]. The advantage of
using this technique is that there is no sensor placement on a surface, and that a whole
surface can be characterised in a single measurement.
Gao et al. [73] used an IR camera to measure the temperature distribution on part of
the outer surface of a Ballard 1.2 kW Nexa fuel cell system to validate a one-dimensional
(1D) dynamic model. It was assumed that the temperature at different faces of each cell
was the same as that of the measured top face, and therefore the thermal imaging camera
was only used to measure the temperature at the top face of the stack.
In order to take images of different components inside a fuel cell stack it is necessary
to redesign the fuel cell to allow access to the area of interest. For example, Hakenjos et
al. [74] modified their cell design to allow for a direct view onto the gas diffusion layer on
the cathode side. The main purpose of this modification was to measure the temperature
on the gas diffusion layer using a thermal camera, coupled with measurement of the local
current distribution using an impedance analyser.
Thermal imaging cameras have also been used to study high temperature fuel cells. For
example, Brett et al. [75] modified their experimental design in order to measure the
temperature of the surface of a cylindrical solid oxide fuel cell with a diameter of 16 mm.
Fuel Cell Cooling Plate Designs
In both high and low temperature PEMFCs, overheating and non-uniform heat distri-
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bution may affect the overall performance and efficiency of the stack, and a practical
way of dealing with this issue is the use of an appropriate cooling technique in order
to maintain the desired temperature distribution throughout the stack. The maximum
temperature variation within a cell is directly related to the size and geometry of the
cell. For example, in the model developed by Yu et al. [45] the cell size was 60×60 mm2
and maximum temperature variation on the cell was about 10 ◦C. They investigated the
effect of different flow layouts, especially serpentine channels, on a cooling plate. Because
of geometric symmetries, only half of a cooling plate was modelled and the impact of
different serpentine cooling channels with various paths were investigated on temperature
distribution on the cell (fig 1. [45]).
Choi et al. [46] used a similar approach to study the effect of different serpentine channels
on the performance of a single cooling plate with heat flux applied to both sides. However,
neither of these models were validated experimentally. In another work reported by Shim-
palee et al. [47] the cell active size was 60×30.87 mm2 and the temperature variation was
about 7 ◦C. They investigated heat management issues in a PEMFC stack by including
the electro-chemical reaction; an existing air-cooled stack was modelled and results were
compared with experiment. However, there were no results reported aimed at modifying
or improving the cooling plate design, for example, making the cooling plates thinner or
changing the number of cooling channels, and studying the effect on overall performance.
2.7 Conclusion
The chapter presented a general introduction to polymer electrolyte membrane (PEM)
fuel cells, as well as a review of the main challenges to commercialisation that face this
technology. The PEM fuel cell and its components were discussed in detail, along with
the various technologies utilised to manufacture them (i.e., the interconnect plates).
The theoretical efficiency of a PEM fuel cell was discussed and it was shown why fuel
cells are energy conversion units with an efficiency of about 50%. Furthermore, different
modes of heat transfer in PEM fuel cells were described with a focus on issues related to
the performance of a stack.
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An introduction was also given to the boundaries of fuel cell modelling, including how it
can be used to simulate processes occurring in an operational fuel cell. The outcomes of
the work already conducted on fuel cells can be summarised as follows:
Modelling of the single-channel and the single-cell is now well established, and detailed
mathematical equations have been developed for steady state and transient conditions.
This includes modelling of the electro-chemistry, gas diffusion layer, phase change and
condensation in detail. The electro-chemistry aspects of single-cell models are mainly
validated experimentally, with often a good agreement between model and experiment.
At the stack level, due to complexity and limited computational resources, not every-
thing is modelled. For example, in most cases phase change, pressure drop and water
formation in the channels are ignored. The heat transfer aspect of stacks is not studied
and validated in detail; in most of the published works, solid components such as the
body plates, current collectors, sealing gaskets and connecting rods are eliminated from
simulations. Therefore, their effect on overall heat distribution in the stack and natural
convection from the stack is also largely ignored and unaccounted for.
Much of the published work on this subject uses commercially available stacks to val-
idate theoretical models; for example, Yu et al. [62] developed a general calculation
methodologies to study the performance of fuel cell stacks. They developed a water and
thermal management model for a Ballard PEM fuel cell stack. The model could provide
information regarding reaction products, stack power, stack temperature, and system ef-
ficiency. Solutions obtained for steady-state and unsteady-state working conditions were
compared with results obtained from experimental work. The advantage of this approach
is that it provides a good insight into existing models, and lets researchers further inves-
tigate derived mathematical equations. On the other hand, there are very few bodies of
work that implement their developed CFD model as a ’modelling framework’ from which
to design and assemble a fuel cell stack used for the purposes of validation.
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Chapter 3
Mathematical Formulation and CFD
Modelling
In this chapter, the different subdomain components of a PEM fuel cell are described by
the type of physical processes occurring in each. The mathematical equations of mass,
momentum, energy transport for each subdomain are presented and the finite volume
method is used as a means by which the equations describing these physical processes can
be solved throughout a given computational subdomain.
The simulation of electro-chemistry and gas phase change are not included in this work;
however, in order to simplify the model of the stack, and the experimental assembly, the
MEA was replaced with a thin heated-pad with an adjustable power output comparable
to an MEA. Like an ordinary MEA, the heated-pad was assembled in the stack (i.e. sand-
wiched between graphite plates); a power supply was used to adjust the power density of
the heated-pad. The modelling details and characteristics of the heated-pad are explained
in section 3.2.4.
Three different types of stack were modelled in this thesis. The first is a single-cell
stack assembled with a gasket in place of the MEA, i.e. the gasket is sandwiched between
two graphite plates; the second is a single-cell stack assembled with a heated-pad in place
of the MEA, i.e. the gasket is replaced with a heated-pad, and the third is a stack with
two cells and two heated-pads. For clarity and ease of reference, the assembled stacks
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in this project are categorised into two different groups, and will be referred to based on
their configurations as follows:
A-gasket: stacks that are assembled with gasket (i.e. the gasket is sandwiched be-
tween two graphite plates).
B-heated pad: stacks that are assembled with heated-pad (i.e. the gasket is replaced
with the heated-pad).
The following figure illustrates a schematic representation of the single-cell PEMFC that
was modelled in the initial stage of the project with the key features identified: the inlet
body plate (BP-In), outlet body plate (BP-Out), the cathode and anode side graphite
plates, the current collectors and connecting bolts and nuts. The gas domains on the
hydrogen and air sides are also shown in red and blue colours, respectively. As is evident,
the gasket is located in the middle of the graphite plates.
Connecting Rods
Body Plate
Current Collector
Graphite Plate
Gasket
Valves
H2 Air
Figure 3.1: Sub-domains of a stack assembled with a gasket
In ’B-heated pad’ the gasket was replace with a heated-pad, and in the two-cell stack an
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interconnect (bipolar) plate was introduced in between two heated-pads. However, due to
reasons that will be explained later, a cooling plate was designed and replaced with the
bipolar plate in the middle as shown in Figure 3.2. The geometry contains similar solid
and fluid subdomains as shown in Figure 3.1; the additional components are the heated-
pads, the axial fan, the cooling cover and the cooling plate. The axial fan is mounted at
the top of the stack on a cover; that covers the top of the stack in order to direct all the
cooling air through the channels on the cooling plate.
Cooling Plate
Cooling Channels
Heated-Pad
Cooling Air
Cooling Cover
Fan
Figure 3.2: Sub-domains of the assembled stack with cooling plate
3.1 Model subdomains
The CFD modelling starts by splitting the computational domain into different subdo-
mains by identifying the different physical processes occurring in each. The following
identifies the solid and fluid regions with descriptions of the different subdomains and the
41
associated physical and boundary conditions applied to each.
3.1.1 Fluid Subdomain
The fluid subdomains shown in Figure 3.3 are located on the anode, cathode and the
cooling sides of the fuel cell. The cooling and the reactant air on the cathode side are
shown in blue, and hydrogen on the anode side is show in red. Each subdomain has an
inlet and an outlet where the gas flows in from one end and leaves the domain from the
other end. These represent the gas channels that were machined in house on the graphite
plates.
(a) Single Cell
Gasket
(b) Two-Cell Stack
Figure 3.3: Fluid subdomain
The transport processes that occur in the gas channels are convective and diffusive heat
transfer and mass transport. Single phase flow gases are used throughout this work,
therefore, condensation in the gas channel is ignored. Flow of the cooling air through the
cooling channels is mainly due to the fan that is mounted at the top of the stack. The fan
draws the air through the holes from the bottom of the cooling plate and after passing
through the fan it leaves the domain.
3.1.2 Solid Subdomain
Figure 3.4 shows the solid regions included in the CFD simulation. They are the graphite
plates, body plates, current collectors, sealing gaskets, connecting rods and the inlet and
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outlet pipe fittings. In the case of the two-cell stack, cooling plate, fan and the cooling
cover are also included in the solid domain as illustrated in Figure 3.4b – All these sub-
domains were identified previously in Figure 3.1.
(a) Single Cell (b) Two Cells Stack
Figure 3.4: Solid subdomains
Each one of these components falls into separate subdomains where all the necessary me-
chanical parameters such as density, specific heat and thermal conductivity are specified
and relevant mathematical equations are solved. The thermal conductivity of all these
materials are summarised in Table B.1 in Appendix B.
Any solid subdomain may lose or gain heat via conduction wherever it is in contact
with another solid region. There is no contact resistance between two solid components
in contact and there is no heat loss at the interface in between. When a solid domain
is in contact with a gas there is heat transfer via convection either to or from the solid
region. All the solid regions lose heat from their outer walls through natural convection;
equations applied to each one are explained in section 3.2.1.
3.2 Finite Volume Modelling
Computational Fluid Dynamics (CFD) is a well developed tools in fluid mechanics that
uses numerical methods and algorithms to study dynamic behaviour of fluids. The ob-
jective is to solve relevant partial differential equations (PDE) in the form of algebraic
equations (of which there may be many millions) to characterise the behaviour of the
43
fluid flow. In the finite volume method, the computational domain is subdivided into a
finite number of computational volumes or cells and the governing equations (that will
be discussed in the next section) are then discretised and solved inside each of these cells.
There is a computational node at the centre of each cell where all the necessary values
and coefficients are to be calculated and to be stored.
The Finite volume method can be used to solve the governing equations in the fluid
and solid subdomains outlined in the previous sections. Due to availability and technical
support, the Star-CCM+ [1] simulation package was chosen as the modelling tool for this
study. As a first step, the 3D model of the fuel cell stack was developed using SolidWorks
2009 [76], then it was imported into Star-CCM+ for CFD modelling. The fluid and solid
sub-domains in the model were discretised into smaller cells and second-order Central
Differencing Scheme (CDS) was used for all the simulations. Furthermore, the SIMPLE
algorithm (sometimes referred to as pressure-correction scheme) was used to solve the dis-
cretised form of the momentum equation. More information about these schemes can be
found in the Star-CCM+ manual [1]. Figure 3.5 illustrates a portion of the computational
domain and shows that finer mesh cells were used on the graphite plates and in the gas
channels.
In order to start meshing any subdomain, some initial parameters need to be defined
some of which include the core cell size, the growth parameters to control the transition
of the mesh cell sizes from small to large, and a maximum and minimum cell size which
should also be supplied to control the upper and lower cell size bounds [1]. The maximum
and minimum cell size is defined based on geometry; for example, whilst meshing the
gas flow channels (with a cross-section of 1×1 mm2) the maximum and minimum cell
sizes were set to 1 and 0.1 mm, respectively. After meshing, the flow simulation was run
and results were recorded. The simulation was run under the same boundary conditions
with finer mesh defined on the subdomain; if any difference was observed between the
new and previous results, the mesh was further refined. This procedure is continued until
mesh refinement no longer discernibly influences the results; at this point it is assumed
that the total number and structure of the cells generated in the subdomain are correct.
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Furthermore, the ’surface diagnosis’ feature in Star-CCM+ was also used to analyse and
identify poor quality cells in the domain. If the mesh generated does not satisfy this
quality control, the number of cells can be manipulated in order to overcome this issue.
Gas Channels
Inlet Manifold
Current Collector
Graphite Plate
Hole on Body Plate for
the connecting rod
Figure 3.5: Close-up of the computational do-
main showing the gas channels with finer mesh
and gas inlet manifold.
Figure 3.6 is an example that illustrates how finer mesh is generated around the bend
of a channel. Table 3.1 shows the number of optimal cells found for each subdomain in
the model under study. The total number of cells in the stack assembled with a cooling
plate is 780320, whereas it is 465320 for a single-cell stack assemble without a cooling plate.
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Refined Mesh
Figure 3.6: Finer mesh around the bend of a channel
Domain Number of Cells Number of domains
Body Plate 11600 2
Bolt & Nut 2400 12
Carbon Paper 1700 1
Cooling Air 39900 1
Cooling Cover 3250 1
Cooling Plate 315000 1
Current Collector 31750 2
Fan 1220 1
Gas (Air & H2) 192000 2
Gasket 6600 8
Graphite Plate 146000 2
Heated Pad 17600 2
Valve 11300 4
Table 3.1: Number of cells in each subdomain
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3.2.1 Governing Equations
After identifying and describing all the subdomains in the PEM fuel cell, it is essential to
apply the necessary mathematical equations in each one separately.
Fluid subdomain: For the fluid subdomain the conservation of mass, momentum and
energy equations are required:
∂ρ
∂t
+∇ · (ρ~U) = 0 (3.1)
∂(ρ~U)
∂t
+∇ · (ρ~U ~U) = −∇P +∇ · (µ∇ · ~U) + SM (3.2)
∂ρCpT
∂t
+∇ · (ρ~UCpT ) = ∇ · (k∇T ) + Se (3.3)
where ρ is the density, Cp is the specific heat, ~U is the fluid velocity vector, P is the
pressure and T is the temperature. SM is the momentum source term, which is the
gravitational force and the source term for including an axial fan with more explanation
in section 3.2.3. Se is the energy source term which is the heat generated on the heated-pad
replaced for the MEA.
Solid subdomain: Solid subdomains were represented in Figure 3.4. The energy equa-
tion represented earlier, equation (3.3), is solved for all the subdomains separately with
the thermal conductivity of the materials summarised in Table B.1.
3.2.2 Free Convection
A fuel cell stack is normally surrounded by air and will therefore lose heat by natural
(free) convection or radiation; however, the latter is ignored in this study due to reasons
that will be explained in this section. Results show that the fuel cell loses heat while
gases are passing through the gas channels via forced convection. Heat is also lost via
natural convection if the external surfaces of a fuel cell stack are not well insulated. Heat
loss via free convection can have a large influence on the overall temperature distribution
throughout a stack. Some of the results will be discussed in the next chapters.
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There are mainly three different ways to calculate natural convection rate from a sur-
face in a CFD model; the following is a summary of advantages and disadvantages of
these three techniques:
a) CFD modelling of the surrounding air: the surrounding air is treated like the
other fluid subdomains in the CFD model; the conservation of mass, momentum and en-
ergy equations are solved for this particular region. The advantage of this method is the
accuracy of heat flux calculation; however, it requires considerably more computational
time and resources. Figure 3.7 represents a simple geometry of a solid region (shown as
gray) which is surrounded by air at the top. Heat transfer rate needs to be calculated on
the solid surface in contact with air (shown as blue). Fluid subdomain is also subdivided
into finite number of control volumes (CVs).
Solid Region
Fluid(air) Region
Boundary
Figure 3.7: Solid and air computational subdomains
b) Constant heat flux: a fixed heat transfer rate is specified on the surface of a solid re-
gion and that it loses heat at a constant rate regardless of surface temperature. Although
simple, this method suffers from poor accuracy, especially when the system is running at
different temperatures, as the heat transfer rate varies significantly with temperature.
c) Heat transfer correlations: using well known expressions for the Nusselt num-
ber as a function of Rayleigh number that allows the accurate and fast approximation of
the heat transfer coefficient for each surface, this can be implemented in the model by
introducing user-coded routines for the heat transfer coefficient in the simulation. Heat
transfer by convection from a surface is defined by Newton’s law of cooling, as follows:
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q = h¯As(Ts − T∞) (3.4)
where As is area of the heat transfer surface, Ts and T∞ are temperature of the surface
and the surrounding air respectively. In this study the average convection coefficient over
a surface, h¯ is calculated using the following equation:
h¯ =
N¯uL × k
L
(3.5)
where k is thermal conductivity, L is the characteristic length of the surface and N¯uL
is the average Nusselt number. The value of Nusselt number depends on the surface
orientation and temperature; that is, if the surface is horizontal or vertical, hotter or
cooler than the room temperature. A heated vertical plate is shown in Figure 3.8.
b
Surface, Ts Fluid (air), T∞
Figure 3.8: Buoyancy driven on a vertical plate
For this case, the Nusselt number can be evaluated using the following equation [42]:
N¯uL = 0.68 +
0.67Ra
1/4
L
[1 + (0.492/Pr)9/16]4/9
, RaL ≤ 109 (3.6)
where RaL is the Rayleigh and Pr is the Prandtl numbers respectively. The Rayleigh
number is evaluated using the following equationn [42]:
RaL =
gβ(Ts − T∞)L3
αν
(3.7)
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In this equation g is the gravitational force, β is the expansion coefficient which can be
obtained from appropriate property tables, Ts is the surface temperature, T∞ is the room
temperature, ν is the kinematic viscosity factor and α is the thermal diffusivity. All the
values in this thesis are evaluated in a free convection (laminar) mode, where the Rayleigh
number is: RaL ≤ 109. For turbulent flow with RaL > 109, the Nusselt number is usually
evaluated using the experimental results - more details can be found in [42].
Two horizontal heated plates are illustrated in Figure 3.9. The one on the left side
side is the upper surface of a heated plate, whereas the one the right hand side is lower
surface of a heated plate.
b
Surface, Ts
Fluid (air), T∞
b
Surface, Ts
Fluid (air), T∞
Figure 3.9: Buoyancy driven on a horizontal heated plate
For an upper surface of a heated plate the Nusselt number can be calculated using the
following two equations [42]:
N¯uL = 0.54Ra
1/4
L , 10
4 ≤ RaL ≤ 107 (3.8)
N¯uL = 0.15Ra
1/3
L , 10
7 ≤ RaL ≤ 1011
and for lower surface of a heated plate the equation is:
N¯uL = 0.27Ra
1/4
L , 10
5 ≤ RaL ≤ 1010 (3.9)
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All these equations are implemented into user-codes in Star-CCM+ modelling software
to evaluate the heat transfer coefficients on the external surfaces of the fuel cell.
3.2.3 Axial Fan Modelling
One way of capturing the behaviour of an axial fan is to include a source term in the mo-
mentum equation. Star-CCM+ offers this feature and its input parameters are presented
here. The information presented in the user manual is limited and the approach used has
not been validated experimentally; hence, the experimental setup in a UK-based company
called ebmpapst [50] has been used for the purposes of validation, which is explained in
the next chapter.
Fan performance is not described by a single value of delivery pressure and flow rate.
There is a relationship between these two values for each particular fan, that is called fan
performance curve. An example of this curve is illustrated in Figure 3.10; it is the per-
formance curve of axial fan type 4312 from ebmpapst that has been used in this project
for experimental validation.
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Figure 3.10: Axial fan performance curve
In order to import the performance curve of a fan into the simulation package the values
have to be converted into a table. An example is shown in Table 3.2.
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Flow Rate [kgs−1] Pressure Drop [Pa]
0.000168 20
0.000306 16
0.000413 13
0.000489 10
0.000611 8
0.000917 4
Table 3.2: Axial fan 252N characteristics
The preliminary parameters that need to be specified or imported into the model are the
fan performance curve, the rotational speed, the data temperature, that is the temperature
at which the experiment was conducted, and the iteration number at which the fan starts
to operate, this is usually set to zero. More details about these parameters can be found
in [1].
3.2.4 Modelling of the MEA
Many detailed studies have been conducted to develop mathematical models, to simu-
late the MEA and electrochemical reactions and the current distribution in PEMFCs
[51, 77, 78, 79, 80]. The modelling of a fuel cell stack with more than one cell including
all details such as electro-chemistry and heat transfer in all components requires consider-
able computer resources and computational time. The technique developed in this project
aims to simplify modelling of the MEA in a stack, enabling researchers to develop fuel cell
stacks theoretically and experimentally in shorter periods of time. The MEA is replaced
with a heated-pad that uses appropriate approximations of heat generated on each MEA.
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Graphite Plate
Heated-Pad
Sealing Gasket
Figure 3.11: Fuel cell stack with heated-pad
The technical drawing of the heated-pad is provided in the Appendix C, the same ge-
ometry is modelled in Star-CCM+ and the power on the pads is specified as a source
term in the energy equation (defined in section 3.2.1) as a volumetric heat generation; for
example: 8 Wm−3. Figure 3.11, show the single-cell stack assembled with the heated-pad.
As an example, a power on the heated-pad of 8W (i.e. 0.32 [Wcm−2]), corresponds
approximately to the operating point of 0.7 V at a current density of 0.5 [Acm−2] (0.35
[Wcm−2]) shown in Figure 3.12, i.e. taking the fuel cell efficiency to be 50% at this
point would equate to 0.35 [Wcm−2] of thermal power, similar to the heated pad thermal
output.
3.2.5 Assumptions and Applied Boundary Conditions
The computational model and analysis developed in this study is based on the following
assumptions:
• Steady-state condition
• Laminar flow of the gases throughout
• Single phase flow in the gas channels
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• All gases are ideal and incompressible
• Heat transfer by radiation is neglected
• Contact resistance between components is neglected
This is elaborated in detail in the following paragraphs:
Evaluation of gas inlet flow rates:
In order to determine a range of realistic well defined operating conditions for the CFD
model, a cell was assembled and tested that incorporated a membrane electrode assembly
(MEA2010, Johnson Matthey Fuel Cells [9]) with an active area of 25 cm2. A range of
operating conditions was trialled, and optimal performance was obtained under the pa-
rameters shown on the polarization plot in Figure 3.12, that is the air flow rate of about
0.9 LPM and hydrogen flow rate of about 0.1 LPM. These values were then used to define
a range of operating conditions for the CFD model; however, these realistic gas flow rates
result in a small temperature variation within the cell and therefore a wider range of gas
flow rates (i.e. higher flow rates) were trialled for the CFD model which are summarised
in Table 3.3.
Figure 3.12: Single cell performance curve
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Gas Temperature [◦C] Flow Rate [LPM]
Air 60-80 2-6
Hydrogen 30-80 2-6
Table 3.3: CFD operating range
Operating conditions were categorised for simulation as follows: The maximum flow rate
and temperature are 6 LPM and 80 ◦C and are called Hf and Ht, respectively. In the
same manner, the minimum flow rate and temperature, 2 LPM and 30 ◦C, are noted as Lf
and Lt, respectively. A third intermediate is also considered; namely 4 LPM and 60
◦C;
denoted asMf andMt. Many different combinations of these flow rates and temperatures
can be used for simulations, but only five were chosen to represent the span of operating
conditions and these are summarised in Table 3.4.
Case Inlet Temperature [◦C] Flow Rate [LPM]
Two Streams Two Streams
Case 1 Ht - Lt (80 - 30) Hf - Lf (6 - 2)
Case 2 Ht - Ht (80 - 80) Hf - Hf (6 - 6)
Case 3 Ht - Lt (80 - 30) Hf - Hf (6 - 6)
Case 4 Mt - Lt (60 - 30) Mf - Hf (4 - 6)
Case 5 Mt - Mt (60 - 60) Hf - Mf (6 - 4)
Table 3.4: Five different cases and operating conditions
The gas temperatures supplied to the two-cell stack are the same as those referred to in
Table 3.4; however, the gas flow rates were increased above those in Table 3.4 in order
to provide sufficient gas flow throughout the stack. In summary, results of the following
boundary conditions are presented and discussed in Chapters 6 and 7.
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Gas Temperature [◦C] Flow Rate [LPM]
Air 80 10
Hydrogen 30 4
Table 3.5: Operating condition for a two-cell stack
The gas flow rates in anode and cathode channels are specified based on the values in
Tables 3.4 and 3.5. For example, for the Case 1, air flow rate is 6 LPM and inlet temper-
ature is 80 ◦C. The channel outlets are defined as pressure boundaries with a prescribed
atmospheric pressure.
For stacks with cooling plates the cooling air is also modelled. Air with atmospheric
pressure is drawn into the cooling channels and after passing through the cooling fans
leave the subdomain to air with a prescribed atmospheric pressure.
Gas flow regime:
For the numerical model it is important to characterise the flow regime; it means, whether
the flow is laminar or turbulent. This is determined by evaluating the dimensionless
Reynolds number defined as follow:
Re =
ρUDH
µ
(3.10)
where ρ is the gas density, U is the velocity, µ is the dynamic viscosity, and DH is the
characteristic length which is often called hydraulic diameter in channel flows. Taking
the mean velocity in a single channel, U = 12 [ms−1], the density ρ and the dynamic
viscosity µ, as that of air at 80 ◦C are (0.9950 [kgm−3]) and (208.2×10−7 [Nsm−2]) respec-
tively. The characteristic length defined as 4A/P , that is 4 times cross-section of channel
divided by the channel’s perimeter. For the current channel geometry the cross section is
1×1 [mm2], therefore DH = 0.001 [m]. Substituting these values into equation (3.10):
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Re =
(0.9950× 12× 0.001)
208.2× 10−7 = 573 (3.11)
The Reynolds number is less than 2300; therefore the flow is considered to be laminar;
in the same manner, the Reynolds number in the gas manifold with cross-section of
20×6 mm2 can be calculated as follows:
Re =
(0.9950× 3.5× 0.00923)
208.2× 10−7 = 1540 (3.12)
The Reynolds number in the gas manifold is also less than 2300; therefore the fuel cell
operates within laminar flow regime.
Radiative heat transfer:
In order to determine whether it is reasonable to neglect heat transfer by radiation, the
radiative heat transfer from one of the side surfaces of the body plate is estimated and
compared with the convective heat transfer. The emissivity of the polished aluminium
surface is 0.075 [81, 82]; under current operating conditions, the maximum surface temper-
ature is close to 45 ◦C, the area of the surface is 0.13×0.01 m2 and the room temperature is
21 ◦C. Hence, heat transfer via radiation from the surface is:
q = ǫAσ(T 4s −T 4∞) = (0.075)×(0.13×0.01)×(5.67E−8)×(3234−2944) = 0.015 W (3.13)
The natural convective heat transfer rate for the same surface can be determined using
a heat transfer coefficient, which can be evaluated using the correlations given in section
3.2.1. For the current operating condition, the heat transfer rate from this surface via
natural convection is about 0.16 W. This is about 10-11 times larger than the heat transfer
via radiation; therefore, heat transfer via radiation is neglected for this configuration.
However, later on in this research a thermal imaging camera is used to study temperature
variation on the outer surfaces of the stack. As will be explained in the next chapter, a
uniform emissivity factor of 0.88 was obtained for all external surfaces with the use of a
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black matt paint. Changing the emissivity factor has a direct influence on the rate of heat
transfer via radiation; hence radiative heat transfer is recalculated for the same surface
using the new emissivity factor as follows:
q = ǫAσ(T 4s −T 4∞) = (0.88)×(0.13×0.01)×(5.67E−8)×(3234−2944) = 0.18 W (3.14)
It is noted that in this case the radiative heat transfer is comparable to the convective
heat transfer. Therefore, in cases where the surfaces are unpainted the effects of radia-
tive heat transfer can be neglected, in cases where the surfaces are painted the effects of
radiative heat transfer must be considered when comparing experimental results against
calculations.
The radiative heat transfer is proportional to (T 4s − T 4∞); hence, for higher operating
temperatures such as in SOFC fuel cells, it is essential to include the effects of radiative
heat transfer in the calculations.
3.2.6 Convergance Criteria
To know when a numerical method is converged the residual errors for the fluid velocity
and mass transport may be monitored. There is no specific number for these values, the
smaller these values get, the better and more accurate results can be obtained. Figure
3.13 shows residuals for one of the flow field patterns simulated in this project. Residuals
have reached a constant number between 1E-5 and 1E-6, as it can be seen the fluctuations
are small enough to continue the simulation; therefore it is assumed that the solution is
converged and differential equations have been solved.
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Figure 3.13: Convergence of momentum (U, V, W) and mass resid-
uals for a flow pattern
3.2.7 Simulation Time
In order to reduce simulation time, the energy and flow solvers were decoupled and solved
independently. The reason for this is due to a small temperature operating range (20-
80 ◦C); the mechanical properties of different components were assumed to be constant.
Therefore, the equations of conservation of mass and momentum were solved first; after
convergence, these equations were frozen and then the conservation of energy was solved.
The latter usually takes longer to converge [1].
The discretisation schemes of the flow and energy equations were second order accu-
racy, and each model was run on a Linux cluster using two nodes. The simulation of
the two-cell stack assembled with a cooling plate took longest due to the larger number
of cells in the model (refer to Table 3.1 or Figure 3.2). The flow solver took about an
hour and the energy solver about six hours to converge. Whilst dealing with the energy
equation, beside the residuals some other parameters on the cells were also monitored.
For example, the heat transfer rate on the upper face of one of the graphite plates was
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monitored as shown in Figure 3.14. This shows that the rate is stabilised after a certain
number of iterations.
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Figure 3.14: Heat transfer rate of an external surface
on the fuel cell
3.3 CFD Model and Preliminary Results
Simulation results of the assembled stacks will be presented in the next three chapters
separately; however, it is necessary to run independent simulations for some of the subdo-
mains in the stack. For example, it is important to find an optimal gas flow field pattern
for the existing stack configuration based on the theory discussed in section 2.6. Further-
more, the model of the axial fan that was used for the stacks with cooling plates should
be validated theoretically and experimentally. These two models with some of the results
obtained will be presented here.
3.3.1 Flow Field Patterns
Different conventional flow field configurations were presented in section 2.4 and advan-
tages and disadvantages of each one were also discussed. Much research has been con-
ducted in this area, and as stated in the previous chapter, in order to increase performance
of the cell it is essential to have a flow field pattern with minimum pressure drop and also
have a uniform gas distribution throughout the cell. Minimising the pressure drop helps
to increase the rate of the chemical reaction and to maintain performance of the cell
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[37, 83, 67, 38]. As reported in several studies, for example [84, 85, 86], modifying the
width, height and number of the channels influences performance and gas distribution
throughout the cell. There is no agreement on which design is the best; therefore, dif-
ferent flow configurations were modelled and trialled in this research. The geometry of
different flow field patterns with different cross-sections are shown in Figure 3.15 – the
active area of all the patterns is 5×5=25 cm2 (shown with dashed lines) and the graphite
plate thickness is 3.5mm. Channel dimensions were also varied, as represented in Table
3.6.
H
W
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H
Figure 3.15: Different flow field patterns with different cross-sections
H (Ch. Height) W (Ch. Width) L (Ch. Shoulder) R (Radius)
Range (mm) 0.9–1.2 1.0–1.2 0.9–1.2 0.5–0.75
Table 3.6: Flow channels’ dimension range
All the flow patterns were modelled in SolidWorks and then imported into the Star-
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CCM+ for meshing and CFD modelling. With the absence of electro-chemistry and gas
phase change, the flow field patterns were simulated and compared only based on the
velocity and pressure distributions. Figures 3.16 and 3.17 show the geometry of the 3 and
8-Channel configurations with the gas inlets and outlets identified.
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Inlet
Outlet
Figure 3.16: 3-channel flow field pattern
Inlet
Outlet
Figure 3.17: 8-Channel flow field pattern
The operating conditions specified in the previous section were applied to each one of
these flow patterns and the pressure and velocity distribution of the final results were
compared. The following figures demonstrate results obtained when the inlet gas flow
rate was equal to 1 LPM. Figure 3.18 shows comparison of the velocity distribution and
Figure 3.19 illustrates the pressure distribution on the mid-plane of the channels. The
same velocity and pressure ranges and colour scales have been used for the purpose of
comparison in each pair.
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(a) 3-channel geometry (b) 8-channel geometry
Figure 3.18: Velocity distribution of different flow field patterns
(a) 3-channel geometry (b) 8-channel geometry
Figure 3.19: Pressure distribution of different flow field patterns
The obtained CFD results may be compared with some well known theoretical correla-
tions. Each channel in any flow pattern can be treated as a pipe with two different types
of pressure losses along the pipe: major and minor losses. The first is mainly due to
friction and the second is due to components such as valves, tees or bends in the pipe.
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By ignoring the minor losses, the pressure drop along a pipe can be calculated using the
following equation:
∆P =
fL
D
× 1
2
ρU¯2 (3.15)
where ∆P is the pressure drop across the pipe, f is the friction coefficient, D is the
diameter of the pipe, in this case the cross-section of the pipe is rectangular; hence, the
hydraulic diameter (DH) can be used; ρ is the gas density and U¯ is the mean velocity in
the pipe. Since the flow regime is laminar, the friction coefficient can be evaluated using
the following equation:
f =
64
Re
(3.16)
where Re is the Reynolds number that can be evaluated using equation (3.10). The length
of one of the channels in the 8 parallel-serpentine flow pattern is 150 mm; by assuming
that air inlet temperature is 80 ◦C with an overall gas flow rate of 1 LPM, the Reynolds
number is 100, and the pressure drop can be evaluated as:
∆P =
fL
D
× 1
2
ρU¯2 ⇒ ( 64
100
)× ( 0.15
0.001
)× 1
2
(0.995)(2.1)2 ⇒ ∆P = 210 [Pa] (3.17)
The pressure drop in the 8 serpentine-parallel channel from the CFD model is 201 Pa,
which is very close to the value obtained above. In a similar manner, the pressure drop
for the 3 serpentine-parallel flow pattern is 985 Pa. For a channel with the length of 290
mm, the pressure drop across the channel can be calculated as:
∆P =
fL
D
× 1
2
ρU¯2 ⇒ ( 64
262
)× ( 0.29
0.001
)× 1
2
(0.995)(5.5)2 ⇒ ∆P = 1047 [Pa] (3.18)
In summary, the results showed that the 8-Channel configuration has a smaller pressure
drop throughout the channels. Therefore, based on the reasons explained in section 2.6,
this flow field pattern was selected in this project for the stack design and assembly. The
technical drawing of this pattern can be found in appendix C.
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3.3.2 Axial Fan
The testing bench and measuring procedure in the company (ebmpapst) was constructed
based on the ISO 5801:2007 [87]. A detailed geometry of this testing bench was modelled in
SolidWorks and then imported into Star-CCM+ for CFD simulation. The same procedure
was used to mesh the computational domain with refined mesh around the edges and the
flow straighteners. Figure 3.20 demonstrates the computational domain for this particular
experimental set-up with the main features identified below. Dimensions and drawings of
all the components can be found in appendix C.
Air inlet
Flow Straightener
Orifice Plate
3 Stage
Straightener
Chamber
Fan
500mm
Figure 3.20: Axial fan modelling computational domain
The air inlet is on the left hand side of the geometry, as indicated in the figure, and the
outlet is located at the other end, where the fan is mounted. Air flows into the system
with specified flow rate based on the fan and its performance curve - after passing through
an orifice and some flow straighteners it reaches the main chamber, where the pressure
drop has to be measured. Different orifices were used to vary the gas flow rate and the
pressure accordingly.
Three different fans were used for the CFD simulation - the model numbers are 252N,
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Section A-A
Flow Straightener
3-Stage
Flow Straightener
Orifice
FanBoost Fan
Figure 3.21: Schematic diagram of the experimental setup with plane
section A-A on the chamber
4314 and 8412. The CFD simulation was run for each of these fans by importing the fan
performance curves into the model to adjust the source term in each case. Performance
curves of these fans are provided in Appendix A.
Fan Location
Figure 3.22: Results Obtained for the axial fan type 4314, operated at 24V
The CFD modelling procedure is as follows: different gas flow rates were specified in
the model in order to obtain all the points on each performance curve. For example,
whilst testing the fan model 4314 (plot A.1b), at one point the inlet gas flow rate was
set to 32 [m3h−1] and after running the simulation the obtained pressure in the chamber
was recorded, expecting a pressure around 52 [Pa]. Figure 3.22 represent the pressure
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distribution on the plane section A-A in the chamber – location of this plane section is
identified in figure 3.21. For the validation purpose these values are then compared with
the experimental results that are presented in the next chapter.
3.4 Conclusion
In this chapter the development of a 3D numerical model of a PEM fuel cell has been pre-
sented. Different solid and fluid subdomains were identified and mathematical equations
were formulated for each one. The modelling of the heated-pads instead of the MEAs
was explained and the operating conditions for a single-cell and two-cell stacks were also
obtained.
The entire computational domain was discretised and meshed and the number of cells
in each subdomain was identified based on the technique provided in the Star-CCM+.
Before modelling the entire stack, some preliminary simulations were done to find an opti-
mal gas flow pattern and also to validate the axial fan model introduced by Star-CCM+.
After that, these models were integrated into the stack for the final simulations.
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Chapter 4
Experimental Setup
The aim of this chapter is to describe the development of the experimental setup used
to validate the theoretical results. A testing bench with all the necessary equipment was
designed and built to test different assembled stacks, i.e. A-gasket, B-heated pad and
stacks with cooling plates; specifications of the main equipment used are detailed in sec-
tion 4.1. Some of the fuel cell components were manufactured in house; for example, the
flow field patterns on the graphite plates were machined with a CNC milling machine; the
manufacturing process is explained in section 4.3. The experimental setup at ebmpapst
[50] was used to validate simulation results of the axial fans; the test procedure for this
can be found in section 4.4.
Thermocouples were used to measure localised temperature distribution on the stacks.
However, for better accuracy all the thermocouples were calibrated and experimental
uncertainties are included in the measurements; the calibration procedure is explained
in 4.2. Then a stack was assembled and instrumented with the thermocouples for tem-
perature measurements; the assembly and thermocouple arrangements on the stack are
explained in section 4.5. Finally, in addition to thermocouples, an infra-red (IR) thermal
imaging camera, FLIR 3000 [88] was taken on loan from EPSRC was used to study the
temperature distribution on the external surfaces of the stack in more detail.
69
4.1 Testing Bench
Figure 4.1 shows a schematic diagram of the testing rig prepared and used in this project.
The gas supply lines in the fuel cell laboratory were used for the experiment; a nitrogen
line was also used to purge the lines of hydrogen. The exhausts of the stack were directed
into the ventilation system as illustrated in the figure.
The power and applied current on the stack were controlled with a Dynaload load bank
[89] and an Agilent power supply [90]. The power supply was also used to power the axial
fan mounted on the stack with a cooling plate. All the necessary parameters such as stack
voltage and temperature were recorded on a computer using the MX100 data acquisition
unit (DAQ) from Yokogawa [91], and an appropriate control programme also developed
on Labview [92] to log data for further analysis. Figure 4.2 illustrates the test rig prepared
for the research project with specifications of the different equipment summarised in table
4.1.
Fuel Gas Supply
Oxidant Gas Supply
N2 Purge Humidifier Fuel Cell
Vent
Vent
Load
Bank
Computer
Collecting Data
Figure 4.1: Testing bench diagram
As explained in the previous chapter, a single cell stack was assembled with an MEA from
Johnson Matthey. The bubble humidifier in the testing rig was used to humidify the inlet
gas streams. In order to maintain the desired temperature and prevent condensation in
the lines, two heated-lines with Proportional Integral Derivative (PID) controllers were
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placed between the humidifier and the fuel cell stack. When and if the humidifier was not
required for testing, it was bypassed and the heated-lines were used to preheat the inlets
gases to the desired temperature.
Equipment Parameters Description
Gas Supply Fideris [93]
Max flow rate: 12 [LPM]
Max inlet pressure: 17 [bar]
Humidifier Fideris [93]
Max operating temperature: 200 [◦C]
Max gas pressure: 3.5 [bar]
Load Bank Dynaload [89]
Max load: 1 [kW]
Accuracy of selected load ±0.5%
DAQ Unit Yokogawa [91]
MX100 data acquisition unit
Voltage and thermocouple input at 20 points
Transmission and record interval: 120ms
Power Supply Agilent [90]
Power supply E3632A - 120W
Accuracy:
Voltage: 0.05% + 10 mV
Current: 0.2% +10 mA
Table 4.1: Test bench equipment
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Heated Lines
Thermal Camera
Fuel Cell StackHumidifier
DAQ Unit
PID Controller
Power Supply
Figure 4.2: Fuel cell test rig
4.2 Thermocouple Calibration and Experimental Un-
certainties
4.2.1 Thermocouple Calibration
Thermocouples measure temperature by measuring the voltage difference produced across
two dissimilar metals, and temperature at any point can be read by converting the mea-
sured voltage to temperature. Converting any measured voltage requires calibration of the
thermocouple. This calibration can be achieved by using standard reference tables of co-
efficients published by National Institute of Standards and Technology (NIST) [94], which
fit a polynomial curve. The difficulty of using this curve is that the voltage-temperature
data are highly non-linear and could be better fitted with non-linear functions; however,
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this is more a relevant issue to note for wider operating temperature ranges. As a result,
before starting any measurement, it is essential to have a sense of the temperature range
of the experiment. In this project, the operating temperature range varies from about 20
to 100 ◦C.
Based on several calibration points, a curve can be fitted and then used to calculate
other temperatures. The general form of the polynomial curve is:
V = a0 + a1t+ a2t
2 + a3t
3 + ...+ ant
n (4.1)
where t is the temperature in Celsius, V is the thermocouple EMF in millivolts, a is
the polynomial coefficient unique to each thermocouple, and n is the maximum order
of the polynomial. Over a narrower temperature range, lower order polynomials can be
used which reduce computational time. In order to find out the maximum order required
for a polynomial curve, and also to determine how good the curve fit is, coefficient of
determination represented as r2, can be used. This coefficient is defined as follows:
r2 = 1− σ
2
y,x
σ2y
(4.2)
where σy is the standard deviation of y defined as:
σy =
[∑
(yi − ym)
n− 1
]1/2
(4.3)
and σy,x is defined as:
σy,x =
[∑
(yi − yic)
n− 2
]1/2
(4.4)
The values of yi and yic are shown in Figure 4.3. By minimising the distance between yi
and yic, point (xi, yi) will be getting closer to the trend line and consequently r
2 will be
a number closer to one.
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(xi, yi)
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bc
yi
yic
xi
b
Trend Line
Figure 4.3: Coordinate system showing actual (yi) and value com-
puted from the correlation equation (yic)
r2 is a number between one and zero; with a number closer to one a more accurate result
can be achieved. For the purpose of this project, due to the relatively narrow operating
temperature range, a linear curve fit gave a coefficient of determination equal to one for
all the thermocouples used.
The most commonly used general purpose thermocouple is thermocouple Type-K, avail-
able in the range of -200 ◦C to 1350 ◦C. However, due to the heightened sensitivity of PEM
fuel cells to small changes in temperatures, thermocouple Type-J with higher sensitivity
was selected for the current experiment. Some of the characteristics are summarised in
the following table:
Thermocouple Type Sensitivity [µV/◦C] Recommended Temperature Range [◦C]
K 41 -200 – 1250
J 50 -40 – 750
Table 4.2: Characteristics of different thermocouples
A calibrated type-J thermocouple1 was used as a reference measuring point for the cali-
bration procedure. The experimental set-up, calibration and evaluation of gradient and
intercept for each thermocouple are explained in detail in the forthcoming section.
1Ordered from http://www.omega.co.uk
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4.2.2 Calibration Procedure
The calibrated thermocouple along with seven other thermocouples requiring calibration
were held in a PID controlled water bath and confined in close proximity of 2 mm using
a specially designed jig as shown in Figure 4.4. A silicon gasket of 0.3 mm thickness was
sandwiched between two plastic plates to protect the thermocouples from damage.
Holder
Protection Gasket
Thermocouple
Figure 4.4: Experimental setup of thermocouple calibration
TC-0.0
TC-1
TC-2
TC-3
TC-4
TC-5
TC-6
TC-7
Rb
bbb
b
b b b
bc
Bolt & Nut
Holder
40mm(SQ)
Figure 4.5: Thermocouples arrangement on the holder
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The thermocouples were calibrated over a temperature range of 25 ◦C to 85 ◦C at
10 ◦ increments. After reaching the desired steady state condition in the water bath,
the thermocouples were placed into the bath, and temperatures recorded for 30 minutes.
This experiment was repeated 10 times and mean values were used to obtain the poly-
nomial curve of each thermocouple. The results and polynomial coefficients of all the
thermocouples are summarised in table 4.3.
TC-ID a0 a1 TC-ID a0 a1
TC-Ref -0.0592 0.0530 TC-1∗ −0.1196 0.0637
TC-2∗ −0.1146 0.0636 TC-3 −0.0584 0.0530
TC-4 −0.0569 0.0530 TC-11 −0.0588 0.0530
TC-12 −0.0570 0.0530 TC-13 −0.0581 0.0530
TC-14 −0.0567 0.0530 TC-21 −0.0590 0.0530
TC-22 −0.0573 0.0530 TC-23 −0.0595 0.0530
TC-24 −0.0568 0.0530 TC-31 −0.0593 0.0530
TC-32 −0.0568 0.0530 TC-33 −0.0591 0.0530
TC-34 −0.0576 0.0530 TC-41 −0.0599 0.0530
TC-42 −0.0575 0.0530 TC-43 −0.0607 0.0530
TC-44 −0.0581 0.0530 TC-52 −0.0580 0.0530
Table 4.3: Polynomial equation used for calibration of each thermocouple:
V = a0 + a1t - For all thermocouples the coefficient of determination: r
2 = 1
∗ Thermocouple Type-E
After obtaining the trend line for a thermocouple it is necessary to compare it with the
reference/calibrated thermocouple and compensate for any existing residuals. Figure 4.6
demonstrates the trend lines of a calibrated thermocouple (TCRef) and an arbitrary ther-
mocouple (TCi) that needs to be calibrated. Ti is the observed temperature and Vi is the
corresponding voltage. Due to errors and uncertainties (which will be explained later),
temperatures obtained from TCi and TCRef are not necessarily the same; therefore, the
residual, ∆T , needs to be compensated for, although it could be a very small number. This
part of the adjustment is completed by importing the coefficients of all the thermocouples
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into Excel spreadsheets.
T (◦C)
V (mV )
TCi
TCRef
Vi
Ti TRef
∆T
b b
Figure 4.6: Coordinate system showing residual and offset
4.2.3 Uncertainties
Any measurement made in a laboratory carries a certain degree of experimental uncer-
tainty, and hence there will be some variation in observed values, although it is possible to
minimise this by improving experimental design. Random uncertainties are easier to deal
with and identify, whereas, systematic uncertainties are more difficult to detect. In order
to understand systematic error, two terms need to be defined. The first is the accuracy of
a measurement; that is the proximity of a measurement to its actual or desired value. The
second is the precision of a measurement; that is its repeatability as obtained without
changing any measurment conditions. These terms are shown in Figure 4.7.
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Figure 4.7: Accuracy and precision of measured samples
The graph indicates that increasing the total number of measurements (the sample size)
decreases the uncertainty, and hence increases the precision of a measurement, though this
does not mean that a measured value is necessarily accurate. The obtained mean value in
the figure above is inaccurate and is due to a systematic uncertainty that is very difficult
to detect. One of the systematic uncertainties that may exist with measuring instruments
is offset uncertainty, which may arise, for example, through the use of incorrect types of
thermocouples, or multimeters with low battery.
As mentioned earlier, in order to minimise uncertainties it is important to repeat the
measurement of a quantity many times over; this may not change the standard deviation
of the mean but it will certainly minimise the Standard Error of the mean. Standard de-
viation is a number which is characteristic of the spread of a whole data set and therefore
should not be taken as indicative of the uncertainty of the mean [95]. Standard error of
the mean is used for the calculation of uncertainties and it is represented by σx¯. It can be
evaluated using equation (4.5), and is often referred to in the estimation of uncertainty.
σx¯ =
σ√
n
(4.5)
In this equation σ is the standard deviation of a set of measurements and n is the num-
ber of repeat measurements. Whilst it is by now obvious that increasing the number of
measurements results in the reduction of the uncertainty of the mean, the decision of how
many measurements one needs depends on the sensitivity and duration of the experiment.
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There are situations where the estimation of uncertainty relies on other information;
this could be data from a calibration certificate, or input from published information or
manufacturer’s specifications. For example, if the information available is limited only
to the upper and lower limits of accuracy, then it has to be assumed that any measured
value is equally likely to fall anywhere in between [96]. In such cases, uncertainty can be
evaluated using the following equation:
ux =
a√
3
(4.6)
where a is the half-width between the upper and lower limits. As an example, the accuracy
of the data acquisition unit (DAQ), MX100 [91], used in the experiment is ±0.5 ◦C; hence
the contribution of the standard uncertainty is:
uDAQ = ±0.5√
3
≈ ±0.3 (4.7)
For clarity, an example of a number of repeated readings from a thermocouple is shown
in Figure 4.8. It illustrates the thermocouple readings (shown in blue), the mean value,
the confidence interval and the applied temperature, which could be the temperature
of a surface. The ’Confidence Interval’ is the area between the upper and lower limits;
it illustrates how confident we are that the measured values will fall between these two
limits. Confidence levels are usually 68%, 95% or 99%, which depend on the accuracy
and importance of the measurements; they indicate that not all the measured points
necessarily fall in between upper and lower limits. The procedure of calculating intervals
is explained in the following section.
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Figure 4.8: Variation and confidence interval of a measurement
4.2.4 Combining Uncertainties
In order to evaluate the uncertainty of a measurement it is essential to include uncer-
tainty factors pertaining to all the quantities and equipment used during the experiment,
especially when these are independent of each other. In general, if a quantity V depends
on n variables, V = V (x1, x2, ..., xn) with each variable xi having an uncertainty of Ui,
then the total uncertainty of variable V can be calculated as follows:
UV =
√√√√ n∑
i=1
(
∂V
∂xi
)2
(Uxi)
2 (4.8)
In this thesis, the uncertainty of the reference instruments, i.e. the water bath and data
acquisition unit, the uncertainty of evaluated means, and the uncertainty of the reference
thermocouples are included in all calculations. All these values are independent of each
other; therefore equation 4.8 can be modified to:
UV =
√
(U1)
2 + (U2)
2 + (U3)
2 + ... (4.9)
80
An important factor that needs to be considered is that all the contributing uncertainties
must be expressed at the same confidence level, by converting them into standard un-
certainties. A standard uncertainty is a margin whose size can be thought of as ’plus or
minus one standard deviation’ [96].
4.2.5 Coverage Factor
The distribution of means of samples taken during an experiment usually follows a nor-
mal distribution pattern, and the standard deviation is meant to convey the characteristic
width of the distribution [95]. Figure 4.9 shows a normal distribution which is bounded
by two lines drawn at x¯± σ, and the other two at x¯± 2σ
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Figure 4.9: Normal distribution bounded with x¯± σ and x¯± 2σ
Statistically it can be shown that almost 70% of the area under the curve lies in the region
between x¯± σ; the other percentages are shown in Table 4.4.
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Confidence Interval Probability of a value lies
between these limits [%]
x¯± σ 68.3
x¯± 2σ 95.4
x¯± 3σ 99.7
x¯± 4σ 99.994
Table 4.4: Confidence interval and probability limits
A parameter called the Coverage Factor, k, is usually used in the calculation of uncer-
tainty, where k could be 1, 2, 3 or 4. When k = 1, this refers to a region bounded between
x¯±σ, and when k = 2 it refers to a region bounded between x¯±2σ and so forth. In most
industrial applications, k = 2 is the common value for the evaluation of uncertainty.
As an example, uncertainty of one of the thermocouples used in this thesis is calcu-
lated for a set point at 30 ◦C; that is: TC-1 with a mean value of 30.1 ◦C and standard
deviation of 0.21. Results are summarised in Table 4.5. The uncertainty of the reference
thermocouple, water bath and data acquisition unit are normalised at one standard un-
certainty, and values are rounded up to one digit.
Source of uncertainty Value [±◦C] Standard Uncertainty
Uncertainty of MEAN of 18 repeated samples 30.1 0.1
Uncertainty of Reference Thermocouple 0.2 0.1
Uncertainty of Water Bath 0.25 0.1
Uncertainty of Data Acquisition Unit 0.5 0.3
Combined Standard Uncertainty ..... 0.3
Expanded Uncertainty k=2 0.6
Table 4.5: Calculated uncertainties and mean values for a thermocouple
Therefore, with a coverage factor of k = 2, the measured temperature with thermocouple
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TC-1, can be written as: (30.1 ◦C ± 0.6).
4.2.6 Uncertainty in gradient and intercept
The fitted line of each thermocouple is evaluated to be as close as possible to the observed
points. It is important to consider the uncertainties of the obtained gradient and intercept
if they are significantly large enough to influence the calculation. Figure 4.10 shows five
observed temperatures and error bars attached to each.
x
y
b
b
b
b
b
Figure 4.10: Uncertainty of measured gradient and intercept
Three different lines can be drawn passing through the obtained points. The black line
is the best fit passing closely through all the points (r2 = 1). The blue line gives the
maximum gradient and the red gives the minimum, passing through the error bars. As
an example, by using the information in table 4.3, the line fitted for thermocouple 21
(TC-21) can be written as follows:
VTC−21 = [−0.0590] + [0.0530]T (4.10)
By including the uncertainty of the thermocouple, and by calculating the gradient of the
blue and red lines, the gradient, intercept and associated uncertainties can be written as:
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VTC−21 = [−0.0590± (0.0009)] + [0.0530± (0.0009)]T (4.11)
It can be seen that the effect of the uncertainties in the calculation of the gradient and
intercept is negligible; therefore, to simplify calculations, these uncertainties have been
ignored for rest of the study.
4.3 Flow Field Manufacturing
Different flow field patterns were simulated under the operating conditions specified in
the previous chapter. For the reasons explained earlier, the pattern that was chosen for
this project is a combination of 8 parallel-serpentine channels.
Around 20 plates were required; therefore, blank compressed plates of size 80×80 mm2
were sourced, and the flow field patterns were machined with a milling machine in the
workshop. For ease of handling and accuracy of machining, a fixture was manufactured
to hold the graphite plates on the milling machine table as shown in Figure 4.11. The
figure on the left is the manufactured fixture and the one on the right demonstrates how
the blank graphite plate is attached to the fixture for machining.
Blank Graphite Plate
Figure 4.11: Manufactured fixture for CNC milling machine
84
The numerical programming language used for the CNC milling machines is often called
G-Code. This is the code that positions the tool and does the cutting on the piece. G-
Code is a universal machining language, however, there are some parameters that need to
be defined for each particular machine. The following shows a part of the G-Code used
for manufacturing the flow channels.
N1 G21
N2 M03 S1000
N3 M09
N4 G0 X-34. Y34. Z2.
N4 ...
Table 4.6: G-Code example
The first column shows the line number, while the second column is the command for the
machine; for example ’G21’ means the numbers are in millimetres, ’M03’ stands for ’spin-
dle on (CW)’, ’G0’ is rapid positioning of the tool and so forth. Details about G-Code and
its programming can be found in relevant literature and will not be discussed further here.
The fixture and the graphite plate were fixed on the machine table. After generating
the G-Code for the flow field pattern it was uploaded on the machine to start the manu-
facturing process.
4.4 Axial Fan Performance Test
In the previous chapter different axial fans were modelled and characterised. At this
stage, in order to be able to rely on the results obtained, it is essential to validate the
theoretical models. The experimental setup of ebmpapst [50] was used for this purpose.
The testing bench in the company is constructed based on the international standard
ISO 5801:2007 [87]. It is the result of almost 30 years of discussion, comparative testing
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and detailed analyses by leading specialists from the fan industry and research organi-
sations throughout the world [87]. Details of different experimental procedures can be
found in this standard, as there are different configurations to characterise axial fans for
different purposes. In general, the test procedure can be categorised into four different
groups as follows:
Category A: free inlet and free outlet
Category B: free inlet and ducted outlet
Category C: ducted inlet and free outlet
Category D: ducted inlet and ducted outlet
The testing rig in ebmpapst is constructed based on the third category, ducted inlet and
free outlet. Figure 4.12 illustrates a simplified 2D version of this set-up.
Boost Fan
Flow Straightener
Chamber
3-Stage
Flow Straightener
Orifice
Fan
b b bb
P1
P2
P3, T3
T1
Figure 4.12: Category C: ducted inlet and free outlet
The fan in question is mounted at the right end of the chamber as indicated in the
figure. A centrifugal boost fan is also installed on the other end of the rig to provide the
required air flow rate through the system. An orifice is fitted in the middle of the tube
in order to vary the air pressure and flow rate throughout the system. Different orifice
plates with various holes are used to adjust the required air flow rates and pressures
accordingly. Flow straighteners are located at different stages in the system in order to
smooth out the flow and help the meters measure more accurately. Figure 4.13a shows
part of this experimental set-up; this is the chamber where the fan is mounted, and where
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the pressure drop is measured. Figure 4.13b shows the structure of the orifice holder and
the replacement unit.
(a) Pressure Chamber (b) Orifice Holder
Figure 4.13: Axial fan test bench
4.4.1 Test Procedure
Four different orifice plates were used for the test; one of the plates was a blank without
a hole, and the others had a hole in the middle with diameters of 20 mm, 40 mm and
60 mm. The testing rig is designed to mount and dismount the orifice plates easily with
a handle as shown in Figure 4.13b. At the top of the flange there are two tubes, blue and
red, before and after the plate which are used to measure the pressure drop across the
orifice plate (i.e. P1 and P2 in Figure 4.12).
At the beginning of each test the blank orifice plate was mounted on the system and
the voltage on the fan was set to the value required (in this case 24V or 27V). Obviously,
the blank plate blocks the line and therefore does not allow air flow throughout the sys-
tem. As a result, the fan generates its maximum (vacuum) pressure in the chamber (P3),
which is the first point on the performance curve, this is the maximum pressure with zero
flow rate. The first fan chosen for this test was type 4314 with (-73) Pa of pressure at the
first point of its performance curve. The blank plate was then replaced with the one with
a hole diameter of 20 mm; the boosting fan was used to adjust the air flow rate in the line.
The test has to continue until the pressure drop across the fan reaches zero Pascal; how-
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ever, the number of test points between the upper and lower points (in this case zero and
-73 Pa) depends on accuracy and user requirements. In this case, an increment of 7 Pa was
chosen, hence, a pressure drop of (P3= -66 Pa) for the second point, and a pressure drop of
(P3= -59 Pa) for the third point and so forth - until zero Pascal of pressure is reached, i.e.
(P3 = 0). A tachometer was also used to measure the rotation rate of the fan at each step.
After 5 minutes of steady state operation at each step, all the necessary values (i.e.
P1, P2, P3, T1 and T3) were recorded to plot the corresponding performance curve. Figure
4.14 shows the performance curves obtained for an axial fan type 4314 tested at 24V and
27V input voltages. Detailed information can be found in appendix A.
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Figure 4.14: Axial fan type 4314 - performance curves
4.4.2 Axial Fan Model Validation
To validate the fan model developed in the previous chapter, the theoretical and ex-
perimental results were compared as shown in Figure 4.15. Figure 4.15a represents the
performance curve of fan type 4314 operated at 24 Volts, Figure 4.15b shows the same fan
operated at 27 Volts, and Figure 4.15c fan type 8412, operated at 12 Volts. Uncertainty
of the experimental measurements is also evaluated using the same technique described in
section 4.7.1; that is ±1 Pa with a coverage factor of k = 2 providing a confidence interval
of 95%. However, the uncertainties are not shown on the plots because their scale is too
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small to be visible relative to the pressure variation parameters on the y axis.
(a) 4314-24V (b) 4314-27V
(c) 8412-12V
Figure 4.15: Theoretical and experimental results obtained for axial
fans 4314 and 8412, operated at 24V and 27V
In general, there is a good agreement between the model and experiment, and the overall
trend of the points are similar for all the cases. However, there is a slight difference
between some of the points - the absolute maximum error was 6 Pa, which occurred
whilst testing the fan 4314 at 24V at the flow rate of 19 [m−3h−1]. The main reason
may be attributed to the simplifications made during the modelling of the axial fan; for
example, the blades are assumed to have no curvature and air approaches the fan with a
uniform axial velocity and with no tangential velocity component [1].
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4.5 Stack Assembly
Validation of the model was performed by comparing the results obtained from simulation
with experimental measurements. Calibrated thermocouples were positioned at various
locations to record the temperature distribution in the cell. On the solid components (i.e.
the graphite plates and the body plates) the thermocouples were positioned inside small
holes of diameter 0.7mm and height 3mm. A thermally conductive paste type 340 from
Dow Corning [97] was used in order to provide a better contact between the thermocouple
and the sold surface. Figure 4.16 shows one of the graphite plates and the location of the
thermocouples. Other thermocouples were positioned in the middle of the body plates
and the inlet and outlet streams; thermocouples within the streams were located inside
the gas lines to measure gas temperatures directly. However, for the two-cell stack (as-
sembled with a bipolar plate or cooling plate), additional thermocouples were also used;
the location and notation of all these thermocouples are explained in detail in the next
chapters.
Inlet Manifold
Outlet Manifold
Active Area
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TC
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TC: Thermocouple
Figure 4.16: Thermocouple arrangement on the graphite plate
In order to mount the cooling fan on the stack with the cooling plate, a special cover was
made and mounted at the top of the stack as shown in Figure 4.17. For clarity, only the
cooling plate and the cover are shown; the rest of the components are hidden. The speed
of the fan was adjusted using a power supply and a tachometer; whilst reading the revo-
lution of the fan with the tachometer, the voltage on the power supply was manipulated
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until the required fan speed was achieved. For example, a fan speed of 5000 RPM was
achieved at 7.45 V and 31 mA of electrical power.
Cooling Cover
Cooling Plate
Fan Mounting
Location
Figure 4.17: Cover for the cooling fan
The testing bench is used to control the flow rate and temperature of the gases as explained
earlier in this chapter. After reaching a steady-state condition, data were recorded from
the thermocouples for 3 hours and mean values were used for comparison. To avoid
thermal conduction between the fuel cell and the bench, the cell was mounted on strips
of low thermal conductivity material.
4.6 Heated Pads
Instead of MEAs, heated-pads with an adjustable power output comparable to an MEA
were used. Like an ordinary MEA the heated-pad was assembled in the stack (i.e. sand-
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wiched between the graphite plates) and a power supply was used to adjust the power
density of the heated-pad.
The thickness of the heated-pad is about 1 mm and it is a customised order from Hol-
royd [98] a company based in the UK. The resistor in the heating area is made of a very
fine mesh, which is covered with a thin cover made of silicon rubber on glass cloth. The
thermal conductivity of the heated pad was 0.2 [Wm−1K−1]. The uniformity of the tem-
perature distribution on the heated-pad was tested separately in the lab. A thin copper
sheet was put on the heated pad and five thermocouples were installed on the heating
area (one at each corners and one in the middle) and after applying electrical power on
the heated-pad, temperatures were recorded. There was a very good agreement between
different readings with an average variation of about 1 ◦C. Therefore, a uniform heat out-
put is assumed within the heating area. The electrical characteristics of the heated-pad
are plotted in Figure 4.18. It shows the variation of voltage versus current; by varying the
voltage the required power can be obtained using the pad to emulate the thermal output
of an MEA.
Figure 4.18: Characteristic of the heated-pad, voltage versus current
The main advantages of using heated-pads in a stack are:
1. The heat generated due to the electro-chemical reaction can be replicated;
2. The assembly and disassembly of a stack with a heated-pad is very quick compare
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to that of a stack with an MEA;
3. The risk of damaging MEAs is eliminated;
4. The study can focus on heat transfer issues, decoupled from the otherwise temper-
ature dependent MEA performance.
4.7 Thermal Imaging Camera
An FLIR 3000 [88] thermal imaging camera was used for the experiment. The camera
has built-in software that allows the user to focus on any surface and measure the tem-
perature with an accuracy of around ±1 ◦C. The camera was positioned at a distance of
about 0.8m from the stack for all measurements. The electrical input on the heated-pad
was varied between 0 and 8 W (i.e. a thermal power density of 0-0.32 Wcm−2). After
about 30 min, a steady-state condition was reached and the temperature distribution on
each face of the stack was captured. Figure 4.19 illustrates an example of one of these
orientations with the camera on the right hand face of the stack; for clarity, the number
of cells in the stack is increased in this figure.
Camera
FC stack
Figure 4.19: Fuel cell stack and thermal imaging camera position
However, before taking any measurements it is important to calibrate the thermal imaging
camera; the measuring and calibration procedure come next.
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4.7.1 Calibration Procedure
The camera was factory calibrated for a variety of different lens combinations. However,
there was one important parameter that needed to be calibrated locally, namely the emis-
sivity factor of the surface.
The assembled stack consisted of different materials with different emissivity factors.
For example, the graphite plate, gaskets (made of silicon), current collectors (made of
copper sheet), and aluminium end plates all have different emissivity levels. In order to
overcome this issue a black matte paint was used to spray all outer surfaces of the stack.
To achieve more accurate results, it is recommended that temperature of a given sur-
face under study be higher than ambient temperature [72]; hence, the temperature of the
stack was increased to about 40 ◦C. A calibrated thermocouple was put on the surface,
and the temperature was recorded; the emissivity factor in the camera settings was then
altered until the temperature measured by the camera agreed with the thermocouple.
The obtained emissivity factor of 0.88 was then used for the study.
4.8 Conclusion
A testing bench with all the necessary equipment was put together to test the fuel cell
stacks assembled throughout this research. Thermocouples and a thermal imaging camera
were used for the temperature measurements; however, before starting the experiments,
all the thermocouples and the camera were calibrated. For the stack assembly, blank
graphite plates were sourced and the gas flow field patterns were machined with a CNC
milling machine. In order to simplify the stack assembly and focus only on the heat
transfer aspects of a stack, the MEAs were replaced with thin customised heated-pads
with adjustable power output in order to simulate the heat generated due to chemical
reaction. An axial fan was mounted at the top of the stacks assembled with cooling plates
in order to force air into the cooling channels. Furthermore, to obtain more accurate
results and to validate the theoretical models, all the axial fans were characterised using
the test bench in ebmpapst.
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Chapter 5
An Experimentally Validated Heat
Transfer Model for PEMFCs
5.1 Introduction
The A-gasket and B-heated pad models introduced in previous chapters were used for
the CFD modelling in order to investigate factors such as bipolar plate design, mate-
rials of construction, and the external effects of natural convection. The models were
implemented to account for the reactant flows in composite graphite plates and heat dis-
tribution within the stack, while convective heat transfer from the external surface of the
fuel cell is treated using well known heat transfer correlations.
Validation of the theoretical results was started by constructing a single-cell fuel cell
with the same physical embodiment as the computational model. The fuel cell was in-
strumented with 14 calibrated thermocouples. For clarity and ease of reference, the com-
putational domain introduced earlier is represented in Figure 5.1 with the main features
identified.
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Body Plate
Current Collector
Graphite Plate
Sealing Gasket
(or heated-pad)
Connecting Rods
Figure 5.1: Exploded view of the fuel cell stack assembled with a gasket
The CFD model was run under the operating conditions obtained previously and an
identical stack was assembled and tested in the lab for validation purpose. Validation and
result discussions for this particular assembly come next.
5.2 Results and Discussion
5.2.1 Lumped system analysis for electrically heated cell
The assembled fuel cell analogue can be presented as an open system, where gases flow
in and out of a control volume, as shown in figure 5.2. The mass flow rates of air and
hydrogen are represented by m˙1 and m˙2, respectively.
m˙1
m˙2
m˙1
m˙2
qconv
E˙g
Fuel Cell Stack
Control Volume
Figure 5.2: Conservation of energy for the control volume
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For such a system, a general form of the energy conservation equation may be expressed
as:
E˙in + E˙g − E˙out = E˙st (5.1)
Where E˙in is the rate of thermal energy entering the system, E˙g is the energy generation
rate within the system, and E˙out is the rate at which energy leaves the system; the term
on the right hand side E˙st is the rate of accumulation of energy within the system. At
steady-state, there is no energy change in the control volume; therefore, the amount of
energy entering and generated within the system is equal to the energy that leaves the
system.
In A-gasket the MEA was replaced with an inert gasket; therefore there was no heat
source in the system (i.e. E˙g = 0). In B-heated pad the gasket was replaced with a
heated-pad; therefore, there was a heat source in the system (i.e. E˙g 6= 0 ). In both cases
equation 5.1 can be written as:
E˙in + E˙g = E˙out (5.2)
Due to small temperature variations, the gas is approximated as an ideal gas with constant
specific heat capacity; therefore, equation 5.2 can be rearranged and written as follows:
m˙1(cpTin)1 + m˙2(cpTin)2 + E˙g = m˙1(cpTout)1 + m˙2(cpTout)2 + qconv ⇒
m˙1cp(Tin − Tout)︸ ︷︷ ︸
Gas 1
+ m˙2cp(Tin − Tout)︸ ︷︷ ︸
Gas 2
+Q(Heated Pad) = qconv (5.3)
This expression states that the total amount of energy entering and being generated in
the system is equal to the amount of energy leaving the system from the outlets, plus that
which is lost via natural convection qconv. In the theoretical model the convective heat
transfer rates were calculated from standard correlations during the simulation; however,
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in the experimental setup, inlet and outlet gas temperatures and flow rates were recorded
and the overall energy balance, Equation (5.3), was used to calculate the convective heat
transfer from the cell.
Figure 5.3 shows the comparison of convective heat transfer obtained from the CFD
model and the experiment for A-gasket, operating under the five different conditions out-
lined in Chapter 3.
There is a very good agreement between the results obtained from the CFD model and
experiment. For example, in test Case-1, the convective heat loss is 4.75W for the CFD
model, and 4.78W for the experiment, an error of <3%. Possible reasons for this differ-
ence include experimental errors, measurement uncertainties, and simplifications inherent
to the CFD model.
Figure 5.3: Comparison of the heat lost by nat-
ural convection based on model predictions and
experimental measurement
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Some of the heat that entered or generated inside the cell is dissipated from the stack via
natural convection or leaves the system through the outlet valves. Equation 5.3 and the
data presented in Figure 5.3 can be used to calculate these values. For example, in Case-1
and Case-2, the amount of heat that leaves the system from the outlets is equal to 5.15W
and 9.42W, respectively, representing around 50-55% of the overall heat dissipation from
the single-cell stack.
5.2.2 Localised temperature distribution for single-cell stack
Four thermocouples were installed on each graphite plate, one in each stream line (inlet
and outlet), and one in the middle of each body plate. The notations used here are: ’Air’
- cathode side; ’H2’ - anode side; R - right; L - left; T- top; B - bottom. Other ther-
mocouples located on the inlet body plate, outlet body plate, air-exit and hydrogen-exit
are referred to as ’BP-In’, ’BP-Out’, ’Air-Exit’ and ’H2-Exit’, respectively. For clarity,
location of four thermocouples on the graphite plates on the cathode side is shown in
Figure 5.4.
Inlet Manifold
Outlet Manifold
r s Air-R
r s
Air-T
r s
Air-B
r sAir-L
Figure 5.4: Thermocouple notations on cathode graphite plate
Temperatures were recorded after reaching a steady-state condition in each case. Uncer-
tainty of each measured temperature was also calculated. Table 5.1 is a summary of the
predicted and experimental measurements for Case-1 of A-gasket. The location and name
of each thermocouple is listed in the first column, while the second column illustrates val-
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ues obtained from experiment with calibration uncertainties. Finally, the third column
illustrates values obtained from the CFD model. To assist comparison, this data is also
plotted in Figure 5.6a.
Thermocouple Location Experiment [◦C] CFD [◦C]
Air-T 36.8±0.6 37.0
Air-R 36.3±0.6 37.5
Air-B 36.1±0.6 36.3
Air-L 37.1±0.6 37.1
H2-T 36.5±0.6 36.5
H2-R 36.0±0.6 35.9
H2-B 35.9±0.6 36.3
H2-L 36.9±0.6 36.9
Air-Exit 35.0±0.6 35.2
BP-Out 34.8±0.6 34.2
H2-Exit 34.8±0.6 35.2
BP-In 36.0±0.6 35.9
Table 5.1: Obtained temperatures for Case-1; uncertainties are based
on a coverage factor of K = 2 providing a confidence interval of 95%
Figure 5.5 shows a section of the temperature distribution on two graphite plates and the
gasket for Case-1 (A-gasket). The temperature at the top-right corner of the graphite
plates, particularly on the cathode side, is highest as it is closer to the air inlet stream
(80 ◦C). The temperature of the top-left corner of the plates is closer to that of the hy-
drogen inlet stream (30 ◦C) and therefore, the temperature is lower. Towards the anode
plate, the temperature declines as the air gas stream loses heat while passing through the
flow channels of the graphite plates; in this case the air outlet temperature declines from
80 ◦C to 35 ◦C. On the other hand, hydrogen gas exchanges some heat with the graphite
plate while passing through the channels; its temperature increases from 30 ◦C to 35 ◦C.
However, because of the higher temperature and mass flow rate at the air side, this clearly
has more influence on the overall temperature variation.
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Cathode PlateGasket
Anode Plate
Air Inlet
Air Outlet
H2 Outlet
Figure 5.5: Temperature distribution on the gasket and the graphite plates
Predicted and experimental temperatures are presented for all five cases in Figure 5.6.
Experimental data is shown, along with its error bars. It is important to note that the
same testing bench and equipment were used to measure the inlet gas temperatures, and
that the experimental uncertainties of these temperatures are the same as the others in
this work (i.e. ±0.6 ◦C).
The model predictions agree well with measurement within the bounds of experimen-
tal uncertainty. In Figure 5.6d there is a disagreement between measured temperatures
at H2-Exit. This particular disagreement was not noted in the other test cases; therefore
a possible explanation may be attributed to the confidence interval of the calibrated ther-
mocouple. The thermocouples are calibrated with a confidence interval of 95%, meaning
there remains a 5% of chance that the measured value falls outside of the bounds of
uncertainty.
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(a) Case-1 (b) Case-2
(c) Case-3 (d) Case-4
(e) Case-5
Figure 5.6: Experimental measurement and CFD prediction of the temperature
distribution within the cell
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Temperature variation for different test cases is noticeable, and this is due to the imple-
mentation of different inlet boundary conditions. For example Figure 5.6b shows results
obtained from Case-2; this is the case of maximum temperature and flow rate (i.e. 80 ◦C
and 6 [LPM]), and therefore the stack temperature is higher than in other cases. Thus,
the rate of heat loss through natural convection is also higher as shown in Figure 5.3.
Also evident in almost all cases, is a higher temperature on the cathode graphite plate
than on the anode side. This is even more obvious for the thermocouples located at the
top and left of the plates as they are closer to the cathode inlet gas stream. A similar
temperature distribution obtained for the B-heated pad that follows.
5.2.3 Simulated MEA Heat Flux
By substituting the blank gasket by a heated-pad, the heat generated by an operational
MEA can be simulated. Figure 5.7 shows a comparison between model and experiment
for Case-1 where heat generated by the pad varies between 2 and 8 W (i.e. 0.08 to 0.32
Wcm−2).
Although there is no heat source on the heated-pad in Case-1 (Figure 5.7a), the results
obtained are slightly different than in the Case-1 of A-gasket. A possible explanation may
derive from a different contact resistance between the graphite plate and the heated-pad
compared to that with the gasket. Another reason could lie in the difference of the ther-
mal conductivity of the heated-pad compared to the gasket, thereby causing a different
temperature distribution throughout the stack. Another noticeable disagreement can be
seen in Figure 5.7e at BP-in; for the reason explained earlier, thermocouple calibration,
thermocouple contact or experimental error could be the causes of such disagreement.
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(a) Power on heated-pad zero (b) Power on heated-pad 2 watts
(c) Power on heated-pad 4 watts (d) Power on heated-pad 6 watts
(e) Power on heated-pad 8 watts
Figure 5.7: Experimental measurement and CFD prediction of the temperature
distribution within the cell assembled with a heated-pad
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Similar to the first configuration, Figure 5.8 shows the comparison of convective heat
transfer obtained from theoretical and experimental models for Case-1 of B-heated pad.
Figure 5.8: Natural convection compari-
son for the test Case-1 of Configuration-B
Increasing the power density on the heated-pad has a direct influence on the amount of
heat dissipated from the stack through forced and natural convection. For example, for 8
W (0.32 Wcm−2) of thermal output the total amount of heat lost via natural convection
is around 11 W and heat loss via forced convection (two gas streams) is around 6.65 W. In
this case the air outlet temperature declines from 80 ◦C to 45.5 ◦C, and the temperature
of the hydrogen stream increases from 30 ◦C to 44 ◦C. In this particular configuration and
applied operating conditions, the outlet temperature of both streams is more or less the
same. However, like the previous configuration, the temperature at the top-right corner
of the graphite plates is the highest and it declines by getting closer to the outlet of the
gas streams.
In general, there is good agreement between the predicted and experimental results across
the range of operation discussed herein. However, for a small number of points there are
disagreements, resulting in the following suggestions for improvement and reduction of
number of errors: better contact for thermocouples and the use of a superior data ac-
quisition unit with higher accuracy. The data acquisition unit used in this experiment is
105
Yokogawa MX100 [91] with an accuracy of (0.05% of reading. +0.5 ◦C): it states that
the accuracy of the reading is 0.05% of the temperature reading on the equipment plus
0.5 ◦C, a unit with better accuracy would reduce uncertainty of measurements.
5.3 Conclusion
A computational model with solid geometry has been implemented that can be used to
gain a better understanding of the temperature distribution inside PEM fuel cells, and as
an aid to designing flow field channels in interconnect plates. This can enhance the study
of the effects of different channel geometries and configurations on stack performance as
a whole. The three dimensional CFD model of heat transfer in a single-cell fuel cell has
been validated experimentally with the MEA replaced with an inactive gasket and later
on with a heated-pad in order to simulate heat generated within the MEA. Flow of the
gases and the temperature distribution within the stack were modelled. At this initial
stage only a single phase gas flow was modelled and heat generated due to condensation
or evaporation was ignored. The model was validated over a range of operating condi-
tions representative of practical fuel cell operation by comparing the model predictions
of temperature distribution with experimentally measured temperatures throughout the
cell using calibrated thermocouples.
The temperature distribution, forced and natural convective heat transfer were deter-
mined from the computational models and the experimental data. The predicted tem-
perature profiles compared well with those measured experimentally. The energy balance
equation was used to evaluate the importance of heat loss through natural and forced
convection; generally very good agreement was achieved between prediction and experi-
ment.
The developed and validated CFD model can be used as a modelling framework for fuel
cell stacks with many cells where the effects of temperature distribution become more
critical on cell and overall performance. Furthermore, different cooling plates such as
air-cooled or water-cooled plates can now be modelled in stacks, and their effect on heat
generated and removed from the stack can be resolved in a greater detail. The same
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model has been used in the next chapter to model a two-cell stack with a focus on the
temperature variation on the outer surfaces of the cells.
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Chapter 6
An Experimentally Validated Heat
Transfer Model of PEMFC Stack
using a Thermal Imaging Camera
6.1 Introduction
In this chapter the computational model assembled previously has been used to study the
heat generated and distributed in single-cell and two-cell PEMFC stacks, with a focus on
temperature variation on the external surfaces of the stack under different heat loads. An
infra-red thermal imaging camera was used to experimentally validate the results using a
polymer fuel cell stack assembled in the laboratory. The model and the assembled stack
were run under various operating conditions of gas flow rate, temperature, and heat load.
This chapter details some of the areas in which thermal imaging cameras can be used
to validate theoretical models and to study the temperature distribution on the external
faces of a PEM fuel cell stacks.
The configuration B-heated pad has been used and a single and two-cell stacks were as-
sembled for further investigation. Figure 6.1 shows the two-cell stack that was assembled
using two heated-pads and an interconnect plate in the middle.
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Body Plate
Current Collector
Graphite Plate
Heated-Pad
Connecting Rods
Figure 6.1: Exploded view of the fuel cell stack assembled with two heated-pads
6.2 Results and Discussion
Figure 6.2 shows the upper face of the assembled stack with key features identified: namely
the inlet body plate (BP-In), outlet body plate (BP-Out), the cathode and anode side
graphite plates, and connecting bolts and nuts. The gas flow inlets and outlets are also
shown. The area under study (80×14.75 mm2) experimentally and computationally is
identified by the dashed-line. The solid line drawn in the centre illustrates the line where
the temperature profile was measured for each face (in this case the upper face). Figure
6.2b illustrates position of the gas inlets and outlets; air and hydrogen inlet valves are
located on the inlet body plate (BP-In) at the top, and outlet valves are located on the
outlet body plate (BP-Out) at the bottom. Also shown are the top and left faces of the
stack.
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(a) (b)
Figure 6.2: Assembled stack with a view on the upper face
6.2.1 Results and Discussion for single-cell stack
Figure 6.3 shows the temperature distribution over the top face of the single-cell stack for
electrical inputs equivalent to 0.00 Wcm−2, 0.16 Wcm−2 and 0.32 Wcm−2. The inlet flow
rates are 6 LPM and 2 LPM, and inlet temperatures are 80 ◦C and 30 ◦C on the cathode
and anode sides, respectively. In each part of the figure the CFD results are presented on
the left and experimental results on the right.
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(a) (b)
(c)
Figure 6.3: Temperature distribution on the top face of the single-cell stack
Figure 6.4 demonstrates one of the CFD results that is superimposed on Figure 6.2; it
represents the upper face of the stack with temperature distribution within the rectangle
under study, and location of inlet and outlet valves in the stack.
In all cases, the temperature on the upper edge of the graphite plates, particularly on
the cathode side, is highest as it is closer to the air inlet stream (80 ◦C). The temper-
ature of the lower edges of the plates is closer to that of the hydrogen inlet stream (30
◦C) and therefore, the temperature is lower. Towards the right hand (exit) side of the
stack, the temperature decreases as the air gas stream loses heat while passing through
the flow channels of the graphite plates; in this case the air outlet temperature decreases
112
Figure 6.4: Upper face of the assembled stack showing the key features,
together with an illustrative temperature profile of the measured area
from 80 ◦C to 47 ◦C. On the other hand, hydrogen gas exchanges some heat with the
graphite plate while passing through the channels; its temperature increases from 30 ◦C
to 38 ◦C. However, because of the higher temperature and mass flow rate at the air side,
this clearly has more influence on the overall temperature variation because the amount
of heat entering the stack is larger. Another factor that affects temperature variation
throughout the stack is the sealing gasket low thermal conductivity of 0.24 Wm−1K−1.
Due to their relatively low thermal conductivity, the gaskets reduce heat transfer by con-
duction between different components, and therefore the temperature on the anode side
is lower than the cathode side.
The overall temperature of the stack increases as the electrical power supplied to the
heater increases; for example, at 0.16 Wcm−2 of thermal output, the maximum temper-
ature is 44.4 ◦C (as shown in Figure 6.3b) whereas the maximum temperature for 0.32
Wcm−2 of power is 51.0 ◦C (as shown in Figure 6.3c).
Figure 6.5 shows a quantitative comparison of the temperature profile on the upper face
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of the stack along the solid line which is drawn in the middle of stack (as shown in Figure
6.2) for 0.00 Wcm−2, 0.16 Wcm−2 and 0.32 Wcm−2of electrical input. Uncertainty in
the experimental measurements is shown as error bars; all uncertainties are based on a
coverage factor of K=2 providing a confidence probability of 95%. For clarity, not all the
components in the stack are illustrated in the following figures; only the location of the
inlet body plate (BP-In), outlet body plate (BP-Out), and cathode and anode plates are
shown in each plot. The gaskets and current collector on the inlet side are located between
the BP-In and cathode plate, and in a similar manner gaskets and current collector on
the outlet side are located between the anode plate and BP-Out.
(a) (b)
(c)
Figure 6.5: Comparison between measured surface temperatures from the ther-
mal camera and those predicted by the CFD model, across the line drawn at
centre of the top face of the single-cell stack
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In general, there is good agreement between the predicted and experimental results within
the bounds of experimental uncertainty. But disagreement between the model and ex-
periment is most evident on the body plates. In order to investigate this issue further,
a calibrated thermocouple was put in the middle of BP-In and temperature on the body
plate was recorded while the stack was operating. For the third case (Figure 6.5c), the
thermocouple reading in the middle of BP-In was 49.3±0.6 ◦C, which agrees well with
the results obtained from the experiment. Therefore, the possible explanation for the
disagreement between the thermal camera and the model may be attributed to the fact
that the radiative heat transfer is neglected in the CFD model. For better accuracy, es-
pecially at higher operating temperatures (50 ◦C and above), it is necessary to include
the radiative heat transfer in the model.
6.2.2 Results and Discussion for two-cell stack
The temperature distribution for the two-cell stack (a two-cell stack with two heated-pads)
was then compared between model and experiment. Figure 6.6 shows this comparison on
the upper face for thermal power densities of 0.00 Wcm−2, 0.16 Wcm−2 and 0.32 Wcm−2
on each heated-pad.
For the same reasons given earlier, the temperature on top of the graphite plates is
highest; however, increasing the thermal power to 0.16 Wcm−2 or 0.32 Wcm−2 for the
two-cell stack leads to greater temperature gradients. For example, the temperature on
the bipolar plate in the middle of the stack is higher than that of the other components;
this is most clearly obvious for the third case when the heat generated on each heated-pad
is 0.32 Wcm−2 (Figure 6.6c).
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(a) (b)
(c)
Figure 6.6: Temperature distribution on the top face of the two-cell stack
Figure 6.7 shows the temperature profile at 16 points on a line drawn down the middle
of the two-cell stack in a similar manner to that presented previously for the single-cell
stack (refer to Figure 6.2); noting that two extra measurements points are needed here
because of the additional graphite plate and heated-pad in the stack.
(a) (b)
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(c)
Figure 6.7: Comparison between measured surface temperatures from
the thermal camera and those predicted by the CFD model, across the
line drawn at centre of the top face of the two-cell stack
In general good agreement between the model and experimental results, within the bounds
of experimental uncertainty, was again achieved. A disagreement similar to the single cell
case appears again on the inlet body plate (BP-In). There are some other points that
are slightly out of the bounds of experimental uncertainty; however, the overall trend and
shape of the temperature distribution between the model and experiment is similar for
all cases.
Another observation from the plots is that, by increasing the thermal power density
of the stack, the overall temperature difference between components increases; the max-
imum temperature difference in the following three plots are about 4 ◦C, 5 ◦C and 7 ◦C
respectively. This difference is even more evident at the bottom of the two-cell stack,
shown in Figure 6.8.
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(a) (b)
(c)
Figure 6.8: Temperature distribution on the bottom face of the two-cell
stack
By comparing the results in Figure 6.8 it is evident that temperature variation on top of
the graphite plates is less than that at the bottom. The maximum temperature variation
at the top is about 4.5 ◦C, whereas it is about 6.5 ◦C for the bottom. The main reason for
this difference is that the gas inlet valves are located at the top of the stack whereas the
outlet valves are located at the bottom (as shown in Figure 6.2); heat generated by the
heated-pads along with the gas inlet temperature minimises the temperature variation at
the top of the plates. The air gas stream with higher temperature and flow rate loses heat
whilst passing through the flow channels, and therefore a larger temperature variation is
evident at the bottom of the plates. Temperature profiles for the bottom of the stack
across a line (drawn at the middle of the bottom face) are also plotted in Figure 6.9.
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(a) (b)
(c)
Figure 6.9: Comparison between measured surface temperatures from
the thermal camera and those predicted by the CFD model, across the
line drawn at centre of the bottom face of the two-cell stack
These comparisons confirm that, as the thermal power density increases, the temperature
variation between the graphite plates increases; in this case of a two cell stack at 0.32
Wcm−2 to about 3 ◦C on the top (Figure 6.3c) and about 4.5 ◦C on the bottom of the
stack (Figure 6.8c). This indicates that, as fuel cell stack size and power density increases
towards technologically useful levels (around 75 kWe for a fuel cell car engine for example),
then thermal management becomes increasingly significant, not least because the polymer
electrolyte conventionally used in PEMFCs is sensitive to upper temperature limits, as
above 120 ◦C the membrane will no longer be properly hydrated, and performance and
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lifetime will be rapidly degraded.
Additionally, results show that the overall temperature distribution in a stack is affected
by different means of heat transfer, and the relative importance of each mechanism is
directly related to the stack configuration and applied power density. For example, by
increasing the power density in a single-cell stack from 0 to 0.32 Wcm−2 the amount of
heat dissipated from the stack through convection increases from 50% to 65%.
6.3 Conclusion
A thermal imaging camera has been successfully used to study the temperature distribu-
tion and variation on the outer surfaces of a single-cell and two-cell PEM fuel cell stack.
Results obtained from the thermal imaging camera were used to validate a computational
model with the focus on temperature variation on the outer surfaces of the stack which
is affected by different means of heat transfer, in particular natural convection. In gen-
eral, good agreement was achieved between model and experiment within the bounds of
experimental uncertainties.
It has been shown that natural and forced convection both play an important role in
determining the temperature variation in a PEMFC stack. Future work will seek to ex-
tend this analysis to include the impact of electro-chemistry and two phase flow, both im-
portant additional contributors to thermal management issues in working PEMFC stacks.
The validated computational model is used as a modelling framework to design and test
different cooling plates in stacks that is covered in the next chapter.
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Chapter 7
Design of Cooling Plates for an
Air-cooled PEM Fuel Cell Stack
7.1 Introduction
Design of an effective cooling system in polymer electrolyte membrane fuel cells (PEM-
FCs) is vital for the heat management and overall performance of stacks. Depending on
the size and application, either air or water-cooling can be used to extract excess heat
and maintain the desired temperature distribution throughout the stack.
The computational model previously introduced has been used to design cooling plates
for a typical stack configuration. The aim of these designs was to minimise temperature
differences between cells, and dissipate heat from the stack. Three different cooling plate
designs are analysed both computationally and experimentally within stacks containing
electrically heated pads in place of active MEAs. Some additional modifications are also
made to the final design in order to predict their effects further; for example, thickness
and mechanical properties of the graphite plates are changed with the aim of optimising
the design even further.
This chapter is split into the following sections:
• Design and optimisation of different cooling plates based on the current stack con-
figuration, with further discussions on design limitations.
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• Experimental validation of the results obtained in the previous section.
• After validation, the CFD model is used to investigate modifications of some pa-
rameters in the stack. For example, the simulation was run after altering thickness
of the graphite plates or after modifying the physical properties of the plates by
replacing them with metallic plates.
In Chapter 6 a fuel cell stack was assembled using electrically heated pads in place of
active MEAs to ensure that heat transfer could be studied in isolation of thermally cou-
pled electrochemical reactions, whilst noting that this is a simplification of all the issues
present in a working PEMFC stack.
Body Plate
Current Collector
Graphite Plate
Heated-Pad
Connecting Rods
Figure 7.1: Two-cell stack assembled with bipolar plate and heated-pads
Furthermore, it was shown that the maximum temperature difference between cells in the
two-cell stack at the power output of 0.32 Wcm2 was about 7 ◦C. The same configuration
has been used in here with the aim of replacing the interconnect plate (the bipolar plate)
with a cooling plate in order to minimise the temperature difference between the cells.
Figure 7.1 shows the two-cell stack with an interconnect plate sandwiched between two
heated-pads.
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7.2 Cooling Plate Design
An important factor that needs to be considered whilst dealing with thermal issues in a
PEM fuel cell stack is that temperature variation in a cell is inevitable. This variation
plays a vital role in determining the performance of the cell, and is mainly influenced
by the design and configuration of the stack. Whilst some PEM stacks are designed to
operate with dry air without any humidification, those that require fully humidified gas
in order to perform are difficult to manage as the extra generated/condensed water in the
cell must leave the stack, and temperature distribution in the cell is a key factor towards
overcoming this problem [37, 99, 100]. For example, Sun et al. [100] put several thin gold
foil strips inside a cell, with an active area of 16 cm2, in order to measure the local current
density at different positions. Results demonstrate how strongly the gas and temperature
distribution on the cell affects humidification, the local current density and hence the
performance of the cell.
In summary, once an optimal operating condition for a particular cell is found, regard-
less of temperature variation in the cell, it is desirable to maintain the same operating
condition throughout the stack (for each cell) to achieve optimal performance. Results
obtained from a two-cell stack in previous chapter showed that the temperature variation
of the gas and the plates are not the same in both cells, and this could lead to poor stack
performance. In order to balance this along a stack, cooling plates can be introduced;
Figure 7.2 shows replacement of the bipolar plate in the middle of stack with a cooling
plate; figures at the bottom demonstrate exploded view of the same stacks for clarity.
In this study, all design modifications and discussions are based on graphite plates with
the size of 80×80 mm2 and active area of 50×50 mm2. The gas flow patterns were ma-
chined on one side and the cooling channels (grooves) on the other side as shown in Figure
7.3. After machining, some roughness remains on the surface, which is undesirable but
expensive to minimise. In order to overcome this problem, and also to provide better con-
tact between the two plates, a thin (thickness 0.35 mm) carbon paper was placed between
the plates as indicated in Figure 7.3.
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Bipolar Plate Cooling Plate
Figure 7.2: Replacement of the bipolar plate with a cooling plate
Cooling channels are usually designed vertically from top to bottom of a plate. The
advantage of this configuration is that, at lower current densities, the flow of air through
the channels (due to natural convection) may be sufficient enough to remove excess heat
from the stack, whereas at higher current densities, forced convection can be used to dis-
sipate additional heat. This will be addressed in more detail in the next section. Another
observation is that the cooling channels are bounded between the gas manifolds on the
sides; for clarity, the top view of the same cooling plate is presented in Figure 7.4 with
the key dimensions identified.
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Flow Field Channels Gas Manifold
Cooling Holes (grooves)Carbon Paper
Figure 7.3: Assembly of cooling plate with carbon paper in the middle
Figure 7.4: Top view of the cooling plate with cooling holes
• a=7.35 mm is the overall thickness of the plates, that includes the thickness of two
graphite plates and a carbon paper in between.
• d=48 mm is the width of the cooling area, which covers the area under the flow
field patterns (shown in dashed lines). As mentioned, the width of the cooling area
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is bounded between the gas manifolds located on both side of the plate; it covers
all of the active area.
• b=1.8 mm is the thickness of the wall between the cooling channels and top of the
plate - the depth of the gas flow field is 1 mm; hence the thickness of the material
in between is 0.8 mm.
• c=3.75 mm, referred to as the height of the cooling channels, is the overall height
of the cooling grooves.
Within this structure, various cooling plates can be designed, with two major design vari-
ations:
Modifying the number of cooling channels in the rectangular area (c×d): the
simplest design is to have one large channel without any ribs in the middle; that is a
cooling channel with a cross-section of 3.75×48 mm2. The advantage of this design is
that, due to the large surface area, more air can be blown into the cooling channel; hence
extra heat can be removed from the cell with less power. The disadvantage of this design
is that the wall which separates the reactant gases from the cooling air is very thin (0.8
mm); therefore, pressure applied from stack assembly may cause cracks and leakage in
the graphite plate. Moreover, it is important to provide a good electrical contact between
the graphite plates, which this has been done with the use of carbon paper between the
graphite plates (as shown in Figure 7.3). Without any ribs on the cooling channel the
only electrical contact is provided with the carbon papers on the sides of the plates as
shown in Figure 7.5. Reducing the contact surface area will increase the ohmic loses in
the cooling plate; this is inevitable in larger stacks due to a large number of cooling plates
assembled in series. Nonetheless, there are other ways to overcome this problem; for ex-
ample introducing a third material in between in order to minimise the contact resistance.
This will be addressed briefly later on.
In general, it is important to have some supportive ribs in the middle of the cooling chan-
nel as indicated in Figure 7.6; this provides mechanical support and electrical contact
between plates. At this point, by keeping the height of the cooling plate constant, three
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Flow Field Channels Gas Manifold
Carbon Paper
(Electrical Contact)
Figure 7.5: Assembly of cooling plate with no ribs in the middle
different cooling plate designs are reported here, referred to as CP-I, CP-II and CP-III,
respectively. CP-I has 7 supporting ribs, CP-II has 2 and CP-III only one in the middle.
Table 2 summarises the specifications of the cooling channels on three different plates.
Cooling Plate Channel Dimension Number of Channels Cross Section
[mm] [mm2]
CP-I 4×3.75 8 120.0
CP-II 10×3.75+12×3.75 2+1 120.0
CP-III 19×3.75 2 142.5
Table 7.1: Dimension of grooves on different cooling plates
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Rib
Top View
CP-I
CP-II
CP-III
Figure 7.6: Different cooling plates with top views
One of the main reasons for choosing these dimensions for the grooves is that, after ma-
chining the cooling channels, the thickness of the remaining wall is 0.8 mm. Thus, in order
to reduce the risk of breaking the plate during machining, optimisation and minimisation
of the processing time on each plate have been attempted. This is explained with an
example as follows:
To machine the grooves on CP-I, a 4 mm milling bit was used and each of the chan-
nels was machined in a single step. It worth noting that the width of the grooves may
vary; for example, a groove with a width of 4.2 mm, 5.4 mm or any other size can also
be machined. The challenge is that a milling bit with a diameter of 5.4 mm is not com-
monly used and is very expensive to source. However, in order to overcome this issue it
is possible to use a smaller bit (for example 5 mm) and machine the channel in two steps.
This is illustrated in Figure 7.7. Figure on the left shows that the diameter of the milling
bit is the same as the cooling channel and the groove can be machine in a single step.
Figure on the right demonstrates that the channel is wider than the milling bit; therefore,
two steps are required to finish the machining. This may increase the risk of breaking the
plate if extra care is not taken, as the ribs on the sides are very thin (2.4 mm). The path
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of the milling bit is shown with a dashed line and its cutting direction with a red arrow.
Rib
Milling Bit
(One step) (Two step)
4
m
m
5
m
m
Thickness: 2.4 mm
Figure 7.7: Machining the cooling channels on a graphite plate
Varying the height of the cooling channels (c): a thinner cooling plate can be
made by reducing the height of the channel; for example from 3.75 to 2.75 mm. The
advantage of a thinner cooling plate is that a lighter and a more compact stack can be
assembled. On the other hand, the disadvantage is that the pressure drop across the
cooling channels will increase and a more powerful fan will then be necessary to overcome
this. For further investigation, various cooling plates with different heights were modelled;
results obtained from the third cooling plate (i.e. CP-III) are discussed.
Different values could be chosen for the height (c); nevertheless, to have a basis of com-
parison, results of the three different heights are presented here; these are: 3.75 mm,
2.75 mm and 1.75 mm. Figure 7.8 illustrates these three plates with the thickness of the
cooling channels and overall thickness of the plates identified.
Figure 7.9 shows the pressure distribution in a cooling plate with thickness c = 3.75 mm;
the axial fan 252N was used for this particular simulation. In the current configuration,
the maximum air flow rate achieved is 4.45×10−4 [kgs−1] and the pressure drop across
the fan is about 12 Pa; this well agrees with the fan specifications represented in table 3.2.
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(CP-III)
(a)
(b)
(c)
Figure 7.8: Cooling plates with three different thicknesses
Table 7.2 shows a summary of some of the simulations run for the third cooling plate
(CP-III), with different thicknesses. Decreasing the channel height increases the pressure
drop across the fan and at the same time limits the air flow rate that can be achieved with
the existing fan. For example, when the thickness was c = 1.75 mm, with the axial fan
252N, maximum flow rate achieved was 1.40×10−4 kgs−1 at a pressure drop of 21 [Pa]. In
order to increase the flow rate for the same design, a more powerful fan was chosen (i.e.
414H); the maximum flow rate hence achieved was 3.34×10−4 kgs−1 at a pressure drop of
58 Pa.
The rated power of the fans 252N and 414H is 0.5 W and 1.6 W, respectively. By as-
suming that the axial fan is the only auxiliary component on the system to power, the
parasitic load applied to the two-cell fuel cell stack (with a power output of 16 W) will
be 3.1% and 10% of the total power, respectively. It is worth highlighting that the axial
fan 414H used was an example of a variety of options available in the market that could
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Figure 7.9: Pressure distribution of cooling air on CP-III with axial fan 252N
Fan Thickness (C) [mm] 3.75 2.75 1.75
N Max Flow Rate [kgs−1] 4.62×10−4 3.42×10−4 1.40×10−4
25
2
∆P across the fan 12 16 21
H Max Flow Rate [kgs−1] 1.06×10−3 6.89×10−4 3.34×10−4
41
4
∆P across the fan 48 55 58
Table 7.2: Cooling air flow rate and pressure drop across axial fans
on cooling plates with different thickness
have been selected; the same simulation procedure can be applied to any other fan with
different specifications. The decision to reduce the plate thickness versus increasing the
parasitic load is a trade-off that depends on application and system design.
7.3 CFD Modelling
The CFD modelling framework used in previous chapters is adopted here with some
modification to simulate heat transfer within a PEMFC stack with various cooling plates.
Figure 7.10 is an example of a two-cell stack assembled with two heated-pads and a cool-
ing plate.
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In order to draw air from the bottom into the cooling channel an axial fan is mounted
on top of the cover. Figure 7.11 shows the configuration that was used in the CFD
modelling and experimental setup of this project. The operating conditions derived
Cooling HolesCooling Plate
Figure 7.10: Assembled stack with two heated-pads and a cooling plate
for a two-cell stack in Chapter 3 were used here, and all the simulations were run at an
electrical power of 0.32 Wcm−2 applied to the heated-pads. The following points have
been considered while comparing results and temperature variations between components:
1. The same temperature range and colour scale has been used for the purpose of
comparison; however, the obtained maximum and minimum temperatures of each
of the components are summarised in Table 7.4;
2. At the cathode sides, the air inlet is always at the top right and the outlet is at the
bottom left; in a similar manner, for the anode sides, the hydrogen inlet is at the
top left and the outlet is at the bottom right of the plate.
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Axial Fan
Cover
Figure 7.11: Assembled stack with cooling cover and axial fan
Figure 7.12 shows temperature distribution on the cathode, bipolar and the anode plates
in the stack assembled with bipolar plate (i.e. without any cooling plate). Top-left corner
of each graphite plate has the lowest temperature, as it is close to the hydrogen inlet
(30 ◦C). The temperature of the top-right corner of each plate is closer to that of the
air inlet stream (80 ◦C) and therefore, the temperature is slightly higher. The first
observation is that the average temperature on the bipolar plate is about (8 ◦C) higher
than the cathode and anode plates. The main explanation is that, plates are losing heat
via natural convection through their edges; however, the graphite plates on the sides, i.e.
the anode and cathode plates, are in direct contact with the current collectors and the
body plates (this is demonstrated in Figure 7.10). Therefore the amount of heat they lose
or exchange is larger than that of the bipolar plate which is located in the middle of the
stack.
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a) Cathode Plate b) Anode Plate
c) Bipolar Plate
Figure 7.12: Temperature distribution on graphite plates
A similar disagreement was also achieved on temperature of the reactant gases that flow
in the channels. Figure 7.13 shows temperature distribution at the entire cathode chan-
nels. Figure on the left is the first cell between the cathode and bipolar plates; and figure
on the right is the second cell, which is located between the anode and bipolar plates
(for clarity please refer to Figure 7.10). As evident, the gas temperature on the second
cell is higher as it is in direct contact with the bipolar plate, whereas in the first cell, gas
flows over the cathode plate which has lower temperature than the bipolar plate. Another
noticeable fact is that overall temperature variation is not the same on both cells; the
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a) First Cell b) Second Cell
Figure 7.13: Temperature distribution of the gas at the cathode side
average temperatures on the first and second cells are about 61 ◦C and 66 ◦C, respectively.
Figure 7.14 shows temperature distribution of the gas at the anode side. Figure on the
left is the first cell located between the cathode and bipolar plates, and figure on the right
is the second cell located between the anode and bipolar plates. An obvious observation
is that there is about 10 ◦C of difference between the average temperature on the cells,
which are 66 ◦C and 56 ◦C, respectively.
The same operating condition was applied to the stacks with different cooling plates and
results were compared. An important parameter that was varied during the simulation
was the cooling fan speed; by changing this parameter the amount of air passing through
the cooling holes was adjusted accordingly; an axial fan type 252N was used.
Many different combinations of the cooling plates and fan speeds were used for simu-
lations, and the results from two of them are presented here for discussion. The first,
’Combination-1’, predicted behaviour consistent with the technologically desired temper-
ature distribution throughout the stack, whilst the second ’Combination-2’, predicted
unwanted thermal behaviour. Table 7.3 reports the summary of these two combinations
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a) First Cell b) Second Cell
Figure 7.14: Temperature distribution of the gas at the anode side
with selected cooling plates and cooling air flow rates.
Combination Cooling Plate Type Fan Rotational Speed [kgs−1]
Combination-1 CP-III 6.11×10−4
Combination-2 CP-I 1.68×10−4
Table 7.3: Combinations of different cooling plates and fan
speeds
The same operating conditions were applied to the stacks assembled with cooling plates.
The following two sections present the results obtained for the ’Combination-1’ and
’Combination-2’.
7.3.1 Results of Combination-1
The temperature variation of the graphite plates for Combination-1 is shown in Figure
7.15. The temperature differences between the plates are less than that of the stack
assembled with the bipolar plate (Figure 7.12). A notable observation from Figure 7.15c
is that the temperature at the bottom of the plate is the lowest, about 49 ◦C; the reason
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for this is that it is close to the entrance of the cooling air into the plate.
a) Cathode Plate b) Anode Plate
c) Cooling Plate (CP-III)
Figure 7.15: Temperature distribution on graphite plates for Combination-1
Figure 7.16 shows the temperature distribution of the cooling air domain for this partic-
ular case. For clarity, the cooling plate, manifolds and location of cooling air inlet and
outlet are also identified.
Temperature at the inlet is the lowest as air enters the domain at room temperature
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Outlet
Inlet
Cooling Air Inlet
Cooling Air Outlet
Through Hole
(Bolt & Nut)
Figure 7.16: Cooling-air temperature distribution for Combination-1
(21 ◦C). Whilst passing through the cooling grooves it exchanges some heat with the plate,
hence gains thermal energy from the plate and the temperature at the outlet reaches ap-
proximately 52.9 ◦C.
Figures 7.17, 7.18 show the temperature distributions in the gas channels on the cathode
and anode sides, respectively. The temperature distribution in these figures are more
uniform than that of the stack assembled with the bipolar plate. On the cathode side, the
temperature at the top-right corner of the channels is the highest as it is closer to the air
inlet stream (80 ◦C); by passing through the gas channels, the gas loses some heat until
its temperature declines to about 50 ◦C towards the exit. However, on the hydrogen side
the gas exchanges some heat with the graphite plates while passing through the channels,
and its temperature increases to approximately 55 ◦C at the top-right of the channels,
and declines to about 50 ◦C towards the exit. All these results are summarised in Table
7.4 in section 7.3.3 for further discussions and comparisons.
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a) First Cell b) Second Cell
Figure 7.17: Gas temperature on the cathode side for Combination-1
7.3.2 Results of Combination-2
The temperature variations on the cathode, anode and cooling graphite plates for the
’Combination-2’ are shown in Figure 7.19. Similar to previous case, temperature at the
bottom of the cooling plate is the lowest, due to the cooling air flow. The average vari-
ance of temperature for the first case is 1.4 ◦C, whereas that is 2.1 ◦C for the second case.
Figure 7.20 shows temperature distribution of the air passing through the cooling plate.
The only noticeable difference with the previous case is that maximum temperature in
the domain is 56.6 ◦C compare to that of the first case, which is about 52.9 ◦C. The pos-
sible explanation is that the cooling holes (grooves) on the CP-III (third cooling plate)
are wider, and the cooling air enters and leaves to domain easier and with less contact
resistance. From Table 7.1 it can be seen that cross section of each channel on CP-I is
4×3.75 mm2, whereas on CP-III it is 19×3.75 mm2.
The temperature distribution in the gas channels on the cathode and anode sides are
show in Figures 7.21 and 7.22. The difference between the average cell temperatures
on anode and cathode sides are larger than that of the first case. For example, on the
cathode side, the average temperatures of the first and second cells are 55.6 ◦C and 59.1
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a) First Cell b) Second Cell
Figure 7.18: Gas temperature on the anode side for Combination-1
◦C, whereas for the first case (combination-1) the temperatures are 56.2 ◦C and 58.5 ◦C
(these values are summarised in table 7.4).
a) First Cell b) Second Cell
Figure 7.21: Gas temperature on the cathode side for Combination-2
140
a) Cathode Plate b) Anode Plate
c) Cooling Plate (CP-I)
Figure 7.19: Temperature distribution on graphite plates for Combination-2
a) First Cell b) Second Cell
Figure 7.22: Gas temperature on the anode side for Combination-2
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Inlet
Cooling Air Inlet
Cooling Air Outlet
Through Hole
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Figure 7.20: Cooling-air temperature distribution for Combination-2
7.3.3 CFD Results Comparison
Results of the three different simulations are summarised in Table 7.4. The notations used
are: ’Air-1’ and ’Air-2’ denote the temperatures of the gas on the cathode side on the first
and second cells, and ’H2-1’ and ’H2-2’ the temperature of the gas on the anode side on
the first and second cells. ’Plate-Cathode’ is the temperature of the first graphite plate
on the cathode side and so forth. The temperature difference between two cells on anode,
cathode and standard deviation of temperature on the graphite plates are also presented.
As aforementioned, one of the critical goals is to minimise the average temperature dif-
ference between cells, and for the current configurations this can be achieved by imple-
menting a third cooling plate (i.e. CP-III) in the stack, that is the Combination-1. The
gas temperature variations on the cathode and anode sides are the smallest, 2.3 ◦C and
3.2 ◦C, respectively. Similarly, standard variation of temperature on the graphite plates
is also the smallest, which is 1.4 ◦C.
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Parameter Bipolar Plate Combination-2 Combination-1
(assembled with CP-I) (Assembled with CP-III)
(min-max) [◦C] (min-max) [◦C] (min-max) [◦C]
Air-1 62.8 (57.3–68.2) 55.6 (49.2–62.0) 56.2 (49.7–62.7)
Air-2 67.4 (64.1–70.7) 59.1 (52.3–65.8) 58.5 (50.9–66.0)
Difference 4.6 3.5 2.3
H2-1 58.5 (48.5–68.4) 54.5 (52.5–56.5) 52.9 (51.0–54.8)
H2-2 50.4 (43.0–57.8) 49.7 (48.6–50.8) 49.7 (48.6–50.8)
Difference 8.1 4.8 3.2
Plate-Cathode 57.8 (55.8–59.8) 50.5 (47.8–53.1) 50.7 (48.2–53.2)
Plate-Cooling 64.7 (60.9–68.4) 53.6 (49.9-57.2) 52.4 (48.3–50.8)
Plate-Anode 56.0 (54.1–57.8) 49.5 (48.2–50.8) 49.6 (48.9–55.8)
STDEV 4.6 2.1 1.4
Table 7.4: Comparison of temperature variations in different configurations
7.4 Experimental Validation
The same approach used for the single-cell stack validation was used here in order to
compare the localised temperature distribution in the stack assembled with the cooling
plate.
Thermocouples were installed on the stack as before at the same locations; however,
there are more measuring points which are located on the cooling plate that needed to be
considered. The notations used are as follows: ’CP’ for the cooling plate; on the left and
right sides of the cooling plate two thermocouples were installed. For example, the ther-
mocouples on the left are called ’CP-AL’ and ’CP-HL’ as shown in Figure 7.23a with red
dots. Similarly the thermocouples on the right of the cooling plates are called: ’CP-AR’
and ’CP-HR’; one thermocouple is located in the middle of the cooling plate referred to
as: ’CP-M’, and the thermocouple located under the cooling duct is called ’Cooling-Air’
as demonstrated in Figure 7.23b.
Overall there are 18 thermocouples installed on each stack. The predicted and exper-
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(a)
b
CP-AL
b
CP-HL
(b)
b
CP-M
b
Cooling-Air
Cooling Cover
Figure 7.23: Location of thermocouples on the cooling plate
imental temperatures for ’combination-1’ and ’combination-2’ are presented in Figure
7.24. Experimental data is shown, along with its error bars. The overall trend of the
temperature distribution between the model and experiment is similar for both cases.
Temperatures on the cooling plate are slightly higher than the other graphite plates and
the model predictions agree well with the thermocouple measurements on the cooling
plate. Temperature reading of the thermocouple that is located inside the cooling cover
(i.e. Cooling-Air) is lower than the other readings. There are some points that are out of
the bounds of experimental uncertainty, for example ’Air-Exit’ in Figure 7.24b, ’BP-In’
and ’H2-L’ in both cases.
One possible explanation may derive from implementation of the axial fan in the stack.
As shown in Chapter 3, the modelling of the fan was necessarily simplified, and there
were slight differences between the model and experiment. Consequently, these effect the
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(a) Combination-1, assembly with CP-I (b) Combination-2, assembly with CP-III
Figure 7.24: Experimental measurement and CFD prediction of the temperature distribu-
tion for stacks with cooling plates
overall temperature distribution within the stack, which could lead to some discrepancy
in the results.
Another explanation can be attributed to the cooling plate and contact resistance be-
tween components. A thin carbon paper was used in between the cooling plate to provide
a better contact; however, uneven surfaces in between may be the sources of hot spots in
the stack and hence disruption of the temperature distribution.
The thermocouples used in the experiment are very thin and sensitive, and installing
and un-installing them from the surfaces for many times may cause some damage and
therefore error in readings. This is obvious at the reading of the thermocouple ’Air-T’ in
Figure 7.24.
7.5 Effect of Thinner Graphite plates
One way of modifying the current stack design and analysing it further is to study the
effect of plate thickness on overall temperature distribution within the stack. The thick-
ness of the graphite plates in all previous simulations was 3.5 mm; modification has been
done on the ’Configuration-1’ (stack assembled with the cooling plate CP-III) and the
thickness of each graphite plate was reduced by 1 mm to 2.5 mm. One of the advantages
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of this approach is that the thickness of the assembled stack can be reduced by 4 mm, as
there are four graphite plates in the stack (these being the anode and cathode plates, and
two plates mounted back to back that comprise the cooling plate). Another advantage
is that the total number of computational cells in the model will reduce (for example, in
this particular case, the number of cells in each plate is reduced by 8% to 134000 cells)
and simulation can be run in a shorter period of time, noticeably in larger stacks.
As noted previously, the downside of a thinner plate is that the cooling channels are
narrower and therefore a more powerful fan is required to draw sufficient air into the
holes. From Figure 7.8 it can be seen that the height of the cooling channel is 1.75 mm
for a plate with a thickness of 2.5 mm.
The same operating conditions were applied to the stack with the exception that the
axial fan 252N was replaced with 414H (a more powerful fan). Some of the results are
presented here and Table 7.5 shows the comparison between this design and Combination-
1 from the previous section.
a) Cathode Plate b) Anode Plate
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c) Bipolar Plate
Figure 7.25: Temperature distribution on thin graphite plates
Parameter Thin Graphite Plate Combination-1
(Plate Thickness: 2.5 mm) (Plate Thickness: 3.5 mm)
(min-max) [◦C] (min-max) [◦C]
Air-1 55.0 (47.8–62.2) 56.2 (49.7–62.7)
Air-2 56.4 (47.7–65.1) 58.5 (50.9–66.0)
Difference 1.4 2.3
H2-1 50.7 (48.2–53.2) 52.9 (51.0–54.8)
H2-2 47.5 (46.3–48.7) 49.7 (48.6–50.8)
Difference 3.2 3.2
Plate-Cathode 49.3 (46.5–52.1) 50.7 (48.2–53.2)
Plate-Cooling 49.8 (45.0–54.6) 52.4 (48.3–50.8)
Plate-Anode 47.4 (46.0–48.8) 49.6 (48.9–55.8)
STDEV 1.3 1.4
Table 7.5: Comparison of temperature variations in stacks assem-
bled with CP-III and various graphite plate thicknesses
From the values presented in Table 7.5 it can be noted that the results are very similar
to those of Combination-1. By neglecting the parasitic load applied to the stack for a
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moment it may be stated that the desired temperature distribution within a stack can be
achieved even with thinner graphite plates. In order to study the heat transfer effects more
accurately, it is necessary to include electro-chemical analysis into the model; however,
this is out of the scope of this project and will be recommended for future work.
7.6 Impact of Metallic Plates
The advantages and disadvantages of metallic plates were discussed in section 2.6. Metal-
lic plates are usually thinner compared to graphite plates, and their main advantages
are that they are easy and quick to manufacture, while also being less fragile and more
inherently flexible. For example, in the work by Liu et al. [101], the thickness of the
metallic sheet used was 0.1 mm and a rubber pad forming machine was used to form the
gas flow channel with a depth of 0.5 mm.
By choosing a thinner metallic plate, for example at 0.5 mm, the current structure of
the stack must be modified completely, with the main reasons being:
• By reducing thickness of the plate, height of the gas channels will also reduce. This
would lead to a different gas distribution and flow rates with the active area of the
cell. Therefore, a new flow field pattern has to be designed.
• The existing cooling plate design and its sealing have to be modified to match the
new structure and stack requirements.
These modifications are out of the scope of this work. Hence, to estimate the impact of
using metal rather than graphite plates, the model simulated in the previous section with
the thinner graphite plates (i.e. 2.5 mm) was implemented, and the properties changed
to those of Nickel (thermal conductivity of 80 [Wm−1K−1]); the simulation was run under
the same operating conditions. The temperature distribution on the metallic plates is
shown in Figure 7.26.
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a) Cathode Plate b) Anode Plate
c) Bipolar Plate
Figure 7.26: Temperature distribution on metallic plates
Results of the two different cases are summarised in Table 7.6 for comparison. A notice-
able observation is that the temperature variation range on the metallic plates is, not
surprisingly, narrower than that of an equivalent graphite plate. For example, the range
on the cooling plate made of graphite is 45.0–54.6 ◦C, whereas on the metallic plate it
is 48.0–52.6 ◦C. The reason for this is that the thermal conductivity of metallic plates is
higher; therefore, the amount of heat conducted is larger.
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Parameter Graphite Plate Metallic Plate
(Plate Thickness: 2.5 mm) (Plate Thickness: 2.5 mm)
(min-max) [◦C] (min-max) [◦C]
Air-1 55.0 (47.8–62.2) 55.0 (48.2–61.8)
Air-2 56.4 (47.7–65.1) 56.8 (49.0–64.6)
Difference 1.4 1.8
H2-1 50.7 (48.2–53.2) 50.7 (49.1–52.2)
H2-2 47.5 (46.3–48.7) 47.7 (46.9–48.5)
Difference 3.2 3.0
Plate-Cathode 49.3 (46.5–52.1) 49.1 (47.6–50.6)
Plate-Cooling 49.8 (45.0–54.6) 50.3 (48.0–52.6)
Plate-Anode 47.4 (46.0–48.8) 47.7 (46.9–48.5)
STDEV 1.3 1.3
Table 7.6: Comparison of temperature variations in stacks assem-
bled with CP-III and different plate materials
It can be noted that the thermal conductivity of the materials used has a significant
influence on temperature distribution within a stack; this was even obvious when the
metallic plates’ thickness was 2.5 mm. Companies tend to use very thin metallic plates
(0.1-1.0 mm) in larger stacks [13, 102, 103]; therefore, it may be stated that the through
plane heat transfer has more influence on the over temperature distribution in a stack.
Furthermore, by reducing the plate thickness, thermal issues may become easier to manage
as excess heat in the stack may be removed more quickly and easily.
7.7 Conclusion
The computational model developed formerly was used to study the effects of heat distri-
bution in a two-cell stack. In order to minimise the temperature variation between cells
and to avoid any overheating in the stack, a cooling plate was introduced and replaced
with the bipolar plate. Three different designs of cooling plate were manufactured and
assembled; an axial fan was used to force the cooling air into the cooling channels in the
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plate. A more uniform temperature distribution was achieved by increasing size of the
cooling channels, as more air could pass through the channels and more thermal energy
could be exchanged between the plate and cooling air. This was achieved with use of the
third cooling plate, CP-III, which has larger cooling channels compare to the other plates.
In order to make the fuel cell stack compact, thinner cooling plates were also introduced.
In the current configuration height of the cooling channels (i.e. c=3.75 mm) was reduced
to 1.75 mm and simulation was run under the same operating conditions. However, as
explained, reducing the channel height resulted in a higher pressure drop across the chan-
nels, which led to a larger parasitic load applied to the stack.
One way of making more effective cooling system is to make the plates with metallic
materials such as nickel or stainless steel. Metallic plates are easier and faster to man-
ufacture and due to higher thermal conductivity than graphite, the heat transfer rate
increases, which would result in a better performance.
The downside of the metallic plates is corrosion, which occurs regardless of fuel cell oper-
ation [27]. Another approach is to use thin corrugated fins in between two graphite plates
inside the cooling channels. Although it would obstruct flow of the cooling air through
the holes, it increases thermal energy removal from the cell. This is proposed as one area
of future study and explained in detail in Chapter 8.
The stack was instrumented with 18 thermocouples to read temperature at different loca-
tions. A relatively good agreement was achieved between the model and the experiment,
with disagreement at some points which can be attributed to the modelling of the fan,
and other simplifications in the model and experimental errors. Moreover, the developed
model can be used as a modelling framework for stacks with more than two cells; a stack
may be assembled with many cooling plates and the heat distribution may be studied in
further detail as well as modifications made and evaluated to investigate further improve-
ments in performance.
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Chapter 8
Conclusions and Future Work
The aim of this work was to develop and validate a computational model of a polymer
electrolyte fuel cell, with a particular emphasis on the thermal aspects of fuel cell oper-
ation. This model was intended to act as a framework to study fuel cell stack thermal
management with a view to achieving improved design and operation methodology.
A fuel cell stack with two cells was designed and subsequently different cooling plates
were integrated into the stack to further study the heat transfer. The key outcomes of
this research can be summarised as follows:
• The project started by designing a single-cell fuel cell stack with an active area of
50×50 mm2; subsequently, the same configuration was used and a stack with two
cells was designed by introducing an interconnect (bipolar) plate between the two
cells. Due to a large temperature variation between the cells, the interconnect plate
was replaced with a cooling plate. Three different air-cooled plates were designed
and results were compared, with the aim of controlling the temperature distribution
throughout the stack and improving our understanding of heat transfer issues in the
cells. Forced convection was used as an external cooling mode, and an axial fan was
modelled in order to force air into the channels of the cooling plate. It has been found
that the parasitic loads of a stack can be reduced by implementing plates with larger
and wider cooling channels, as more air may be forced through the channels with less
resistance, which minimises the power required on the air supply fan. On the other
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hand, reducing thickness of the cooling plates will decrease thickness of the stack
but it has been found that it increases the power required on the cooling fan as there
is a larger pressure drop across the cooling channels to overcome. Furthermore, it
has been noticed that design of a cooling plate is directly influenced by many factors
such as the cell size, shape (that may be square or rectangle) and power output of
the stack.
• In order to simplify the computational model and mainly focus on heat transfer
aspects of a fuel cell, a new technique was developed for simulation and valida-
tion of the MEA model. The electrochemical and water transport aspects of fuel
cell operation were decoupled from those of heat transfer, and the MEA was sub-
stituted with a thin electrically heated pad to simulate the heat generated by an
MEA. The main advantages of this approach is that the heat generated due to the
electrochemical reaction can be replicated; the assembly and disassembly of a stack
with a heated-pad is very quick compare to that of a stack with an MEA; the risk
of damaging MEAs is eliminated and the study can focus on heat transfer issues,
decoupled from the otherwise temperature-dependent MEA performance.
• Results showed that heat lost via natural convection through the external surfaces
has significant influence on overall heat distribution within the stack; as a result,
it was considered in detail in simulation by development of additional user-codes
in Star-CCM+. It has been also found that modifying the mechanical properties
and thermal conductivity of material used in stack assembly (especially the plates)
have a direct influence on the temperature distribution within the stack. It has also
been noted that the temperature variations in metallic plates (with higher thermal
conductivity) is, not surprisingly, narrower than that of an equivalent graphite plate;
therefore, management of heat transfer issues can be easier.
• In order to validate the theoretical model, an identical stack was manufactured,
assembled and tested in the lab. All the necessary components for assembly were
sourced and the selected flow pattern was machined on blank graphite plates using
a CNC milling machine. Thermocouples were used to measure temperature at
different locations on the stack; however, for further accuracy, the thermocouples
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were calibrated before installing on the stack. Furthermore, a thermal imaging
camera was used to study the temperature distribution on the external surfaces of
the stack.
Much of this research was devoted to the experimental setup and validation of the the-
oretical model. The important aspects of the experimental setup were setting up the
testing rig with all the required components and calibration of the thermocouple and
other equipment for accurate measurements.
The following is an outline of some suggestions for researchers wishing to continue this
work further:
1. An important step to progress this work forward is to include electro-chemistry
into the model. For more accurate results, the membrane, catalyst and gas diffusion
layers could be included. Modelling of the MEA and electro-chemistry require larger
number of cells in CFD modelling. Therefore, there will be a trade-off between the
accuracy and computational time, which could be decided based on the project or
research requirements.
2. In this research, gas phase change (i.e. condensation/evaporation) has not been
considered. By including the electro-chemistry in the model it can be assumed that
the water generated is still in the form of gas (single phase); however, it is reasonable
to consider the gas phase change in combination with electro-chemistry in a model.
As a result, effects of heat released or captured due to condensation or evaporation
can be combined with issues related to heat transfer. The experimental validation
procedure employed can be similar to what has been reported here, except that
heated-pads should be replaced with real MEAs.
3. Different air cooling plates have been designed and modelled in this project. How-
ever, one way of making more effective cooling plates may be achieved by the use of
thin corrugated fins in between two graphite plates. Due to the higher thermal con-
ductivity of metallic materials than the graphite, the heat transfer rate increases,
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which could result in a better performance - an example of this configuration is
shown in Figure 8.1.
Corrugated FinCooling Plate
Figure 8.1: Cooling plate with a corrugated fin in between
It is vital to provide good thermal contacts between the metal and the graphite
plates to avoid hot spots. One advantage of using thin metals positioned between
plates is that with some modifications (to the current configuration) thinner cooling
plates, hence lighter and more compact stacks, can be assembled.
4. Figure 8.2 illustrates one of the cooling plates modelled and manufactured through-
out this research programme. The wall thickness between the cooling and the flow
field channels is 0.8 mm; and one of the reasons was to have cooling channels with
larger surface area.
Thin Graphite Wall
Cooling Plate
Flow Field Channels
Figure 8.2: Cooling plate deformation
In this research, the operating gas pressure was low (close to atmospheric pressure);
however, there are situations where higher gas pressure is required (for example,
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2 bars or more). A high pressure on the gas flow channels might deform or crack
the graphite plate around the thin walls. An example of the thin wall is indicated
with a red line in the figure; that is located between the gas flow and cooling
channels. This may happen to either sides of the plate (anode or cathode). As
a result, including deformation and stress analysis, i.e. implementation of finite
element method (FEM) as a design tool can be very useful. Star-CCM+ offers this
feature and more information can be found in its user manual [1].
5. The parameters that can be varied are size of the active cell area (i.e. designing
cells with larger active areas) and the number of cells assembled in the stack. In
designing larger stacks the number and design of cooling plates may have to be
modified accordingly; in larger stacks in order to improve the cooling effects, it might
be reasonable to implement water cooling plates. This can be easily implemented
into the existing model.
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Appendix A
Axial Fan Performance
For reference, all the parameters obtained for axial fan type 4314 operated at 24 and
27 V are summarised in Tables A.1 and A.2, respectively. The air flow rate, pressure
drop across the fan, fan revolution, and the corresponding current and voltage applied
are tabulated for each point.
Volume Flow Fan Pressure Fan Rotation Voltage Current Power
[m3/h] [Pa] RPM [V] [mA] [W]
1 0 73 2414 24 0.24 5.8
2 8 66 2440 24 0.24 5.8
3 19 59 2478 24 0.23 5.5
4 32 52 2502 24 0.23 5.5
5 42 45 2541 24 0.22 5.3
6 55 38 2590 24 0.22 5.3
7 76 31 2655 24 0.21 5.0
8 115 24 2580 24 0.22 5.3
9 134 17 2602 24 0.21 5.0
10 148 10 2642 24 0.21 5.0
11 155 5 2672 24 0.21 5.0
12 164 0 2701 24 0.20 4.8
Table A.1: Performance of axial fan 4314 operating at 24V
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Volume Flow Fan Pressure Fan Rotation Voltage Current Power
[m3/h] [Pa] RPM [V] [mA] [W]
1 0 83 2606 27 0.28 7.6
2 9 76 2638 27 0.27 7.3
3 19 69 2695 27 0.26 7.0
4 32 62 2722 27 0.26 7.0
5 41 55 2770 27 0.26 7.0
6 52 48 2825 27 0.25 6.8
7 66 41 2860 27 0.24 6.5
8 93 34 2787 27 0.24 6.5
9 129 27 2804 27 0.25 6.8
10 143 20 2846 27 0.25 6.8
11 156 13 2887 27 0.24 6.5
12 168 6 2920 27 0.24 6.5
13 176 0 2920 27 0.23 6.2
Table A.2: Performance of axial fan 4314 operating at 27V
Performance curves of the fans are shown in the following figure. Figure A.1a is the
performance curve of type 8412 operated at 12V, Figure A.1b is the curve for axial fan
type 4314 operated at 27V, and Figure A.1c is the curve for axial fan 252N operated at
12V.
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Figure A.1: Fan Performance Curves
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Appendix B
Thermal Conductivity of Materials
The thermal conductivity of the materials used in this project is summarised in the
following table:
Component Material Thermal Conductivity∗ Reference
Body Plate Aluminium 180 [104]
Connecting Rod Steel 15 [105]
Current Collector Copper 400 [104]
Graphite Plate Composite Graphite 25 [104]
Valve Stainless Steel 15 [106]
Sealing Gasket Silicon rubber 0.22 [107]
Heated-Pad silicone rubber on
glass cloth
0.24 [98]
Table B.1: Thermal conductivity of solid materials - (∗) [Wm−1K−1]
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Appendix C
Technical Drawings
Technical drawings of the main components in the assembled stack are presented in this
section for researchers who are wishing to reproduce or continue this work further. The
technical drawing of the test rig at ebmpapst is also presented; further information about
this test rig can be found in ISO 5801:2007.
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