The ability to quickly and inexpensively describe taxonomic diversity is critical in this era of rapid climate and biodiversity changes. The currently preferred molecular technique, barcoding, has been very successful, but is based on short organelle markers. Recently, an alternative genome-skimming approach has been proposed: low-pass sequencing (100Mb -several Gb per sample) is applied to voucher and/or query samples, and marker genes and/or organelle genomes are recovered computationally. The current practice of genome-skimming discards the vast majority of the data because the low coverage of genome-skims prevents assembling the nuclear genomes. In contrast, we suggest using all unassembled reads directly, but existing methods poorly support this goal. We introduce a new alignment-free tool, Skmer, to estimate genomic distances between the query and each reference genome-skim using the kmer decomposition of reads. We test Skmer on a large set of insect and bird genomes, sub-sampled to create genome-skims. Skmer shows great accuracy in estimating genomic distances, identifying the closest match in a reference dataset, and inferring the phylogeny. The software is publicly available on https://github.com/shahab-sarmashghi/Skmer.git 1 We treat genome-skims simply as low-coverage "bags of reads", both for a collection of reference species and for query samples. The problem is to find the reference genome-skim that matches the query; if an exact match is not found, we seek the closest available match. A more advanced problem, not directly addressed here, is placing the query in a phylogeny of reference species. An even more difficult challenge, also not addressed here, is decomposing a query genome-skim that contains DNA from several different taxa into its constituent species.
Background
The ability to quickly and inexpensively study the taxonomic diversity in an environment is critical in this era of rapid climate and biodiversity changes. The current molecular technique of choice is (meta)barcoding [1] [2] [3] . Traditional (meta)barcoding is based on DNA sequencing of taxonomically informative and group-specific marker genes (e.g., mitochondrial COI [1, 4] and 12S/16S [5, 6] for animals, chloroplast genes like matK for plants [7] , and ITS [8] for fungi) that are variable enough for taxonomic identification, but have flanking regions that are sufficiently conserved to allow for PCR amplification using universal primers. Barcoding is used for taxonomic identification of single-species samples. In the case of metabarcoding, the goal is to deconstruct the taxonomic composition of a mixed sample consisting of multiple species [3] . Beyond the barcoding application, the barcoding marker genes have also been used to delimitate species [9] and to infer phylogenies [10, 11] .
The accuracy of (meta)barcoding depends on the coverage of the reference database and the method used to search queries against it [3] . To increase coverage, reference databases with millions of barcodes have been generated (e.g., Barcode of Life Data System, BOLD, for COI [12] ). Computational methods for finding the closest match in a reference dataset (e.g., TaxI [13] ), and for placement of a query into existing marker trees [14] [15] [16] have been developed. However, the traditional approach to (meta)barcoding, despite its success, has some drawbacks. PCR for marker gene amplification requires relatively high quality DNA and thus cannot be applied to samples in which the DNA is heavily fragmented. Moreover, since barcode markers are relatively short regions, their phylogenetic signal and identification resolution can be limited [17] . For example, in a recent study, 896 out of 4,174 wasp species could not be distinguished from each other using COI barcodes [18] .
While low costs have kept PCR-based pipelines attractive, decreasing costs of shotgun sequencing have now made it possible to shotgun sequence 1-2Gb of total DNA per reference specimen sample for as low as $80 [19] , even after including sample preparation and labor costs. This has lead researchers to propose an alternate method that uses low-pass sequencing to generate genome-skims [19, 20] , and subsequently identifies chloroplast or mitochondrial marker genes or assembles the organelle genome. Reconstructing plastid and mtDNA genomes from low-pass shotgun data is possible because organelle DNA tends to be heavily overrepresented in shotgun sequencing data; for example, 10.4% of all reads from the Apocynaceae family of flowering plants were from the chloroplast in one genome-skimming study [20] . Large reference databases based on genome-skimming techniques are under construction by projects such as PhyloAlps [21] , NorBol [22] , and DNAmark [23] .
Most current applications of genome-skimming to species identification require organelle genome assembly, a task that requires relatively time-consuming manual curation steps to ensure that assembly errors are avoided [24] . This approach discards a vast proportion of the non-target data, reducing the discriminatory power. For these reasons, the DNAmark project [23] is considering alternative methods, where, instead of only relying on organelle markers, one could use the entire set of reads generated in a genome-skim as the identifier of a species. This approach poses an interesting methodological question: can the unassembled data be used to taxonomically profile reference and query samples in a similar manner to conventional barcoding, but using all available genomic information and saving us from the labor-intensive task of mitochondria/plastid genome assembly? In this paper, we introduce a new assembly-free method to directly use low coverage genome-skims of both reference and query samples. By avoiding the assembly step, our approach also reduces the amount of data processing needed for expanding the reference database.
where λ and are our estimates of the k-mer coverage and the sequencing error rate, respectively. For both query and reference genome-skims, first, the k-mer frequency profiles are used to estimate the sequencing error and coverage (top). Then, the k-mers are hashed, and a subset is retained and used to estimate the Jaccard index between the two genomes (bottom). Finally, the estimated Jaccard index and estimated sequencing coverage and error are used to compute the corrected genomic distance between the query and the reference.
In stage two, we use the hashing technique of Mash to compute J. Finally, given these estimates, we compute the genomic distance using
where for i ∈ {1, 2}, η i = 1 − e −λ i (1− i ) k and ζ i = η i + λ i (1 − (1 − i ) k ) (for high coverage, we define ζ i and η i differently; see Methods for details), and L i is the estimated genome length.
We used a series of experiments to study the accuracy of Skmer compared to existing methods with respect to (i) the error in computed distances, and (ii) the ability to find the closest match to a query sequence in a reference dataset of genome-skims, and (iii) phylogenetic inference. We compared the performance against Mash and AAF [30] . AAF is a method that uses k-mers to estimate phylogenetic distances among a set (not a pair) of sequences. We conclude by comparing Skmer against the results of using COI barcodes from available barcode databases.
Distance accuracy for pairs of genome-skims
We first compare Mash and Skmer in estimating pairwise distances. Since AAF cannot be run on pairs of inputs, we do not test it in our first set of analyses. 
Simulated genomes with controlled distance
Starting from the highly repetitive genome assembly of the wasp species Cotesia vestalis, we simulated new genomes with controlled true distance d by randomly adding SNPs, and then we simulated genome-skims by randomly sub-sampling reads and adding error (see Methods). On these simulated genomes, distances are computed with high accuracy by Mash when coverage is high ( Fig. 2a ), except where the true distance is also high (i.e., 0.2). However, the accuracy of Mash quickly degrades when the coverage is reduced to 4X or less. In contrast, even when the coverage is reduced to 1 8 X, Skmer has high accuracy. For example, with the true distance set to 0.05, Mash estimates the distance as 0.081 with 1X coverage (an overestimation by 62%) while Skmer corrects the distance to 0.045 (an underestimation by 10%). Note that applying Mash* (Mash without the unnecessary approximation (1 − D) k ≈ e −kD used by default in Mash) to the complete assemblies generally generates very accurate results, as expected, but even given the full assembly, Mash* still has a small but noticeable error when d = 0.2. Note that results are extremely consistent across our ten different runs of subsampling ( Fig. 2a ). We repeated the simulation with a lower range of coverage ( 1 64 X to 1X). Interestingly, even with very low coverage, the absolute distance error is small in many cases ( Fig. S1 ); however, for d ≥ 0.1, Skmer estimates start to degrade below 1 8 X coverage. Repeating the process with the Drosophila melanogaster genome as the base genome also produces similar results ( Fig. S2 ). The only condition where Skmer has an absolute error larger than 0.01 is with coverage below 1X and d = 0.2 ( Fig. 2a ). However, we note that for d = 0.001, the relative error is not small with low coverage ( Fig. S3b ) indicating that distinguishing very small distances (perhaps below species-level) requires high coverage. Estimating the right order of magnitude when the true distance is 0.001 seems to require 2X coverage (preferably 8x) while 1X coverage is sufficient to distinguish distances at or above 0.01 ( Fig. S3 ).
Paris of insect and bird genomes
We now test methods on several pairs of insect and avian genomes, subsampled to create genome-skims. Note that unlike the simulated datasets, here, genomes can undergo all types of genetic variations and complex rearrangements, and thus, do not have the same length. We carefully selected several pairs of genomes to cover a wide range of mutation distance and genome length. Here, the true genomic distance is not known, but we use the distance estimated by Mash* on the full assemblies as the true distance d. For all pairs of insect and avian genomes ( Fig. 2b ), Mash has high error for coverage below 8X while Skmer successfully corrects the estimated distance and obtains values extremely close to the results of running Mash* on the full assembly. For example, the distance between A. stephensi with length ∼196Mbp and A. maculatus with length ∼132Mbp is estimated to be 0.104 based on the full assembly and 0.102 (2% underestimation) with only 1 2 X coverage using Skmer, while Mash would estimate the distance to be 0.163 (∼57% overestimation).
Fixed sequencing effort
So far, our experiments have controlled for the coverage by subsampling varying amount of sequence data, proportional to the genome length. In our genome-skimming application, coverage will not be fixed. Often, the amount of sequence data obtained for each species will be relatively similar. As a result, genomes of different length end up being sequenced with different coverage depth proportional to the inverse of their length. We therefore performed a study where all species are subsampled to produce 100Mb of sequence data in total resulting in varying levels of coverage (based on the genome length). The error in the distance The error of Mash, AAF, and Skmer in estimating the distance between the two eagles are 2193%, 884%, and 4.2%, respectively (both of the eagles are subsampled at 0.5Gb here). True distance used in calculating the error of AAF and Skmer is computed by applying each method to the genome assemblies. estimated by Mash relative to the ground truth can be quite large (higher than 300% in the worst case)
while Skmer consistently makes accurate estimates close to the true distance even at the lowest amount of coverage (Figs. 2c, Table S5 ). Repeating the analysis with 0.5Gb or 1Gb total sequence data produced similar patterns, but as expected, increasing the sequencing effort reduces the error for all methods including Mash (Figs. S4-S6).
Heterogeneous sequencing effort
In addition to changes in the genomic length, the sequencing effort per species may also vary across sequencing protocols, experiments and research labs, and so a database of reference genome-skims may consist of samples with heterogeneous sequencing efforts. To capture this, for each species, we choose its total sequencing effort from three possible values 0.1Gb, 0.5Gb, and 1Gb, uniformly at random, and estimate all pairs of distances within each dataset as before ( Fig. 3 ). Here, in addition to Mash, we also compare our results with AAF. Similar to the case of fixed sequencing effort, Skmer mitigates large relative error in the distances estimated by Mash and produces accurate results. The correction applied by AAF also reduces the impact of low coverage to some extent; still Skmer has considerably less error (Table 1 and Fig. 3 ). For example, in the Drosophila dataset, the worst-case error of AAF between any two pairs of genome-skims is about 70%, whereas it never exceeds 8% for Skmer. 
The standard error of the mean is provided in parentheses.
Running time
Skmer and Mash have comparable running time, while AAF is much slower. In the experiment with heterogeneous sequencing effort, the total running time (using 24 CPU cores) to compute distances based on genome-skims for all 47 2 pairs of birds using Mash, Skmer, and AAF was roughly 8, 33, and 460 minutes, respectively.
Leave-out search against a reference database of genome-skims
We now study the effectiveness of using genomic distance to search a database of genome-skims to find the closest match to a query genome-skim. Given a query and a reference dataset of genome-skims, we can order the references based on their distance to the query. The results can be provided to the user as a ranking.
When the query is available in the reference dataset, finding the match is relatively easy. To study the search effectiveness as the distance of the closest available match increases, we use a leave-out experiment, as described in Methods. Figure 4 shows the mean rank error as well as the mean distance error of the best remaining match in a leave-out experiment when removing genomes closer than d for 0.01 ≤ d ≤ 0.1. A rank error (or distance error) equal to zero corresponds to a perfect match to the best available genome.
On all three datasets, Skmer consistently and often substantially outperforms Mash and AAF in terms of finding the best remaining match, except the Drosophila dataset where Mash and Skmer have comparable rank error, while both are better than AAF (Fig 4) . Even in that case, on average, the distance of the best match found by Skmer is closer to the distance of the true best match compared to the best hit found by Mash. Moreover, the mean rank error of Skmer is smaller than Mash (Fig. S7) if we exclude only one species
Drosophila willistoni (which is at distance 0.1565 ≤ d ≤ 0.1622 from other species). It is also notable that over the avian dataset, Skmer has mean rank error less than 0.5 for all range of distances, while Mash and AAF can be off by more than 2.5 on average. These results demonstrate that correcting the distance not only impacts our understanding of the absolute distance, but also, impacts results of searching a reference library.
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Skmer AAF Figure 4 : The mean rank and distance error of the best remaining match in leave-out experiments. The distance of closest genome in the reference to a query is varied from 0.01 to 0.1 (x-axis). The rank and distance errors (y-axis) of the best match to a query, are computed by comparing the order given by each method with the order obtained by applying Mash* to the full assemblies (ground truth). For each dataset, the experiment is repeated by taking each species as the query, and then the errors are averaged. 
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Phylogeny reconstruction and comparison to organelle markers
As the last experiment, we estimated phylogenetic trees for Anopheles and Drosophila datasets after transforming the genomic distances estimated by Skmer to Jukes-Cantor (JC) distances [43] . For each dataset, we also built another tree based on available COI barcodes, using an identical method. We compare the results against a reference tree obtained from Open Tree of Life [44] . We restricted the results to species for which COI barcodes were available (Fig. 5ab ).
For the Anopheles species, Skmer distances produce a tree that is almost identical to the reference tree (with only one branch difference out of nine), while COI tree differs from the reference in seven branches.
Similarly, for the Drosophila species, Skmer differs from the reference in three branches (with small local changes) out of 13 total branches in the reference tree, whereas COI tree is very inconsistent with the reference tree (seven branches are different). We also built maximum-likelihood trees from COI barcodes ( Fig. S8 ), but the number of incorrect branches did not reduce. Comparing the distribution of all pairwise genomic distances obtained from genome-skims and barcodes ( Fig. 5c ), Skmer has larger distances and fewer pairs with zero or close to zero distance, indicating that Skmer has a higher resolution in differentiating between samples. For example, four species of the Anopheles genus A. coluzzii, A. gambiae, A. arabiensis, and A.
melas have very small pairwise distances based on COI barcodes, while using Skmer, the estimated distances are in the range 0.02-0.04 for these species.
Discussion
We showed that Skmer can compute the genomic distance between a pair of species from genome-skims with very low coverage (at or even below 1X), with much better accuracy than the main two alternatives, Mash and AAF. We also showed that the distances computed by Skmer can accurately place a voucher genome-skim within a reference database of genome-skims, and can be used to infer the phylogenetic tree with reasonable accuracy. While Skmer is not the first k-mer based approach for distance estimation or phylogenetic reconstruction, as we showed, the alternatives have low accuracy given low coverage data. We compare with Mash because it is used within Skmer and is one of the most widely-used alignment and assembly-free methods. However, we note that authors of Mash do no claim it can handle low coverage, and so our results are not a criticism of their approach. Besides the methods we discussed, many k-mer based phylogeny reconstruction algorithms exist [25, 28, 29, [31] [32] [33] [34] [35] [36] [37] . However, these methods take as input assembled (but unaligned) sequences, and thus, are not applicable in an assembly-free pipeline. In other words, their goal, is to avoid the alignment step and not the assembly step.
Compared to using COI markers, currently used in practice, we showed that using all k-mers, including those from the nuclear genome, improves the phylogenetic accuracy. These improvements are resulting from distances that have a larger range and more resolution compared to COI. Also, the increased resolution should not be surprising given that the entire genome is much larger than any single locus, reducing the variance in estimates of the distance. Beyond the question of resolution, gene trees and species trees need not match [45] , a fact that can further reduce the accuracy of marker genes for both species identification and phylogeny reconstruction. By using the entire genome, Skmer ensures that an average distance across the genome is computed, reducing the sensitivity to gene tree/species tree discordances. Moreover, a recent result shows that the JC-transformed genomic distance is a statistically consistent estimator of the species distances despite gene tree discordance due to incomplete lineage sorting [46] , further encouraging our use of the genomic distance as a measure of the evolutionary divergence.
We showed that genomic distances as small as 0.01 can be estimated accurately from genome-skims with 1X or lower coverage. What does a distance of 0.01 mean? The answer will depend on the organisms of interest. For example, two eagle species of the same genus (H. albicilla and H. leucocephalus) have D ≈ 0.003 but two Anopheles species of the same species complex (A. gambiae and A. coluzzii) have D ≈ 0.018. Broadly speaking, for eukaryotes, detecting distances in the 10 −2 order is often enough to distinguish between species (Fig. S9 ). On the other hand, distances in the 10 −3 order often differentiate between populations or very similar species. Detection at these lower levels seems to require > 1X coverage using Skmer (Fig. S3b ) but future work should study the exact level of sequencing required for accurate ordering of species at distances in the order of 10 −3 or less. Moreover, the question of the minimum coverage required may avail itself to information-theoretical bounds and near-optimal solutions, similar to those established for the assembly problem [47, 48] .
All of our tests in this study were based on simulating genome-skims from assemblies by sub-sampling reads and adding sequencing error. While this provided us with reliable ground truth of distances, real applications of genome-skims may face further complications. For example, the actual coverage of real genome-skims may not be uniform and randomly distributed. At a minimum, actual genome skims will have an overrepresentation of mitochondrial or plastid sequence. More importantly, other sources of DNA originating from for example, parasites, diet, fungi, commensals, bacteria, and human contamination may all be present in the sample and may cause an over-estimation of the distance. This may or may not impact the ranking of a genome skim with regards to the reference species, but it certainly can impact the value of the estimated distance. We recommend that before using Skmer, database searches should be used to find and eliminate bacterial or fungal contamination (perhaps using metagenomic tools such as Kraken [49] ). Our future efforts will further study ways to eliminate impacts of external DNA. A related direction of future work is to explore whether Skmer can be extended to environmental DNA analyses, i.e., queries consisting of genome-skims of multi-taxa samples. While Skmer is presented here in a general setting, its best use is for eukaryotic organisms, where the notion of species is better established and species can be separated with reasonable effort. We tested Skmer on birds and insects, but we predict it will work equally well for plants, a prediction that we plan to test in future work.
The connection between genomic (i.e., hamming) distance and phylogenetic distance depends on mutation processes considered. If only substitutions are allowed and assuming the Jukes-Cantor model, the phylogenetic distance is − 3 4 ln(1 − 4 3 d); note this transformation is monotonic and does not change rankings of matches to a query search. Assuming a more complex model such as GTR [50] , genomic distance is not enough to estimate the phylogenetic distance. However, we have devised a simple procedure to estimate GTR distances using the log-det approach [51] by repeated applications of Skmer to perturbed reads (Appendix B). The GTR distances can rank matches to a query differently from the genomic distance; the accuracy of the two distances should be compared in future work.
Insertions, deletions, duplications, losses, and repeats can all lead to differences between genomes, thereby reducing the Jaccard index and increasing the genomic distance. They also impact genomic length. Interestingly, in our experiments, Skmer run with the true coverage is less accurate than with estimated coverage (Fig. S10 ). We speculate that on genomes with repeats, by overestimating coverage, our method gives an estimate of the "effective" coverage, reducing the impact of repeats on the Jaccard index. Nevertheless, with these complex mutations, the correct definitions of the evolutionary distance and genomic distance are not straightforward; nor is it clear how the Jaccard index should be translated to the genomic distance. Here, we used a heuristic approach that simply averaged the length of the two genome, leaving these broader questions about the best definition of genomic distance in the presence of large structural variations to future work.
Conclusions
Skmer is an assembly-free and alignment-free tool for estimating the distance between two genome-skims. It can estimate a wide-range of distances with high accuracy from low-coverage and mixed-coverage genomeskims with no prior knowledge of the coverage or the sequencing error. Our paper shows that the idea of genome-wide sample identification using genome-skims has merit and should be pursued in the future.
Methods
Consider an idealized model where two genomes are the outcome of a random process that copies a genome and introduces mutations at each position with fixed probability d. Moreover, substitutions are the only allowed mutation. In this case, the per-nucleotide hamming distance D between the two genomes is a random variable (r.v.) with expected value d. We would like to estimate d. While this is a simplified model, we will test the method on real pairs of genomes that differ due to complex mutational processes (also, see Appendix B for extensions). We start with known results connecting the Jaccard index and the hamming distance and then show how these results can be generalized to low coverage genome-skims. Throughout, we present our results succinctly and present derivations and more careful justifications in Appendix A of the supplementary material.
Jaccard index versus genomic distance
The Jaccard index of subsets A 1 and A 2 is defined as
Let W be the number of shared k-mers between the two genomes. Note that: J = W 2L−W ⇒ 2J 1+J = W L , where L is the genome length. Assuming random genomes and no repeats, perhaps justifiably [52] , the probability that a changed k-mer exists elsewhere in the genome is vanishingly small for sufficiently large k. Thus, we assume a k-mer is in the shared k-mers set only if no mutation falls on it, an event that has probability (1 − d) k . Thus, we can model W as a binomial with probability (1 − d) k and L trials. As Ondov et al. [41] pointed out, we can estimate
and they further approximate D as 1 k ln J+1 2J . To be able to estimate large distances, we avoid the unnecessary approximation and use Equation 5 directly. We skim each genome to obtain k-mer sets A 1 , A 2 and estimate J using Equation 4, which can be computed efficiently using a hashing technique used by Mash [41] .
Note that, however, Equation 5 assumes a high coverage of the genome so that each k-mer is sampled at least once with very high probability. This assumption is violated for genome-skims in consequential ways. As a simple example, suppose the coverage is low enough that a k-mer is sampled with probability 0.5. Then, even for identical genomes, we estimate J as 1 3 , resulting in a distance estimate of D ≈ 0.032 for k = 21.
Extending to genome-skims with known low coverage and error
We now show how Equation 5 can be refined to handle genome-skims despite low and uneven coverage, sequencing error, and varying genome-lengths. We first assume that coverage and error are known and later show how to compute these.
Low coverage
When the genome is not fully covered, three sources of randomness are at work: mutations and sampling of k-mers from each of the two genomes. Each genome of length L is sequenced independently using randomly distributed short reads of length at coverages c 1 and c 2 to produce two genome-skims. Under the simplifying assumption that genomes are not repetitive, we choose k to be large enough so that each k-mer is unique with high probability. Therefore, the number of distinct k-mers in each genome is L−k L. The probability of covering each k-mer can be approximated as
. Modeling the sampling of k-mers as independent Bernoulli trials, |A i | becomes binomially distributed with parameters η i and L.
By independence, W = |A 1 ∩ A 2 | also becomes binomially distributed with parameters η 1 η 2 (1 − d) k and L.
Moreover, U = |A 1 ∪A 2 | can also be modeled approximately as a Gaussian with mean (η 1 +η 2 −η 1 η 2 (1−d) k )L.
Treating η 1 and η 2 as known and dividing W L by U L gives us:
Sequencing error
Each error reduces the number of shared k-mers and increases the total number of observed k-mers, and thus can also change the Jaccard index. Let i denote the base-miscall rate for genome skim i. For large k and small i , the probability that an erroneous k-mer produces a non-novel k-mer is negligible. The probability that a k-mers is covered by at least one read, without any error, is approximately
Adding up the number of error-free and erroneous k-mers, the total number of k-mers observed from both genomes can again be approximately modeled as a Gaussian with mean ζ i L for
Just as before, we can simply estimate D by solving for it in
When the coverage is sufficiently high, each k-mer will be covered by multiple reads with high probability, and low-abundance k-mers can be safely considered as erroneous. Mash has an option to filter out k-mers with abundances less than some threshold m to remove k-mers that are likely to be erroneous. In this case,
assuming all erroneous k-mers are removed. For instance, filtering single-copy k-mers (i.e., m = 2) gives us:
and the Jaccard index follows the same equation as (8) . Since this filtering approach only works for high coverage, we filter low coverage k-mers only when our estimated coverage is higher than a threshold (described below). Note that the genome-skims compared may use different filtering schemes yet Eqn. 8 holds regardless.
Differing genome lengths
Based on a model where the genomic distance between genomes of different lengths is defined to be confined to the mutations that are falling on homologous sequences, we can drive
This computation does not penalize for genome length difference. While a rigorous modeling of evolutionary distance for genomes of different length require sophisticated models of gene gain, duplication, and loss, we take the heuristic approach used by Ondov et al. [41] and simply replace min(L 1 , L 2 ) with (L 1 + L 2 )/2. This ensures that the estimated distance increases as genome lengths becomes successively more different. This leads us to our final estimate of distance given by:
Estimating sequencing coverage and error rate So far we have assumed a perfect knowledge of sequencing depth and error. However, for genome-skims, the genome length is not known; thus, we need to estimate the coverage in order to apply our distance correction. We also assume a constant base error rate, and co-estimate it with the coverage.
The sequencing depth, which is the average number of reads covering a position in the genome, can be estimated from the k-mer coverage profiles. The probability distribution of the number of reads covering a k-mer is a Poisson r.v. with mean λ, where λ is defined as k-mer coverage. As we look into the histogram data, it is easier to work with counts instead of probabilities. Let M denote the total number of k-mers of length k in the genome, and M i count the number of k-mers covered by i reads. Thus, for i ≥ 0,
For a given set of reads, we can count the number of times that each k-mer is seen, and assuming zero sequencing error, it equals the number of reads covering that k-mer. Then, we can aggregate the number of k-mers covered by i reads and find M i for i ≥ 1. However, since in a genome-skim, large parts of the genome may not be covered, both M and M 0 are unknown. To deal with this issue, we could take the ratio of consecutive counts to get a series of estimates of λ asλ i = M i+1 M i (i + 1) for i = 1, 2, . . .. In practice, sequencing errors change the frequency of k-mers and has to be considered when estimating the coverage.
Assuming that the error is introduced at a constant rate along the reads, we can use the information in the k-mer counts to co-estimate and λ. Like before, we assume that the k-mer length k is large enough that any error will introduce a novel k-mer, so the count of all erroneous k-mers is added to the count of single-copy k-mers. Moreover, for k-mers with more than one copy, the number of times that each kmer is seen equals the number of reads covering that k-mer without any error. Formally, letM i denote the count of k-mers seen i times in the presence of error, and ρ = (1 − ) k denote the probability of error-free k-mer.
where ξ = λρ is the average number of error-free reads covering a k-mer. A family of estimates for ξ is obtained by taking the ratio of consecutive counts of error-free k-mers asξ i =M i+1 M i (i + 1) for i ≥ 2. Then, using an estimate of ξ and the count of single-copy k-mers, we get a series of estimates of λ for i ≥ 2 as
Moreover, we can estimate the error rate from the estimates of λ and ξ as
While any of theseξ i andλ i can be used in principle, the empirical performance can be affected by the choice; in our tool, we use heuristic rules (described below) that seek to use large M i values.
Skmer: implementation
Skmer takes as input two or more genome-skims. It uses JellyFish [42] 
Experimental setup
Method settings
For Skmer, we use default parameters described above. For Mash, similar to Skmer, we used k = 31 (selected empirically; Fig. S11 ) and sketch size 10 7 . As Mash handles errors by removing low copy k-mers, we set the minimum cardinality for k-mers to be included as c 5 + 1 with our estimate of c. AFF has an algorithm to correct hamming distances for low coverage, but the correction relies on adjusting the length of tip branches in a distance-based inferred phylogeny. As such, it cannot run on a pair of genomes and requires at least four genomes. Also, AAF leaves coverage estimation to the user with some guidelines, which we fully follow (Appendix C).
Genomic Datasets
We used three sets of publicly available assembled genomes (Tables S2-S4 ) and used ART [53] to simulate genome-skims of read length = 100 with default sequencing error profile, controlling for the sequencing depth (coverage) (Appendix C). Specifically, the data included 21 Drosophila genomes (flies) and 22 genomes from the Anopheles genus (mosquitoes) obtained from InsectBase [54] , and 47 avian species from the Avian Phylogenomic Project [55, 56] .
To simulate genomes with controlled genomic distance, we introduced random mutations. As a challenging case, we took the highly repetitive assembly of the wasp species Cotesia vestalis, and mutated it artificially; we only applied single nucleotide mutations distributed uniformly across the genome. We repeated the study on the simpler case of the fly species D. melanogaster. We generate genome-skims using ART with = 100, default error profile of Illumina sequencer, and varying coverage between 1 64 X and 16X. For simulated genomes, we repeated the subsampling 10 times and reported the mean and standard error.
In order to compare with DNA barcoding method, we downloaded available COI barcodes for the Drosophila and Anopheles species in BOLD database [12] . Out of 21 Drosophila and 22 Anopheles species in our dataset, 16 Drosophila and 19 Anopheles species had one or more barcodes in BOLD. For each species, we selected a barcode, and using MUSCLE [57] , aligned all barcodes within each dataset and constructed the phylogenetic tree assuming the Jukes-Cantor model. Under the same model of substitution, we transformed Skmer distances and built the Skmer tree. We used FastME [58] to construct the distance-based trees via BIONJ [59] method. The maximum-likelihood COI trees were built using PhyML [60] .
Evaluation Metrics
For simulated data, the true distance is controlled and is thus known. For biological datasets, the ground truth is unknown. Instead, we use the distance measured on the full assembly by each method as its ground truth; thus, the ground truth for AAF is computed using AAF. We show both absolute error and the relative error, measured as |d −d d | where d andd are the true and the estimated distances.
Leave-out
We used a leave-out strategy to study the accuracy of searching for a query genome in a reference set. For a query genome G q in a set of n genomes {G 1 . . . G n }, we ordered all genomes based on their distances to G q calculated using the full assemblies, which represents the ground truth; let G 1 q . . . G n q denote the order, and d 1 q . . . d n q be the respective distances from the query (note G 1 q = G q and d 1 q = 0). For 0.01 ≤ d ≤ 0.10, we removed genomes 1 . . . i from the datasets where i is the largest value such that d i q ≤ d, leaving us with G i+1 q . . . G n q . We then ordered the remaining genomes by each method; let x 1 . . . x n−i be the order obtained by a method and let r be the the rank of the best remaining genome according to the ground truth in the estimated order (i.e., x 1 = G i+r q ). Since r = 1 implies perfect performance, and r > 1 indicates error, we measured rank error as the mean of r − 1 across all query genomes (1 ≤ q ≤ n). Moreover, the mean (relative) distance error is defined as the mean of 
Supplementary Material A Theoretical results
Consider two genomes of identical length L and separated by hamming distance D where the hamming distance is defined as the fraction of variant sites between the perfect alignment of the two genomes. We would like to estimate D from two genome-skims.
Mutations
We model the two genomes as the outcome of a random process that copies a genome and introduces mutations at each position i.i.d with a fixed probability d. Indexing from left to right, we can define n = L − k + 1 k-mers (note that n ≈ L for any reasonable choice of k and genome length). Let X i be a binary random variable (r.v.) that indicates whether k-mer i is identical between the two genomes. Clearly, in our model, X i ∼ Bern(p) where p = (1 − d) k . Then, W = n 1 X i gives the number of shared k-mers. If J is defined as the Jaccard index over the set of all k-mers from both genomes, it's easy to see that J = W 2n−W and thus, W n = 2J 1+J . We further make a simplifying assumption. We assume all X i r.v.s are independent, an assumption that is true for most pairs of k-mers but ignores the fact that each k-mer overlaps with k-1 other k-mers. With this assumption, the maximum likelihood estimate of p is simplŷ p = W n = 2J 1 + J .
By the functional invariance of maximum likelihood, the ML estimate of d is given by:
k-mer sampling
We now assume that each genome is covered uniformly at random. Thus, k-mers are also sub-sampled and we assume each k-mer is sampled at least once with probability η 1 in the first genome and η 2 in the second genome; we derive the relationship between these probabilities and genome coverage below. We estimate η values separately (also described below) and here consider them as given. For each 1 ≤ i ≤ n and j ∈ {1, 2}, let Y j,i ∼ Bern(η j ) be the indicator of whether the k-mer i is sampled at least once in the genome j. Under this scenario, the number of k-mers shared between the two genomes is given by the r.v.
where r = pη 1 η 2 by the independence of the mutation process and each of the two k-mer sampling processes. Assuming independence between Z i r.v.s (again ignoring the overlap between consecutive k-mers) we get the ML estimater = W n , and thus (for a given η 1 and η 2 ) we haver
It is easy to see that U gives the total number of sampled k-mers in both genomes. However, S i is not a Bernoulli and thus, U is not Binomial. Nevertheless, the same assumptions that we used to treat X i and Z i r.v.s as independent also give us independence between S i values; therefore, by the central limit theorem, U n can be approximated by a Gaussian with mean
are independent). By this Gaussian approximation, the ML estimate of q given η 1 , η 2 is given by:
Note that J = W U . Equations S1 and S2 give two different ML estimators of the same parameter p given two different types of data (W and U ). While the two estimators are not the same, because n is extremely large, both estimators have a very low variance. Exploiting the low variance, we treat the two estimates of p as equal and divide both sides of Equation S1 by Equation S2 to get:
Solving forp and replacingd = 1 −p
Note that we have assumed a known coverage and thus we are not co-estimating η j 's and d. In practice, we need to first estimate η 1 and η 2 , and we do it as we will describe.
Connection of η to read coverage
A k-mer stretching from position y to y + k on the genome is covered by the reads that start in the interval
Assuming that there is no sequencing error, and a uniform spread of of the N reads across the genome of length L. We show that the probability η that a k-mer is sampled by at least one read is given by
Let X be a r.v. denoting the number of reads that cover a specific k-mer. Assuming a uniform spread of N reads across the genome of length L, the probability of x reads covering a k-mer (starting in an interval of length − k) is given by
As N is large and N (l−k) L is constant, it can be closely approximated by
L is the k-mer coverage, and is related to the coverage c by
As the number of reads covering a k-mer follows Poisson distribution, the fraction of k-mers covered by 1 or more reads is
Sequencing error
We model the sequencing error as an i.i.d process that corrupts each position of each read with a fixed probability . To extend our previous results to cover this scenario, we need to see how the intersection r.v.
(W ) and the union r.v. (U ) get affected.
We start with the intersection (W ). We change the meaning of η to denote the probability that a k-mer is covered by at least one error-free read. The probability of a k-mer within a read being error-free is clearly
By conditioning on the number of reads covering a k-mer, the probability of not covering a k-mer with an error-free read is given by P rob(no error-free read) = ∞ i=0 P rob(all reads have error|i reads) P rob(i reads)
Hence, the probability that a k-mer is covered by at least one error-free read is given by
Note that Eqn. S6 reduces to Eqn. S3 when there is no sequencing error, i.e., ρ = 1. Similar to the case of no error, given η 1 and η 2 , the r.v. W n (where W is the number of shared k-mers) can be used with Equation S1 to estimate r.
We now turn to the union (r.v. U ). For large enough k, and for genomes that are random and repeatfree, with high probability (> 1 − 2L 4 k ) an error produces a new k-mer that is not observed in either of the input genomes. Ignoring the exceedingly unlikely event that two errors produce the same k-mer or that they produce a k-mer present in one of the two genomes, we can assume that the sequencing error generates as many new k-mers as the number of reads being affected by errors.
In the regime that includes errors, U = n 1 (T 1,i + T 2,i ) − W where the r.v.s T 1,i and T 2,i give the total number of k-mers generated from the position i from the first and second genomes, respectively. W.l.o.g, consider T 1,i . By conditioning on the number of reads covering a k-mer we have
Given that x reads are covering a k-mer, T 1,i equals the number of erroneous k-mers E, plus 1 if there is any error-free k-mer. As E ∼ Binom(x, 1 − ρ)
and substituting into (S7)
Letting ζ 1 = E [T 1,i ] and using the same central limit argument we used before, U n becomes approximately a Gaussian with expectation ζ 1 + ζ 2 − η 1 η 2 p. Similar to Equation S2, given ζ 1 , ζ 2 , η 1 , and η 2 , the Gaussian approximation gives us:
Again, assuming that estimates of p in Equation S1 (with the new definition of η) and Equation S10 are the same (due to low variance), we divide the two equations and solve for d to get the estimator:
Excluding low-copy k-mers from the Jaccard index calculation
If we discard k-mers observed less than m times, then a k-mer will survive if it is covered by m or more error-free reads. Hence, η becomes the probability of m or more error-free reads covering a k-mer
∞ i=t P rob(t error-free read|i reads) P rob(i reads)
In general, we have shown that the probability distribution of the number of error-free k-mers is a Poisson with parameter λp.
B Computing GTR distances
To compute the GTR matrix using the log-det approach, we need a 4 × 4 matrix F where each element is the fraction of sites where one genome has one letter while the other genome has the other letter. Given this matrix, d = − log(det(F )).
As elsewhere, we assume a no-indel scenario so that each k-mer mismatch can be attributed to a single nucleotide substitution. For i, j ∈ {a,c,g,t}, let x ij = x ji denote the number of mutations of the form i ↔ j.
Our goal is to estimate x ij for all i, j. However, the paradigm of computing distance by hashing/sketching k-mers treats all mutations alike. Formally, the estimated distance d equals
We do the following:
1. Replace G and T with C, and compute distance d a = x ac + x ag + x at .
2. Replace G and T with A, and compute distance d c = x ac + x cg + x ct .
3. Replace G with T , and compute distance d ac = x ac + x ag + x at + x cg + x ct .
Combining, we get
A similar procedure can be used to compute all x ij and normalization gives us F .
Note that this procedure reduces the space of possible k-mers of length k to 2 k possibilities instead of 4 k . Therefore, it will likely be required that k is increased for high accuracy when this approach is used.
C Supplementary method details and commands
Here we provide the exact procedures and commands that we used to run external softwares throughout our experiments.
Simulating genome-skims using ART
To simulate short reads with length = 100 and (default) error profiles of Illumina HiSeq2000, we ran where we had to provide TIP_INFO_FILE containing estimates of coverage and sequencing error. To estimate coverage, we followed the procedure suggested in AAF user manual. We first used JellyFish to find the k-mer counts M i 's as described before. They suggest when there is a clear peak in the k-mer frequency distribution, estimate k-mer coverage λ to be the maximum bin. As they do not suggest a specific rule for that, we first find j = argmax i>1 M i , excluding the count of the first bin M 1 , which is always large because of erroneous k-mers due to sequencing error. If j > 2, it means that we can see a peak in k-mers distribution at j, so we use λ = j. Otherwise, if j = 2, we follow their suggested formula λ = iM i M i for the case of low coverage or high sequencing error that there is no clear peak in the k-mer frequency distribution. We should also mention that no k-mer filtering used for AAF, as the coverage was heterogeneous over genome-skims. In fact, in AAF the filtering is applied to all genome-skims if used, and so they suggest to not apply filtering when there is any taxon with low coverage (c < 5) within the dataset. Figure S5 : Comparing the error of Mash and Skmer in distance estimation with fixed amount of sequence from each species. The dataset of 21 Drosophila genomes, subsampled with 0.1Gb, 0.5Gb, and 1Gb sequence. Figure S6 : Comparing the error of Mash and Skmer in distance estimation with fixed amount of sequence from each species. The dataset of 47 avian genomes, subsampled with 0.1Gb, 0.5Gb, and 1Gb sequence. Mash Skmer AAF Figure S7 : The mean rank error of the best remaining match in leave-out experiments on the Drosophila dataset. Drosophila willistoni has been excluded.
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(a) Figure S9 : The histogram of genomic distances between species from the same genus among the Anopheles, Drosophila, and birds datasets. Distances computed based on full assemblies. The only species from the same genus with hamming distance less than 0.01 were the two eagle species (H. albicilla and H. leucocephalus). 45.50% (1.10%) 1.68% (0.01%) * The standard error of the mean is provided in parentheses.
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