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Consider a C1 differential P(z) dx dy(z = x + iy) on an open Riemann 
surface R with P(z) > 0 and P(z) $ 0. We denote by O,, the set of pairs 
(R, P) such that the subspace PX(R) of the space P(R) of C2 solutions u 
of Au = Pu on R determined by a property X reduces to (0). Here the 
possibilities for X that we consider are B meaning boundedness, D the 
finiteness of the Dirichlet integral DR(u) = fR du A *du, E the finiteness of 
the energy integral ERP(u) = DR(u) + JR P(z)(u(~))~ dx dy, and their com- 
binations BD, BE. We denote by 0, the set of pairs (R, P) such that there 
exists no harmonic Green’s function on R. 
Let U be the unit disk {z; 1 z / < l}. The purpose of this paper is to show 
that (U, P) will be an example for the strictness of each of the following 
inclusion relations 
OOG c &a c OP, c 0, (1) 
if a Cl function P on U (20, f0) is properly chosen. More precisely, let 
p&4 - (1 - I 2 I)FE (2) 
as / x / + 1, i.e., there exists constants c 3 1 and 0 < p < 1, such that 
c-l(l - 1 z i)eb < P,(z) < c(1 - j z 1))” for p < 1 z 1 < 1. Then the fol- 
lowing is true: 
(UP P,) E &I - fi’c if 2<oi; 
(U, Pa) E @PD - OPS if 312 < a! < 2; (3) 
(UP Pm) E @PE - OPD if 1 < 01 < 3/2. 
By definition, (U, P,) $ 0, for every real number 01, and (U, P,) 6 0, for 
a < 1. 
This type of classification of Riemann surfaces was initiated by Ozawa [9]. 
The reason for not considering the nonexistence of positive solutions in the 
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classification scheme (1) is explained by the following elegant theorem of 
L. Myrberg [3]: There always exists a Green’s function of AU = Pu on 
R (even if R is closed), and consequently there is always a nonconstant 
positive solution of Au = Pu on an open Riemann surface R. The assumption 
P + 0 thus makes the classification theory of Riemann surfaces with respect 
to Au = Pu significantly different from the harmonic classification theory 
initiated by Sario (cf., e.g., [I I]). 
The degeneracy character of (R, P) has been investigated mainly from the 
following two viewpoints. The first is to show that the degeneracy of (R, P) 
is determined by the strength of the ideal boundary of R if P is not too wild 
in some sense, e.g., JR P(z) dx dy < co. Ozawa’s interesting result [9] that 
the nonexistence of a nonzero solution in PE implies that in PB for 
JR P(z) dx dy < CO is a typical example in this category (cf. also Glasner- 
Katz [2]). The second is to show that if the ideal boundary is very small, 
then (R, P) degenerates no matter how wildly P behaves. The first inclusion 
UC C BPB in (1) shown by Ozawa and investigated in detail by Royden [lo] 
falls in this category. 
The feeling motivating this paper is that if the ideal boundary of R is 
strong enough, then any kind of degeneracy of (R, P) can occur according to 
the behavior of P. This sort of observation was, however, already hinted 
at by Royden [IO] with the following example: ( U, 4( 1 + 1 x j “)( 1 - 1 z I”)-“) 
belongs to oPB but, of course not to Qc . 
The main purpose of this paper is, as already stated, to prove (3). The 
main tool for the proof is the author’s “integral comparison theorems” 
[6, 71 which give conditions for PX(R) to be isomorphic to HX(R)(X = B, 
BD, BE), where H(R) is the space of harmonic functions on R. Since we 
need a slight generalization of [7], we present its whole proof here, which may 
have interest in its own right. That we do not consider the integral compa- 
rison theorems for PD and PE is justified by the following: 
The space PBD(R) (resp., PBE(R)) ’ d zs ense in PD(R) (resp., PBE(R)) with 
respect to the topology Q-~ (resp., Q) given by the simultaneous convergence 
in DR(.) (resp., ER(*)) and un;form convergence on every compact set in 21. In 
particular, 
UpD = GdresP., Co,, = %E). (4) 
The D-part of this statement is the author’s recent result [5, 61. The E-part 
is the same as the corresponding assertion for HBD(R) and HD(R) (cf. [12], 
also Glasner-Katz [2]). The complete conclusion of this type of classification 
problem is therefore given as follows 
UC3 < OHi -=c UP, = u*L3, < UP.E = UPBE, 
where Z < 23 means that ‘% is a proper subset of ?B. 
(5) 
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INTEGRAL COMPARISON THEOREMS 
1. Let R be a Riemann surface. A regular subregion Sz of R is a connected 
nonempty open subset of R with compact closure s such that the relative 
boundary 8.Q of Q consists of a finite number of disjoint analytic Jordan 
curves. We will constantly make use of the following fact without any further 
quotation [4, 5, 121: 
The space PX(R) (Yesp., HX(R)) is a vector lattice with respect to the 
order in P(R) (resp., H(R)), where X = B, D, E, BD, BE. In particular, 
u E PX(R) admits the Riesz decomposition u = u1 - u2 , where ui E PX(R) 
andq > 0 (i = 1, 2). 
We will denote by u+ (resp., u-) for u E PX(R) the smallest function in 
P(R) dominating u(resp., -u) and 0. Then u = uf - u- and u+, u- E PX(R) 
(X = B, D, E, BD, BE). We set PX(R)+ = {u E PX(R); u > O}. 
We call a vector space isomorphism T of PX(R) onto HX(R)(X = B, 
BD, BE), canonical if u E PX(R)+, then Tu - u is a potential, i.e., a super- 
harmonic function whose greatest harmonic minorant is zero. The intuitive 
meaning is that Tu has the same “boundary values” as u does at the ideal 
boundary of R. We will give sufficient conditions for PX(R) to be canonically 
isomorphic to HX(R)(X = B, BD, BE). 
2. Since we are concerned with PB(R) and its subspaces, the case 
(R, P) E 0G is not interesting because PB(R) = (0) (cf. (1)). Therefore we 
always assume that there exists the harmonic Green’s function G(z, 5) on R. 
For a regular subregion Sr of R we also consider the harmonic Green’s 
function G,(x, 5) on 52. If v(z) dx dy is a continuous differential on 0, then 
it is easy to see that so G&‘, z) v(z) dx dy E C(a) and 
s GS2(., z) q(z) dx dy 1 a!2 = 0. R 
Let v E Co2(R), where C’$‘(R) is the class of CD functions q~ on R with 
compact supports S, in R. Let Q 3 S, and V,(S) be a parametric disk about x 
with radius S > 0 such that Y,(S) C Q. By Green’s formula, 
where 5 = 5 + iv. On making S -+ 0, we obtain 
CPM = - & jn GAG 5) 4d5) d.5 4. 
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Again on making Q --f R, we deduce 
~(4 = - &- j G(z, 0 4,(i) d5 4 (7) 
R 
for y E C02(R). 
Let O(z) dx dy be a C2 differential such that JR G(z, 5) B(z) dx dy exists for 
one 5 E R and hence, by Harnack’s inequality, for all < E R in the sense of 
Lebesgue. Then 
AZ J’ G(z, LJ e(t) d[ dv = -24.4. R 
In fact, let v E C,“(R). Then by Fubini’s theorem and (7) 
(8) 
j 
R 
(d&) j 
R 
G(z, 5) &ld d5 h) dx dr 
= j 
R 
(e(5) j, G(L 4 4d4 dx dy) de4 
= - j d5) e(5) dt dv 
R 
Hence we obtain (8) in the sense of distributions and since 0 is of class C2, 
we conclude that (8) is true in the conventional sense. 
Next we show that 
DR ( jR G(*, 5) e(5) d5 4) = 27 j,,, G(z, 5) &4 e(5) dx 4 df 4 (9) 
under the assumption that the right side of (9) exists in the sense of Lebesgue. 
For the proof, we infer, by Green’s formula, Fubini’s theorem, the standard 
exhausting method by regular subregions, and the relation (8), that 
DR ( j, (7.7 5) e(S) de 4) 
?=I- j, ( j, G(z, r;) e(5) d5 4- A, j, G(z, 5) e(5) dl&) dx cty 
= 237 j
R 
(e(z) j, G(z, 0 e(5) dt- 4) dx dy 
= 2rr jRXR 
G(z, 5) e(z) e(C) dx dy d5 4. 
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3. Suppose there exists a canonical isomorphism T of PX(R) onto 
HX(R)(X = B, BD, BE). Let u E PX(R)+. By the Riesz representation of 
Tu - u, there exists a measure TV on R such that 
W4 - 44 = jR G(z, 5) 445). 
Let q~ E Corn(R). Then 
j 
R 
(444 j 
R 
G(z, 5) 445)) dx dr = j (j G(L4 444 dx dy) 445) 
R R 
= -27 j, d5) 440 
On the other hand, 
= - 
I’ 
r&z) P(z) u(z) dx dy. 
R 
Therefore dp(tJ = (1/2rr) P(l) u(l) d[ dq. We conclude that there exists 
at most one canonical isomorphism T, and it has the representation 
for u E PX(R)(X = B, BD, BE). 
For this reason we consider operators r, T, -rn , and To defined by 
1 
Tgl = I 
s 2n R 
G(., 5) P(5) dr;) d5 4, 
TV = v + T> 
1 
T*cp = - 
s 2-r R GA., 5) P(5) v,(5) d5 4, 
(10) 
(11) 
(12) 
and 
4. For a function q~ on a set S, we set ]I q~ (Is = SUP,,~ 1 q~(x)J. We first 
prove the following originally due to Royden [lo] in a different setting: 
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THEOREM 1. The operator T is an injective, linear, 11 . IjR- isometric, and 
order-preserving mapping from PB(R) into HB(R) such that 
T(PBE(R)) C T(PBD(R)) C HBD(R). (14) 
Proof. Let u E PB(R)+. Since A T,u = Au + AT+ = Pu - Pu = 0, 
TQu E H(Q). By (6) we have T,u 1 %J = u 1 aG. By the maximum principle 
0 < T,u < II u IIR ,< Ii u llR . By the Lebesgue-Fatou theorem, we deduce 
0 < Tu(x) = Jjz T+(z) < II u I& 
for z E R. Thus Tu E HB(R). For a general u E PB(R), let u = u+ - U- be 
the Riesz decomposition. Th en Tu = Tuf - Tu- E HB(R). Clearly, T 
is a linear mapping from PB(R) into HB(R). If u E PBD(R), then by the 
Dirichlet principle, Dn(Tnu) < D&U) < DR(u) < co. Since Tu = lim,,, 
T,u uniformly on each compact set in R, the Fatou lemma yields 
D,(Tu) < li: $f Dn(Tnu) < DR(u) < co. 
+ 
Therefore we obtain (14). Since T, is order preserving, the same is true for T. 
To prove that T is 11 . II-isometric, it is convenient to use the Wiener 
compactification R* (cf. Constantinescu-Cornea [I], Sario-Nakai [12]). Let 
A, be the Wiener harmonic boundary, i.e, A, CR* - R. Since u E PB(R) 
and Tu E HB(R), u and Tu are continuous on R*, and, by the maximum 
principle, 
II 24 IIR = II u IL, 3 II Tu I& = II Tu HA, .
Since Tu - u is a difference of potentials JR G(., 5) P(c) u*(t) d[ d7, 
(Tu - u)I A, = 0. Therefore, I/ u /Id, = 11 Tu IId, and afortiori // Tu IIR = I/ u IIR 
for every u E PB(R). The injectiveness of T is a consequence of the fact 
that T is I/ . J/,-isometric. Q.E.D. 
5. We say that P satisfies the condition (B), (D), or (E) if there exists 
an open subset R’ of R such that R - R’ is compact and P satisfies 
W s R, G(z, 5) p(5) dEdq <03, 
(D) I R'XR' G(G 5) 44 P(5) dx dy dt 4 -c 00, 
or 
w s R' 
P(z) dx dy < co. 
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In the condition (B), the location of z E R is immaterial because of the Harnack 
inequality. We next prove (cf. [6,7]; Glasnes-Katz [2]): 
THEOREM 2. If P satis$es (B)((D), (E) resp.), then T is a surjective, 
linear, )I II,-isometric mupping from PB(R)(PBD(R), PBE(R) resp.) onto 
HB(R)(HBD(R), HBD(R) resp.). Th e inverse mapping T-l has the same 
properties as T. 
Proof. Observe that each of both conditions (D) and (E) implies (B). Let 
h E HB(R). We shall show that there exists a u E PB(R) such that Tu = h. 
Without loss of generality we may assume h > 0. Let uo be the solution of 
Au = Pu on Sz with boundary values h on %2. Then T,u, = h (cf., no. 3) 
and us2 > 0 on Sz. Since {Us} is decreasing as Sz --t R and u, < h on fi, 
u = lim,,, uR < h exists on R and u E PB(R). Observe 
In view of the Lebesgue convergence theorem and the condition (B), we 
deduce, by fi + R, that 
h(z) - U(z) = & 1 G(z, 5) P( <) u(5) d[ drl, 
R 
i.e., Tu = h. Moreover, u > 0 on R. 
If h E HBD(R) and (D) is satisfied, then, since u = h - ru, we deduce 
D&j = D,(h) + DR(TU) = Wh) 
+ 2T i,,, G(z, r;> W P(l) 44 u( 5) dx dy d5 4 
< D,(h) + 27 11 h11: JR,, G(z, 5) P(z) f’(5) dx dy K- 4 < 00 
(cf. (9)). Thus T(PBD(R)) = HBD(R). 
If h E HBD(R) and (E) is satisfied, then Eop(u,) < EoP(h) because 
Au = Pu is the Euler-Lagrange equation for the variation EoP( .). Therefore, 
ERP(u) < &‘(h) = D,(h) + (1 h 11; j-, p(t) d5 dq < 00, 
i.e., T(PBE(R)) = HBD(R). Q.E.D. 
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EQUATIONS ON THE DISK 
6. Hereafter we take the unit disk U = {z; 1 z 1 < l} as the base 
Riemann surface for the equation Au = Pu. Since we are fixing the global 
coordinate x = x + iy, P(z) is a global function on U. We consider functions 
P,(x) on U which are Cl, positive, and 
PA4 - (1 - 173 I>- (I z I - 1) (1% 
for real numbers 01, i.e., there exist two positive numbers c > 1 and 0 < p < 1 
such that 
c-1(1 - 1 x 1)-n < P,(z) < c(l - / z I)-= (p < j x I < 1). (16) 
We will study the change of the degeneracy character of (R, P,) with “almost 
rotation free” P, as 01 varies. 
7. The harmonic Green’s function G(z, 5) on U is 
G(z, 5) = k(l 1 - 5~ I/l x - 5 !I (17) 
and hence (U, P,) $ 0, for every 01. We consider the following three quantities: 
dm = j uxu G(z, t) Pa@) f',(5) dx dr df 4, 
e, = 
J' 
P=(z) dx dy. 
l7 
(18) 
For two quantities ai E (0, co], a, N aa shall mean that there exists a finite 
positive number K > 1 such that K-la, < aa < Ku, . Therefore, if a, N aa , 
then a, = cc if and only if aa = 00. Let U, = {a; E < j z 1 < l}. Then 
b, - Ju, G(Q5) P,(5) 4‘ 4, 4 - .fu,xu, G(x, 5) Pd.4 P&‘) dx dr d5‘ drl, and 
em - Jr,, Pc&) dx dr f or every E E (0, 1). We will make use of the following 
elementary relations: 
G(Q 4 - (1 - I z I) (I .z I - 11, 
J 2n G(reis, 5) df9 = -2~ max(log r, log I 5 1) 0 
(19) 
(20) 
for 5 E U and Y E (0, 1). The relation (20) is a consequence of the Gauss 
mean-value property applied to / z 1 < Y or r < I z 1 < co. 
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8. First we evaluate 6, : 
6, N J’ G(0, z) P&i) dx dy - 277 I ’ (1 - r) . (1 -r)-? dr L’, B 
- 
J’ 
’ (1 - r)rpa dr. 
t 
Therefore, 
b, < co if and only if a~ (-co, 2). (21) 
Next we evaluate e, : 
Hence we have 
e, w 
I’ 
l(l -r)-adr. 
E 
e, < co if and only if 01 E(-co, 1) (22) 
Less trivial is the evaluation of d, . Let E E (0, 1). We start with the 
evaluation of F(x) = Jo, G(.z, 5) I’,(<) dt dv(x E U,). 
F(x) - I1 ( lLr G(x, reio) de) (1 - Y)-“T dr 
l 0 
N - 
J^ 
’ max(log Y, log / z I)(1 - Y)-” dr. 
t 
Here we have used (20). On setting z = peiO, we have 
F(z) w - sp (1 - Y)-” log p dr - i’ (1 - Y)-” log I dr 
N (1 : r)l-alogp + I1 (1 - ;)l-=& 
P 
- (1 - p)“-” + (1 - p)2-” N (1 - p)“-“. 
The above estimates are carried over for 01 E (1, 2). Note that (19) is repeatedly 
used, i.e., -log Y N (1 - r) and -log p N (1 - p). The result 
F(z) - (1 - p)“-* 
is also true for 01 = 1. Still assuming 01 E [l, 2), we infer 
d, = 
s 
F(z) P,(z) dx dy - 
s 
’ (1 - p)2-” . (1 - p)-” dp 
UC E 
= 
s 
’ (1 - p)a-2” dp. 
E 
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Therefore, d, < co if 01 E [l, 3/2), and d, = 00 if 01 E [3/2, 2). In view of (21) 
and the Fubini theorem, d, = CD if (Y E [2, co). Similarly by (22), d, < CD 
if cx E (-03, 1). We conclude that 
d, < co zf and only zf CL E (-co, 312). (23) 
9. We need to recall the well-known Littlewood theorem on subhar- 
monic functions in the disk, which we state in the restricted form sufficient 
for our purposes (see, e.g., Tsuji [13]): 
Let U(Z) be a bounded nonnegative subharmonic function in the unit disk U. 
Then the radial limit 
u*(d) = ~&II, u(reie) > 0 (24) 
exists for almost every 0 in [0,2r), and u*(e) = 0 almost everywhere on [0, 277) 
;f and only ;f u(z) I 0 on U. 
10. We first prove 
THEOREM 3. The following three statements are equivalent by pairs: 
aE(-c0,2); (3.1) 
T(P,B( U)) = HB( U); (3.2) 
(U Pa) 4 %3 * (3.3) 
Proof. By (21), the condition (3.1) im pl ies that P, satisfies the condition 
(B). By Theorem 2, we conclude that (3.2) is true. The implication from 
(3.2) to (3.3) is trivial. 
Suppose (3.3) is true but 01 > 2. We can choose u E P,B(U)+ such that 
u > 0. Then by (24), there exists a compact set KC [0,27r) and positive 
numbers 77 > 0 and E E (0, 1) such that 
u(reie) 2 7 (6’ E K, r E (r, l)), j d0 > 0. 
K 
Here we have used the Egoroff theorem. By Theorem 1, 
0 < j G(0, 5) P&5) dS dv = Tu(0) - u(0) < co, 
u 
and hence 
(25) 
JI(log+)(l -y)-.dy~S,(j~(logt)P,(re”e)u(re’8)rdy)dB 
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On the other hand, since c1 > 2, 
j;(log+)(l -r)-a&N jI(1 -Y)-(a-l)&= 00. 
This contradiction shows that we must have have c1 < 2. 
11. We next prove 
Q.E.D. 
THEOREM 4. The following three statements are equivalent by pairs: 
a E (-co, 1); (4-l) 
T(P,BE( U)) = HBD( U); (4.2) 
(U,PJ$@PE. (4.3) 
Proof. By (22) and Theorem 2, we see that (4.1) implies (4.2), which 
trivially implies (4.3). Suppose (4.3) is true. Let u E PM?(R)+ and u > 0. 
Choose K, 7, and E as in (25). Then since 
J’ 
P&)(u(z))p dx dy < E/(U) < co, 
we deduce 
5 1 (1 - r)-“dr N E jx (1’ P,(reis)(u(reis))2r dr) de 6 
<- J Po:(~)(u(~>>” dx 4 < 00, CJ 
i.e., St (1 - r)-U dr < 03. Therefore, OL < 1 and a fortiori(4.1) is true. Q.E.D. 
12. The final theorem is: 
THEOREM 5. The following three statements are equivalent by pairs: 
cy. E (-GO, 3/2); (5.1) 
T(P,BD( U)) = HBD( U); (5.2) 
(UP Pa) $ QD * (5.3) 
Proof. By (23) and Theorem 2, we see that (5.1) implies (5.2), which 
in turn trivially implies (5.3). 
Suppose (5.3) is true. If 01 >, 2, then by Theorem 3 we must have 
(U, Pm) E UPI3 c UP, . Therefore, 01 < 2. We shall prove that (Y < 3/2. 
Let u E P&D(R)+ and u > 0 on R. By Theorem 1 
uZTU-L I 27 lJ G(-, 5) P,(5) 45) d5 6. 
505111/2-7 
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Clearly, Du(u) = &(Tu) + 4-1~-2~~(J~ G(., 5) P,(S) u(5) dt 4). By (9) we 
obtain 
Choose a compact set KC [0,27r) and p osi ive numbers 7 and E as in (25). t 
We set k = (E, 1) x K. Then 
J RxB G(x, 5)(1 - I x l>P (1 - I .x I>-" dxdy d54 
- jRyR '32, 5) P&9 P,(5) d&y 4% 
- j,,, G(x, 6') P,(x) P,(5) 44 45) dxdy dtdrl < 27&W < ~0. 
For simplicity we set 
~(8, v) = j: j' G(&, peim)(l - +"(I - p>-" dr dp. 
B 
Clearly, 
SJ’ V, d de 4 - i’ G(x, [)(I - /X I)-“(1 - 15 I)PdxdYd@~ KK tx8 
and, therefore, 
o< 
1s 
Z(e, y) d6’dp, < co. 
K K 
There exists an open set MC [0, 2~) such that M 1 K and 
0 < j, j, 46 p’) de 4 < 2 j, j, W p’) de&. 
Let 
w, , 26) 
= p; e E (e, - 26, e, + 2s)jp, E (0, 2ff), 0 < e. - 2s < e, + 26 -c 27~) 
be contained in M. Then 
44) = j,(s 2s) jlts 2s) P,VI de 4 < a. (26) 0. 0. 
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Observe that Z(e, ‘p) = Z(rp, 8) depends only on tI - CJZL Therefore, 
4h = 44J < @3 (# 6 [O, 274. (27) 
Let J(%, 26) = [O, 2771 - I(&,, 261, and consider 
and 
Since Z(B, y) = Z(q, 19) depends only on 8 - p), we see that b(8,) = c(0,) 
and they do not depend on 0, : 
Observe 
64 = 4$> = W,) (4 E [O, 2q. (28) 
bed .= j G(re@, pdm)(l - Y)-” (1 - p)-” drdp dOdp (29) t(s,,s)xm,,zs) 
For reie E I(% , 6) and peim E _T(e, , 2S), we have ( 0 - V 1 2 6, and 
G(reie , peim) = lo& 1 - ,ics+p l/l y - e-i’@Wp I) 
d m . (1 - r)(l - dice - d2 
< k . (1 - r)(l -/J), 
where k = Pm and nz is a universal constant (cf. Tsuji [13, p. 1691). By 
virtue of (29) and the relation 01 < 2, we infer 
b(B,,) < 4n”k j-l (1 - ~)l-~ dr < 00. 
t 
(30) 
There exists a system of finite number of points Bj E [O, 27~1 (j = I,..., n) 
such that 
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By (26)-(28) and (30), we deduce 
G +(e,) + we,)) < ~0. 
By (23) we conclude that (5.1) is true. Q.E.D. 
13. The relations (3) stated in the introduction are immediate conse- 
quences of Theorems 3-5. The result (3) was announced in [8] without the 
specification of CY. 
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