In this paper, the iterative learning control (ILC) technique is extended to multi-input multi-output (MIMO) systems governed by parabolic partial difference equations with time delay. Two types of ILC algorithm are presented for the system with state delay and input delay, respectively. The sufficient conditions for tracking error convergence are established under suitable assumptions. Detailed convergence analysis is given based on discrete Gronwall's inequality and discrete Green's formula for the systems with time-varying uncertainty coefficients. Numerical results show the effectiveness of the proposed ILC algorithms.
Introduction
The system governed by partial difference equations is a class of important dynamic systems which firstly arises as numerical solution of partial differential equations. In fact, the state space model of partial difference system can cover many nature laws, such as logistic model with spatial migration, mathematics physical processes (discrete heat equation), engineering technology (image processing, digital signal processing, circuit systems) (see [1, 2] and the references therein). There are many excellent results on the partial difference equations/systems, including exist/no exist [3, 4] , stability [5] , oscillation [6] , positivity of solutions [7] , etc. From the view point of practicality, since the first step, that is, the implementation of control for distributed parameter systems modeled by partial differential equations, requires to discretize the variable of systems, studying the control of partial difference systems has a great value.
Iterative learning control (ILC) is an intelligent control method which imitates human learning behavior [8] . For a repeatable system in a given finite time interval, based on tracking objective and previous input and output information, ILC can improve the system performance with the increase in the iteration number. ILC algorithm is simple but it can deal with many complex systems with nonlinear and uncertain characteristics [9, 10] . As an effective control algorithm, ILC has been used to track a given target in many types of systems, including ordinary difference/differential systems [11, 12] , partial differential systems or distributed parameter systems [13, 14] , impulsive systems [15] , stochastic sys-tems [16] , fractional systems [17] , etc. However, there are few results on ILC for partial difference systems.
Motivated by the above, in this paper, we investigate the ILC problem of MIMO parabolic partial difference equations with delay. Both the P-type ILC scheme and ILC scheme with time delay parameter are proposed for systems with state delay and input delay, respectively. Convergence conditions are given by using a discrete form inequality/formula. It is shown that selecting the learning gain parameter through the iterative learning process can guarantee the convergence of the output tracking error between the given desired output and the actual output.
Compared with the current literature, the main features of this work are summarized as follows: (1) It can handle MIMO parabolic partial difference systems. Although Refs. [18, 19] studied ILC for partial difference systems, the systems are only the single-input and single-output (SISO). Because a MIMO system often involves multi-input variables and multi-output variables, the input and output of a SISO system only are one, respectively, so the mathematical analysis of a MIMO system is more complex than that of a SISO system. (2) The systems include time delay in state and input. The ILC of systems with time delay is studied in [12, 20] , but the systems are stated by ordinary difference equations, which is different to this paper. The system in this paper is governed by partial difference equations and simultaneously involving three different indices: time, space, and iteration; therefore the convergence analysis is more complex. (3) We used the methods of partial difference equations which have been applied in stability analysis from partial difference systems [2, [4] [5] [6] , instead of Lyapunov method or linear matrix inequality (for multi dimensional dynamic systems) [21, 22] .
The rest of the paper is arranged as follows. In Sect. 2, we present the formulation and some preliminaries. Section 3 provides ILC design and rigorous convergence analysis. In Sect. 4, the simulation results are illustrated. Finally, the conclusions of this paper are shown in Sect. 5.
ILC system description
In this paper, we consider the following two classes of parabolic type partial difference systems, which run a given task repeatedly on a finite time interval [0, J]. The first class is the system with time delay in state as follows:
The second class is the system with time delay in input, that is,
In systems (1a)-(1b) and (2a)-(2b), k is the index of iteration. Z k ∈ R n , U k ∈ R m , and 
where p i is a known constant for i = 1, 2, . . . , n. τ is known time delay. The corresponding boundary and initial conditions of systems (1a)-(1b) and (2a)-(2b) will be given later. In the two systems, the partial differences are defined as usual, i.e.,
where (3a) is the first order difference scheme for time variable s, (3b) and (3c) are the first order and the second order difference schemes for space variable x, respectively. The control objective of this paper is to design an ILC controller to track the given desired target Y d (x, s) based on the measurable system output Y k (x, s) so that the tracking error e k (x, s) would vanish when the iteration time k tends to infinity, that is,
For convenience, some notations used in this paper are defined as follows. where λ max 0≤s≤J indicates the maximum eigenvalue of A(s) T A(s) (0 ≤ s ≤ J). We will simply
norm (satisfying three basic requirements as norm definition) is defined as follows:
. (4) According to the Rayleigh-Ritz theorem, for a symmetry matrix A ∈ R n×n , we have 
where λ min 0≤j≤J (A(j)), λ max 0≤j≤J (A(j)) denote the maximum and minimum eigenvalues of the square matrix A(j), 0 ≤ j ≤ J, respectively. The following lemmas will be used in later sections.
Lemma 1 (Discrete Gronwall's inequality, [2, 5] ) Let constant sequences {v(x)}, {B(x)}, and {D(x)} be real sequences defined for x ≥ 0, which satisfy
Lemma 2 (Discrete Green's formula for vector) Under the zero boundary value condition, i.e.,
Proof In view of the boundary condition
This is the end of proof of Lemma 2.
ILC design and convergence analysis
In this section, we propose our iterative learning control algorithms, establish a sufficient condition for the convergence of the algorithm, and provide a rigorous proof. First, we consider the case of the system with time delay in state (i.e., system (1a)-(1b)) in the following Sect. 3.1.
System with time delay in state
For system (1a)-(1b), we assume the corresponding initial and boundary conditions as follows:
for k = 1, 2, . . . . We propose the P-type iterative learning control algorithm of looking for a control input sequence U k+1 (x, s) in system (1a)-(1b) as follows:
where
is the kth output error corresponding to the kth input U k (x, s), and (s) is the gain matrix in the learning process. Thus, for system (1a)- (1b), (4) is transformed into
For simplicity of presentation, we denotē
Then, based on the kth and the (k + 1)th learning system of (1a)-(1b), we have
In order to derive the convergence conditions of the ILC algorithm described by (7), we give the following proposition.
Proposition 1 Under the initial and boundary conditions given in
where c 1 , c 2 , c 3 are positive bounded constants that will be given later.
Proof By (9a) and the definition of partial difference (3a), we havē
Here and in later sections, I denotes a unit matrix. Multiplying two sides of (11) byZ
On the other hand, from (3a), we have
(13) yields
Then, substituting (12) into (14), we havē
Summing both sides on (15) from x = 1 to I, we get
where i (i = 1, 2, . . . , 5) are the first term to fifth term of the right of the first equality sign in (16), respectively. We will estimate i separately. For 1 , by (9a) and (3c), we have
Using the elementary inequality (
Furthermore, as boundary condition (6) means
By Lemma 2 and the positive definiteness of D(s), we have
where d min = min 0≤s≤J {d 1 (s), d 2 (s), . . . , d n (s)} > 0 exists because p i is known. For 3 ∼ 5 , using the inequality
where constants g = λ max 0≤s≤J [(I + 2A(s)) T (I + 2A(s))] + 1.
Finally, substituting (17)- (21) into (16), we obtain
This completes the proof of Proposition 1.
With the help of the above technical lemmas and Proposition 1, the following theorem establishes convergent conditions of the partial difference systems with time delay in state described by (1a)-(1b).
Theorem 1 If the gain matrix (s) in algorithm (7) satisfies
Then, under the initial and boundary conditions (5), (6) , the output error of system (1a)-(1b) converges to zero in mean L 2 norm, that is,
Proof According to algorithm (7), we have
whereĜ(s) = I -G(s) (s). Multiplying both sides of (25) by e T k+1 (x, s) from left, we have
Summing both sides of (26) from x = 1 to I, we get
Multiplying λ s (0 < λ < 1) to both sides of (27) and using the definition of · 2 L 2 , we have
We rewrite the conclusion of Proposition 1 as follows:
Then, by Lemma 1, we obtain
According to (5) , the initial setting is the same for every iterative process, we have
We consider
Thus, from (32) and (33), we obtain
On the other hand, by iterative learning control scheme (7) again, we havē
which yields
Then, by (34) and (36), we obtain
Multiplying λ s (0 < λ < 1) to both sides of (37), meanwhile taking λ small enough, such that λ(c 1 + c 2 ) < 1, we get
Selecting a suitable ξ , such that ξ > 1 and δξ < 1, multiplying both sides of (42) by ξ k , we obtain e k+1
Therefore,
Noting ξ > 1 and I, J, λ are bounded in (44), thus we obtain
This completes the proof of Theorem 1.
Next, we will consider system (2a)-(2b) in the following Sect. 3.2.
System with time delay in input
We assume the corresponding boundary value and initial value conditions of system (2a)-(2b) to be
for k = 1, 2, . . . . For system (2a)-(2b), we propose that the iterative learning control scheme is
where -τ ≤ s ≤ J -τ .
Theorem 2 If the gain matrix
Then, under the initial setting (46) and boundary value (47), the output error of system (2a)-(2b) converges to zero in mean L 2 norm, that is,
Proof According to algorithm (48) with -τ ≤ s ≤ J -τ , we have
that is,
Furthermore,
). On the other hand, similar to Proposition 1, we can obtain
where c 4 , c 5 are positive bounded constants. Using Lemma 1 again for (54) and noting (47), we conclude
Multiplying λ j to both sides of (55), we get
Substituting (56) 
By the condition of Theorem 2: 2ρ τ < 1, we can find λ such that
Then, similar to Theorem 1, we can obtain that
In the end, we have
This is the conclusion of Theorem 2.
Remark 1 For discrete time and spatial variables x = 0, 1, . . . , I, s = 0, 1, 2, . . . , J, I, J are bounded, one can easily show that (4) holds by the conclusions of Theorems 1 and 2. That is, the actual output (iterative output) can completely track the desired output as iteration number tends to infinity for system (1a)-(1b) and system (2a)-(2b).
Numerical simulations
To illustrate the effectiveness of the algorithm, we give two examples for systems (1a)-(1b) and (2a)-(2b), respectively. First, giving consideration to system (1a)-(1b), let the system state, the control input, and the output be . (7) and (48).
Conclusions
In this paper, a study of the ILC problem for parabolic partial difference systems with time delay is performed. Convergence results are proved for two different time delay cases.
Simulation studies are used to illustrate the applicability of the theoretical results. 
