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Abstract
Let H be the symmetric second-order differential operator on L2(R)
with domain C∞c (R) and action Hϕ = −(c ϕ
′)′ where c ∈ W 1,2loc (R) is
a real function which is strictly positive on R\{0} but with c(0) = 0.
We give a complete characterization of the self-adjoint extensions and
the submarkovian extensions of H . In particular if ν = ν+ ∨ ν− where
ν±(x) = ±
∫ ±1
±x
c−1 then H has a unique self-adjoint extension if and
only if ν 6∈ L2(0, 1) and a unique submarkovian extension if and only
if ν 6∈ L∞(0, 1). In both cases the corresponding semigroup leaves
L2(0,∞) and L2(−∞, 0) invariant.
In addition we prove that for a general non-negative c ∈ W 1,∞loc (R)
the corresponding operator H has a unique submarkovian extension.
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1 Introduction
The theory of degenerate elliptic operators on Rd displays a number of significant features
which distinguishes it from the well understood non-degenerate theory. If the degenera-
cies are weak then there is no great difference and the degenerate theory can still be
described by the techniques of the non-degenerate case, e.g. Harnack–Sobolev–Poincare´
inequalities (see, for example, [Tru73] [FKS82] [FP83] [Fra91] [BM95] [FLW95] [SW06]
and references therein). If, however, the degeneracies are sufficiently strong the associated
diffusion process can exhibit non-ergodic behaviour; the degeneracies can spontaneously
introduce barriers and obstacles to the diffusion [ERSZ07] [RS07]. These properties can
lead to quite unexpected phenomena such as cloaking and invisibility [PSS06] [Wed08].
Despite the vast literature devoted to the subject many basic aspects of the degener-
ate theory are neither well developed nor well understood. For example, C∞c (R
d) is not
necessarily a core for the degenerate operator acting on L2(R
d) and one has to consider
boundary conditions at the barriers and obstacles. Moreover, these boundary conditions
can have a substantially different nature to the classical conditions of Dirichlet, Neumann
or Robin. Therefore in this paper we give a detailed analysis of the simplest situation,
divergence-form operators in one-dimension. Although some of the most interesting fea-
tures are not apparent in one-dimension the analysis does give a guide to possible features
of the multi-dimensional case.
Let x ∈ R 7→ c(x) be a real function in W 1,2loc (R) which is strictly positive on R\{0}.
Define the second-order operator H on L2(R) with domain D(H) = C
∞
c (R) by
Hϕ = −(c ϕ′)′ = −c ϕ′′ − c′ ϕ′ . (1)
Then H is a positive-definite, symmetric, operator on L2(R) with range in L1(R)∩L2(R).
Our aim is to study the self-adjoint extensions of H and the semigroups they generate.
In particular we are interested in the submarkovian extensions, i.e. the extensions which
generate submarkovian semigroups. One such extension always exists because the closure
h of the quadratic form h associated with H , i.e. the form
h(ϕ) = (ϕ,Hϕ) =
∫
R
dx c(x) |ϕ′(x)|2 (2)
with domain D(h) = C∞c (R), is a Dirichlet form. Therefore the corresponding self-adjoint
extension HF of H , the Friedrichs extension, is submarkovian. (For background on sub-
markovian semigroups and Dirichlet forms see [FOT94] [BH91] [MR92].)
If c > 0 on the whole line then H is essentially self-adjoint (see [DS63], Corollary
XIII.6.15) but the situation is complicated by a degeneracy at the origin. Then there is a
trichotomy of self-adjoint extensions which can be indexed by the local properties of the
functions ν± defined by
x > 0 7→ ν+(x) =
∫ 1
x
ds c(s)−1 and x > 0 7→ ν−(x) =
∫ −x
−1
ds c(s)−1 . (3)
These functions are H-harmonic, i.e. Hν± = 0. The choice ± 1 as integral limits in their
definition is arbitrary since only the behaviour of the functions at the origin is important.
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Theorem 1.1 Assume c(0) = 0.
I. If ν+ ∨ ν− 6∈ L2(0, 1) then H is essentially self-adjoint and the self-adjoint closure H
of H generates a submarkovian semigroup S which leaves L2(−∞, 0) and L2(0,∞)
invariant.
II. If ν+ ∨ ν− ∈ L2(0, 1) but ν+ ∨ ν− 6∈ L∞(0, 1) then H has a one-parameter family of
self-adjoint extensions but only one extension generates a positive semigroup. This
semigroup is submarkovian and leaves L2(−∞, 0) and L2(0,∞) invariant.
III. If ν+ ∨ ν− ∈ L∞(0, 1) then H has a one-parameter family of self-adjoint extensions
none of which leave L2(−∞, 0) and L2(0,∞) invariant. Moreover, there is a one-
parameter subfamily of submarkovian extensions.
In particular H has a unique self-adjoint extension if and only if ν+∨ν− 6∈ L2(0, 1) and
a unique submarkovian extension if and only if ν+ ∨ ν− 6∈ L∞(0, 1).
The self-adjoint extensions of H can in part be described by classical boundary con-
ditions. In Case I all elements in the domain of the unique self-adjoint extension satisfy
the condition (c ϕ′)(0±) = 0. In Case II the same conditions characterize the domain of
the unique submarkovian extension. In Case III the boundary condition for a general
self-adjoint extension is given by
β
(
(c ϕ′)(0+)− (c ϕ
′)(0−)
)
= α
(
ϕ(0+)− ϕ(0−)
)
where α, β ∈ R2\(0, 0) and the submarkovian extensions are determined by the condition
αβ ≥ 0. The non submarkovian extensions in Case II are exceptional. There is no
comparable classification of these extensions and they do not have any obvious probabilistic
interpretation.
The uniqueness criteria in the last statement of Theorem 1.1 are a measure of the order
of degeneracy of c at the origin. If c(x) = O(xδ±) as x → 0± then there is a unique
selfadjoint extension if and only if either δ+ ≥ 3/2 or δ− ≥ 3/2 and a unique submarkovian
extension if and only if either δ+ ≥ 1 or δ− ≥ 1. It is notable that it suffices to have
a ‘strong’ degeneracy on one side. This one-sideness has been stressed by Weder in the
context of cloaking [Wed08], Theorem 2.5. Note also that these criteria are local properties
and do not depend on the behaviour of c at infinity. Next we examine a different type of
characterization of uniqueness.
It follows from general operator theory that H has a unique self-adjoint extension, if
and only if the range of (I +H) is dense in L2(R). There is a similar characterization of
uniqueness of the submarkovian extension by an L1-range condition at least if the coefficient
c satisfies a growth estimate. Define the positive increasing functions
x ≥ 1 7→ µ+(x) =
∫ x
1
ds s c(s)−1 and x ≥ 1 7→ µ−(x) = −
∫ −1
−x
ds s c(s)−1 . (4)
Then Hµ± = 1. Since H is a second-order elliptic operator it is both dissipative and
dispersive as an operator on L1(R). (see Section 4). In particular it is L1-closable. Then
the closure generates a positive contractive semigroup on L1(R) if and only if the range of
(I +H) is L1-dense.
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Theorem 1.2 Consider the following conditions.
I. (I +H)C∞c (R\{0}) is dense in L1(R).
II. (I +H)C∞c (R) is dense in L1(R).
III. The operator H has a unique submarkovian extension.
Then I⇒II⇒III and if µ+ ∧ µ− 6∈ L∞(1,∞) then III⇒I.
The proof of Theorem 1.1 is in two steps. First, in Section 2, we consider the analogous
problems on the left and right half-lines. Secondly, in Section 3, we marry together the
results for the two half-lines to obtain the description of the various extensions on the line.
Our analysis on the half-line overlaps with the early work of Feller [Fel52] [Fel54] [Fel57]
(see also [Man68]) but our emphasis is different and the arguments are independent. Feller
classified extensions of operators acting on L1, or on Cb, which generate positive contraction
semigroups. The boundary conditions ν± 6∈ L∞(0, 1) are interpretable in Feller’s terminol-
ogy. The condition ν+ 6∈ L∞(0, 1) states that 0+ is an inaccessible natural boundary (see
[Man68], pages 24–25).
The L2-theory has, however, several different features not shared by the L1-theory since
there are L2-extensions which generate continuous semigroups which do not extend to L1 or
L∞. Moreover, the L2-arguments do not require any growth restrictions on c ; there are no
boundary conditions at infinity. The proof of Theorem 1.2, which is given in Section 4, is,
however, based on L1-arguments which depend in part on growth properties. The growth
condition, µ+ ∧ µ− 6∈ L∞(1,∞), coincides with Feller’s criterion for ±∞ to be inacessible
boundaries. The range conditions I and II in Theorem 1.2 are of independent interest as
they imply that the submarkovian semigroup is conservative.
Our arguments extend to operators defined on finite intervals which are degenerate at
both endpoints [Ulm92] [CMP98]. This is briefly discussed in Section 5 where we establish
the following simple statement for operators with Lipschitz continuous coefficients for which
the zero set might be quite complicated.
Theorem 1.3 If c ∈ W 1,∞loc (R) is non-negative then H has a unique submarkovian exten-
sion.
The proof of Theorem 1.3 uses a mixture of L1- and L2-arguments. But these are all
of a local nature and again no growth condition at infinity is necessary.
Theorems 1.2 and 1.3 should have analogues in higher dimensions.
2 The half-line
In this section we examine the self-adjoint extensions of the restriction H+ = H|C∞c (0,∞) of
H to the right half-line. The analysis of H− = H|C∞c (−∞,0) is similar.
First, since c > 0 on R\{0} the domain of the adjoint H∗+ of H+ is given by
D(H∗+) = {ϕ ∈ L2(0,∞) ∩ACloc(0,∞) : c ϕ
′ ∈ ACloc(0,∞) , (c ϕ
′)′ ∈ L2(0,∞)} (5)
and H∗+ϕ = −(c ϕ
′)′ for ϕ ∈ D(H∗+). (The details of this identification are given in
[Kat80], Sections III.2.3 and III.5.5, under slightly stronger assumptions on c.) Secondly,
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the domain of the closure H+ of H+ is obtained as the restriction of D(H
∗
+) by a boundary
condition (see, for example, [Sto90], Theorem 10.11, [DS63], Section XIII.2 or [Far75],
Section 13). In principle the boundary condition is the direct sum of a boundary value at
the origin and a boundary value at infinity. But by an argument of Wintner (see [DS63],
Theorem XIII.6.14) there is no boundary value at infinity. Therefore
D(H+) = {ϕ ∈ D(H
∗
+) : B+(ϕ, ψ) = 0 for all ψ ∈ D(H
∗
+)} , (6)
where the boundary value B+( · , · ) is a bilinear functional over D(H
∗
+) defined by
B+(ϕ, ψ) = (H
∗
+ϕ, ψ)− (ϕ,H
∗
+ψ) = lim
x→0+
(
(c ϕ′)(x)ψ(x)− ϕ(x) (c ψ′)(x)
)
for all ϕ, ψ ∈ D(H∗+). The limit in the boundary term exists although the limits of
the individual terms in the expression do not necessarily exist. In the sequel we write
χ(0+) = limx→0+ χ(x) for any function χ over 〈0,∞〉. It is implicit in this usage that the
limit does exist.
Proposition 2.1 Let ν+ be the harmonic function defined on 〈0,∞〉 by (3).
I. If ν+ 6∈ L2(0, 1) then H+ is essentially self-adjoint.
II. If ν+ ∈ L2(0, 1) then
D(H+) = {ϕ ∈ D(H
∗
+) : ϕ(0+) = 0 = (ν+ c ϕ
′)(0+)} $ D(H∗+) (7)
and H+ has deficiency indices (1, 1).
Proof of Proposition 2.1.I The proof relies on the following lemma.
Lemma 2.2 Assume ν+ 6∈ L2(0, 1). If ϕ ∈ D(H
∗
+) then (c ϕ
′)(0+) = 0 = (c ϕϕ
′)(0+).
Proof If ϕ ∈ D(H∗+) then limx→0+(c ϕ
′)(x) = ε exists and ϕ′ ∼ ε c−1 on 〈0, 1]. But
ϕ 6∈ L2(0, 1) unless ε = 0. So (c ϕ
′)(0+) = 0,
(c ϕ′)(x) =
∫ x
0
ds (c ϕ′)′(s) = −
∫ x
0
ds (H∗+ϕ)(s)
and (c ϕ′)(x) = O(x1/2) as x→ 0+. Next we argue that limx→0+(c ϕϕ
′)(x) exists.
The coefficient c is strictly positive and bounded on each bounded interval [a, b ] with
b > a > 0. Since ϕ ∈ D(H∗) one has ϕ′ ∈ L2(a, b). Hence∫ b
a
(H∗+ϕ)ϕ−
∫ b
a
c |ϕ′|2 = (c ϕϕ′)(a)− (c ϕϕ′)(b) . (8)
But the limit as a → 0+ of the left hand side exists although it is not necessarily finite.
Therefore (c ϕϕ′)(0+) exists and we next argue that it is zero.
Suppose (c ϕϕ′)(0+) ≥ ε > 0. Thus there is a δ > 0 such that (c ϕϕ
′)(x) ≥ ε/2
for x ∈ 〈0, δ ]. Moreover, (c ϕ′)(x) = O(x1/2) as x → 0+ by the foregoing argument.
Therefore |ϕ(x)| ≥ a x−1/2 as x → 0+ with a > 0 unless ε = 0. But then ε must be zero
since ϕ ∈ L2(0, 1). An identical argument applies if (c ϕϕ
′)(0+) is initially assumed to be
negative. ✷
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The symmetric operator H+ is essentially self-adjoint if and only if (I +H+)C
∞
c (0,∞)
is dense in L2(0,∞). Assume there is a ψ ∈ L2(0,∞) such that (ψ, (I +H+)ϕ) = 0 for all
ϕ ∈ C∞c (0,∞). Then |(ψ,H+ϕ)| ≤ ‖ψ‖2 ‖ϕ‖2 so ψ ∈ D(H
∗
+) and (I +H
∗
+)ψ = 0. But∫ b
0
(H∗+ψ)ψ = −(c ψ ψ
′)(b) +
∫ b
0
c |ψ′|2 ≥ −(c ψ ψ′)(b) = −2−1(c (ψ2)′)(b)
because (c ψ ψ′)(0+) = 0 by Lemma 2.2. Since ψ is square-integrable ψ
2 cannot be mono-
tone increasing. Hence the derivative of ψ2 must take non-positive values for large b, i.e.
there is a sequence bn → ∞ for which −(c (ψ
2)′)(bn) ≥ 0. Then in the limit n → ∞ one
concludes that (H∗+ψ, ψ) ≥ 0. Therefore
‖ψ‖22 ≤ ((I +H
∗
+)ψ, ψ) = 0
and so ψ = 0. Thus the range of (I+H+) is dense, H+ is self-adjoint and D(H+) = D(H
∗
+).
This completes the proof of Proposition 2.1.I. ✷
The proof of Proposition 2.1.II is based on the following three lemmas. The first does
not require any special assumption on the behaviour of ν+.
Lemma 2.3 If ϕ ∈ D(H+) then |(c ϕ
′)(x)| ≤ x1/2 ‖H+ϕ‖2 for all x ∈ 〈0, 1]. In particular
(c ϕ′)(0+) = 0.
Proof Fix ϕ ∈ D(H+). Choose a sequence ϕn ∈ C
∞
c (0,∞) such that ‖ϕn − ϕ‖2 → 0
and ‖H+ϕ
′
n −H+ϕ‖2 → 0 as n→∞. Then (c ϕ
′
n)(x) = −
∫ x
0
H+ϕn and
|(c ϕ′n)(x)− (c ϕ
′
m)(x)| ≤ x
1/2‖H+(ϕn − ϕm)‖2 .
Thus c ϕ′n converges uniformly on 〈0, 1] to a limit ψ. But c is strictly positive on each
closed interval I ⊂ 〈0, 1]. Hence ϕ′n converges uniformly on I to c
−1ψ. In particular it is
L2(I)-convergent to c
−1ψ. Since ϕn is L2(I)-convergent to ϕ and the maximal operator of
differentiation is closed on L2(I) it follows that ψ = c ϕ
′. Therefore
(c ϕ′)(x) = lim
n→∞
(c ϕ′n)(x) = − lim
n→∞
∫ x
0
ds (H+ϕn)(s) = −
∫ x
0
ds (H+ϕ)(s) . (9)
Hence |(c ϕ′)(x)| ≤ x1/2 ‖H+ϕ‖2. ✷
The second lemma gives control over the singularity of ν+.
Lemma 2.4 Assume ν+ ∈ L2(0, 1). Then x
1/2ν+(x)→ 0 as x→ 0+.
Proof Suppose the statement is false. Then there exists a decreasing sequence 1 ≥ x1 ≥
x2 . . . > 0 and an ε > 0 such that x
1/2
n ν+(xn) ≥ ε > 0 for all n ≥ 1. But by passing to a
subsequence if necessary one may assume that xn > 2 xn+1. Since ν+(x) decreases with x
one then has∫ 1
0
ds ν+(s)
2 ≥
∑
n≥1
ν(xn)
2(xn − xn+1) ≥
∑
n≥1
ν+(xn)
2xn/2 ≥ (ε
2/2)
∑
n≥1
1
which contradicts the assumption ν+ ∈ L2(0, 1). ✷
Combination of the foregoing lemmas leads to the following conclusion.
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Corollary 2.5 Assume ν+ ∈ L2(0, 1). If ϕ ∈ D(H+) then (ν+ c ϕ
′)(0+) = 0.
The final preparatory lemma is the following.
Lemma 2.6 Assume ν+ ∈ L2(0, 1). If ϕ ∈ D(H+) then ϕ(0+) = 0.
Proof Fix ϕ ∈ D(H+). Again there is a sequence ϕn ∈ C
∞
c (0,∞) such that ‖ϕn−ϕ‖2 → 0
and ‖H+ϕ
′
n −H+ϕ‖2 → 0 as n→∞. But
ϕ′n(x) = c(x)
−1
∫ x
0
ds (c ϕ′n)
′(s)
for all x > 0. Therefore
ϕn(x) =
∫ x
0
ds c(s)−1
∫ s
0
dt (c ϕ′n)
′(t) = −
∫ x
0
dt νx(t)(H+ϕn)(t) (10)
where νx(t) =
∫ x
t
ds c(s)−1. But 0 ≤ νx(t) ≤ ν+(t) for all x, t ∈ 〈0, 1] so
|ϕn(x)| ≤ ‖ν+‖2‖H+ϕn‖2 (11)
for all x ∈ 〈0, 1]. Similarly
|ϕn(x)− ϕm(x)| ≤ ‖ν+‖2‖H+(ϕn − ϕm)‖2 (12)
for all x ∈ 〈0, 1]. It follows that ϕn converges to ϕ uniformly on compact subsets of 〈0, 1].
But then one deduces from (10) that
ϕ(x) = −
∫ x
0
dt νx(t)(H+ϕ)(t) . (13)
Hence
|ϕ(x)| ≤ ‖ν+‖2
(∫ x
0
dt |(H+ϕ)(t)|
2
)1/2
for all x ∈ 〈0, 1]. Therefore limx→0+ ϕ(x) = 0. ✷
Proof of Proposition 2.1.II Suppose ν+ ∈ L2(0, 1). Then D(H+) ⊆ D0 where
D0 = {ϕ ∈ D(H
∗
+) : ϕ(0+) = 0 = (ν+ c ϕ
′)(0+)}
by Lemma 2.6 and Corollary 2.5. Next we prove the converse inclusion.
Fix ϕ ∈ D0. If ψ ∈ D(H
∗
+) then limx→0+(c ψ
′)(x) exists. Therefore there is a b > 0
such that |(c ψ′)(x)| ≤ b and |ψ(x)| ≤ b ν+(x) for all small x. But then
|B+(ϕ, ψ)| ≤ b |ϕ(0+)|+ b |(ν+ c ϕ
′)(0+)| = 0
and so ϕ ∈ D(H+). Therefore D0 = D(H+). Then it follows from (5) that D0 is a strict
subset of D(H∗+). Hence D(H+) is a strict subset of D(H
∗
+) and H+ must have deficiency
indices (1, 1). ✷
At this stage we can prove an analogue of Theorem 1.1 for operators on the half-line.
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Theorem 2.7
I. If ν+ 6∈ L2(0, 1) then H+ is essentially self-adjoint and its closure generates a sub-
markovian semigroup.
II. If ν+ ∈ L2(0, 1) but ν+ 6∈ L∞(0, 1) then H+ has a one-parameter family of self-adjoint
extensions each of which generates a positive semigroup but only one extension, cor-
responding to the boundary condition (c ϕ′)(0+) = 0, generates a submarkovian semi-
group.
III. If ν+ ∈ L∞(0, 1) then H+ has a one-parameter family of self-adjoint extensions
characterized by the classical Dirichlet, Neuman and Robin boundary conditions.
All the extensions generate positive semigroups and the positive(-definite) extensions
generate submarkovian semigroups.
In particular H+ has a unique self-adjoint extension if and only if ν+ 6∈ L2(0, 1) and a
unique submarkovian extension if and only if ν+ 6∈ L∞(0, 1).
Proof Theorem 2.7.I is a direct consequence of the first statement of Proposition 2.1.
Since H+ is essentially self-adjoint the self-adjoint closure must coincide with the Friedrichs
extension which generates a submarkovian semigroup as remarked in Section 1.
The second and third statements of the theorem require more detailed analysis of the
self-adjoint extensions of H+. Throughout the following we assume ν+ ∈ L2(0, 1).
It follows from Proposition 2.1.II that the deficiency indices of H+ are (1, 1). Therefore
the codimension of D(H+) in D(H
∗) is two and D(H∗+) can be spanned by D(H+) and
two auxiliary functions which we choose to be local solutions of the harmonic equation
H∗+ψ = 0.
Let σ+ ∈ C
∞
c (0,∞) satisfy σ+(x) = 1 if x ∈ [0, 1〉 and σ+(x) = 0 if x ≥ 2. (The
choice of values 1 and 2 is not significant. One could equally well assume that σ+(x) = 1
if x ∈ [0, ε〉 and σ+(x) = 0 if x ≥ δ with 0 < ε < δ. It is only important that σ+ is
equal to one near the origin.) Next set τ+ = ν+ σ+. Clearly one has σ+, τ+ ∈ D(H
∗) and
(H∗+σ+)(x) = 0 = (H
∗
+τ+)(x) for x ∈ 〈0, 1〉. But it follows from (7) that σ+, τ+ 6∈ D(H+).
In the sequel (σ+, τ+) always denotes a pair of functions constructed in this manner.
Proposition 2.8 Assume ν+ ∈ L2(0, 1). Then D(H
∗
+) = D(H+) + span σ+ + span τ+.
Proof First, by definition D(H+) + span σ+ + span τ+ ⊆ D(H
∗
+).
Secondly, fix Φ ∈ D(H∗+). Then limx→0+(cΦ
′)(x) = b exists. But if Ψ = Φ + b τ+
then Ψ ∈ D(H∗+) and (H
∗
+Ψ)(x) = (H
∗
+Φ)(x) for x ∈ 〈0, 1〉. Moreover, (cΨ
′)(0+) =
(cΦ′)(0+)− b = 0. Then, however,
Ψ(x) = Ψ(1)−
∫ 1
x
ds c(s)−1
∫ s
0
dt (H∗+Ψ)(t)
= Ψ(1)−
∫ 1
0
ds c(s)−1
∫ s
0
dt (H∗+Φ)(t) +
∫ x
0
ds c(s)−1
∫ s
0
dt (H∗+Φ)(t)
for all x ∈ 〈0, 1〉. Both the latter integrals are well defined since ν+ ∈ L2(0, 1). Moreover,∣∣∣ ∫ x
0
ds c(s)−1
∫ s
0
dt (H∗+Φ)(t)
∣∣∣ = ∣∣∣ ∫ x
0
dt (H∗+Φ)(t)
∫ x
t
c(s)−1
∣∣∣
≤ ‖ν+‖2
(∫ x
0
dt |(H∗+Φ)(t)|
2
)1/2
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which establishes that
a = lim
x→0+
Ψ(x) = lim
x→0+
(
Φ(x) + b τ+(x)
)
exists and a <∞. Next define ϕ by
ϕ = Φ− a σ+ + b τ+ = Ψ− a σ+ .
Then ϕ ∈ D(H∗+). Moreover, if x ∈ 〈0, 1〉 then
(c ϕ′)(x) = (cΨ′)(x) = −
∫ x
0
ds (H∗+Ψ)(s) .
Therefore |(c ϕ′)(x)| = O(x1/2) as x → 0+. Hence (ν+ c ϕ
′)(0+) = 0 by Lemma 2.4. But
ϕ(0+) = Ψ(0+)−a = 0 by the definition of a. Therefore ϕ ∈ D(H+) by Proposition 2.1.II.
Hence D(H∗+) ⊆ D(H+) + span σ+ + span τ+. ✷
The one-parameter family of self-adjoint extensions of H+ can now be specified by
restricting H∗+ to subspaces of D(H
∗
+) obtained by supplementing D(H+) through the
addition of a one-dimensional subspace of span σ+ + span τ+.
Proposition 2.9 Assume ν+ ∈ L2(0, 1). Let (α, β) ∈ R
2\(0, 0). Define
Dα,β = D(H+) + span(β σ+ − α τ+) = {ϕ ∈ D(H
∗) : B+(β σ+ − α τ+, ϕ) = 0} .
Then the restriction Hα,β of H
∗
+ to Dα,β is a self-adjoint extension of H+ and Hα,β = Hα′,β′
if and only if αβ ′ = β α′.
Proof It follows by the definition of Hα,β that H+ ⊆ Hα,β ⊆ H
∗
+. Therefore Φ ∈ D(H
∗
α,β)
if and only if Φ ∈ D(H∗+) and B+(Ψ,Φ) = 0 for all Ψ ∈ Dα,β (see the lemma on page 86 of
[Far75]). But if Φ = ϕ + a σ+ − b τ+ ∈ D(H
∗
+) and Ψ = ψ + λ (β σ+ − α τ+) ∈ Dα,β with
ϕ, ψ ∈ D(H+) and a, b, λ ∈ R then
B+(Ψ,Φ) = λB+(β σ+ − α τ+,Φ) = λ (aα− b β) .
Thus Φ ∈ D(H∗α,β) if and only if aα = b β. But then Φ ∈ Dα,β. Since H
∗
α,β ⊆ H
∗ it follows
that H∗α,βΦ = H
∗
+Φ = Hα,βΦ and consequently Hα,β is self-adjoint.
The definitions of Dα,β and Hα,β are clearly independent of a change (α, β)→ (α
′, β ′)
if αβ ′ = β α′. ✷
Next we prove the second statement of Theorem 2.7. This is the most complicated and
the most interesting case. Throughout the sequel we use the notation h+ and hα,β for the
closed quadratic forms associated with the operators H+ and Hα,β.
Theorem 2.10 Assume ν+ ∈ L2(0, 1) but ν+ 6∈ L∞(0, 1). Then h+ = h0,1, the Friedrichs
extension HF of H+ is equal to H0,1 and
D(HF ) = {ϕ ∈ D(H
∗
+) : (c ϕ
′)(0+) = 0} .
The semigroup generated by HF is submarkovian. Moreover, HF is the unique self-
adjoint extension of H+ which generates a submarkovian semigroup.
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A key part of the proof is the following lemma which follows from the arguments of
[ERSZ07], Proposition 6.5, or [RS07], Example 3.3.
Lemma 2.11 Assume ν+ 6∈ L∞(0, 1). Then σ+ ∈ D(h+).
Proof The proof is a repetition of the arguments of [ERSZ07] but since the result is
crucial for the sequel we sketch the details.
Define χn:R→ [0, 1] by
χn(x) =


1 if x ≤ n−1 ,
ν−1n ν+(x) if x ∈ 〈n
−1, 1〉 ,
0 if x ≥ 1 ,
(14)
where n ∈ N and νn = ν+(n
−1). Since ν+ 6∈ L∞(0, 1) it follows that νn → ∞ as n → ∞.
Now χn is absolutely continuous, ‖χn σ+‖2 → 0 as n→∞ and χn σ
′
+ = 0. Moreover,∫ ∞
0
c |(χn σ+)
′|2 =
∫ 1
n−1
c |χ′n σ+|
2 =
∫ 1
n−1
c |χ′n|
2
because σ+ = 1 on [0, 1〉. But χ
′
n = ν
−1
n c
−1 on the interval [n−1, 1]. Therefore∫ ∞
0
c |(χn σ+)
′|2 = ν−2n
∫ 1
n−1
c−1 = ν−1n .
Next supp(1−χn) σ+ ⊆ [n
−1, 1]. Consequently one checks that (1−χn) σ+ ∈ D(h+). Now
‖(1− χn) σ+ − σ+‖2 = ‖χn σ+‖2 → 0 as n→∞ and
h+((1− χn) σ+ − (1− χm) σ+) ≤ 2
∫ ∞
0
c |(σ+ χn)
′|2 + 2
∫ ∞
0
c |(σ+ χm)
′|2 = 2 (ν−1n + ν
−1
m ) .
Since ν−1n → 0 as n→∞ it follows that σ+ ∈ D(h+). ✷
Proof of Theorem 2.10 It follows from Lemma 2.11 that D(H+) + span σ+ ⊆ D(h+).
Then since h0,1(ϕ) = h+(ϕ) for all ϕ ∈ C
∞
c (0,∞) one deduces that h0,1(Φ) = h+(Φ) for all
Φ ∈ D(H+) + span σ+. Hence h0,1 = h+ and H0,1 = HF . The boundary condition follows
since ϕ ∈ D(H0,1) requires B+(σ+, ϕ) = 0. But one has B+(σ+, ϕ) = (c ϕ
′)(0+).
The form h+ is given by (2) with the integral restricted to the half-line. Then the
closure h+ is a Dirichlet form by standard estimates. Therefore the semigroup generated
by H0,1 is submarkovian. Now suppose that the semigroup S
α,β generated by Hα,β with
α 6= 0 is submarkovian. Then hα,β is a Dirichlet form. In particular if ϕ ∈ D(hα,β) is
positive then R ∧ ϕ ∈ D(hα,β) for all R > 0 and
hα,β(R ∧ ϕ) ≤ hα,β(ϕ) . (15)
But it follows from the definition of Dα,β = D(Hα,β) that β σ+ − α τ+ ∈ Dα,β ⊆ D(hα,β).
Moreover σ+ ∈ D(h+) ⊆ D(hα,β) by Lemma 2.11. Since α 6= 0 one must then have
τ+ ∈ D(hα,β). In particular hα,β(τ+) < ∞. Now we can apply (15) with ϕ = τ+. Since
R ∧ τ+ ∈ D(h+) ⊆ D(hα,β) one has
h+(R ∧ τ+) = hα,β(R ∧ τ+) ≤ hα,β(τ+) .
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But τ+ = ν+ and τ
′
+ = −c
−1 on 〈0, 1]. Therefore∫
SR
dx c(x)−1 =
∫
SR
dx c(x) |τ ′+(x)|
2 ≤ h+(R ∧ τ+) = hα,β(R ∧ τ+) ≤ hα,β(τ) <∞
where SR = {x ∈ 〈0, 1] : τ+(x) ≤ R}. But ν+ 6∈ L∞(0, 1). So the supremum of the left
hand side over R is infinite. This is a contradiction so hα,β cannot be a Dirichlet form. ✷
Remark 2.12 If ν+ ∈ L2(0, 1) but ν+ 6∈ L∞(0, 1) then the form h0,1 of the Friedrichs
extension H0,1 has the integral representation h0,1(ϕ) =
∫∞
0
c |ϕ′|2 for all ϕ ∈ D(h0,1) and
the operator domain D(H0,1) is distinguished by the boundary condition (c ϕ
′)(0+) = 0.
But the situation is quite different for the forms hα,β and operators Hα,β if α 6= 0. Then
there is no analogue of the form representation nor of the boundary condition. For example,
the foregoing argument establishes that τ+ ∈ D(hα,β). But then∫ ∞
0
c |τ ′+|
2 ≥
∫ 1
0
c |ν ′+|
2 =
∫ 1
0
c−1 = ν+(0) =∞ .
Moreover, if Φ = ϕ+a σ+−b τ+ ∈ D(Hα,β) with ϕ ∈ D(H) one has the boundary condition
aα = b β. Then b = (cΦ′)(0+) but one cannot identify a in terms of the value of Φ and its
derivatives at the origin.
Although the semigroups Sα,β generated by the Hα,β with α 6= 0 cannot be submarko-
vian we next argue that they are positive. First since H+ has deficiency indices (1, 1) there
is, for each γ > 0, a unique, up to a multiplicative factor, L2-solution of the deficiency
equation (γI + H∗+)η = 0. Therefore there is a unique positive, decreasing, normalized,
L2-solution ηγ . More precisely, ηγ is non-negative and non-increasing. To establish this
note that the equation has the explicit form (c η′)′ = γ η ∈ L2(0,∞) and this implies that
η′ is continuous. Hence η is a locally C1-function. Now suppose η(a) = 0 for some a > 0.
Then (c η η′)(a) = 0 and it follows from (8), with ϕ = η and H∗+η = −γη, that
2−1c (η2)′(b) = (c η η′)(b) =
∫ b
a
(γ |η|2 + c |η′|2)
for all b ≥ 0. In particular (η2)′(b) ≥ 0 for all b ≥ a. But since η is square integrable η2
cannot be monotonically increasing. Therefore η(b) = 0 for all b ≥ a. If, however, b ≤ a
then (η2)′(b) ≤ 0. Therefore η is either non-negative and non-increasing, or non-positive
and non-decreasing.
Proposition 2.13 Assume ν+ ∈ L2(0, 1) but ν+ 6∈ L∞(0, 1). Then the semigroup S
α,β
generated by the self-adjoint extension Hα,β of H+ is positive.
Proof If α = 0 then the semigroup is submarkovian by Theorem 2.10. Therefore it
remains to prove positivity for α 6= 0. Let Pγ denote the one-dimensional orthogonal
projection on L2(0,∞) with range ηγ. Since ηγ is positive (non-negative) the projection
Pγ is a positive operator, i.e. it maps positive functions into positive functions.
Next choose γ such that Hα,β ≥ γI > 0. Since H0,1 = HF ≥ Hα,β one also has
H0,1+γI > 0. Then by Krein’s theory of lower semibounded extensions there is a κ(γ) ≥ 0
such that
(γI +Hα,β)
−1 = (γI +H0,1)
−1 + κ(γ)Pγ (16)
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(see [Far75], Theorem 15.1). But H0,1 is a submarkovian extension so (γI + H0,1)
−1 is a
positive operator. In addition Pγ is a positive operator and κ(γ) ≥ 0. It follows immediately
that (γI +Hα,β)
−1 is positive for all large γ. Then Sα,β is positive by the Trotter product
formula. ✷
Proof of Theorem 2.7.II This follows from Theorem 2.10 and Proposition 2.13. ✷
Remark 2.14 The representation (16) gives information about the possible extension of
the resolvents (γI + Hα,β)
−1 to the Lp-spaces. Since H0,1 is a submarkovian generator it
follows from (16) that (γI + Hα,β)
−1 extends to a bounded operator on Lp(0,∞), with
p ∈ 〈2,∞〉, if and only if Pγ extends to a bounded operator. Now ηγ ∈ L2(0,∞) by
definition. Therefore ηγ ∈ Lq(0, 1) for all q ∈ [1, 2]. But since c is bounded away from
zero on [1,∞〉 it follows that ηγ ∈ Lr(1,∞) for all r ∈ [1,∞〉 by standard strong ellipticity
estimates. Therefore ηγ ∈ Lq(0,∞) for all q ∈ [1, 2]. Hence one concludes that (γI+Hα,β)
−1
extends to a bounded operator on Lp(0,∞) if and only if ηγ ∈ Lp(0, 1).
The small x behaviour of ηγ can, however, be deduced from integration of the deficiency
equation (γI +H∗)ηγ = 0. Let x0 ∈ 〈0, 1]. After two integrations one finds
ηγ(x) = ηγ(x0)− (c η
′
γ)(x0)
∫ x0
x
ds c(s)−1 + γ
∫ x0
x
ds c(s)−1
∫ x0
s
dt ηγ(t)
and this leads to the estimate
|ηγ(x)− ηγ(x0) + (c η
′
γ)(x0) νx0(x)| ≤ γ ‖ηγ‖2 |x− x0|
1/2νx0(x)
where νx0(x) =
∫ x0
x
ds c(s)−1. It follows that ηγ ∈ Lp(0, 1) if and only if ν+ ∈ Lp(0, 1).
Therefore (γI+Hα,β)
−1 extends to a bounded operator on Lp(0,∞) with p ∈ 〈2,∞〉 if and
only if ν+ ∈ Lp(0, 1).
The question whether the extension of the resolvent to Lp is the resolvent of the gen-
erator of an Lp-continuous semigroup seems more complicated.
It remains to prove Theorem 2.7.III. The assumption ν+ ∈ L∞(0, 1) corresponds to
integrability of c−1 at the origin. Therefore it is natural to reparametrize and replace ν+
by νˆ where
νˆ(x) = ν+(0)− ν+(x) =
∫ x
0
c−1
and then to replace τ+ = ν+ σ+ by τˆ = νˆ σ+. Since τˆ = ν+(0) σ+ − τ+ these replacements
make no essential difference to the characterization ofD(H∗+) given by Proposition 2.8. Now
one hasD(H∗+) = D(H+)+span σ++span τˆ . The advantage of the reparametrization is that
if Φ = ϕ+ a σ+ + b τˆ ∈ D(H
∗
+) with ϕ ∈ D(H+) then a = Φ(0+) and b = (cΦ
′)(0+). This
follows since ϕ(0+) = 0 = (c ϕ
′)(0+), by Proposition 2.1.II, and σ(0+) = 1, (c σ
′
+)(0+) = 0,
τˆ(0) = 0 and (c τˆ ′)(0+) = 1 by definition. Now we modify accordingly the definition of the
self-adjoint extensions of H+.
Let (α, β) ∈ R2\(0, 0). Define
D̂α,β = D(H+) + span(β σ+ + α τˆ ) .
Then define the self-adjoint extension Ĥα,β of H as the restriction of H
∗
+ to D̂α,β. Again
one has Ĥα,β = Ĥα′,β′ if and only if αβ
′ = β α′. Further let hˆα,β denote the quadratic form
corresponding to Ĥα,β.
One can again compute the Friedrichs extension of H+.
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Proposition 2.15 Assume ν+ ∈ L∞(0, 1). Then h+ = hˆ1,0, the Friedrichs extension HF
of H+ is equal to Ĥ1,0 and
D(HF ) = {ϕ ∈ D(H
∗
+) : ϕ(0+) = 0} .
Proof First one has hˆ1,0 ⊇ h+ and consequently D(hˆ1,0) ⊇ D(h+). Secondly, τˆ ∈
D(h+). This follows by standard approximation techniques since τˆ has compact support,
is absolutely continuous and τˆ(0+) = 0. But then D(Ĥ1,0) = D(H+) + span τˆ ⊆ D(h+).
Since D(Ĥ1,0) is a core of hˆ1,0 it follows that D(h+) is also a core of hˆ1,0. Therefore
hˆ1,0 = h+ and Ĥ1,0 = HF .
The boundary condition follows since if Φ = ϕ+ a σ+ + b τˆ ∈ D(H
∗
+) with ϕ ∈ D(H+)
then Φ ∈ D(Ĥ1,0) if and only if a = 0. But it follows from the reparametrization chosen
above that a = Φ(0+). ✷
The analysis of the remaining self-adjoint extensions of H+ is in terms of the corre-
sponding quadratic forms. First we observe that there is a unique form domain.
Proposition 2.16 If β 6= 0 then D(hˆα,β) = D(h+) + span σ+ = D(hˆ0,1).
Proof First, since hˆα,β ⊇ h+ one has D(h+) ⊆ D(hˆα,β). But τˆ ∈ D(h+), as observed in
the proof of Proposition 2.15. Moreover, since D(Ĥα,β) ⊆ D(hˆα,β) it follows that a σ+ +
b τˆ ∈ D(hˆα,β) for all a, b satisfying aα = b β. Since β 6= 0 one deduces that σ+ ∈ D(hˆα,β).
Therefore D(hˆα,β) ⊇ D(h+) + span σ+.
Secondly, we establish the converse inclusion. The proof begins by observing that
D(Ĥα,β) is a core of hˆα,β. Thus if Φ ∈ D(hˆα,β) there is a sequence Φn ∈ D(Ĥα,β) which
converges to Φ in the D(hˆα,β)-graph norm. But Φn = ϕn + an σ+ + bn τˆ with ϕn ∈ D(H+)
and an, bn ∈ R satisfying an α = bn β. Moreover, an = Φn(0+) and bn = (cΦ
′
n)(0+) by the
new choice of parameters. Therefore
|an−am| = |Φn(0+)−Φm(0+)| = |B+(Φn−Φm, τˆ)| = |(H
∗
+(Φn−Φm), τˆ)−((Φn−Φm), H
∗
+τˆ)|
where the second equality follows because τˆ(0+) = 0 and (c τˆ
′)(0+) = 1. But (H
∗τˆ)(x) is
bounded with support in the interval [1, 2]. Hence |((Φn −Φm), H
∗τˆ )| ≤ κ ‖Φn −Φm‖2 for
some κ > 0. Moreover, τˆ ∈ D(h+) ⊆ D(hˆα,β) by the proof of Proposition 2.15. Hence
|(H∗+(Φn − Φm), τˆ)| = |(Ĥα,β(Φn − Φm), τˆ)| ≤ hˆα,β(Φn − Φm)
1/2 hˆα,β(τˆ)
1/2 .
Therefore
|an − am| ≤ hˆα,β(Φn − Φm)
1/2 hˆα,β(τ)
1/2 + κ ‖Φn − Φm‖2
and the an must converge to a limit a. Similarly,
|bn − bm| = |(cΦ
′
n)(0+)− (cΦ
′
m)(0+)| = |B+(Φn − Φm, σ+)|
because σ+(0+) = 1 and (c σ
′
+)(0+) = 0. But then
|bn − bm| ≤ hˆα,β(Φn − Φm)
1/2 hˆα,β(σ+)
1/2 + κ ‖Φn − Φm‖2
and the bn must converge to a limit b. One automatically has aα = b β.
12
Next it follows that ϕn = Φn − an σ+ − bnτˆ is L2-convergent to a limit ϕ. But
h+(ϕn − ϕm) = hˆα,β(ϕn − ϕm)
≤ 2 hˆα,β(Φn − Φm) + 4 |an − am| hˆα,β(σ+) + 4 |bn − bm| hˆα,β(τˆ)
so the ϕn are convergent in the D(h+)-graph norm and one has ϕ ∈ D(h+). Therefore
Φ = ϕ+ a σ+ + b τˆ ∈ D(h+) + span σ+. Hence D(hˆα,β) ⊆ D(h+) + span σ+. ✷
Finally one can express the forms hˆα,β in terms of hˆ0,1 on their common domain in a
classical manner.
Proposition 2.17 If ν+ ∈ L∞(0, 1) then D(hˆα,β) = D(hˆ0,1) for all β ∈ R\{0} and
hˆα,β(ϕ) = hˆ0,1(ϕ) + α β
−1 |ϕ(0+)|
2 (17)
for all ϕ ∈ D(h0,1).
The self-adjoint extension Ĥα,β is the restriction of H
∗
+ to the domain
D(Ĥα,β) = {ϕ ∈ D(H
∗
+) : β (c ϕ
′)(0+) = αϕ(0+)} .
The operators Ĥα,β generate positive semigroups on L2(0,∞) which are submarkovian if
and only if α β−1 ≥ 0.
Proof The identity of the domains is established in Proposition 2.16. Next we establish
the relation between the forms.
First suppose Φ = ϕ+ a σ+ + b τˆ with ϕ ∈ D(H+). Then Φ1 = ϕ + a σ+ ∈ D(Ĥ0,1) ⊆
D(hˆ0,1). Moreover, τˆ ∈ D(h+) as observed in the proof of Proposition 2.15. Therefore
Φ ∈ D(hˆ0,1). Then one calculates that
(Φ, H∗+Φ) = hˆ0,1(Φ1) + b (τˆ , H
∗
+Φ1) + b (Φ1, H
∗
+τˆ ) + b
2 (τˆ , H∗+τˆ )
= hˆ0,1(Φ1) + b (τˆ , H
∗
+Φ1) + b (H
∗
+Φ1, τˆ ) + b
2 (τˆ , H∗+τˆ ) + bB+(Φ1, τˆ) .
But
(τˆ , H∗+Φ1) = (τˆ , Ĥ0,1Φ1) = hˆ0,1(τˆ ,Φ1)
since τˆ ∈ D(hˆ0,1). Similarly (H
∗
+Φ1, τˆ) = hˆ0,1(Φ1, τˆ) and (τˆ , H
∗
+τˆ ) = hˆ0,1(τˆ ). Combining
these identities gives
(Φ, H∗+Φ) = hˆ0,1(Φ1) + b hˆ0,1(τˆ ,Φ1) + b hˆ0,1(Φ1, τˆ) + b
2 hˆ0,1(τˆ) + bB+(Φ1, τˆ )
= hˆ0,1(Φ) + bB+(Φ1, τˆ) = hˆ0,1(Φ) + a b
where the last step uses the identification B+(Φ1, τˆ) = aB(σ+, τˆ) = a. If, however, one
places the restriction aα = b β on a and b then Φ ∈ D(Ĥα,β) and H
∗
+Φ = Ĥα,βΦ. Therefore
hˆα,β(Φ) = hˆ0,1(Φ) + a b = hˆ0,1(Φ) + αβ
−1 a2
for all Φ ∈ D(Ĥα,β) and then by closure for all Φ ∈ D(hˆα,β). But a = Φ(0+) so this
etablishes the relation (17).
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The boundary condition for Φ ∈ D(Ĥα,β) is given by aα = b β but the parametrization
was chosen such that a = Φ(0+) and b = (cΦ
′)(0+).
Finally if Φ = ϕ+ a σ+ with ϕ ∈ D(H+) then since (cΦ
′)(0+) = 0 one computes that
hˆ0,1(Φ) = (Φ, H
∗
+Φ) = −(Φ, (cΦ
′)′) =
∫ ∞
0
dx c(x) |Φ′(x)|2 .
Therefore
hˆα,β(Φ) =
∫ ∞
0
dx c(x) |Φ′(x)|2 + (α β−1)|Φ(0+)|
2
and the positivity and submarkovian properties follow immediately by application of the
well known Beurling–Deny criteria (see, for example, [RS78], pages 209–212). ✷
Proof of Theorem 2.7.III This follows directly from Proposition 2.15 and Theorem 2.17.
These latter results give a complete description of the self-adjoint extensions of the operator
H for ν+ ∈ L∞(0, 1). The Friedrichs extension Ĥ1,0 corresponds to Dirichlet boundary
conditions ϕ(0+) = 0, the extension Ĥ0,1 to Neumann boundary conditions (c ϕ
′)(0+) = 0
and the other extensions to Robin boundary conditions. The latter are positive-definite if
αβ−1 ≥ 0. ✷
Remark 2.18 It is straightforward to establish that if αβ−1 < 0 then the extensions
Hα,β of H have a simple negative eigenvalue. Therefore these extensions are no longer
contractive on L2(0,∞) and certainly not submarkovian.
Remark 2.19 Theorem 2.7 identifies two distinct cases in which H+ has a unique sub-
markovian extension, the Friedrichs extension H+F . In both cases ν+ 6∈ L∞(0, 1). More-
over, in both cases D(H+F ) = D(H+)+ span σ+ and H+F (ϕ+ a σ+) = H+ϕ− a (c σ
′
+)
′ for
all ϕ ∈ D(H+) and a ∈ R. The distinction between the cases occurs because ν+ 6∈ L2(0, 1)
implies that σ+ ∈ D(H+). Therefore H+F = H+ and H+ is essentially self-adjoint. But if
ν+ ∈ L2(0, 1) then σ+ 6∈ D(H+) and H+F is a strict extension of H+.
3 The line
In this section we prove Theorem 1.1 by applying the results of Section 2 toH+ = H|C∞c (0,∞)
on L2(0,∞), H− = H|C∞c (−∞,0) on L2(−∞, 0) and H0 = H− ⊕H+ on L2(R).
Let σ ∈ C∞c (R) satisfy 0 ≤ σ ≤ 1, supp σ ⊆ [−2, 2] and σ = 1 on 〈−1, 1〉. Define σ+ by
σ+(x) = 0 if x < 0 and σ+(x) = σ(x) if x ≥ 0 and set σ− = σ − σ+. Further define τ± by
τ±(x) = ν±(±x) σ±(x). Thus τ+ has support in [0, 2] and τ− has support in [−2, 0]. Now
one can characterize the self-adjoint extensions of H+ with the aid of the functions σ+, τ+
exactly as in Section 2 and the extensions of H− with the aid of σ−, τ− in an analogous
fashion.
Proof of Theorem 1.1.I There are two cases to be considered: 1. ν+ ∧ ν− 6∈ L2(0, 1),
and 2. ν+ ∧ ν− ∈ L2(0, 1) and ν+ ∨ ν− 6∈ L2(0, 1).
Assume ν+ ∧ ν− 6∈ L2(0, 1). Then H+ is essentially self-adjoint on L2(0,∞) and H−
is essentially self-adjoint on L2(−∞, 0) by Theorem 2.7.I. Hence H0 = H− ⊕ H+ is self-
adjoint on L2(R). Since a self-adjoint operator cannot have a proper closed symmetric
extension it follows that H = H0 = H− ⊕H+ is self-adjoint. Therefore H must coincide
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with the Friedrichs extension HF of H and it automatically generates a submarkovian
semigroup. Clearly this semigroup must leave L2(−∞, 0) and L2(0,∞) invariant.
Secondly, assume ν+ 6∈ L2(0, 1) and ν− ∈ L2(0, 1). Then the argument is slightly
different although the conclusion is the same. Again H+ is essentially self-adjoint on
L2(0,∞). But then σ+ ∈ D(H
∗
+) = D(H+) or, as a relation on L2(R), σ+ ∈ D(H). Since
σ ∈ D(H) it follows that σ− ∈ D(H). Now one can define a self-adjoint extension H˜−
of H− by D(H˜−) = D(H−) + span σ− ⊆ D(H) and H˜−(ϕ + β σ−) = H−ϕ − β (c σ
′
−)
′ for
ϕ ∈ D(H−) and β ∈ R. Then H ⊇ H˜−⊕H+ and since a self-adjoint operator cannot have
a proper closed symmetric extension it follows that H = H˜−⊕H+ is self-adjoint. Then H
must coincide with the Friedrichs extension HF of H and the corresponding semigroup is
submarkovian. Clearly the semigroup leaves L2(−∞, 0) and L2(0,∞) invariant.
Thirdly, the argument for ν+ ∈ L2(0, 1) and ν− 6∈ L2(0, 1) is similar. ✷
Proof of Theorem 1.1.II Now we assume ν+ ∨ ν− ∈ L2(0, 1). Since H0 ⊆ H and H0
and H are both symmetric one has
H0 ⊆ H ⊆ H
∗ ⊆ H∗0 . (18)
But H0 is the direct sum of H± and as both these operators have deficiency indices (1, 1),
by Proposition 2.1.II, the operator H0 must have deficiency indices (2, 2). Thus D(H0)
has codimension 4 in D(H∗0). Moreover, H
∗
0 = H
∗
− ⊕H
∗
+ and one can compute the adjoint
of H0 in terms of the adjoints of the operators H± on the half-lines. But this allows one
to compute the domain of H∗.
Proposition 3.1 If ν+ ∨ ν− ∈ L2(0, 1) then
D(H∗) = D(H0) + span σ+ + span σ− + span(τ+ − τ−)
= D(H) + span(σ+ − σ−) + span(τ+ − τ−) . (19)
Proof It follows from Proposition 2.8 applied to H± that
D(H∗0 ) = D(H0) + span σ+ + span σ− + span τ+ + span τ− . (20)
Now introduce the boundary form ϕ, ψ ∈ D(H∗0 ) 7→ B0(ϕ, ψ) by
B0(ϕ, ψ) = (H
∗
0ϕ, ψ)− (ϕ,H
∗
0ψ) .
Then it follows from (18) that
D(H∗) = {ϕ ∈ D(H∗0 ) : B0(ϕ, ψ) = 0 for all ψ ∈ D(H)} (21)
(see [Far75], lemma on page 86). Now one can compute D(H∗) by use of (20).
First B0(ϕ, ψ) = 0 for all ϕ ∈ D(H0) and ψ ∈ D(H). Secondly
B0(σ+, ψ) = 0 = B0(σ−, ψ)
for all ψ ∈ C∞c (R) by direct calculation. Thirdly,
B0(τ+, ψ) = (c ν
′
+ ψ)(0)− (ν+ c ψ
′)(0) = −ψ(0) = B0(τ−, ψ)
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since (ν+ c ψ
′)(0) = 0 = (ν− c ψ
′)(0) for all ψ ∈ C∞c (R). The latter relations follow because
the assumption c(0) = 0 implies that (c ψ′)(0) = 0. Hence (c ψ′)(x) =
∫ x
0
ds (c ψ′)′(s) and
this gives an estimate |(c ψ′)(x)| ≤ |x|1/2 ‖Hψ‖2. As the ν± are square integrable near the
origin one has |x|1/2ν±(x)→ 0 as x→ 0 by Lemma 2.4. Therefore B0(τ+ − τ−, ψ) = 0 for
all ψ ∈ D(H). But there is a ψ ∈ D(H) such that B0(τ+ + τ−, ψ) 6= 0. Consequently one
concludes from (21) that
D(H∗) = D(H0) + span σ+ + span σ− + span(τ+ − τ−)
which is the first statement of the proposition. But σ++σ− = σ ∈ C
∞
c (R) ⊆ D(H). Hence
D(H0) + span(σ+ + σ−) ⊆ D(H). Therefore
D(H∗) = D(H0) + span(σ+ + σ−) + span(σ+ − σ−) + span(τ+ − τ−)
⊆ D(H) + span(σ+ − σ−) + span(τ+ − τ−) ⊆ D(H
∗)
which gives the second statement of the proposition. ✷
Note that B0(τ+, σ+) = 1 = B0(τ−, σ−). Hence, under the assumptions of the propo-
sition, one cannot have σ+ − σ−, τ+ − τ− ∈ D(H). Therefore D(H) has codimension 2 in
D(H∗), i.e. H has deficiency indices (1, 1). Moreover, since σ ∈ D(H) one has
D(H∗) = D(H) + span σ+ + span(τ+ − τ−) = D(H) + span σ− + span(τ+ − τ−) .
The self-adjoint extensions Hα,β of H are given for (α, β) ∈ R
2\(0, 0) by
D(Hα,β) = D(H) + span
(
β (σ+ − σ−)− α (τ+ − τ−)
)
and Hα,βΦ = H
∗Φ for Φ ∈ D(Hα,β). This definition is the direct analogue of the definition
on the half-line given in Proposition 2.9. Again Hα,β = Hα′,β′ for all pairs with αβ
′ = α′ β.
In terms of the boundary form ϕ, ψ ∈ D(H∗) 7→ B(ϕ, ψ) associated with H one has
D(Hα,β) = {ϕ ∈ D(H
∗) : B(β (σ+ − σ−)− α (τ+ − τ−), ϕ) = 0} .
Now consider the extension with α = 0 and β = 1. Then D(H0,1) = D(H)+span(σ+−σ−).
But if ν+ 6∈ L∞(0, 1) then σ+ ∈ D(h) by Lemma 2.11 applied to h instead of h+. Since
σ = σ+ + σ− ∈ C
∞
c (R) it follows that σ− ∈ D(h). Thus D(H0,1) ⊆ D(h). Therefore
h0,1 = h and H0,1 is the Friedrichs extension HF of H . A similar conclusion is valid if
ν− 6∈ L∞(0, 1).
Therefore if ν+ ∧ ν− 6∈ L∞(0, 1) the operator H0,1 generates a submarkovian semigroup
S which leaves the subspaces L2(−∞, 0) and L2(0,∞) invariant. This establishes the first
part of Theorem 1.1.II.
Note that if Φ = ϕ+ a (σ+ − σ−)− b (τ+ − τ−) with ϕ ∈ D(H) then
(cΦ′)(0+) = lim
x→0+
(cΦ′)(x) = −b lim
x→0+
(c τ ′+)(x) = b
and
(cΦ′)(0−) = lim
x→0−
(cΦ′)(x) = b lim
x→0−
(c τ ′−)(x) = −b .
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Therefore
b =
(
(cΦ′)(0+)− (cΦ
′)(0−)
)
/2 .
In particular if Φ ∈ D(H0,1) then b = 0 and the extension is characterized by the boundary
condition (cΦ′)(0+) = (cΦ
′)(0−) which links the left and right half-lines.
It remains to prove that under the assumption of the second statement of Theorem 1.1
there are no other submarkovian extensions. The key step in the proof is the identification
of the corresponding form domains.
Proposition 3.2 Assume ν+ ∨ ν− ∈ L2(0, 1) but ν+ ∨ ν− 6∈ L∞(0, 1). If α 6= 0 then
D(hα,β) = D(h) + span(τ+ − τ−) = D(h1,0).
Proof The proof is very similar to the proof of Proposition 2.16.
First, since hα,β ⊇ h one has D(h) ⊆ D(hα,β). But σ± ∈ D(h), again by Lemma 2.11
and the observation that σ = σ+ + σ− ∈ C
∞
c (R). Moreover, since D(Hα,β) ⊆ D(hα,β) it
follows that a (σ+−σ−)−b (τ+−τ−) ∈ D(hα,β) for all a, b satisfying aα = b β. Since α 6= 0
one deduces that τ+ − τ− ∈ D(hα,β). Therefore D(h) + span(τ+ − τ−) ⊆ D(hα,β).
Secondly, the converse inclusion is established by a slight modification of the second
part of the proof of Proposition 2.16. It is again dependent on the observation thatD(Hα,β)
is a core of hα,β. We omit the details. ✷
Corollary 3.3 Assume ν+ ∨ ν− ∈ L2(0, 1) but ν+ ∨ ν− 6∈ L∞(0, 1). If α 6= 0 then the
semigroup Sα,β generated Hα,β is neither positive nor L∞-contractive.
Proof It is necessary for positivity of Sα,β that ϕ ∈ D(hα,β) implies |ϕ| ∈ D(hα,β). This
is a consequence of the first Beurling–Deny criterion (see, for example, [RS78], page 209).
But τ+ − τ− ∈ D(h1,0) = D(hα,β) and by definition the τ± are positive with disjoint
supports. Therefore |τ+− τ−| = τ++ τ−. Since τ± 6∈ D(h1,0) the semigroup is not positive.
The failure of L∞-contractivity is established by the argument used for the half-line
(see the proof of Theorem 2.10). ✷
This completes the proof of Theorem 1.1.II. ✷
Proof of Theorem 1.1.III Assume ν+ ∨ ν− ∈ L2(0, 1). Then define ν by
ν(x) =
∫ x
0
ds c(s)−1
and τ = ν σ. It follows readily that τ is related to the previous functions τ± by a relation
τ = γ σ + δ (σ+ − σ−)− (τ+ − τ−)
with γ, δ ∈ R and δ ≥ 0. Therefore the self-adjoint extensions Hα,β of H can now be
defined as the restrictions of H∗ to the domains D(Hα,β) = D(H)+span(β(σ+−σ−)+α τ)
with a typical element Φ ∈ D(Hα,β) given by Φ = ϕ+a (σ+−σ−)+b τ where ϕ ∈ D(H) and
aα = b β. Therefore Φ(0±) = ϕ(0)±a, (cΦ
′)(0±) = ±b and one has a = (Φ(0+)−Φ(0−))/2
and b = ((cΦ′)(0+)− (cΦ
′)(0−))/2. Thus Φ satisfies the boundary condition
β
(
(cΦ′)(0+)− (cΦ
′)(0−)
)
= α
(
Φ(0+)− Φ(0−)
)
.
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A slight variation of the previous arguments gives hF = h1,0 and D(HF ) = D(H) +
span τ . The corresponding boundary condition is (cΦ′)(0+) = (cΦ
′)(0−). Although the
Friedrichs extension is automatically submarkovian the corresponding semigroup no longer
leaves the subspaces L2(0,∞) and L2(−∞, 0) invariant. The boundary condition now links
the two sides of the line.
If β 6= 0 then arguing as in the proofs of Propositions 2.16 and 3.2 one finds
D(hα,β) = D(h) + span(σ+ − σ−) = D(h0,1) .
Then by an argument analogous to the proof of Proposition 2.17 one deduces that
hα,β(ϕ) = h0,1(ϕ) + αβ
−1 |(ϕ(0+)− ϕ(0−)|
2/4 .
Since D(H0,1) corresponds to the boundary condition (c ϕ
′)(0+) = (c ϕ
′)(0−) it follows that
h0,1(ϕ) =
∫
R
dx c(x) |ϕ′(x)|2
for all ϕ ∈ D(H0,1). Then, by closure, h0,1 is a Dirichlet form and H0,1 is submarkovian.
Since ||ϕ(x)|− |ϕ(y)|| ≤ |ϕ(x)−ϕ(y)| it follows that if α β−1 ≥ 0 then hα,β satisfies the
first Beurling–Deny criterion. A similar argument shows that under the same restriction
on α and β it satisfies the second criterion. Therefore one concludes that if α β−1 ≥ 0 then
Hα,β is submarkovian.
Finally we note that if αβ−1 < 0 one can establish that Hα,β has a simple negative
eigenvalue. So Sα,β is not contractive on L2(R) and therefore not submarkovian. ✷
Remark 3.4 If H has a unique submarkovian extension then it is equal to the Friedrichs
extension HF and is given by D(HF ) = D(H) + span(σ+ − σ−) and
HF (ϕ+ a (σ+ − σ−)) = Hϕ− a ((c σ
′
+)
′ − (c σ′−)
′)
for all ϕ ∈ D(H) and a ∈ R. There are two distinct cases corresponding to the first two
cases of Theorem 1.1. In the first case, ν+ ∨ ν− 6∈ L2(0, 1), one has σ± ∈ D(H). Therefore
HF = H and H is essentially self-adjoint. In the second case σ± 6∈ D(H).
4 L1-estimates
The principal aim of this section is the proof of Theorem 1.2. This requires a number of
preliminary L1-estimates which are valid under the weaker hypothesis c ∈ W
1,1
loc (R). This
is sufficient to ensure that HC∞c (R) ⊆ L1(R). We again begin by analyzing H on the
half-line.
Let H+ = H|C∞c (0,∞). Then H+C
∞
c (0,∞) ⊆ L1(0,∞) and we may consider H+ as
an operator on L1(0,∞) with domain D(H+) = C
∞
c (0,∞). Next let σ+ ∈ C
∞
c (0,∞) be
the function defined in Section 2 and define the extension H˜+ of H+ by setting D(H˜+) =
D(H+) + span σ+ and H˜+(ϕ+ β σ+) = H+ϕ− β (c σ
′
+)
′ for all ϕ ∈ D(H+) and β ∈ R. An
analogous L2-extension was used in the proof of Theorem 1.1.I.
Lemma 4.1 The operator H˜+ is both L1-dissipative and L1-dispersive. Therefore H˜+ is
L1-closable and its closure is L1-dissipative and L1-dispersive.
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Proof The operator H˜+ is L1-dissipative if and only if
(H˜+Φ, sgn(Φ)) ≥ 0
for all Φ ∈ D(H˜+) where sgn(Φ) denotes the usual sign function. Moreover, it is L1-
dispersive if and only if
(H˜+Φ, (sgn(Φ) ∨ 0)) ≥ 0
for all Φ ∈ D(H˜+). (For background on dissipative and dispersive operators see [BaR84],
Section 2.1, or [Nag86].)
Let Φ = ϕ+β σ+ with ϕ ∈ D(H+) and β ∈ R and note that (cΦ
′)(0+) = 0. Next choose
a monotonically increasing C∞-function η such that η(x) = 0 if |x| ≤ 1 and η(x) = ± 1 if
±x ≥ 2. Then set Φn = η(nΦ). It follows that Φn ∈ C
∞
c (R) and Φn converges pointwise
to sgn(Φ) as n→∞. But integrating by parts and using (cΦ′)(0+) = 0 one has
(H˜+Φ,Φn) =
∫ ∞
0
dx c(x) Φ′(x) Φ′n(x) =
∫ ∞
0
dx c(x) |Φ′(x)|2 n η′(nΦ) ≥ 0 .
Therefore in the limit n → ∞ one deduces that (H˜+Φ, sgn(Φ)) ≥ 0. Thus H˜+ is L1-
dissipative. The proof of dispersivity is similar.
Finally it follows by general theory that a norm densely-defined dissipative operator on
a Banach space is closable and that its closure is dissipative. Moreover, if the operator is
dispersive then the closure is also dispersive. (See [BaR84], Theorem 2.3.1.) ✷
Note that as H+ is a restriction of H˜+ it automatically inherits the dissipativity and dis-
persivity properties. Thus H+ is both dissipative and dispersive on L1(0,∞). Therefore its
L1-closure H
1
+ generates a strongly continuous positive contraction semigroup on L1(0,∞)
if and only if the range of (I +H+) is L1-norm dense (see, [BaR84], Corollary 2.2.2). But
this is equivalent to the statement that if ψ ∈ L∞(0,∞) and (ψ, (I + H+)ϕ) = 0 for all
ϕ ∈ C∞c (0,∞) then ψ = 0, i.e. if (I+H
∗
+)ψ = 0 in the sense of distributions then ψ = 0. If,
however, ψ − (c ψ′)′ = 0 in the distributional sense it follows that c ψ′ is locally absolutely
continuous. Then since c > 0 on 〈0,∞〉 it follows that ψ is a C1-function locally. Therefore
ψ = (c ψ′)′ in the usual sense of ordinary differential equations.
The following lemma is the key to establishing the range condition.
Lemma 4.2 Let c ∈ W 1,1loc (0,∞) be strictly positive on 〈0,∞〉. Assume
∫∞
1
ds s c(s)−1 =
∞. Consider the ordinary differential equation (c ψ′)′ = ψ on 〈0,∞〉 with the boundary
condition ψ′(0+) = γ ψ(0+).
If γ ≥ 0 then there are no non-zero Lp-solutions ψ for any p ∈ [1,∞].
Proof Assume that ψ is a non-zero solution. Then
−
∫ x
0
|ψ|2 = −
∫ x
0
(c ψ′)′ ψ = (c ψ′ ψ)(0+)− (c ψ
′ ψ)(x) +
∫ x
0
c |ψ′|2
= γ ψ2(0+)− (c ψ
′ ψ)(x) +
∫ x
0
c |ψ′|2 .
Therefore
2−1(c (ψ2)′)(x) = γ ψ2(0+) +
∫ x
0
|ψ|2 +
∫ x
0
c |ψ′|2 ≥
∫ x
0
|ψ|2 .
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where the last bound uses γ ≥ 0. In particular ψ2 is non-decreasing. Since ψ 6= 0 there is
an x0 such that ψ(x0) 6= 0 and it follows that
2−1(c (ψ2)′)(x) ≥ (x− x0)ψ
2(x0)
for all x ≥ x0. Therefore
(ψ2)′(x) ≥ ψ2(x0) x c(x)
−1
for x ≥ 2 x0. It follows by integration that |ψ(x)|
2 → ∞ as x → ∞. Therefore there are
no non-zero Lp-solutions. ✷
Remark 4.3 The conclusion of the lemma is valid in the limiting case γ = +∞, i.e. with
the Dirichlet boundary condition ψ(0+) = 0.
If ψ ∈ L∞(0,∞) and (ψ, (I +H+)ϕ) = 0 for all ϕ ∈ C
∞
c (0,∞) then ψ satisfies the dif-
ferential equation of Lemma 4.2 but it is not clear that it satisfies an appropriate boundary
condition. This will follow from an L1-version of Lemma 2.11.
Proposition 4.4 If ν+ 6∈ L∞(0, 1) then σ+ ∈ D(H
1
+) and H
1
+ σ+ = −(c σ
′
+)
′ ∈ L1(0,∞).
Proof First observe that C2c (0,∞) ⊆ D(H
1
+) by straightforward estimates. Then let
ϕn be a sequence of C
2-functions satisfying 0 ≤ ϕn ≤ 1, ϕn(x) = 0 if x ∈ [0, n
−1] and
ϕn(x) = 1 if x ≥ 1. It follows that 0 ≤ ϕn σ+ ≤ 1, suppϕn σ+ ∈ [n
−1, 2], ϕn σ+ ∈ D(H
1
+)
and H
1
+(ϕn σ+) = −(c (ϕn σ+)
′)′.
Secondly, we construct below a particular sequence of ϕn such that
lim
n→∞
ϕn(x) = 1 (22)
for all x > 0 and
lim
n→∞
‖(c ϕ′n)
′‖1 = 0 (23)
Then it follows that
lim
n→∞
‖ϕn σ+ − σ+‖1 = 0 and lim
n→∞
‖H
1
+(ϕn σ+) + (c σ
′
+)
′‖1 = 0
and the proposition is established.
Construction of the sequence ϕn The construction is in four steps.
Step 1 Define χn:R → [0, 1] by (14). Then set ξn = (1 − χn)
2. The ξn are positive,
increasing, differentiable and ξn(x)→ 1 for all x > 0 as n→∞. Moreover, on [n
−1, 1] one
has ξ′n = −2χ
′
n(1− χn) and ξ
′
n = 0 elsewhere. But the definition of χn gives
ξ′n(x) = 2 c(x)
−1
(∫ x
n−1
c−1
)
ν−2n
for x ∈ [n−1, 1]. In particular ξ′n(n
−1) = 0 and ξ′n(1) = 2 c(1)
−1ν−1n . Thus ξn fails to be
twice-differentiable since ξ′n is discontinuous at x = 1. Therefore we modify the derivative
by the addition of a linear function on the interval [n−1, 1].
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Step 2 Define ηn by
ηn(x) =


0 if x ∈ [0, n−1〉 ,(
ξ′n(x)− ξ
′
n(1)(x− n
−1)(1− n−1)−1
)
if x ∈ [n−1, 1] ,
0 if x ≥ 1 .
(24)
then ηn(n
−1) = 0 = ηn(1) and ηn is continuous. Therefore setting ζn(x) =
∫ x
0
ηn for x ≤ 1
and ζn(x) = ζn(1) if x ≥ 1 the resulting function is twice-differentiable and ζn(x) = 0 for
x ∈ [0, 1/n]. Nevertheless
ζn(1) =
∫ 1
0
ηn < ξn(1) = 1
so to complete the construction we rescale ζn.
Step 3 Define ϕn = ζn(1)
−1ζn. It follows immediately that ϕn(x) = 0 if x ∈ [0, n
−1],
ϕn(x) = 1 if x ≥ 1 and ϕn is twice differentiable. Moreover,
ϕn(x) = ζn(1)
−1
(
1− ξ′n(1)
∫ x
n−1
ds (s− n−1)(1− n−1)−1
)
≥ ζn(1)
−1(1− ξ′n(1)) ≥ (1− ξ
′
n(1))
and since ξ′n(1) = c(1)
−1ν−1n → 0 as n → ∞ one has ϕn ≥ 0 for all sufficiently large n. It
remains to verify (22) and (23).
Step 4 First one has 1 > ζn(1) ≥ 1 − ξ
′
n(1)) → 1 as n→ ∞. Therefore limn→∞ ϕn(x) =
limn→∞ ζn(x). But
ζn(x) = ξn(x)− ξ
′
n(1)
∫ x
n−1
ds (s− n−1)(1− n−1)−1 → 1
for x > 0 since ξ′n(1)→ 0. Thus (22) is verified.
Secondly, if x ∈ [n−1, 1] then
(c ϕ′n)(x) = ζn(1)
−1(c η)(x) = ζn(1)
−1
(
(c ξ′n)(x)− ξ
′
n(1)c(x)(x− n
−1)(1− n−1)−1
)
.
Therefore
(c ϕ′n)
′(x) = ζn(1)
−1
(
(c ξ′n)
′(x)− ξ′n(1)c
′(x)(x− n−1)(1− n−1)−1 − ξ′n(1)c(x)(1− n
−1)−1
)
.
But ζn(1)
−1 → 1, ξ′n(1)→ 0 and ‖c
′‖∞ <∞. Thus
lim
n→∞
‖(c ϕ′n)
′‖1 = lim
n→∞
‖(c ξ′n)
′‖1 ,
i.e. the modifications to ξn in Steps 2 and 3 do not affect the L1-limit. But
(c ξ′n)
′(x) = c(x)−1 ν−2n
for x ∈ [n−1, 1] and is zero elsewhere. Therefore
‖(c ξ′n)
′‖1 =
(∫ 1
n−1
c−1
)
ν−2n = ν
−1
n
and (23) is verified.
This completes the proof of Proposition 4.4. ✷
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Corollary 4.5 If ν+ 6∈ L∞(0, 1) then the L1-closures of H+ and H˜+ are equal.
Proof This follows immediately because D(H+) ⊆ D(H˜+) but the proposition establishes
that D(H˜+) ⊆ D(H
1
+). ✷
Remark 4.6 It follows from the proof of Proposition 4.4 that if ν+ 6∈ L∞(0, 1) then
one may construct a sequence σn ∈ C
∞
c (0,∞) such that ‖σn − σ+‖1 → 0 and moreover
‖H+σn + (c σ
′
+)
′‖1 → 0 as n → ∞. It suffices to replace the C
2
c -approximants ϕn by
C∞c -approximants and to set σn = ϕnσ+.
Remark 4.7 Although the foregoing results were established for H+ = H|C∞c (0,∞) similar
statements are true for H− = H|C∞c (−∞,0), e.g. H− is L1-dissipative on L1(−∞, 0).
Now we turn to the proof of Theorem 1.2. Since this involves the action of H on L1
and on L2 it is necessary to adopt the earlier stronger assumption that c ∈ W
1,2
loc (R). Then
all the preceding results apply.
Proof of Theorem 1.2 I⇒II. This is evident.
II⇒III. First, it follows from an obvious extension of Lemma 4.1 that H is both L1-
dissipative and L1-dispersive. Therefore Condition II implies that the L1-closure H
1
of
H generates a strongly continuous positive contraction semigroup S on L1(R). Next let
HF denote the Friedrichs extension of H and H1 the generator of the corresponding sub-
markovian semigroup acting on L1(R). If ϕ ∈ C
∞
c (R) then H
1
ϕ = Hϕ = HFϕ. But
Hϕ ∈ L1(R). Therefore ϕ ∈ D(H1) and H1ϕ = HFϕ = H
1
ϕ. Since C∞c (R) is a core
of H
1
it follows that H1 ⊇ H
1
. But H
1
generates a contraction semigroup and H1 is
L1-dissipative. Therefore H1 = H
1
. In particular S extends to a submarkovian semigroup
on the Lp-spaces which coincides with the submarkovian semigroup generated by HF .
Secondly, let H˜ be another submarkovian extension of H and H˜1 the generator of
the corresponding semigroup on L1(R). If ϕ ∈ C
∞
c (R) one then has H
1
ϕ = Hϕ =
H˜ϕ ∈ L1(R). Therefore H˜1ϕ = H˜ϕ = H
1
ϕ and it follows by the previous argument that
H˜1 = H
1
. Hence H˜1 = H1 and H˜ must be the Friedrichs extension of H . Therefore the
Friedrichs extension is the unique submarkovian extension of H .
III⇒I. It follows from Theorem 1.2 that H has a unique submarkovian extension, the
Friedrichs extension, if and only if ν+ ∨ ν− 6∈ L∞(0, 1). Let us assume ν+ 6∈ L∞(0, 1) but
ν− ∈ L∞(0, 1). The other cases are handled similarly.
First, we argue that (I +H+)C
∞
c (0,∞) is dense in L1(0,∞). Let ψ ∈ L∞(0,∞) such
that (ψ, (I +H+)ϕ) = 0 for all ϕ ∈ C
∞
c (0,∞). Then ψ satisfies the ordinary differential
equation (c ψ′)′ = ψ. In particular c ψ′ is continuous near the origin and (c ψ′)(0+) exists.
But if (c ψ′)(0+) 6= 0 then ψ ∼ ν+ as x → 0+. Since ν+ 6∈ L∞(0, 1) this contradicts
the boundedness of ψ. Therefore (c ψ′)(0+) = 0. Then the assumed growth conditions
at infinity allow the application of Lemma 4.2 and one deduces that ψ = 0. Therefore
(I +H+)C
∞
c (0,∞) is dense in L1(0,∞).
Secondly, consider the restriction H− of H to C
∞
c (−∞, 0). Since ν− ∈ L∞(0, 1) one
cannot apply the foregoing reasoning to establish that (I + H−)C
∞
c (−∞, 0) is dense in
L1(−∞, 0). It follows, however, from Proposition 4.4 that σ+ ∈ D(H
1
+), or σ+ ∈ D(H
1
)
on L1(R). Since σ+ ∈ C
∞
c (R) = D(H) it follows that σ− = σ − σ+ ∈ D(H
1
). Now
one can define a dissipative extension H˜− of H− by D(H˜−) = D(H−) + span σ− and
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H˜−(ϕ+ β σ−) = H−ϕ− β (c σ
′
−)
′ for all ϕ ∈ D(H−) and β ∈ R. Then H ⊇ H˜− ⊕H+ and
to deduce that (I+H)C∞c (R\{0}) is dense in L1(R) it suffices to prove that (I+H˜−)D(H˜−)
is dense in L1(−∞, 0).
Fourthly, suppose there is a ψ ∈ L∞(−∞, 0) such that (ψ, (I + H˜−)Φ) = 0 for all
Φ = ϕ+ β σ− ∈ D(H˜−). It follows that
(ψ, (I +H−)ϕ) + β
(
(ψ, σ−)− (ψ, (c σ
′
−)
′)
)
= 0
for all ϕ ∈ C∞c (−∞, 0) and all β ∈ R. Therefore (ψ, (I+H−)ϕ) = 0 for all ϕ ∈ C
∞
c (−∞, 0)
as before. In addition, however, one must have
(ψ, µ)− (ψ, (c µ′)′) = 0
for all µ = σ− (modC
∞
c (−∞, 0)). But integration by parts gives
(ψ, µ) = ((c ψ′)′, µ)− (µ c ψ′)(0−)
again for all µ = σ− (modC
∞
c (−∞, 0)). This immediately implies that (c ψ
′)(0−) = 0.
Finally, arguing as above, there is no non-zero bounded ψ satisfying (ψ, (I + H−)ϕ) = 0
for all ϕ ∈ C∞c (−∞, 0) and (c ψ
′)(0−) = 0. So (I + H˜−)D(H˜−) is dense in L1(−∞, 0). ✷
Conditions I and II of Theorem 1.2 imply that C∞c (R) is a core of the generator H1 of
the submarkovian semigroup S acting on L1(R). This in turn implies that the semigroup
is conservative. Indeed one has (Hϕ, 1) = 0 for all ϕ ∈ C∞c (R) and by closure for all
ϕ ∈ D(H1). Then, however,
d
dt
(Stϕ, 1) = (H1Stϕ, 1) = 0
ϕ ∈ D(H1). Therefore S must be conservative. Davies [Dav85], Theorem 2.2, has estab-
lished a converse statement for a large class of elliptic operators on Rd (see also [Pan88]).
5 Lipschitz coefficients
In this section we examine operators with a coefficient c ∈ W 1,∞loc (R) and give a proof of
Theorem 1.3. The simplest case is for c strictly positive on R\{0} but c(0) = 0. Then the
W 1,∞loc -assumption on c ensures that c(x) = O(x) as x → 0±. Thus ν± 6∈ L∞(0, 1) and H
has a unique submarkovian extension by Theorem 1.1.II. Another simple situation occurs
if c(x) = 0 for x ≤ 0 but c(x) > 0 for x > 0. Then the Lipschitz condition means that
c(x) = O(x) as x → 0+ and the uniqueness follows from Theorem 2.7.II. To understand
the general situation one needs information about the extensions of H acting on a finite
interval with the coefficient degenerate at both endpoints. These extensions have been
extensively studied by Feller [Fel52] [Fel54] [Fel57] (see also [Man68]) for H acting on
the spaces Cb and L1 using probabilistic arguments and by Ulmet using function analytic
techniques [Ulm92]. Properties of the Friedrichs extension on L2 have also been analyzed in
detail by Campiti, Metafune and Pallara [CMP98]. But all self-adjoint extensions can also
be studied by the methods of the previous sections. The situation for the submarkovian
extensions is particularly simple.
Define ν(x) =
∫ 1/2
x
c−1. Fix σ0 ∈ C
∞
c (0, 1/2) with 0 ≤ σ0 ≤ 1 and σ0 = 1 in a
neighbourhood of zero. Then set τ0 = σ0 ν. Further define σ1 and τ1 as the reflections of
σ0 and τ0 around the midpoint 1/2 of the interval.
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Lemma 5.1 Assume c ∈ W 1,∞(0, 1), c > 0 on 〈0, 1〉 and c(0) = 0 = c(1). Define the
symmetric operator H on L2(0, 1) by Hϕ = −(c ϕ
′)′ for ϕ ∈ C∞c (0, 1).
ThenH has a unique submarkovian extensionHF , the Friedrichs extension, andD(HF ) =
D(H) + span σ0 + span σ1.
Proof Since c ∈ W 1,∞(0, 1) one has c(x) = O(x) as x → 0+ and c(x) = O(1 − x) as
x → 1−. Therefore ν is unbounded at both endpoints 0 and 1. Then the proof follows
the arguments used for the half-line in Section 2. In fact HF (ϕ + a0 σ0 + a1σ1) = Hϕ −
a0(c σ
′
0)
′ − a1(c σ
′
1)
′ for all ϕ ∈ D(H) and a0, a1 ∈ R in direct analogy with Remark 2.19
for the half-line and Remark 3.4 for the line. ✷
It also follows under the assumptions of the lemma that (I + H)C∞c (0, 1) is dense in
L1(0, 1). This can be deduced from the argument used in the proof of Lemma 4.2 or from
Proposition 3.5 of [CMP98].
The foregoing lemma is the last element in the proof of Theorem 1.3.
Proof of Theorem 1.3 First, let Z = {x ∈ R : c(x) = 0} denote the zero set of the
coefficient c. Then L2(R) = L2(Z) ⊕ L2(Z
c). Since H = 0 in restriction to L2(Z) we
only need to analyze the operator on L2(Z
c). Next as c is continuous Z is closed and the
complement Zc is open. Therefore Zc is the union of a family of disjoint open intervals Ii.
Secondly, H|C∞c (Ii) has a unique submarkovian extension Hi by Theorem 2.7 if Ii is
semi-infinite and by Lemma 5.1 if Ii is finite. In both cases Hi is the Friedrichs extension
and its action is given either by the algorithm of Remark 2.19 or by that of Lemma 5.1.
In particular if Ii = 〈ai,∞〉 then D(Hi) = D(H
i
) + span σai where H
i
denotes the L2(Ii)-
closure of H|C∞c (Ii) and σai is a C
∞
c (Ii)-function which is equal to one in a neighbourhood
of ai. Similarly if Ii = 〈ai, bi〉 then D(Hi) = D(H
i
)+span σai+span σbi and if Ii = 〈−∞, bi〉
then D(Hi) = D(H
i
) + span σbi .
Thirdly, set H˜ =
⊕
iHi. Then H˜ is a submarkovian extension of H|C∞c (Zc) correspond-
ing to the Friedrichs extension of H|C∞c (Zc). In particular D(H˜) =
⊕
iD(Hi) consists of
the ϕ =
⊕
i ϕi with ϕi ∈ D(Hi) such that
∑
i(‖ϕi‖
2
L2(Ii)
+ ‖Hiϕi‖
2
L2(Ii)
) < ∞ and then
H˜ϕ =
⊕
iHiϕi. Now let Ĥ denote a second submarkovian extension of H . We will prove
that Ĥ|D(Hi) = Hi for each i and thereby deduce that Ĥ ⊇ H˜. But a self-adjoint operator
cannot have a proper self-adjoint extension so one must have Ĥ = H˜, i.e. H has a unique
submarkovian extension.
If ϕ ∈ C∞c (Ii) ⊆ D(H) then Ĥϕ = Hϕ = H˜ϕ. Therefore Ĥϕ = H˜ϕ for all ϕ ∈ D(H
i
).
Next suppose Ii has a finite left endpoint ai and σai ∈ D(Hi) but σai 6∈ D(H
i
). It
follows from the proof of Proposition 4.4 (see Remark 4.6) that one may choose a sequence
σn,i ∈ C
∞
c (Ii) such that ‖σn,i − σai‖1 → 0 and ‖Hσn,i + (c σ
′
ai
)′‖1 → 0 as n → ∞. Now
let Ĥ1 and H˜1 denote the L1-generators of the submarkovian semigroups generated by Ĥ
and H˜, respectively. Then Ĥ1σn,i = Hσn,i = H˜1σn,i. But Ĥ1 is L1-closed. Therefore
σai ∈ D(Ĥ1) and Ĥ1σai = −(c σ
′
ai
)′. In addition σai and (c σ
′
ai
)′ are both in L2(Ii).
Hence σai ∈ D(Ĥ1) ∩ L2(Ii) and Ĥ1σai = −(c σ
′
ai
)′ ∈ L2(Ii). Therefore σai ∈ D(Ĥ)
and Ĥσai = Ĥ1σai = −(c σ
′
ai
)′. Similarly σai ∈ D(H˜) and H˜σai = −(c σ
′
ai
)′. Thus one
concludes that Ĥσai = H˜σai . If Ii has a finite right endpoint bi one concludes similarly
that Ĥσbi = H˜σbi . Therefore Ĥ and H˜ are equal on D(Hi). This completes the proof of
uniqueness of the submarkovian extension. ✷
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