Land climate interactions play an important role in the climate system[@b1], in particular in transitional climate regions, where soil moisture influences the partitioning of the energy available at the land surface into sensible and latent heat fluxes[@b2]. Surface turbulent fluxes may influence precipitation directly via moisture input to the atmosphere (moisture recycling[@b3]), as well as indirectly, via boundary-layer dynamics[@b4] and mesoscale circulations[@b5]. Moisture recycling is expected to lead to a positive feedback, that is, more precipitation induced by wet conditions. The indirect effect via mesoscale circulations, on the other hand, may lead to a negative effect[@b5]. Finally, the indirect effect via boundary-layer dynamics can theoretically lead to feedbacks of both signs depending on atmospheric conditions[@b4][@b6][@b7]. Studies in the 1990s and 2000s have mostly identified positive coupling mechanisms using models or reanalyses[@b8][@b9][@b10]. However, ref. [@b11] has recently suggested a strong dominance of negative coupling mechanisms in observations contrasting with a strong positive coupling in Global Climate Models. This negative coupling could be consistent with negative indirect effects via soil-moisture-induced mesoscale circulations[@b5] or boundary-layer dynamics. The apparent contradiction between these latter results and previous studies has led to a recent debate on the dominant sign of soil moisture--precipitation feedbacks.

Since the sign of the feedback exhibited by climate models has been shown to be sensitive to the parameterization of convection[@b12][@b13], the use of models with explicit convection or---if possible---the direct inference of the underlying relationships from observations, is essential to avoid parameterization-dependent results. Recently, global data sets of soil moisture, evaporation and precipitation from satellite remote sensing have become available and provide a unique opportunity to study the soil moisture--precipitation coupling mechanisms globally. However, observational analyses are impaired by the difficulty of establishing a causal relationship[@b1][@b14][@b15]. The spatial analysis from ref. [@b11] attempts to overcome this issue by comparing, for a given day, soil moisture at locations with and without rain, to mitigate the impacts of atmospheric persistence on the relationship. Spatial analyses, however, are specifically designed to investigate local, indirect effects and one cannot exclude that they might reflect processes that differ from the traditional understanding of soil moisture--precipitation feedbacks. Indeed, spatial gradients of soil moisture might be largely independent of large-scale soil moisture availability. Coupling mechanisms via mesoscale circulations might thus interact with moisture recycling and other effects at larger scales[@b5]. However, the different methodologies and data sets employed in previous studies hamper direct comparison of the results.

The first comparison of spatial and temporal effects of soil moisture on precipitation is presented here, using long-term global remote-sensing-based data sets of precipitation and morning soil moisture, available over the period 2002--2011 at 3-hourly and daily time steps, respectively, and at a spatial resolution of 0.25° (see Methods). To directly compare spatial and temporal approaches, we use the method by ref. [@b11] to identify afternoon precipitation events, and we compare temporal and spatial structures of pre-event morning soil moisture to non-event days. In particular, we examine whether rain is more likely on days when soils are wetter or drier than climatological conditions, at locations with drier or wetter soils than the surrounding areas, and on days with large or small spatial soil moisture variability. Using this consistent analysis framework, we find that globally, afternoon rain is more likely at locations that are dry compared with the surrounding area (that is, negative spatial correlation), on days that are wet compared with the mean seasonal cycle (that is, positive temporal correlation), and on days with more heterogeneous soil moisture conditions than expected for a region and season. These results demonstrate the coexistence of positive temporal and negative spatial relationships within the same region and based on the same data. Although a positive temporal correlation does not necessarily imply a causal relationship, our results potentially reconcile the notions of positive temporal soil moisture--precipitation coupling with local, spatially negative feedbacks. We further propose physical mechanisms by which these apparently contradictory processes could coexist.

Results
=======

Analysis of precipitation events
--------------------------------

In this study, a precipitation event domain is defined as 5 × 5 grid cells (0.25° × 0.25° each, that is, 1.25° × 1.25° in total) centred at a location of local afternoon precipitation maxima (Lmax) with at least 4 mm of accumulated rain. The event domain is denoted Levt, while Lmin is the location of precipitation minimum within Levt. Events that occur in days with morning precipitation are excluded from the analysis, as our focus is on the triggering of new rainfall events. Similarly, events located over fixed features that may influence precipitation location such as complex topography or water bodies are excluded, and only months when convective conditions dominate are retained for the analysis (see Methods). For each event, morning temporal soil moisture anomalies *S*′ relative to the mean seasonal cycle are analysed at various locations or combinations of these. More precisely, we define three metrics based on three combinations (*Y*^s^, *Y*^t^ and *Y*^h^) of *S*′ at locations Lmax, Lmin and/or Levt: a spatial metric, defined as , which compares soil moisture at location of precipitation maximum versus precipitation minimum; a temporal metric, defined as , which quantifies anomalies of soil moisture at the event locations relative to the seasonal cycle (or, alternatively, using either or instead of , see [Supplementary Discussion](#S1){ref-type="supplementary-material"}); and a heterogeneity metric, defined as (the spatial s.d. of the 25 *S*′ values within Levt), which quantifies spatial soil moisture heterogeneity.

The method to quantify the strength of a relationship between a variable *Y* and precipitation events follows ref. [@b11] (therein, *Y*=*Y*^s^), and is applied for fixed 5° × 5° boxes. For each event, we compute *Y* and denote it as *Y*~e~. Then we define a control sample based on data for non-event days, *Y*~c~ (using the same locations on non-event days). All values of *Y*~e~ and *Y*~c~ within a 5° × 5° box are pooled together, and we compute the difference in *Y* values between the event and control sample, *δ*~e~(*Y*)=mean(*Y*~e~)−mean(*Y*~c~). We then compare *δ*~e~(*Y*) to typical values of *δ*(*Y*) obtained from bootstrapping (see Methods Summary) by displaying the quantile of typical values corresponding to *δ*~e~(*Y*). In other words, we compare *Y* from event days with non-event days and measure the strength of this difference with expectations from resampling.

Spatial relationships
---------------------

The results of the spatial analysis are displayed in [Fig. 1a](#f1){ref-type="fig"} (see also [Supplementary Figs 1 and 2](#S1){ref-type="supplementary-material"}). Clearly, values of *δ*~e~(*Y*^s^) lie on the lower tail of the null distribution (low quantile values) at more locations than they lie on the upper tail (for example, 23% of the analysed boxes lie below 0.1, while only 10% lie above 0.9 as expected by chance). This indicates that afternoon rain falls preferentially over soils that are drier than their surrounding consistently with the findings from ref. [@b11] (see also [Supplementary Fig. 1a](#S1){ref-type="supplementary-material"}), with small differences in the regional patterns likely due to various factors (soil moisture data, precipitation data set version, months used for the analysis and so on). Hence, results from ref. [@b11] do not depend on the use of shallow surface soil moisture therein, as we reproduce these results when considering soil moisture over the entire root zone. The data set-related uncertainties are illustrated in [Supplementary Figs 1 and 2](#S1){ref-type="supplementary-material"}, where various data set combinations are shown to lead to partly different patterns, while all agreeing on the strong dominance of negative spatial coupling. These uncertainties have little impact on our interpretation as we precisely focus on the overall emerging sign of the coupling rather than on its magnitude or geographical distribution.

Temporal relationships
----------------------

The temporal analysis based on *Y*^t^ provides information about the soil moisture state on the morning of an event compared with the expectation, by computing . While this approach is likely to be impacted by externally forced precipitation persistence at various time scales[@b15], it provides a temporal perspective that complements the spatial approach inherent to the metric by ref. [@b11]. We find that afternoon rain does not occur preferentially on days with drier soil conditions: [Fig. 1b](#f1){ref-type="fig"} (see also [Supplementary Figs 3 and 4](#S1){ref-type="supplementary-material"}) highlights that the analysed precipitation events occur for most locations when soils are wetter than usual at Lmax (that is, positive temporal relationship; 51% of analysed grid boxes above 0.9 versus 10% below 0.1). Exceptions are the Central United States, Western Amazonia and parts of the Sahel and Equatorial Africa, where precipitation events tend to occur when soils are dry. We find similar results using Levt or Lmin instead of Lmax ([Supplementary Figs 5 and 6](#S1){ref-type="supplementary-material"}; [Supplementary Discussion](#S1){ref-type="supplementary-material"}), indicating that this correlation may be driven by soil moisture on a larger scale. Together, the spatial and temporal analyses highlight that, for most regions, precipitation events generally occur when soils are wet, but where soils are drier relative to larger-scale regions (as illustrated in [Fig. 2](#f2){ref-type="fig"}).

Possible mechanisms
-------------------

One possible explanation for the diagnosed temporal relationships[@b14][@b15] is that the atmosphere can sustain persistent large-scale features that favour sequences of dry (or wet) days, regardless of soil moisture state. On the other hand, if the above relationships indicate causality, our results imply that soil moisture--precipitation coupling interacts in two ways: the positive temporal coupling might enhance precipitation persistence, while the negative spatial coupling leads to an homogenization of moisture on land. However, these two simultaneous processes are likely to be interdependent, first of all because the required soil moisture heterogeneity for the presence of a spatial coupling may be temporally related to precipitation. To assess whether precipitation events indeed present a preference for heterogeneous soil moisture conditions, we compute our third metric based on *Y*^h^ and thereby compare spatial heterogeneity in the morning of event versus non-event days. The results ([Fig. 1c](#f1){ref-type="fig"}; [Supplementary Figs 7 and 8](#S1){ref-type="supplementary-material"}) clearly indicate that precipitation is triggered preferentially over heterogeneous soil moisture conditions.

Taken together, our results suggest that---if our metrics do not only reflect atmospheric persistence---the negative spatial coupling could lead to a positive temporal feedback at a larger scale, as precipitation-induced soil moisture heterogeneity might help generating further precipitation events via spatial coupling mechanisms[@b5], although with a spatial shift related to previous events. In addition, the rain over drier parcels might enhance evaporation in more water-stressed patches, thereby increasing total evaporation over a larger region. These two effects, in turn could contribute to a positive temporal feedback at larger scales. Note that a positive temporal coupling would not need to occur locally but could also affect areas downwind via moisture recycling[@b16]. This view is also consistent with the fact that land evaporation is overall an important source of moisture for precipitation on land[@b1][@b16]. Nonetheless, a negative temporal effect might also be generated by spatial coupling, which tends to homogenize land wetness and thereby might reduce the occurrence of heterogeneity-induced precipitation events. These possible mechanisms are consistent with our results; their existence and relevance, however, depend on the relative contributions of soil moisture versus atmospheric persistence to the computed statistical relationships.

Discussion
==========

Our findings potentially reconcile a number of studies on soil moisture--precipitation feedback, as illustrated in [Fig. 2](#f2){ref-type="fig"}. Indeed, we demonstrate the compatibility of a positive temporal correlation[@b8][@b10][@b15][@b17][@b18] with a negative spatial correlation[@b5][@b11]. We show that the apparent contradiction in the sign of the soil moisture--precipitation coupling as estimated from various studies is not related to the underlying data but to the consideration of different aspects of the relationship between soil moisture and precipitation. These different aspects might be investigated by combining spatial and temporal metrics, which appear to be conceptually compatible ([Fig. 2](#f2){ref-type="fig"}). Nevertheless, we underline that the apparent positive temporal coupling could reflect persistence in large-scale controls such as atmospheric moisture advection[@b14][@b15]. In such cases, it remains unclear whether a positive soil moisture--precipitation feedback contributes to precipitation persistence and the observed positive temporal relationship, or whether a weak or negative temporal coupling is hidden behind the atmospheric persistence.

Spatial investigations of the coupling present the advantage of directly addressing persistence, as nearby locations are likely to exhibit similar conditions on the same day. However, such approaches by definition relate to spatial heterogeneity and it is not clear if they fully address the question of whether a feedback occurs temporally[@b19], which might be most relevant for seasonal forecasting[@b20]. Our temporal analysis of heterogeneity highlights potential interactions between spatial and temporal coupling mechanisms. Nonetheless, exhaustively addressing causality in temporal soil moisture--precipitation feedback has proven challenging over the past[@b1][@b14][@b15][@b21] and will likely remain so, given the large discrepancies in soil moisture--precipitation coupling in climate models[@b2] and their reported failure to capture some emergent features such as the discussed spatial soil moisture--precipitation relationship[@b11]. In any case, our results suggest that positive temporal feedback might more likely occur at larger (regional) scales rather than be related to boundary-layer dynamics at the local scale (at least not in comparison with surrounding pixels).

In spite of these open questions, we demonstrate that the definition of soil moisture--precipitation coupling in a temporal or spatial context plays a crucial role in the resulting sign of the relationship. Temporally, we find the dominance of an apparent positive relationship, that is, rain occuring more often in wet conditions, which might enhance precipitation persistence. Spatially, we find a dominant negative relationship, that is, rain occuring more often over soils that are drier than the surrounding areas, which might lead to an homogenization of moisture availability on land. If representative of causal relationships, these results would be consistent with the notion of moisture recycling[@b3], as well as the existence of soil moisture-induced mesoscale circulations[@b5]. Improvements in models, in particular with respect to the representation of convection, as well as studies of the feedback with models that explicitly resolve convection[@b13], are becoming increasingly crucial to help disentangling the observed positive temporal relationship from atmospheric persistence.

Methods
=======

Precipitation data
------------------

We use three precipitation data sets that merge measurements from a number of satellites to produce quasi-global, consistent data sets at a high spatial (0.25° × 0.25°) and temporal (3 h) resolution: CMORPH (the Climate Prediction Center morphing method[@b22]) and PERSIANN (Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks[@b23]), available from 60° S to 60° N, and TRMM3B42 (from the Tropical Rainfall Measuring Mission[@b24]), available from 50° S to 50° N and hereafter referred to as TRMM. These products provide us with at least partly independent databases for our investigation of land--precipitation coupling. Here we choose CMORPH as our main data set because of the more physically based algorithm employed, and we only show results with this data set in [Fig. 1](#f1){ref-type="fig"}. Results with other precipitation data sets are provided in the [Supplementary Information](#S1){ref-type="supplementary-material"} ([Supplementary Figs 1--8](#S1){ref-type="supplementary-material"}).

All three products are primarily based on data from passive microwave sensor overpasses, which provide high-quality precipitation estimates, but are available typically only several times a day. These are combined with data from infrared sensors onboard geostationary satellites, which are available at a high temporal resolution over most of the globe. The products rely on different algorithms to convert the raw measurements to consistent precipitation data.

CMORPH propagates passive estimates using motion vectors derived from infrared sensors[@b22]. We use version 1.0 of CMORPH, where the whole archive was reprocessed using a fixed algorithm and using inputs of the same versions. TRMM uses data from the passive microwave sensors, incorporates radars on the TRMM satellites and fills the gaps with infrared data calibrated at the monthly time scale before scaling estimates to monthly rain gauge observations[@b24]. We use version 7 of the 3B42 product. PERSIANN is based on roughly the same input satellite data but uses a neural network approach to estimate precipitation[@b23].

These products have been validated and used in numerous studies[@b25][@b26][@b27]. Generally, a good agreement is found with other products[@b28], but the quality decreases at high latitudes and over water bodies, complex terrain or coastal areas[@b29]. Nonetheless, our analysis does not consider areas with complex topography and water bodies. In addition, precipitation occurrence, which is at the basis of our precipitation detection analysis, was shown to be of good quality[@b30]. Before conducting our analyses, the 3-h precipitation data was adjusted to local time (based on longitude) by taking the closest 3-h Coordinated Universal Time-based time step.

Soil moisture data
------------------

We use two main soil moisture data sets based on satellite observations: surface soil moisture from AMSR-E (NASA-LPRM algorithm[@b31]) and total evaporative stress from GLEAM ('Global Land Evaporation: the Amsterdam Methodology'[@b32]). We choose GLEAM as our primary data set, used in [Fig. 1](#f1){ref-type="fig"}, because of two major advantages over satellite-based surface soil moisture estimates: it includes the whole root zone (in addition to surface soil moisture; limited to the top few cm for AMSR-E), and its variability is limited to when soil moisture impacts evaporation. It also accounts for the effect of the development of vegetation on the evaporative stress, via the inclusion of vegetation optical depth[@b32]. Its main drawback is that it relies on a process-based model to combine relevant observations. Note that the GLEAM data set used here assimilates AMSR-E data, and thereby the analysis is restricted to the AMSR-E era (2002--2011).

GLEAM estimates daily evaporative stress and evaporation components based on remote-sensing data of radiation, precipitation, air temperature, soil moisture, vegetation optical depth and snow water equivalents (see [Supplementary Tables 1 and 2](#S1){ref-type="supplementary-material"} for input data). Here we use a modified version of GLEAM[@b15], which provides estimates of morning (09:00) total evaporative stress *S*, defined by *E*=*SE*~pot~, where *E* denotes evaporation from the land surface and *E*~pot~ is potential evaporation, estimated from the Priestley and Taylor approach[@b33] in GLEAM. Thus, *S* quantifies the land surface stress on evaporation from soil moisture and vegetation activity, and it is referred to as 'soil moisture stress', as the impacts of vegetation on *S* are occurring over slower time scales than the one analysed here.

For each land fraction *i*, the evaporative stress in GLEAM (*S*~*i*~) is defined as a linear function between the wilting point (soil moisture level below which no water is available to plant, that is, *S*~i~=0) and a critical soil moisture level (for and above which *S*~*i*~=*S*~*i*,max~, where *S*~*i*,max~ is a function of vegetation optical depth). For the bare soil fraction, *S*~s,max~=1. Where not stated otherwise, we use the total stress *S* defined as the area-weighted average of individual *S*~*i*~ values over bare soils, short and tall vegetation.

The original GLEAM formulation provides estimates at daily time steps. We adapt this formulation to match our specific timing requirements and thus obtain estimates at 09:00. To do so, we drive GLEAM with input data shown in [Supplementary Table 1](#S1){ref-type="supplementary-material"} and by aggregating all variables to a daily cycle starting and ending at 09:00, similarly to the procedure described in ref. [@b15]. *S* does not include the effect of vegetation interception, but the presence of intercepted water in the morning is unlikely as days with morning rain are removed from the analysis[@b15] (see below).

To test the sensitivity of our results to the precipitation data used as input, we compute three estimates from our three precipitation data sets, which we refer to as GLEAM~C~, GLEAM~T~ and GLEAM~P~ for the estimates driven by CMORPH, TRMM and PERSIANN, respectively. Results shown in [Fig. 1](#f1){ref-type="fig"} refer to GLEAM~C~.

A major difference in our input data sets compared with ref. [@b15] is the use of surface radiation data from CERES (the Clouds and Earth's Radiation Energy System[@b34]) instead of the GEWEX Surface Radiation Balance data[@b35]. These two data sets are based on multiple satellite data and they provide top-of-the-atmosphere and surface radiation fluxes globally, at a high temporal resolution (3 h)[@b36]. CERES is based on more recent sensors, with data starting and extending later in time, which provides longer overlap with the other products used in the analysis (CMORPH and PERSIANN in particular). In addition, CERES surface products have been shown to perform well[@b37][@b38][@b39].

Data gaps are filled using GPCP (for precipitation) and ERA-interim (for radiation, and for precipitation in cases where GPCP data are missing) as shown in [Supplementary Table 2](#S1){ref-type="supplementary-material"}. All data sets are interpolated bilinearly to a 0.25° resolution before the pre-processing. GPCP is a daily product. For each day, gaps in a 3 h time step in CMORPH or PERSIANN are filled to match daily precipitation from GPCP. Other data sets are available at 3 h resolution. To mitigate the impacts of gap filling, GLEAM 09:00 values of day *i* are masked and removed from the analysis if precipitation or net radiation is missing on day *i*−1, or if in the 10 previous days, a gap of *n* subsequent days in precipitation data ends between day *i*−*n*/2 and day *i*−1.

GLEAM has been extensively validated and inter-compared with other methodologies to estimate heat fluxes[@b32][@b40][@b41][@b42][@b43]. In particular, soil moisture from GLEAM has been successfully validated using measurements from 701 soil moisture sensors all across the world (see [Supplementary Information](#S1){ref-type="supplementary-material"} of ref. [@b44]). The mean and s.d. of GLEAM *S* are shown in [Supplementary Fig. 9](#S1){ref-type="supplementary-material"}. The sensitivity of our results to the chosen soil moisture data set has been investigated by using not only satellite-based surface soil moisture from AMSR-E ([Supplementary Figs 1,3 and 5--7](#S1){ref-type="supplementary-material"}) but also GLEAM estimates based on various precipitation inputs ([Supplementary Figs 1,3 and 5--7](#S1){ref-type="supplementary-material"}) and surface soil moisture stress from GLEAM ([Supplementary Figs 2, 4 and 8](#S1){ref-type="supplementary-material"}). Note that the forcing data, especially the surface soil moisture observations, are prone to large errors over tropical forests. Results in these regions should therefore be interpreted with caution.

Computational details
---------------------

We use the precipitation event detection technique from ref. [@b11] and compare the pre-event soil moisture field of the events with a control sample based on non-event days. We define afternoon precipitation as the accumulated precipitation between 12:00 and 24:00. On a particular day, an event consists of 5 × 5 grid cells (0.25° × 0.25° each, that is, 1.25° × 1.25° in total) centred at a location of local maxima (Lmax) where afternoon precipitation exceeds 4 mm. In case of overlap between several events on the same day, only the event with the largest accumulated precipitation at Lmax is retained. The 1.25° × 1.25° event domain is denoted as Levt, while Lmin is the location of precipitation minimum within Levt, where in case of multiple grid cells belonging to Lmin for a given event, the soil moisture value at Lmin is defined as the average of all the corresponding values.

A number of filters are applied to the individual 0.25° grid cells, and events for which Levt contains any filtered out grid cell are excluded from the computation. To ensure that events are generated in the analysed afternoon, grid cells with morning (06:00−12:00) precipitation \>1 mm are filtered out. Grid cells with fixed features that may influence the precipitation field are also excluded: grid cells with a range of topographic height within a box of 1.25° exceeding 300 m, as well as grid cells where water bodies cover over 5% of the area are removed as in ref. [@b11], using the data sets therein. [Supplementary Figure 10](#S1){ref-type="supplementary-material"} illustrates the event definition and the filters applied with an example day over West Africa. To concentrate on the convective season, results in [Fig. 1](#f1){ref-type="fig"} are presented for May--September latitudes North of 23° N, November--March latitudes South of 23° S, and including all months in the tropics where convection is the dominant process of precipitation generation[@b45]. Results for individual seasons are available in [Supplementary Fig. 11](#S1){ref-type="supplementary-material"}.

Once the events are detected, we analyse the corresponding patterns of morning soil moisture defined by *Y* (that is, *Y*^s^, *Y*^t^ or *Y*^h^, see main text). Soil moisture anomalies *S*′ (that is, with the mean seasonal cycle subtracted) are used to mitigate the impacts of seasonality. The control sample corresponding to each event includes all days from the same calendar month on different years, excluding days with morning rainfall or with an event occurring at the same location. Before pooling events belonging to a fixed 5° box together, the climatological value of *Y* is subtracted to ensure comparability between locations. In total, a large number of events is detected for most boxes, in particular over tropical areas ([Supplementary Fig. 12](#S1){ref-type="supplementary-material"}).

Typical *δ*(*Y*) values are computed by pooling both samples (*Y*~e~ and *Y*~c~) together and taking 1,000 bootstrap samples of a size equal to the size of *Y*~e~. The quantile of the null distribution of *δ*(*Y*) to which the actual *δ*~e~(*Y*) corresponds is a measure of the significance of the relationship.

Note that we have chosen to include rainfall from 12:00 to 24:00 in our analysis, while ref. [@b11] uses 12:00−21:00. This might lead to some different detected locations if events are propagated. However, a direct comparison between the two definitions of afternoon shown in [Supplementary Fig. 13](#S1){ref-type="supplementary-material"} highlights the robustness of our results to this aspect of the analysis.

Applying a temporal metric from the literature[@b10][@b15] to our data yields regions of positive and negative *P* values similar to our temporal metric *δ*~e~(*Y*^t^) shown in [Fig. 1b](#f1){ref-type="fig"} (see [Supplementary Discussion](#S1){ref-type="supplementary-material"}; [Supplementary Figs 14 and 15](#S1){ref-type="supplementary-material"}).
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![Preferences for afternoon precipitation over soil moisture anomalies.\
(**a**) Spatial, (**b**) temporal and (**c**) heterogeneity preference. Quantile of the coupling metric *δ*~e~(*Y*)=mean(*Y*~e~)−mean(*Y*~c~) under the Null hypothesis that no coupling exists, where *Y* is (**a**) , the difference in *S*′ between the location of rainfall maximum and the location of rainfall minimum, (**b**) and (**c**) . Low (high) quantiles indicate where *Y* is lower (higher) than expected. Horizontal black lines indicate the latitudes at which different months are included in the analysis (see Methods). Grey shading indicates non-significant relationships, grid cells with \<25 events are left white. Results from various data sets are shown in [Supplementary Figs 1--4, 7 and 8](#S1){ref-type="supplementary-material"}.](ncomms7443-f1){#f1}

![Representation of various perspectives on soil moisture--precipitation coupling.\
Traditionally in the literature, temporal approaches (**a**) suggest that rain is more likely in wet conditions, while spatial approaches (**b**) emphasize rain over locally drier patches. The joint perspective presented here (**c**) highlights that both are valid, and thereby rain is more likely in overall wet conditions but is located over drier (less wet) patches. Shown here are typical soil moisture conditions preceding afternoon rainfall events but do not necessarily imply causal relationships.](ncomms7443-f2){#f2}
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