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Abstract
We prove the existence of maximal (and minimal) solution for one-dimensional generalized
doubly reflected backward stochastic differential equation (RBSDE for short) with irregular
barriers and stochastic quadratic growth, for which the solution Y has to remain between two
rcll barriers L and U on [0, T [, and its left limit Y
−
has to stay respectively above and below
two predictable barriers l and u on ]0, T ]. This is done without assuming any P−integrability
conditions and under weaker assumptions on the input data. In particular, we construct a
maximal solution for such a RBSDE when the terminal condition ξ is only FT−measurable and
the driver f is continuous with general growth with respect to the variable y and stochastic
quadratic growth with respect to the variable z.
Our result is based on a (generalized) penalization method. This method allow us find an
equivalent form to our original RBSDE where its solution has to remain between two new rcll
reflecting barriers Y and Y which are, roughly speaking, the limit of the penalizing equations
driven by the dominating conditions assumed on the coefficients.
A standard and equivalent form to our initial RBSDE as well as a characterization of the
solution Y as a generalized Snell envelope of some given predictable process l are also given.
Keys Words: Doubly reflected backward stochastic differential equation; Stochastic quadratic
growth; Comparison theorem; Penalization method, Snell envelope.
AMS Classification(1991): 60H10, 60H20.
1 Introduction
The notion of backward stochastic differential equations with two reflecting barriers has been first
introduced by Civitanić and Karatzas [3].A solution for such equation, associated with a coefficient
f , a terminal value ξ and two barriers L and U , is a quadruple of processes (Y, Z,K+,K−) with
1
values in R× Rd × R+ × R+ satisfying:

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ dK
+
s − dK
−
s − ZsdBs
]
, t ≤ T,
(ii) Lt ≤ Yt ≤ Ut, ∀t ≤ T,
(iii)
∫ T
0
(Yt − Lt)dK
+
t =
∫ T
0
(Ut − Yt)dK
−
t = 0, a.s.,
(iv) K+,K− are continuous non decreasing processes with K+0 = K
−
0 = 0,
(1.1)
where (Bt)t≤T is the standard Brownian motion. Cvitanic and Karatzas [3] have proved the existence
and uniqueness of solutions if, on the one hand, the coefficient f is uniformly Lipschitz and, on the
other hand, the barriers L and U are either regular or satisfy Mokobodski’s condition. This later
condition essentially postulates the existence of a quasimartingale between the barriers L and U . It
has also been shown in [3] that the solution coincides with the value of a stochastic Dynkin game.
The link between PDEs with obstacles and RBSDEs has been given in Hamadène and Hassani [15].
More studies on RBSDEs can be found in [1, 2, 5, 11, 13, 16, 18, 20] and the references therein.
The problem of existence of solutions for generalized doubly reflected backward stochastic differ-
ential equation (RBSDE for short), which involves an integral with respect to a continuous increasing
process, under weaker assumptions on the input data has been studied in [6] (see also [19, 7] for
the non-reflected case and [12] for discontinuous barriers). In [6], the authors have proved the ex-
istence of a maximal solution when the terminal condition ξ is FT−measurable, the coefficient f is
continuous with a general growth with respect to the variable y and a stochastic quadratic growth
with respect to the variable z. The reflecting barriers L and U are assumed to be continuous. The
result has been proved without assuming any P -integrability conditions on the terminal data. It
should be noted that the integral with respect to the continuous increasing process appears naturally
when the authors tried to eliminate the quadratic term by using an exponential transformation. An
application of the above result to the Dynkin game problem as well as to the American game option
is studied in [8].
The above result on RBSDE has been generalized by Essaky, Hassani and Ouknine [9] to the
case of a RBSDE with two rcll barriers which involves a term of the form
∑
t<s≤T
h(s, Ys−, Ys). The
authors have proved the existence of solutions by establishing first a correspondence between the
initial RBSDE and another RBSDE whose coefficients are more tractable. They have shown that
the existence of solutions for the initial RBSDE is equivalent to the existence of solutions for the
auxiliary RBSDE. Since the integrability conditions on parameters are weaker, they have made use
of approximations and truncations to establish the existence result for the auxiliary RBSDE.
It should be pointed out that, in the case of continuous or rcll solutions, all the previous papers
on RBSDEs were developed in the framework of continuous or rcll obstacles. It is then natural to
ask the following question : is there any weaker conditions on the data under which the RBSDE has
a solution?
In another context, we recall that, when the barriers is L2-process, Peng and Xu [20] have proved
the existence and uniqueness of solutions for RBSDE under Lipschitz condition on the generator
and square integrable data where the following condition has been considered instead of condition
(iii) in Equation (1.1):
∀(L∗, U∗) ∈ D ×D satisfying Lt ≤ L
∗
t ≤ Yt ≤ U
∗
t ≤ Ut a.e a.s. we have∫ T
0
(Yt− − L
∗
t−)dK
+
t =
∫ T
0
(U∗t− − Yt−)dK
−
t = 0, a.s.
In this paper, we are concerned with the study of the following RBSDE with irregular barriers,
for which the solution Y has to remain between two rcll barriers L and U on [0, T [, and its left limit
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has to stay respectively above and below two predictable barriers l and u on ]0, T ], of the form

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
(ii) ∀t ∈ [0, T [, Lt ≤ Yt ≤ Ut,
(iii) on ]0, T ], Yt− ≤ ut, dαt − a.e. lt ≤ Yt−, dδt − a.e.
(iv) ∀(L∗, U∗) ∈ D ×D satisfying ∀t < T, Lt ≤ L
∗
t ≤ Yt ≤ U
∗
t ≤ Ut and
on ]0, T ], U∗t− ≤ ut, dαt − a.e. and lt ≤ L
∗
t−, dδt − a.e.
we have
∫ T
0
(Yt− − L
∗
t−)dK
+
t =
∫ T
0
(U∗t− − Yt−)dK
−
t = 0, a.s.,
(v) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(vi) dK+ ⊥ dK−.
(1.2)
Here, α, δ and A are predictable, right continuous and nondecreasing processes, the generators f and
g are assumed to be continuous with general growth with respect to the variable y and f satisfies
further the following so-called stochastic quadratic growth condition:
∀(y, z) ∈ R× Rd, |f(t, ω, Lt(ω) ∨ y ∧ Ut(ω), z)| ≤ ηt(ω) + Ct(ω)|z|
2, dtP (dω)− a.e.
Without assuming any P−integrability conditions on the data, we prove the existence of maximal
and minimal solutions to Equation (1.2) by constructing two new rcll reflecting barriers Y and Y
which are in fact the limit of the penalizing equations driven by the dominating conditions assumed
on the data. With these new rcll barriers a new RBSDE is considered. Our new idea consists to
deduce the resolvability of the original RBSDE (1.2) from the resolvability of the new one.
More precisely, we construct two rcll reflecting barriers Y and Y such that: (Y, Z,K+,K−) is a
solution of the above RBSDE (1.2) if and only if it is a solution of the following RBSDE with the
two reflecting rcll barriers Y and Y :

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs − ZsdBs + dK
+
s − dK
−
s
]
,
(ii) ∀t ∈ [0, T [, Y t ≤ Yt ≤ Y t,
(iii)
∫ T
0
(Yt− − Y t−)dK
+
t =
∫ T
0
(Y t− − Yt−)dK
−
t = 0, a.s.,
(iv) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(v) dK+ ⊥ dK−.
It should be noted that, since the processes Y and Y are rcll, the existence of solutions for this last
equation is ensured by the work [9].
Our second goal is to write the RBSDE (1.2) in a standard form without introducing the test
barriers L∗ and U∗. To this purpose, we construct two predictable processes l∗,δ(t) and (−u)∗,α(t),
associated to l and u, by the following formulas (see Section 5 and the appendix for more details)
l∗,δ(t) = inf
n
{
− nt+ inf
{
α ∈ R :
∫ t
0
[
ls(ω) + ns− α
]+
dδs(ω) = 0
}}
,
(−u)∗,α(t) = inf
n
{
− nt+ inf
{
α ∈ R :
∫ t
0
[
− us(ω) + ns− α
]+
dαs(ω) = 0
}}
,
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and then we prove that our RBSDE (1.2) can be written in a standard form as follows

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
,
(ii) ∀t ∈]0, T ], Lt− ∨ l
∗,δ(t) 6 Yt− 6 −(−u)
∗,α(t) ∧ Ut−,
(iii)
∫ T
0
(Yt− − [Lt− ∨ l
∗,δ(t)])dK+t =
∫ T
0
([Ut− ∧ −(−u)
∗,α(t)] − Yt−)dK
−
t = 0, a.s.,
(iv) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(v) dK+ ⊥ dK−.
This is done by proving the following characterization :(
ls(ω) 6 Yt−(ω)
)
dδt(ω)P (dω)-a.e if and only if
(
∀t ∈]0, T ], l∗,δ(t, ω) 6 Yt−(ω)
)
P -a.s.
A particular form of such GDBSDE is related to the notion of generalized Snell envelope of a
predictable process l := (lt)0≤t≤T introduced in [10]. Roughly speaking, let l := (lt)0≤t≤T be an Ft-
adapted right continuous with left limits process with values in R of class D[0, T ], that is the family
(lν)ν∈T is uniformly integrable, where T is the set of all Ft-stopping times ν, such that 0 ≤ ν ≤ T .
The Snell envelope St(l) of l := (lt)0≤t≤T is defined as
St (l) = ess sup
ν∈Tt
IE
[
lν |Ft
]
,
where Tt is the set of all stopping times valued between t and T . According to the work of Mertens
(see [4]), S is the smallest rcll -supermartingale of class D[0, T ] which dominates the process l, i.e.,
∀t ≤ T, lt ≤ St (l) , P -a.s..
Suppose now that the process l is neither of class D[0;T ] nor a rcll process but just a predictable
process. Let L ∈ D and δ ∈ K and assume that there exists a local martingaleMt =M0+
∫ t
0
κsdBs
such that P−a.s.,
Lt ≤Mt on [0, T [ and lt ≤Mt dδt − a.e. on [0, T ] and lT ≤MT .
Then, we prove that Y the minimal solution of the following RBSDE with lower barriers L and l,

(i) Yt = LT +
∫ T
t
[
dK+s − ZsdBs
]
,
(ii) ∀t ∈]0, T ], Lt− ∨ l
∗,δ(t) 6 Yt−,
(iii)
∫ T
0
(Yt− − [Lt− ∨ l
∗,δ(t)])dK+t = 0, a.s.,
(iv) Y ∈ D, K+ ∈ K, Z ∈ L2,d.
is the smallest rcll local supermartingale satisfying
∀t ∈ [0, T [, Lt ≤ Yt, lt ≤ Yt− dδ − a.e., on [0, T ] and lT ≤ YT .
The process Y (denoted by S.(L, ldδ)) is called the generalized Snell envelope (see Section 6 for more
details). As an example, if we assume that δt = λ the Lebesgue measure, then Y = S.(Lt1{t<T} +
4
ξ1{t=T}, ldλ)) the solution of the following RBSDE

(i) Yt = ξ +
∫ T
t
[
dK+s − ZsdBs
]
, t ≤ T,
(ii) l∗,λt ≤ Yt− on ]0, T ],
(iii) IE
∫ T
0
(Yt− − l
∗,λ
t )dK
+
t = 0,
(iv) Y ∈ D, K+ ∈ K, Z ∈ L2,d,
is the smallest local super-martingale dominating the predictable process l, i.e.
lt ≤ Yt, dλ− a.e and ξ ≤ YT .
A second example in the case of δt = 1{T ′6t}, where T
′ is a stopping time on [0, T ] is also given.
Let us describe our plan. In Section 2, we introduce the notations and definition of our GDBSDE.
Remarks on assumption and comparison theorem for maximal solution is introduced in Section 3.
In Section 4, we prove the existence of maximal (and minimal) solution of the RBSDE. Section 5
is devoted to to find an equivalent and standrad form to our initial RBSDE. An application to the
notion of generalized Snell envelope is given in Section 6. Finally, most of the material needed in
Sections 5 and 6 is given, in a more general setting, in the appendix.
2 Definition of a solution for RBSDE
2.1 Notations
Let (Bt)t≤T be a Brownian motion defined on some probability space (Ω,F , P ) and let (Ft)t≤T be
the standard augmentation of the filtration generated by (Bt)t≤T .
For simplicity, we omit sometimes dependence on ω of some processes or random functions.
The following sets will be frequently used in the sequel.
• P is the sigma algebra of (Ft)t-predictable sets on [0, T ]× Ω.
• D is the set of P-measurable and right continuous with left limits (rcll for short) processes
(Yt)t≤T with values in R.
• For a given process Y ∈ D, we denote : Yt− = lim
sրt
Ys, t ≤ T (Y0− = Y0), and ∆sY = Ys − Ys−
the size of its jump at time s.
• K := {K ∈ D : K is nondecreasing and K0 = 0}.
For a given process V ∈ K and for each ω ∈ Ω, dVt(ω) denotes the signed measure on ([0, T ],B[0,T ])
associated to Vt(ω) where B[0,T ] is the Borel sigma-algebra on [0, T ] and∫ b
a
dVs = Vb − Va =
∫
]a,b]
dVs.
• L2,d the set of Rd-valued and P-measurable processes (Zt)t≤T such that∫ T
0
|Zs|
2ds <∞, P − a.s.
The following notations are also needed :
• For a set B, 1B denotes the indicator of B.
• For each (a, b) ∈ R2, a ∧ b = min(a, b), a ∨ b = max(a, b), a+ = a ∨ 0 and a− = (−a) ∨ 0.
• For all (a, b, c) ∈ R3 such that a ≤ c, a ∨ b ∧ c = (a ∨ b) ∧ c = a ∨ (b ∧ c).
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2.2 Datum
Throughout the paper we need the following data :
1. Terminal data : ξ is a FT -measurable one dimensional random variable.
2. Lower Barriers :
a. l := {lt, 0 ≤ t ≤ T } is a P−measurable process.
b. L := {Lt, 0 ≤ t ≤ T } is a process which belong to D.
3. Upper Barriers :
a. u := {ut, 0 ≤ t ≤ T } is a P−measurable processes.
b. U := {Ut, 0 ≤ t ≤ T } is a process which belong to D.
4. Drivers (or generators) :
a. f : [0, T ]× Ω× R× Rd −→ R is a function such that for every (y, z) ∈ R× Rd,
(t, ω) 7−→ f(t, ω, Lt(ω) ∨ y ∧ Ut(ω), z) is P −measurable.
b. g : [0, T ]× Ω× R× R −→ R is a function such that for any (x, y) ∈ R× R,
(t, ω) 7−→ g(t, ω, Lt−(ω) ∨ x ∧ Ut−(ω), Lt(ω) ∨ y ∧ Ut(ω)) is P −measurable.
5. Processes : α, δ and A are processes in K.
2.3 Definition of a solution
Before giving the definition of our GBSDE, let us first give the following definition.
Definition 2.1. Let K1 and K2 be two processes in K. We say that :
1. K1 and K2 are singular if and only if there exists a set D ∈ P such that
IE
∫ T
0
1D(s, ω)dK
1
s (ω) = IE
∫ T
0
1Dc(s, ω)dK
2
s (ω) = 0.
This is denoted by dK1 ⊥ dK2.
2. dK1 ≤ dK2 if and only if for each set B ∈ P
IE
∫ T
0
1B(s, ω)dK
1
s (ω) ≤ IE
∫ T
0
1B(s, ω)dK
2
s (ω), i.e. K
1
t−K
1
s ≤ K
2
t−K
2
s , ∀s ≤ t P−a.s.
Let us now introduce the definition of our RBSDE for which the solution is constrained to stay
between given rcll processes L and U and P-measurable processes l and u (conditions (ii) and (iii)).
Two nondecreasing processes K+ and K− are introduced in order to push the solution Y to stay
between the barriers in a minimal way. This minimality property on K+ and K− is ensured by the
generalized Skorohod conditions (condition (iv)) together with the additional constraint dK+ ⊥ dK−
(condition (vi)). It should be noted that this later condition is introduced for the first time in the
domain of BSDE since the paper [6].
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Definition 2.2. 1. We say that (Y, Z,K+,K−) := (Yt, Zt,K
+
t ,K
−
t )t≤T is a solution of the RB-
SDE, associated with the data (ξ, fdt+ gdA, l dδ + Ldt, u dα+ Udt), if the following hold :

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
(ii) ∀t ∈ [0, T [, Lt ≤ Yt ≤ Ut,
(iii) on ]0, T ], Yt− ≤ ut, dαt − a.e. lt ≤ Yt−, dδt − a.e.
(iv) ∀(L∗, U∗) ∈ D ×D satisfying ∀t < T, Lt ≤ L
∗
t ≤ Yt ≤ U
∗
t ≤ Ut and
on ]0, T ], U∗t− ≤ ut, dαt − a.e. and lt ≤ L
∗
t−, dδt − a.e.
we have
∫ T
0
(Yt− − L
∗
t−)dK
+
t =
∫ T
0
(U∗t− − Yt−)dK
−
t = 0, a.s.,
(v) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(vi) dK+ ⊥ dK−.
(2.3)
2. We say that the RBSDE (2.3) has a maximal (resp. minimal) solution (Yt, Zt,K
+
t ,K
−
t )t≤T if
for any other solution (Y
′
t , Z
′
t ,K
′+
t ,K
′−
t )t≤T of (2.4) we have for all t ≤ T , Y
′
t ≤ Yt, P -a.s.
(resp. Y
′
t ≥ Yt, P -a.s.).
In order to rewrite equation (2.3) to a more tractable form we introduce the following set:
Dom = Dom(ldδ + Ldt, udα+ Udt)
=
{
Y ∈ D : IE
[ ∫ t
0
(Lt− − Yt−)
+
dt+ (lt − Yt−)
+
dδt + (Ut− − Yt−)
−
dt+ (ut − Yt−)
−
dαt = 0
]}
.
Remark 2.1. It should be pointed out that, for every processes Y, Y ′ and Y ′′ in D, if Y, Y ′ ∈ Dom
and for all t ∈ [0, T [, Yt ∧ Y
′
t 6 Y
′′
t 6 Yt ∨ Y
′
t then Y
′′ ∈ Dom.
Remark 2.2. Using the set Dom, the RBSDE (2.3) can be written as follows :

(i) Y ∈ Dom, Z ∈ L2,d, K+,K− ∈ K such that dK+ ⊥ dK−,
(ii) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
,
(iii) ∀L∗ ∈ Dom, IE
∫ T
0
(Yt− − L
∗
t−)
+ dK+t + (Yt− − L
∗
t−)
− dK−t = 0.
(2.4)
3 Assumptions, remarks and comparison theorem
3.1 Assumptions on the data
We shall need the following assumptions :
1. Assumption (A.1) on f :
There exist two processes η ∈ L0(Ω, L1([0, T ], ds,R+)) and C ∈ D such that the driver f
satisfies the following conditions:
(a) ∀(y, z) ∈ R× Rd, |f(t, ω, Lt(ω) ∨ y ∧ Ut(ω), z)| ≤ ηt(ω) + Ct(ω)|z|
2, dtP (dω)−a.e.
(b) dtP (dω)−a.e., the function (y, z) 7−→ f(t, ω, y, z) is continuous.
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2. Assumption (A.2) on g :
There exists β ∈ L0(Ω, L1([0, T ], A(dt),R+)) such that :
(a) A(dt)P (dω)−a.e., ∀(x, y) ∈ R× R,
|g(t, ω, Lt−(ω) ∨ x ∧ Ut−(ω), Lt(ω) ∨ y ∧ Ut(ω))| ≤ βt(ω),
(b) A(dt)P (dω)−a.e. the function
(x, y) 7−→ g(t, ω, x, y) is continuous.
(c) P−a.s., ∀(t, x) ∈]0, T ]× R, the function
y 7→ y + g(t, ω, x, y) ∆tA is nondecreasing.
3. Assumption (A.3) :
There exists a semimartingale S. = S0 + V
−
. − V
+
. +
∫ .
0
γsdBs, with S0 ∈ R, V
± ∈ K and
γ ∈ L2,d, such that S ∈ Dom.
3.2 Remarks on the assumptions
Before giving the main result of this paper, let us give the following remarks on the assumptions.
1. By taking Lt1[0,T [(t)+ ξ1{T}(t), Ut1[0,T [(t)+ ξ1{T}(t) and St1[0,T [(t)+ ξ1{T}(t), instead of Lt,
Ut and St respectively, we can assume without loss of generality, that
LT = UT = ST = ξ.
2. It should be pointed out that conditions (A.1)(a) and (A.2)(a) hold if the functions f and
g satisfy the following: ∀(s, ω), ∀x, y ∈ R, ∀z ∈ Rd,
|f(s, ω, y, z)| ≤ ϕ(|y|)
(
η˜s(ω) + C˜s(ω)|z|
2
)
,
|g(s, ω, x, y)| ≤ ϕ(|x| + |y|) η̂s(ω),
where ϕ : R+ −→ R+ is a nondecreasing function, η˜ ∈ L
0(Ω, L1([0, T ], ds,R+)), C˜ ∈ D and
η̂ ∈ L0(Ω, L1([0, T ], dAs,R+)).
Indeed, in conditions (A.1)(a) and (A.2)(a), we have just to take the processes η, C and β
as follows:
ηt(ω) = ϕ(Dt(ω)) η˜t(ω), Ct(ω) = ϕ(Dt(ω)) C˜t(ω) and βt(ω) = ϕ(Dt(ω)) η̂t(ω)
, where
Dt = 2 sup
s6t
(
U+s + L
−
s
)
.
This means that the functions f and g can have, in particular, a general growth with respect to
(x, y) and stochastic quadratic growth with respect to z. In this respect, assumptions (A.1)(a)
and (A.2)(a) are not restrictive.
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3. Suppose that there exist two processes L,U ∈ Dom completely separated, i.e. the processes L
and U are such that:
Lt < U t on [0, T [ and Lt− < U t− on ]0, T ],
then assumption (A.3) hold true. Indeed by setting
kt = 1+sup
s6t
(
|Ls|+ |Us|
)
, L′t =
Lt
mt
1(t<T )+
LT−
mT−
1(t=T ) and U
′
t =
U t
mt
1(t<T )+
UT−
mT−
1(t=T ),
we have for all t ∈ [0, T ]
−1 6 L′t < U
′
t 6 1 and L
′
t− < U
′
t−.
It follows then from [16] that there is a semimartingale S′ such that for all t ∈ [0, T ],
L′t 6 S
′
t 6 U
′
t ,
and then the semimartingale S′tkt1(t<T ) is between Lt1(t<T ) and U t1(t<T ). Hence S
′
tkt ∈ Dom.
3.3 Comparison theorem for maximal solutions
Let us now recall the following comparison theorem which plays a crucial rule in the proof of our
main result. The proof of this comparison theorem is based on an exponential change and an
approximation scheme, see [9] for more details. For this reason, suppose that assumptions (A.1)–
(A.2) hold and (Y, Z,K+,K−) is the maximal solution for the following RBSDE

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
,
(ii) ∀t ∈ [0, T [, Lt ≤ Yt ≤ Ut,
(iii)
∫ T
0
(Yt− − Lt−)dK
+
t =
∫ T
0
(Ut− − Yt−)dK
−
t = 0, a.s.,
(iv) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(v) dK+ ⊥ dK−.
Let (Y ′, Z ′,K ′+,K ′−) be a solution for the following RBSDE

(i) Y ′t = ξ +
∫ T
t
[
dA′s + dK
′+
s − dK
′−
s − Z
′
sdBs
]
,
(ii) ∀t ∈ [0, T [, L′t ≤ Y
′
t ≤ U
′
t ,
(iii)
∫ T
0
(Y ′t− − L
′
t−)dK
′+
t =
∫ T
0
(U ′t− − Y
′
t−)dK
′−
t = 0, a.s.,
(iv) Y ′ ∈ D, K ′+,K ′− ∈ K, Z ′ ∈ L2,d,
(v) dK ′+ ⊥ dK ′−,
where A′ ∈ K, L′ and U ′ are two barriers which belong to D.
To derive a comparison theorem, we assume the following assumption.
Assumption (H) :
(H.1) Y ′t ≤ Ut, L
′
t ≤ Yt, ∀t ∈ [0, T [.
(H.2) dA′s ≤ f(s, Y
′
s , Z
′
s)ds+ g(s, Y
′
s−, Y
′
s )dAs on ]0, T ].
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From Theorem 6.1 in the paper [9], we have the following comparison theorem for maximal solutions.
Theorem 3.1. [Comparison theorem for maximal solutions] Under hypothesis (H), we get
1. Y ′t ≤ Yt, for every t ∈ [0, T ], P−a.s.
2. 1{Ut−=U ′t−}dK
′−
t ≤ dK
−
t and 1{Lt−=L′t−}dK
+
t ≤ dK
′+
t .
4 Existence of maximal and minimal solutions for GDBSDE
The following theorem constitute the main result of the paper.
Theorem 4.1. If assumptions (A.1)–(A.3) hold then the RBSDE (2.4) has a maximal (resp.
minimal) solution.
The rest of this section is devoted to the proof of the existence of maximal solution to Equation
(2.4) by using a penalization method. This method allow us to construct two rcll reflecting barriers
which are in fact the limit of the penalizing equations driven by the dominating conditions assumed
on f and g. However, our approach consists to deduce the resolvability of a RBSDE (2.4) from a
suitable RBSDE with two rcll reflecting barriers which is equivalent to our initial RBSDE and its
resolvability is ensured by [9]. To begin, we set for every s ∈ [0, T ],
ms = 1 + 8 sup
r≤s
|Cr |.
We consider (Y n, Zn,Kn+,Kn−) the minimal solution of the following penalized RBSDE where the
driver is derived from the conditions assumed on f and g and the semimartingale S :

(i) Y nt = ξ −
∫ T
t
[(
ηs + 4Cs|γs|
2 +
1
2
ms|Z
n
s − γs|
2)ds−
(
dV +s + dV
−
s + βsdAs
)
+n(ls − Y
n
s−)
+dδs + dK
n+
s − dK
n−
s − Z
n
s dBs
]
, t ≤ T,
(ii) ∀t ∈ [0, T [, Lt ≤ Y
n
t ≤ St,
(iii)
∫ T
0
(Y nt− − Lt−)dK
n+
t =
∫ T
0
(St− − Y
n
t−)dK
n−
t = 0, P − a.s.,
(iv) Y n ∈ D, Kn+,Kn− ∈ K, Zn ∈ L2,d,
(v) dKn+ ⊥ dKn−,
(4.5)
where S, V +, V − and γ are the processes appeared in Assumption (A.3).
Let also (Y
n
, Z
n
,K
n+
,K
n−
) be the maximal solution of the following penalized RBSDE :

(i) Y
n
t = ξ +
∫ T
t
[(
ηs + 4Cs|γs|
2 +
1
2
ms|Z
n
s − γs|
2
)
ds+
(
dV +s + dV
−
s + βsdAs
)
−n(Y
n
s− − us)
+dαs + dK
n+
s − dK
n−
s − Z
n
s dBs
]
, t ≤ T,
(ii) ∀t ∈ [0, T [, St ≤ Y
n
t ≤ Ut,
(iii)
∫ T
0
(Y
n
t− − St−)dK
n+
t =
∫ T
0
(Ut− − Y
n
t−)dK
n−
t = 0, P − a.s.,
(iv) Y
n
∈ D, K
n+
,K
n−
∈ K, Z
n
∈ L2,d,
(v) dK
n+
⊥ dK
n−
,
(4.6)
We should point out here that, since the barriers are rcll and the drivers are of stochastic quadratic
growth, the existence of minimal (resp. maximal) solution to (4.5) (resp. (4.6)) is assured by the
work [9].
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4.1 Study of the penalized equations (4.5)-(4.6)
In this subsection, we will prove that limiting processes Y and Y of Y n and Y
n
respectively are in
Dom. To begin with, we recall that
St = ξ −
∫ T
t
dV −t +
∫ T
t
dV +t −
∫ T
t
γsdBs.
It follows from comparison theorem (Theorem 3.1), applied to Y
n
solution of Equation (4.6) and St
that
dK
n+
= 0.
By a symmetric argument, it follows also that for every n ∈ N,
dKn− = 0.
Again, by using comparison theorem we get also that
Lt ≤ Y
n
t ≤ Y
n+1
t ≤ St ≤ Y
n+1
t ≤ Y
n
t ≤ Ut. (4.7)
Set
Y t = inf
n
Y
n
t , and Y
−
t = inf
n
Y
n
t−,
Y t = sup
n
Y nt and Y
−
t = sup
n
Y nt−.
(4.8)
By letting n to infinity in (4.7) and using assumption (A.3) we get that the semimartingale S is
between Y and Y . More precisely, we have the following.
Proposition 4.1. For every t ∈ [0, T ], we get
Lt ≤ Y t ≤ St ≤ Y t ≤ Ut and Lt− ≤ Y
−
t ≤ St− ≤ Y
−
t ≤ Ut−.
Proposition 4.2. The processes Y and Y defined by (4.8) are in Dom. In particular, Y and Y are
rcll.
Proof. Let Rt =
∫ t
0
[(
ηs + 4Cs|γs|
2
)
ds+ 2dV −s + βsdAs
]
. We have
Y
n
t − St
=
∫ T
t
dRs +
∫ T
t
ms
2
∣∣∣Zns − γs∣∣∣2ds− n
∫ T
t
(
Y
n
s− − us
)+
dαs −
∫ T
t
dK
n−
s −
∫ T
t
(
Z
n
s − γs
)
dBs.
Then
mt
(
Y
n
t − St
)
=
∫ T
t
ms−dRs +
1
2
∫ T
t
∣∣∣ms(Zns − γs)∣∣∣2ds− n
∫ T
t
ms−
(
Y
n
s− − us
)+
dαs −
∫ T
t
ms−dK
n−
s
−
∫ T
t
ms
(
Z
n
s − γs
)
dBs −
∫ T
t
(
Y
n
s − Ss
)
dms.
Let ψ(r) = er. By Itô’s formula we have
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ψ
(
mt(Y
n
t − St)
)
= 1 +
∫ T
t
ψ′
(
ms−(Y
n
s− − Ss−)
)
ms−dRs +
1
2
∫ T
t
ψ′
(
ms(Y
n
s − Ss)
)∣∣∣ms(Zns − γs)∣∣∣2ds
−n
∫ T
t
ms−ψ
′
(
ms−(Y
n
s− − Ss−)
)
(Y
n
s− − us)
+dαs −
∫ T
t
ψ′
(
ms−(Y
n
s− − Ss−)
)
ms−dK
n−
s
−
∫ T
t
ψ′
(
ms(Y
n
s − Ss)
)
ms
(
Z
n
s − γs
)
dBs −
∫ T
t
ψ′
(
ms−(Y
n
s− − Ss−)
)(
Y
n
s − Ss
)
dms
− 12
∫ T
t
ψ′′
(
ms(Y
n
s − Ss)
)∣∣∣ms(Zns − γs)∣∣∣2ds
−
∑
t<s≤T
[
ψ
(
ms(Y
n
s − Ss)
)
− ψ
(
ms−(Y
n
s− − Ss−)
)
− ψ′
(
ms−(Y
n
s− − Ss−)
)
∆sm.(Y
n
. − S.)
]
.
Hence
ψ
(
mt(Y
n
t − St)
)
= 1 +
∫ T
t
ψ
(
ms−(Us− − Ss−)
)
ms−dRs
−
∫ T
t
dV ns −
∫ T
t
ψ
(
ms(Y
n
s − Ss)
)
ms
(
Z
n
s − γs
)
dBs,
(4.9)
where V n is the process in K given by
V nt =
∫ t
0
[
ψ
(
ms−(Us− − Ss−)
)
− ψ
(
ms−(Y
n
s− − Ss−)
)]
ms−dRs
+ n
∫ t
0
ms−ψ
(
ms−(Y
n
s− − Ss−)
)(
Y
n
s− − us
)+
dαs +
∫ t
0
ψ
(
ms−(Y
n
s− − Ss−)
)
ms−dK
n−
s
+
∫ t
0
ψ
(
ms−(Y
n
s− − Ss−)
)(
Y
n
s − Ss
)
dms
+
∑
0<s≤t
ψ
(
ms−(Y
n
s− − Ss−)
)[
ψ
(
∆sm.(Y
n
. − S.)
)
− 1−∆sm.(Y
n
. − S.)
]
.
Put
Mnt = −
[
ψ
(
mt(Y
n
t − St)
)
+
∫ t
0
ψ
(
mu−(Uu− − Su−)
)
mu−dRu
]
,
Dt = −
[
sups6t ψ
(
ms(Us − Ss)
)
+
∫ t
0
ψ
(
mu−(Uu− − Su−)
)
mu−dRu
]
,
Zˆns = ψ
(
ms(Y
n
s − Ss)
)
ms
(
Z
n
s − γs
)
,
we obtain from Equation (4.9) that
Mnt =M
n
0 − V
n
t −
∫ t
0
Zˆns dBs.
Therefore, (Mnt )t is a rcll local supermartingale satisfying
Dt 6M
n
t 6M
n+1
t 6 0.
Let (τi)i≥0 be the sequence of stopping times defined by
τi = inf
{
s ≥ 0 : −Ds ≥ i
}
∧ T.
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We should note here that the family (τi)i≥0 satisfies the following property
P
[ ∞⋃
i=1
(τi = T )
]
= 1.
We say that (τi)i≥0 is a stationary sequence of stopping times. Now, set
iMnt =M
n
t 1{t<τi} +M
n
τi−1{t≥τi},
iV nt = V
n
t 1{t<τi} + V
n
τi−1{t≥τi},
iZˆns = 1{s<τi}Zˆ
n
s .
Then we have
iMnt =M
n
0 −
iV nt −
∫ t
0
iZˆns dBs. (4.10)
It follows from this last equation that :
1. Y and Y are rcll : In fact, we have that (iMnt )t is a rcll supermartingale satisfying
−i 6i Mnt 6
i Mn+1t 6 0.
It follows then from Dellacherie and Meyer [4] that supn
iMnt is also a rcll process (super-
martingale). Then ψ(mt(Y t − St)) is rcll on [0, τi[, but (τi)i≥0 is a stationary sequence of
stopping times, then Y is rcll on [0, T ].
By the same way, we obtain that Y is rcll.
2. Y s− ≤ us dαs − a.e. on ]0, T ]: Indeed, using a standard localization procedure in Equa-
tion (4.10) and the definition of the process V n, we get
nIE
∫ τi−
0
ms−ψ
(
ms−(Y
n
s− − Ss−)
)(
Y
n
s− − us
)+
dαs 6 IEV
n
τi− 6 i.
Fatou’s lemma gives
IE
∫ τi−
0
ms−ψ
(
ms−(Y
−
s − Ss−)
)(
Y
−
s − us
)+
dαs = 0.
Hence
Y
−
s ≤ us dαs − a.e. on ]0, T [.
But for every s ∈]0, T ] and n ∈ N, Y s− ≤ Y
n
s− then Y s− ≤ Y
−
s . Consequently
Y s− ≤ us dαs − a.e. on ]0, T [.
Assume now that Y T− > uT and ∆Tα > 0. It follows from [9] that
Y
n
T− = ST− ∨
[
ξ +∆TV
+ +∆TV
− + βT∆TA− n
(
Y
n
T− − uT
)+
∆Tα
]
∧ UT−.
Since −n(Y
n
T− − uT )
+ converges to −∞ if n goes to +∞, we get Y
−
T = ST−. Now since
ST− ≤ Y T− ≤ Y
−
T we have Y T− = ST−. Hence ST− > uT which is absurd since ∆Tα > 0
and St− ≤ ut dαt − a.e. on ]0, T ]. Consequently
Y s− ≤ us dαs − a.e. on ]0, T ].
13
3. By the same method as in the previous step, we get also that
lt ≤ Y t−, dδt − a.e., on ]0, T ].
Hence Y and Y are in Dom. The proof of Proposition 4.2 is finished.
4.2 Proof of Theorem 4.1
With the help of processes Y and Y , another GDRRBSDE is considered which is equivalent to our
original RBSDE. More precisely, we have the following proposition.
Proposition 4.3. (Y, Z,K+,K−) is a solution of RBSDE (2.4) if and only if it is a solution of the
following RBSDE

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
, t ≤ T,
(ii) ∀t ∈ [0, T [, Y t ≤ Yt ≤ Y t,
(iii)
∫ T
0
(Yt− − Y t−)dK
+
t =
∫ T
0
(Y t− − Yt−)dK
−
t = 0, a.s.,
(v) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(vi) dK+ ⊥ dK−.
(4.11)
Proof. Let (Y, Z,K+,K−) be a solution of RBSDE (2.4). Put
U∗t = Yt ∨ Y t and L
∗
t = Yt ∧ Y t.
It is obvious that L∗t ≤ Yt ≤ U
∗
t . By Remark 2.1, it follows that U
∗, L∗ are in Dom. Then
(Y, Z,K+,K−) is a solution of the following RBSDE

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
, t ≤ T,
(ii) ∀t ∈ [0, T [, L∗t ≤ Yt ≤ U
∗
t ,
(iii)
∫ T
0
(Yt− − L
∗
t−)dK
+
t =
∫ T
0
(U∗t− − Yt−)dK
−
t = 0, a.s.,
(v) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(vi) dK+ ⊥ dK−.
Since
(a) Ys 6 Us and L
∗
s 6 Y t 6 St 6 Y
n
s ,
(b) f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs 6 (ηs + Cs|Zs|
2)ds+ βsdAs
6 (ηs + 4Cs|γs|
2 + ms2 |Zs − γs|
2)ds+ βsdAs + dV
+
s + dV
−
s − n(us − Ys−)
−dαs︸ ︷︷ ︸
=0
,
then it follows from comparison theorem (Theorem 3.1) applied to Y and Y
n
, that for all n ∈ N,
Yt ≤ Y
n
t ,
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and then Yt ≤ Y t. Hence U
∗
t = Y t. By a symmetric argument we get also that L
∗
t = Y t. Therefore
(Y, Z,K+,K−) is a solution to RBSDE (4.11).
Conversely, suppose now that (Y, Z,K+,K−) is a solution of (4.11). In order to prove that
(Y, Z,K+,K−) is a solution of RBSDE (2.4) we just need to prove (iii) of RBSDE (2.4). Let
L∗ ∈ Dom and consider (Y ∗, Z∗,K+∗,K−∗) the minimal solution of the following RBSDE

(i) Y ∗t = ξ +
∫ T
t
[(f(s, Ys, Zs)−
ms
2
|Z∗s − Zs|
2)ds+ g(s, Ys−, Ys)dAs + dK
∗+
s − dK
∗−
s − Z
∗
sdBs],
(ii) ∀t ∈ [0, T [, Yt ≤ Y
∗
t ≤ L
∗
t ∨ Yt,
(iii)
∫ T
0
(
Y ∗t− − Yt−
)
dK∗+t =
∫ T
0
(
(L∗t− ∨ Yt−)− Y
∗
t−
)
dK∗−t = 0, a.s.,
(v) Y ∗ ∈ D, K∗+,K∗− ∈ K, Z∗ ∈ L2,d,
(vi) dK∗+ ⊥ dK∗−.
We note here that this minimal solution exists according to [9]. On the other hand we have
(a) Ys ≤ Y s ≤ Y
n
s and Y
∗
s ≤ L
∗
s ∨ Ys ≤ L
∗
s ∨ Y s ≤ Us,
(b) [f(s, Ys, Zs)−
ms
2 |Z
∗
s −Zs|
2]ds+ g(s, Ys−, Ys)dAs 6 (ηs +Cs|Zs|
2 − ms2 |Z
∗
s −Zs|
2)ds+ βsdAs
6 (ηs + 4Cs|γs|
2 + ms2 |Z
∗
s − γs|
2)ds+ βsdAs + dV
+
s + dV
−
s − n(us − Y
∗
s−)
−dαs︸ ︷︷ ︸
=0
.
Applying the comparison theorem (Theorem 3.1) to Y ∗ and Y
n
, we get ∀n ∈ N, Y ∗ ≤ Y
n
. Letting
n to infinity we obtain Y ∗ ≤ Y . Applying again comparison theorem (Theorem 3.1) to −Y ∗ and
−Y it follows that Y ∗ ≤ Y . Then
Y ∗ = Y, Z = Z∗ and dK∗− = dK−.
Henceforth
(Ys− − L
∗
s−)
− dK−s = (L
∗
s− ∨ Ys− − Ys−)dK
∗−
s = 0.
By symmetric argument we get also,
(Ys− − L
∗
s−)
+dK+s = 0.
Consequently (Y, Z,K+,K−) is a solution of (2.4).
As consequence we get the following result
Corollary 4.1. (Y, Z,K+,K−) is a maximal (resp. minimal) solution of RBSDE (2.4) if and only
if (Y, Z,K+,K−) is a maximal (resp. minimal) solution of RBSDE (4.11).
Proof of Theorem 4.1. According to [9], there exists (Y, Z,K+,K−) a maximal (resp. minimal)
solution of RBSDE (4.11) and then by Corollary 4.1, (Y, Z,K+,K−) is a maximal (resp. minimal)
solution of RBSDE (2.4).
5 Further study : standard form of GDBSDE
In this section, we want to find an equivalent and standard form to our initial RBSDE (2.4) by
giving another characterization of the Dom without introducing the test barriers L∗ and U∗.
First, from the appendix, we have the following characterization of Dom.
15
Proposition 5.1. Dom =
{
Y ∈ D :
[
∀t ∈]0, T ], Lt− ∨ l
∗,δ
t 6 Yt− 6 Ut− ∧ (−(−u)
∗,α
t )
]
P -as
}
,
where l∗,δ(t) and (−u)∗,α(t) are defined respectively by (see the appendix for more details)
l∗,δ(t) = inf
n
{
− nt+ inf
{
α ∈ R :
∫ t
0
[
ls(ω) + ns− α
]+
dδs(ω) = 0
}}
,
(−u)∗,α(t) = inf
n
{
− nt+ inf
{
α ∈ R :
∫ t
0
[
− us(ω) + ns− α
]+
dαs(ω) = 0
}}
.
The following theorem proves that our original GDBSDE can be written in a standard form.
Theorem 5.1. (Y, Z,K+,K−) is a solution of RBSDE (2.4) if and only if (Y, Z,K+,K−) satisfies

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
,
(ii) ∀t ∈]0, T ], Lt− ∨ l
∗,δ(t) 6 Yt− 6 −(−u)
∗,α(t) ∧ Ut−,
(iii)
∫ T
0
(Yt− − [Lt− ∨ l
∗,δ(t)])dK+t =
∫ T
0
([Ut− ∧ −(−u)
∗,α(t)]− Yt−)dK
−
t = 0, a.s.,
(iv) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(v) dK+ ⊥ dK−.
(5.12)
Proof
Let (Y, Z,K+,K−) be a solution of RBSDE (2.4), then for all processes L∗ and U∗ in Dom
such that for all t ∈ [0, T [, L∗t 6 Yt 6 U
∗
t we have (Y, Z,K
+,K−) is also a solution of the following
RBSDE

(i) Yt = ξ +
∫ T
t
[
f(s, Ys, Zs)ds+ g(s, Ys−, Ys)dAs + dK
+
s − dK
−
s − ZsdBs
]
,
(ii) ∀t ∈ [0, T [, L∗t ≤ Yt ≤ U
∗
t ,
(iii)
∫ T
0
(Yt− − L
∗
t−)dK
+
t =
∫ T
0
(U∗t− − Yt−)dK
−
t = 0, a.s.,
(iv) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(v) dK+ ⊥ dK−.
But for each integers n and m,
Lnt (ω) = Lt(ω) ∨ l
n,δ(t+, ω) ∧ Yt(ω) and U
m
t (ω) = Yt(ω) ∨ [−(−u)
m,α(t+, ω)] ∧ Ut(ω),
are in Dom and Lnt 6 Yt 6 U
m
t (See appendix for definitions and proprieties of the processes l
n,δ
and (−u)m,α).
We deduce that, for each integers n and m∫ T
0
(Yt− − L
n
t−)dK
+
t =
∫ T
0
(Umt− − Yt−)dK
−
t = 0.
It follows from appendix that
l∗,δ− (t) 6 l
∗,δ(t) 6 Yt− 6 −(−u)
∗,α(t) 6 −(−u)∗,α− (t).
Then passing in limit and using monotone convergence theorem we get∫ T
0
(
Yt− − [Lt− ∨ l
∗,δ
− (t)]
)
dK+t =
∫ T
0
(
(Ut− ∧ −(−u)
∗,α
− (t)) − Yt−
)
dK−t = 0.
This gives the necessary implication. The reverse is trivial.
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Remark 5.1. From the above proof, we have∫ T
0
(
[Lt−∨ l
∗,δ(t)]− [Lt−∨ l
∗,δ
− (t)]
)
dK+t =
∫ T
0
(
[Ut−∧−(−u)
∗,α
− (t)]− [Ut−∧−(−u)
∗,α(t)]
)
dK−t = 0
which is equivalent to
if lt > [Lt− ∨ l
∗,δ
− (t)] and ∆tδ > 0 then ∆tK
+ = 0,
and
if ut < [Ut− ∧ −(−u)
∗,α
− (t)] and ∆tα > 0 then ∆tK
− = 0.
6 Particular case: Generalized Snell envelope
Let l be a predictable process, L ∈ D and δ ∈ K satisfying the following hypothesis :
(A) There exists a local martingale Mt =M0 +
∫ t
0
κsdBs such that P−a.s.,
Lt ≤Mt on ]0, T ] and lt ≤Mt dδt-a.e. on ]0, T ].
Let Ut = U0 − Vt +
∫ t
0
χsdBs, where V ∈ K and χ ∈ L
2,d, be a rcll local supermartingale such that
P−a.s.,
Lt ≤ Ut on ]0, T ] and lt ≤ Ut− dδt-a.e. on ]0, T ].
According to our main result, let (Y, Z,K+,K−) be the minimal solution of the following RBSDE

(i) Yt = LT +
∫ T
t
[
dK+s − dK
−
s − ZsdBs
]
,
(ii) ∀t ∈]0, T ], Lt− ∨ l
∗,δ(t) 6 Yt− 6 Ut−,
(iii)
∫ T
0
(Yt− − [Lt− ∨ l
∗,δ(t)])dK+t =
∫ T
0
(Ut− − Yt−)dK
−
t = 0, a.s.,
(iv) Y ∈ D, K+,K− ∈ K, Z ∈ L2,d,
(v) dK+ ⊥ dK−.
Applying comparison theorem (Theorem 3.1) to the processes Ut and Yt, we get dK
− = 0. Then Y
is a local supermartingale minimal solution of the following RBSDE

(i) Yt = LT +
∫ T
t
[
dK+s − ZsdBs
]
,
(ii) ∀t ∈]0, T ], Lt− ∨ l
∗,δ(t) 6 Yt−,
(iii)
∫ T
0
(Yt− − [Lt− ∨ l
∗,δ(t)])dK+t = 0, a.s.,
(iv) Y ∈ D, K+ ∈ K, Z ∈ L2,d.
(6.13)
Henceforth, we obtain the following result.
Theorem 6.1. Suppose that (A) hold. Then Y the minimal solution of (6.13) is the smallest rcll
local super-martingale satisfying P−a.s.,
Lt ≤ Yt on ]0, T ] and lt ≤ Yt− dδt-a.e. on ]0, T ].
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We say that Y is the generalized Snell envelope associated to L and ldδ. We denote it by
S.(L, ldδ).
Remark 6.1. We know that if L is of class D then L satisfies assumption (A) (see Dellacherie-
Meyer [4]). In this case our generalized Snell envelope S.(L) = S.(L, 0d0) coincides with the usual
Snell envelope essupτ∈Tt IE[Lτ |Ft], where Tt is the set of all stopping times valued between t and T ,
as presented in Dellacherie-Meyer [4] and studied by several authors.
Let us give the following two examples in the case where δt = λ the Lebesgue measure and
δt = 1{T ′≤t}, where T
′ is a stopping time with values in [0, T ].
Example 6.1. Let l be a predictable process and ξ a FT -measurable random variable such that there
exist L ∈ D and M a local martingale such that Lt ≤ lt ≤Mt dλ-a.e and ξ ≤MT (where λ denotes
the Lebesgue measure). Let (Y, Z,K+,K−) be the minimal solution of the following RBSDE

(i) Yt = ξ +
∫ T
t
[
dK+s − ZsdBs
]
, t ≤ T,
(ii) l∗,λt ≤ Yt− on ]0, T ],
(iii) IE
∫ T
0
(Yt− − l
∗,λ
t )dK
+
t = 0,
(iv) Y ∈ D, K+ ∈ K, Z ∈ L2,d,
Then Y (= S.(Lt1{t<T} + ξ1{t=T}, ldλ)) is the smallest local super-martingale such that
lt ≤ Yt, dλ− a.e and ξ ≤ YT .
Example 6.2. Let T ′ be a stopping time with values in [0, T ], ξ′ a FT ′-measurable random variable,
ξ a FT -measurable random variable and L ∈ D such that there exists a local martingale M such
that Lt ≤ Mt on [0, T [, ξ
′ ≤ MT ′ and ξ ≤ MT . Let (Y, Z,K
+,K−) be the minimal solution of the
following RBSDE 

(i) Yt = ξ +
∫ T
t
[
dK+s − ZsdBs
]
, t ≤ T,
(ii) Lt− ∨ l
∗,δ
t ≤ Yt− on ]0, T ],
(iii) IE
∫ T
0
(Yt− − Lt− ∨ l
∗,δ
t )dK
+
t = 0,
(iv) Y ∈ D, K+ ∈ K, Z ∈ L2,d,
where δt = 1{T ′6t} and lt = ξ
′1{t=T ′}. Then Y (= S.(Lt1{t<T} + ξ1{t=T}, ldδ)) is the smallest local
super-martingale such that
Lt ≤ Yt, on [0, T [ , ξ
′ ≤ YT ′− and ξ ≤ YT .
The following appendix gives us, in particular, the following characterization : for Y ∈ D we
have the following(
g(t, ω) 6 Yt−(ω)
)
dρt(ω)P (dω)-a.e if and only if
(
∀t ∈]0, T ], g∗,ρ(t, ω) 6 Yt−(ω)
)
P -as,
where ρ is a process in K. This characterization allow us to the write our GDBSDE in standard
form.
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7 Appendix
Let g :]0, T ]× Ω→ R be a progressively measurable function and ρ be a process in K.
Note for (t, ω) ∈ [0, T ]× Ω and n ∈ N
gn,ρ(t, ω) = −nt+essupρs6t
[
g(s, ω)+ns
]
= −nt+inf
{
α ∈ R :
∫ t
0
[
g(s, ω)+ns−α
]+
dρs(ω) = 0
}
.
We have the following.
Proposition 7.1. For every n ∈ N∗, gn,ρ is a predictable process satisfying :
1. For each ω ∈ Ω, t 7→ nt + gn,ρ(t, ω) is a non decreasing function and then t 7→ gn,ρ(t, ω) is
làglàd with gn,ρ(t−, ω) 6 gn,ρ(t, ω) 6 gn,ρ(t+, ω) and such that
(a) gn,ρ(t−, ω) = −nt+ inf
{
α ∈ R :
∫ t−
0
[
g(s, ω) + ns− α
]+
dρs(ω) = 0
}
.
(b) If ∆tρ(ω) > 0, then g
n,ρ(t, ω) = gn,ρ(t−, ω) ∨ g(t, ω).
(c) If ∆tρ(ω) = 0, then g
n,ρ(t, ω) = gn,ρ(t−, ω).
2. For each (t, ω) ∈ [0, T ]× Ω, −∞ ≤ gn+1,ρ(t, ω) ≤ gn,ρ(t, ω).
3. If g 6 h dρs(ω)P (dω)-a.e. then P -a.s. ω ∈ Ω for every t ∈ [0, T ] and n ∈ N, we have
gn,ρ(t, ω) 6 hn,ρ(t, ω) 6 sup
s6t
[
h(s, ω)− n(t− s)
]
.
Proof. Properties 1, 2 and 3 are obvious. The predictability follows from the fact that
{
(t, ω) : nt+ gn,ρ(t, ω) ≤ a
}
=
{
(t, ω) :
∫ t
0
[
g(s, ω) + ns− a
]+
dρs(ω) = 0
}
.
Let us now define
g∗,ρ(t, ω) = inf
n
gn,ρ(t, ω), g∗,ρ− (t, ω) = inf
n
gn,ρ(t−, ω) and g∗,ρ+ (t, ω) = inf
n
gn,ρ(t+, ω).
Remark 7.1. We have the following :
1. g∗,ρ− (t, ω) 6 g
∗,ρ(t, ω) 6 g∗,ρ+ (t, ω).
2. If ∆tρ(ω) > 0, then g
∗,ρ(t, ω) = g∗,ρ− (t, ω) ∨ g(t, ω).
3. If ∆tρ(ω) = 0 then g
∗,ρ(t, ω) = g∗,ρ− (t, ω).
In particular, for every ω ∈ Ω{
t ∈]0, T ] : g∗,ρ(t, ω) > g∗,ρ− (t, ω)
}
⊂
{
t ∈]0, T ] : ∆tρ(ω) > 0
}
and then {t ∈]0, T ] : g∗,ρ(t, ω) > g∗,ρ− (t, ω)} is a countable set.
Proposition 7.2. For every ω ∈ Ω,
g(t, ω) ≤ g∗,ρ(t, ω) dρt(ω)− a.e. on ]0, T ].
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Proof. From the definition of gn,ρ, we have that for every (ω, t, n) in Ω×]0, T ]× N, there exists a
negligible Borel set N(ω,t,n) with respect to the measure dρs(ω) such that for every s ∈ N
c
(ω,t,n)
1{s≤t}g(s, ω) ≤
[
gn,ρ(t, ω) + n(t− s)
]
1{s≤t}.
For ω ∈ Ω, let
Iω =
⋃
n∈N
{
t ∈]0, T [ : gn,ρ(t−, ω) < gn,ρ(t+, ω)
}⋃[
Q
⋂
]0, T [
]⋃{
T
}
,
which is countable and dense in [0, T ].
Define the following negligible Borel set with respect to the measure dρs(ω)
Nω =
⋃
t∈Iω
⋃
n∈N
N(ω,t,n).
It follows that for every ω ∈ Ω, s ∈ N cω, n ∈ N and t ∈ Iω , we have
1{s≤t}g(s, ω) ≤
[
gn,ρ(t, ω) + n(t− s)
]
1{s≤t}.
Let ω ∈ Ω, s ∈ N cω. If s ∈ Iω , we take t = s and by letting n to infinity it follows that g(s, ω) ≤
g∗,ρ(s, ω). Now, if s /∈ Iω , then there exits a sequence (tp)p ∈ Iω such that tp ↓ s. Then
g(s, ω) ≤
[
gn,ρ(tp, ω) + n(tp − s)
]
.
Letting p to ∞ we have
g(s, ω) ≤ gn,ρ(s+, ω) = gn,ρ(s, ω).
The result follows by letting n to infinity.
We have the following characterization.
Corollary 7.1. Let Y ∈ D(
g(t, ω) 6 Yt−(ω)
)
dρt(ω)P (dω)-a.e if and only if
(
∀t ∈]0, T ], g∗,ρ(t, ω) 6 Yt−(ω)
)
P -as
Proof
We use the left continuity of Yt− to prove that sups6t
[
Ys−−n(t− s)
]
converges to Yt− as n goes
to infinity.
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