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Abstract
Self-organization of regular surface pattern under ion beam erosion was described in de-
tail by Navez in 1962. Several years later in 1986 Bradley and Harper (BH) published the
first self-consistent theory on this phenomenon based on the competition of surface rough-
ening described by Sigmund’s sputter theory and surface smoothing by Mullins-Herring
diffusion. Many papers that followed BH theory introduced other processes responsible
for the surface patterning e.g. viscous flow, redeposition, phase separation, preferential
sputtering, etc. The present understanding is still not sufficient to specify the dominant
driving forces responsible for self-organization. 3D atomistic simulations can improve
the understanding by reproducing the pattern formation with the detailed microscopic
description of the driving forces. 2D simulations published so far can contribute to this
understanding only partially.
A novel program package for 3D atomistic simulations called trider (TRansport of
Ions in matter with DEfect Relaxation), which unifies full collision cascade simulation
with atomistic relaxation processes, has been developed. The collision cascades are
provided by simulations based on the Binary Collision Approximation, and the relaxation
processes are simulated with the 3D lattice kinetic Monte-Carlo method. This allows,
without any phenomenological model, a full 3D atomistic description on experimental
spatiotemporal scales. Recently discussed new mechanisms of surface patterning like
ballistic mass drift or the dependence of the local morphology on sputtering yield are
inherently included in our atomistic approach.
The atomistic 3D simulations do not depend so much on experimental assumptions
like reported 2D simulations or continuum theories. The 3D computer experiments can
even be considered as ’cleanest’ possible experiments for checking continuum theories.
This work aims mainly at the methodology of a novel atomistic approach, showing that:
(i) In general, sputtering is not the dominant driving force responsible for the ripple
formation. Processes like bulk and surface defect kinetics dominate the surface morphol-
ogy evolution. Only at grazing incidence the sputtering has been found to be a direct
cause of the ripple formation. Bradley and Harper theory fails in explaining the ripple
dynamics because it is based on the second-order-effect ‘sputtering’. However, taking
into account the new mechanisms, a ‘Bradley-Harper equation’ with redefined param-
eters can be derived, which describes pattern formation satisfactorily. (ii) Kinetics of
(bulk) defects has been revealed as the dominating driving force of pattern formation.
Constantly created defects within the collision cascade, are responsible for local surface
topography fluctuation and cause surface mass currents. The mass currents smooth the
surface at normal and close to normal ion incidence angles, while ripples appear first at
θ ≥ 40◦.
The evolution of bimetallic interfaces under ion irradiation is another application of
trider described in this thesis. The collisional mixing is in competition with diffusion
and phase separation. The irradiation with He+ ions is studied for two extreme cases of
bimetals: (i) Irradiation of interfaces formed by immiscible elements, here Al and Pb.
Ballistic interface mixing is accompanied by phase separation. Al and Pb nanoclusters
show a self-ordering (banding) parallel to the interface. (ii) Irradiation of interfaces
by intermetallics forming species, here Pt and Co. Well-ordered layers of phases of
intermetallics appear in the sequence Pt/Pt3Co/PtCo/PtCo3/Co. The trider program
package has been proven to be an appropriate technique providing a complete picture of
mixing mechanisms.
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In all science,
error precedes the truth,
and it is better it should go first than last.
Hugh Walpole (1884 - 1941) 1
Introduction
1.1 Self-organization
Self-organization is a process driving a system towards coherent structures by the system
itself. Two types of self-organization mechanisms can classify systems from the thermo-
dynamic point of view: (i) in closed systems, which evolve towards thermodynamic
equilibrium, self-organization may reduce the entropy of sub-systems, however the en-
tropy of the closed system as a whole will always rise; (ii) in open systems, which
evolve towards a steady-state, high-quality energy of low entropy enters the system con-
tinuously delivered by an external source. If self-organization occurs during this process,
the entropy of the open system will be lowered due to entropy export. Therefore, the
low-quality energy that abandons the system will have higher entropy.
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Figure 1.1.: Two types of self-organization.
In solid state physics self-organization can be found for mechanisms like phase tran-
sition, crystallization, percolation of random media, surface and interface energy min-
imization, epitaxial growth, etc. The first type (i) applies to all these mechanisms,
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where self-organization occurs as an intermediate state providing an efficient way to
reduce the free energy of the system. An example showing the reaction pathway of
an ion-implanted, cylindrical Gaussian impurity atom distribution, thermally activated
relaxing towards equilibrium is depicted in Fig. 1.2(i), starting with the as-implanted
far-from-equilibrium state. Now, various processes drive the system towards equilibrium
with a different speed. Phase separation, coarsening and interface smoothing are three
subsequent mechanisms, which lead to the first ordering stage, where the system forms
a nanowire. It exists relatively long due to a small driving force by a small energy gain
coming from further surface area reduction. In the second stage the wire decays by
Platau-Rayleigh instability into a chain of spherical particles [1,2]. The particle chain is
another stage of a relatively long lifetime, which lowers the surface energy further but
even slower by coarsening to a single nanocluster via bulk diffusion. Finally, only one
particle remains in the system creating the state closest to thermodynamical equilibrium.
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Figure 1.2.: Two examples of self-organizing processes. (i) after implantation, starting from a
far-from-equilibrium state, Gaussian profile of particle distribution, the system evolves towards
the equilibrium state through a sequence of separated stages: nanowire formation by phase sep-
aration, coarsening and interface smoothing; nanocluster chain formation by Plateau-Rayleigh
instability; single nanocluster formation by total surface energy minimization. Internal energy
reduction is plotted with indication of evolutionary states (from Ph.D. thesis of Röntzsch [2]).
(ii) system under ion irradiation is driven towards ordered steady-state. Starting from initial
flat surface the system evolves to an organized wavy morphology.
2
1.2. HISTORY OF SELF-ORGANIZATION OF SURFACE PATTERN UNDER
ION IRRADIATION
The second example in Fig. 1.2(ii) shows self-organization in a driven system. Here,
steady state order can evolve under specific conditions. For instance, ion irradiation can
modify surface topography and surface patterning can occur. Using proper conditions
of ion beam sputtering (IBS), self-organization of ripples may appear. However, slightly
different conditions during the sputtering may increase the surface roughness without
creating any coherent structure or, on the other hand, can lead to smoothing of the sur-
face. It is not trivial to understand under which conditions self-organization is expected
during IBS and distinct approaches have been applied to study and explain experimental
findings. It is the major objective of this thesis to improve the general understanding of
the ripple formation mechanisms.
1.2 History of self-organization of surface pattern under
ion irradiation
Although first experiments are dated back in the 1960s by Navez et al. [3], the first
conclusive theory about self-organization of patterns under ion irradiation was proposed
much later by Bradley and Harper (BH) [4] leading to a continuum model, the so-called
BH equation. Their model of ion-eroded surface pattern is based on the competition
between roughening processes by the ion sputtering and smoothing processes by surface
diffusion. It became the dominating idea in the theories describing surface evolution
under ion irradiation for many years. During these years mainly extensions of the BH
model were proposed. At first the BH equation was extended to a non-linear equation [5],
and then it was modified to an equation of the Kuramoto-Shivashinsky (KS) type [6]
and to the anisotropic KS equation [7]. Finally by coupling KS equation to the ”hydro-
dynamic” model it was possible to reproduce pattern coarsening [8]. It is mandatory to
mention that all of the above-named models are rooted in the famous Sigmund theory
of sputtering [9] established 9 years after the first experiment of the ripple formation [3].
The theory assumes that the local erosion rate is proportional to the intersection of the
surface with a three-dimensional Gaussian distribution of energy deposited by a collision
cascade.
Many atomistic approaches of modeling also favor the Sigmund theory as the source
of a surface instability, i.e. surface roughness increase. Therefore, combination of the
solid-on-solid (SOS) atomistic model with Sigmund’s ellipsoid of the energy deposition
results in BH type of surface evolution [10–12].
Also extensive atomistic simulations like molecular dynamics (md), which follow the
trajectory of atoms by integrating Newton’s laws of motion, have been used to describe
surface modification by ions. One of the investigation gives the first indication that
ion bombardment is not always responsible for roughening, but can even very efficiently
smooth surfaces depending on the initial conditions for bombardment [13]. This has been
also observed experimentally [14]. Another md study proves the existence of conditions
where the surface roughness may increase under ion irradiation [15], however it is not
clarified if the sputtering is the main cause. The most interesting conclusion provides
Kalyanasundaram et al. [16] calculating with md the crater function out of single ion
impacts on Si (see scheme in Fig. 1.3). They show that the majority of the crater volume
is caused by material rearrangement to the crater rims and the sputtering is not the only
and not the dominant process during ion bombardment. It has been shown that inclusion
of the crater function into continuum theory results in BH type continuum equations,
3
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crater rims
crater volume
q
center of mass
Figure 1.3.: Schematic plot of the one-dimensional crater topography after oblique impact.
Strong asymmetry in the size of crater rims depending on the incidence angle decides about
size and orientation of the mass current vector jmass. The crater volume is the sum of the
volume from removed atoms and the atoms relocated into the rims.
which can lead to pattern formation [17]. Also by superposition of the crater function
on the surface for different ion impact, ripple formation can be expected [18].
The most convenient way to follow the kinetics of mass displacement after the collision
cascade is to use computer simulation. With efficient computational methods it is pos-
sible to study both, the evolution of the system after single ion impact leading to crater
formation and, after multiple impacts pattern formation. At present, it is necessary to
use two different simulation techniques. With md it is convenient to simulate single
collision cascades. Such md studies can be used to determine parameters of continuum
equations. For instance, a convincing method about application of md calculations into
the continuum equation was provided by Norris et al. [17]. Taking this into account,
they express the surface evolution in terms of moments of the crater function calculated
with md. An even more straightforward approach would be to use md simulations to re-
produce the surface pattern formation by multiple collision cascades, without calculating
the energy deposition into the surface or the crater function after a single ion impact.
Unfortunately, even in the next future it will not be possible to simulate these surface
structures by md. Modern computation techniques do not yet allow performing the sim-
ulations for needed time and length scales. An additional limitation is the difficulty in
finding reliable atomistic potentials covering the whole range of atomic interactions.
Unlike atomistic modeling, continuum approaches are generally disregarding the influ-
ence of bulk defects on the surface morphology, considering only the local erosion rate
proportional to the energy deposited locally on the surface. Recent models that intro-
duce coupled fields of the mobile species [8] or the concentrations of elements for different
compounds [19] provide a better description of surface diffusion processes and a more
detailed picture of surface evolution under ion irradiation, but cannot fully describe bulk
and surface kinetics. What is also missing is a direct link between continuum theory and
atomistic simulations. The main disadvantage of the method of Norris et al. is the ne-
cessity to calculate the moments of a crater function rather than focusing on microscopic
mechanisms, which are responsible for the crater formation. These mechanisms are pro-
ducing the dynamics on the surface continuously during the ion bombardment and not
only by a local height variation. A more detailed and straightforward approach was given
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by Moseler et al. [13]. They suggest the existence of ion impact induced downhill cur-
rents as the driving force responsible for surface smoothing at normal incidence. Based
on md simulation of the collision cascade the downhill currents have been quantified and
included into a linear continuum equation to study the transition between roughening
and smoothing.
Crater function clearly contains much more information about the effect of the ion
impact than the intersection of the deposited energy with the surface. Sputtering is
described as the difference of the volume integral over the original surface and the crater
function and the surface mass drift is related to the center of mass of the crater. The
asymmetry in the crater formation due to ion impact under oblique local incidence angle
induces a surface mass drift that can be described by the mass current vector jmass shown
in Fig. 1.3. There are two different sources that induce jmass after single ion impact at
the energies below thermal spike energy regime:
(i) A direct formation of the crater is made, if the cascade produced by the ion has
relatively high energy density [20] creating redistribution of the surface atoms and
plastic deformation. The densest cascades are expected if the mass of the ion is
much larger than the mass of target atoms (e.g. Xe+ bombardment).
(ii) An indirect crater formation is made, if the cascade energy density is low (the
mass of ion is the same or smaller than the mass of target atom) and a single
incidence causes a few atomic displacements at the surface’s impact position only.
However, averaging over hundreds of surface topographies created by single ion
impacts crater formation with rims may appear [16].
For the both sources of jmass, the atomic displacement induced by the collision cascade
is orienting the mass current vector parallel to the ion trajectory. At present, it is
possible to calculate the current vectors by simulations (e.g. with md [13, 17]), but the
quantitative relation between collision cascade and jmass and its influence on the pattern
formation remains unclear.
1.3 Aim and structure of this work
This work will not focus on further extensions of the BH theory but on the methodology
of a novel atomistic approach named trider (TRansport of Ions in matter with DEfect
Relaxation) that is described in details in Chap. 2. The defect relaxation defined in the
name trider corresponds to the defects like: vacancies, interstitials, surface vacancies,
ad-atoms, impurities and antisites. A description of patterning mechanisms starting
from microscopic effects of defects migration and coming later to macroscopic processes
like the evolution of ripple patterns will be supported by simulation results in Chap. 3,
divided into four sections:
1. Kinetic of defects created within the collision cascade, and its influence on the
crater structure is provided in Sec. 3.1. The role of processes like defect creation,
recombination, accumulation and excess, is studied as time dependent variables.
2. The obtained crater formations are analyzed and compared for different irradia-
tion conditions in Sec. 3.2. Analytical function to reproduce a crater-like surface
morphology is proposed and the explanation of function arguments is provided.
5
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3. In Sec. 3.3 mainly the results of the surface morphology after multiple ion impact
are presented. The investigation focuses on the dominating driving force responsi-
ble for the ripple formation at non-grazing incidence angles. The complex role of
processes like bulk and surface defect migration, recombination, bulk and surface
diffusion during the evolution of surface patterns is taken into account. Here, the
main objective is the surface erosion and its influence on the self-organization in
the system. The qualitative picture of surface morphologies is then the basis of
quantitative studies of the surface evolution using statistical variables of the surface
like interface width and wavelength.
4. In Sec. 3.4 the mass current vectors are extracted from initially generated surfaces,
which provide perfectly ordered wavy topography. At first smoothing conditions
occurring due to the surface thermal diffusion is shown, and then the results after
the irradiation and relaxation are given.
Finally, in Chap. 4 only the bulk processes are considered to study multicomponent
systems, in particular intermetallic compounds. Self-organized structures can be ob-
tained due to the competition between collisional mixing processes at the interface with
defect relaxation and phase separation. As applications, two extreme cases of interface
mixing in bimetals are presented: (i) He+ irradiation of bimetal formed by immiscible
elements, here Al and Pb, causes ballistic interface mixing resulting in phase separation.
Al and Pb clusters, which form in the interface region, show self-ordering. (ii) He+ ir-
radiation of bimetal made by components which form intermetallics, here Pt and Co,
causes the formation of step-like nanometric intermetallic layers with the phase sequence
Pt/Pt3Co/PtCo/PtCo3/Co across the former interface.
6
Science is organized common sense,
where many a beautiful theory,
was killed by an ugly fact.
Thomas Huxley (1825 - 1895) 2
Simulating ion-solid interactions
Nowadays there are many advanced and sophisticated simulation methods in solid state
physics available. Starting from the fundamentals, ab-initio methods (also called first
principles methods) are applied to describe electron states using quantum mechanical
laws. They characterize electronic structure of solids and deliver fundamental back-
ground about basic properties of molecules and materials using numerical solution of the
Schrödinger equation. The many-body interactions are usually approximated by single
particles interacting with a self-consistent mean field based on the Hatree-Fock theory,
which neglects electron-electron correlation. The problem of N interacting electrons in
yearfs ps ns µs ms s min h day
1nm
10 nm
100 nm
1µm
10µm
ab-inito
MD BCA
kMC
Continuum
time
le
n
gt
h
1Å
Figure 2.1.: Schematic diagram of time-space efficiency of solid state simulation methods.
an external potential is mapped onto a set of noninteracting electrons in an effective
potential (mean field) [21,22]. The density functional theory (dft) is the most common
and the most straightforward approach to describe the ground-state properties of solid
materials and molecules [23–25]. It is based on another approximation, the negligence of
Fermion character of electrons. To correct the two crucial approximations to a certain
extent, correlation and exchange energies are added to the single particle Hamiltonian.
dft results are very often used as input parameters for classical atomistic simulations.
One of them is the md method, which fulfills purely classical mechanical laws to de-
scribe the many-body interaction between atoms. The general aim is to reproduce the
7
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dynamical behavior of systems of many particles by the calculation of atomic interac-
tions and trajectories, by numerical integration of Newton’s laws of motion (for detailed
methodology see [26]):
~Fi (~ri) = −∇ui ({~ri}) = mi
∂
∂t
~υi (t) =
∂
∂t
~pi (t) ,



2.1
where for each atom i, atomic forces ~Fi can be calculated only if the md many-body
potential function ui is given.
The classical interatomic potential is the most important input deciding about the level
of physical accuracy of the md approach. Except classical interactions between the atoms,
it describes also the electronic influence on the nuclei. Using first principles methods and
experimental results semi-empirical and empirical potentials can be generated.
A practical calculation with the md algorithm is the continuous updating of the veloc-
ity and the position vectors. Using ~Fi and Newton’s second law, velocity ~υi and atomic
position vectors ~ri can be integrated with second order Taylor series to equations, e.g.
by Verlet algorithm [27]:
~̃r = ~r + ~υ∆t +
1
2m
~F (∆t)2
~̃υ = ~υ +
1
2m
(
~̃F + ~F
)
∆t



2.2
Calculated trajectories are in the 6N -dimensional phase space, with 3N -dimensional
space of positions ~ri and 3N -dimensional momentum ~pi space. The time interval between
two iteration steps ∆t should be small enough to minimize the errors connected with the
finite difference method of Taylor expansion and it should be smaller than the time of
one vibration of atom on a lattice, which usually is in the femtoseconds range. This time
discretization leads to the very serious restriction of md simulation regarding time scale
of simulation, which is in the order of picoseconds up to nanoseconds. Regarding the
simulation cell sizes, md has been applied up to nearly 109 atoms in condensed matter
systems [28]. It is worth mentioning a recent publication of Samela and Nordlund about
surface cratering using macroscopic projectiles (clusters) impacts on Au, where the total
number of simulated atom was more than 1×107 [29]. The largest calculation consumed
in that case about 6 years of CPU time but the real time of the simulated physical
process was followed only up to 50 ps.
Application of md at the present time is not very practical concerning system sizes
and irradiation times usually observed in the experiments, especially in terms of simu-
lations of IBS. The average duration of a collision cascade is very short (sub-picosecond
regime), therefore ∆t used in md has to be small enough to reproduce the trajecto-
ries. Because of this, the total simulation time increases. Moreover, for the simulation
of atomic displacement during the cascade a special type of interatomic potential is
used [30], which describes precisely the high energy regime of atomic collisions. The
same type of interatomic potential is typically applied for Binary Collision Approxima-
tion (bca) based methods, where it is possible to simulate very similar trajectories of
projectiles like with md, but with a heavily reduced computational time. Unfortunately
the thermally activation of atoms that relaxes the system after the cascade is in bca
either completely neglected or simplified. This however, can handle kinetic Monte-Carlo
(kmc) simulations. They are empirical methods, where the input parameters come often
from the md results. kmc can model a variety of kinetic processes of a solid state with
rather large spatiotemporal scales, which can be compared with experimental results.
8
2.1. FUNDAMENTALS OF ION-SOLID INTERACTIONS
The unification of bca and kmc should be able to reproduce full collision cascade with
kinetic relaxation afterwards. Both of methods will be described in this chapter starting
from the fundamentals, followed by the general methodology and its modifications. The
major improvement however, applies to the interface between the methods, where the
main programming challenge has been accomplished.
2.1 Fundamentals of ion-solid interactions
All the information provided in this section is only the brief review of the very broad
subject of ion-solid interactions. All the formulas described here can be easily derived.
However, only the final outcomes are presented in the subject areas, which are strictly
connected with this work. More detailed insight into the field of ion-solid interactions
bring fundamental reviews of Nastasi et al. [31], Sigmund [32], Smith [33] or Was [34].
The collision attempt and the trajectory in a center of mass (CM) system is shown
in figure 2.2. Assuming that the projectile has the energy E and the scattering angle
between two particles in a CM system is given by θc, the elastic energy transferred to
the target atom during every collision is given by,
Tel = γE sin
2 θc
2
,



2.3
where γ denotes the energy transfer factor between projectile of a mass m1 and target
atom of a mass m2
γ =
4m1m2
(m1 + m2)
2 .



2.4
According to Eq.



2.3 , the maximum of elastic energy transfer Tmax occur, if the relative
angle between atomic trajectories is θc = 180
◦ that is equivalent to a head-on collision.
Moreover, the energy transfer factor



2.4 suggests that another condition to increase Tel
is to equalize the masses of projectile and the target atom (m1 = m2).
2.1.1. Interatomic potentials
To describe the interaction between atoms it is necessary to develop the proper potential
function. Using binary collision approach it is possible to reduce the problem to only
two particles interacting via Coulomb forces, separated by a distance r with the atomic
numbers Z1 and Z2
Vc (r) =
Z1Z2e
2
4πε0r
.



2.5
However, the existence of electrons has to bring some modifications based on shielding
effects, especially active for the intermediate distance a0 < r < r0 (where a0=0.053 nm,
is the Bohr radius of the hydrogen atom and r0 is the nearest neighbor (NN) atomic
distance). Due to the reduction of Coulomb potential by the repulsive force, caused
by inelastic interactions between the electron shells, the screened Coulomb interaction
potential has been developed
V (r) = Vc (r) Φ
(r
a
)
,



2.6
where Φ and a are the screening function and the screening length, respectively. There
have been many variations of Φ in the past, to describe V (r) that does not depending on
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a specific electronic configuration. Based on experimental data and calculations of solid
state interatomic potentials of about 500 ion-target combinations, Ziegler, Biersack and
Littmark [30], have created the generalized version of screening function, the so-called
“universal screening function”,
ΦU (y) = 0.182e
−3.2y + 0.51e−0.942y + 0.28e−0.403y + 0.0282e−0.202y,



2.7
with universal screening length,
aU =
0.8853a0
Z0.231 + Z
0.23
2
.



2.8
The interatomic potential



2.6 calculated using the universal function is called after
the names of creators: Ziegler, Biersack and Littmark (ZBL). It has been derived by
calculations of total interaction energy, which take into account such parameters like:
electrostatic potential energy between nuclei, electrostatic interaction energy between
electron distributions, interaction energy between nucleus and electron distribution, ki-
netic energy increase of electrons due to Pauli excitation, and increase of exchange energy
of electrons.
ZBL is the most often used potential in models based on bca, mainly because it is
employed for the widely spread srim package [30]. Not very far from ZBL lies the Kr-C
potential [35], which has been proven to be a good mean potential, especially combined
with the Firsov screening length [36]:
aF = 0.8853a0
(
Z
1/2
1 + Z
1/2
2
)−2/3
ΦKr-C (y) = 0.19e
−0.278y + 0.47e−0.637y + 0.34e−1.919y.



2.9
This potential has been successfully used in many simulation techniques [37–39], in
particular describing the sputtering yield with good experimental agreement.
2.1.2. Cross sections
To quantify a large number of atomic interactions during a collision cascade it is necessary
to examine the probability of ion-solid scattering events. This can be done by introducing
qc
dqc
r rminp
dp
m1
m2
R
 s
in
q
c
Figure 2.2.: Scattering cross section (dσ/dΩ) of a particle of mass m1 approaching the nucleus
of mass m2 with an impact parameter p, reflected at a solid angle θc.
a cross section, which is defined as the probability that between approaching particle
10
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and target projectile a particular interaction occurs. Two types of cross sections can be
distinguished:
1. Scattering cross section (dσ/dΩ) (Fig. 2.2) - is the probability of projectile scat-
tering in the defined angle θc. The relation of differential rings before (dσ) and
after (dΩ)1 the impact is a function dependent on the impact parameter p and the
scattering angle θc, expressed by the formula
dσ
dΩ
=
∣
∣
∣
∣
2πpdp
2π sin θcdθc
∣
∣
∣
∣
=
p
sin θc
∣
∣
∣
∣
dp
dθc
∣
∣
∣
∣



2.10
Equation



2.10 is derived using the ratio between ring’s area before and after
collision. The relation between scattering angle and energy is given by the so-
called ‘trajectory integral’2
θc = π − 2p
∫ r−1min
0
dr−1
√
1 − V (r)
E
− p2
r2
,



2.11
where rmin denotes the minimal distance between two projectiles, and V (r) is
the potential function used for the calculation. Using the Eqs.



2.10 and



2.11
combined with the potential function given by



2.6 , the scattering cross section and
preferential scattering angles for different projectiles can be studied analytically.
2. Stopping cross section (S (E)) - in contrary to the scattering cross section, stopping
cross section describes multiple collisions that follow the energy loss per unit length
due to the nuclear (nu - by the collisions) and electronic (el) interaction effects in
the target with atomic density n
S (E) = − 1
n
(
dE
dx
)
= − 1
n
(
dE
dx
∣
∣
∣
∣
nu
+
dE
dx
∣
∣
∣
∣
el
)
.



2.12
Multiplying S (E) by n gives a stopping power, which describes the energy loss per
unit of pathlength. The stopping cross section can be divided into two types of
interactions, which are the nuclear (Snu (E) = n
−1 |dE/dx|nu) and the electronic
(Sel (E) = n
−1 |dE/dx|el) stopping.
Both scattering and stopping cross sections determine the trajectory of atoms.
Starting from the ‘primary’ ion, slowing down process is induced by the energy
transfer to the primary recoils. If the energy transferred is sufficiently large, the
recoils will follow the trajectory that is similar to the trajectory evoked by the
ion, possibly generating further recoils (‘secondary’ recoils). The secondary recoils
may also repeat nuclear collisions with other atoms transferring the nuclear energy
until they will come to the rest and finalize the ‘collision cascade’. The schematic
picture of atomic trajectories is shown in Fig. 2.3.
In the right part of Fig. 2.3 two types of stopping mechanisms are indicated: (i)
nuclear stopping activated by a binary collision, is a kinetic transfer of energy
between atoms and (ii) electronic stopping, is an inelastic energy loss induced by
a ‘friction’ at electrons of the medium.
1σ is simply the differential area before the collision and Ω a relative solid angle after the collision.
2The classical trajectory integral is a method to calculate a scattering angle in CM systems based on
the kinetic and potential interaction between two particles only. It is derived using classical laws of
energy and momentum conservation [31].
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+
q
S
nu
S
el
S
nu
target
Figure 2.3.: Schematic of a collision cascade showing primary ion and recoils trajectory. Final
positions of projectiles are indicated with white contour.
Nuclear stopping
A nuclear stopping power can be derived directly by integration over all possible
values of the energy transfer T from Eq.



2.3 ,
Snu (E) =
∫ Tmax
Tmin
Tdσ (T ) .



2.13
The lower limit of the integration Tmin is the minimal energy needed to displace
an atom from its lattice position and is usually in the range of few eV, however for
calculation of the nuclear stopping it can be set as 0. σ (T ) is the scattering cross
section that is calculated by



2.10 . To solve



2.13 it is convenient to introduce
‘reduced’ dimensionless quantities for the energy and path length, which have been
defined by Lindhard et al. [40]. With the distance of closest approach rmin (E) in
a head-on collision, they are given by:
ε =
a
rmin (E)
=
4πε0 am2
Z1Z2e2 (m1 + m2)
E and ρ = πa2n
4m1m2
(m1 + m2)
2x.



2.14
Based on a fitting procedure to experimental sputtering yield data Matsunami et
al. [41] calculated Snu (ε) as a semiempirical approximation for the Thomas-Fermi
screening function atf , yielding
Snu (ε) =
dε
dρ
∣
∣
∣
∣
nu
=
3.44
√
ε ln (ε + 2.718)
1 + 6.35
√
ε + ε (6.882
√
ε− 1.708) .



2.15
Another fitting function describing nuclear stopping has been proposed by Ziegler
et al. [30], where the best results can be obtained using the universal screening
function



2.7
Snu (ε) =
dε
dρ
∣
∣
∣
∣
nu
=
0.5 ln (1 + 1.2288ε)
ε + 0.1728
√
ε + 0.0008ε0.1504
.



2.16
The comparison between Eqs.



2.15 and



2.16 is plotted in Fig. 2.4. The plots
overlap for the all values except for ε > 0.1 and ε < 10.
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Figure 2.4.: Nuclear stopping power plotted in reduced coordinates.
Electronic stopping
The second type of energy transfer from fast moving atoms, delivered to the elec-
trons of the medium is called electronic stopping or inelastic energy loss. To de-
scribe this type of particle interaction, it is important to realize that electronic
stopping is always velocity dependent and therefore also energy dependent. Two
types of electronic excitations can be distinguished according to the initial veloc-
ity υ:
a) υ > υ0Z
2/3
1 , corresponding to high-energetic collisions, where the projectile
is significantly faster than the mean orbital velocity of electrons (where υ0 =
h̄/mee
2 ≈ 2.188 × 108 cm/s denotes Bohr velocity of atomic electrons). For
these conditions, ions almost immediately lose their electrons straight after
and can be treated as a bare nucleus with a positive charge Z1. The energy loss
can then be calculated for purely Coulombic interactions with the electrons,
according to the Bethe formula [42]
S>el (E) =
dE
dx
∣
∣
∣
∣
>
el
=
2πZ21Z2e
4
(4πε0)
2
m1
me
1
E
log
(
4meE
m1I
)
.



2.17
In Eq.



2.17 I denotes the average excitation energy of an electron in the
medium (‘mean ionization potential’), which has been roughly approximated
by Bloch [43] as a linear function of the atomic number of medium, I ∼= 10Z2.
b) υ < υ0Z
2/3
1 , for low particle energies, positively charged ions tend to be neu-
tralized by electrons captured from target atoms. In the work of Firsov [36]
the assumption of creating a quasi-molecule is used. It explains the loss of
13
CHAPTER 2. SIMULATING ION-SOLID INTERACTIONS
the momentum by the projectile during the collision, due to the electron ex-
change in an overlap region of the transient quasi-molecule. This leads to the
a following formula
S<el (E) =
dE
dx
∣
∣
∣
∣
<
el
= 3.309 × 1015 (Z1 + Z2)
(
E
m1
)1/2
eV cm2.



2.18
An alternative expression has been derived by Lindhard and Scharff by inte-
grating the ion-electron interactions over radial shells of the target atom3. In
reduced units their result is given by the formula
S<el (ε) =
dε
dρ
∣
∣
∣
∣
<
el
=
Z
2/3
1 Z
1/2
2 (1 + m2/m1) ε
1/2
12.6
(
Z
2/3
1 + Z
2/3
2
)2/3
m
1/2
2
.



2.19
Both formulas show that low-energy electronic stopping is proportional to the
velocity of the moving atom. The difference of Eqs.



2.18 and



2.19 results
from different interatomic potentials used for the integration. In comparison
with experimental data, the Firsov formula fits better if the ratio between Z1
and Z2 does not exceed 4. However, the Lindhard-Scharff equation is more
universal concerning the full range of atomic number combinations.
Fig. 2.5 shows the stopping cross section calculated for two different systems. The
main plot is valid for light ion bombardment (i.e. He+), where the electronic stopping
is dominant and the nuclear stopping is always lower than Sel. It is easy to realize
that at low energies Sel is proportional to ε
0.5, like in Eqs.



2.18 and



2.19 , whereas
at high energies, in accordance with Eq.



2.17 , the dependence is becoming ε
−1 log ε.
The intermediate energy regime of the electronic stopping around υ = υ0Z
2/3
1 is usually
approximated using inverse interpolation
1
Se
≈ 1
S<e (ε)
+
1
S>e (ε)
.



2.20
Using heavier ions (e.g. Ar+) the nuclear stopping is much more significant at the lower
energies. However, when the energy increases, Snu goes down proportionally to ε
−1 log ε,
in accordance to the Eq.



2.15 , while Sel starts to become the dominant stopping power.
2.1.3. Theory of sputtering
If a collision cascade intersects the surface boundary it transfers energy to the surface
atoms. If transferred energy overcomes their binding energy the surface atoms will be
removed from the target. This kind of event is named as sputtering or surface erosion.
The rate of surface erosion is described by the factor called sputtering yield Ys, which
determines the average number of removed atoms per incidence ion. Analytical cascade
transport theory is generally applied to find an approximation of Ys. It is based on
an analytical solution of so-called ‘forward’ transport equation to obtain distribution
function of beam properties like deflection angle or particle energy over depth [45]. The
3Lindhard and Sharff have never published their derivation although it has been used worldwide. In the
work of Sugiyama (see Ref. [44]), the Lindhard-Scharff equation has been derived using the Firsov
approach
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Figure 2.5.: Stopping cross sections (dE/dx) of nuclear (solid lines) and electronic (dashed lines)
energy loss for Pt irradiated with He+ ions. The inset plot shows corresponding functions for
heavy ion irradiation (Ar+ ion sputtering of Si target). The data are generated using the
srim-2008 package [30]
sputtering yield is there calculated using the isotropic distribution of recoil energies
cut at the surface. The usual range of Ys values is 0.5-20. It scales with the total
amount of energy deposited by nuclear collision at the surface. The sputtering yield is
proportional to the number of recoils generated in the near surface region, thus being
proportional to the nuclear stopping cross section. If the fraction of deposited energy
density is low enough, the sputtering can be described in the linear cascade regime using
Sigmund’s theory [9] with a fundamental formula Ys = ΛFD (E0), where Λ is a factor
containing material properties and FD is the nuclear energy deposition at the surface
4.
The transport theory assumes infinite medium, where ions start the trajectory internally
and the surface boundary is included artificially. These assumptions overestimate Ys
especially, if the scattering angles become larger and large fraction of collision cascade
forms beyond the surface in the infinite medium. To reduce created error correction
factor α is applied. The α is a function of the mass ratio m2/m1, ranging between
0.1 and 0.6. It is usually interpolated from experimental yields. In a more detailed
formulation Ys looks as follows,
Ys (E0, θ) =
4.2 × 1014cm2
NU0
α
(
m2
m1
)
Sn (E0) cos
−f θ.



2.21
U0 is a surface binding energy that for one component materials is equal to the sub-
4Deposited energy is proportional to nuclear energy-loss rate N × Sn (E0)
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limation energy. The dependence on the incidence angle is included as an additional
term cos−f θ. Here, the exponent f , is according to the Sigmund theory equal 5/3, if
m2/m1 ≤ 3, however it can only reproduce the sputtering yield for angles close to normal
incidence (θ ∼= 0◦). At the grazing incidence, ion reflection from the surface lowers Ys
significantly towards zero. In Fig. 2.6a, the sputtering yield dependence on the energy
is presented. The Sigmund theory overestimates the sputtering yield in comparison with
the experimental data, especially at low ion energies, as the threshold effects at the sur-
face are neglected. At sufficiently low ion energies the energy transfer to recoils becomes
lower than the surface binding energy, so that sputtering is completely suppressed.
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Figure 2.6.: Sputtering yields for Ar bombardment of Si as a function of: (a) energy at normal
incidence angle, (b) incidence angle at 500 eV ion energy. The experimental data are taken
from [46] and [47] (black squares). Solid color lines are solution of different analytical formulas.
Black solid lines are trim simulations.
A semi-empirical correction in the sputtering formula, including a threshold energy
Ethr selection has been introduced by Bohdansky [48] according to
Y thrs (E0) = Y (E0)
(
1 −
(
Ethr
E0
)2/3
)
(
1 − Ethr
E0
)2
,



2.22
where Ethr depends on the mass ratio m1/m2 as
Ethr =
{
Es
γ(1−γ)
for m1
m2
< 0.2,
8Es(
m1
m2
)2/5 for m1
m2
> 0.2,



2.23
with γ calculated by Eq.



2.4 .
For larger energies Eqs.



2.21 and



2.22 lead to the same results, without taking
into account electronic processes. Depending on the electronic stopping power, the total
sputtering yield will be reduced at the energy range of a few 100 keV. For this purpose,
Lindhard-Scharff electronic stopping cross-section is used



2.19 and Ys becomes,
Y thrs (E0) =
0.42αex Sn (E0)
U0 (1 + 0.35U0 Se (ε))
{
1 −
(
Ethr
E0
)1/2
}2.8
,



2.24
where αex is empirical parameter determined from the experiments. The equation above
has been introduced and evaluated by Matsunami et al. [49] and Yamamura and Itoh [50].
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Again, threshold energy is considered, similarly like for



2.22 , separately for the light
and the heavy ions:
Ethr =



(
4
3
)6 U0
γ
for m1 > m2,
(
2m1+2m2
m1+2m2
)6
U0
γ
for m1 < m2.



2.25
A recent publication proves the existence of a fully analytical description of sputter-
ing yield at normal ion incidence, derived for the energy range of 50 eV - 540 keV by
Wittmaack [47].
Angular dependence of sputtering yield proposed by Sigmund, has been corrected by
Yamamura [51] based on the reflection tendency for oblique ion incidence angles. How-
ever, a very similar although less empirical formula was recently proposed by Eckstein
et al. [52]:
Ys (E0, θ) = Ys (E0, 0)
(
cos(θ̃c)
)−f
exp
{
b
(
1 − cos−1(θ̃c)
)}
,



2.26
with θ̃ as a corrected incidence angle that takes into account the low ion energy regime
and self-ion bombardment, unlike the equation of Yamamura (Ref. [51]),
θ̃ = θ
π
2
{
π − arccos
√
1
1 + E0/U0
}−1
.



2.27
The only difference from Yamamura’s approach is the correction factor



2.27 and addi-
tional fitting parameter c (c = 1 in Ref. [51]).
Calculated sputtering yield for Ar+ ion bombardment of Si at the energy E0 = 500 eV
using all presented approaches is given in Fig. 2.6b. For comparison, the experimental
data [46] and trim calculation are included. The data taken from the experiment,
which has been done with 1.05 keV Ar+ ion energy, have been rescaled to 500 eV ion
energy. Therefore, trim simulation is expected to be a more reliable indicator and the
experiment provides a qualitative description.
Every analytical approach is an approximation of the reality. Each effort of finding
correct formula tends to increase the total confidence. Unfortunately the number of
necessary parameters increases and applications of such formulas, for instance in contin-
uum theories describing the surface evolution under ion irradiation, may become very
inefficient.
2.1.4. Ion-beam mixing
Kinetic energy transfer to the recoils results in the displacement of atoms in the tar-
get. Additionally, if more than one component is present in the target a change of local
concentrations will occur due to so-called ion-beam mixing. The observation of mixing
processes are usually based on controlled experiments of bilayer materials, like for in-
stance investigation of interface mechanisms of Pd/Si interface [53], or marker ion mixing
experiments, for example in amorphous Si [54].
Both configurations of the target are illustrated by Fig. 2.7. The solid gray lines
represent the concentration profile after a certain irradiation time. To describe time
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Figure 2.7.: Schematic of ion-beam mixing processes on (a) bilayer materials (interface) and
(b) a thin film (marker)
evolution of the concentration profile, the fundamental 2nd Fick’s law of diffusion
can be used:
∂c
∂t
= −D∇2c



2.28
where c is the concentration, D is concentration independent interdiffusion coefficient
and ∇ is a divergence operator. The 2nd Fick’s law can be derived from the 1st Fick’s
law describing the diffusion flux j in relation with the concentration
j = −D∇c.



2.29
Simple one-dimensional solutions of the diffusion equation



2.28 following Fig. 2.7 can
be given under the assumption of an infinite medium, as follows:
(a) Interface mixing for bilayer materials for the initial conditions
{c(x < 0, t = 0) = 0; c(x ≥ 0, t = 0) = cx},
c (x, t) =
cx
2
{
1 + erf
(
x√
4Dt
)}
,



2.30
where cx denotes the initial constant concentration of the material at the surface
and erf the error function.
(b) Ion irradiation of a thin film marker for the initial condition
{c(x < 0, t = 0) = 0; c(x = 0, t = 0) = cx; c(x > 0, t = 0) = 0},
c (x, t) =
cx√
4πDt
exp
(−x2
4Dt
)
.



2.31
Here, cx denoted the concentration of the mater solute in the target.
Similarly like for sputtering yield, also here the transport theory can be applied for
estimation of mixing, where the infinite medium assumption is a good approximation
for bulk cascades. The mixing will be described using the assumption of the isotropic
collision cascades [55] by the formula
Dbalt =
Ndpa(x) 〈r2〉
6
=
Sn (E0) 〈r2〉
12EmN
φ,



2.32
where Ndpa is the number of displacements per atom of the material at depth x, φ
the ion fluence, Sn nuclear stopping cross-section at the ion energy E0, Em threshold
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energy below which no relocation occurs and N the atomic density. 〈r2〉 is the mean
squared range of the displaced atoms. The time t is here the irradiation time, which is
proportional to the fluence of the ion beam.
Eq.



2.32 describes purely collisional effects and neglects any chemical driving forces
between the atoms of the material. The latter might induce phase ordering or at the
other extreme, phase separation. The chemical driving forces can be quantified by the
heat of mixing ∆Hmix, which denotes the concentration dependent energy difference
between energetic state of the system after (H2) and before (H1) the reaction (therefore
∆Hmix = H2 −H1). If ∆Hmix is positive, H2 is larger than H1, which means H2 is not
the preferential state and heat is absorbed5. If ∆Hmix is negative, the total energy of
the system after the reaction is lowered and the heat is released6. In a regular solution
model the concentration dependent heat of mixing for components A and B is defined
as [56]
∆Hmix = XAXBηlNA
{
εAB −
1
2
(εAA + εBB)
}



2.33
where XA and XB are mole fraction of elements A and B respectively, ηl is a lattice co-
ordination number and NA Avogadro’s number. εij are the mean bond energies between
atomic pairs.
Introduction of the chemical driving force into the interdiffusion coefficient, leads to a
modification of the diffusion equation



2.28 due to the dependency of potential the energy
on local configuration, which has been originally discussed by Darken [57]. Therefore,
the mixing diffusion coefficient follows
Dt = Dbalt
(
1 − 2∆Hmix
kBT
)
,



2.34
where kB is Boltzmann’s constant and the temperature T refers to an effective temper-
ature of the collision cascade during its thermalization phase.
Similarly, a dependence of the mixing rate on the cohesive energy ∆Hcoh has been
proven by experiments by van Rossum et al. [58]. It was shown that systems with
lower ∆Hcoh exhibit higher mixing rate. Because ∆Hcoh is a measure of rigid lattice
strength, due to the presence of tighter atomic bounds, the diffusion in the lattice will
be suppressed, and therefore mixing will be lower as well. A direct connection between
the cohesive energy and the enthalpy of mixing is provided by regular solution theory
according to
∆HABcoh =
(
XA∆H
A
coh + XB∆H
B
coh
)
+ ∆Hmix.



2.35
Eqs.



2.33 and



2.35 show that both, ∆Hmix and ∆Hcoh are concentration dependent.
Attempts of the analytical solution to describe the interdiffusion via atomic migration
under ion irradiation become very complicated, even for binary systems at low temper-
atures. The effect of thermal spikes on the mixing rate has been treated by Rossi and
Nastasi [59] resulting in a semi-empirical formula, where the ratio of ∆Hmix/∆Hcoh plays
the most significant role. Another investigation shows the separation between thermal
mixing and ion induced mixing by existence of specific activation thresholds induced
by increasing the temperature of a sample [60]. The presence of ion irradiation dur-
ing thermally activated mixing lowers the activation energy of atoms EA and increases
5if ∆Hmix > 0, reaction is endothermic, and the substances are immiscible (for instance: W/Cu,
Al/Pb, Pt/Ti)
6if ∆Hmix < 0, reaction is exothermic and the substances are miscible (Au/Co, Pt/Co, Hf/Ni)
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bulk kinetics. At high temperatures, the interdiffusion coefficient follows Arrhenius be-
havior Dradt exp
(
−EradA /kBT
)
, whereas if the temperature is lowers, ballistic mixing is
dominating according to Eq.



2.32 .
There are many driving forces, which are contributing to mixing during ion irradiation,
e.g. relaxation of collision cascade, chemical driving forces, activation energy of lattice
atoms, etc. Most of them cannot be described sufficiently based on the analytical treat-
ment only. At present only the atomistic simulations (e.g. md), where all the driving
forces are included, are able to reproduce ion-induced-mixing correctly. Additionally, mi-
croscopic processes like phase formation, nucleation, phase ordering or recrystallization
are included into atomistic modeling.
2.2 Binary Collision Approximation
In the last section it has been shown that analytical transport theory can describe various
properties of collision cascades, e.g. sputtering yield or ion beam mixing. It has been
also shown that a major disadvantage of that theory comes from the surface treatment in
the ad hoc infinite medium. The infinite initial conditions in the transport calculations
allow recoils for a multiple crossing of an arbitrary plane of a material. In reality, the
particle is lost straight after it crosses the surface. Therefore, the sputtering yield is
often overestimated by analytical formula. On the other hand, ion beam mixing will be
usually underestimated in the transport calculation (see Sec. 2.1.4), mainly because of
the assumption of isotropic cascade mixing.
An alternative approach is using computer simulations to follow the full collision cas-
cades and study sputtering or mixing processes. As it has been shown, integration of
the equation of motion used by md is very time consuming, mainly because of neces-
sary fine time discretization. Especially in simulations including ion irradiation, the md
approach seems to be not always obligatory and several approximations can be applied.
One very successful method simulating the radiation damage in solids is called Binary
Collision Approximation. It takes many advantages from ion-solid interaction theory of
ion beam sputtering [31, 34, 61], which have been introduced in the previous section. In
order to reduce the simulation time and increase the simulated system size, a number of
assumptions are necessary:
1. The many-body interactions are reduced to the binary interactions, which appears
sequentially along the trajectory of the projectile.
2. During each collision kinetic energy is transferred using classical momentum con-
servation law. This process is called elastic energy transfer (see Sec. 2.1.2).
3. Electronic energy loss is treated separately and the method of calculation depends
on the energy of the projectile (see Sec. 2.1.2).
4. Two methods of material distribution in the target have been proposed up to now:
(i) suited for amorphous targets, where the target atoms are chosen randomly
(according to mc sampling rules). This method enables the introduction of mean
free path, which is fixed and strictly related to the volume density λ = n−1/3
[30,38,62]. (ii) including the crystal structure, where the binary interactions appear
as the next nearest-neighbor projections on the projectile trajectory. The stochastic
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distribution of target atoms is replaced by static rigid lattice and λ is now equal
the nearest projected neighbor distance [63, 64].
5. Interactions between projectiles and surface atoms are approximated by introduc-
tion of surface binding energies. Atoms with energy higher than the surface binding
energy are removed from the target, i.e. these atoms are sputtered.
Based on these assumptions, several modeling strategies using bca technique have
been developed. The first version called trim (TRansport of Ions in Matter) [62] is a
Monte-Carlo algorithm that describes the trajectory of projectiles represented by a bi-
nary collision sequence. It assumes a complete independence of subsequent ion impacts
in amorphous solid and allows computer experiments of low computational costs. Origi-
nally trim handled only the incident ion trajectories, neglecting the full collision cascade
including all recoil trajectories. Later on many extensions have been introduced. The
most popular version of trim is contained in the srim package7 (The Stopping and Range
of Ions in Matter), and was developed originally by Biersack and Haggmark [62]. How-
ever, more detailed studies on stopping powers and ranges have been done by Ziegler,
Biersack and Littmark [30]. Further extensions focus on the surface phenomena like
sputtering [30,38] (trim.sp), or including the crystal structure instead of an amorphous
target for the investigation of channeling effects [63,64] (crystal trim). Later on Möller
and Eckstein developed the tridyn [39] (trim.sp DYNamical), which includes fluence
dependent target changes and changes of local concentration distribution of multicom-
ponent targets in 1 dimension (along the depth). Furthermore, recent studies present
an important actualization of trim.sp, by addition of a lateral dimension and allow
surface profile modification [65–67]. Unfortunately also additional free parameters had
to be introduced there (like anisotropy coefficients), responsible for the horizontal and
perpendicular volume changes induced by atomic displacement and implanted impurity
atoms.
Sec. 2.2 provides an introduction into the two bca type models mentioned in the
previous paragraph, trim and tridyn. Both are valid for amorphous material study.
2.2.1. TRIM
In trim ions and recoils are treated as so called ‘pseudoprojectiles’8. This means that
a single projectile is considered as a group of atoms (or a certain unit of fluence) and
all the parameters are scaled accordingly to the number of particles in the group. Any
thermal vibrations of the matrix atoms around their equilibrium positions are neglected.
The vibrational frequency of lattice atoms is usually of the order of 1012 s−1, whereas the
duration of the collision cascade, as measured by md simulations, is in the range 10−14
- 10−13 s. Therefore, the assumption of fixed atomic position and independent collision
cascades provides a very good theoretical approximation. The scattering angles of the
collisions are calculated for all impact parameters below a maximal impact parameter
pmax = (λπN)
−1/2,



2.36
7srim - the stopping and range of ions in matter - can be downloaded from www.srim.org. It is freeware
software updated almost each year. For the biggest attention deserve a huge collection of stopping
power experimental data together with analytical fits.
8The interval of fluence, corresponding to the one pseudoprojectile is calculated as ∆φ = φtot/NH ,
where φtot is the total simulated fluence and NH denotes the number of incident pseudoprojectile
histories
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where N represents atomic density and λ is a mean free path denoting the distance be-
tween two subsequent collisions. In the simulated algorithm, separately for each collision,
impact parameter is selected according to the random number and afterward it is used
for calculation of deflection angle in so-called ‘Magic’ formula [62]. The computation
relies on scattering cross section calculation of trajectory integral



2.11 .
In trim the colliding partner is selected randomly to provide quasi-random distribu-
tion of atoms in the system and to simulate amorphous materials. Even for crystalline
materials, spatial randomness is usually a good approximation, especially if effects con-
nected with the channeling are not dominating in the system.
In the present version of program used for simulations in this work, the mean free
path is fixed and strictly related to the volume density λ = N−1/3. Atomic interaction
is described by universal two body potential is based on so-called ‘Kr-C’ potential ap-
proximation [35] with the Firsov [36] screening length



2.9 . The target atom for each
collision is chosen within a disk of a radius pmax



2.36 . Reduced energy and length is
introduced according to Lindhard equations



2.14 . For the elastic energy transfer to the
target atom is used Eq.



2.3 . Electronic energy loss is divided into:
• Nonlocal (∆Enloc) - projectiles lose the energy within the straight path between
the collisions and the energy cross section Sel (ε) is calculated using the Eqs.



2.19
for low ion energies and



2.17 for high energies
∆Enloc = (λ− λt)NSe (ε) .



2.37
Here, λt denotes the offset of deflection point in an hard-sphere approximation
given by
λt = rmin sin
θ
2



2.38
• Local (∆Eloc) - inelastic energy loss is directly connected with the collision itself,
where local energy loss was given by Oen and Robinson [68], with the formula
∆Eloc =
c26
2πa2
Sel (ε) e
−c6 rmin/a



2.39
where c6 is a fitting parameter and a a screening length for given interaction po-
tential



2.9 .
To increase the underestimated energy loss of binary collision, additional subsequent
‘weak’ collisions with more distant atoms are performed with impact parameter larger
than pmax:
pweak = pmax
√
k + Ru, k = 1, 2, 3, ...



2.40
where Ru is an uniform random number.
In order to reproduce experimental values of sputtering yield ions starts the cascade
at ‘atomically rough’ surface, where the surface roughness is equal λ. Above the height
of 0, no atoms are expected, however the collisions with surface atoms are possible up
to the height of 2pmax, which is the initial position of ions and also the threshold height
of sputtered atoms. Although the maximal impact parameter is only pmax the ‘weak’
interactions are possible even for larger distances.
Several material specific input energies have to be defined at the beginning of the
simulation. Here is a review of each of them:
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1. Surface binding energy (U0) - is a factor that determine the sputtering yield. There
is an inverse linear dependence between U0 and the sputtering yield, which has
been analytically derived with Eq.



2.21 . For monoatomic targets it is sufficient
to use sublimation enthalpy for U0, however if several compounds are present, the
additional dependence on an enthalpy of formation and a dissociation enthalpy (for
diatomic gases) may play an important role.
2. Displacement threshold energy (Ed) - is a minimum energy transferred to the recoil,
necessary to permanently displace an atom from its lattice site. It is not the
same as threshold energy Em used in ion beam mixing defined in Eq.



2.32 and
usually Ed > Em, as defect recombination can influence Frenkel-Pair much less
than relocation. The values of Ed in crystalline targets can be in range even of 20-
50 eV (see Refs. [69–71]), however high fluence simulations consider usually highly
damaged, amorphous targets, where the displacement energy is significantly lower
and the value of 15 eV is mostly used.
3. Cutoff energy (Ecut) defines the threshold for particle termination. This means, if
the atom’s energy drops below Ecut, it is considered as stopped and can be treated
as interstitial. Generally in trim it is common to reduce the computation time
using this parameter, by putting it as high as possible. Nevertheless to preserve
proper values of sputtering yield it should be lower than U0 and as low as possible
to preserve ion and recoil ranges.
4. Bulk binding energy (Eb) is subtracted from nuclear energy transfer within each
collision. Eb is also interpreted as the vacancy activation energy. No general
procedure for determination of Eb has been reported in the literature. Usually it is
simply set by 0, otherwise the sputtering yield tends to be underestimated [38,72].
Also the target parameters have to be defined. The most important are (for both trim
and tridyn): atomic and volume density, number of implanted projectiles, ion energy
and incidence angle, target composition, etc.
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Figure 2.8.: Ranges distributions of Ga+ (left) and He+ (right) at 30 keV ion bombardment of
Pt. Simulations have been performed with srim package using 100000 ions and recalculated
for volume density units at the ion fluence of 1016 cm−2. Black and red curves denotes ion and
recoils distributions respectively. In the background, the atomic trajectories for corresponding
simulations are inserted after 100 ions, implanted from the left direction.
On a Fig. 2.8, ion and recoil ranges distributions are presented after bombardment
with heavy Ga and light He ions with 30 keV of ion energy. It is a typical output of
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trim simulation that provides several important insights of collision cascade evolution.
Due to the low nuclear energy loss with light He ions, its range (80 nm) is one order
of magnitude larger than Ga ions (8 nm). Also in displacement rates there is a huge
difference. For the fluence of 1016 cm−2 maximum value for Ga+ is dpa=11.2 and for
He+ dpa=0.14, which can be confirmed from the background trajectories of Fig. 2.8.
2.2.2. TRIDYN
Local composition changes and a dependence of the atomic concentration on the fluence
(often called ‘dynamic’ effects of collision cascade) are introduced in tridyn. It is well
known, that most of the equations that control trim functionality, are dependent on the
local concentration of components at the different locations in the target. This concen-
tration will change together with the fluence, which is the time factor of every simulation.
Major influence on composition changes has an ion induced ballistic displacement of the
bulk atoms that induces defect creation and defect dynamics.
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Figure 2.9.: Schematic representation of simulation procedure followed in tridyn. Except the
ballistic part of the binary collision, the recalculation of layer properties such as, thickness,
concentration and atomic density is completed after each collision cascade. Emphasized ero-
sion process is usually induced by higher sputtering yield than implantation rate during the
bombardment.
Very schematic evolution of the system under ion irradiation is presented in Fig. 2.9.
It shows that the whole target is subdivided into a certain number of slabs of initially
constant thicknesses ∆xi = ∆x0. This depth intervals evolve in time and the thickness
varied proportional to the number and the type of relocated atoms into or out of the
layer i. If i is the number of depth interval (layer) and j is a type of the component, the
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thickness of the slabs can be expressed by
∆xi =
∑
j
Aij
N0j
.



2.41
Here, N0j is the atomic density of a pure component j. Aij denotes the atomic areal
density of component j in the layer i and its change (∆Aij) is described by the relation
∆Aij = ∆nij∆φ,



2.42
where ∆nij denotes the change in the number of pseudoprojectiles type j in layer i. ∆Aij
provides the information about the local displacement. The local concentration is then
given by,
cij =
Aij
∑
k Aik



2.43
and atomic density of each layer is calculated with the equation
Ni =
(
∑
j
cij
N0j
)−1
.



2.44
The thickness of each layer should not exceed 50 percent of initial thickness ∆x0 during
the simulation. If it happens however, the total number of depth intervals have to be
increased by one, if ∆xi < 0.5∆x0 or decreased by one, if ∆xi > 1.5∆x0. Finally, output
of the simulation is calculated for equidistant intervals by interpolation.
The introduction of dynamic effects for bulk composition changes is a powerful ad-
vantage of tridyn. However, it is very restricted by one-dimensional calculation of the
composition as a function of depth only, whereas the two lateral directions are neglected.
It was mentioned before that the extension of this method exists and Mutzke, Bizyukov
and Schneider provided two-dimensional evolution of composition by Refs. [66, 67, 73].
The main advantages of this approach are investigation of the surface topography modi-
fied by ions, influence of the surface morphology on sputtering yield, local surface compo-
sition analysis or local deviations of the composition of different components in the bulk.
However, what is still missing is full atomistic, three dimensional view, where all chemi-
cal interaction are included. The major aim of this thesis is such an extension, where the
methodology of two different simulation techniques i.e. bca and kmc are unified into a
new program package named trider, which is the abbreviation from TRansport of Ions
in matter with DEfect Relaxation. The defect relaxation contained in the abbreviation
denotes the defects like: vacancies, interstitials, surface vacancies, ad-atoms, impurities
and antisites.
2.2.3. Theoretical limits of BCA
The limitation of bca based models is even today not completely clarified. The major
argument that determines the limitation is the thesis that binary approximations breaks
down, if many-body effects become significant. This means, that at a low energy of col-
lision the projectiles cannot reach their trajectory asymptotes within the time necessary
to interact with the next collision partner. Very extensive review about the theoretical
restrictions concerning hard-sphere approximation of bca was provided by Eckstein [61]
with the conclusion that the break down energy is in the order of few eV even for unequal
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masses of colliding atoms. Therefore, in cases of atomic trajectory studies the energy
regime of a few eV is too low to reproduce exact trajectories of a collision cascade. In case
of sputtering however, very low energy tends to provide still very accurate, experimental
results.
Many approaches of direct comparison between bca and md type of simulation have
been proposed in the past. Most of them however, consider only crystalline materials,
very often with incorporation of channeling effects during implantation. The most famous
effort of investigation of a huge number of numerical algorithms is the ‘round robin’
simulation of the ion transmission trough crystalline 〈100〉 Si and Cu. It was described
in the work of Gärtner et al. [74]. The final conclusion was a very good agreement
between md and bca even for energies around 100 eV.
Another parallel work [75] suggest that the small differences in concentration profiles
can be observed at E0 = 500 eV in case of self-sputtering in Si, where md results tend
to provide significantly lower ion projected ranges (Rp). At the energy of 250 eV and
below the difference becomes significant. Later on, md study [76] confirms this tendency
using the comparison with amorphous targets of trim simulation.
On the other hand Hobler and Betz [77] provide an extensive study about the con-
silience between md and bca with crystalline Si target of 〈110〉 surface, comparing most
carefully the projected ranges using different types of ion. They derive the empirical
formula describing the lower limit of ion energy EBCAmin , where the error is still acceptable
(i.e. lower than 5%):
EBCAmin1 = 30M
0.55
1 eV



2.45
where M1 is the mass of the ion. Additionally, if the mass ratio between target and ion
is close to 1, the EBCAmin can be even lower (in case of Si bombardment for the ions with
atomic weight between the mass of Si and Ar, EBCAmin ≈ 70eV).
The most recent comparison by Chan et al. (see Ref. [78]), includes a large database of
experimental results made with secondary ion mass spectroscopy, to study implantation
of dopants into Si in low ion energy regime, as well as the md results. They propose new
formula of ion energy ‘breakdown’, based on dft calculation of pair potentials regardless
of crystal orientation and neighboring effects:
EBCAmin2 = 0.0565M
0.907
1 keV



2.46
It results in significant increase of the minimal ion energy up to keV regime, especially
in case of heavier projectiles (e.g. for Si EBCAmin2 = 1.202 keV, for Ar
+ EBCAmin2 = 1.6 keV).
Nevertheless, the same comparison for phosphorous (with the atomic mass almost the
same like Si) does not show any significant deviation of concentration curve even at 500
eV energy of ion implantation.
Table 2.1.: Comparison between trim and crystal-trim at low energies
trim crystal-trim
E0 (eV) Rp (Å) ∆Rp (Å) Ncoll Rp (Å) ∆Rp (Å) Ncoll
100 9.00 4.97 6.27 6.45 2.74 12.8
500 22.8 12.7 14.4 21.1 10.2 33.2
1000 35.1 19.4 21.3 35.4 19.5 53.7
In case of the low energy ion bombardment of amorphous Si, the general picture is
not fully understood due to the lack of experimental and theoretical data. However, the
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comparison of two types of bca models, which are trim [62] and crystal-trim [64],
provided in Tab. 2.1 shows that amorphous-like bca generates slightly higher values
of Rp and ∆Rp (straggling
9) than the crystal-like and the difference diminish for higher
energies. But still, at E0 = 100 eV the deviation in ∆Rp rises up to 28%. The simulations
have been performed using 10000 ion impacts, with the volume densities Na−Si = 49.76
nm−3 and Nc−Si = 49.94 nm
−3. Ion trajectories have been initially tilted by 7◦ to reduce
channeling effects in crystal-trim at higher energies. The only variable that deviates
more than 100% is the average number of collisions per ion Ncoll. Since crystalline
version of bca does not consider average path length λ as a constant distance between
two independent collisions, selecting the collision partner to be the first atom located
perpendicular to the trajectory of projectile within a previously defined maximal radius,
the number of ‘weak’ interactions increases strongly. This has a significant influence on
Ncoll, whereas Rp and ∆Rp are affected only at very low energies.
2.3 Kinetic Monte-Carlo
A fairly good approach for fast calculation of thermally activated processes is provided
by kmc methods [79–81]. There are several applications of these types of algorithms
especially in studies of atomistic description of phase separation [82–84] or chemical or-
dering of metal alloys [85–88]. In both cases systems are driven by thermal relaxation
towards equilibrium. The simulation of the driving forces with the kmc leads to a better
understanding of interactions between the atoms in compounds due to effects like nucle-
ation or ordering. It is well known that Monte-Carlo simulation can also describe driven
steady-states, which occur in open systems e.g. during ion irradiation [89, 90]. Thus, it
cannot be a tool, which provides information about the collision cascade. Therefore, to
study ion-induced kinetic processes with the kmc, a statistical input obtained using dif-
ferent computer experiments (usually md or bca) of the defect distribution or deposited
energy distribution has to be included.
In contrary to md simulations, equilibrium Monte-Carlo (mc) considers an existence
of a well-defined statistical probability for the system to change the state from a con-
figuration ν to ν̃. This probability is called transition probability P (ν → ν̃) and the
mechanism that generates a new state is based on the Markov process [91]. In the con-
ditions close equilibrium the transition of detailed balance ensures that the rates for the
system to make the transition from ν to ν̃ and opposite are equal and follow the equation,
∑
ν
pν̃P (ν̃ → ν) =
∑
ν
pνP (ν → ν̃)



2.47
where pν and pν̃ are the probabilities of occurrence of the states ν and ν̃ respectively.
They can be written based on Boltzmann’s probability distribution as,
pν =
1
Z
exp {−Eν/kBT} .



2.48
Here Z is the partition function, Eν is the energy at the state ν for the temperature T .
kB is the Boltzmann’s constant. To save the continuity of the Markov chain, any set of
9Straggling is the standard deviation of a range distribution. If rp is a projected range of an ion,
∆Rp =
〈
r2p
〉
− 〈rp〉2, where 〈·〉 denotes spatial averaging.
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transition probabilities that satisfy equation



2.47 is allowed. Now using the probability
distribution (Eq.



2.48 ) it is enough to write
pν
pν̃
=
P (ν̃ → ν)
P (ν → ν̃) = exp {−β (Eν − Eν̃)} ,



2.49
where β = 1/kBT . Knowing the configuration energies allows for describing statistical
processes close to equilibrium on the atomic scale. Its advantage on mc brings the fact
that not all of the intermediate states have to be followed and the number of possible
configuration can be drastically decreased.
All types mc models, which describe only the equilibrium state do not consider dy-
namics in the system, therefore each state has energy Eν . In case of kinetic models
out-of-equilibrium such as kmc, the transition from one state to another describes the
reaction pathway and is defined by the transition energy barrier. From atomistic point
of view, the time interval used in the kmc simulations does not have to be vibrational
frequency around the equilibrium, but it is enough to use the frequency of the jump
attempt from one position to another. It is common to discretize the position phase
space, following only the crystal lattice locations and therefore decreasing the number of
possible system configurations.
Generally, kinetic Monte-Carlo models allow for a direct comparison with experiments
on spationtemporal scales. kmc method used in this work, is a 3D lattice kinetic Monte
Carlo algorithm, based on a Cellular Automata (CA) approach [92], which allows the
projection of many-body potential of md onto atomic configurations used by kmc. It
was also a scientific tool in many Ph.D. theses for investigation of shape evolution and
growth [2, 93], ripening [94] or in modeling the synthesis of nanocrystals [95]. kmc
approach is used here to study defect relaxation kinetics at the presence of ion-induced
processes.
2.3.1. Lattice gases
Ising model [96] has been originally proposed to study phase transition from a para-
magnetic to a ferromagnetic behavior. It considers a system in a canonical ensemble
containing N lattice sites and assume that each site i is associated with spin projections
on the orientation si = ±1. Because of only to possible spin projection, the total number
of states in the system will be 2N and the energy of any particular state can be expressed
by the Ising Hamiltonian
H = −J
∑
〈i,j〉NN
sisj − B
∑
i
si,



2.50
where J is the interaction energy between NN spins 〈i, j〉NN (the exchange integral) and
B is proportional to the uniform external magnetic field. If J is positive spin alignment is
favored and the system becomes ferromagnetic. For negative exchange constant (J < 0),
anti-alignment of spins is favored and the system becomes antiferromagnetic.
The transition from magnetic spin to atomic lattice configuration is done by redefini-
tion of spin orientation as the occupation number of a single lattice site
ci =
1
2
(si − 1) .



2.51
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The occupation number of ci is then 0, if the lattice site is empty, or 1 if, the lattice site
is occupied. Substituting si and sj in Eq.



2.50 and neglecting any external interactions
(B = 0) results
H = −4J
∑
〈i,j〉NN
cicj + const. = −εNN
∑
〈i,j〉NN
cicj + const.



2.52
with NN bond energy εNN . Moreover, the total binding energy of a fully coordinated
bulk atom (cohesive energy) is expressed by
Eb =
1
2
ηlεNN .



2.53
ηl is a coordination number of a given lattice structure (for fcc lattices ηl = 12). The
total potential energy of bulk atom is divided by 2, because every bond is always shared
between two neighbor atoms.
Em
ΔHif
i
f
Figure 2.10.: Scheme of simple reaction pathway. The total energy necessary to relocate the
atom due to the thermal reaction is a sum of migration energy Em, specifying the frequency of
migration on the lattice, and the energy barrier ∆Hif , as a transition in the state of the system
to be overcome, depending on the local atomic configuration. On the left, corresponding lattice
representation is shown, where the energy state of the system will be increased, because of the
one bond to be broken during the jump attempt (∆H = 1 · εNN )
The main concept of kmc is to reproduce atomic jumps of atoms in the lattice
through the jump probabilities between neighbor atomic positions described by Metropo-
lis method [97],
Pi,j =
{
Γ0 exp {−Em/(kBT )} , nf ≥ ni
Γ0 exp {−(Em + ∆Hif )/(kBT )} , nf < ni



2.54
where ni and nf are number of occupied NN lattice sites in the initial (i) and final (f)
state respectively, Γ0 is a frequency of a jump attempt. Em is migration energy bar-
rier and ∆H is an energetic difference between initial and final site, kB is a Boltzmann
constant and T the temperature. In Fig. 2.10 schematic representation of one atom
transition, together with energy levels for a reaction pathway is shown. Γ0 is a constant
value that scales the time of simulation according to Debye frequency (that is in the
range of 10−12s−1). For simplification reasons it is convenient to assume Em to be con-
stant for the matrix diffusion of a free monomer or a vacancy and the surface diffusion
of an ad-atom, independent on a local configuration. Using the Vineyard method [98]
of discrete lattice representation by saddle points, lattice vibration will not alter, if the
constant effective mass of the system does not change (for instance in vacancy driven
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diffusion system). Therefore, the time of the simulation can be calibrated by the vibra-
tional frequency. Additionally, in order to reduce further the simulation time, the jump
probability Pi,j can by normalized by the constant migration energy Em [81]. Division
by a factor Γ0 exp {−Em/(kBT )} results in scaled probability of the Ising model
P̃i,j =
{
1 , nf ≥ ni
exp {−(ni − nf )ǫ} , nf < ni



2.55
where ǫ is a reduced, dimensionless bond energy defined by
ǫ =
εNN
kBT
.



2.56
Using this assumption Em will directly correspond to the jump frequency at a given
temperature. A jump attempt according to eq.



2.55 of every atom in the system will
be called 1 Monte-Carlo step (MCs).
Experimentally, ripple formation do not depend on the temperature in wide range
around room temperature. This implies that the activation of jumps described above
is caused by ion bombardment through a local increase of the kinetic energy of the
atoms in the volume of each collision cascade. In this view the above formalism assumes
an average increase of temperature to some amount, which is difficult to quantify. On
the other hand, assuming room temperature in



2.56 for the bond energy expected for
Si, would lead to an unacceptably inefficient mc procedure, as the jump rate would be
prohibitively low. For the present simulations quite arbitrarily ǫ = 1.7 was chosen, which
would correspond to an artificial T = 5350 K according to



2.56 .
2.3.2. KMC time step, ion flux and ion fluence
As discussed above, the mc simulation time step is defined by the mean time between
atomistic diffusional jumps in the undisturbed lattice. According to the random walk
model of diffusion, the diffusion coefficient is given by
D =
a2lat
ηl
Γ



2.57
for a lattice with the lattice constant alat. Γ denotes the average frequency of successful
diffusional jump per atom (see eq.



2.54 ) and the kmc time step is set as
τ =
1
Γ



2.58
or according to eq.



2.57 as
τ =
a2lat
ηlD
.



2.59
The temperature, which determines the diffusion coefficient D, is subject to the same
uncertainty as discussed above for the jump frequency. Therefore, a realistic correlation
between the mc time step and a characteristic time of the system cannot be given.
The ion flux is defined as the number of incident ions per unit of time and irradiated
area. A typical order of magnitude in experiments is 1015 cm−2s−1 [99]. The number of
incident ions per mc time step is then for a simulation with an ion flux jsim
Ni(τ) = jsimτAsim,



2.60
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where Asim denotes the total surface area of the simulation cell. In the combined col-
lisional/kmc simulation, Ni is the number of collisional simulations being performed
between the kmc simulation steps, with ions of random incidence on Asim. Depending
on the ion flux, it may be smaller or larger than one. As the combined simulation is
conveniently accomplished with an integer number of collisional simulation events per
MCs (or vice versa), the simulations cover only a discrete set of ion fluxes. The results
shown below have typically been obtained with 0.125 to 4 collisional simulations per mc
time step.
With the uncertainties associated with definition of temperature as described above the
simulated ion flux cannot be reasonably connected to the experimental ion flux. There-
fore, for convenient comparison of the simulation results, a dimensionless normalized ion
flux is introduced according to
jnorm = jsim
a2latτ
2
,



2.61
where the divisor 2 accounts for the fact that the fcc surface contains two atoms per
unit cell.
By multiplying the jsim by the time τ ion fluence φ is obtained. By the definition φ is
the number of incidence ions per surface area, i.e. φ = Ni/Asim (with the unit cm
−2).
2.3.3. Binary alloys
For a binary alloy of a completely occupied lattice with the components a and b the
mapping procedure on the Ising Hamiltonian



2.50 is similar to unary lattice gas case,
according to the Eq.



2.52 . Here, the pairwise interactions are calculated by a linear
combination of εNN (for review see [88]) with the relation
εNN =
1
2
(εaa + εbb − 2εab) ,



2.62
where the kinetics of the system is based on the Kawasaki dynamics [100] between the
NN occupied lattice sites. The Kawasaki dynamics consider a pair of NN atoms of a
different component that attempt to exchange the position and the exchange attempt
probability is calculated with Metropolis method [97] (Eq.



2.54 ).
In a simplest case of two phase system (the atomic phase and the vapor phase), it
is enough to use single binary lattice to store atomic positions [81]. It is necessary to
include several modifications into the simple lattice gas algorithm, if more than 1 atomic
species are present in the system. System of three components has to be extended into
two components: (i) atomic species a, (ii) atomic species b and (iii) empty sites10. That
changes energy difference calculation used in equation



2.54 and the new Hamiltonian
is given by H,
H = −1
2



∑
〈i,j〉
(
εaac
a
i c
a
j + εbbc
b
ic
b
j − 2εabcai cbj
)






2.63
where εab is a bond strength between components a and b, and c
a
i is the occupancy
number of a lattice position i for the component a.
10In lattice gas approach the two existing phases are the gas and the vapor phase, however only the gas
phase exhibits chemical interactions. Binary alloy case is fully equivalent to gas phase if no vapor
phase exists, following simply the Eq.



2.62
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2.3.4. Atom coordinates as binary arrays using bit coding technique
The simulations with kmc algorithm used in this work consider perfectly arranged dis-
crete crystal lattices, on which atomic positions are stored as binary numbers in the
computer memory.
regular lattice sub-lattice
vacancy
creation
interstitial
creation
fcc lattice #1 fcc lattice #2
one
two
lattice composed of
latticies
sc
fccoverlapping
V
I
Figure 2.11.: Schematic diagram showing the lattice representation used in kmc simulations in
one component systems. The sc lattice is divided by two fcc sub-lattices. Interstitial atoms
can be stored in non-regular sub-lattice (right), vacancies belong to regular lattice (left).
For the simulations of two components, the system is represented by so-called binary
lattice space, where the occupancy state of one atom is stored using a single bit memory
unit (one bit for each lattice location). It is possible to simulate every cubic crystal struc-
tures (sc, bcc, fcc, diamond) with discrete atomic positions. The information is stored
as an occupancy number in the sc lattice (see Fig. 2.11), which is the basis structure for
all cubic lattices. In case of fcc lattice, only half of the possible atomic configurations
are occupied. The second half (sub-lattice) originally stays empty. The regular lattice is
used to store vacancies created during the cascade and sub-lattice contains interstitials.
This type of lattice configuration is applied in the simulation of ion bombardment of Si
surfaces described in Chap. 3.
To simulate 3-component systems (i.e. atomic species a and b, and empty sites) an
extended description of binary lattice has been introduced. Here, two binary sc lattices,
which are overlapping in the address space, store the information about the occupation
of the lattice sites and the atomic species that occupy these sites. In Fig. 2.12 the sc
lattice #1 defines, if a lattice site contains an atom independent on atomic species. It
is composed of two overlapping fcc lattices described in the previous paragraph (Fig.
2.11), therefore it defines the positions of vacancies in the regular lattice and interstitials
in sub-lattice. The sc lattice #2 (specification lattice) is used define species of atom,
which occupation number has been provided by the sc lattice #1. Because the lattices
are binary only 2 components (a and b) can be defined by 1 specification lattice. The
information about species of fcc lattice atoms is stored the the regular lattice sites of
binary lattice #2, whereas the sub-lattice sites of binary lattice #2 define the species of
interstitials. This procedure is universal and can describe multi-component systems by
increasing the number of specification lattices. Therefore, to study n-component systems
it is necessary to create in total ⌊log2 n⌋ + 1 binary lattices. The lattice configuration of
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3-component system is used in Chap. 4 to simulate two bilayer targets irradiated with
He+ ions: Al/Pb and Co/Pt.
sc lattice #1
(occupation number)
sc lattice #2
(specification)
two sc lattices overlapping
in the address space
regular lattice site
sub-lattice siteV
I
occupied
lattice site
=1
empty
lattice site
=0
I
a
a
a
a
a
b
b
b
b
bab
b
b
a component
=1
a
component
=0
bb
interstitial of
component b
interstitial of
component a
Figure 2.12.: Scheme showing the lattice representation used in kmc simulations in 2 component
systems. To store location of atoms a and b as well as vacancies and interstitials in the computer
memory two sc binary lattices overlapping in the address space are necessary: (left) sc binary
lattice space #1 defines the lattice occupation not specifying atom types (it is equal 1 or 0, if
the lattice site is occupied or empty, respectively); (right) sc binary lattice space #2 specifies
an atom type (it is equal 1 or 0, if the occupied lattice site contains an atom of the component
a or b respectively).
2.4 The interface between BCA and KMC
Within the last few years it became very popular to combine various types of simulation
methods to solve more complicated physical problems, where very often different scales
of simulation are involved. This computation approach is known as ‘multi-physics mod-
eling’. Multiphysics usually combines different kinds of continuum theories, by solving
partial differential equations via finite element analysis, coupling several phase fields like
electric, thermal, magnetic, acoustic, structural, etc.11
In recent publications, several approaches of coupling computation methods like md
and kmc, can be found [102,103]. Usually md is employed as a tool for finding input pa-
rameters of energy barriers, or migration energies for Monte-Carlo simulations, although
there exists an “on the fly” combination, where collisional and defect relaxation parts are
invoked sequentially [104]. Moreover, combinations of bca and kmc approaches have
been proposed in the past. In the work of Koponen et al. they focus mainly on surfaces
modification restricting to two-dimensional simulation of SOS model, where sputtered
atoms are constantly removed from a 2 + 1 dimensional surface [105]. Kellerman et al.
use a binary collision model to generate bulk defects and afterwards simplified kmc
algorithm is applied to simulate bulk diffusion and phase separation [106].
The method proposed in this thesis, is a full three-dimensional atomistic treatment
based on many-body interactions, which can be applied to very large systems (areas
larger than 1000×1000 lattice cites). The main reasons for that is a very fast code based
11There are several packages available on the market, which are mainly applied by engineering and
design industry [101]
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Figure 2.13.: Variety of processes present during ion-induced irradiation. Black arrows describe
bombardment induced mechanisms, red arrows defect relaxation mechanisms.
on bca unified with a bit-coded CA [92]. The latter one is used for kmc simulations.
Bit-coding provides maximal usage of random access memory.
A simultaneous description of the formation of ion-induced collision cascades and the
immediately following recombination of defects, phase separation etc. can be inherently
performed by molecular dynamics simulations. However, for this kind of description
md suffers so far from two unresolved problems: (i) it is very difficult to find reliable
atomistic potentials covering the whole range from eV (thermally activation) to keV
(close collisions), (ii) even with modern fast computers it is not yet feasible to perform
md simulations for practical ion fluences at experimental spatiotemporal scales.
In the computer program named trider, processes like a damage formation and a
defect relaxation have been connected via an interchangeable interface. The damage
formation refers to processes like: vacancy and interstitial creation, sputtering, impurity
implantation, surface roughening. The defect relaxation refers to the defects like: vacan-
cies, interstitials, surface vacancies, ad-atoms, impurities and antisites. As the result of
the simulation, the information about the atomistic features, i.e. vacancies and defect
creation and annihilation, sputtering yield distribution, bulk and surface diffusion, ion-
induced or thermal inter-mixing and concentration profiles, can be obtained (see Fig.
2.13).
This section focuses mainly on methodology concerning the simulation procedures,
which build the interface between bca based algorithm and kmc simulation. Several
assumptions are needed that provide the description of defect processing, surface treat-
ment and recombination mechanisms. Next, the flow diagram of simulation sequence will
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provide the information about the memory management and the data transfer between
stages of the simulation. Finally, a small scale demonstration of simulation including all
major processes will be presented.
2.4.1. Major modifications in TRIM / TRIDYN
The current version of the program is based on multicomponent tridyn simulation of
Möller and Eckstein [39], where ‘dynamic’ part has been replaced by kmc algorithm
of Strobel and Heinig [81]. Therefore, the algorithm based on bca is almost identical
to the Biersack code trim and a brief description of all the aspects of algorithm have
been provided in Sec. 2.2. Moreover the detailed specification can be found elsewhere
as well [62].
In the new version, treatment of ion bombardment has been extended in the way
that every impact position is selected randomly on the surface of bombarded target of
requested system sizes. The surface has to be extracted from the three-dimensional
lattice system used during the kmc calculation. The normalization of pseudoprojectiles,
used previously in tridyn to accelerate the computation of fluence, is not valid here
anymore, since the atomistic picture of the bulk is applied in kmc. The methodology
regarding extraction of the surface from the regular lattice space is an important issue
and has to be explained in details. There are four steps of algorithm developed especially
for fcc lattices:
(i) The system is scanned to find and select the lower-coordinated atoms (here the
atoms with less than 12 NN).
(ii) The previous choice is now restricted only to surface coordinates due to recursive
selection of atoms mutually connected through the bounds. This point might not
work in case of large vacancy clusters occurrence, therefore the decision is restricted
only to the set of atoms of the number higher or equal than the number of atoms
covering a surface plane.
(iii) The three-dimensional output is converted to 2 + 1 dimensional surface plane
where every position is representing the height.
(iv) The Gaussian smoothing algorithm is applied (so-called blur filter [107]) to reduce
step edges differences of heights between the neighboring sites. The matrix size of
the Gaussian filter is equal 5 and the standard deviation equals 1.
This procedure is demonstrated in Fig. 2.14 and the final output, a smooth polynomial
surface, can be directly applied into the bca calculations. The stage of the simulation
responsible for the displacement cascade considers an amorphous distribution of atoms.
Therefore, the final smoothing procedure provides a quasi-amorphous interface. An ad-
ditional advantage of smoothing is the reduction of strong surface slopes, related with
existence of step edges on the surface. Strong slopes affect the calculation of projectile
energy threshold for sputtering that depends on a local surface slope. For a microscopi-
cally rough surface the smoothing procedure provides a better estimation of sputtering
yield especially at oblique ion incidence angles, whereas without smoothing the sputter-
ing yield is underestimated even by 25%.
Obtained 2 + 1 dimensional surface of a height h(x, y), with coordinates x and y, is
now updated with the initially defined period of time. As mentioned before every ion
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Figure 2.14.: Schematic of the surface treatment. Four stages of the surface extraction procedure
are described in text. Here, the red atoms are the extracted surface atoms. The green curve is
the final surface, smoothed with the Gaussian filter.
trajectory starts externally at the surface h(ux, uy), where ux and uy are random numbers
uniformly distributed between 0 and the system size in the lateral x and y directions,
respectively. However, the distribution of ions approaching the surface is not uniform
along lateral directions. In order to correct the local flux distribution12 the acceptance
condition for incoming ions is applied according to
Ru ≥ cosαin,



2.64
where αin is the local incidence angle and Ru is a random number uniformly distributed
between 0 and 1. Using the condition in



2.64 randomly selected ions are discarded from
further computation and only for accepted ions the kmc stage is considered.
The height of a collision is determined also randomly h(ux, uy) + xc + λRu, with a
constant xc = −2N−1/3s /
√
π defining the maximal interaction distance over the surface
(Fig. 2.15) [38], where Ns is atomic density at the surface (see Ref. [38]). Periodic
boundary condition is assumed in lateral directions of the system. In longitudinal direc-
tion, an atom is considered either as sputtered, if its height is larger than h(x, y) + xc or
transmitted, if its height is lower than zero.
The surface morphology may change during the simulation. Therefore, it is necessary
to modify the method of calculation of sputtered particles. The corrected angle of sput-
tering αc (see Fig. 2.15) will be now the angle between vector normal to the surface ∇h
and the direction unity vector ~D of an atom according to,
∇h =
(
∂h
∂x
,
∂h
∂y
,−1
)T
cosαc =
∇h · ~D
|∇h| .



2.65
12In this work also the case without flux correction is studied to show the sensitivity of surface pattern
propagation on the local slope approximation.
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Figure 2.15.: Surface representation for estimation of angle of sputtering αc and local incidence
angle αin.
The position of a target atom during the collision event is not completely stochastic
anymore. Although trim considers only the constant concentration of the components,
specified before the simulation, tridyn was able to handle ‘dynamically’ transitions
in concentration profiles [39] due to the collisional displacement, by one-dimensional
description. In present version this treatment has been extended into three-dimensional
lattice. During every collision event the projectile chooses the species of collision partner
according to the closest lattice atom, inside a sphere of the radius λ + xc. Such an
approach corrects the energy transfer in the systems with high concentration of voids.
In case of presumptive collision inside the volume filled by vacancies, there is no energy
loss and the trajectory of the projectile does not change until the next collision with one
of the system components.
The calculation of volume density has been modified and now strictly depends on the
local position of the projectile. Although in tridyn the volume density is also localized,
it considers only depth dependence, neglecting actual position in space and influence of
the neighborhood. In the present version, the estimation of the local partial density of
the projectile N−1loc , takes into account the closest environment according to the equation,
N−1loc =
q
∑
i=1
ci
N (j)
=
1
ηl
q
∑
i=1
1
N (i)
[
n
(i)
lat + n
(i)
int
] 


2.66
where N (i) is a global volume density of component i, n
(i)
lat is a number of occupied nearest
neighbor (NN) lattice sites of component i, n
(i)
int is a number of NN interstitials of i, q
is the number of components in the system and ηl is the coordination number of fully
occupied with atoms lattice (for fcc lattice this number is 12). For a fully occupied
lattice system, the local concentration ci, fulfill the condition
∑q
i=1 ci = 1. However, if
additionally interstitials are present locally, the sum
∑q
i=1 ci will be higher than 1 and
therefore the local density will be higher than N (i).
2.4.2. Defect processing
An important feature of the atomistic simulation presented in this chapter is the treat-
ment of defects. Collisional displacement of atoms causes series of rearrangements in
37
CHAPTER 2. SIMULATING ION-SOLID INTERACTIONS
originally rigid lattice of kmc simulation (for possible processes see Fig. 2.16). Two
types of defects are simulated:
(i) Every relocated atom (the transferred energy should be higher than the relocation
threshold energy [62]) creates a vacancy. The atom closest to the position of the
displacement is removed from the regular lattice space.
(ii) Slow-downed projectile with the energy lower than cut-off energy [62] becomes an
interstitial and is included into the sub-lattice space.
BCA
1 event
lattice
mapping
new
configuration
for KMC
interstitial
vacancy
implanted
atom
Figure 2.16.: Schematic diagram describing the mapping from continuous defect distribution
created in bca simulation stage onto discrete lattice space used in kmc simulation stage.
The defect creation after one collision event of bca algorithm and then mapping on
discrete lattice space of kmc simulation is schematically presented in Fig. 2.16. It shows
the functionality of algorithm divided into three stages:
(i) Due to the collision cascade made by a single event of the bca algorithm the
positions of defects like vacancies and interstitials are given in the continuous co-
ordinates.
(ii) During the collision cascade, the nearest regular lattice sites to the positions of
the vacancies and the nearest sub lattice sites to the positions of interstitials are
localized, respectively13.
(iii) The vacancies are created by removal of atom from the regular lattice sites and the
interstitials are created by inclusion of atoms into the sub lattice sites, respectively.
13
sc lattice is made out of two overlapping fcc lattices. Therefore it is convenient to distinguished
between regular and sub-lattice positions of fcc (sc lattice positions are marked in Fig. 2.16 by
crossing points of dashed lines)
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2.4.3. Recombination
Defects, created by ballistic displacement can recombine during or straight after the colli-
sion cascade. The different approaches to study the recombination mechanisms have been
introduced in the literature before. There are bca based methods to study implantation
processes and point defect creation in Si using modified marlowe model incorporated
with transient enhanced diffusion of defects [108,109]. Moreover, md simulations provide
very precise information about such parameters like recombination radius, local configu-
ration or temperature influence [110]. In nuclear research, neutron irradiation continuum
models provide rate theory simulations to follow ballistic and chemical processes in nu-
clear reactors. Defect recombination is an important process, which conserves the mass
balance in the system [111,112].
In fcc lattice representation, every interstitial atom located in the sub lattice space is
surrounded by 6 NN atoms from the regular lattice space. If any of NN regular lattice
sites is empty (i.e. filled by a vacancy), the annihilation process is performed (interstitial
will recombine immediately with vacancy depending on the maximal recombination ra-
dius rmaxthr
14. The recombination radius can vary and the correct values of this parameter
are not easy to define. However, the usual distances are in the range between 0.22alat
and 0.85alat [108], where alat is a lattice parameter. Moreover, the recombination radius
it is very often temperature dependent especially for very low temperatures [113].
0.5a
1.5a
1
.1
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a 0.86a
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recoil
(intersitial)
vacancy
Figure 2.17.: Schematic of a recombination procedure. It searches for an empty lattice position
(vacancy V ) with respect to the interstitial (I) position of an atom. The recombination radius
is a parameter described by NN distance between V and I (for fcc the radius corresponds to
1st NN= 0.5alat, 2nd NN= 0.88alat, 3rd NN= 1.15alat, 4th NN= 1.5alat, etc...).
The simulation framework considers generation of FPs by bca stage and their an-
nihilation in kmc stage. The defect recombination during the collision cascade is not
allowed. Even if the vacancy appears straight next to the interstitial it will wait until the
end of the collision cascade to be annihilated in the kmc stage. Every randomly selected
14In the simplest case only NN atoms are qualified for recombination, however in reality the recombi-
nation radius may by higher, therefore an extended annihilation procedure has been introduced in
Sec. 2.17
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interstitial recombines immediately as long as it finds the vacancy within the maximal
recombination radius. The decision procedure for recombination considers several rules
schematically shown in Fig. 2.17:
(i) During the kmc stage, one randomly chosen interstitial (I) atom, examine its
neighborhood for an existence of vacancies (V ).
(ii) Maximal recombination radius (rmaxthr ) is a free, constant parameter of the simula-
tion that provides the information about the maximal range, with the possibility
for annihilation: r1thr = 0.5alat - 1st NN distance, r
2
thr = 0.88alat - 2nd NN distance,
etc.
(iii) For each NN distance rithr, the i lists of positions with the same radius are created.
Starting from the 1st NN distance (i=1), the position within the list are sampled
randomly and examined for the occurrence of V . This procedure is repeated for
each list i starting from i=1, as long as the radius rithr ≤ rmaxthr .
(iv) If the vacancy appears, the recombination I ↔ V is performed.
If there is no possibility to recombine, interstitials performs a ‘random walk’ as a free
lattice gas. In a present code, there is no real mechanism of interstitial kinetics included.
That means, clustering or creation of dislocation loops in the sub-lattice is not present.
Nevertheless, there exist kmc models, which can deal with this problem [114,115].
Possible kinetic reactions of defects, derived from the assumptions described in Sec.
2.4, can be formulated mathematically:
1. Clustering. Vacancies are the only type of defects capable to create clusters
(voids). Creation of voids is possible due to the bulk kinetics realized by reduc-
tion of free energy of the system by interface energy minimization. Free energy is
reduced by clustering of vacancies, which decreases the total number of free inter-
atomic bonds. Interstitials, due to the very complicated nature are treated as free
particles without a direct influence on the free energy.
V n + V m ⇒ V n+m Voids collapse (general rule)
V + V ⇒ V 2 V clustering (results: di-vacancy)
In ⇒ nI No interactions between I
I2 ⇒ I + I Release of I
2. Point defect recombination. The most typical process of recombination is a FPs
annihilation. In case of existence of a bigger vacancy cluster, the recombination
results only in the size reduction of the cluster.
I + V n ⇒ V n−1 Reduced cluster size (general rule)
I + V ⇒ 0 I/V annihilation
V + In ⇒ (n− 1)I No interactions between I
3. Surface recombination. Each type of defects can approach the surface region
due to the diffusion mechanism. It induces the surface modification that changes
the local height h, and the surface curvature, increasing or decreasing the height
depending on the type of the defect, respectively.
V + h ⇒ h− 1 local height h decreased by 1 (V )
I + h ⇒ h + 1 h increased by 1 (I)
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2.4.4. Data flow
The Fig. 2.18 presents a flow diagram of the simulation sequence. The simulation starts
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(read atomic species)
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(read surface)
(read lattice
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(read
atomic species)
Generate )1;0[
if u < Pi,f
if time < Δt
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DATA STORAGE:
Stage 2: kMC period
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oneBCA impact
Data
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Projectle
loop
Cascade
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Select a random
NN site f
Select a random
lattice site i
Jump
from i to f
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Figure 2.18.: Schematic flow diagram of simulation sequence divided by two stages. The time
variable denotes a current state of Monte-Carlo period and ∆t is the total number of MCs
performed per ion impact, multiplied by irradiated area L2. Stage 1 represents ballistic dis-
placement of ion and recoils; stage 2 performs defect relaxation kinetics during ∆t relaxation
time. Dashed arrows denote the references to the global memory calls.
with a data initialization, where all input parameters are imported and the information
about the surface configuration is extracted from the binary state of the system, for the
first time. Afterwards a single bca impact is executed in the 1st stage. Ion and recoil
displacement loops are handled separately. Therefore, cascade damage made by recoils
may be neglected during the impact, for instance to study the mechanisms caused by ions
only (e.g. defect creation, ion implantation, backsputtering). Each collision is followed
by the update of binary lattice data. Depending on the type of ballistic process, the
binary lattice system is updated with a vacancy, if an atomic displacement occurred or
with an interstitial, if the atom is slowed-down, respectively.
In the 2nd stage, defect relaxation is treated. At first, random lattice site i and NN
site j is selected. Second, jump probability between chosen sites Pi,j is calculated (see
Eq.



2.54 ). The information about the lattice occupancy and the atomic species has
to be imported from the data storage. Next random number r has to be generated to
decide whether jump is succeeded or not. The success will follow updating of the binary
lattice by moving the atom from the location i to j.
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To specify the length of kmc period, the new parameter ∆t has been defined. It is
correlated to the experimental flux and diffusion coefficient used during the simulation,
and is independent on system size. The ∆t determines a number of MCs per incidence
ion multiplied by L2. Such relation keeps the flux and the diffusivity constant, whereas
system size and fluence may alter. More detailed physical description of the terms like
flux and time in the simulation and its relation to the experimental measured parameters
was provided in Sec. 2.3.2. Straight after the kmc period, the bca collision sequence
starts again closing the loop. The total number of generated ions is defined via input
parameters providing the condition for terminating the simulation.
2.4.5. Demonstration of the simulation procedure
Presentation of the model has been shown in Fig. 2.19 and it follows the data flow ar-
rangement from Sec. 2.4.4. In a given example the system size 25×25×25, partially filled
with Si atoms and bombarded with a single Ar+ ion at 600 eV ion energy. Simulation
can be divided into 2 stages.
(a) (b) (c)
(d) (e) (f)
0 MCs 2 MCs 100 MCs
Figure 2.19.: Demonstration of simulation stages (600 eV Ar+ impact into Si (100) fcc lat-
tice, simulation cell size is 25 × 25 × 25): (a) initial system configuration, bca stage starts
(b) ion trajectory and collision partners (recoils), (c) ballistic recoil displacement, (d) initial
configuration for kmc stage - defect relaxation, (e) relaxation by mainly I-V recombination (f)
asymptotic state of the system. Color interpretation: red - Ar+ ion, blue - energetic recoils,
brown - vacancies, green - bulk interstitials, grey - Si lattice atoms, dark grey - ad-atoms.
Stage 1 - bca:
• Ballistic ion displacement. Ar+ ion transfers its kinetic energy to the Si target
atoms and creates energetic recoils. Atoms relocated from their original lattice
positions create empty lattice sites - vacancies (Fig. 2.19b).
• Ballistic recoil displacement. Energetic recoils continue the collision cascade until
the energy is low enough to stop. The final position of all recoils is mapped on
the sub-lattice system, which defines positions of interstitial atoms (in Fig. 2.19c
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stopping of recoils is presented, additionally removal of a surface atom can be
observed).
Stage 2 - kmc:
• Annihilation. Vacancies and interstitials recombine rapidly within the first steps
of the kmc stage (1-2 MCs, Fig. 2.19d,e)
• Thermally activated migration of atoms and defects. Two types of migration mech-
anisms: for atoms and vacancies the jump probability is depending the interatomic
potential and the jump frequency is proportional to the migration energy barrier
Em (see Eq.



2.54 ), whereas interstitials migrate freely in the sub-lattice with the
constant migration energy barrier Em;
The final state of the system (see Fig. 2.19e) release ad-atoms created by interstitial
migration to the surface. Moreover, energetic configuration favors the creation of small
vacancy clusters in the bulk and on the surface. The total number of defects in the final
state is strongly reduced.
The simulation architecture proposed in Sec. 2.4, which is applied to simulate IBS
provides many advantages over the classical simulations like md, but it has also some
disadvantages. The most important benefit comes from the system size restrictions in
md. The binary representation of atoms used in kmc reduces the amount random access
memory necessary to store a simulation cell. It also enables usage of very fast binary op-
erations to describe the system kinetics [2,94]. Using the binary architecture the system
sizes up to few µm can be simulated. The second benefit comes from the limitation of
the simulation time in md. All bca based models are extremely fast and the most ‘ex-
pensive’ stage of the algorithm is the kmc period. The lattice discretization decrease the
simulation time significantly however, it may reduce accuracy of the simulation, which is
the major disadvantage. The error evoked from the lattice approximation in kmc model
can be reduced for instance by using better interatomic potentials for energies in Cellular
Automata. One possible approach will be described in Sec. 4.1. One minor disadvantage
comes from the limitations of bca based models breaking-down at the low energies. The
theoretical limits of bca have been defined in Sec. 2.2.3. Additionally, the kmc model
requires properly assigned migration energy, which defines the duration of MCs (see Sec.
2.3.2). In reality the migration energy is not the constant value and depends on the
local configuration of atoms, impurity concentration, temperature, etc. Therefore, the
migration energy for kmc is usually chosen empirically based on experimental results.
2.4.6. CPU times
CPU times of the simulation presented in this work vary depending on the system size,
applied fluence, flux and the number of defects created by a collision cascade. Also the
type of simulation matters so that the calculation of the crater formation (Sec. 3.2) or the
defect evolution (Sec. 3.1) is much less computationally demanding than the simulation
of ripple evolution (Sec. 3.3) or the interface mixing (Chap. 4).
For instance the typical calculation of the crater formation averaged out of 50000 ion
impacts at the system size15 27 × 27 × 27 lattice units, and jnorm = 2−17 (i.e. 2 MCs
relaxation time) on AMD OpteronTM2.6 GHz processor (HZDR cluster Hydra) takes
15For the simulation cell size sx × sy × sz the surface size is sy × sz.
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about 14 hours. On the other hand the full trider simulation of 108 ion impacts with
500 eV energy at θ = 0◦ that corresponds to the ion fluence of 1018 cm−2 (i.e. system size
is 27 × 29 × 29) with the flux of jnorm = 2−17 takes about 11 days. A typical calculation
of interface mixing provided in Chap. 4 for the system size of 28×26×26, the relaxation
time of 200 MCs and 106 ion impacts takes about 15 days. The kmc stage is generally
significantly longer than the bca stage mainly because the collision cascade occurs only
locally, whereas the thermally activated kinetics is considered for every atom in the
system. Additionally the simulations of two-component materials are much more time
consuming than of single-component materials due to more complicated calculation of
jump probability during the kmc stage (see Sec. 2.3.4).
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Science can purify religion
from error and superstition.
Religion can purify science
from idolatry and false absolutes.
Pope John Paul II (1920 - 2005) 3
Ion-induced surface processes
Ion beam modification of surface morphologies proved to be a promising technique to
fabricate various topographies by using for instance ion beam sputtering (IBS). The
major advantage of IBS are capability to obtain very regular, self-organizing surface
patterns of a few nm wavelength with the possibility to predict the wavelength depending
on the irradiation parameters.
Different periodic dots and ripple patterns on various types of substrates have been
observed in IBS experiments. The formation of well ordered dot patterns was reported
on GaSb [116], InSb [117] and on Si [118]. Also randomly ordered dots have been
observed on Ge [119] at normal ion incidence angle. A strong variety of ripple patterns
were observed on Si [14, 120–122], SiO2 [123, 124], Ge [119], C [125, 126] or GaAs [127].
Metallic substrates are responsive on patterning as well, e.g.: Pt [128], Cu [129], Au [130]
or Ag [131]. Many different parameters can be varied to reveal their influence on the
pattern formation. To the most important system parameters are:
• Ion mass and species - mainly noble gases, self-bombardment, O+2 , Cs+
• Ion energy - from few hundreds eV [122] to few dozen keV [126]
• Incidence angle - dots are mainly expected at normal ion incidence angle and
ripples at oblique incidence angle (relating on the value of the angle, ripples can
by oriented parallel or perpendicular to the ion beam)
• Fluence (time factor describing the number of ions per unit area) - patterns may
change their properties like wavelength, amplitude, regularity, orientation with
irradiation time
• Temperature - surface morphology vary strongly for different irradiation tempera-
tures [132,133]
• Flux - is the number of ions per unit area and time and describes the time between
two independent ion impacts. Usually the significant influence of a very high flux
is visible for focus ion beam experiments [134]. In case of the simulation, the flux is
related strongly with ∆t parameter, which describes the period of time, expressed
in MCs units, between two independent collision cascades.
The first extensive experiment, where periodic pattern formation has been observed,
is dated at the beginning of 60s by Naves et al. [3]. Ripples have been observed on glass
with wavelengths less than 100 nm oriented either parallel or perpendicular to the ion
beam. Ripples orientation has been determined ion beam direction. Parallel orientation
45
CHAPTER 3. ION-INDUCED SURFACE PROCESSES
was expected at grazing incidence [128], whereas at close to normal ion incidence angle
ripples were rotated by 90◦ [14, 135].
Physical processes present during ion bombardment are schematically presented in
Fig. 3.1. Nowadays it is still difficult to identify the dominant mechanisms to the spec-
ified system using only experimental techniques. The general tendency was to claim
that surface erosion was the primary reason for the patterning or at least the reason
for the roughening [4, 7]. The surface diffusion is mainly responsible for the surface
smoothing [4, 136]. For metal surfaces however, additional effects contribute to the sur-
face diffusion, e.g. Ehrlich-Schwoebel barriers [137,138] or Villain instability [139]
that can even act as a temperature dependent driving force for patterning [131]. Ion-
induced diffusion is usually responsible for the mixing mechanism in the bulk during
bombardment [53,54]. Considering the rough surfaces, ballistic diffusion tends to provide
an additional smoothening force, which is curvature dependent [13,14]. The displacement
of the atoms by the ion beam introduces enough energy to relocate the surface atoms but
not enough to sputter them away. However, even if they are sputtered, reattachment is
still possible under certain conditions of projectile orientation and energy. This process
is explained as redeposition and can be prominent at grazing incidences [140] or for
high surface amplitude/periodicity ratios. For instance, importance of redeposition has
been confirmed by one-dimensional SOS modeling [141]. Finally, viscous flow is an
additional smoothing mechanism that leads to relaxation of surface corrugations with
the rate proportional to the viscosity and the wave vector [142]. In the presence of ion
beam this effect is called radiation-induced viscous flow and is caused by the bulk
damage mainly at the medium ion energies (keV to MeV range) [124,136,143].
There are several good quality reviews in the literature that present very broad sight
on IBS topic and for the interested reader it is suggested to follow the references [131,
143–145].
Theoretical understanding of ion-induced ripple formation process is still missing in
many cases [16, 146, 147]. Sigmund theory of sputtering [9] became an origin to create
several models for investigation of IBS. The most spread is the continuum equation,
where surface patterns have been successfully described by the competition between
roughening processes of the ion sputtering and smoothing processes of the surface diffu-
sion by Bradley and Harper (BH) [4]. However, instability of ripple amplitude in long
time sputtering requires a non-linear extension in BH equation [5, 6] and furthermore
its generalization to Kuramoto-Sivashinsky (KS) equation in anisotropic systems [6, 7].
Similar behavior of amplitude saturation has been observed in non-linear regime [148].
In addition, ripple coarsening is present in many experiments [99, 128, 129, 148]. In
case of ripples oriented parallel to the ion beam the wavelength increase process can be
explained through annihilation reaction of the mobile defects on the surface [128, 129].
Additionally coarsening of hillocks formation during ion bombardment, can be repro-
duced by Ostwald ripening mechanism [129]. Coarsening of ripples oriented perpendic-
ular to the beam direction can be described by the newly proposed “coupled two-field
equation”, which has been derived in analogy with the kinetics of aeolian sand dunes [8].
Another approach incorporates scaling concepts of non-equilibrium statistical physics
[150–152] to study the surface evolution of finite systems. If the nonlinear equations used
in the continuum model cannot be solved analytically, the asymptotic behavior of the
numerical solution of the equation [153–155] can be used or even the equivalent kinetic
model [156,157] can be applied that follows the same power law scaling tendency using the
same scaling exponents. In addition such parameters like interface width, wavelength
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Figure 3.1.: Variety of processes present during ion irradiation and their influence on the surface
morphology. Black arrows describe ion-induced mechanisms, red arrows - kinetic mechanisms.
The diagram shows the competition between ballistic (defect and sputtering induced surface
roughening) and thermally activated (Mullins-Herring surface diffusion [142, 149]) processes.
The thick, red arrow denotes the surface mass current vector oriented into the valley due to
the difference in the local ad-atom number between the hill and the vale.
or correlation length are easily calculated out of experimental surfaces, providing an
opportunity of a quantitative comparison with the theory [99,126,143].
An alternative group of models, couple energy deposition profile from Sigmund’s ap-
proximation, for simulating surface erosion, with kmc simulations of solid-on-solid (SOS)
model [151], responsible for the surface diffusion [10–12,121,158]. This type of coupling
technique boils down to nothing else than the type of mapping of the continuum equation
of BH on numerical kinetic model. It has been shown by Chason et al. [11] that simula-
tion of ripple formation at the early-stage instability regime gives very good agreement
to linear continuum theory. kmc approach has been very successful to reproduce sur-
face topographies of experiments at low fluences and for ripples oriented perpendicular
to the ion beam direction [121]. Moreover, normal and grazing incidences have been
quantitatively investigated [129].
Well known inaccuracy concerning Sigmund theory-based models is a restriction to
the erosion processes only, without concerning defect kinetics1. Different profiles of the
deposited energy have been proposed based on bca simulations [159]. Nevertheless, md
simulations show clearly that ion bombardment modifies the surface preferentially more
by rearrangement of atoms than due to the sputtering [16], especially for low ion energies.
This inspired recent studies on combining single ion impacts with continuum equations
through the crater function by Norris et al. [17]. It leads to a better understanding
of additional smoothing mechanism, like an effective mass ‘downhill’ current induced
1Distribution of the energy deposited on the surface is approximated by Gaussian ellipsoid-shaped
profile without considering surface defects like ad-atoms or surface vacancies created by the collision
cascade [9]
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by a ballistic atomic drift [13, 14]. Absence of ripple patterns for low incidence angles
has been partially explained using multiscale modeling of md combined with continuum
rate equation approach [160]. However, recent study on ion bombardment of Si brings
into consideration novel effects of inducing formation of ripples with at low ion incidence
angles (10◦-20◦), which at present cannot be reproduced by any modeling technique [147].
Finally, atomistic models that include more than the surface erosion to simulate ion
irradiation are least developed within the last years. Ballistic interactions are usually
simplified by a random removal of atoms from the surface [161] or by surface defect
creation around the ion incidence [81]. Moreover, bca simulations have been exploited to
extract positions of sputtered atoms and handle redeposition [162], as well as bulk defects,
created during the collision cascade [106]. All these simulations use kmc treatment
of diffusion either restricted to SOS model [161, 162] or three-dimensional lattice kmc
[81, 106]. However, Kellerman et al. simplified it neglecting NN interactions.
In this work, a new atomistic approach called trider combining collision cascade
simulations of bca, with kmc method of thermally activated defect movement is in-
vestigated. Ballistic displacement of atoms due to the ion bombardment is handled by
modified dynamical trim model, where one-dimensional evolution of bulk concentration
profiles, is replaced by on-lattice three-dimensional kmc method of bulk/surface diffu-
sion. This approach is based on the assumption of defect creation in the target during
the collision cascade and further thermally activated defect movement period. Briefly it
can be described as a cycle consisting of 2 stages:
(i) bca of ions and recoils trajectories create vacancies and interstitials. Additionally,
the sputtering yield decreases the total number of atoms in the target by removing
them from the system. This depends on the local curvature of the surface and on
the spatial distribution of the deposited energy of a projectile.
(ii) The cascade defects created in stage (i) modify the state of the system due to the
defect relaxation, which considers kinetic of such defects like: vacancies, intersti-
tials, surface vacancies, ad-atoms, impurities and antisites.
Two types of processes can be distinguished: interstitials diffuse randomly as long as
they are in the initially defined range from a vacancy (vapor phase is equivalent to the
volume filled with the vacancies), lattice atoms move according to a jump probability,
depending on NN atomic configuration [81].
In order to verify correctness of proposed algorithms, several simple theoretical exam-
ples concerning surface processes are investigated mainly related with defect analysis and
the statistical investigation of a single ion incidence. Following these studies the ripple
formation on Si will be presented based on different simulation parameters like energy,
incidence angle, fluence and ion flux. Finally, the surface mass current investigation will
be proposed in Sec. 3.4. As it is shown in Fig. 3.1, the surface mass current is the
curvature dependent force assigned to the surface (marked with the red arrow at the
arbitrary position), which is an effect of the varying number of ad-atoms between the
hill and the vale.
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3.1 Defect evolution in Si
It is usually very convenient to simulate first systems, which have been widely studied
in the past using much more detailed methods. Low energy self-bombardment of Si has
been analyzed with md simulations by Tarus et al. [163] in review of defect creation
and evolution in bulk after the collision cascade. Here, the first attempt of modeling
using trider simulation was applied. The md calculation provides the opportunity to
investigate a physical conformity of the model and to determine the parameters for future
simulations.
3.1.1. Simulation parameters
In this work, the simulations were done with 100 eV Si+ single ion bombardment into
(100) Si lattice. The evolution of defect during the collision cascade is analyzed with
respect to creation and annihilation processes. Due to simplification and symmetry
reasons, only fcc lattices have been used. After every ion impact, a constant relaxation
period of 30 MCs is applied, at the constant temperature represented by a dimensionless
factor ǫ = εSi/kBT=1.7, which was used in jump probability function



2.54 (εSi is a NN
bond energy of Si atoms). The surface binding energy used in bca is set to be equal to
the atomization energy of Si of 4.7 eV. The initial condition of every ion impact considers
a rigid lattice of a flat surface. Data evaluation starts straight after collisional processes
and is averaged over 1000 of ion incidences for each run.
3.1.2. Results
Fig. 3.2 shows the time evolution of defects created by self-bombardment of Si at 100 eV
ion energy. Ballistic part of the simulation does not include time dependence during the
collision cascade. Therefore, only the thermally activated part can be analyzed, starting
from higher initial number of defects in comparison with md simulations. There are at
average 16.7 vacancies and 23.3 interstitials created initially. This significant difference
between the values is related to the low ion incidence energy E0. Most of the vacancies
are created in the surface layer. Therefore, they cannot be counted as bulk defects and
belong rather to the surface. Interstitials in contrary fill the volume between the lattice
atoms and may recombine with holes immediately within the first steps of kmc period.
Three cases are compared, where a free parameter has been chosen as recombination
radius rmaxthr that determine the asymptotic behaviors for applied r
max
thr =1NN, 2NN, 3NN
(see Sec. 2.4.3), decreasing the saturation time respectively.
md calculations show the maximum number of defects at around 4. However, one
should take into account that in the present model the thermally activated processes
start directly after defect generation by the collision cascade, and therefore the number of
defects increases rapidly at first. That is unlike to md, where bulk diffusion is suppressing
collisional damage relaxing the defects also within the first 0.2 ps. The comparison of
relaxation curves between md and trider provides Fig. 3.2. Following the number of
defects from the maximum number 4 at 0.2 ps to the asymptotic value of 2.3 at 1.5 ps, the
best fit indicates the recombination radius rmaxthr = 2NN, the closest to md simulations.
Additional feature of the simulations is a difference between the number of vacancies
and interstitials, which is initially positive. However, for t > 5 MCs, this difference
is becoming negative unlike for md, where the average number of vacancies is always
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Figure 3.2.: Time evolution of the average number of defects created by single Si ion impacts
into Si (100) target calculated with trider method (left) and md simulation of Tarus et al. [163]
(right). Solid and dashed lines represent vacancies and interstitials respectively. Three different
curves correspond to different annihilation distances, rmaxthr of 1NN, 2NN and 3NN (from the
top to the bottom) respectively. Inset shows atoms on a (100) plane of fcc lattice included
into annihilation procedure. The maximal recombination radius rmaxthr is an input parameter,
represented by the numbers in circles.
higher. The reason for this is a large mobility of interstitials that is kept constant,
whereas vacancy mobility is suppressed due to their tendency of clustering. This behavior
reduces the number of interstitials that may diffuse at the surface and create ad-atoms.
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Figure 3.3.: Averaged defect distributions over depth/layers calculated with trider method
(left) and md simulation of Tarus et al. [163] (right). Plots present the number of defects at
different times (t=0, 10, 30 MCs). Interstitials are always shifted to the right with respect to
the vacancy distributions. The lines are guide to the eye.
The average defect distributions as a function of depth are shown in Fig. 3.3. Straight
after the collision cascade (t = 0 MCs) the number of defects is much higher than the
values predicted by md. These types of distributions provide a typical result obtained by
trim simulations. At t = 0 MCs a separation between I and V depth profile creates I/V
excess (see Fig. 3.4). The distribution of I/V excess is independent on relaxation time
and only the magnitude of the distribution decreases. The maximum of interstitial excess
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is reached at 1.5 nm depth, which is more than the ion penetration depth (Rp = 1.1 nm).
After longer relaxation times (t = 10 MCs and t = 30 MCs) the number of defects is
strongly reduced. The vacancies accumulate at the surface, whereas interstitial peak
is shifted in the direction of deeper layers (see Fig. 3.3). The calculation of vacancy
distribution takes into account all empty lattice positions integrated across the depth.
Because of the low penetration depth, the relaxed vacancies create clusters at the surface
and overestimate the number of vacancies generated at the surface region.
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Figure 3.4.: I/V excess calculated for the results shown in Fig. 3.3. The curves show number of
defects at different relaxation times (t=0, 10, 30 MCs). With the blue background the vacancy
excess is indicated, red background indicates interstitial excess.
Resuming both approaches of defect analysis, it is proven that the new modeling
technique can reproduce md results with a very good correspondence. In case of the
evolution of the average defect number, the asymptotic behavior is reproduced especially
for longer simulation times. Also widths of defect distributions are consistent with md
calculations, where the tendency of separation between vacancies and interstitials is
conserved.
3.2 Crater formation by single ion incidence
Local change of the surface topography by a single particle impact is very often an
important subject of investigation, especially in terms of cluster bombardment [164] that
creates a characteristic crater with rims. Nevertheless, the surface modification can be
also present after single-ion sputtering [20]. Depending on the kinetic energy transferred
to the target during the impact, the type of a crater can be classified by two categories
with a different type of surface morphology. First, at the high energy density of
a cascade, a direct formation of the crater made mainly by heavy projectiles impact,
is a very interesting process, investigated especially intensively with md simulations
[20, 29, 164]. Kinetic energy transfer made by cluster bombardment is usually large
enough to relocate the surface atoms, forming the structure comparable with the crater
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formation made by meteorite impact [29]. Also single ion incidence may provide direct
craters at the favorable ion parameters, which are: low energy, large mass, oblique
incidence [20]. Second, the indirect crater is formed, if the cascade has the low energy
density. A single ion incidence causes only a minor rearrangement of atoms at the
impact position followed by creation of ad-atoms up to few nanometers away. However,
after averaging out of hundreds of surface topologies created by single ion impact the
crater formation with rims may appear. To create the indirect crater, the mass of the
ion should be much smaller than the mass of the target atoms and the ion energy should
be high enough to displace atoms in the bulk. Moreover, relaxation and kinetics of bulk
defects straight after the collision cascade are necessary (see Fig. 3.5).
Rp
vacancies vacancy excess
interstitials interstitial excess
(a) (b) (c)
Figure 3.5.: Scheme of surface crater formation by bulk defects relaxation: (a) creation of
vacancy and interstitial distributions, (b) recombination of defects, V+I vacancy and interstitial
excess remaining, (c) defect migration towards the surface.
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Figure 3.6.: Defect excess by ion irradiation (trim simulation) and I/V distributions (inset).
Schematically, the surface modification by defect migration after ion impact is marked. Blue
and red arrows follow the migration paths of vacancies (V) and interstitials (I) respectively.
Ion impact it is not only responsible for a removal of atoms from the surface, but
mainly for the creation of the huge amount of Frenkel pairs (FPs) left in the bulk due
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to the atomic displacement. Kinetic movement of FPs recombines most of the defects,
nevertheless, in the steady state up to 10% of defects may accumulate in the target [165].
In Fig. 3.5a the most likely positions of defects are selected. Before the steady state
however, vacancy (V) and interstitial (I) depth profiles will separate resulting in I/V
excesses [166, 167] (Fig. 3.5b). A simplified model can be applied, e.g. to study ion
implantation, where the point defects annihilate almost completely in the bulk, leaving
only one interstitial atom remaining in the crystal per implanted ion. This so-called ‘+1’
model [168] neglects the recombination between the vacancies and the surface, as well
as any thermally activated processes, although it can be a good approximation of defect
evolution, if a low radiation damage is expected. The I/V excess has been studied with
simulations for impurity gattering in Si by ion implantation and subsequent relaxation of
point defects during annealing [169]. It was confirmed using mainly the trim simulations,
that the impurities are gattered in the vacancy excess at half of the projected range Rp/2.
Subsequent kinetics of defects relaxes the bulk strains by recombination of I/V excess
at the surface (Fig. 3.5c). In the simplest case, with point-defects only, the recombination
distance follow the ‘random walk’ diffusion length ∆x according the equation
∆x =
√
2Dt,



3.1
where D is the diffusivity and t is the time. Therefore, based on I/V excess plot (Fig. 3.6),
surface modification will be proportional to the number of defects relaxed at the surface:
interstitials will evoke local, positive change of the height; vacancies, local and negative,
respectively. It has been proven experimentally that bulk defect relaxation enhances
defect production rate on the surface by low-energy ion bombardment of Ge(001) even
at low temperatures (-100 ◦C) [170].
In this section the change of topography by single ion irradiation of Si targets is
analyzed using different incidence angles and ion energies. The results are the crater
functions, which are qualitatively compared with md data from Ref. [16]. Moreover,
analytical fitting function is provided to reproduce simulated crater formation.
3.2.1. Simulation of single ion incidence
The simulation parameters used to reconstruct the crater function are the same as for
the simulations in Sec. 3.1, however from now on, till the end of this chapter, the
recombination radius rmaxthr = 2 NN. Additionally, the relaxation time of collision cascade
is ∆t = 2 or 30 MCs and the system size L=27 lattice units. It corresponds to a system
size of 245.76 × 245.76 Å. The calculation has been performed for different incidence
angles of Ar+ ions on Si target: θ=0◦, 30◦, 67◦ and 85◦ respectively. Three different ion
energies have been applied: E0 =250, 500 and 1000 eV. The ion impact location has the
coordinates (x,y)=(0,0) and the height distribution are extracted, averaged over 50000
independent collision cascades.
A significant difference in the shape of the craters was obtained at normal incidence
angle (Fig. 3.7). The sizes of the crater rims increase with the energy. In contrary,
the deepest crater is obtained at lower ion energies. This effect is related to the smaller
penetration depth of ions, defect creation near the surface boundary and possible recom-
bination of vacancies with the surface atoms. It is interesting to observe that the major
mass displacement results in the positive variation of height, by the ad-atoms created
around the ion impact location. Height reduction occurs only at the impact position
and is induced by the sputtering yield and by the surface vacancies. After single ion
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Figure 3.7.: Crater distributions obtained with the simulation, after defect relaxation stage of
2 MCs (upper row) and 30 MCs (lower row), with Ar+ ion impact on Si at the incidence angle
θ = 0◦ for ion energies: (a),(d) E0 = 250 eV, (b),(e) E0 = 500 eV and (c),(f) E0 = 1000 eV.
All dimensions are in angstrom. Curves in the bottom plot show the line profiles along the
impact positions. Solid and dashed lines correspond to 2 MCs and 30 MCs relaxation times
respectively.
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impact more ad-atoms than surface vacancies are observed. Higher number of ad-atoms
is caused by the higher mobility of bulk interstitials. The interstitials recombine with
the surface faster than the vacancies, whereas bulk vacancies can create clusters. The
cluster creation slows down recombination of vacancies with the surface. The comparison
between 2 and 30 MCs shows that both height and width of the crater rims increase with
relaxation time, however the crater depth tends to decrease. This is again the effect of
a faster interstitial diffusion.
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Figure 3.8.: Crater distributions obtained with the simulation, after defect relaxation stage of
2 MCs (upper row) and 30 MCs (lower row), with Ar+ ion impact on Si at the incidence angle
θ = 30◦ for ion energies: (a),(d) E0 = 250 eV, (b),(e) E0 = 500 eV and (c),(f) E0 = 1000 eV.
The trajectory of the Ar+ ion before hitting the surface is marked in (a) by the black arrow.
Curves in the bottom plot show the line profiles along the ion trajectory. Solid and dashed
lines correspond to 2 MCs and 30 MCs relaxation times respectively.
After increasing the incidence angle up to 30◦ (see Fig. 3.8), an asymmetric distri-
bution of the crater occurs. The asymmetry is related with the mass transport from
the region next to the impact position, along the trajectory of Ar+ ion. Another reason
of the asymmetry is a different concentration of interstitial and vacancies at the differ-
ent bulk positions. Typically, due to a kinetic displacement of atoms, self-interstitial’s
distribution is always shifted by several angstroms towards larger depths, with respect
to the distribution of the vacancies (see Fig. 3.3). After defect relaxation process I/V
distributions separate to I/V excess even up to several tens of nm. This process has been
often seen experimentally, especially for doped Si targets [167] and has been confirmed
by simulations using BCA-type methods in Ref. [166,169] and in this work in Fig. 3.4.
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There is no significant difference between each crater distribution, expect the influence
of the ion energy on the rise of the crater rims magnitude. Moreover, for longer relaxation
times (Fig. 3.8 30 MCs) the final crater is much more circular and the total crater width
increase significantly. Analogically to the normal incidence, the crater depth decreases.
-30
-20
-10
0
10
20
30
40
-0,22
-0,20
-0,18
-0,16
-0,14
-0,12
-0,10
-0,080
-0,060
-0,040
-0,020
0,0
0,020
0,040
0,060
0,080
0,10
0,12
0,14
0,15
0 10 20 30 40 50 60 70
-40
-30
-20
-10
0
10
20
30
40
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
(a) (b) (c)
(d) (e) (f)
1000 eV500 eV250 eV
3
0
M
C
s
2
M
C
s
-10 0 10 20 30 40 50 60 70 80
-0,25
-0,20
-0,15
-0,10
-0,05
0,00
0,05
0,10
0,15
h
(Å
)
x (Å)
250 eV
500 eV
1000 eV
Figure 3.9.: Crater distributions obtained with the simulation, after defect relaxation stage of
2 MCs (upper row) and 30 MCs (lower row), with Ar+ ion impact on Si at the incidence angle
θ = 67◦ for ion energies: (a),(d) E0 = 250 eV, (b),(e) E0 = 500 eV and (c),(f) E0 = 1000 eV.
All dimensions are in angstrom. The trajectory of the Ar+ ion before hitting the surface is
marked in (a) by the black arrow. Curves in the bottom plot show the line profiles along
the ion trajectory. Solid and dashed lines correspond to 2 MCs and 30 MCs relaxation times
respectively.
At 67◦ ion incidence angle (Fig. 3.9), much more spatial anisotropy of the crater shape
appears, which increases with the ion energy. The crater rims are shifted and elongated
in the longitudinal direction with respect to the ion trajectory. Moreover, two peaks in
the height distribution can be distinguished, located at the two sides, next to the eroded
area. The crater size is clearly the largest in comparison to the previous simulations
(θ = 0◦ and θ = 30◦). The volume with negative crater height is the largest at this
angle. It is the result of the maximum sputtering yield at θ = 67◦ ion incidence angle
(see Fig. 2.6). Again, no significant difference in terms of thermal relaxation of defects
after 30 MCs is observed, expect of the crater height increase and the reduction in the
shape anisotropies (see Fig. 3.9 30 MCs).
The last example shows 85◦ ion incidence angle at 3 different energies (see Fig. 3.10).
Here, the height scale is almost one order of magnitude lower than in previous cases
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due to a strong ion reflection, typical for the grazing ion impacts. The sputtering yield
for ion incidences close to 90◦ drops almost to 0. Therefore, the crater depth closes at
-0.035 Å, whereas the height peak rises to the value of 0.065 Å. The asymmetry is much
stronger than for 67◦ impact and obtained distributions have not the shape of the crater
with rims. Two peaks in height are located at the sides to the eroded area, while almost
no mass relocation occurs in the front. This strong shape anisotropy and the transverse
mass transport with respect to the impact position provides a good explanation for
the appearance of ripples oriented parallel to the ion beam direction at the grazing ion
impacts [128,147].
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Figure 3.10.: Crater distributions obtained with the simulation, after defect relaxation stage of 2
MCs (upper row) and 30 MCs (lower row), with Ar+ ion impact on Si at grazing incidence angle
θ = 85◦ for ion energies: (a),(d) E0 = 250 eV, (b),(e) E0 = 500 eV and (c),(f) E0 = 1000 eV.
All dimensions are in angstrom. The trajectory of the Ar+ ion before hitting the surface is
marked in (a) by the black arrow. Curves in the bottom plot show the line profiles along
the ion trajectory. Solid and dashed lines correspond to 2 MCs and 30 MCs relaxation times
respectively.
3.2.2. Fitting function for crater formation
The shape of the height distribution at non-grazing incidences is a crater like, with
pronounce rims. Therefore, the empirical function used to reproduce this structure is
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similar to the one reported in Ref. [16]
h (x,y) = A1 exp
(
−B1
[
D1x
2 + (y − C1)2
])
− A2 exp
(
−B2
[
D2x
2 + (y − C2)2
])



3.2
where A1, A2, B1, B2, C1, C2, D1, D2 are 8 free parameters fitted for two independent
variables x and y. In case of completely symmetric distributions (θ = 0◦), the equation
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Figure 3.11.: Comparison between the simulated crater distributions (left column) and the
fitted crater functions Eq.



3.2 (right column) at θ = 0
◦ (a),(b); θ = 30◦ (c),(d); θ = 67◦
(e),(f) ion incidence angle and 500 eV ion energy. The number of free fitting parameters are:
(b) 4 - A1, A2, B1 and B2, (d) 6 - additionally C1 and C2,(f) 8 - additionally D1 and D2. All
dimensions are in angstrom.
is reduced, because C1, C2 are equal 0. Also for small incidence angles (θ = 0
◦..30◦),
the factors that elongate the crater in the direction along the ion movement (D1 and
D2) are close to 1, otherwise a strong asymmetry can be seen in the shape of the rims,
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as well as the crater itself (see Figs. 3.9, 3.10 and 3.11). For θ = 67◦ the fitting is still
reasonable (Fig. 3.11f), however, due to even stronger asymmetry it cannot be fitted
for even larger ion incidence angles close to the grazing impact. The equation itself is
obtained from modified two-dimensional Difference of Gaussians (DoG) function, mainly
applied in image processing methods.
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Figure 3.12.: Reconstruction of two-dimensional DoG function hy (black curve) from two Gaus-
sian functions: positive h1 (red-dashed) and negative h2 (blue-dashed). The parameters repre-
senting the amplitude A1 and A2, width σ1 = (2B1)
−0.5 and σ2 = (2B2)
−0.5, and mean value
µ1 = C1 and µ2 = C2.
The crater function used in this section has been derived from the difference of 2
Gaussian functions h1 and h2:
h (x,y) = h1 − h2 = A1 exp
(
−x
2 + (y − µ1)2
2σ21
)
− A2 exp
(
−x
2 + (y − µ2)2
2σ22
)
,



3.3
where A1 and A2 determine the magnitude, σ1 and σ2 are widths, µ1 and µ2 are mean
values of the positive and the negative Gaussian respectively. The two-dimensional
version of this equation is plotted in Fig. 3.12. It shows how the parameters of a
Gaussian distribution can be understood in terms of the crater function.
Fitting values for the different ion energies and incidence angles have been collected in
the table 3.1, together with the reference values obtained with md simulation (for details
see [16]). The exact meaning of parameters is difficult to express, however A1 and A2 are
clearly proportional to the height of relocated mass to the crater rims and to the depth
of the crater respectively. B1 is proportional to the width of the crater, whereas B2 is
proportional to the width of the crater rim. C1 and C2 describe the shift of the crater
in horizontal direction and the difference between these parameters gives the material
pileup in the projected ion direction, as well as the opening of the rim in the opposite
direction. The relation of fitting parameters to the Gaussian characteristic is shown in
Fig. 3.12 and can be expressed by,
Bi =
1
2σ2i
Ci = µi



3.4
Although the fitting values differ from md calculations (Tab. 3.1), the tendency of the
crater shape is the same according to several assumptions: (i) Parameter A2 is always
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greater than A1 because crated depth is always larger than height of the crater rims. (ii)
B2 is about one order of magnitude larger than B1, because the width of the crater rims,
i.e. σ1 = (2B1)
−1/2, is always larger than the width of the crater. (iii) Finally, C2 > C1
due to the asymmetry in the crater shape for oblique ion incidence angles.
The comparison of different simulation conditions given in the Tab. 3.1 shows that
the mass relocation peak (A1) is the highest at E0 = 250 eV and θ = 30
◦ (see Fig. 3.8).
Also the crater depths (A2) are the larges for the lowest energies and small incidence
angles. On the other hand A1 and A2 are minimal for the highest energy 1 keV and low
relaxation times 2 MCs. This is related to the highest ion penetration depth. Increasing
the recombination distance of defects with the surface, the majority of defects will be
annihilated by FPs recombination.
Table 3.1.: Fitting parameters obtained by three-dimensional fitting to the Eq. (3.2)
A1 (Å) A2 (Å) B1 (Å−2) B2 (Å−2) C1 (Å) C2 (Å) D1 D2
250 eV
(2 MCs)
0◦ 0.104 0.327 0.0047 0.0578 0.0 0.0 1.0 1.0
30◦ 0.140 0.335 0.0046 0.0486 10.46 5.04 1.0 1.0
67◦ 0.125 0.32 0.0034 0.0442 20.57 13.44 0.81 2.91
250 eV
(30 MCs)
0◦ 0.131 0.257 0.0027 0.0357 0.0 0.0 1.0 1.0
30◦ 0.160 0.291 0.0028 0.0322 9.62 4.49 1.0 1.0
67◦ 0.147 0.286 0.0024 0.029 19.78 13.42 0.86 2.13
500 eV
(2 MCs)
0◦ 0.101 0.297 0.0036 0.0541 0.0 0.0 1.0 1.0
30◦ 0.126 0.306 0.0034 0.0499 11.49 5.0 1.0 1.0
67◦ 0.124 0.33 0.0023 0.0417 24.06 13.98 0.98 3.65
500 eV
(30 MCs)
0◦ 0.134 0.251 0.0022 0.033 0.0 0.0 1.0 1.0
30◦ 0.154 0.278 0.0022 0.0313 10.79 4.64 1.0 1.0
67◦ 0.149 0.292 0.0017 0.0267 23.34 14.44 1.02 3.05
500 eV
(md [16])
0◦ 0.205 0.805 0.00553 0.0351 0.0 0.0 ... ...
16◦ 0.169 0.788 0.0052 0.0325 ... 1.2 ... ...
28◦ 0.201 0.891 0.00531 0.0357 7.46 1.48 ... ...
1000 eV
(2 MCs)
0◦ 0.094 0.253 0.0029 0.0587 0.0 0.0 1.0 1.0
30◦ 0.109 0.26 0.0025 0.0507 12.69 4.93 1.0 1.0
67◦ 0.12 0.292 0.0016 0.0456 28.9 13.93 1.22 4.29
1000 eV
(30 MCs)
0◦ 0.124 0.213 0.0017 0.0336 0.0 0.0 1.0 1.0
30◦ 0.136 0.234 0.0016 0.0328 12.44 4.63 1.0 1.0
67◦ 0.14 0.265 0.0011 0.0284 28.69 14.78 1.2 3.56
The widths of the craters or crater rims increase always with energy independently
on incidence angle or relaxation time. However, after 30 MCs wider craters occur in
comparison to the 2 MCs simulation. It is confirmed by the high values of B1 and B2,
which are clearly correlated and rather close the md results2.
C1 and C2 describe the average position of a crater function on the surface plane, or
the mean values of positive and negative Gaussian functions (µ1 and µ2). The difference
between them decide about the asymmetry between the lower and the upper peak of the
2Although B2 is almost exact with md data, B1 still deviates by a small factor, resulting in wider
crater distributions.
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crater rims. The scale of the mean values as well as the difference is clearly proportional
to the incidence angle with the maximum obtained for the highest energies of 1 keV and
67◦ incidence angle. Nevertheless, even higher values are expected for grazing incidence
of 85◦. Due to the difficulties in finding a proper fitting function parameters this angle
has not been evaluated.
D1 and D2 factors have only been fitted for θ = 67
◦ due to the elongated crater
distributions. It is interesting to observe that crater rims are realized in contracted
shape with respect to the ion orientation, especially at the energy of 250 eV (D1 = 0.81).
D2 is always higher than 1, resulting in elongated shape of eroded area.
The simulation of a single ion impact shows that the height of the surface should
increase rather than decrease due to the ion irradiation, even under consideration of
sputtering. This will not be the true if multiple ions are considered and the relaxation
time of a single collision cascade is the sum of the collective relaxation times of subsequent
collisions. Therefore, at the constant simulation temperature, the total relaxation time
of a collision cascade will be longer in comparison to the single ion impact, sufficient for
all of the defect to reach the surface region and the total average height of the surface
will drop due to the sputtering.
The most significant difference between md results constitutes the crater depth (pa-
rameter A2), which is even three times smaller at θ = 30
◦. This is strongly related to the
absence of bulk tension in trider simulations that lowers the atomic concentration in
the volume around the impact position. However, for a longer time scales this effect may
not play an important role due to the continuous bulk relaxation of defects accumulated
by subsequent ion impacts. The second work of Kalyanasundaram et al. [18] provides
a multiscale simulation, where md fitting function of crater formation is used to inte-
grate two-dimensional surface at random positions with respect to the incidence angle
calculated according to the local slope of modified surface. It is surprising that at 15◦
ion incidence angle ripples are formed, perpendicular to the incoming ions, whereas it is
never the case for ‘clean’ experiments of IBS on Si [147,171], where the ripple formation
starts at θ ≥ 50◦.
3.3 Ripple evolution
One of the major purposes of this work is to create the atomistic model for simulating
surface morphology under ion irradiation, in order to provide a better understanding
for the processes inducing the topography evolution to the ripple structure. All of the
atomistic models available in the literature that are applied to study pattern formation
suffer from the assumptions of SOS approach: (i) the two-dimensional surface treatment
using kmc technique, (ii) Sigmund’s ellipsoid of energy loss is applied to calculate erosion
rate of surface atoms. At present, only the qualitative correspondence with experiments
has been provided [10–12, 158], except the last reference, where the experiments can be
reproduced for ripples oriented parallel to the ion beam direction quantitatively. The
SOS model allows only for the surface diffusion, excluding completely all bulk effects,
which tend to be crucial, especially according to the results in the last section. Moreover,
SOS assumes two-dimensional surface, with two spatial dimensions (x, y) and additional
dimension representing the height at given coordinates h(x, y). It eliminates existence
of overhangs, shadowing effect and energy barriers in the out-of-plane direction (e.g.
Ehrlich-Schwöbel barrier [137, 138]). To overcome these problems the trider model
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has been applied for multiple ion impact simulations. This section focuses on long
time calculations up to 1018 cm−2 of periodic pattern formation where the time and
length scales are comparable with experiments. Moreover, the quantitative analysis of
ripple evolution will be presented based on the investigation of interface width and ripple
wavelength evolution.
3.3.1. Constant flux per coordinate unit
Initially trider simulations have been performed with a constant ion impact rate for unit
of the x coordinate. Due to the small amplitude (∼ 5% of wavelength) of patterns on Si
for E0 ≤ 1 keV, this approximation has been assumed to be justified. It has been proved
that it is indeed justified for almost normal ion incidence and grazing incidence (because
in the lateral case ripples are aligned with ion beam). However, in the intermediate range
(at θ = 45◦) the results have to be considered with some coution as a few simulations
taking into account some deviations. This section reports the simulation results with
a constant ion impact rate per coordinate unit, following the dependence of simulation
flux jsim, ion incidence angle θ, energy E0 and fluence φ.
Surface morphology
The phase diagram of a pattern formation occurrence versus incidence angle and energy,
for the first time under clean conditions, has been reported by Madi et al. [122] for Ar+
ions, which has been confirmed later also for different projectiles, like Kr+ by Macko
et al. [171]. They demonstrated that the pattern formation is not expected at incidence
angles below 45◦ with respect to the surface normal. In addition, the switch in ripple
mode of ripple orientation with respect to the ion beam direction from perpendicular to
parallel appears at a grazing incidence around θ = 80◦. The experiments show that the
wavelength of the ripples is relatively small at low energies, i.e. less or equal 1 keV, and
stays around 20-30 nm [99].
The simulation results of pattern topography concerning ripple appearance and switch-
ing are shown in Fig. 3.13. A strong variety of structures can be distinguished. However,
the general tendencies can be restricted to four statements concerning the range of θ:
1. (0◦-30◦) - no or very irregular pattern formation
2. (40◦-50◦) - low wavelength of ripples (up to l = 7 nm), with very high regularity,
oriented perpendicular to the ion beam direction
3. (60◦-70◦) - increase of ripple wavelength (up to 25 nm), with very pronounced
structures and strong asymmetry (highest at θ = 70◦)
4. (80◦-85◦) - grazing incidence with ripples oriented parallel to the ion beam direction.
The simulation fluxes corresponding to the examples shown in Fig. 3.13 are usually
jnorm = 2
−20. However at incidence angles θ < 45◦ a higher flux, of about 2−15, has been
chosen to reduce computational time. Nevertheless test simulation with a lower flux did
not provide any regular pattern formation as well.
There is a strong correspondence between the simulation and the phase diagram of
Madi et. al [147], except the ripple occurrence around θ = 45◦. However, very small
wavelength and amplitude in this regime suggests the existence of a limitation of measure-
ment techniques, where a very small surface undulations cannot be detected. Moreover,
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experiments show the existence of additional perpendicular ripple mode at θ ≈ 10◦.
This, particular case is not relevant in the framework of present simulation due to the
limitation in the system size, that is about 100 × 100 nm2 of the surface dimensions,
whereas the experimental ripple wavelength is expected to be l ≈ 75 nm.
30°
60°
80° 85°
45°
15°0°
40°
70°
φ = 4.1·1017cm-2 φ = 2.0·1017cm-2 φ = 2.2·1017cm-2
φ = 2.0·1017cm-2 φ = 5.5·1017cm-2 φ = 3.7·1017cm-2
φ = 1.2·1017cm-2 φ = 4.0·1016cm-2 φ = 1.4·1016cm-2
Figure 3.13.: Simulated surface pattern topographies after 0.8-1 keV Ar+ irradiation of (001)
Si for different φ and θ. The normalized bond energy is ǫ=1.7. All axis units are in nm. Ion
orientation is always from the top. θ is given at the bottom left corner of each simulation
surface and φ at the top of each surface.
Pattern topography dependency on Ar+ ion energy is shown in Fig. 3.14. Here, the
jnorm is kept constant at 2
−15 for 60◦ ion incidence angle and the energy varies from 50
eV to 3.2 keV. Simulations show a strong difference of the structure shapes, however,
the intermediate energy regime provides only variation of the interface width and the
wavelength. Here, three energy regimes can be proposed:
1. E0 < 200 eV - static type of ripples (no ripple movement), only wavelength increase
- very irregular patterns
2. 200 eV ≤ E0 ≤ 1.6 keV - saturation of the interface width and the ripple wave-
length, both increase with the ion energy
3. E0 > 1.6 keV - irregular ripples, appearance of overhangs and very high ampli-
tude/wavelength ratio (close to 1).
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The most interesting is the intermediate ion energy range between 200 eV and 1.6 keV.
Irradiation of surfaces at intermediate energies results in well-ordered ripples oriented
perpendicular to the ion beam direction.
At very low energies (50 eV and 100 eV) the number of defects created by the collision
cascade is reduced and the sputtering yield is almost zero. Nevertheless, patterns are
forming even without influence of the surface erosion mechanism. In these cases, the
defects are clearly responsible for self-organization of the surfaces. Ripple movement
is strongly suppressed due to small number of defects. However, ripple coarsening is
always present. The wavelength increases very inhomogeneously as a stochastic process,
decreasing regularity of the pattern formation.
On the other hand, E0 = 3.2 keV tends to be too high energy and due to the relatively
high flux the smoothing mechanism is too low in comparison to the damage created by
energetic Ar+ ions. It is followed by the significant increase of ripples amplitude up to
15 nm with the wavelength at the same order of magnitude.
3200 eV
φ = 6.0·1016cm-2
1600 eV
φ = 1.4·1017cm-2
800 eV
φ = 3.6·1017cm-2
50 eV 100 eV
200 eV 400 eV
φ = 6.0·1017cm-2 φ = 3.5·1017cm-2
φ = 4.0·1017cm-2 φ = 3.2·1017cm-2
Figure 3.14.: Simulated surface pattern topographies after 60◦ Ar+ irradiation of (001) Si for
different φ and E0. Normalized bond energy is ǫ=1.7. All axis units are in nm. Ion orientation
is always from the top. E0 is given at the bottom left corner of each simulation surface and φ
at the top of each surface.
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Spatial evolution of surfaces
All the surfaces presented in the previous section are some types of discrete rough sur-
faces with deterministic properties. It means that it is possible to find a deterministic
function of a surface position that can describe the most important characteristics of the
surface height fluctuation. The most important first-order characteristic is the probabil-
ity distribution function p(h) of height h, which in most general case can be expressed
as the Gaussian height distribution,
p(h) =
1√
2πw
exp(
−h2
2w2
).



3.5
Here, w is the width of the distribution, which is also called the surface roughness,
however in this work, the term interface width, is used. The interface width accounts for
the 2nd order moment of h, whereas the 1st order moment is the average surface height.
The interface width of a system with the size L at the time t is given by the equation,
w(L, t) =
√
〈h2〉 − 〈h〉2 =


1
L2
L
∑
x,y
h2x,y(t) −
(
1
L2
L
∑
x,y
hx,y(t)
)2


1/2
,
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where 〈·〉 denotes spatial averaging, and h is the surface height at coordinates x and y.
Height distribution function can only describe the statistical properties of surfaces at
individual positions. However, the connection between the surfaces at different posi-
tions can only be characterized using second-order statistics, in particular with the joint
probability distribution function pj(h1, h2, ~r1, ~r2) of heights [h1, h2], where ~r1 and ~r2 are
different positions on the surfaces
pj(h1, h2, ~r1, ~r2) = p(h1)p(h2).



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Joint probability distribution can be characterized by different types of correlation func-
tions, which are mathematically equivalent. One of the most common is autocorrelation
function with the discrete form given by the equation,
R(r) =
1
w2
〈
ĥȟ
〉
=
1
L(L− r)w2
L
∑
y
L−r
∑
x
hx+r,yhx,y.

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Here, ĥ and ȟ are heights at different locations, and r is the distance between these
locations. Using autocorrelation function it is possible to define the lateral correlation
length ξ, being the distance r at which the R(r) drops to the value of 1/e
R(ξ) = 1/e



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It is possible to study the spatial evolution of the statistical properties (like interface
width, correlation length, etc.) of a random fields. In the absence of any characteristic
length, growth and erosion processes are expected to follow a power-law behavior of the
correlation functions in space and height and the surface evolution is described by the
Family-Vicsek scaling [150] of the interface width w
w(L, t) ∝
{
tβ, if t0 ≪ t ≪ ts
Lα, if t ≫ ts



3.10
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Here α is the roughness exponent and characterizes the deviation from a flat surface in
the stationary regime (t ≫ ts); ts is the saturation time, above which the correlation
length has exceeded the linear system size L. β is the surface growth exponent, which
describes the time evolution for earlier times (t ≫ t0, where t0 is a ‘crossover’ time, see
Fig. 3.15). The dynamical exponent z can be expressed by the ratio
z =
α
β

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Figure 3.15.: Schematic plot of interface width w as a function of time t (left) and square
root of the height-height correlation function G as a function of a spatial separation between
the two points r (right). Evolution of w follows the equation

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3.10 starting from t0. In the
early times random deposition behavior is expected, where the correction to the Family-Vicsek
scaling is needed. In the late times (t ≫ ts) saturation is expected. G1/2(r) evolution
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shows the typical curve for the Height-Height Correlation Function applied on the wavy surface
perpendicular to the ripple orientation. The first local minimum is a rough measure of the ripple
wavelength l at r = d, whereas the first local maximum is so-called roughness amplitude W
(see Ref. [126]) at r = d/2.
However, if a characteristic length is present, it is necessary to provide a method to
evaluate this information, for instance, by extraction of a surface wavelength l. l can be
obtained by the Height-Height Correlation Function G(r) [126,143]
G(r) =
〈
(
ĥ− ȟ
)2
〉
=
1
L(L− r)
L
∑
y
L−r
∑
x
(hx+r,y − hx,y)2 .
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Again, G(r) can be described, with the scaling exponents for a random rough surface by,
G(r) ∝
{
r2α, if r ≪ ξ
2w2, if r ≫ ξ
,


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The lateral correlation length can be defined as a minimal lateral distance between
two points, where the height is correlated. In this work, the ripple wavelength l is
obtained from the first local minimum of the distance r, which tends to be a rather good
approximation of a real value [126]. The way of estimation of scaling exponents, as well
as, the wavelength of a ripple pattern is given in Fig. 3.15.
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As mentioned before, the different types of correlation functions are equivalent, e.g.
the height-height correlation function can be derived using the autocorrelation function
according to
G(~r) = 2w2 {1 −R(~r)} .



3.14
Moreover, the Fourier transform F of an autocorrelation function represents the power
spectra density function of a random field. In contrary to the real-space characteristics
like w, ξ or l, in reciprocal space (or in Fourier space) it is more convenient to use the
power spectrum P (~k) for description of surfaces
P (~k) = F (R(~r)) = 1
2π
∫ ∞
∞
R(~r)e−i
~k~rd~r,



3.15
where, ~k is a wave vector in the reciprocal space.
To describe the evolution of periodic pattern formation only ion incidence angles θ ≥
45◦ of pattern evolution will be studied quantitatively. The reason for calculating the
interface width and the ripple wavelength is to evaluate accuracy of proposed model and
a comparison with available experimental and theoretical data. The evolution of first
and second-order statistical parameters is an additional measure that characterizes the
surface morphology.
The influence of simulation flux jsim on a pattern evolution is an important and open
question. Therefore, two ripple modes are analyzed separately following 60◦ and 85◦ ion
incidence angles corresponding to Fig. 3.16 and Fig. 3.17 respectively.
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Figure 3.16.: Log-log plots of interface width w (left) and ripple wavelength l (right) evolution
for different fluxes jnorm (see legend) at θ = 60
◦ and the 1 keV ion energy. The dashed lines
are the exponential fitting functions, with the growth exponent β = 0.31 and the coarsening
exponent of wavelength increase n = 0.14.
The parallel ripple mode exhibits a power law dependence for each jsim, following the
same type of asymptotic behavior with a growth exponent β = 0.31 (see Fig. 3.16). The
steady state amplitude is strongly fluctuating and the exact saturation value is difficult to
specify. However, at the fluences φ < 3 × 1016 cm−2 before the saturation, the interface
widths w is inverse proportional to the applied flux jnorm, i.e. is proportional to the
duration of defect relaxation stage after the collision cascades according to Sec. 2.3.2. Due
to very demanding type of computations, only one simulation has been performed per
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Figure 3.17.: Logarithmic plots (w scale is linear, l scale is logaritmic) of interface width w
(left) and ripple wavelength l (right) evolution for different fluxes jnorm (see legend) at θ = 85
◦
and E0 = 1 keV.
simulation flux. This explains the fluctuation of w or l after the saturation. Wavelength
of ripples created by 60◦ ion irradiation is given on the right side of Fig. 3.16. It shows
existence of coarsening behavior described by the effective power law l ∼ t0.14. This value
is very close to results of continuum two-field model of Munoz-Garcia et al. [8] (n = 0.12)
and is not far from experimental results of Keller et al. [99] (n = 0.085 and β = 0.28).
The evolutions of pattern wavelength are also inverse proportional to the applied flux
(see right side of Fig. 3.16). The asymptotic behavior has been observed, where the
saturation fluence of l is correlated with the saturation fluence of w. At the lowest flux
jnorm = 2
−20 however, the saturation does not occur within applied simulation fluence
for both w and l evolution. A dependence of the saturation fluence of l on the simulated
surface size tends to be important especially for very well ordered pattern formation,
where no more ripple defects are left at the surface (see Fig. 3.13). This suppresses the
further increase of l and consequently suppresses increase of w.
At grazing ion irradiation, only two jsim values have been analyzed (see Fig. 3.17),
providing similar tendency of the flux dependence, described in the previous paragraph.
Interface width increases rather with logarithmic type of growth, especially for jnorm =
2−18 (linear scale of w evolution in left plot of Fig. 3.17), although the wavelength exhibits
power law behavior, where l rise up to 20 nm without achieving a saturation3. Exponents
n describing the coarsening of ripples are n = 0.14 and n = 0.17 at jnorm = 2
−18 and
jnorm = 2
−20 respectively.
The evolution of w and l with respect to the ion incidence angle is shown in Fig. 3.18.
For ripples oriented the parallel to the incoming ions, the β exponent increases with
the incidence angle from β = 0.31 at 60◦ to β = 0.46 at 70◦. The coarsening exponent
changes from n = 0.14 at 60◦ to 0.22 at 70◦. The wavelength at 70◦ ion incidence goes
up to 23 nm, which is the largest periodicity obtained within this type of simulation.
Power law behavior has been observed, both for the interface width and the wavelength
evolution. If the ripples are oriented perpendicular to the ion beam (85◦), logarithmic
growth of w is preferred (see also Fig. 3.17). The different initial position of each curve
3In the experiment of Madi et al. the wavelength obtained was around 23 nm [147].
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Figure 3.18.: Log-log plots of interface width w (left) and ripple wavelength l (right) evolution
at the same fluxes (jnorm = 2
−18) and different incidence angles: 45◦, 60◦, 70◦ and 85◦, at ion
energy E0 = 1 keV. Dashed lines represent power law fittings with the exponents defined in
the plots description.
is due to rescaling of the fluence by a cosine of the impact angle (flux correction)
φnew = φ× cos θ.
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Evolution of interface width and wavelength versus fluence at different ion energies is
shown in Fig. 3.19. Previously mentioned physically irrelevant types of simulation are
here marked with dashed lines, therefore only the energies of 200, 400, 800 and 1600 eV
are investigated. Existence of an energy range shows an importance of a proper selection
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Figure 3.19.: Log-log plots of interface width w (left) and ripple wavelength l (right) evolution
at the same fluxex (jnorm = 2
−16) and incidence angle θ = 60◦, but different ion energies:
50, 100, 200, 400, 800, 1600 and 3200 eV. Dashed curves denote the calculation, where the
simulation conditions exclude asymptotic behavior within the evolution.
of the simulation flux (here jnorm = 2
−16). It tends to be proportional to the ion energy
and more specifically, to the total damage or to the average number of defects created
within the collision cascade. More damage accumulated in the target leads to longer
relaxation times applied for kmc simulation stage.
69
CHAPTER 3. ION-INDUCED SURFACE PROCESSES
Interface width evolution in Fig. 3.19 clearly indicates no growth exponent variation
(β = 0.31) related to energy. However, the saturation width differs significantly, and is
proportional to the ion energy. The evolution of l follows the dependence l ∼ tn with n
starting from 0.1 at 200 eV to 0.18 at 1600 eV. The comparison of saturation times for w
and l plots leads to the conclusion that both values are correlated and their asymptotic
behavior is related with reduction of ripple defects, which suppresses further growth of
ripple amplitude.
3.3.2. Simulation with ray tracing of ions
When the local incidence angles at the surface differ significantly from the global one the
approximation used in the previous section, i.e. constant ion impact rate per coordinate
unit cannot be applied. The approximation is justified at grazing incidences, where the
ripples are aligned with the ion beam, and at normal and close to normal incidence
angles, where the surface remains flat. On the other hand at oblique ion incidences
relatively large amplitudes have been obtained (∼ 20% of wavelenth according to Fig.
3.13 70◦ and Fig. 3.14 1.6 keV), therefore, used approximation cannot be justified.
The ray tracing of ions, introduced by a correction of a local flux



2.64 , provides a
consistent description of the reality. In this section simulations with ray tracing of ions
are presented. The phase diagram of pattern formation is again investigated followed
by the analysis of spatial evolution of ripples. Moreover, the influence of the sputtering
yield on the ripple formation will be analyzed by studying the surface morphology, the
interface width and the wavelength evolution.
Surface morphology
Various initial conditions of the simulation concerning the ray tracing of ions provide
various types of pattern formation, which are in a good correspondence with the phase
diagram of Madi et al. [122]. The first results of the new simulation approach provided
no pattern formation at an energy of 1 keV and above with the same initial conditions
like for simulations from Sec. 3.3.1. Decreasing the energy below 500 eV showed the
ripple patterns, what will be described in following.
Fig. 3.20 shows the full angular dependence of the pattern formation at an Ar+ ion
energy of 250 eV, with a simulation flux of jnorm = 2
−17. The surface morphologies
at incidence angles between 0◦ and 50◦ present the simulation surfaces already in the
steady state, where interface width w and wavelength l are saturated, therefore no more
morphological changes are expected. The first pronounced pattern formation can be
recognized at the 40◦ incidence angle. The threshold for appearance of regular ripple
structure with a periodicity larger than 10 nm is around θ = 50◦. This result fits very
well to the phase diagram of Madi et al.
In ripples oriented perpendicular to incoming ions between 50◦ and 70◦ there is a strong
tendency of wavelength increase proportional to the incidence angle. This effect will be
analyzed quantitatively in Sec 3.3.2 providing the evolution of wavelength at various
incidence angles. At θ = 70◦ the wavelength exceeds 20 nm. Ripples oriented parallel to
the trajectory of ions are obtained at 80◦ and 85◦ ion incidence angle and the wavelength
is larger at the larger values of θ. At θ = 70◦ and θ = 80◦, both ripple types (parallel
and perpendicular) can be distinguished simultaneously. Whereas, at 70◦ perpendicular
ripples dominate, at 80◦ mainly parallel ripples are visible. Similar behavior, however,
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Figure 3.20.: Simulated surface pattern topographies at 250 eV Ar+ irradiation of (001) Si for
different ion fluences and incidence angles. Normalized bond energy is ǫ=1.7. All axis units
are in nm. Ion orientation is always from the top to the bottom. The incidence angle is given
in the bottom left corner of each simulation surface. The fluence is denoted by φ at the top of
each surface.
f = 1.4·1018cm-2f = 1.4·1017cm-2f = 6.8·1016cm-2f = 1.1·1016cm-2
Figure 3.21.: Surface morphology evolution with fluence at 70◦ Ar+ irradiation of (001) Si.
Normalized bond energy is ǫ=1.7. All axis units are in nm. Ion orientation is always from the
top to the bottom, the fluence is denoted by φ at the top of each surface.
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for a much larger system size has been seen experimentally by Keller et al. [99] described
as a co-existence of two ripple modes at 67◦ Ar+ bombardment of Si.
Fig. 3.21 presents the evolution of surface at different ion fluences φ. Ripples oriented
parallel to the ion beam occur initially for very short irradiation times below 6 × 1016
cm−2. Later on, the structures perpendicular the ion trajectory are formed and become
dominating for fluences above 1.4 × 1017 cm−2. This is followed by a significant rise of
the surface roughness, as well as the ripple wavelength.
With or without sputtering
BH theory [4] and related continuum models describing the pattern formation [6–8],
explain the local topography modification by the different erosion rate depending on
the local slope and shape of the surface. It results in a general statement that surface
erosion in valleys should be higher than on hills. Therefore the local sputtering yield
tends to be the major driving force determining the local surface erosion rate variations
and therefore creating the ripple patterns.
50 eV
φ = 5.0·1017cm-2
200 eV 300 eV
φ = 8.7·1016cm-2
85°60°60°60° 250 eV
φ = 5.0·1017cm-2 φ = 5.0·1017cm-2
φ = 5.0·1017cm-2 φ = 8.7·1016cm-2φ = 5.0·1017cm-2 φ = 4.7·1017cm-2
50 eV 200 eV 300 eV 85°60°60°60° 250 eV
Figure 3.22.: Simulated surface pattern topographies with (top row) and without (bottom
row) sputtering effect, after 60◦ (first, second and third column) and 85◦ (forth column) Ar+
irradiation of (001) Si at different ion fluences. Normalized bond energy is ǫ=1.7. All axis units
are in nm. Ion orientation is always from the top, the incidence angle is given in the bottom
left corner of each simulation surface, and the fluence is denoted by φ at the top and the ion
energy at the bottom right corner.
bca algorithm used in this work includes all sputtering effects and predicts the sput-
tering yield very precisely in comparison to the experiments [46, 49, 61]. However, it
is not clear if the surface erosion is the dominant rippling mechanism in reality. Many
other factors have to be taken into account additionally, like bulk/surface defect kinetics,
surface diffusion, ion flux, etc. Atomistic type of modeling provides the possibility to
manipulate the implemented physical mechanisms, turning some of them on or off if
necessary. To investigate the role of surface sputtering, it is convenient to ‘artificially’
neglect sputtering, by turning it off, and to compare the results with the full simulation.
To exclude sputtering from the trider simulation, the collision cascade is followed
like originally (see Sec. 2.4.2) with additional condition. The initial lattice location of
every atom is registered, and if the atom abandons the target is immediately filled again.
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Therefore, no vacancies are expected made by the sputtered atoms and the mass balance
in the system is conserved.
Fig. 3.22 provides the results of the simulation, where the sputtering is included in the
upper row, and where this effect is excluded in the bottom row. Additionally, the energy
dependence on the pattern formation at 60◦ of ion incidence is studied. The simulation
fluxes are jnorm = 2
−16 at 60◦ and jnorm = 2
−17 at 85◦.
By increasing the ion energy also the ripple wavelength increases. However, if the sput-
tering is included, the patterns became less pronounced and vanish almost completely
at 300 eV. It is clearly not the case if sputtering is excluded, because the ripples tend to
be always well ordered with the wavelength proportional to the ion energy.
The last column of Fig. 3.22 shows the grazing incidence simulations where the ripples
oriented parallel to the ion beam direction are generally expected. Exclusion of sputter-
ing, suppresses the switching behavior from parallel to perpendicular ripple mode in the
range of 70◦-80◦ ion incidence angle. Therefore it can be concluded that at the grazing
incidences the sputtering is the dominant driving force of ripple formation.
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Figure 3.23.: Height-height correlation functions of a surface with (red curves) and without
(black curves) sputtering, applied along ion trajectory at different ion energies: left 50 eV,
right 300 eV. For both θ = 60◦. The dashed lines are the exponential fitting functions, where
the roughness exponent α has been compared. Plots correspond to the morphologies shown in
Fig. 3.22
The qualitative investigation of the influence of the sputtering yield on the ripple
formation provides huge distinctions in the final surface topographies at oblique ion inci-
dences at the ion energies larger than 50 eV. Ripples created by the full collision cascade
with sputtering are visually much noisier and less ordered, even though the interface
width is slightly higher if the sputtering is excluded. This type of height fluctuation
cannot be described using interface width or wavelength parameters only. It is much
more convenient to use the roughness exponent α provided in Sec. 3.3.1, which can be
extracted for instance from a height-height correlation function
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3.13 . The smaller α,
the rougher the surface becomes locally [172].
Fig. 3.23 shows height-height correlation of the morphologies presented in Fig. 3.22
at the energies E0 = 50 eV and E0 = 300 eV. At the very low energies the influence of
sputtering on the statistical characteristic of the system tends to be almost negligible.
The interface widths are almost identical (G(x) saturates to almost the same values)
and α equal 0.89 and 0.91 for the simulations with and without sputtering respectively.
However, if the energy is higher the difference in the correlation functions becomes sig-
nificant. If the sputtering is excluded the roughness exponent (α=0.87) at E0 = 300 eV
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does not vary a lot, being only slightly smaller than at E0 = 50 eV . Though, if the
sputtering is active, the roughness exponent drops to the value of 0.47. It suggests that
ion induced surface erosion is responsible for lowering the roughness exponent, which is
proportional to the total sputtering yield. The value of sputtering yield registered at
the latest simulation time for wavy surface at the energy 50 eV was Ys = 0.098, whereas
at 300 eV, Ys = 1.36. Exclusion of sputtering clearly preserves the ripple formation,
which are rather induced by the bulk defects approaching the surface with the different
rate depending on the local topography, i.e. defect relaxation. The driving force of the
pattern formation and θ = 70◦ will be study in Sec. 3.4 in more details.
Increase of the ion energy increases also the total erosion rate, therefore already at
the energy of 300 eV, the ripples vanish due to relatively high ion flux used for the
simulation. Moreover, ripples oriented parallel to incoming at the grazing incidence are
suppressed if no sputtering is included. In general, surface erosion is close to zero at 85◦
due to very large number of reflected atoms. However, only the projectiles, which are
not reflected, cause bulk damage, as well as sputtering. trim simulation shows that only
1.6 % Ar+ ions arrive at the target and create the collision cascade in Si. Counting only
non-reflected ions for the sputtering yield calculation provides a value of 23.6 sputtered
atoms per collision cascade.
The significant difference of surface topographies, with and without sputtering, points
out the very important role of the surface erosion. The studies provided in this section
prove that sputtering is not the dominant driving force inducing self-organization of
ripples at the incidence angles ∼60◦ and suggest that defect relaxation can have a strong
influence on the pattern formation. On the other hand at the grazing incidence the
sputtering yield by non-reflected ions is the largest. Therefore, the ripples oriented
parallel to the incoming ions are formed mainly due to the sputtering.
Spatial evolution
Surface topography evolution over fluence is again represented by power law dependence
of interface width w and wavelength l. The influence of simulation flux jsim, incidence
angle θ and ion energy E0 is analyzed this time for the simulations with ray tracing of
ions (see Figs. 3.24, 3.25 and 3.26) regarding the two cases:
• Full collision cascade with sputtering (solid curves)
• Collision cascade, where the sputtering has been ‘artificially’ suppressed, as de-
scribed in Sec. 3.3.2 (dotted curves)
For different simulation fluxes jnorm, the evolution of w differs significantly (see Fig.
3.24). Initially, where no correlation of surface structures is expected, w is proportional
to the ion flux. At the low irradiation fluences, the collision cascade does not induce
any self-organization, acting as a random noise that roughens the surface. Therefore,
increasing jnorm at low fluences, the relaxation time of the collision cascade will be lower
and the interface width will be higher. Around φ = 3 × 1015 cm−2 a threshold point
in the evolution of w is observed (see Fig. 3.24). From now on, the ripple formation
becomes more pronounced and the periodic behavior triggers w increase. Moreover,
the roughness exponents4 are getting larger at lower fluxes starting from α = 0.72 at
jnorm = 2
−17 to α = 0.84 at jnorm = 2
−20. Thus, if the flux is low enough the patterns
4All the roughness exponents has been obtained at φ = 1017 cm−2 using the formula
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become well-ordered and local height fluctuations are reduced. The well-ordered pattern
formation can grow faster, because the surface noise induced by ion damage is lowered.
Obtained growth exponents β = 0.38 at θ = 67◦ and β = 0.31 at θ = 60◦ suggest faster
growth at larger incidence angles (see also Fig. 3.25). Additionally, if the sputtering
effects are disregarded, the total interface width is higher within the whole range of the
fluence, however β exponent does not differs. It can be explained using Fig. 3.22, where
the images showing the simulations excluding sputtering provide much more regular
pattern, which can form faster than the simulations with included sputtering, therefore
also the values of w are higher, whereas the growth exponent is the same.
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Figure 3.24.: Log-log plots of interface width w (left) and ripple wavelength l (right) evolution at
different fluxes jnorm and ion incidence angles θ (labeled in the legend), E0 = 250 eV. Plots (a)
and (b) consider sputtering during the simulations, whereas (c) and (d) are selected comparisons
with simulations, where the sputtering was suppressed (dotted curves). The dashed lines are
the exponential fitting functions, where the growth exponent is between β = 0.31 and β = 0.38.
The coarsening exponent of wavelength increase is n = 0.18. Three different fluence ranges
have been indicated: initial - arbitrary rough surface, middle - evolution of pattern formation,
and final - saturation.
The evolution wavelength (see right side of Fig. 3.24) suggests power law dependence
of coarsening with the same exponent n = 0.18 for every jnorm. The magnitude of
wavelength is inverse proportional to the jnorm within the whole range of fluence and at
the jnorm = 2
−19, l rise up to 25 nm. If the sputtering is excluded values of l are lower at
the corresponding time points, however the coarsening exponent n = 0.18 is preserved.
The evolutions of w and l at different incidence angles are shown in Fig. 3.25. Each
curve represents evolution of a single simulation until about 108 ion impacts. Slopes of the
interface width as well as the saturation point of the curves tend to rise if the incidence
angle increases. This is also the case for the wavelength growth, where n exponent
oscillates between 0.08 and 0.18, proportional to θ. Suppression of the sputtering results
in increase of w and decrease of l for the corresponding simulations. Evolution of the
wavelength at θ = 70◦ is in agreement with the experiments [99, 122], where the typical
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Figure 3.25.: Log-log plots of interface width w (left) and ripple wavelength l (right) evolution
at the same flux jnorm = 2
−18 and the ion energy E0 = 250 eV, but different incidence angles
θ: 30◦, 40◦, 43◦, 45◦, 50◦, 55◦, 60◦ and 70◦, starting from the bottom solid lines. Plots (a) and
(b) consider sputtering during the simulations, whereas (c) and (d) are selected comparisons
with simulations, where the sputtering was suppressed (dotted curves). The dashed lines are
the exponential fitting functions. The growth exponent is between β = 0.14 and β = 0.38. The
coarsening exponent of wavelength ranges from n = 0.08 to n = 0.18.
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Figure 3.26.: Log-log plots of interface width w (left) and ripple wavelength l (right) evolution at
the same flux jnorm = 2
−16 and incidence angle θ = 60◦, but different ion energies E0: 50, 100,
150, 200 and 250 eV. Plots (a) and (b) consider sputtering during the simulations, whereas
(c) and (d) are selected comparisons with simulations, where the sputtering was suppressed
(dotted curves). The dashed line is the exponential fitting function, where the growth exponent
is between β = 0.29 and β = 0.35. The coarsening exponent of wavelength increase ranges
from n = 0.14 to n = 0.18.
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range of l is from 20 to 30 nm.
Finally, the evolution of w and l is given at different ion incidence energies in Fig. 3.26.
The results suggest correlation between the growth exponent and the ion energy, i.e. β
decreases with increasing E0 from 0.35 at 50 eV to 0.29 at 250 eV simulated for a rather
high flux of jnorm = 2
−16. If the sputtering is suppressed, β is energy independent. The
power law exponent n fit to wavelength tends to be proportional to the ion energy with
the values between 0.14 and 0.18 at the energies between 50 and 250 eV respectively.
The investigation of w and l evolution during ion beam irradiation of Si targets sug-
gests a rather complex pattern formation and dynamics, also seen in experiments of IBS
with Ar+. The major conclusions are the ripple appearance above 50◦ incidence angle
in the parallel mode and its rotation into ion beam direction at 80◦ also detected by
Madi et al. [147], Macko et al. [171] and the others. Both the interface width and the
wavelength evolution obey a power law dependence on fluence. Coarsening is present for
every type of input parameters and its exponent tends to be rather independent on all
simulation parameters, except the ion energy. The value of growth exponent β is not cor-
related with simulation flux, however it is strongly sensitive on the incidence angle and
the ion energy, being proportional and inverse proportional, respectively. Suppression
of sputtering does not significantly change formation of ripples (wavelength is almost
exactly the same) except for higher energies, as shown in Fig. 3.26, where two different
values of β can be obtained at the same ion energy 250 eV. To be able to understand
better the reason of the differences in the simulations with and without sputtering, more
detailed, atomistic investigation of surface kinetics is necessary. One possibility of the
problem treatment will be presented in the next section.
3.4 Surface mass currents
The variety of ballistic and kinetic processes active during IBS, presented in Fig. 3.1,
determine surface evolution by so-called surface mass current ~j. It has been already
shown in Sec. 3.2 that a single ion impact leads to the formation of a crater in the
neighborhood of the impact point, which can result in an increase of the local curvature
of a flat surface. It is possible to determine the mass current vectors, by the asymmetry
of the crater due to ion impact under oblique local incidence angle, as has been shown in
Figs. 1.3 and 3.5. Depending on the direction of mass current vectors on the surface, final
surface will be modified by an increase or a decrease of its width. Atomistic computer
simulation provides the unique opportunity to determine the local mass currents by
registration of all atomic jumps. The surface mass current as an irradiation-driven
downhill current has been already studied using md simulation by Moseler et al. [13], at
close to normal incidence angles. To extract a lateral surface mass current they calculate
the lateral atomic displacement
δ =
〈
N
∑
I=1
d(I)
〉
,



3.17
averaged between N numbers of displaced atoms during the impact. The d(I) is a dis-
tance of a displacement projected on the surface plane. Now, the correction of δ by the
average flux r (number of atoms per unit area per unit time) gives the strength of the
lateral current |~j| = rδ. In case of higher values of incidence angle θ Süle et al. [15]
published md studies with stability analysis of the mean height deviation from an initial
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Figure 3.27: trider simula-
tion of (100) Si irradiation
with 5 × 1017 cm−2 Ar+ of
250 eV 70◦ incidence angle. In
order to see atomistic details,
only the surface atoms and va-
cancies are plotted, fully coor-
dinated atoms are made trans-
parent: (a) side view in 〈010〉
direction; bulk vacancies are
seen at the leeward side of the
ripples, (b) perspective view of
(a), (c) zoomed part. Atoms
are colored according to their
height.
sinusoidal surface profile. According to their results the ripple formation is developed
for wavelengths l < 35 nm, whereas the stable structure, where the wavelength does not
increase any more is expected if l > 35 nm. A direct link between atomistic simulation
and continuum theory was proposed by Norris et al. [17], where a possible way to apply
md calculations of a crater functions into the continuum equation was proposed. The
conversion from the crater function g to the local change of surface height ∂h/∂t, used
in continuum models, has been done by means of effective moments of g. The crater
function can be divided into two parts: (i) originating from surface erosion and (ii) re-
distribution. Projected positions of atoms were provided by the md simulation. The
disadvantage of the md simulation is the limited number of ion impacts that are used to
average of the localized surface movement.
Here, using trider simulation, the evolution of the system can be calculated in order
to describe creation of local defects, mass transport, ripple growth, ion impact rate,
etc. An example of a ripple profile is shown in Fig. 3.27 to emphasize capabilities
of the atomistic approach. Here, vacancies accumulate with regard of the ion wind at
the leeward side of the patterns, which may suggest that also the surface erosion will
be higher at this region. All md approaches described in the last paragraph represent
the link between atomistic simulations and the continuum description. The variety of
parameters extracted from the simulation (e.g. sputtering yield, defect concentration,
local flux, etc.) often depend directly on the local surface curvature κ. If κ can be derived
from the atomistic simulation, the direct comparison with continuum equations of pattern
propagation will be possible. For example the Kuramoto-Sivashinsky equation [173,174]
with an additional damping term d0, which stabilizes the pattern and prevents kinetic
roughening [175].
∂h
∂t
= −υ0 − d0(h− 〈h〉) + νx
∂h
∂x
+ γ2∇2h + ξ2(∇h)2 −K∇4h + η



3.18
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Here, υ0 is erosion velocity of a planar surface, νx induces a lateral movement of the
structures, the roughening surface tension coefficient γ2 is negative, the nonlinear term
ξ2 defines the tilt dependent erosion rate and K is the positive surface diffusion coefficient.
The Gaussian noise term η roughens the surface. Both h(x, t) and η(x, t) vary in space
and time.
In order to be able to understand intrinsic physical processes of the interface region
with or without ion irradiation, in the next sections major terms of the continuum
equation describing the surface evolution are discussed.
3.4.1. Gibbs-Thomson relation
According to Lord Kelvin, formerly William Thomson, the saturated vapor pressure
p and, as the consequence, also the surface tension γ2 is proportional to the surface
curvature (κ = 1/R). Thus, structures with convex surface will have higher vapor
pressure than those of the concave shape (negative radius). This statement has been
mathematically described in the so-called Gibbs-Thomson relation (also called Kelvin
equation) [176,177] for spherical particles with the radius R,
p(R)
p0
= exp
(
Rc
R
)



3.19
where p0 is the vapor pressure at a flat (R → ∞) surface and Rc is the capillary length
Rc =
γ2Ω
kBT
.



3.20
Here Ω is the atomic volume and T is the absolute temperature. Replacing the vapor
pressure by the impurity concentration or the solubility over the flat surface c0 of the
spherical particle c(κ) one can write more general form, valid for arbitrarily curved
interfaces
ln
c(κ)
c0
=
2γ2Ω
kBT
κ, with κ =
κ1 + κ2
2
,



3.21
where the mean local curvature of the surface κ is the sum of principal curvatures κ1 and
κ2. For the spheres κ1 = κ2, and therefore κ = R
−1. Now, if the average surrounding
concentration is higher than the solubility of the curved surface (〈c〉 > c(κ)), the sur-
rounding atoms will condensate at the surface, the surface will grow. For the opposite
case 〈c〉 < c(κ), the surface will lose particles, evaporate.
For the large radius R ≫ Rc, Eq.



3.21 can be simplified to the first order Taylor
expansion to
c(R) ≈ c0
(
1 +
Rc
R
)
.



3.22
Finally, the equilibrium solubility will obey Arrhenius law, which has for an Ising system
the simple form
cfcc0 (ǫ) = 4 exp (−6ǫ) ,



3.23
valid for fcc structures with normalized bond energy ǫ = ε/kBT , which is the relation
between concentration and the temperature for a binary system in the equilibrium state
[81].
A detailed derivation of the Gibbs-Thomson equation can be found for instance in
Ref. [178]. Moreover, the comparison of the kinetic theory with the atomistic modeling
application of lattice kmc simulation was proposed in Refs. [2, 94].
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3.4.2. Mullins-Herring diffusion of surface
Surface diffusion can be understood in terms of local changes of the surface height h. If
the total number of particles is conserved during the diffusion process, this local change
is the result of mass currents at the surface and can be represented by the continuum
equation
∂h (~x, t)
∂t
= −∇~j (~x, t) ,



3.24
which is the equivalent of the 2nd Fick’s law (Eq.



2.28 ).
R= <0k 1-
R= >0k 1-
R=¥ k=0
(a)
Figure 3.28.: Representation of the surface curvature κ at the 1 + 1 dimensional boundary (a),
and at the 2 + 1 dimensional phase boundary (surface) (b). The image in (b) is taken from
Wikipedia [179]
The Gibbs-Thomson relation



3.21 provides the dependence of the concentration c(κ)
on the local curvature κ(x)
c(κ) = c0 exp
{
2γ2Ω
kBT
κ(x)
}
≈ c0
{
1 +
2γ2Ω
kBT
κ(x)
}
.



3.25
The curvature of a one-dimensional function, i.e the surface with one dimension coordi-
nate x and one height coordinate h, is defined by
κ1d =
−h′′
{1 + h′2}3/2
,



3.26
where h′ and h′′ are the 1st and the 2nd derivative of h, respectively. In Fig. 3.28a κ
can be obtained for any point of the surface. If κ < 0 the surface is convex for κ > 0 the
surface is concave. For flat surfaces κ = 0, since the radius R = ∞.
Assuming that the curvature of a two-dimensional function (height h over x-y-plane),
given in Fig. 3.28b, is represented by two orthogonal cut planes along the principle
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direction5, according to the equation
κ2d = −
1
2
∇
(
∇h
√
1 + (∇h)2
)
=
= −
(
1 + (∂xh)
2) ∂yyh− 2∂xh ∂yh ∂xyh +
(
1 + (∂yh)
2) ∂xx
2
(
1 + (∂xh)
2 + (∂yh)
2)3/2
,



3.27
the value of κ at any point of the surface will be the average curvature of orthogonal,
equally spaced normal cut planes. Using the small slope approximation (i.e. |∇h| ≪ 1
and therefore |∂xh| ≪ 1 and |∂yh| ≪ 1) on Eq.



3.27 results in
κ2d ≈ −
1
2
∇2h = −1
2
(∂xxh + ∂yyh) ,



3.28
and from Eq.



3.25 in
c(x, t) ≈ c0
{
1 − γ2Ω
kBT
∇2h(x, t)
}
.



3.29
Now from the 1st Fick’s law (Eq.



2.29 ) and Eqs.



3.24 ,



3.29 the general form of
surface diffusion equation of MH is given by
∂h(x, t)
∂t
= D∇2c(x, t) = −Dc0γ2Ω
kBT
∇4h(x, t),



3.30
where D is the surface diffusion coefficient. More detailed approach deriving MH equation
can be found directly in Refs. [142, 149], where analytical solutions for specified initial
conditions are presented.
To find the transition between atomistic view of the kmc simulation and continuum
surface diffusion of MH very specialized methods of data interpretation is necessary.
Fig. 3.29 shows the initial simulation cell used, a pre-patterned structure with a
sinus type of a ripple of a wavelength l and an amplitude a. Such a pattern is usually
obtained out of the IBS experiments (i.e. l = 24 nm, a = 3.1 nm). Independently on
the simulation conditions, four types of atomic movements have been always registered
and described by the jump rates ν with different orientations and locations. Here, ”l/r”
gives the left and the right jump direction, with respect to the x-axis into decreasing
and increasing values of the x-axis, respectively. ”i/o” denotes input into or out of the
indicated atomic line. The relation between the jump rates, the surface current ~j, looks
as follows
~j = (jx, jy, jh)
T
jq =
Vm
cy
{(
νr,iq + ν
r,o
q
)
−
(
ν l,iq + ν
l,o
q
)}
, (q = h, x, y)



3.31
and the height evolution ∂th = −∇~j is given, according to the definition by a divergence
∇ of a vector field ~j, i.e. a sum of partial derivatives of x, y and z coordinates of ~j:
−∇~j = −∂xjx − ∂yjy − ∂hjh =
Vm
cy
∑
q=x,y,h
{(
νr,iq + ν
l,i
q
)
−
(
νr,oq + ν
l,o
q
)}
,



3.32
5In Fig. 3.28b the minimal curvature is expected along the x axis, whereas the maximal along the y
axis.
81
CHAPTER 3. ION-INDUCED SURFACE PROCESSES
h
x
nx
r,i
nx
r,o
nx
l,i
nx
l,o
l r l r
i o i o
/ -  eft / ight
/ -  nput / utput
cy
Figure 3.29.: Initial configuration of the simulation cell in the Si target during investigation of
the surface current is a sinus function along the x axis of the 24 nm wavelength and 3.1 nm
amplitude. Different colors represent different NN occupation numbers of the surface atoms.
Three selected atoms are the candidates for a jump with different jump rates: νri , ν
l
i , ν
r
f and ν
l
f ,
are connected with the region marked with the white line, where the mass balance is analyzed.
where Vm is the molar volume of an atom and cy is the system size in the y direction.
To obtain the full vector ~j of coordinates (x, y, h) it is necessary to integrate the atomic
rates along every possible axis, therefore, except νx, also νh and νy are locally calculated,
as shown above. However, due to the symmetry reasons νy is always equal to 0 and only
νh is evaluated additionally.
The surface mass currents of Eqs.



3.31 for a kmc simulation of a sinusoidal surface
(without ion irradiation) are plotted in Fig. 3.30. According to the MH diffusion theory
the surface height changes with respect to the current vectors along the surface boundary.
The result of the simulation is in full agreement with the theory of MH diffusion. The
red arrows in Fig. 3.30a are oriented parallel to the surface in the direction pointing
down to the valleys that results in the mass transport into the region of a concave phase
boundary with energetically favorable states. Investigation of the jx component shows
the maximum of the surface current at regions with the maximum slope according to the
equation derived using



2.29 and



3.29
~j = −Dc0γ2Ω
kBT
∇3h(x, t).



3.33
Because of h ∼ sin x used as the initial condition of the surface, the result j ∼ ∇3h
leads to ~j ∼ − cos x. Similarly in Fig. 3.30b ∇~j ∼ −∇4h therefore, the plotted curve
is realized by ∇~j ∼ sin x. These results agree with predictions of MH diffusion theory.
The surface height evolution ∇~j is the result of the driving force, which is maximal at
the minimal slope values of h. This driving force leads to the smoothing behavior due
to surface diffusion.
The normalized temperature 1/ǫ = kBT/ε varies from ǫ = 2.0 to ǫ = 1.0. Obviously,
for high temperatures the movement at the surface is the highest and the amplitude of
∇~j function increases that is in accordance with Eqs.



3.30 and



3.33 . At lower temper-
atures, i.e. ǫ = 2.0 and ǫ = 1.8, both functions jx and ∇~j show small discrepancy from
sinusoidal shape, prominent for large slopes of the surface. This effect is caused by the
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Figure 3.30.: Simulated plots of ~j (a) and −∇~j (b), with respect to the x component of h.
Calculation has been averaged out of 106 independent kmc runs without including ion
bombardment. The arrows at the surface boundary (black line) correspond to the current
vectors in (a) and direction of the height change in (b). Thin colored lines are the x component
of ~j and −∇~j in (a) and (b),s respectively. Different colors denote simulation temperatures,
for ǫ = 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0.
Ehrlich-Schwöbel effect [137,138], which slows down the surface kinetics at surface edges,
and is especially significant at low temperatures. The competition between the surface
relaxation and the Ehrlich-Schwöbel effect was studied in the framework of continuum
theory [180].
The data presented in this section is a direct comparison of the computer experiment
with the continuum theory of MH diffusion. The mass currents obtained with trider
simulations can decide about the important terms in continuum equations, as will be
considered in the next section.
3.4.3. Surface mass currents under irradiation and diffusion
The external driving force ‘ion irradiation’ modifies surface mass currents of the former
section, i.e. pure MH diffusion, which can be the main reason for self-organization. This
driving force has been observed in the ion induced phase transition [86,181], segregation
[89], Ostwald ripening [2, 94], ripple propagation by IBS [31,145,157], etc.
In this work, ion beam irradiation is an external driving force understood as the
ballistic displacement of atoms and as removal of atoms due to sputtering, which is
described appropriate by trider. Defect relaxation processes are acting subsequentially.
In the framework of the continuum equation



3.18 (damped KS), the K∇4h term is
the MH diffusion that has been studies in detail in the previous section. However,
in addition to that, the origin of the linear ∇2h and nonlinear term (∇h)2 is not yet
clearly revealed in a unique manner. The presented method of data evaluation of kmc
simulations performed by the extraction of ~j and −∇~j (



3.31 ), provides a possibility
of a direct comparison between atomistic computer simulations and continuum theories.
Eventually it allows even the computation of the unknown parameters (e.g. in the
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equation



3.18 ). The results presented in this section are preliminary, and give only
an outlook for further studies. More detailed investigations have been started at the
Helmholtz-Zentrum Dresden-Rossendorf in the framework of a new project founded by
the Deutsche Forschungsgemeinschaft (DFG).
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Figure 3.31.: Plots of defects on rippled surface (250 eV Ar+, 70◦ ion incidence). In (a), the
thin line denotes real ion flux due to surface undulation (upper plot), and the steady-state
bulk vacancy density projected on the x-coordinate (lower plot). The orientation of the ion
beam is given by arrows that end at the surface curve (thick line). In (b), recombination rates
of interstitials (I - dotted line) and vacancies (V - dashed line) are plotted for simulation flux
jsim = 2
−18, which are the ad-atoms and surface vacancy generation rates, as well as their
difference (I-V - solid line).
At first, it is important to understand the defect kinetics on surfaces under irradiation
with ions that create surface pattern, i.e. the ion energy and the incidence angle have to
be defined properly, as described in Sec. 3.3. Here, 250 eV Ar+ ions at θ = 70◦ were used,
which results in the steady-state pattern of the wavelength 24 nm and the amplitude 3.1
nm. Fig. 3.31 shows the density of ion impacts and resulting vacancies over the rippled Si
surface. Both, the ion impact and the vacancy densities are clearly correlated. However,
the distribution of vacancies is shifted along the projection of the ion incident direction
as it is indicated by dashed, vertical lines. Due to the oblique angle of ion incidence,
there are almost no V’s at the leeward side of the ‘ion wind’ on the ripples and the
maximum V density is localized at the windward side (see also Fig. 3.27). The arrows in
Fig. 3.31a show the real orientation of incoming ions preserving the aspect ratio between
x and h axis. It confirms that no complete shadowing is present, although a pronounced
reflection of ions at the leeward side is expected. The surface defect generation rate,
which originates from recombination of bulk defects per MCs at the surface6 is given
in Fig. 3.31b. There are more surface defects created by surface recombination of bulk
defects than surface defects formed directly by the collision cascade. I and V generation
rate at the surface follow the same trend with respect to the surface morphology like bulk
I and V. However, in an ion impact region the number of vacancies that recombine at the
surface after the impact at the windward side on the ripples is larger than the number
of interstitials. On the other hand, at the leeward side on the ripples recombine more
interstitials. This difference is due to the I/V separation discussed in Sec. 3.2.1, i.e. the
6Vacancies (V) recombine with the with the surface forming surface vacancies, whereas interstitials (I)
become ad-atoms.
84
3.4. SURFACE MASS CURRENTS
ion impact crater formation. The vacancy excess is located closer to the windward side
of the ripples surface than the interstitial excess, which is located closer to the leeward
side of the ripples. The remaining bulk defects need less time for diffusion towards the
windward for V and leeward side for I of the ripples, respectively.
The surface mass current investigation has been performed at two different ion inci-
dence angles θ = 0◦ and θ = 70◦. Based on the results obtained with trider simulation
(see Fig. 3.32), and their comparison with pure MH surface diffusion simulated with
kmc (see Fig. 3.30), three important statements are provided:
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Figure 3.32.: Simulated plots of ~j (a) and −∇~j (b). Calculation has been averaged over 106
independent kmc runs including ion bombardment and sputtering (left column). The
red arrows mounted at the surface boundary (black line) correspond to the current vectors
in (a),(b). Colored lines are jx and −∇~j in (a), (b) and (c), (d) respectively. Figures (a)
and (c) correspond to θ = 0◦, (b) and (d) refer to irradiation at θ = 70◦, both for 250 eV.
Different colors denote different number of impacts: blue 104 ions and red 105 ions. The
normalized simulation temperature was ǫ = 1.7. Corresponding calculations including ion
bombardment and suppressing sputtering are given in the right column, marked by (a′),
(b′), (c′) and (d′).
(i) For the pure MH diffusion case the down-hill surface mass current jx was found
(see Fig. 3.30a). If the surface is irradiated with ions the mass current switches
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to an up-hill mode, i.e. the surface undulation growth, even under normal ion
incidence (see Fig. 3.32a).
(ii) The difference compared to the pure diffusional case, i.e. the MH diffusion of Fig.
3.30, is that values of jx and −∇~j are about 2 orders of magnitude larger in Fig.
3.32. This is mainly due to the strongly enhanced surface defect density caused by
ion impacts compared to the only thermally excited defects.
(iii) The comparison of the plots in Fig. 3.32a,c indicates that both the surface current
and its divergence are not constant during the simulation (blue and red curves).
After 105 impacts (red curve) the asymmetry in jx curves appears in the ripple
values, which may be the reason for smoothing after longer ion irradiation.
The normal incidence ion bombardment completely changes the dynamics in compar-
ison to the MH diffusion simulation (Fig. 3.32 vs. Fig. 3.30). Surface current vectors
~j indicated with the red arrows in Fig. 3.32 are oriented always downward what con-
firms the mass transport from the hills to the valleys (see Fig. 3.32a). Compared to
Fig. 3.30b, the function −∇~j shows an opposite behavior (see Fig. 3.32c). It results in
the initial increase of the amplitude of the pattern, because −∇~j is proportional to the
surface height. Longer irradiation suppresses the mass transport in the valleys creating
an additional asymmetry, which finally might smoothen the surface, as expected.
At the oblique incidence angle (θ = 70◦) values of ~j are almost zero at the leeward
side of ripples as a consequence of the impact distribution from Fig. 3.31a. Due to a
strong anisotropy in a mass balance caused by a much larger ad-atoms creation at the
windward ripple side, the orientation of current vectors are tilted towards the orientation
of the ion beam. The mass current ~j is the highest at the highest impact density region
(see Fig. 3.32b). It suggests the existence of the ripple movement along the ion beam
direction. The divergence of ~j, which describes the height change in time −∇~j, given
in Fig. 3.32d, is correlated with the surface height, therefore, increase of the ripple
amplitude is expected.
The suppression of sputtering Fig. 3.32a′,b′ provides no major changes in the surface
current plots. Also the plots of −∇~j in Fig. 3.32c′,d′ do not provide any hint about a
strong influence of sputtering. This result suggests that sputtering does not dominate
pattern formation.
In conclusion, it has been demonstrated that by extraction of the surface current vec-
tors and its derivatives from atomistic simulation a deeper understanding of pattern
formation can be achieved. Preliminary results based on the initial sinusoidal surface
provide information about curvature dependent surface parameters like the defect evo-
lution, current vectors or the height derivative in time. The separation between MH
thermal diffusion and ion induced processes provides opportunity to compare the atom-
istic modeling and continuum theories.
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In the beginning there was nothing,
and it exploded.
Terry Pratchett (1948) 4
Interface mixing of bilayer interfaces
The modification of interfaces by ion beams is responsible for many physical properties,
which are interesting for material science and applications. Experimental studies on ion
induced grain growth [182], swift heavy ion ordering [183, 184] or interface nanoshaping
[185, 186], and magnetic properties manipulation [187, 188] have been performed. Alloy
formation or precipitation may occur after irradiation with low-energy ions, where the
results can be understood by computer experiments [181,189].
Several simulation techniques have been applied for modeling mechanisms of ion in-
duced interactions at the interface. The most accurate and detailed way to describe the
collision cascade is achieved by md calculations. However, due to spatio-temporal re-
strictions one can only simulate small scale effects [190]. A much more efficient approach
is a combination of different simulation techniques, e.g. md with lattice kmc [181], where
the information about distribution of atomic relocations calculated with md is used as
an input to kmc. Another possibility is inclusion of vacancies in the system at a depth
defined by the ion projected range and applying the kmc simulation sub-sequential to
the vacancy creation [86, 89, 90]. Additionally, in metals interstitial atoms induced by
the collision cascade can cluster into two-dimensional structures called dislocation loops.
This phenomenon can be described by lattice kmc simulations using the so-called trap-
ping parameter [191] that denotes a minimum number of first-neighbor atoms required
to trap interstitials.
The main aim of this work is to apply a new simulation technique called trider,
unifying two broadly utilized atomistic models, bca and kmc, allowing for the full
description of the radiation damage as well as investigation of the intermixing and the
phase separation processes in metallic alloys. These simulation techniques necessary
to understand the approach proposed here have been characterized in Chap. 2. In
this chapter the multi-component kmc method of Sec. 2.3.3 will be improved by the
introduction of interatomic many-body potentials.
Two systems irradiated with He+ ions are discussed:
• Al/Pb interface provides a highly immiscible type of interactions, where hetero-
geneous nucleation has been reported mainly for inclusion of Pb implanted into a
Al lattice [192,193]. Investigations of mixing for these materials have been mostly
performed after annealing at melting temperatures, where a strong clustering of
Pb in the Al layer has been observed [194].
• Pt/Co interfaces can be characterized by strong atomic self-ordering, resulting in
intermetallic compound formation. Investigations focus mainly on manipulating
of magnetic anisotropy of Pt/Co multilayers. In general, ion irradiation, indepen-
dently on the ion species decreases or even removes the perpendicular magnetic
anisotropy [195,196].
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In the present study, these two bilayer interfaces under He+ ion irradiation will be in-
vestigated at temperatures lower than the melting temperature. The analysis of ballistic
and thermal interactions have been performed by the new simulation approach where
bca and kmc based models are combined.
The structure of this chapter is as follows: Sec. 4.1 describes the improvement of the
simulation method, where the many-body potential of Rosato, Guillope and Legrand
(RGL, [197]) to describe energetic interactions of atoms is applied. Also the method of
obtaining input parameters for the simulation is characterized there. Sec. 4.3, shows
simulation results. Two significantly different interfaces are presented: Al/Pb, as an
example of clustering materials and Pt/Co, where the ordering to the L10 intermetallic
phase takes place. Finally in Sec. 4.4 a comparison of theoretical studies of trider with
tridyn is given.
4.1 Many-body interatomic potential for energies of Cel-
lular Automata
In Chap. 2 the kmc simulation technique for binary systems is presented, where the NN
atomic interactions are described with the Cellular Automata approximation [92]. The
Ising model is the simplified CA, where the atomic energy consist of a sum of NN bond
energies. Therefore, the Ising model is not using the full potential of CA and has several
disadvantages, in particular:
1. Restricting to NN interactions and using the binary lattice Hamiltonian according
to Eq.



2.52 to describe energetic states of the whole system allows to reproduce a
binary phase diagram [198] only if it is almost symmetric. This is not the case for
AlPb alloys, where asymmetry in the concentration between Al-rich and Pb-rich
phase is significant [199].
2. Ising type of energetic interactions has a linear dependence over the occupation
number of NN atoms which is not suited for metallic systems. One expects rather
a square-root dependence as for tight-binding potentials in metals [200].
To treat the 1st case, due to the asymmetry it is necessary to assume that Hamiltonian


2.63 defining a binary alloy is equivalent to a Hamiltonian of a binary lattice gas



2.50 .
The drawback of this simplification is that no vacancies and interstitials can be included
and atomistic kinetics is restricted to Kawasaki exchange. The transformation from the
binary lattice gas Hamiltonian to the binary alloy Hamiltonian is implemented using the
pairwise interaction energy in the binary system εNN , determined by a linear combination
of available bond energies of the binary alloy (εaa, εbb, εab and εba) (see Ref. [88])
εNN =
1
2
(εaa + εbb − εab − εba) .



4.1
The unknown energies in the Eq.



4.1 are the bond energy between different components
(εab and εba). To fit the εab it is necessary to find the value of εNN , which is the activation
energy of the solidus of a phase diagram. It is possible to define two such energies εaNN
and εbNN on both solidi of the phase diagram (e.g. in Al-Pb system see Fig. 4.7), thus
also two different bond energies have been defined (εab and εba). On the phase diagram
given in Fig. 4.1-left one can assume that always one atom of type a is surrounded
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only by atoms of type b (a-rich phase), vice versa (b-rich phase). The bond energy for
dissolved atom a in the b-rich phase EaNN is calculated using the activation energy of the
solidus by
EaNN =
τ
2
εaNN .



4.2
The solidus energy is related to bond energies by Eq.



3.23 (see Ref. [81]), where
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Figure 4.1.: An example of a phase diagram of immiscible alloy (left) and its solidi (i) for the
a-rich phase and (ii) for the b-rich phase presented as the Arrhenius plots (right). The slope of
the concentration ln cx determines the total bond energies of dissolved atoms E
a
NN and E
b
NN .
the bond energy is determined by the slope of the concentration ln cx expressed as the
Arrhenius plot (see Fig. 4.1-right).
The activation energy of the solidus for atom a in the b-rich phase is calculated with
the Eq.



4.1 according to
εaNN =
1
2
(εaa − εab) ,



4.3
where no bond energies εbb and εba are expected. The activation energy of the solidus
for atom b in the a-rich phase gives
εbNN =
1
2
(εbb − εba) .



4.4
The bond energies between the same type of components εaa and εbb are calculated
from their cohesive energies of these components, which in fcc lattices are Eac = 6εaa
and Ebc = 6εbb, respectively. Finally, the bond energies between different components are
given by
εab =
1
6
Eac − 2εaNN
εba =
1
6
Ebc − 2εbNN .



4.5
Bond energies of a fully coordinated atom (total bond energy) a in the b-rich phase
and atom b in the a-rich phase are then calculated according to the equations
Eabtot = E
a
c − 2EaNN
Ebatot = E
b
c − 2EbNN ,



4.6
respectively. Here, EaNN and E
b
NN are the total bond energies of dissolved atoms on the
both solidi (see Fig. 4.1).
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Above presented method is preferentially applied to two-component systems, or to
three-component systems, where the one component has a very low total concentration.
However, in the systems proposed here, a strong influence of empty sites (vacancies) on
the local activation energy is expected. In order to treat this problem, a dependence of
total atomic bond energy on NN occupation number has to be considered.
A tight-binding second-moment model (called also a the RGL potential [197]) is ap-
plied, where the total cohesive energy of the system of two metals [200] gives
Ec =
∑
i


∑
j<i
Aabe
−pab
(
rij
rab
0
−1
)
−
(
∑
j<i
ξ2abe
−2qab
(
rij
rab
0
−1
))1/2

 .



4.7
First term is a repulsive portion of the Born-Mayer pairwise interaction characterized by
a parameter A. The parameter p is related to the compressibility of the bulk metal. The
second term denotes the attractive band energy with effective hopping integral parameter
ξ, and depending on the relative interatomic distance parameter q. The distance between
atoms i and j is denoted by rij, and the NN distance is given by r
ab
0 between interacting
atomic species a and b lattice.
If atoms are fixed to a regular lattice and only the NN interaction are consider, the
Eq.



4.7 reduces to
Ec =
∑
i
Eab(ni) =
∑
i
(Aabni − ξab
√
ni).



4.8
where ni is the NN occupation number of atom i. The energy Eab(n) is the total bond
energy of atom of type a surrounded by n atoms of type b and η − n vacancies, where η
is the coordination number.
4.2 Gauging simulation parameters
The procedure of finding the simulation parameters specified in Sec. 4.1 can be divided
into three stages:
1. Analyzing of the phase diagrams in order to calculate EaNN and E
b
NN .
2. Calculation of the reduced RGL potentials Eq.



4.8 for different components Eab(n)
and Eba(n) describing only the interactions at high concentration of one component.
3. Interpolation of RGL potentials from the 2nd stage extending the rich phases of
one component to the general case of arbitrary occupied NN lattice sites with the
component a, the component b and the vacancies.
The treatment of the 1st stage is different for immiscible and miscible components
respectively. For immiscible materials like AlPb the bond energy for the binary lattice
gas system of Al in the Pb rich phase EAlNN and vice-versa E
Pb
NN is calculated using the
Eq.



3.23 . It gives the bond energy E
Al
NN = 0.538 eV of Al with all NN sites occupied
by Pb atoms and the bond energy EPbNN = 0.419 eV of Pb with all NN sites occupied by
Al atoms. Thus, the total bond energies used in the computer simulation obtained from
Eq.



4.6 are E
AlPb
tot = 2.013 eV and E
PbAl
tot = 1.151 eV.
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In the case of CoPt interactions, the method of obtaining parameters of total atomic
bond energy is similar to the Al-Pb system. However here, EaNN and E
b
NN of the binary
system have been calculated according to transition temperature from disordered A phase
to the ordered L10 phase of a system at 50% Co content based on the phase diagram of
Pt-Co (see Fig. 4.2b). The obtained values of total atomic bond energies in the binary
lattice gas system are assumed to be equal for Pt and Co, therefore EPtCoNN = E
CoPt
NN = 1.3
eV and no phase anisotropy is expected.
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Figure 4.2.: Phase diagram for the system Al-Pb [201,202] with selected lattice configuration of
Al rich and Pb rich phases (a). In (b) the phase diagram of the system Co-Pt (from Ref. [198]).
To introduce the RGL potential for pure elements of Al, Pb, Co and Pt, the literature
values from Cleri et al. have been utilized [200]. In the 2nd stage the interactions
of different element like Al-Pb or Co-Pt have to be calculated. The RGL potential


4.8 is used in order to calculate values of Eab(n) for AlPb and CoPt systems. The
parameters of RGL potentials for different elements, have been calculated using a linear
transformation of the parameters used in pure elements, known from the literature [200],
by the ratio between the cohesive energy of atom a (Eac ) and the total bond energy of
the fully coordinated atom of type a surrounded by atoms of type b (Eabtot from Eq. 4.6)
1.
Collected values are shown in Table 4.1. The NN occupation dependent functions Eab(n)
of the total bond energies used in the simulations, have been plotted in Fig. 4.3.
Table 4.1.: Simulation parameters for the tight-binding potential
Al-Al Pb-Pb Al-Pb Pb-Al Pt-Pt Co-Co Pt-Co Co-Pt
ξ (eV) 1.316 0.914 0.8578 0.5281 2.506 1.907 3.634 3.05
A (eV) 0.1221 0.098 0.0796 0.0566 0.242 0.189 0.3509 0.3023
The presented plots describe energetic states of pure interactions with one type of
bonding only. Thus, in the 3rd stage a combination of bonds, which occur locally,
is considered. It is necessary to use a more general formula that takes into account a
1For instance, to calculate the RGL potential of Al atom surrounded by n Pb atoms EAlPb(n) using
Eq.



4.6 , it is enough to make a linear transformation of RGL potential for Al-Al interactions
EAlAl(n) by a ratio E
Al
c /E
AlPb
tot , where E
Al
c = 3.09 eV is the cohesive energy of Al and E
AlPb
tot = 2.013
eV is the total bond energy of Al surrounded by 12 Pb NN atoms.
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Figure 4.3.: Cohesive energy of atomic interactions as a function of the NN occupation number
for the fcc lattice of Al-Pb (a) and Pt-Co (b) systems. In (a), starting from the top: Al-Al
(thick solid line), Pb-Pb (thick dashed line), Al-Pb (thin solid line) and Pb-Al (thin dashed
line) interactions are shown. In (b), starting from the top Pt-Co (thin solid line), Co-Pt (thin
dashed line), Pt-Pt (thick solid line) and Co-Co (thick dashed line) interactions are presented.
For fully coordinated configuration the cohesive energy is equal to the sublimation energy.
number and type of NN atoms in order to calculate the occupation dependent cohesive
energies:
Ea (na, nb) =
na
N
(
ξaa
√
N − AaaN
)
+ nb
N
(
ξab
√
N − AabN
)
Eb (na, nb) =
nb
N
(
ξbb
√
N − AbbN
)
+ na
N
(
ξba
√
N − AbaN
)
.



4.9
Here, alloy components a and b have the NN occupation numbers na and nb, respectively.
Regarding to the sort of atoms intended for hopping, one has to use either Ea or Eb
equations. The solution of equations



4.9 for the Al-Pb and the Pt-Co systems is shown
in Fig. 4.4 as a contour plot. The values are calculated according to the local atomic
configuration that depends on the first NN atoms. This kind of data representation has
been directly converted into a look-up table and efficiently used during simulations.
Two types of atomic configurations will be as example studied here. Both configura-
tions consisting of two layers have been used, bombarded by He+ ions at the temperature
of 600 K. The system size is always 28 × 26 × 26 lattice units, initialized with 512000
atoms. The Al/Pb system (25.25 nm / 25.25 nm in depth) is bombarded by 150 keV
He+ ions at the normal ion incidence angle. The total thickness of the bilayer system is
50.5 nm. Also for the Pt/Co system a bilayer is considered, but with the total thickness
of 49 nm.
The bca simulations require also a gauging of simulation parameters. Surface bind-
ing energy values (SBE) have to be determined in order to calculate the values of the
sputtering yield. In the case of self-interactions, usually the cohesive energy is the best
choice for SBE. However, for collisions between different elements, like Al with Pb, or
Co with Pt, the enthalpy of formation has to be taken into account. To calculate the
formation energies, a method of Miedema and Niessen [203] is used, afterwards, the re-
sult is utilized in the evaluation of SBE [204], where SBECoPt = 5.6 eV. For the Al-Pb
system, no formation is expected, therefore the interaction energy between Al and Pb is
SBEAlPb = 2.69 eV.
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Figure 4.4.: Contour plot of the cohesive energy as the function of the NN occupation number
for the Al-Pb (a) and the Pt-Co (b) system. The plots are two-dimensional extensions of one-
dimensional functions presented in Fig. 4.3. E.g. the Al-Al curve in Fig. 4.3a is a cut along
the abscissa of figure a. The values given in rectangles are in eV. The lower-left part of the
plots denotes the energies of an Al atom for (a) and a Pt atom for (b), surrounded by nPb Pb
atoms, nAl Al atoms and 12 − nPb − nAl vacancies in (a) and by nCo Co atoms, nPb Pt atoms
and 12−nCo−nPt vacancies in (b). Upper-right corners show the energies respectively for the
configuration of a Pb atom in (a) and a Co atom in (b).
4.3 Simulation results
In this section, interface mixing in bimetal systems studied by tridyn simulation are
compared with trider simulations. First, the Al/Pb bimetal system with immiscible
components Al and Pb is considered, where mixing leads to cluster formation. Second,
the Pt/Co bimetal system forming intermetallic compound is studied, where enhanced
interface mixing by high solubility of the materials followed by phase ordering is demon-
strated.
4.3.1. Al/Pb bimetal mixing
The Al/Pb bimetal with 25.25 nm thickness of each layer of Al and Pb has been irradiated
by He+ ions at the energy of 150 keV. The projected range was 690 nm, which is far
beyond the interface. Therefore, almost all of the projectiles go through the simulation
cell and stop deep in the bulk. Examples of single He+ and Ar+ ion incidences at a
lower energy of 30 keV are shown in Fig. 4.5. The simulation has been divided into two
stages (similar like in Sec. 2.4.5). In the first stage (bca stage), ballistic displacements
of atoms are simulated. It shows that the He+ damage (Fig. 4.5a) is obviously much
smaller than the Ar+ damage (Fig. 4.5c) and, therefore, the number of defects after
the bca stage is much larger after Ar+ bombardment. He+ irradiation does not cause
compact displacement cascades, differed from the Ar+ bombardment, which transfers
enough energy to create ‘pockets’ of dense displacements. Vacancies created by displaced
lattice atoms (gray dots) are usually located close to the corresponding interstitials. The
bca stage is finished when the kinetic energy of recoils drops below the displacement
energy.
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(a) (b) (c) (d)
Figure 4.5.: Perspective view of the (100) Al/Pb fcc simulation cells after a single ion incidence
with 30 keV ion energy for He+ (a) and (b), for Ar+ (c) and (d). Figures (a) and (c) represent
the state of the system directly after the bca stage, whereas figures (b) and (d) are snapshots
after 200 MCs. Only I and V are displayed, the other atoms are made invisible. At the top
of the systems the surface atoms are indicated with gray and the interface atoms are indicated
in the middle with blue. Locations of interstitials are displayed in blue in the Al layer and in
green in the Pb layer. Vacancies are represented by gray dots.
In the second stage (kmc stage, see Fig. 4.5b,d), the kinetics of the system is acti-
vated. At the beginning, the total number of Frenkel pairs (FPs) reduces rapidly to only
a few percent compared to the number of FPs after the bca stage. The relaxation of the
system takes place by defect kinetics: (i) interstitials jump randomly interacting only
with vacancies, (ii) kinetics of vacancies are determined by jump probabilities between
neighboring lattice sites described in Sec. 4.1. The recombination of defects may occur
simultaneously under the condition that the vacancy and the interstitial will travel a dis-
tance close enough to annihilate (see Sec. 2.4.3 for detailed description of recombination
mechanism). Vacancies can nucleate to voids. Defects can travel and annihilate at the
surface.
The average sputtering yield obtained for the simulation with 150 keV He+ is 0.019
Al atoms removed per one ion impact. The mean value of Pb FPs created per collision
is 42. The number of FPs created in the Al layer fluctuates around 33 per incidence
ion. Reported values have been registered after the bca stage, they describe the state
of the system directly after the displacement cascade. In reality, most of defects will
annihilate. The average annihilation rate for both Al and Pb after 200 MCs of the kmc
stage amounts to 74 FPs, i.e. only 1 FPs remains. Thus, relaxation of defects after the
kmc stage results in 1 percent of preserved defects. These results agree very well with
theoretical values obtained by md studies by Betz et al. [104] for Al targets. All values
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(a) (b) (c)
Figure 4.6.: Three-dimensional view of the simulation cell for the (100) Al/Pb bilayers, for
a different visualization condition: (a) vacancy locations inside the system at the fluence of
6×1016 cm−2, where additionally the surface atoms are included, (b) and (c) monomers and
clusters of Al (blue) and Pb (green) visible through transparent lattice at the fluences of
6×1016 cm−2 and 6×1017 cm−2, respectively.
presented so far are valid only for the initial kmc stage after a single ion impact, i.e.
before the collective mixing process starts. The mixing of interface becomes significant
for the fluences larger than 1 × 1016 cm−2.
The distributions of elements at higher fluences are given in Fig. 4.6b-c. They show
nucleation of Al and Pb atoms close to the interface in the Pb and the Al rich phase,
respectively. The nucleation is caused by the phase separation due to the defect kinetics,
which is a very well-known phenomenon [86, 90, 205]. The configuration of vacancies
within the simulation cell has been plotted in Fig. 4.6a. There is a larger vacancy con-
centration at the interface. There are two reasons causing this kind of vacancy formation:
(i) From collisional point of view, the interface between the lighter Al atoms and the
heavier Pb atoms acts as a dipole of vacancy creation. There is a peak in the
number of vacancies at the interface in Al, which is related with the accumulation
of damage caused by Pb recoils, what is explained in more detail in Appendix A.
(ii) Considering the relaxation mechanisms, the interface is a trap for the vacancy dif-
fusion, because of the low bond strength between Al and Pb. Figure 4.7 shows the
total bond energy of a vacancy across the interface in a fcc lattice (coordination
number 12). The lowest energy is expected at the transition from Pb to Al mono-
layer. The vacancies will be trapped directly at the interface, where its energy is
the lowest.
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Figure 4.7.: Schematic diagram of mean bond energies across the interface in Al/Pb bilayer.
The steady-state concentration of vacancies is higher in the Pb layer than in the Al
layer (see Fig. 4.6a). The same holds for vacancy creation by the bca stage of the
simulation (see Appendix A, Fig. A.2b). Additionally, in the Al layer two sinks for
vacancy annihilation are present, i.e. vacancies migrate into the surface or cluster at the
interface. In Pb due to the reflective boundary condition along the depth axis, the sink
exists only at the interface and vacancies accumulate stronger in Pb layer.
The evolution of the Al/Pb phase separation for different fluences is shown as three-
dimensional simulation snap-shots of Al/Pb cluster distributions (Fig. 4.6b-c). The
mean cluster sizes increases with the fluence. It depends strongly on the solubility and,
consequently, on the local concentration of defects under ion irradiation.
The state of system after the fluence of 6 × 106 ions per cm2 is shown in 4.6c. The
size of the clusters for Al is clearly much larger than the size of the Pb clusters. There
are three reasons for the asymmetric distribution of clusters:
(i) The high vacancy concentration in Pb enhances Al diffusion there, thus participate
growth is accelerated.
(ii) The higher equilibrium concentration of Al in Pb results in a higher number of
diffusing species, which accelerates participate growth too.
(iii) According the Fig. 4.7 detrapping of vacancies into the Pb layer is easier than into
the Al layer due to the lower bond energy of Pb than of Al, respectively. This will
also increase the vacancy concentration in Pb.
4.3.2. Pt/Co bimetal mixing
Pt and Co bimetals have been bombarded by 150 keV He+ ions at normal incidence.
The impact energy is large enough so the maximum damage is far beyond the interface
region (projected range is 500 nm). The Pt/Co interface is at the depth of 25.4 nm. The
sputtering yield of the Pt is 0.02 and the average number of the FPs created by one He+
ion is 94 (46 of Pt and 48 of Co). For the ion flux used in the simulations, the mean FPs
surviving the relaxation following an ion impact is ∼4, i.e. 4.4 %.
The steady-state vacancy distribution in the system after 3.1 ×1017× He+ cm−2 im-
pacts is indicated in Fig. 4.8a. Figure shows several significant differences compared to
the Al/Pb bimetal (Fig. 4.6a), where the vacancies have been preferentially trapped at
the interface and in the Pb layer. In the simulation of Pt/Co bimetal, a homogeneous
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Figure 4.8.: Vacancy locations inside the Pt/Co bimetal at the fluence of 3.1×1017 cm−2 (a). At
the top of the simulation cell, a surface region is emphasized. Simulation slices of the chemical
ordering to L10 and L12 formations during 150 keV He
+ irradiation at 600 K temperature
(b-d). Figures show 2 atomic plane cuts throughout the simulation cell in the [100] direction
for different fluences: (b) 6.3×1015 cm−2, (c) 6.3×1016 cm−2 and (d) 3.1×1017 cm−2. In
blue Pt atoms and in green Co atoms are denoted. In (e) three different lattice occupancy
configurations are highlighted: in the middle CoPt L10, top and bottom L12 CoPt3 and L12
Co3Pt formations, respectively. Dashed lines show borders between L10 and L12 phases.
distribution over the thickness has been observed. Nevertheless, small vacancy clusters
can be seen at the region up to a few mono-layers below the surface.
The simulation stages at different fluences are plotted in Fig. 4.8b-d as slices of
simulation cell perpendicular to the [001] direction. They show a strong intermixing
and intermetallic phase formation under irradiation of He+ ions caused by vacancy ki-
netics. Similar mechanisms of alloy ordering have been reported in the literature, e.g.
temperature dependent order-disorder phenomena in nanoclusters [87] or irradiation of
intermetallic FePd thin films [86]. Different from these former studies, here we treat
both, the defect generation and kinetics, simultaneously.
Three simulation stages are outlined:
(i) For a very low fluences (below 6×1015 cm−2), ion induced diffusion, i.e. collisional
displacement of atoms, is a dominant driving force that activates interface mixing
almost without any phase ordering (Fig. 4.8b). In average, 4 vacancies per ion
remain in the system after the relaxation stage. Therefore, increasing the fluence
is equivalent with increasing the number of vacancies in the system.
(ii) For the fluence of one order of magnitude larger, one can distinguish ordering
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into two different atomic configurations: L10, when the concentration of Pt in Co
approaches 50 percent, and L12, when the ratio between Pt and Co is about 3:1
or 1:3. Fig. 4.8c-d traces the transition from the collisional inter-mixing to the
chemical ordering.
(iii) The final state of the simulation is due to the orientation of variants in of the
fcc lattice. In order to minimize the energy of the system the PtCo alloy form
preferentially Co-Pt bonds rather than Co-Co and Pt-Pt bonds. Therefore, in
the steady-state L10 formation is expected. Nevertheless, due to the different
concentration in depth profiles the L12 formation is present as well.
It is possible to mark an region of the interface, where the above-named formations are
clearly visible (see Fig. 4.8c-e). Whereas the L12 formation is fully symmetric, the L10
formation has specified orientation that creates anisotropy in the crystal. Here, mainly
[010] or [001] orientation of variants have been observed. The influence of ion irradiation
onto anisotropy in the crystal is not a scope of this work and will not be discussed in
detail.
4.4 Comparison of TRIDER with TRIDYN
trider extends the bca method by the defect relaxation, i.e. defect kinetics in bulk and
on surface, defect recombination, phase ordering and phase separation. These processes
would drive the system toward equilibrium in the absence of IBS. However, if an external
driving force, which induces atomic displacement is present, the system is driven towards
a steady-state. In this section, the advantage of the trider program compared to the
binary collision simulations with the tridyn program will be highlighted.
The typical output of tridyn is a depth profile of target components at different
irradiation fluences. Interface mixing induced by the ballistic displacement only, ob-
tained with tridyn simulations, is plotted on the upper row of Fig. 4.9a-c and Fig.
4.10a-c. It shows an increase of the interface width with increasing ion fluence. This
mechanism can be easily characterized by a ‘ion-induced’ diffusion, where the width of
the irradiated layer is proportional to W ∝
√
Diφ, where the fluence φ replaces the time
in the characteristics of the diffusion equation. The ion-induced diffusion coefficient Di
exhibits the behavior described by the transport theory according to Eq.



2.32 , which
is temperature independent and mainly the displacement energy of target atoms is re-
sponsible for intermixing. On the other hand Eq.



2.34 takes the mean temperature of
the thermal spikes into account. Therefore, the ion-induced diffusion coefficient can be
corrected by the chemical interactions that are described by the mixing enthalpy ∆Hmix.
The exact measurement of the mean temperature of thermal spikes cannot be derived
analytically. Because of many simplifications used in transport theory (see Sec. 2.1.4),
e.g. isotropic distribution of the deposited energy, or empirical estimation of the thermal
spike temperature, the analytical predictions of mixing properties are often questionable.
Atomistic simulations based on the bca (tridyn) predict accurately the interface
mixing, if the chemical interactions are not dominant. Models like trim or tridyn
introduce an empirical parameter called energy threshold Ethr, which describes the in-
teratomic bond strength for bulk materials and recombination of defects created in the
collision cascade. Therefore, Ethr is usually significantly larger than the displacement
energy Ed in a rigid crystal [39,206]. However, chemical driving forces are not considered
in the binary models like tridyn.
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Figure 4.9.: Comparison of depth profiles after 150 keV He+ irradiation of the Al/Pb bimetals
obtained from atomistic simulations with: (a-c) tridyn, (d-f) trider. Columns are sim-
ulations for fluences: 6×1015 cm−2 (left), 6×1016 cm−2 (middle) and 6×1017 cm−2 (right),
respectively.
Input parameters used in the bca stage of trider simulations are exactly the same
like for of tridyn simulations and have been described in Sec. 4.2. The only difference
is the initial lattice configuration, which for the tridyn model is considered to be a
one-dimensional array of atomic densities along the depth. Each element of the array
corresponds to the concentration of the selected atomic species at certain depth (see
Sec. 2.2.2 for details). This type of the system architecture is simple compared to the
trider approach, where real three-dimensional concentrations and atomic densities are
calculated based on the local lattice occupancy. Therefore, in order to obtain the depth
profile, an average volume of each lattice point on each plain parallel to the surface (along
[100] direction) has been calculated.
The comparison between two simulation methods for the Al/Pb bimetal is shown in
Fig. 4.9. Depth profiles in the upper row, which were calculated using tridyn are
similar to trider profiles, especially at low fluences. However, for φ = 6×1017 cm−2
one can observe a few peaks around the interface region (see Fig. 4.9f). Immiscibility
of the Al/Pb system is a well-known property that has been evaluated from the heat
of mixing measurements [207]. The heat of mixing ∆Hmix of AlPb alloy is positive for
any concentration of the elements. As it has been discussed in Sec. 2.1.4, the positive
∆Hmix counteracts against the mixing caused by ballistic displacement (see Fig. 4.9d,e).
Additionally, due to immiscibility of Al and Pb, phase separation at the interface occurs.
The constant rise of the atomic concentration of Al in the Pb rich phase and Pb in the
Al rich phase close to the interface results in a cluster formation in both phases (see also
Fig. 4.6). Mainly, large Al clusters are formed in the Pb layer. The secondary peaks
in the depth profile for Al appear a few nm range away the first one. It is due to a
secondary damage of the cluster formation next to the interface (see Fig. 4.9f). Similar
effect has been observed after ion irradiation of Au nanoclusters in SiO2 [205].
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Figure 4.10.: Comparison of depth profiles after 150 keV He+ irradiation of Pt/Co bimetals
obtained from atomistic simulations with: (a-c) tridyn, (d-f) trider (analogically to Fig.
4.9). Columns are simulations for fluences: 6.3×1015 cm−2 (left), 6.3×1016 cm−2 (middle) and
3.1×1017 cm−2 (right), respectively.
A significantly different result has been obtained for the Co/Pt bimetal. Using the
trider program, the interface mixing is much stronger in comparison to the results
from tridyn (see Fig. 4.10). The differences are due to an additional driving force for
mixing at the interface that constitute to the high miscibility. The trider simulation
stages for three different fluences are shown in Fig. 4.10d-f. Even the initial state (first
column) shows a strong deviation from the purely collisional approach simulated with
tridyn (see Fig. 4.10a,d). More clearly it is visible at the fluence of 6.3×1016 cm−2,
where the intermetallic compound CoPt starts to form at about 25 nm depth. Thus,
the interface region shows formation of L10 phase (see Sec. 4.3.2 for details). At the
fluence of 3.1×1017 cm−2 a very well ordered step-like depth profile is shown, where the
intermetallic phases are clearly separated. From the thermodynamic point of view the
heat of mixing coefficient is large and negative [208] for the CoPt compound. These
are favorable conditions to form the intermetallic compound at the interface. Moreover,
coupling collisional and thermodynamic processes raises the magnitude of the interface
mixing what was also reported by experimental study of Chappert et al. [209].
In Fig. 4.11 the depth profiles for the concentration obtained with simulations of
tridyn and trider at different fluences have been combined into one plot for Al/Pb
bimetal and one plot for the Co/Pt system. Each depth profile has been fitted to the
Eq.



2.30 , which is the solution of the diffusion equation



2.28 describing the interface
mixing for bilayer materials. The width of a depth profile Dt2 that is the parameter
of Eq.



2.30 is given in the insets of Fig. 4.11 as a function of fluence. It confirms
the observation based on the qualitative study of depth profiles that the total mixing
for immiscible materials like AlPb is suppressed and for miscible materials like CoPt
2The time t defines the irradiation time, that is proportional to the fluence φ at the flux j.
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Figure 4.11.: The Pb (left) and Co (right) depth profile obtained from two models of atomistic
simulation (coupling of Fig. 4.9 and 4.10). Inset shows widths of the depth profile Dt for the
Pb concentration (left) and the Co concentration (right) as a functions of fluence. Solid lines
indicate simulations using tridyn, dashed lines indicate trider simulations. Different colors
denote different fluences indicated in the legends.
the total mixing can be even amplified by a few orders of magnitudes, if the thermally
activated kinetics of atoms is considered. A similar result for Pt/Cr/Co interfaces has
been seen experimentally [210]. The formation of PtCrCo was there investigated with
high-resolution transmission electron microscopy and the enhancement of mixing was
confirmed by the comparison with the tridyn simulations.
4.5 Conclusions
The new simulation method unifying two computation approaches is applied to inter-
face mixing in bimetals. It has been proved that models based on the unification bca
and kmc techniques are broadly applicable and give solutions that are in agreement
with experiments. The processes, which are acting during ion irradiation, i.e. ballistic
displacement as well as thermally activated migration, in many cases are mutually de-
pendent from each other. The presented approaches open a new possibility for simulation
of ion irradiation, with a detailed description of the ion-solid interactions, applicable to
spatiotemporal scale of experiments. The two types of system were investigated and
compared with the tridyn method. The results prove the importance of including the
relaxation of defects in computations, what is the major improvement over the tridyn
method. For Al/Pb bimetal the total mixing has been suppressed due to relaxation of
bulk defect, whereas for Co/Pt bimetal the total mixing has been amplified.
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You climb to reach the summit,
but once there,
discover that all roads lead down.
Stanis law Lem (1921 - 2006) 5
Summary
The main objectives of this thesis have been the large scale atomistic, multiphysics sim-
ulations capable to reproduce and understand periodic pattern formations during ion
beam irradiation. At the beginning of the thesis work, several experimental reports ap-
peared suggesting a huge variety of patterns for different ion energies and incidence angles
(e.g. [117–119]), which were inconsistent with several theoretical predictions. Thus, the
formation of patterns (dots and ripples) on Si at normal incidence and incidence angles
below 50◦ were often seen in experiments, but never obtained by trider simulations.
Only recently the crucial influence of metal impurities created in the experimental se-
tups has been revealed. New, very clean experiments (without metal contamination
of the surface) agree to a large extent with trider predictions, what allows now for
a detailed study of the dominating driving forces of pattern formation. Even a very
low concentration of impurities can induce formation of a structure not observed under
‘clean’ conditions.
To describe periodic pattern formation the best atomistic simulation, would be molecu-
lar dynamics (md). However, spatio-temporal scales of experiments are not accessible by
md. Atomistic kmc simulations in the framework of Solid on Solid model (i.e. describing
kinetics of two-dimensional surfaces) can contribute to the general understanding only
partially, because they require some phenomenological components.
In the framework of this thesis the novel program package trider for simulating
ion-solid interactions including relaxation processes has been developed. The full ion-
induced collision cascades in matter, described by trim, and the subsequent relaxation
of defects, treated with three-dimensional lattice kmc, are unified. By this method it
is now possible to simulate ion fluences of 1018 cm−2 on irradiated surfaces of 100×100
nm2. Simulations of such fluences and areas are necessary to study the formation of
periodic surface patterns under ion irradiation.
The investigation of self-organizing processes of the pattern formation using trider
simulations is summarized by the following major statements (theses):
1. trider simulations result so far in the largest conformity with low energetic IBS
experiments. The results of the simulation presented here allow to reproduce the
recently broadly accepted ‘phase diagram’ of Madi et al. [147]:
a) No ripples predicted at ion incidence angles between 0◦ and 50◦ to the surface
normal, which was for a long time in contradiction with the contaminated
experiments. Only very recently, ‘clean’ experiments are consistent with our
theoretical predictions, especially the ‘phase diagram’.
b) trider simulations predict a switch from ripples orientation perpendicular
to parallel with respect to the ion beam direction at incidence angle θ = 80◦,
which agrees with experimental studies.
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2. trider simulations predicts coarsening of ripples aligned perpendicular to the ion
beam direction, in agreement with experiments. Other two-dimensional atomistic
simulations as well as many continuum equations based on the Bradley-Harper
theory cannot reproduce this type of coarsening.
3. The wavelength of ‘low-energy’ ripples on Si irradiated by Ar+ ions at θ > 60◦
achieves a steady-state at about 30 nm [99] for both, experiments and trider
simulations.
4. Power law dependence of the surface roughness and the ripple wavelength as a
function of ion fluence is predicted by trider simulations. The growth exponent
β is in the range of 0.29-0.38 and coarsening exponent l is between 0.08 and 0.18,
which is consistent with experimental studies of Keller et al. [99, 211].
5. trider simulations reveal that sputtering is not the dominant driving force for
self-organization of ripples at non-grazing ion incidences. The dominating driving
force is kinetics of bulk and surface defects created by the collision cascade.
6. The increase of ion energy reduces the tendency of ripple formation, as measured
by the roughness exponent α. Increasing ion energy from 50 eV to 300 eV, the α
exponent decreases from 0.9 to 0.5.
7. As it is shown by preliminary studies, trider will allow a direct comparison of
the atomistic simulation with continuum theory based on the mass currents regis-
tration.
a) Without ion irradiation, the surface current vectors on an initially sinusoidal
surface have a down-hill direction tangential to the surface. The system main-
tains MH smoothing behavior.
b) Under ion irradiation, the surface current vectors tend to point in ion beam
direction.
c) The separation between MH diffusion and ion induced processes provides op-
portunity to compare the atomistic modeling and continuum theories. Uti-
lizing results from this thesis the basis for a subsequent Ph.D. thesis, which
started within the second funding project of DFG research group 845, is pro-
vided.
As a second, application of trider to ion-solid interactions for interfaces of bimetals
under ion irradiation are studied. It is shown that the enthalpy of mixing is a significant
factor suppressing or amplifying the mixing rate at interfaces of immiscible or miscible
alloys, respectively. The studies of bimetals irradiated by light ions at high energies (150
keV) are summarized by the following theses:
1. The interface of metal atoms for kmc has been described in two different manners:
a) For immiscible metals (positive enthalpy of mixing), i.e. Al/Pb, the activa-
tion energies of Al and Pb have been calculated from the relation between
temperature and solubility in the rich Al and the rich Pb phases.
b) For intermetallic forming metals (negative enthalpy of mixing), i.e. Co/Pt,
adjustment of the ordering temperature of the L10 formation has been per-
formed.
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2. Analytical form of interatomic interaction in metals has been derived using RGL
potential [197] for kmc simulations. It leads to a better description of interactions
at surfaces and interfaces under ion irradiation.
3. In Al/Pb bimetals irradiated by He+ ions, phase separation and cluster creation
in the Al rich and the Pb rich phases is predicted by trider simulations. The
average Al cluster size is larger than the average Pb cluster size due to 10 times
larger solubility of Pb in the Al rich phase than the solubility of Al in the Pb rich
phase.
4. In Co/Pt bimetals irradiated by He+ ions, the trider simulations accurately pre-
dicts formation of the L10 phase with some inaccuracy regarding formation of the
L12 phase.
5. The comparison of results obtained with trider and tridyn simulations with
respect to the depth profiling of elements is provided. It shows that heat of mixing
has a great influence on these profiles:
a) For low fluences, mixing predicted by trider in Al/Pb is suppressed, and it
is amplified for Pt/Co.
b) trider simulation of high fluence irradiation provides additional information
like: periodic variation of the concentration at the interface due to the cluster
formation and formation of step-like concentration profiles originating from a
sequence of L10 and L12 phases.
The trider program package developed in the framework of this thesis provides a
full description of ballistic and relaxation processes induced by ion irradiation. trider
accelerates simulation considerably, which can be performed alternatively, but only par-
tially, by extremely time-consuming md calculations. Therefore, it provides a promising
tool to simulate ion beam processes in matter.
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Nuclear stopping in Al/Pb bimetal
Irradiation of Al/Pb bimetals with He+ ions reveals very interesting properties of this
material. The nuclear stopping Sn of Al is much larger than that of Pb at low-energy
He+ bombardment. However, above 20 keV, the nuclear stopping becomes larger for Pb
(see Fig. A.1). At the ion energy used during simulations of the Al/Pb interface mixing,
i.e. 150 keV, the nuclear stopping in Pb is almost two times larger than in Al.
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Figure A.1.: Nuclear stopping power for for He+ ions in Al (black) and in Pb (red), as predicted
by transport theory (Sec. 2.1.2). With the dashed line the ion energy used in interface mixing
simulations is indicated. The data are generated using the srim-2008 package [30].
The number of defects created within the collision cascade is correlated with the nu-
clear stopping power and to the energy transferred to phonons, as it is shown in Fig.
A.2b. It has been calculated with tridyn simulation using the ‘static’ mode, i.e. without
any change in concentration profiles during the simulation [72]. Higher nuclear stopping
power should result in the higher defect creation. To understand the dependence of the
nuclear stopping on the penetration depth of ions in Al/Pb bimetal, four different regions
are described:
(i) The nuclear stopping within the whole Al layer is constant, about 2.1 eV/nm, as
predicted by the transport theory (see Fig. A.2b). The defect creation in the
region near to the surface is proportional rather to the phonon energy than to the
nuclear stopping power. The nuclear stopping power is assigned only to the ion
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energy loss. The defects are created not only by displacements caused by the ion,
but also by displacements caused by recoils. In the surface region, the collision
cascade has not yet fully developed, and therefore, fewer defects are produced.
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Figure A.2.: Ion trajectories plotted as two-dimensional distribution of collision events (a).
Nuclear stopping (thick solid line), energy transfer to phonons (thin solid line) and number
of created vacancies (dashed line) per 150 keV He+ in Al/Pb bimetal (b). The number of
vacancies in Pb/Al bimetal is plotted in (c). With gray line the interface is indicated. The
data are generated using the ‘static’ mode of the tridyn program [72].
(ii) The trajectory for all projectiles given in Fig. A.2a becomes more and more di-
verged from the longitudinal direction the deeper ions penetrate into the target.
The strongest divergence in Al occurs at the interface. The damage accumulated in
target is proportional to the number of scatter events occurred at the given depth
caused by the recoil collisions. If the trajectory diverges from the longitudinal
direction, the total path length increases as well as the number of scatter events,
leading to slight increase of the number of created bulk defects (Fig. A.2b).
(iii) Directly at the interface a peak in defect distribution appears, which is lowered
significantly straight after the Pb layer starts, although the nuclear stopping power
in Pb is constant with about 2.8 eV/nm accordingly to the transport theory (Fig.
A.1). The origin of the peak can be related to the low-energy Pb recoils, which
increase the damage creation in the light Al layer due to backscatter events of Pb
into Al. The depression in the defects distribution is caused by the low energetic
light Al recoils, which are backreflected from the interface, creating less damage in
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Pb at the interface. To confirm this analysis, a simulation of Pb/Al bimetals has
been performed (Fig. A.2c). Here, the sequence of peak/suppressions is reversed.
The peak in defect distribution obtained in the Al layer is even higher than for
Al/Pb bimetal, where only the backscattered Pb recoils contributed to the damage
increase in Al. On the other hand the depression in the Pb layer corresponds to
lower damage production due to light Al recoils, similarly like in Al/Pb bimetal.
(iv) The number of defects in Pb layer increases slowly with depth, similarly as it was
described in point (ii), and saturates at the depth of 33 nm, where beyond the
interface a new equilibrium of the collision cascade is reached.
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