Abstract-In this paper the authors formulate the H1-control problem in a behavioral setting. Given a mathematical model, say a set of higher order differential equations together with some static equations, the vector of manifest variables (i.e., the variables to be modeled) is partitioned into yet to be controlled variables, unknown exogenous variables (called disturbances), and interconnection variables. The interconnection variables are available for interconnection, in the sense that they can be made to obey certain differential or static equations, to be specified by the designer. Such a system of differential equations and static equations is called a controller. The design problem that we consider is to find controllers such that (in the L 2 -sense) the size of the to be controlled variables is less than a given tolerance, for all disturbances in the unit ball, and such that the interconnection is a stable system. We find necessary and sufficient conditions for the existence of suitable controllers, under the hypothesis that we have a full information problem. These conditions involve indefinite factorizations of polynomial matrices and a test on a given Pick matrix.
I. INTRODUCTION

P
RESENT day control theory is centered around the problem of designing feedback loops around a given plant such that in the closed-loop system certain design specifications are satisfied. The plant under consideration typically has control inputs, exogenous inputs, measured outputs, and to be controlled outputs. The controller to be designed takes the measured outputs of the system as its inputs, and generates, on the basis of these inputs, control inputs for the plant. These controllers should be designed in such a way that the resulting closed-loop system meets the specifications. The above general scheme of approaching control design problems has been called the intelligent control paradigm (see [22] ).
It is our conviction that in many cases it is more natural to view controller design as the problem of designing for a given plant an additional set of "laws" that the variables appearing in the system should obey. More specifically, if a plant is modeled as a set of "behavioral equations," then, from our point of view, the controller design question is to invent an additional set of equations-the controller equations-involving the variables appearing in the system. These additional equations should be such that the "controlled system" (i.e., the system consisting of those variables that are compatible with both set of equations) satisfies the given control specifications.
This point of view is, in our opinion, very natural. Suppose we have a mathematical model obtained from first principles modeling, say a set of higher order differential equations, together with some static equations. The collection of all (vector-valued) time trajectories satisfying these equations is called the behavior. In general, this vector of time trajectories (called the manifest variable) will consist of several types of components. Typically, certain components are variables that we want to keep small, as certain components represent unknown exogenous variables, and other components are variables that are still available for interconnection, in the sense that we can make them obey certain differential or static equations, to be specified by the control design. In the classical control framework one proceeds as follows. The mathematical model is put into some standard form, for example expressing the laws that are satisfied by the various variables in terms of a standard transfer matrix model or a standard state-space model. Inherent in this procedure is that the manifest variable is split up into input components and output components: some are labeled exogenous inputs, some to be controlled outputs, some control inputs, and some measured outputs. Next, one does a controller design. In the classical framework, this results in a controller description in the form of an input-output relation between the measured outputs and the control inputs. As in [22] , in this paper we propose a more general way of looking at controller design. Instead of putting the original mathematical model into some standard form while specifying inputs and outputs, we prefer to leave the model as it is and not bother about the question which variables should be called inputs or outputs. Instead, we simply specify some of the components of the manifest variable to be interconnection variables, i.e., variables that we can make to satisfy certain equations. Then, depending on what properties one wants the controlled system to satisfy, we do a controller design. This controller design is now the determination of a set of additional equations involving the interconnection variables.
In this paper, we reformulate and study the -control problem from this vantage point. Starting from the dynamical model, some components of the manifest variable are assumed to be free, in the sense that they are not constrained by the model. Hence, such a component can in principle be any time trajectory. These components are the disturbances. Other components of the manifest variable are variables that we want to keep small (think of variables that measure the 0018-9286/99$10.00 © 1999 IEEE deviation from some desired time trajectory). These are called to be controlled variables. A third group of components are the interconnection variables (some of them are also free of course) as explained above. The control problem that we consider in this paper is to design a set of additional dynamic constraints on the interconnection variables (differential equations involving these variables) such that, roughly speaking, the to be controlled variables are "small" whatever the disturbance that occurs. We want to stress that this point of view generalizes the "classical" approach to
In that context, for the interconnection variable one would take the composite vector with the control inputs and the measured outputs. As also in some of the classical -theory, one feature of our theory is then that the dynamic constraints on need not be described by a proper transfer matrix. This paper is concerned with a detailed formulation of the problem and with a complete resolution of the full information version of the problem. As other research in this area, we mention the work of d'Andrea [3] , [4] , where a similar problem formulation is considered from a state space point of view.
This paper is organized as follows. In addition to the main text, the paper contains an Appendix containing most of the proofs. In Section II of this paper we formulate the suboptimal and optimal -control problem in a representation-free, behavioral context. We define the notions of (strictly) -contracting controller and stabilizing controller. In Section III, we discuss some material on the class of linear differential systems, the class of systems that we will restrict ourselves to in this paper. In this paper, we heavily use two-variable polynomial matrices and quadratic differential forms (QDF's). These notions are briefly discussed in Section IV. For a more extensive treatment, we refer to [23] . In Sections V and VI, we study the -control problem for the class of linear differential systems. We also explain what is meant by a full information control problem. In Section VII we give conditions for a controller to be (strictly) -contracting and stabilizing. Before we formulate and prove the main results of this paper, in Section VIII, we discuss dissipative systems. The control problem for the plant is now to specify the set of admissible controllers, to describe what desirable properties the controlled system should have, and, finally, to find an admissible controller such that has the desired properties. Thus control is nothing more than a special type of interconnection (see Fig. 2 ). This paper deals with the -control problem. In this context, the main desired property of the controlled system is that certain components (called the to be controlled variables) of the system's manifest variable are small (in an appropriate sense), regardless of the values that certain other components (called the disturbances) take. In addition, the controlled system should be stable, in the sense that if the disturbances happen to be zero, then the to be controlled variables should converge to zero as time runs off to infinity. Therefore, our starting point is that the manifest variable of the plant consist of three components, Here, is the to be controlled variable, is the disturbance, and is the interconnection variable as referred to above. The variable is available to attach a controller (see Fig. 3 The -optimal control problem is to minimize the performance of over the class of all admissible stabilizing controllers, i.e., to calculate admissible and stabilizing and to determine, if one exists, all optimal controllers, i.e., all admissible stabilizing controllers such that Given (the tolerance), the -suboptimal control problem is to determine, if one exists, all -contracting stabilizing controllers. The strict -suboptimal control problem is to determine all strictly -contracting stabilizing controllers. The present paper deals with the strict -suboptimal control problem.
III. LINEAR TIME-INVARIANT DIFFERENTIAL SYSTEMS
We restrict our attention to systems described by linear differential equations with constant coefficients. Let denote an indeterminate, and let w be the set of all real polynomial matrices with columns and any (finite) number of rows. An element w can be written explicitly as for given real matrices Consider now the system of differential equations or, in compact notation (1) This defines a linear time-invariant differential system, i.e., a dynamical system w with time axis signal space w and behavior equal to the solution set of (1): w satisfies (1) The class of all such systems is denoted by w Equation (1) is called a kernel representation of w Remark 3.1: In order to avoid irrelevant smoothness issues, in this paper we define the behavior of a linear differential system with kernel representation (1) to be the set of all -solutions (also called strong solutions) of this polynomial differential equation. We could also define the behavior to be the set of all w (i.e., all measurable 's for which exists for all and ) that satisfy (1) in the sense of distributions (also called weak solutions). Temporarily denoting the set of strong solutions by and the set of weak solutions by it can be proven that w is dense in w i.e., for every w there exists a sequence in w such that in w -sense. This implies that in the context of the control problem there is no loss of generality in restricting oneself to strong solutions:
for all iff this inequality holds for all
We will make heavy use of image representations, that is, representations of the form The image representation is called observable if is uniquely determined by i.e., if implies It can be shown that this image representation is observable iff has full column rank for all (see [14] ). A system w admits an image representation iff it is controllable (see [14] and [21] ). Furthermore, such image representation can always be chosen to be observable.
For a given real polynomial matrix we define as the rank of considered as a matrix with elements in the field of real rational functions. On the other hand, for a given denotes the rank of the complex matrix It is well known that The following proposition gives conditions for given and under which is a kernel representation of the system with image representation . Proposition 3.2: Let w l and let w Then is a kernel representation of the system with image representation iff and for all (2) The minimal number of rows over all 's that yield a kernel representation of the system with image representation is thus equal to Hence, any with rows that satisfies (2) yields a minimal kernel representation of the system with image representation Let w be controllable and let be an observable image representation. There exists a permutation matrix such that with a matrix of proper rational functions (see [14] and [21] ). This corresponds to permuting the components of as with and such that is an input and is an output. The number of input components of i.e., the size of is denoted by and the number of output components of i.e., the size of is denoted by A polynomial matrix x w is said to define a state map for if is a state variable for (see [16] Also, Since we will not use these facts in this paper, we omit the proof.
IV. TWO-VARIABLE POLYNOMIAL MATRICES
AND QUADRATIC DIFFERENTIAL FORMS An important role is played in this paper by two-variable polynomial matrices. An extensive treatment was given in [23] . In this section we give a brief review. We henceforth assume that in the plant the variable is -free. Thus, in (3) we assume that the polynomial matrix has full row rank equivalently, that the differential operator is surjective. We now specify the set of admissible controllers in the context of linear differential systems. Any linear differential system with manifest variable and signal space equal to the interconnection space c of the plant is a candidate admissible controller. However, for obvious reasons, we require that in the interconnected system the variable (as an externally imposed disturbance) should still be free. In the context of linear differential systems we interpret this in the sense that should remain -free. Definition 5.1: The linear differential system is called an admissible controller for our plant if in the variable is -free. We explain in the next section how the requirement of admissibility translates into a condition involving the polynomial matrices defining the plant and the controller.
VI. THE FULL INFORMATION -CONTROL PROBLEM
In this paper we restrict ourselves to a solution of the full information -control problem. Related material on this issue can be found in [5] . In the present section we explain the notion of full information control problem.
In for all Thus we will henceforth assume that the plant is described by (4), with of full column rank for all We now specify the admissible controllers in the full information case. As a differential system, a controller imposes a restriction on the interconnection variables of the form Such a controller can of course always also be viewed as imposing a condition on the latent variable of the plant (4). Indeed, imposing is equivalent to imposing with However, in the full information case the converse also holds: any polynomial matrix with columns can be written as (define with a polynomial left inverse of ). Hence, if in the plant the representation is observable, i.e., in the full information case, the set of controllers of the form (5) and the set of controllers of the form (6) yield one and the same set of controlled systems. Therefore, we may without loss of generality restrict ourselves to the set of all controllers given by (6) , where ranges over the set of all polynomial matrices with columns. Without loss of generality we further restrict ourselves to polynomial matrices with full row rank. In the following lemma we deal with the question under what conditions a controller (6) we can (formally) solve for using standard transfer function notation, yielding d . Hence, the rational matrix (11) can be interpreted as the transfer matrix from to Thus, as a consequence of the above result, is a -contracting controller iff in the controlled system the variables and are related by a proper rational matrix with -norm less than or equal to
In particular, this implies that in the controlled system the variables and must have the usual properties of input and output, respectively (see [21] 
VIII. DISSIPATIVE SYSTEMS AND STORAGE FUNCTIONS
In this paper, our aim is to establish conditions on the plant for the existence of stabilizing, strictly -contracting controllers, and to provide algorithms for calculating such controllers. An important role in our development is played by the notions of dissipativeness, strict dissipativeness, and storage function. These notions have been studied before in [18] , [8] , and [17] . We also refer to [13] . In the present section we introduce and study these notions in the framework of linear differential systems.
Consider, in general, a controllable differential system given by the observable image representation (14) with w l In addition, let w be the QDF associated with a given two-variable polynomial matrix w w is called the supply rate. System (14) (17) and for all (18) respectively (see [23] ). It is well known (see [1] , [2] , [15] , and [10] ) that if (17) (20) for all l for all If we interpret as the amount of supply (e.g., energy) stored inside the system at time then (20) expresses the fact that the rate at which the internal storage increases does not exceed the rate at which supply flows into the system. Inequality (20) 
Here, and are given positive integers. The corresponding supply rate is then given by corresponds to the number of positive squares in and to the number of negative squares. In this case the property that is a storage function for can be expressed in terms of nonnegativeness of a certain constant QDF on an auxiliary system associated with
We explain this now.
Let be a state map of given in image representation by (14) . Define w x l by (22) The system with image representation is denoted by This system will be called the extension of Denote the coefficient matrix of (see Section IV) by The following lemma holds. 
Then is a storage function for the system with supply rate iff the QDF is nonnegative on equivalently, iff Proof: See the Appendix. In addition to the notion of strict dissipativity of which requires strict positivity of the integral over the whole real line, we also need the notion of strict halfline positivity. We call strictly -halfline -positive if there exists such that for all w we have (24) Likewise we can define the notion of strict -halflinepositivity, which requires the inequality over integrals from to zero. The following theorem states that a controllable system is strictly dissipative with respect to and has a negative definite storage function iff is strictly -halfline -positive. Theorem 8.4: Let n l define a minimal state map for The following statements are equivalent . 1) is strictly dissipative with respect to and there exists a negative definite matrix n n such that is a storage function . 2) is strictly -halfline -positive. Proof: The analogue of this theorem for the case of strict -halfline -positivity was proven in [23, Th. 9.3] . The proof for the positive halfline counterpart is completely analogous.
Again consider system (14 
IX. EXISTENCE OF STABILIZING, STRICTLY CONTRACTING CONTROLLERS
We now return to the plant with image representation (4). Assume that has full column rank for all In the sequel, an important role is played by the system obtained by taking the and components of the plant
This system is denoted simply by Recall the Definition 7.1 of We assume that has full column rank for all equivalently, that the representation (26) is observable. We also denote simply by In this section we consider factorizations of the polynomial matrix [see (9) and (10)]. A factorization r r with l l is called a symmetric factorization of Here, and are nonnegative integers such that and r r denotes the signature matrix (21) . If then the factorization is said to be nonsingular. The integers and are called the positivity index and negativity index, respectively, of the factorization. A nonsingular factorization is called a regular factorization if is a matrix of proper rational functions. The factorization is called Hurwitz if the factor is Hurwitz. In the following, in accordance with (9), let be given by
We now formulate the main result of this section. It turns out that there exists a stabilizing, strictly -contracting controller for the plant iff the dual of [given by (26)] is strictly dissipative with respect to the supply rate and, in addition, has a negative definite storage function.
We also show that the existence of stabilizing, strictlycontracting controllers is equivalent to the existence of certain regular Hurwitz factorizations of the polynomial matrix These factorizations yield explicit formulas for the controllers that we are seeking. This result is strongly related to earlier work on the polynomial approach to control by Meinsma (see [12] and [11] ). In particular, the equivalence between the existence of a stabilizing, strictly -contracting controller and the existence of a regular Hurwitz -spectral factor was already established in [12] . Related results can also be found in [7] , [6] , and [9] .
Theorem 9.1: Let Then the following statements are equivalent.
1) There exists a stabilizing, strictly -contracting controller.
2)
is strictly dissipative with respect to the supply rate and there exists a negative definite storage function for it.
3) There exists a polynomial matrix l l such that
is Hurwitz. Here, is obtained by partitioning into
where has rows, and has rows. If is a polynomial matrix such that (3) is satisfied, then has full row rank, and the controller represented by is admissible, stabilizing, and strictlycontracting.
In the remainder of this section we prove this theorem. We first show that the existence of a stabilizing, strictlycontracting controller implies that has a negative definite storage function.
Lemma 9.2: Let If there exists a stabilizing, strictly -contracting controller, then is strictly dissipative with respect to the supply rate and for every minimal state map n l of there exists a negative definite matrix n n such that is a storage function.
Proof: See the Appendix. Clearly, Lemma 9.2 immediately yields a proof of the implication (1) (2) in Theorem 9.1. We now formulate a lemma that will enable us to prove the implication (2) In this section we obtain a test in terms of the original system to decide whether the dual is strictly dissipative. We also obtain a test in terms of the original system to decide whether has a negative definite storage function. It is shown that such negative definite storage function exists iff a certain Pick matrix associated with the system is negative definite. At the end of the section these results are applied to the control problem. We first express strict dissipativity of in terms of a condition on the original system. Recall the definition (10) 
XI. CONCLUSIONS
In this paper we formulated the -control problem from a behavioral perspective. We focused on the strictly suboptimal, full information case. It was shown that a stabilizing, strictlycontracting controller exists for the plant under consideration, iff a given one-variable polynomial matrix associated with the plant has a certain regular, indefinite spectral factorization. The required controller can be obtained directly from the spectral factor. We also showed that such a regular, indefinite spectral factorization exists iff the polynomial matrix associated with the plant satisfies a given strict signature condition along the imaginary axis, and a given Pick matrix is negative definite. Future research will be dedicated to a treatment of the general, not full-information problem. Also, in a forthcoming paper we develop algorithms to obtain the required indefinite spectral factorizations.
APPENDIX PROOFS
Proof of Lemma 6.2:
We need to prove that in (4) combined with (6), is -free iff has full row rank. If this is the case, then the differential operator is surjective. 
