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Abstract
A new class of generalized Jacobi matrices is introduced. Every proper real rational func-
tion is proved to be the m-function of a unique finite generalized Jacobi matrix. Moreover,
every generalized Nevanlinna function m(·) which is a solution of a determinate indefinite
moment problem turns out to be the m-function of a unique infinite generalized Jacobi mat-
rix. The method we use is based on the step-by-step Schur process of solving the indefinite
moment problem. The convergence of the sequence of subdiagonal Pade approximants for the
corresponding Hamburger series is investigated.
© 2003 Elsevier Inc. All rights reserved.
AMS classification: Primary 47B36; 47B50; Secondary 30B70; 30E05; 41A21; 47A57
Keywords: Jacobi matrix; m-Function; Inverse spectral problem; Schur algorithm; Continued fraction;
Pade approximant
1. Introduction
A real tridiagonal matrix H = (hij )Ni,j=0 (hij = 0 if |i − j | > 1) is said to be a
Jacobi matrix if hi,i+1 = hi+1,i > 0 for all i ∈ Z+. As is known (see [1]) the spectra
{λj }Nj=0 and {νj }Nj=1 of matrices H and H[1,N ] = (hij )Ni,j=1 interlace:
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λ0 < ν1 < λ1 < · · · < νN < λN. (1.1)
This statement can be interpreted in terms of the m-function of the Jacobi matrix
m(λ) = 〈(H − λ)−1e, e〉, e = (δ0i )Ni=0. (1.2)
The m-function m(λ) admits the representation as a ratio of two polynomials C(λ)
and D(λ) with zeros νj and λj , respectively. The condition (1.1) implies that m(λ)
belongs to the Pick-Nevanlinna class N of functions which are holomorphic in the
upper half-plane C+ and have a nonnegative imaginary part in C+.
Conversely, two sets {λj }Nj=0, {νj }Nj=1 of real numbers, satisfying (1.1) determine
a unique Jacobi matrix H , such that σ(H) = {λj }Nj=0 and σ(H[1,N ]) = {νj }Nj=1.
This discrete analog of the Borg result [8] was proved in [19,20]. The standard
way to solve this inverse problem is to reduce it to some moment problem, use
the Gram–Schmidt orthogonalization procedure in the space of polynomials, and
then the needed Jacobi matrix is recovered as a matrix representation for the
multiplication operator (see [1]). Another approach is based on the Schur step-by-
step process of solving the moment problem associated with the Jacobi matrix (see
[16]).
The orthogonalization procedure for indefinite moment problems and the gener-
alized Jacobi matrices associated with indefinite moment problems were considered
in [23]. Since the orthogonalization procedure in an indefinite inner product space
leads to the so-called almost orthogonal polynomials [23] which are not uniquely
defined, one cannot expect the uniqueness result for the corresponding generalized
Jacobi matrix. In the present paper we give another definition of generalized Jacobi
matrix by reducing the number of free parameters. The generalized Jacobi matrix
H is constructed as a tridiagonal block matrix whose main diagonal consists of
companion matrices Cpj , associated with real polynomials pj (see [24]), and the
first sub- and super-diagonals have specific forms (2.5) determined by positive real
numbers bj and εj (= ±1)(j = 0, 1, . . . , N). We show that the generalized Jacobi
matrix H has a simple spectrum and the corresponding m-function m(λ) belongs to
the class Nκ (κ ∈ Z+), which consists of functions ϕ(z)(= ϕ(z¯)) meromorphic on
C+ ∪ C− and such that the kernel{
Nϕ(z,w) = ϕ(z)−ϕ(w)z−w , z,w ∈ ρ(ϕ),
Nϕ(z, z) = ϕ′(z), z ∈ ρ(ϕ),
has κ negative squares on the domain of holomorphy ρ(ϕ) of the function ϕ(z). The
last statement means that for every n ∈ N and z1, z2, . . . , zn ∈ ρ(ϕ), n× n matrix
(Nϕ(zi, zj ))
n
i,j=1 has at least κ negative eigenvalues (with account of multiplicities)
and for some choice of n, z1, z2, . . . , zn it has exactly κ negative eigenvalues (see
[23]).
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The m-function of generalized Jacobi matrix turns out to be a solution of an inde-
finite moment problem (see [23]), that is m belongs to the class Nκ and has the
following asymptotic expansion at infinity:
m(λ) = − s0
λ
− s1
λ2
− · · · − s2n
λ2n+1
+ o
(
1
λ2n+1
)
(λ = iy, y →+∞).
(1.3)
In the definite case the operator approach to truncated moment problems was applied
in [12,29]. As was shown in [9] (see also [23] for the infinite-dimensional case) every
solution of the indefinite moment problem (1.3) admits the representation
m(λ) = − ε0
p0(λ)
− ε0ε1b
2
0
p1(λ)
− · · · − εN−1εNb
2
N−1
pN(λ)+ εNτ(λ) , (1.4)
where p0, . . . , pN are polynomials, bj are positive real, εj = ±1 and τ is a function
from N . For the m-function of a generalized Jacobi matrix we show that these para-
meters pj , bj , εj , j = 0, 1, . . . , N, in (1.4) are exactly the same which determine
the generalized Jacobi matrix H .
The main result of the paper is the converse statement: every proper rational Nκ -
function m(λ) is the m-function of a unique finite generalized Jacobi matrix. The
method we use is based on the Schur algorithm of solving the indefinite moment
problem (1.3) considered in [9]. Namely, m(λ) is a solution of an indefinite moment
problem (1.3) and due to [9] it admits the representation (1.4). The needed gen-
eralized Jacobi matrix H is recovered uniquely as a tridiagonal block matrix with
parameters pj , bj , εj , j = 0, 1, . . . , N .
The inverse spectral problem for infinite Jacobi matrix was considered in [14]
under additional assumptions that it corresponds to a determinate moment problem
and the corresponding m-function m(λ) is a ratio of two entire functions of minimal
exponential type. In Section 5 we extend this result to the case of generalized Jacobi
matrix and formulate it in a more general setting. We prove an analog of Stone’s the-
orem that every cyclic self-adjoint operator in a Pontryagin space is unitarily equiva-
lent to some generalized Jacobi matrix. Other models for cyclic self-adjoint operators
in Pontryagin spaces have been presented in [11,21].
In Section 6 we show that the m-functions of the shortened generalized Jac-
obi matrices coincide with the [L− 1/L] Pade approximants for the corresponding
Hamburger series
∑∞
j=0(−1)j sj zj . Central in the theory of Pade approximants are
questions of the convergence to the original function of the rows and the diagonals
of the Pade table. We prove the convergence of the sequence of [L− 1/L] Pade
approximants as L→∞.
The Schur algorithm of solving indefinite moment problem elaborated in [9] is
closely related to the Schur algorithm for generalized Schur function exposed in [7]
and the algorithm of A. Magnus for continued fraction expansion of a meromor-
phic function [27,28]. An operator-theoretical approach to the Schur algorithm for
generalized Schur functions was given recently in [3].
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2. Generalized Jacobi matrix and its m-function
Let p(λ) = pkλk + · · · + p1λ+ p0, pk = 1, be a monic scalar real polynomial
of degree k. Let us associate to the polynomial p its symmetrizator Ep and the com-
panion matrix Cp, given by
Ep =
p1 · · · pk... q
pk 0
 , Cp =

0 · · · 0 −p0
1 0 −p1
.
.
.
...
0 1 −pk−1
 . (2.1)
As is known (see [17]), det(λ− Cp) = p(λ) and the spectrum σ(Cp) of the com-
panion matrix Cp is simple. The matrices Ep and Cp are related by
CpEp = EpCp . (2.2)
so that CpEp is a symmetric matrix. The matrix E−1p inverse to the symmetrizator
Ep is a Hankel matrix since Ep is a Bezoutian of two polynomials p and 1 (see [25])
E−1p =
 0 gkq ...
gk · · · g2k
 , gk = 1. (2.3)
Definition 2.1 (cf. [23]). Let pj be real monic polynomials of degree kj
pj (λ) = λkj + p(j)kj−1λkj−1 + · · · + p
(j)
1 λ+ p(j)0 ,
and let εj = ±1 (j = 0, . . . , N), bj > 0(j = 0, . . . , N − 1). The tridiagonal block
matrix
H =

A0 B˜0 0
B0
.
.
.
.
.
.
.
.
.
.
.
. B˜N−1
0 BN−1 AN
 (2.4)
where Aj = Cpj and kj+1 × kj matrices Bj and kj × kj+1 matrices B˜j are given
by
Bj =
0 · · · bj· · · · · · · · · · ·
0 · · · 0
 , B˜j =
0 · · · b˜j· · · · · · · · · · ·
0 · · · 0

(b˜j = εj εj+1bj , j = 0, . . . , N − 1) (2.5)
will be called a generalized Jacobi matrix associated with the sequences of poly-
nomials {εjpj }Nj=0 and numbers {bj }N−1j=0 .
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Let n+ 1 =∑Nj=0 kj be the total number of rows of H . We emphasize that rows
and columns of H will be enumerated from 0 to n. Define an (n+ 1)× (n+ 1)
matrix G by the equality
G = diag(G0, . . . ,GN), Gj = εjE−1pj (j = 0, . . . N) (2.6)
and let (2[0,n](G) be the space of (n+ 1) vectors with the inner product
〈x, y〉 = (Gx, y)(2[0,n] (x, y ∈ (
2[0,n]). (2.7)
Let us set n0 = 0, nj =∑j−1i=0 ki (j = 1, . . . , N + 1). Define a standard basis in
(2[0,n](G) by the equalities
ej,k = {δl,nj+k}nl=0 (j = 0, . . . , N; k = 0, . . . , kj − 1), e := e0,0.
Proposition 2.2. The generalized Jacobi matrix H defines a cyclic symmetric oper-
ator in (2[0,n](G).
Proof. As is easily seen e is a cyclic vector for the matrix H .
To prove the second statement let us show thatGH is a symmetric matrix in (2[0,n].
Indeed
GH =

G0A0 G0B˜0 0
G1B0
.
.
.
.
.
.
.
.
.
.
.
. GN−1B˜N−1
0 GNBN−1 GNAN

where the matrices GjAj are symmetric, since due to (2.2)
GjAj = εjE−1pj Cpj = εjCpj E−1pj = Aj Gj (j = 0, . . . , N).
Besides, it follows from (2.3), (2.5) that
Gj+1Bj = εj+1
 0 · · · 0· · · · · · · · · · ·
0 · · · bj
= B˜j Gj = (Gj B˜j ) (j = 0, . . . , N − 1).

Setting b˜−1 = bN = 1, define polynomials of the first kind (cf. [23]) Pj (λ) (j =
0, . . . , N) as solutions uj = Pj (λ) of the following system:
b˜j−1uj−1 − pj (λ)uj + bjuj+1 = 0 (j = 0, . . . , N) (2.8)
with the initial conditions
u−1 = 0, u0 = 1. (2.9)
Similarly, the polynomials of the second kind Qj(λ)(j = 0, . . . , N) are defined as
solutions uj = Qj(λ) of the system (2.8) subject to the following initial conditions:
u−1 = −1, u0 = 0. (2.10)
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It follows from (2.8) that Pj (Qj ) is a polynomial of degree nj (nj − k0) with the
leading coefficient (b0 · · · bj−1)−1. Eq. (2.8) coincide with the three-term recurrence
relations associated with P -fractions ([27], see also [18, Section 5.2]). Let us extend
the system of polynomials {Pj (λ)}Nj=0 by the equalities
Pj,k(λ) = λkPj (λ) (j = 0, . . . , N; k = 0, . . . , kj − 1) (2.11)
and letH[j,m] be a submatrix ofH , corresponding to the basis vectors {ei,k}i=j,...,mk=0,...,ki−1
(0  j  m  N). Then the system (2.8), (2.11) can be rewritten in a matrix form
Pj (λ)(λ−H[0,j ]) = (0, . . . , 0, bjPj+1,0(λ)) (j = 0, . . . , N), (2.12)
where
Pj (λ) = (P0,0(λ), . . . , P0,k0−1(λ), . . . , Pj,0(λ), . . . , Pj,kj−1(λ)),
(j = 0, . . . , N).
The following connection between the polynomials of the first and the second
kind Pj , Qj and the shortened Jacobi matrices H[0,j ] in the classical case can be
found in [5, Section 7.1.2] and [2, Section 6.1].
Proposition 2.3. Polynomials Pj and Qj (j = 1, . . . , N + 1) can be found by the
formulas
Pj (λ) = (b0 · · · bj−1)−1 det(λ−H[0,j−1]), (2.13)
Qj(λ) = (b0 · · · bj−1)−1 det(λ−H[1,j−1]). (2.14)
Proof. Let us prove the first formula. Both Pj+1,0(λ) and det(λ−H[0,j ]) are poly-
nomials of degree nj+1 =∑ji=0 ki . Each zero λ0 of multiplicity k of the polynomial
Pj+1,0 is an eigenvalue of H[0,j ] due to (2.12). Moreover, it follows from (2.12) that
for j = 0, . . . , N ,
P′j (λ)(λ−H[0,j ])+ Pj (λ) =
(
0, . . . , bjP ′j+1,0(λ)
)
, (2.15)
P(k−1)j (λ)
(kj − 1)! (λ−H[0,j ])+
P(k−2)j (λ)
(kj − 2)! =
(
0, . . . ,
bj
(kj − 1)!P
(k−1)
j+1,0(λ)
)
,
(2.16)
and, therefore, the vectors
Pj (λ0),P′j (λ0), . . . ,
1
(kj − 1)!P
(k−1)
j (λ0) (2.17)
form a left Jordan chain of the matrix H[0,j ] corresponding to the eigenvalue λ0.
This implies that the polynomials Pj+1,0(λ) and det(λ−H[0,j ]) have the same zeros
and multiplicities. By comparing the leading coefficients of Pj+1,0(λ) and det(λ−
H[0,j ]) one obtains (2.13).
Clearly, the formula (2.14) is implied by (2.13) and (2.8), (2.10). 
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Definition 2.4. The function
m(λ) = 〈(H − λ)−1e, e〉, e := e0,0, (2.18)
will be called the m-function of the generalized Jacobi matrix H .
Proposition 2.5. The m-function of the generalized Jacobi matrix H belongs to the
class Nκ , where κ = ind−G, and it can be found by the formula
m(λ) = −ε0 det(λ−H[1,N ])det(λ−H) . (2.19)
Proof. One obtains from (2.18)
k∑
i,j=1
m(λi)−m(λj )
λi − λj
ξiξj
=
k∑
i,j=1
1
λi − λj
〈(
(H − λi)−1 − (H − λj )−1
)
e, e
〉
ξiξj
=
〈
k∑
i=1
ξiRλi e,
k∑
j=1
ξjRλj e
〉
. (2.20)
Therefore, the negative index of the form (2.20) does not exceed κ . Since the operator
H is cyclic this implies that m ∈ Nκ .
On account of (2.6), (2.7) and (2.3), the formula (2.18) can be rewritten as follows:
m(λ) = −ε0
(
(λ−H)−1e, e0,k0−1
)
(2[0,n]
. (2.21)
Now it remains to note that the cofactor (λ−H)0,k0−1 of the matrix λ−H which is
on the intersection of the 0th row and (k0 − 1)th column is equal to det(λ−H[1,N ]).
This implies the formula (2.19). 
Remark 2.6. The m-function m(λ) is determined uniquely by the generalized Jac-
obi matrix H and the Gram matrix G. More precisely, m(λ) is determined uniquely
by the pair H and ε0 (see (2.21)). It follows from Propositions 2.5 and 2.3 that the
m-function of the generalized Jacobi matrix H is given by
m(λ) = −ε0QN+1(λ)
PN+1(λ)
. (2.22)
Proposition 2.7. The shortened matrices H[j,N ] and H[j+1,N ] (j = 0, . . . , N) have
no common eigenvalues.
Proof. Applying the Laplace theorem to the first kj rows of the determinant det(λ−
H[j,N ]) for j + 2  N gives
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det(λ−H[j,N ]) = det(λ− Aj) det(λ−H[j+1,N ])− bj b˜j det(λ−H[j+2,N ])
(2.23)
If j = N − 1 then
det(λ−H[N−1,N ]) = det(λ− AN−1) det(λ− AN)− bN−1b˜N−1. (2.24)
Assume that the matrices H[j,N ] and H[j+1,N ] have a common eigenvalue λ. Then
due to (2.23) all the matrices H[i,N ] (i = j, . . . , N) have λ as an eigenvalue. This
implies that the matrices H[N−1,N ] and H[N,N ] have common eigenvalue λ, and
(2.24) yields the equality bN−1b˜N−1 = 0 which is impossible. 
Define the function m(λ, j) by the equality
m(λ, j) = 〈(H[j,N ] − λ)−1ej,0, ej,0〉(2[nj ,n](G(j)) (j = 0, . . . , N). (2.25)
Here vectors ej,k are considered as elements of the space
(2[nj ,n] = span
{
ei,k | i = j, . . . , N; k = 0, 1, . . . , ki − 1
}
.
The inner product in (2[nj ,n](G
(j)) is defined by the Gram matrix G(j) = diag
(Gj , . . . ,GN). Clearly, m(λ, 0) = m(λ), m(λ,N) = − εNpN (λ) . In view of Proposi-
tion 2.5 the function m(λ, j) belongs to the class Nκj , where κj =
∑N
i=j ind−Gi
and it is given by
m(λ, j) = −εj det(λ−H[j+1,N ])det(λ−H[j,N ]) (j = 0, . . . , N − 1). (2.26)
Proposition 2.8. The functions m(λ, j) and m(λ, j + 1) are connected by the fol-
lowing Ricatti equation (see [16] for the case κ = 0):
m(λ, j) = −εj 1
pj (λ)+ εj bj 2m(λ, j + 1)
(j = 0, . . . , N − 1). (2.27)
Proof. Due to (2.6), (2.7) and (2.3) Eq. (2.25) can be rewritten as
m(λ, j) = −εj
(
(λ−H[j,N ])−1ej,0, ej,kj−1
)
. (2.28)
Consider the following block representation of the matrix λ−H[j,N ]:
λ−H[j,N ] =
(
λ− Aj −B˜
−B λ−H[j+1,N ]
)
,
where B =
(
Bj
0
)
, B˜ = (B˜j 0).
According to the Frobenius formula the matrix (λ−H[j,N ])−1 has the following
block representation:
(λ−H[j,N ])−1 =
((
λ− Aj + B˜(H[j+1,N ] − λ)−1B
)−1 ∗
∗ ∗
)
. (2.29)
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Plugging (2.29) into (2.28), one obtains
m(λ, j) = −εj
((
λ− Aj + B˜(H[j+1,N ] − λ)−1B
)−1
ej,0, ej,kj−1
)
. (2.30)
The straightforward calculations show that
B˜(H[j+1,N ] − λ)−1B =
0 . . . 0
b˜j bj
εj+1 m(λ, j + 1)
...
...
...
0 · · · 0 0
 . (2.31)
In view of (2.1) and (2.31), Eq. (2.30) yields
m(λ, j) = −εj 1det (λ− Aj + B˜(H[j+1,N ] − λ)−1B) (j = 0, . . . , N − 1).
(2.32)
Due to (2.31) the determinant det(λ− Aj + B˜(H[j+1,N ] − λ)−1B) in (2.32) can
be obtained from det(λ− Aj) = pj (λ) after the substitution p0,j → p0,j + εj b2jm
(λ, j + 1)
det
(
λ− Aj + B˜(H[j+1,N ] − λ)−1B
) = pj (λ)+ εj b2jm(λ, j + 1).
This proves (2.27). 
3. m-function and indefinite moment problem
Let us define an indefinite inner product 〈·, ·〉 in the linear space H = Cn[λ] by
setting
〈Pj,k, Pj ′,k′ 〉H = (Gej,k, ej ′,k′), (3.1)
where j, j ′ = 0, . . . , N ; k = 0, . . . , kj − 1; k′ = 0, . . . , kj ′ − 1. Then the mapping
U : ej,k → Pj,k(·) determines a unitary operator from (2[0,n](G) to (H, 〈·, ·〉). More-
over, the restriction of H to the subspace (2[0,n]  eN,kN−1 is unitarily equivalent to
the multiplication operator in H, in particular,
UHke = λk (k = 0, 1, . . . , n). (3.2)
Proposition 3.1. Let the Hankel matrix Sn = (si+j )ni,j=0 be defined by
si+j = 〈λi, λj 〉H (i, j = 0, 1, . . . , n). (3.3)
Then the matrix Sn is nondegenerate and the m-function of the generalized Jacobi
matrix H has the following asymptotic expansion:
m(λ) ∼ − s0
λ
− s1
λ2
− · · · − s2n
λ2n+1
(λ = iy, y →+∞). (3.4)
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Proof. Assume that
∑n
i=0 si+j hi = 0 for all j = 0, . . . , n. Then the polynomial∑n
i=0 hiλi is orthogonal to (H, 〈·, ·〉) and, hence, the vector h = (h0, . . . , hn) is
orthogonal to the ran G = Cn+1. This implies h = 0.
It follows from (2.18) that
m(λ) ∼ −〈e, e〉
λ
− 〈He, e〉
λ2
− · · · − 〈H
ne,Hne〉
λ2n+1
(λ = iy, y →+∞).
(3.5)
Now the statement is immediate from (3.2) and (3.3):
si+j = 〈λi, λj 〉H = 〈Hie,Hje〉 (i, j = 0, 1, . . . , n). 
Notice that as follows from (2.3), (2.7) and (2.11) for k0 > 1, one obtains
s0 = · · · = sk0−2 = 0, sk0−1 = ε0. (3.6)
It follows from Proposition 3.1 that m(λ) is a solution of the following indefinite
moment problem (see [10,13,23]):
Problem M(s, n, κ). Given are: nonnegative integer κ and a sequence s = {sj }2ni,j=0
of real numbers, such that the matrix Sn = (si+j )ni,j=0 is nondegenerate. Find a func-
tion ϕ ∈ Nκ , such that
ϕ(λ) = − s0
λ
− s1
λ2
− . . .− s2n
λ2n+1
+ o
(
1
λ2n+1
)
(λ = iy, y →+∞).
(3.7)
As is known (see [10,13]), the problem M(s, n, κ) is solvable, if and only if
ind−Sn  κ. (3.8)
Let k0 be the least natural such that det Sk0−1 /= 0 and let
κ0 = ind−Sk0−1, (3.9)
s(0) = {sj }2k0−2j=0 . The problem M(s(0), k0 − 1, κ) is elementary in a sense that it
defines the first step in the solution of the problem M(s, n, κ). The step-by-step
algorithm of solving the problem M(s, n, κ) was elaborated in [9]. Let us set
Pk0(λ) =
1
det Sk0−1
∣∣∣∣∣∣∣∣∣
s0 . . . sk0
...
.
.
.
...
sk0−1 . . . s2k0−1
1 . . . λk0
∣∣∣∣∣∣∣∣∣ , ε0 = sign sk0−1. (3.10)
Theorem 3.2 [9]. Every solution ϕ of the problem M(s, n, κ) admits the representa-
tion
ϕ(λ) = − sk0−1
Pk0(λ)+ ε0ϕ1(λ)
, (3.11)
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where ϕ1 ∈ Nκ−κ0 . Moreover, ϕ is a solution of the problem M(s, n, κ), if and only
if ϕ1 is a solution of the problem M(s(1), n− k0, κ − κ0), where the Hankel matrix
S(1) = (s(1)i+j )n−k0i,j=0 is given by the equality
S
(1)
n−k0 = |sk0−1|(Tk0S−1n T k0 )−1, (3.12)
and Tk0 is (n− k0 + 1)× (n+ 1) matrix
Tk0 =
0 · · · 0 sk0−1 · · · sn−1... . . . . . . ...
0 · · · · · · · · · 0 sk0−1
 . (3.13)
Formula (3.12) gives coefficients of the asymptotic expansion of ϕ1
ϕ1(λ) = − s
(1)
0
λ
− s
(1)
1
λ2
− · · · − s
(1)
2(n−k0)
λ2(n−k0)+1
+ o
(
1
λ2(n−k0)+1
)
(λ = iy, y →+∞), (3.14)
which is naturally derived from (3.7), (3.10) and (3.11).
Remark 3.3. The algorithm given in Theorem 3.2 leads to expansion of ϕ into the
P -fraction of the form (1.4). A similar algorithm for continued fraction expansions
of meromorphic functions was proposed by Magnus in [27,28].
The following statement is implied by Theorem 3.2. The degree of a proper
rational function ϕ is defined here as a number of poles with account of multiplicities.
Lemma 3.4. Every proper rational function ϕ of degree n+ 1 from the class Nκ
admits the representation (3.11), where sk0−1 is the first nonvanishing coefficient in
the expansion (3.7), and polynomial Pk0 and ε0 are defined by (3.10), and ϕ1 is
a proper rational function of degree n− k0 + 1 from the class Nκ−κ0 , where κ0 =
ind−Sk0−1.
Proof. Let ϕ have the asymptotic expansion (3.7) and let sk0−1 be the first nonvan-
ishing coefficient in (3.7). Since ϕ is a rational function, the degree n+ 1 of ϕ coin-
cides with the rank of the Hankel matrix S = (si+j )∞i,j=0 (see [15, p. 207]). Clearly, ϕ
is a solution of the Problem M(s, n, κ). Due to Theorem 3.2 ϕ ad-
mits the representation (3.11), where ϕ1 is a solution of the induced problem M(s(1),
n− k0, κ − κ0) where κ0 = ind−Sk0−1. Clearly, degϕ1 = n− k0 + 1 = degϕ −
degPk0 . 
Let now m(λ) be the m-function of the generalized Jacobi matrix H of the order
n+ 1. Then m(λ) is a solution of an indefinite moment problem M(s, n, κ), where
s = {si}2ni=0 are defined in Proposition 3.1 and κ = ind−G = ind−Sn. In particular,
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(3.6) implies that s0 = · · · = sk0−2 = 0, sk0−1 = ε0. Thus, k0 is the least natural
number, such that det Sk0−1 /= 0. The negative index of the corresponding elementary
moment problem is given by
κ0 = ind−Sk0−1 =
[
1
2
(
k0 + 1 − ε02
)]
. (3.15)
Notice that the polynomial Pk0(λ) in (3.10) of the degree k0 is orthogonal to the
polynomials 1, λ, . . . , λk0−1 in H and, therefore, Pk0(λ) is proportional to P1,0(λ).
It follows from Proposition 2.3 that Pk0(λ) = b0P1,0(λ). Moreover, the polynomial
Pk0 coincides with the polynomial p0 in the Ricatti equation (2.27). This observation
complements the statement of Proposition 2.8.
Proposition 3.5. The m-function m(λ) and the function m(λ, 1) of the generalized
Jacobi matrix H[1,N ] are connected by the equality
m(λ) = −ε0 1
p0(λ)+ ε0b20m(λ, 1)
. (3.16)
Moreover, m(λ) is a solution of the moment problem M(s, n, κ), where the sequence
s = {si}2ni=0 is defined by (3.3), and m(λ, 1) is a solution of the induced moment
problem M(s(1), n− k0, κ − κ0), where the sequence s(1) = {s(1)i }2(n−k0)i=0 is defined
by (3.12) and κ0 is given by (3.15).
4. Inverse problem for finite generalized Jacobi matrices
In Section 2 we have shown that the m-function of a finite generalized Jacobi
matrix H is a real proper rational function. The set of its poles {λi}ni=0 coincides
with the spectrum of H , and the set of its zeros {νi}ni=k0 coincides with the spectrum
of H[1,N ]. In this section we will prove the converse statement, that every real proper
rational function is the m-function of a generalized Jacobi matrix.
Theorem 4.1. Let ϕ be a real proper rational function. Then there is a unique finite
generalized Jacobi matrix H and a number ε0 ∈ R (|ε0| = 1) such that the cor-
responding m-function m(λ) is proportional to ϕ(λ) with a positive coefficient c :
m(λ) = cϕ(λ).
Proof. Let us normalize ϕ such that the first nonvanishing coefficient in the asymp-
totic expansion (3.4) for ϕ has modulus 1. Clearly, ϕ ∈ Nκ for some natural κ and
let n+ 1 be the degree of the rational function ϕ. Then by Kronecker theorem [15,
p. 207] the matrix Sn = (si+j )ni,j=0 is nondegenerate. Moreover, ind−Sn = κ (see
[15, p. 210]). Let us define the natural numbers kj (0  j  N) such that
∑j
i=0 ki
are the orders of all nonvanishing determinants Dj = det Sj :
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Dk0−1 /= 0,Dk0+k1−1 /= 0, . . . , Dn /= 0 (n = k0 + · · · + kN − 1).
Then applying Lemma 3.4 one obtains the representation (3.11) for ϕ(λ), where
ϕ1(λ) is a solution of the induced moment problem M(s(1), n− k0, κ − κ0), and κ0
and the sequence s(1) = {s(1)i }2(n−k0)i=0 are defined by (3.12) and (3.15). Moreover, as
was shown in [9, Lemma 2.7] the determinants D(1)j = det S(1)j are connected with
Dj by the equalities D(1)j = εs−(k0+j+1)k0−1 Dk0+j , where ε = ±1. Therefore, all the
nonvanishing determinants D(1)j are given by
D
(1)
k1−1 /= 0,D
(1)
k1+k2−1 /= 0, . . . , D
(1)
n−k0 /= 0 (n = k0 + · · · + kN − 1).
When applying Lemma 3.4 subsequently to proper rational functionsϕ,ϕ1, . . . , ϕN−1
one obtains the following representation of ϕ as a continued P -fraction:
ϕ(λ) = − ε0
p0(λ)
− ε0ε1b
2
0
p1(λ)
− · · · − εN−1εNb
2
N−1
pN(λ)
, (4.1)
where pj are polynomials of degree kj , bj are positive real and εj = ±1 (j =
0, 1, . . . , N). Let H be a generalized Jacobi matrix corresponding to the system
of polynomials {εjpj }Nj=0 and numbers {bj }N−1j=0 . It follows from Proposition 3.5
that the m-function m(λ) of H has the same expansion in a P -fraction as ϕ(λ) and,
hence, m(λ) = ϕ(λ). 
Corollary 4.2. Let {λi}ni=0 and {νi}ni=k0 be two disjoint sets in C with the convention
that some numbers in those can be repeated and let each be symmetric with respect
to R. Then there is a unique finite generalized Jacobi matrix H such that {λi}ni=0
are eigenvalues of the matrix H, {νi}ni=k0 are eigenvalues of the matrix H[1,N ].
Proof. Let us consider the function m(λ) = −C(λ)/D(λ), where
C(λ) =
n∏
i=k0
(λ− νi), D(λ) =
n∏
i=0
(λ− λi).
In view of Theorem 4.1 there is a finite generalized Jacobi matrix H and ε0 = 1 such
that the corresponding m-function coincides with m(λ). Due to Proposition 2.5 this
implies
det(λ−H) =
n+1∏
j=1
(λ− λj ), det(λ−H[1,N ]) =
n−k0+1∏
i=1
(λ− νi),
and, therefore, σ(H) = {λi}ni=0 and σ(H[1,N ]) = {νi}ni=k0 .
If we change the sign of m(λ)(m(λ) = −C(λ)/D(λ)), then m is the m-function
corresponding to the same generalized Jacobi matrix H and ε0 = −1. 
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5. Infinite generalized Jacobi matrices
Let HN+1 = (2[n+1,∞) be a Hilbert space with the standard basis {ej }∞j=n+1.
An infinite generalized Jacobi matrix H is defined as a block matrix
H =
(
H[0,N ] B˜N
BN H[N+1,∞)
)
, BN =
(
BN
0
)
, B˜N =
(
0
B˜N
)
,
(5.1)
where H[0,N ] is a finite generalized Jacobi matrix, H[N+1,∞] is an infinite Jacobi
matrix in a classical sense [1], and BN is an operator from (2[0,n] to (2[n+1,∞) given
by
BN =
0 · · · 0 bN· · · · · · · · · · · · · · ·
0 · · · 0 0
 , B˜N = G−1N B∗N. (5.2)
Define a linear operator G in (2[0,∞) = (2[0,n] ⊕ (2[n+1,∞) by the equality
G = diag(G0, . . . ,GN)⊕ I(2[n+1,∞) , Gj = εjE
−1
pj
(j = 0, . . . N) (5.3)
and let (2[0,∞)(G) = ((2[0,∞), 〈·, ·〉) be an indefinite inner product space with the inner
product
〈x, y〉 = (Gx, y)(2[0,∞)
(
x, y ∈ (2[0,∞)
)
. (5.4)
Clearly, the space (2[0,∞)(G) is a Pontryagin space with the negative index κ =
ind−G.
Denote also by H a densely defined operator in (2[0,∞)(G) generated by the infi-
nite generalized Jacobi matrix H on finite vectors x = (x0 . . . , xj , 0, 0, . . .). In view
of Proposition 2.2 H is a symmetric operator in (2[0,∞)(G).
Let Pjk(λ) be polynomials of the first kind defined by (2.8), (2.9) and (2.11) for
arbitrary j ∈ N. Then the operator H is self-adjoint if and only if
∞∑
j=0
kj−1∑
k=0
|Pjk(λ)|2 = ∞ for all λ ∈ C.
Otherwise, H is a symmetric operator in (2[0,∞)(G) with defect indices (1,1).
Remark 5.1. Let us choose a fundamental decomposition (2[0,∞)(G) = H− ⊕ H+
such that (2[n+1,∞) ⊂ H+ and let the norm ‖ · ‖ be associated with this decomposi-
tion. Then there is a constant η = ηH > 0 such that for all self-adjoint extensions H˜
of H the following uniform estimate holds (see [22, Theorem 2.1]):
‖(H˜ − z)−1‖  1|Im z| − η (|Im z| > η). (5.5)
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Let H(s) be a completion of the space of polynomials C[λ] with respect to the
inner product
〈λi, λj 〉 = si+j (i, j = 0, 1, 2, . . .), (5.6)
where si are given by si = 〈Hie, e〉. Then the operator H can be considered as
a matrix representation of the multiplication operator 6 in the basis Pj,k in H
(j = 0, 1, . . . ; k = 0, . . . , kj − 1). Associated with the sequence s = {si}∞i=0 is the
following indefinite moment problem:
Problem M(s, κ). Given are a nonnegative integer κ and a sequence s = {sj }∞j=0 of
real numbers, such that the matrix Sn = (si+j )ni,j=0 is nondegenerate for all n large
enough. Find a function ϕ ∈ Nκ , which has the asymptotic expansion (3.7) for all
n ∈ N.
As was shown in [23] the problem M(s, κ) is solvable if and only if the Han-
kel matrices Sn have κ negative eigenvalues for all n large enough. The problem
M(s, κ) is called determinate if it has a unique solution ϕ ∈ Nκ and indeterminate
in the opposite case. A necessary and sufficient condition for the problem M(s, κ)
to be determinate is the self-adjointness of the operator 6 in H or, equivalently,
self-adjointness of the operator H in (2[0,∞)(G). Let us say that the infinite general-
ized Jacobi matrix H has type D if the corresponding operator H is self-adjoint in
(2[0,∞)(G). In this case the operator H is cyclic and e is a generating vector for H :
(2[0,∞)(G) = span
{
Hje : j  0}.
One can define the m-function of a generalized Jacobi matrix H of type D by the
same formula (2.18).
Proposition 5.2. Let an infinite generalized Jacobi matrixH generates a self-adjoint
operator in (2[0,∞)(G). Then:
(i) The m-function m(λ) belongs to the class Nκ , where κ = ind−G;
(ii) The m-function m(λ) is a solution of a determinate moment problem M(s, κ),
where sj are given by sj = 〈Hje, e〉 (j = 0, 1, 2, . . .).
Proof. The proof of (i) is in line with the corresponding statement (Proposition 2.5)
for finite generalized Jacobi matrices. It follows from (2.18) that
m(λ) ∼ −〈e, e〉
λ
− 〈He, e〉
λ2
− · · · − 〈H
2ne, e〉
λ2n+1
− · · · (λ = iy, y →+∞),
(5.7)
and, therefore, m(λ) is a solution of the moment problem M(s, κ). Since the operator
H in (2[0,∞)(G) is self-adjoint, the moment problem M(s, κ) is determinate. 
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The m-function of the shortened generalized Jacobi matrix satisfies the following
Ricatti equation (2.27) similar to that in Proposition 2.8.
Proposition 5.3. The m-function m(λ) and the function
m(λ, 1) = 〈(H[1,∞) − λ)−1e1,0, e1,0〉
are connected by the equality
m(λ) = −ε0 1
p0(λ)+ ε0b20m(λ, 1)
. (5.8)
The function m(λ, 1) is a solution of the induced moment problem M(s(1), κ − κ0),
where the sequence s(1) = {s(1)i }2(n−k0)i=0 is defined by (3.12) and κ0 is given by (3.15).
The properties of m(·) in Proposition 5.2 completely characterize the generalized
Jacobi matrix H .
Theorem 5.4. Let m(λ) be an Nκ -function such that:
(i) m is a solution of an infinite moment problem M(s, κ), where κ ∈ Z+ and s =
{sj }∞j=0 is a sequence of real numbers;
(ii) the moment problem M(s, κ) is determinate.
Then there is a unique generalized Jacobi matrix H of type D with the m-function
proportional to m(λ).
Proof. Let m(·) be a solution of an indefinite moment problem M(s, κ). Let us
normalize m(·) such that the first nonvanishing coefficient in the asymptotic expan-
sion (5.7) has modulus 1. Due to Theorem 3.2 the moment problem M(s, κ) can be
reduced to a classical moment problem M(s(N+1), 0) by N + 1 steps. The function
m(·) admits the following representation as a continued fraction:
m(λ) = − ε0
p0(λ)
− ε0ε1b
2
0
p1(λ)
− · · · − εN−1εNb
2
N−1
pN(λ)+ εNψN(λ) , (5.9)
where polynomials pj , positive real numbers bj and εj = ±1 (j = 0, 1, . . . , N) are
defined subsequently when applying Theorem 3.2. The function ψN(λ) is a solution
of the classical moment problem M(sN+1, 0) and s(N+1) is defined by recurrent for-
mulas (3.12). As is known ψN+1(λ) is the m-function of a Jacobi matrix H[N+1,∞)
of type D (see [1]).
Consider the generalized Jacobi matrix H whose blocks Aj , Bj , B˜j are defined
by the equalities (2.1), (2.5) and H[N+1,∞) is as above. Clearly, H generates a self-
adjoint operator in (2[0,∞)(G). In view of Proposition 3.5 the m-function of H admits
the representation (5.9) and, therefore, coincides with m. The uniqueness of the
generalized Jacobi matrix H is implied by Proposition 5.3. 
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The m-function corresponding to a Jacobi matrix corresponding to indeterminate
moment problem admits the representation as a ratio of two entire functions of min-
imal exponential type. Certain Jacobi matrices of type D have m-functions with the
same property, for example, if the corresponding determinate moment problem has a
finite index of determinacy (see [6]). The following corollary extends the uniqueness
result of [14] to the case of generalized Jacobi matrix.
Let us say that the generalized Jacobi matrix H of type D is regular if the corre-
sponding m-function is a ratio of two entire functions of minimal exponential type.
Corollary 5.5. Let {νi}∞i=k0 and {λj }∞j=0 (λj /= νi) be zeros of two entire functions
C(λ) and D(λ) of minimal exponential type with the convention that each zero is
repeated as often as its multiplicity and let m(λ) = −cC(λ)/D(λ) ∈ Nκ be a solu-
tion of a determinate moment problem M(s, κ) for some κ ∈ Z+ and c ∈ C. Then
there is a unique regular generalized Jacobi matrix H of type D such that σ(H) =
{λi}∞i=0 and σ(H[1,∞]) = {νi}∞i=k0 .
Proof. As follows from Theorem 5.4 there is an infinite generalized Jacobi matrix
H of type D such that the corresponding m-function is proportional to m(λ). Hence
the spectrum of H coincides with the set {λi}∞i=0 of poles of m. By Proposition 5.3
the function m(·) admits the representation
m(λ) = −ε0
p0(λ)+ ε0b20m(λ, 1)
,
where m(λ, 1) is the m-function of H[1,∞). Therefore, σ(H[1,∞]) = {νi}∞i=k0 .
Let H˜ be another regular infinite generalized Jacobi matrix of type D such that
σ(H˜ ) = {λi}∞i=0, σ (H˜[1,∞]) = {νi}∞i=k0 .
Then the corresponding m-function m˜(λ) has the same poles and zeros as m(λ) and
can be represented as a ratio of two entire functions C˜(λ) and D˜(λ) of minimal
exponential type. Hence, the functions C˜(λ) and D˜(λ) have the same zeros as func-
tions C(λ) and D(λ), respectively. Using Hadamard factorization theorem and Lin-
delöf theorems (see [26, Section 5.2]) one concludes that every function of minimal
exponential type is determined up to a constant factor by its zeros. So, the func-
tions m and m˜ are proportional and, therefore, coincide. By Theorem 5.4 one obtains
H˜ = H . 
Remark 5.6. The statement of Corollary 5.5 is still true in the class of generalized
Jacobi matrices of type D whose m-functions are represented as a ratio of two entire
functions of mean (or maximal) exponential type. Below we will give an example
of such nonregular generalized Jacobi matrix.
Example 5.7. Let s be a sequence of moments
sn =
∞∑
k=−∞
tkλ
n
k (n = 0, 1, 2, . . .),
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where t0 = 1, tk = |k|−|k|, λk = k (k ∈ Z\{0}). Then the function ϕ(λ) =∑∞
k=−∞
tk
λk−λ is a solution of the problem M(s, 0). Note that ϕ is a ratio of two entire
functions of mean exponential type, since ψ(λ) = ϕ(λ) sin λ is an entire function
and zeros of ψ(λ) and sin λ interlace. By using the Stierling formula one obtains
|sn|
2

∞∑
k=1
tkk
n =
∞∑
k=1
kn−k  2nn 
√
2

n!en
and, therefore, the problem M(s, 0) is determinate (see [5, Section 8.5.4]). The cor-
responding Jacobi matrix H is nonregular, since the m-function ϕ of H is a ratio of
two entire functions of mean exponential type.
By Theorem 3.2 and the above considerations for every κ ∈ Z+ one can construct
a determinate moment problem M(s˜, κ), the unique solution of which is a ratio of
two entire functions of mean exponential type.
The following statement is an analog of the Stone’s theorem (see [1]).
Theorem 5.8. Every cyclic self-adjoint operator in a Pontryagin space is unitarily
equivalent to some generalized Jacobi matrix of type D.
Proof. Let A = A∗ be a cyclic self-adjoint operator in a Pontryagin space H of
negative index κ and let h be a generating vector for A, that is
h ∈
∞⋂
j=0
domAj and H = span{Ajh : j  0}. (5.10)
Without loss of generality one can assume that ±i ∈ ρ(A). Then the vector e =
(A− i)−1h also satisfies (5.10). The function m(λ) = 〈(A− λ)−1e, e〉H is a solution
of an indefinite moment problem M(s, κ), where sj = 〈Aje, e〉H (j = 0, 1, . . .).
Since e is a cyclic vector there is the least natural n such that the matrix Sn =
(si+j )ni,j=0 is nondegenerate and ind−Sk = κ for all k  n. Let n1, n2, . . . , be all
natural numbers such that
det Sn1−1 /= 0, det Sn2−1 /= 0, . . .
let k0 = n1, kj = nj+1 − nj (j ∈ N) and let us choose N such that nN+1 − 1 = n.
Define vectors ej,k (j ∈ Z+; k = 0, 1, . . . , kj − 1) by
ej,0 = 1det Snj−1
∣∣∣∣∣∣∣∣
s0 · · · snj
· · · · · · · · · · · · · · · · · ·
snj−1 · · · s2nj−1
e · · · Anj e
∣∣∣∣∣∣∣∣ , (5.11)
ej,k = Akej,0 (k = 1, . . . , kj − 1).
Then the subspaces Hj = span{ej,k | k = 0, 1, . . . , kj−1} (j = 0, 1, . . . , N),
HN+1 = span{ej,0 | j = N + 1, N + 2, . . .} are nondegenerate and mutually
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orthogonal and the Gram operator G of this system has the block representation
(5.3) corresponding to the decomposition
H = H0 ⊕ H1 ⊕ · · · ⊕ HN ⊕ HN+1. (5.12)
One obtains from (5.11) that the operator A admits the decomposition
A =
(
H[0,N ] B˜N
BN AN+1
)
, BN =
(
BN
0
)
, B˜N =
(
0
B˜N
)
,
where H[0,N ] is a generalized Jacobi matrix of the form (2.4), BN , B˜N have the
form (5.2) and AN+1 is a cyclic self-adjoint operator in the Hilbert space HN+1 with
the generating vector eN+1,0. It follows from Proposition 2.8 that the function m(·)
admits the representation (5.9), where
ψN(λ) =
〈
(AN+1 − λ)−1eN+1,0, eN+1,0
〉
HN+1
is a solution of the moment problem M(s(N+1), 0), where
s
(N+1)
j =
〈
A
j
N+1eN+1,0, eN+1,0
〉
H
(j = 0, 1, . . .).
The matrix of the operator AN+1 in the basis {ej,0}∞j=N+1 is a classical Jacobi matrix
H[N+1,∞). Let us show that the minimal operator A˜ associated with the generalized
Jacobi matrix H of the form (5.1) is a self-adjoint operator in (2[0,∞)(G). Assume
that ϕ ∈ (2[0,∞)(G) and
〈ϕ, (A− i)Ake〉 = 0 (∀k ∈ Z+).
Then 〈ϕ,Akh〉 = 0 for all k ∈ Z+ and hence ϕ = 0. Since the defect numbers of
A˜ coincide (see [1,22]) the operator A˜ is self-adjoint in (2[0,∞)(G).
Thus, the operator A is unitarily equivalent to the generalized Jacobi matrix H
of type D given by (5.1). 
6. Pade approximants
As was shown in Proposition 3.1 the m-function of the generalized Jacobi matrix
H[0,j−1] has the following asymptotic expansion:
mj−1(λ) ∼ − s0
λ
− s1
λ2
− · · · − s2nj−2
λ2nj−1
(λ = iy, y →+∞). (6.1)
We will show now that this expansion can be extended by kj terms.
Proposition 6.1. The m-function of the generalized Jacobi matrix H[0,j−1] has the
following asymptotic representation:
mj−1(λ) = −
2nj−2+kj∑
i=0
si
λi+1
+ O
(
1
λ2nj+kj
)
(λ = iy, y →+∞). (6.2)
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Proof. Let us note first that
Hnj e = Hnj[0,j−1]e + (b0 · · · bj−1)ej,0, (6.3)
Hnj+ke = Hnj+k[0,j−1]e +
k−1∑
i=0
cjiej,i (1 < k  kj )
for some cji ∈ R. It follows from (6.3) that
s2nj−2+k =
〈
Hnj−1e,Hnj−1+ke
〉
=
〈
H
nj−1
[0,j−1]e,H
nj−1+k
[0,j−1] e +
k−1∑
i=0
cjiej,i
〉
=
〈
H
nj−1
[0,j−1]e,H
nj−1+k
[0,j−1] e
〉
and, therefore,
mj−1(λ) =−〈e, e〉
λ
− 〈H[0,j−1]e, e〉
λ2
− · · · −
〈
H
nj−1
[0,j−1]e,H
nj+kj−1
[0,j−1] e
〉
λ2nj+kj−1
+O
(
1
λ2nj+kj
)
=− s0
λ
− s1
λ2
− · · · − s2nj+kj−2
λ2nj+kj−1
+ O
(
1
λ2nj+kj
)
(λ = iy, y →+∞). 
A formal power series
∞∑
j=0
cj z
j , cj = (−1)j sj (j = 0, 1, 2, . . .)
will be called a Hamburger series associated with the indefinite moment problem
M(s, κ). If ϕ(∈ Nκ) is a solution of the moment problem M(s, κ), then the function
1
z
ϕ(− 1
z
) has the asymptotic expansion
1
z
ϕ
(
−1
z
)
∼
∞∑
j=0
cj z
j (z→̂0).
Definition 6.2 [4]. The [L/M] Pade approximant for a formal power series∑∞j=0 cj zj
is defined as a ratio
f [L/M](z) = A
[L/M](z)
B[L/M](z)
M. Derevyagin, V. Derkach / Linear Algebra and its Applications 382 (2004) 1–24 21
of two polynomials A[L/M](z), B[L/M](z) of formal degree L and M , respectively,
such that B[L/M](0) /= 0 and
f [L/M](z)−
∞∑
j=0
cj z
j = O(zL+M+1) (z→̂0).
The asymptotic (6.2) leads to the following statement on the subdiagonal se-
quence f [M−1/M] of Pade approximants for the power series
∑∞
j=0 cj zj . In the case
κ = 0 this statement is well known (see [1,4,18]).
Theorem 6.3. Let
∑∞
j=0 cj zj be a Hamburger series associated with the indefinite
moment problem M(s, κ). Then:
(i) The [nj − 1/nj ] Pade approximants exist and are given by
f [nj−1/nj ](z) = −ε0
z
Qj (−1/z)
Pj (−1/z) (j = 1, 2, . . .). (6.4)
(ii) For L, M satisfying
L  nj − 1, M  nj , L+M  2nj + kj − 2
the [L/M] Pade approximants coincide with f [nj−1/nj ](z) and for L, M satis-
fying
L  nj + kj − 2, M  nj + kj − 1, L+M  2nj + kj − 1
the [L/M] Pade approximants do not exist.
(iii) The sequence f [nj−1/nj ](z) is precompact in the topology of uniform conver-
gence in {z ∈ C : |Im 1
z
| > η};
(iv) If the indefinite moment problem M(s, κ) has the unique solution ϕ(∈ Nκ), then
for all {z ∈ C : |Im 1
z
| > η} the limit
lim
j→∞ f
[nj−1/nj ](z)
exists and equals the function 1
z
ϕ(− 1
z
).
Proof. (i) The fraction (6.4) can be rewritten as
A(z)
B(z)
= −ε0 z
nj−1
znj
Qj (−1/z)
Pj (−1/z) (j = 1, 2, . . .),
where degA  nj − 1, degB  nj . It follows from (3.4) that
A(z)
B(z)
=
2nj−2+kj∑
j=0
cj z
j + O(z2nj−1+kj ) (z→̂0) (6.5)
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and B(0) = 1
b0···bj−1 (−1)nj . Since
2nj − 2 + kj = 2nj − 1 + (kj − 1)  2nj − 1  degA+ degB,
this implies that f [nj−1/nj ] is the [nj − 1/nj ] Pade approximants for ∑∞i=0 cizi .
(ii) It follows from the Silvester identity that
C(L/M) := det
cL−M+1 · · · cL· · · · · · · · ·
cL · · · cL+M−1
 = 0
for all L, M from the block
nj < L+ 1,M < nj+1,
since C(M − 1/M) = 0 for all M such that nj < M < nj+1. Now the statement is
a corollary of Pade theorem [4, Theorem 1.4.3] since C(nj − 1/nj ) /= 0, C(nj+1 −
1/nj+1) /= 0. The first part of the statement (ii) is also implied by the equality (6.5).
(iii) The function zf [nj−1/nj ] admits the representation
zf [nj−1/nj ](z)= −ε0Qj(−1/z)
Pj (−1/z)
= 〈(H[0,j−1] + 1/z)−1e, e〉 (j = 1, 2, . . .).
If the norm ‖ · ‖ is associated with a fundamental decomposition (2[0,∞)(G) = H− ⊕
H+ such that (2[n+1,∞) ⊂ H+ then it follows from Remark 5.1 that∣∣zf [nj−1/nj ](z)∣∣ = ∣∣〈(H[0,j−1] + 1/z)−1e, e〉∣∣  ‖e‖2∣∣Im 1
z
∣∣− η (j = 1, 2, . . .).
(6.6)
By Vitali theorem this implies that the family f [nj−1/nj ] is precompact in the topol-
ogy of uniform convergence in {z ∈ C : |Im 1
z
| > η}.
(iv) To prove the last statement let us use the identity
〈
(H[0,j−1] + 1/z)−1e, e
〉+ 2M−1∑
l=0
(−z)l+1sl
= z2M 〈(H[0,j−1] + 1/z)−1HMe,HMe〉,
where j is big enough such that nj > M . It follows from (5.5) that∣∣∣∣∣zf [nj−1/nj ](z)+
2M−1∑
l=0
(−z)l+1sl
∣∣∣∣∣= 1y2M ∣∣〈(H[0,j−1] − iy)−1HMe,HMe〉∣∣
 s2M
y2M(y − η)
(
z = − 1
iy
)
. (6.7)
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Assume that a subsequence f [jl−1/jl ] of [j − 1/j ] Pade approximants converges to a
function f . Then it follows from (6.7) that ϕ(λ) := − 1
λ
f (− 1
λ
) is the unique solution
ϕ(∈ Nκ) of the indefinite moment problem M(s, κ). Therefore,
lim
j→∞ f
[nj−1/nj ](z) = 1
z
ϕ
(
−1
z
)
. 
Remark 6.4. The operator representations of Pade approximants of Hamburger
series were given in [29]. In the case, where the indefinite moment problem M(s, κ)
is indeterminate the partial limits of the sequence of [j − 1/j ] Pade approximants
coincide with canonical solutions to this problem. This result and the convergence
problem for other sequences of Pade approximants will be considered in a forthcom-
ing paper.
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