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DERIVATION OF AN UPPER BOUND OF THE CONSTANT IN
THE ERROR BOUND FOR A NEAR BEST M-TERM
APPROXIMATION
WOLFGANG KARCHER, HANS-PETER SCHEFFLER, AND EVGENY SPODAREV
Abstrat. In [4℄, Temlyakov provides an error bound for a near best m-term
approximation of a funtion g ∈ Lp([0, 1]d), 1 < p < ∞, d ∈ N, using a basis Lp-
equivalent to the Haar system H. The bound inludes a onstant C(p) that is not
given expliitly. The goal of this paper is to nd an upper bound of the onstant
for the Haar system H, following the proof in [4℄.
1. Determining the onstant in the one-dimensional ase
Let H := {HI}I be the Haar basis in L
p[0, 1] indexed by dyadi intervals
I = [(j − 1)2−n, j2−n), j = 1, ..., 2n, n = 0, 1, ... and I = [0, 1] with
H[0,1](x) = 1 for x ∈ [0, 1),
H[(j−1)2−n,j2−n)(x) =


2n/2, x ∈ [(j − 1)2−n, (j − 1
2
)2−n),
−2−n/2, x ∈ [(j − 1
2
)2−n, j2−n),
0, otherwise.
Let
f =
∑
I
cI(f)HI ,
where
cI(f) := (f,HI) =
∫ 1
0
f(x)HI(x)dx,
and denote
cI(f, p) := ‖cI(f)HI‖p.
Then cI(f, p)→ 0 as |I| → 0.
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Denote by Λm a set of m dyadi intervals I suh that
min
I∈Λm
cI(f, p) ≥ max
J /∈Λm
cJ(f, p).
This means that Λm ontains the m largest values of cI(f, p) where I runs through
all dyadi intervals. Then we dene the Greedy algorithm Gpm(·,H) as
Gpm(f,H) :=
∑
I∈Λm
cI(f)HI .
The following theorem provides an error bound for the approximation of a funtion
f ∈ Lp[0, 1] by the Greedy algorithm Gpm(·,H):
Theorem 1.1. Let 1 < p <∞. Then for any g ∈ Lp[0, 1], we have
‖g −Gpm(g,H)‖p ≤

2 + 1(
1−
(
1
2
)1/p)2

 ·
(
max
(
p,
p
p− 1
)
− 1
)2
· σm(g)p.
Proof. The Littlewood-Paley theorem for the Haar system gives for 1 < p <∞
C3(p)
∥∥∥∥∥∥
(∑
I
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
≤ ||g||p ≤ C4(p)
∥∥∥∥∥∥
(∑
I
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
. (1)
In ase of g being a martingale, expliit formulas for these onstants are known
(f. [1℄). In Lemma 1.6, page 8, it is shown that the Haar series
g =
∑
I
cI(g)HI
is in fat a (onditionally symmetri) martingale.
Thus, taking the onstants in [1℄, page 87, we have
C3(p) =
1
max
(
p, p
p−1
)
− 1
and C4(p) = max
(
p,
p
p− 1
)
− 1.
Let Tm be an m-term Haar polynomial of best m-term approximation to g in L
p[0, 1]:
Tm =
∑
I∈Λ
aIHI , |Λ| = m.
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For any nite set Q of dyadi intervals we denote by SQ the projetor
SQ(f) :=
∑
I∈Q
cI(f)HI .
With these denitions, one an derive the following inequality:
‖g − SΛ(g)‖p = ‖g − Tm − SΛ(g − Tm)‖p
≤ ‖Id− SΛ‖p→pσm(g)p
≤ C4(p)C3(p)
−1σm(g)p,
where Id denotes the idential operator. The last inequality holds sine
‖g‖p ≤ 1
implies by the Littlewood-Paley theorem (f. (1)) that∥∥∥∥∥∥
(∑
I
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
≤ C3(p)
−1,
so that by again applying (1) we get
‖(Id− SΛ)(g)‖p =
∥∥∥∥∥
∑
I /∈Λ
cI(g)HI
∥∥∥∥∥
p
≤ C4(p)
∥∥∥∥∥∥
(∑
I /∈Λ
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
≤ C4(p)
∥∥∥∥∥∥
(∑
I
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
≤ C4(p)C3(p)
−1.
With C3(p) and C4(p) given above we have
‖g − SΛ(g)‖p ≤
(
max
(
p,
p
p− 1
)
− 1
)2
· σm(g)p. (2)
Sine
Gpm(g) = SΛm(g),
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we have
‖g −Gpm(g)‖p
≤ ‖g − SΛ(g)‖p + ‖SΛ(g)− SΛm(g)‖p
(2)
≤
(
max
(
p,
p
p− 1
)
− 1
)2
· σm(g)p + ‖SΛ(g)− SΛm(g)‖p. (3)
It remains to estimate ‖SΛ(g)− SΛm(g)‖p appropriately:
‖SΛ(g)− SΛm(g)‖p = ‖SΛ\Λm(g)− SΛm\Λ(g)‖p
≤ ‖SΛ\Λm(g)‖p + ‖SΛm\Λ(g)‖p. (4)
The seond term in the last expression an be estimated by
‖SΛm\Λ(g)‖p = ‖
(
Id− S(Λm\Λ)C
)
(g)‖p
= ‖g − Tm − SΛSΛCm(g − Tm)‖p
≤ ‖Id− SΛSΛCm‖p→pσm(g)p
≤
C4(p)
C3(p)
σm(g)p
=
(
max
(
p,
p
p− 1
)
− 1
)2
· σm(g)p. (5)
Furthermore
‖SΛ\Λm(g)‖p ≤
1(
1−
(
1
2
)1/p)2 · ‖SΛm\Λ(g)‖p (6)
whih will be derived in the following lemmas (Lemma 1.2 - 1.5).
Combining (3)(6), we get
‖g −Gpm(g)‖p ≤

2 + 1(
1−
(
1
2
)1/p)2

 · (max(p, p
p− 1
)
− 1
)2
· σm(g)p.

UPPER BOUND OF THE CONSTANT FOR THE NEAR BEST M-TERM APPROXIMATION 5
Lemma 1.2. Let n1 < n2 < · · · < ns be integers and let Ej ⊂ [0, 1] be measurable
sets, j = 1, ..., s. Then for any 0 < q <∞ we have∫ 1
0
(
s∑
j=1
2nj/qχEj(x)
)q
dx ≤
(
1
1−
(
1
2
)1/q
)q
·
s∑
j=1
2nj |Ej |.
where χI(·) is the harateristi funtion of the interval I:
χI(x) =
{
1, x ∈ I,
0, x /∈ I.
Proof. Denote
F (x) :=
s∑
j=1
2nj/qχEj (x)
and estimate it on the sets
E−l := El \
s⋃
k=l+1
Ek, l = 1, ..., s− 1; E
−
s := Es.
We have for x ∈ E−l
F (x) ≤
l∑
j=1
2nj/q
= 2nl/q
(
2n1/q
2nl/q
+ · · ·+ 1
)
≤ 2nl/q
∞∑
i=0
(
1
21/q
)i
= 2nl/q
1
1−
(
1
2
)1/q .
Therefore,∫ 1
0
F (x)qdx ≤
(
1
1−
(
1
2
)1/q
)q s∑
l=1
2nl|E−l | ≤
(
1
1−
(
1
2
)1/q
)q s∑
l=1
2nl|El|,
whih proves the lemma. 
Lemma 1.3. Consider
f =
∑
I∈Q
cIHI , |Q| = N.
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Let 1 ≤ p <∞. Assume that
‖cIHI‖p ≤ 1, I ∈ Q. (7)
Then
‖f‖p ≤
1
1−
(
1
2
)1/pN1/p.
Proof. Denote by n1 < n2 < · · · < ns all integers suh that there is I ∈ Q with
|I| = 2−nj . Introdue the sets
Ej :=
⋃
I∈Q:|I|=2−nj
I.
Then the number N of elements in Q an be written in the form
N =
s∑
j=1
|Ej|2
nj .
Furthermore, we have
‖cIHI‖p = |cI ||I|
1/p−1/2.
The assumption (7) implies |cI | ≤ |I|
1/2−1/p
. Next, we have
‖f‖p ≤
∥∥∥∥∥
∑
I∈Q
|cIHI |
∥∥∥∥∥
p
≤
∥∥∥∥∥
∑
I∈Q
|I|−1/pχI(x)
∥∥∥∥∥
p
.
The right hand side of this inequality na be rewritten as
Y :=
(∫ 1
0
(
s∑
j=1
2nj/pχEj(x)
)p
dx
)1/p
.
Applying Lemma 1.2 with q = p, we get
‖f‖p ≤ Y ≤
1
1− (1/2)1/p
(
s∑
j=1
|Ej |2
nj
)1/p
=
1
1− (1/2)1/p
N1/p.

Lemma 1.4. Consider
f =
∑
I∈Q
cIHI , |Q| = N.
Let 1 ≤ p <∞. Assume
‖cIHI‖p ≥ 1, I ∈ Q.
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Then
‖f‖p ≥
(
1−
(
1
2
)1/p)
N1/p.
Proof. Dene
u :=
∑
I∈Q
cI |cI |
−1|I|1/p−1/2HI ,
where the bar means omplex onjugate number. Then for p′ = p
p−1
we have
‖cI |cI |
−1|I|1/p−1/2HI‖p′ = 1
and, by Lemma 1.3
‖u‖p′ ≤
1
1−
(
1
2
)1/pN1/p′ .
Consider (f, u). We have on the one hand
(f, u) =
∑
I∈Q
|cI ||I|
1/p−1/2 =
∑
I∈Q
‖cIHI‖p ≥ N,
and on the other hand
(f, u) ≤ ‖f‖p‖u‖p′,
so that
N ≤ (f, u) ≤ ‖f‖p‖u‖p′ ≤ ‖f‖p
1
1−
(
1
2
)1/pN1/p′
whih implies
‖f‖p ≥
(
1−
(
1
2
)1/p)
N1/p.

Lemma 1.5. Let 1 < p <∞. Then for any g ∈ Lp[0, 1] we have
‖SΛ\Λm(g)‖p ≤
1(
1−
(
1
2
)1/p)2 · ‖SΛm\Λ(g)‖p.
Proof. Denote
A := max
I∈Λ\Λm
‖cI(g)HI‖p and B := min
I∈Λm\Λ
‖cI(g)HI‖p.
Then by the denition of Λm we have
B ≥ A.
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Using Lemma 1.3, we get
‖SΛ\Λm(g)‖p ≤ A ·
1
1−
(
1
2
)1/p · |Λ \ Λm|1/p ≤ B · 1
1−
(
1
2
)1/p · |Λ \ Λm|1/p. (8)
Using Lemma 1.4, we get
‖SΛm\Λ(g)‖p ≥ B ·
(
1−
(
1
2
)1/p)
· |Λm \ Λ|
1/p
so that
|Λm \ Λ|
1/p ≤
1
B ·
(
1−
(
1
2
)1/p)‖SΛm\Λ(g)‖p. (9)
Sine |Λ| = |Λm| = m, we have |Λm \ Λ| = |Λ \ Λm| and nally get
‖SΛ\Λm(g)‖p
(8)
≤ B ·
1
1−
(
1
2
)1/p · |Λ \ Λm|1/p
(9)
≤
1(
1−
(
1
2
)1/p)2‖SΛm\Λ(g)‖p.

Lemma 1.6. Let f ∈ Lp[0, 1]. Then the Haar series
g =
∑
I
cI(g)HI
is a onditionally symmetri martingale.
Proof. First, we give a denition of a onditionally symmetri martingale (f. [5℄ and
[6℄).
Let (Ω,F ,P) be a probability spae with a nondereasing sequene of σ-elds
{Ω, φ} = F0 ⊂ F1 ⊂ · · · ⊂ Fn ⊂ · · · ⊂ F .
Let H be a real or omplex Hilbert spae with norm | · |. A sequene of H-valued
strongly integrable funtions (fn)n≥1 is a martingale if for eah n ≥ 1, fn is strongly
measurable relative to Fn, and for n ≥ 2,
E(dn|Fn−1) = 0 a.e.
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Here the dierene sequene (dn)n≥1 is dened by fn =
∑n
i=1 di, n ≥ 1. In the
following, we also all the limit f =
∞∑
i=1
dn martingale if the orresponding sequene
(fn)n≥1 is a martingale.
A martingale is alled onditionally symmetri if dn+1 and −dn+1 have the same
onditional distribution given d1, ..., dn.
We an write the Haar series as
g = (f, ϕ)ϕ+
∞∑
k=0
∑
2k≤j≤2k+1−1
(g,Ψj,k)Ψj,k,
where
ϕ(x) =
{
1, x ∈ [0, 1),
0, otherwise,
Ψ0,0(x) = ϕ(2x)− ϕ(2x− 1),
Ψj,k(x) = 2
k/2 ·Ψ0,0(2
kx− j).
Consider the probability spae {Ω,F ,P} dened by
Ω = [0, 1],
F = B([0, 1]),
P(A) = |A|, A ∈ F ,
and the sequene of σ-elds
{Ω, φ} = {Ω, ∅}
⊂ σ(ϕ)
⊂ σ(ϕ,Ψ0,0)
⊂ σ(ϕ,Ψ0,0,Ψ2,1)
⊂ σ(ϕ,Ψ0,0,Ψ2,1,Ψ3,1) ⊂ · · ·
⊂ σ(ϕ, · · · ,Ψ2k,k, · · · ,Ψ2k+1−1,k,Ψ2k+1,k+1) ⊂ · · ·
⊂ F .
We dene
d0 = (g, ϕ)ϕ, d1 = (g,Ψ0,0)Ψ0,0, d2 = (g,Ψ2,1)Ψ2,1, · · ·
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and
c0 = (g, ϕ), c1 = (g,Ψ0,0), c2 = (g,Ψ2,1), · · ·
where the indies of (f,Ψ·,·)Ψ·,· and (f,Ψ·,·) inrease as in the denition of the se-
quene of σ-elds.
For eah xed n ∈ N0 and eah i = 0, · · · , n, eah of the sets {x : di(x) = ci},
{x : di(x) = −ci}, and {x : di(x) = 0} is either a superset of the support of dn+1 or
eah of the sets and the support dn+1 are disjoint. This implies that
P(dn+1 = cn+1|di = ji, i ∈ {1, ..., n}), ji ∈ {ci,−ci, 0})
= P(dn+1 = −cn+1|di = ji, i ∈ {1, ..., n}), ji ∈ {ci,−ci, 0})
so that the onditional distribution of dn+1 and −dn+1 is the same given d1, ..., dn.
Furthermore, we have E(dn+1|Fn) = 0. 
2. Extension of the alulation to the multidimensional ase
A very ommon way to extend the Haar basis to [0, 1]d is given by the following
onstrution (f. [2℄). Let E denote the olletion of nonzero verties of [0, 1]d. For
eah e ∈ E, we dene the multivariate funtions
Ψe(x1, · · · , xd) := Ψ
e1(x1) · · ·Ψ
ed(xd),
where Ψ0(x) = ϕ(x), Ψ1(x) = Ψ0,0(x). Furthermore, let
Ψej,k(x) = 2
kd/2 ·Ψe(2kx− j), k ≥ 0, 2k ≤ ji ≤ 2
k+1 − 1, i = 1, ..., d
and
Ψ∗(x) = 1, x ∈ [0, 1]d.
Then the olletion of funtions Ψ∗, Ψej,k, e ∈ E, k ≥ 0, 2
k ≤ ji ≤ 2
k+1−1, i = 1, · · · , d
forms a basis for Lp[0, 1]d.
By onsidering the set D of dyadi ubes I whih form the supports of the fun-
tions Ψ∗, Ψej,k and exhanging the notation of Ψ
∗
, Ψej,k to HI , we an also write the
multivariate Haar basis as
H = {HI}I∈D.
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Lemma 2.1. Consider f ∈ Lp[0, 1]d with orresponding Haar series
f = (f,Ψ∗)Ψ∗ +
∑
e∈E
∞∑
k=0
∑
2k≤ji≤2
k+1−1
i=1,··· ,d
(f,Ψej,k)Ψ
e
j,k.
Then the inner double sum
∞∑
k=0
∑
2k≤ji≤2k+1−1
i=1,··· ,d
(f,Ψej,k)Ψ
e
j,k
forms a onditionally symmetri martingale on [0, 1]d for eah xed e ∈ E, but so
does not the Haar series itself.
Proof. First we show that the Haar series itself does not form a onditionally sym-
metri martingale.
Let us assume that d = 2 and remark that the proof goes analogously for d > 2. We
have
Ψ
(0,1)
(0,0),0(x1, x2) =


1, (x1, x2) ∈ [0, 1]× [0,
1
2
],
−1, (x1, x2) ∈ [0, 1]× (
1
2
, 1],
0, otherwise,
Ψ
(1,0)
(0,0),0(x1, x2) =


1, (x1, x2) ∈ [0,
1
2
]× [0, 1],
−1, (x1, x2) ∈ (
1
2
, 1]× [0, 1],
0, otherwise,
Ψ
(1,1)
(0,0),0(x1, x2) =


1, (x1, x2) ∈ [0,
1
2
]× [0, 1
2
]
⋃
(1
2
, 1]× (1
2
, 1],
−1, (x1, x2) ∈ (
1
2
, 1]× [0, 1
2
]
⋃
[0, 1
2
]× (1
2
, 1],
0, otherwise.
Therefore, the funtions Ψ
(0,1)
(0,0),0, Ψ
(1,0)
(0,0),0, and Ψ
(1,1)
(0,0),0 an be represented as in Figure 1.
Thus
P(Ψ
(1,1)
(0,0),0 = 1|Ψ
(0,1)
(0,0),0 = 1,Ψ
(1,0)
(0,0),0 = 1) = 1,
P(Ψ
(0,1)
(0,0),0 = 1|Ψ
(1,0)
(0,0),0 = 1,Ψ
(1,1)
(0,0),0 = 1) = 1,
P(Ψ
(1,0)
(0,0),0 = 1|Ψ
(0,1)
(0,0),0 = 1,Ψ
(1,1)
(0,0),0 = 1) = 1,
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Figure 1. The funtions Ψ
(0,1)
(0,0),0, Ψ
(1,0)
(0,0),0, and Ψ
(1,1)
(0,0),0.
whih implies that
E
(
Ψ
(1,1)
(0,0),0
∣∣∣Ψ(0,1)(0,0),0 = 1,Ψ(1,0)(0,0),0 = 1) = 1,
E
(
Ψ
(0,1)
(0,0),0
∣∣∣Ψ(1,0)(0,0),0 = 1,Ψ(1,1)(0,0),0 = 1) = 1,
E
(
Ψ
(1,0)
(0,0),0
∣∣∣Ψ(0,1)(0,0),0 = 1,Ψ(1,1)(0,0),0 = 1) = 1.
Therefore the multiparameter Haar series annot a martingale.
Let us now onsider the probability spae (Ω,F ,P) with
Ω = [0, 1]d,
F = B([0, 1]d),
P(A) = |A|, A ⊂ F ,
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with the sequene of σ-elds
{Ω, φ} = σ(Ψe(0,0),0)
⊂ σ(Ψe(0,0),0,Ψ
e
(2,2),1) ⊂ · · ·
⊂ σ(Ψe(0,0),0, · · · ,Ψ
e
(3,2),1,Ψ
e
(2,3),1,Ψ
e
(3,3),1) ⊂ · · ·
⊂ σ(Ψe(0,0),0, · · · ,Ψ
e
(3,3),1,Ψ
e
(4,4),2,Ψ
e
(5,4),2,Ψ
e
(6,4),2,Ψ
e
(7,4),2) ⊂ · · ·
⊂ σ(Ψe(0,0),0, · · · ,Ψ
e
(7,4),2,Ψ
e
(4,5),2,Ψ
e
(5,5),2,Ψ
e
(6,5),2) ⊂ · · ·
⊂ F
for eah vertex e ∈ E. We denote this sequene of σ-elds by
F0 = σ(Ψ
e
(0,0),0), F1 = σ(Ψ
e
(0,0),0,Ψ
e
(2,2),1), · · · .
Furthermore, for a xed e ∈ E, we onsider the partial sums of the inner sums of the
Haar series
∞∑
k=0
∑
2k≤ji≤2
k+1−1
i=1,··· ,d
(f,Ψej,k)Ψ
e
j,k (10)
and show that they form a onditionally symmetri martingale.
Let us denote the dierene sequene (dn)n≥1 of (10) by
d0 = (f,Ψ
e
(0,0),0)Ψ
e
(0,0),0, d1 = (f,Ψ
e
(2,2),1)Ψ
e
(2,2),1, , · · · .
The orresponding oeients are denoted by
c0 = (f,Ψ
e
(0,0),0), c1 = (f,Ψ
e
(2,2),1), · · · .
For a xed k and e ∈ E, the support of the funtions Ψej,k is disjoint. Furthermore,
for l < k and e ∈ E, eah of the sets {x : Ψej,l(x) = 1}, {x : Ψ
e
j,l(x) = −1}, and
{x : Ψej,l(x) = 0} is either a superset of the support of Ψ
e
j,k or eah of the sets and the
support of Ψej,k are disjoint.
This implies that −dn+1 and dn+1 have the same onditional distribution given
d1, ..., dn and therefore
E(dn|Fn−1) = 0.
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Thus, the partial sums of
∞∑
k=0
∑
2k≤ji≤2
k+1−1
i=1,··· ,d
(f,Ψej,k)Ψ
e
j,k
form a onditionally symmetri martingale. 
It is lear that the series (f,Ψ∗)Ψ∗ +
∞∑
k=0
∑
2k≤ji≤2
k+1−1
i=1,··· ,d
(f,Ψej,k)Ψ
e
j,k is also a martingale.
Theorem 2.2. Let 1 < p ≤ 2. Then for any g ∈ Lp[0, 1]d we have
‖g −Gpm(g,H)‖p
≤

2 + 1(
1−
(
1
2
)d/p)2


((
2d − 1
)(
max
(
p,
p
p− 1
)
− 1
))2
σm(g)p.
Proof. Using Lemma 2.1, we get an estimate for the upper bound in the Littlewood-
Paley inequality by additionally applying the triangle inequality. Let e∗ ∈ E. Then∥∥∥∥∥∥∥∥
(g,Ψ∗)Ψ∗ +
∑
e∈E
∞∑
k=0
∑
2k≤ji≤2k+1−1
i=1,··· ,d
(g,Ψej,k)Ψ
e
j,k
∥∥∥∥∥∥∥∥
p
≤
∥∥∥∥∥∥∥∥
(g,Ψ∗)Ψ∗ +
∞∑
k=0
∑
2k≤ji≤2
k+1−1
i=1,··· ,d
(g,Ψe
∗
j,k)Ψ
e∗
j,k
∥∥∥∥∥∥∥∥
p
+
∑
e∈E\{e∗}
∥∥∥∥∥∥∥∥
∞∑
k=0
∑
2k≤ji≤2
k+1−1
i=1,··· ,d
(g,Ψej,k)Ψ
e
j,k
∥∥∥∥∥∥∥∥
p
≤
∑
e∈E
C4(p)
∥∥∥∥∥∥
(∑
I∈D
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
=
(
2d − 1
)
C4(p)
∥∥∥∥∥∥
(∑
I∈D
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
. (11)
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We now apply the method of duality (f. [3℄) in order to determine the lower bound
of the Littlewood-Paley inequality. The idea is to onsider
S(g) :=
∥∥∥∥∥∥
(∑
I∈D
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
as an element of Lpl2(D), that is
ϕ =
{√
|cI(g)HI |2 : I ∈ D
}
is onsidered as a p-integrable funtion taking values in l2(D). Due to the Hahn-
Banah theorem, the dual funtion γ = {γI(x) : I ∈ D} ∈ L
p′
l2(D) is of norm one and
satises
‖ϕ‖Lp
l2
= (ϕ, γ) =
∑
I∈D
√
|cI(g)HI |2
∫
I
γIdy,
where p′ is the onjugate index, i. e. 1/p+1/p′ = 1. This implies that we an assume
that γI is supported on I and onstant on I sine in the above formula, only the mean
value of γI over I is important.
By dening the funtion
h :=
∑
I∈D
(
γI
√
|I|
)
HI ,
we have on the one hand
S(h) = ‖γ‖l2(D)
and on the other hand
‖S(g)‖p = ‖ϕ‖Lp
l2
= (ϕ, γ)
=
∑
I∈D
cI(g)γI
√
|I|
= (g, h)
≤ ‖g‖p‖h‖p′
(11)
≤ ‖g‖p
(
2d − 1
)
C4(p)‖S(h)‖p′
= ‖g‖p
(
2d − 1
)
C4(p)
∥∥‖γ‖l2(D)∥∥p′
= ‖g‖p
(
2d − 1
)
C4(p).
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so that in the multidimensional ase, the Littlewood-Paley inequality reads
1
C∗4(p, d)
∥∥∥∥∥∥
(∑
I
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
≤ ||g||p ≤ C
∗
4 (p, d)
∥∥∥∥∥∥
(∑
I
|cI(g)HI |
2
) 1
2
∥∥∥∥∥∥
p
, (12)
where C∗4 (p, d) =
(
2d − 1
)
C4(p) =
(
2d − 1
) (
max
(
p, p
p−1
)
− 1
)
.
Now, the remainder of the proof goes as for the univariate ase. We note that
‖g − SΛ(g)‖p ≤ C
∗
4 (p, d)
2 · σm(g)p,
‖SΛm\Λ(g)‖p ≤ C
∗
4 (p, d)
2 · σm(g)p,
and
‖SΛ\Λm(g)‖p ≤
1(
1−
(
1
2
)d/p)2‖SΛm\Λ(g)‖p
whih will be derived in the following lemmas.
Combining the last three inequalities, we get
‖g −Gpm(g)‖p
≤ ‖g − SΛ(g)‖p + ‖SΛ(g)− SΛm(g)‖p
= ‖g − SΛ(g)‖p + ‖SΛ\Λm(g)− SΛm\Λ(g)‖p
≤ ‖g − SΛ(g)‖p + ‖SΛ\Λm(g)‖p + ‖SΛm\Λ(g)‖p
≤

2 + 1(
1−
(
1
2
)d/p)2

((2d − 1)(max(p, p
p− 1
)
− 1
))2
σm(g)p.

Lemma 2.3. Let n1 < n2 < · · · < ns be integers and let Ej ⊂ [0, 1]
d
be measurable
sets, j = 1, ..., s. Then for any 0 < q <∞ we have∫
[0,1]d
(
s∑
j=1
2njd/qχEj (x)
)q
dx ≤
(
1
1−
(
1
2
)d/q
)q
·
s∑
j=1
2njd|Ej|.
Proof. Denote
F (x) :=
s∑
j=1
2njd/qχEj (x)
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and estimate it on the sets
E−l := El \
s⋃
k=l+1
Ek, l = 1, ..., s− 1; E
−
s := Es.
We have for x ∈ E−l
F (x) ≤
l∑
j=1
2njd/q = 2nld/q
(
2n1d/q
2nld/q
+ · · ·+ 1
)
≤ 2nld/q
∞∑
i=0
(
1
2d/q
)i
= 2nld/q
1
1−
(
1
2
)d/q .
Therefore,∫ 1
0
F (x)qdx ≤
(
1
1−
(
1
2
)d/q
)q s∑
l=1
2nld|E−l | ≤
(
1
1−
(
1
2
)d/q
)q s∑
l=1
2nld|El|,
whih proves the lemma. 
Lemma 2.4. Consider
f =
∑
I∈Q
cIHI , |Q| = N.
Let 1 ≤ p <∞. Assume that
‖cIHI‖p ≤ 1, I ∈ Q. (13)
Then
‖f‖p ≤
1
1−
(
1
2
)d/pN1/p.
Proof. Denote by n1 < n2 < · · · < ns all integers suh that there is I ∈ Q with
|I| = 2−dnj . Introdue the sets
Ej :=
⋃
I∈Q:|I|=2−dnj
I.
Then the number N of elements in Q an be written in the form
N =
s∑
j=1
|Ej|2
dnj .
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Furthermore, we have for |I| = 2−kd, k = 0, 1, 2, · · ·
‖ciHI‖p = |cI |

∫
I
∣∣2dk/2∣∣p dx


1/p
= |cI | · 2
dk/2 · 2−kd/p = |cI ||I|
1/p−1/2.
The assumption (13) implies
|cI | ≤ |I|
1/2−1/p.
Next, we have
‖f‖p ≤
∥∥∥∥∥
∑
I∈Q
|cIHI |
∥∥∥∥∥
p
≤
∥∥∥∥∥
∑
I∈Q
|I|−1/pχI(x)
∥∥∥∥∥
p
.
The right hand side of this inequality an be rewritten as
Y :=
(∫
[0,1]d
(
s∑
j=1
2dnj/pχEj (x)
)p
dx
)1/p
.
Applying Lemma 2.3 with q = p, we get
‖f‖p ≤ Y ≤
1
1−
(
1
2
)d/p
(
s∑
j=1
|Ej |2
dnj
)1/p
=
1
1−
(
1
2
)d/pN1/p.

Lemma 2.5. Consider
f =
∑
I∈Q
cIHI , |Q| = N.
Let 1 ≤ p <∞. Assume that
‖cIHI‖p ≥ 1, I ∈ Q. (14)
Then
‖f‖p ≥
(
1−
(
1
2
)d/p)
N1/p.
Proof. Dene
u :=
∑
I∈Q
cI |cI |
−1|I|1/p−1/2HI ,
where the bar means omplex onjugate number. Then for p′ = p
p−1
we have
‖cI |cI |
−1|I|1/p−1/2HI‖p′ = 1
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and, by Lemma 2.3
‖u‖p′ ≤
1
1−
(
1
2
)d/pN1/p′ .
Consider (f, u). We have on the one hand
(f, u) =
∑
I∈Q
|cI ||I|
1/p−1/2 =
∑
I∈Q
‖cIHI‖p ≥ N,
and on the other hand
(f, u) ≤ ‖f‖p‖u‖p′,
so that
N ≤ (f, u) ≤ ‖f‖p‖u‖p′ ≤ ‖f‖p
1
1−
(
1
2
)d/pN1/p′
whih implies
‖f‖p ≥
(
1−
(
1
2
)d/p)
N1/p.

Lemma 2.6. Let 1 < p <∞. Then for any g ∈ Lp[0, 1]d we have
‖SΛ\Λm(g)‖p ≤
1(
1−
(
1
2
)d/p)2 · ‖SΛm\Λ(g)‖p.
Proof. Denote
A := max
I∈Λ\Λm
‖cI(g)HI‖p and B := min
I∈Λm\Λ
‖cI(g)HI‖p.
Then by the denition of Λm we have
B ≥ A.
Using Lemma 2.3, we get
‖SΛ\Λm(g)‖p ≤ A ·
1
1−
(
1
2
)d/p · |Λ \ Λm|1/p ≤ B · 1
1−
(
1
2
)d/p · |Λ \ Λm|1/p. (15)
Using Lemma 2.4, we get
‖SΛm\Λ(g)‖p ≥ B ·
(
1−
(
1
2
)d/p)
· |Λm \ Λ|
1/p
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so that
|Λm \ Λ|
1/p ≤
1
B ·
(
1−
(
1
2
)d/p)‖SΛm\Λ(g)‖p. (16)
Taking into aount that |Λm \ Λ| = |Λ \ Λm|, we get
‖SΛ\Λm(g)‖p
(15)
≤ B · 1
1−( 12)
d/p · |Λ \ Λm|
1/p
(16)
≤
1(
1−
(
1
2
)d/p)2‖SΛm\Λ(g)‖p.

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