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RELATION BETWEEN REGULARITY OF POWERS OF EDGE IDEALS AND
(im, reg)-INVARIANT EXTENSION
HIROJU KANNO
ABSTRACT. In this paper, we define (im, reg)-invariant extension of graphs and propose
a new approach for Nevo and Peeva’s conjecture which said that for any gap-free graph
G with reg(I(G)) = 3 and for any k ≥ 2, I(G)k has a linear resolution. Moreover, we
consider new conjectures related to the regularity of powers of edge ideals of gap-free
graphs.
1. INTRODUCTION
Let R = K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with
each degxi = 1 and M is a finitely generated graded S-module. The graded minimal free
resolution of M is of the form
FM : 0→
⊕
j≥0
R(− j)βp, j(M) → ·· · →
⊕
j≥0
R(− j)β0, j(M) →M → 0.
Suppose the graded minimal free resolution of M is the above form. βi, j(M) is called
{i, j}-th graded Betti number of M and we denote the (Castelnuovo–Mumford ) regularity
by reg(M), the projective dimension of M by pd(M).
reg(M) = { j− i : βi, j(M) 6= 0}.
pd(M) = {i : βi, j(M) 6= 0}= p.
If there exists the integer d such that βi, j(M) = 0 for all j 6= i+d (i.e., reg(M) = d), we
call M has a linear resolution.
Let G = (V (G),E(G)) be a finite simple graph on the vertex set V (G) = {x1, . . . ,xn}
with the edge set E(G). Let R = K[V (G)] = K[x1, . . . ,xn]. The edge ideal of G is the ideal
I(G) =
(
xix j : {xi,x j} ∈ E(G)
)
⊂ R.
The study of the relationship between reg(I(G)) and combinatorial invariant of G is
a central problem in combinatorial commutative algebra. In particular, the study of the
regularity of the powers of edge ideals is a current trend. See [1], [2], [4], [8], [13].
In this work, we define (im, reg)-invariant extension of graphs, obtain the partially
result for the famous conjecture 1.1 and propose several conjectures.
Key words and phrases. Castelnuovo–Mumford regularity, edge ideal, gap-free graph, (im, reg)-
invariant extension.
1
Conjecture 1.1. [13] Let G be a gap-free graph and I(G) its edge ideal. Suppose reg(I(G))=
3, is it true that I(G)s has a linear resolution for all s≥ 2?
The following is our main result.
Theorem 1.2. (Theorem3.3) Let G be a gap-free graph and S ⊂V (G) be an independent
set of G, and GS be an S-suspension of G. If I(G)k has a linear resolution for all k ≥ 2,
then I(GS)k has a linear resolution for all k ≥ 2.
We explain why our result relates Conjecture 1.1 directly. For this, we define (im, reg)-
invariant extension of graphs which is a generalization of S-suspension.
Definition 1.3. Let G = (V (G),E(G)) and G′ = (V (G′),E(G′)) be graphs. If G′ satisfies
the following two conditions, we call G′ an (im, reg)-invariant extension of G.
(1) V (G′) =V (G)∪{xn+1} where xn+1 is a new vertex, and G
′
V (G) is G.
(2) im(G′) = im(G) and reg(I(G)) = reg(I(G′)).
The following new Conjecture 1.4 of (im, reg)-invariant extension follows Conjecture
1.1. (See Theorem 1.5)
Conjecture 1.4. Let G and G′ be gap-free graphs such that G′ is (im, reg)-invariant ex-
tension of G. If reg(I(G)k) = 2k for all k ≥ 2, is it true that reg(I(G′)k) = 2k for all k ≥ 2
?
Theorem 1.5. Conjecture 1.4 implies Conjecture 1.1.
Proof. For any gap-free graph G such that reg(I(G)) = 3, there exists the integer nG ≥ 5
such that an anticycle of length n is an induced subgraph of G and G has no induced
anticycle of length less than nG. Hence |V (G)| ≥ nG. We denote |V (G)|−nG by mG.
We prove by induction on mG. If mG = 0, then G is an anticycle of length nG. For all l ≥
5, an anticycle of length l is gap-free and cricket-free. Then I(G)k has a linear resolution
for all k ≥ 2. Suppose mG > 1, there exists a graph H such that H is an induced subgraph
of G, |V (H)|= |V (G)|−1, and reg(I(H))= 3. By the assumption of the induction, I(H)k
has a linear resolution for all k ≥ 2. Therefore I(G)k has a linear resolution for all k ≥ 2
by Conjecture 1.4. 
2. PRELIMINARIES
In this section, we fix notation and recall some known results. Firstly, we introduce
the terms of graph theory. Throughout this paper, a graph G denotes a finite simple graph
with vertex set V (G) and edge set E(G), which has no isolated vertex.
Definition 2.1. Let G = (V (G),E(G)) be a graph.
(1) A graph G′ is a subgraph of G if V (G)⊂V (G) and E(G′)⊂ E(G).
(2) A graph G′ is an induced subgraph of G if G′ is a subgraph of G and for any
x,y ∈V (G′), {x,y} ∈ E(G′)⇐⇒{x,y} ∈ E(G).
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(3) A graph Gc is the complement of G if V (G) = V (Gc) and {x,y} ∈ E(Gc)⇐⇒
{x,y} /∈ E(G).
We denote by GW the induced subgraph of G such that V (GW ) =W ⊂V (G).
Definition 2.2. Let G = (V (G),E(G)) be a graph.
(1) A subset M = {e1, . . . ,es} ⊂ E(G) is said to be a matching of G if, for all ei and
e j with i 6= j belonging to M, one has ei∩ e j = /0. The matching number m(G) of
G is the maximum cardinality of the matchings of G.
(2) A matching M = {e1, . . . ,es} ⊂ E(G) is said to be an induced matching of G if for
all ei and e j with i 6= j belonging to M, there is no edge e ∈ E(G) with e∩ ei 6=
/0 and e∩ e j 6= /0. The induced matching number im(G) of G is the maximum
cardinality of the induced matchings of G.
(3) A subset S ⊂V (G) is said to be an independent set of G if {xi,x j} 6∈ E(G) for all
xi,x j ∈ S.
Two disjoint edges e1,e2 in G are said to be gap if for any edge e ∈ E(G), e∩e1 = /0 or
e∩ e2 = /0. If G has no gap, G is called gap-free. G is gap-free if and only if im(G) = 1.
Definition 2.3. Let G = (V (G),E(G)) be a graph.
(1) G is called cycle if V (G) = {x1, . . . ,xn} and E(G) = {{xi,xi+1} : 1 ≤ i ≤ n,x1 =
xn+1}. Then n is called the length of cycle.
(2) G is called anticycle if the complement of G is cycle.
(3) G is called chordal graph if G has no induced cycle of length 4 or more.
(4) G is called co-chordal graph if Gc is chordal graph.
(5) G is called claw graph ifV (G)= {x1,x2,x3,x4},E(G)= {{x1,x2},{x1,x3},{x1,x4}}.
A graph without any induced claw is called a claw-free graph.
(6) G is called cricket graph if V (G) = {x1,x2,x3,x4,x5},
E(G) = {{x1,x2},{x1,x3},{x1,x4},{x1,x5},{x4,x5}}. A graph without any in-
duced cricket is called a cricket-free graph.
If G is a cricket-free graph then G is a claw-free graph.
Definition 2.4. Let G = (V (G),E(G)) be a graph and x ∈V (G).
(1) A subset NG(x) ⊂ V (G) is neighborhood of x if NG(x) = {y ∈ V (G) : {x,y} ∈
E(G)}.
(2) The degree of x is degG(x) = |NG(x)|.
Secondly, we note related known results.
Theorem 2.5. [7] Let G be a graph. The followings are equivalent:
• I(G) has a linear resolution. In other words, reg(I(G)) = 2.
• The complement of G is a chordal graph.
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This is the classical result by Fro¨berg in [7]. The following result is generalization of
the above by Herzog, Hibi and Zheng in [8].
Theorem 2.6. [8] Let G be a graph. The followings are equivalent:
• I(G) has a linear resolution. In other words, reg(I(G)) = 2.
• The complement of G is a chordal graph.
• Each power of I has a linear resolution. In other words, for any k≥ 1, reg
(
I(G)k
)
=
2k.
• I(G) has a linear quotient.
If Gc is a chordal graph, Gc has no induced cycle of length 4 or more, thus im(G) = 1.
In general, it is known that the regularity of edge ideal of G is bounded below by the
induced matching number of G, and above by the matching number.
Theorem 2.7. [10], [11] For any graph G, the following holds.
im(G)+1≤ reg(I(G))≤m(G)+1.
Moreover, the regularity of powers of edge ideals is bounded below by the im(G).
Theorem 2.8. [2] For any graph G and for all k ≥ 1, the following holds.
2k+ im(G)−1≤ reg(I(G)k).
The above implies that if there exists the integer k ≥ 1 such that I(G)k has a linear
resolution, then im(G) = 1. Conversely, if im(G) = 1, is there the integer k ≥ 1 such that
I(G)k has a linear resolution? It is an open problem. Conjecture 1.1 is the special and
important case. We know several results for Conjecture 1.1, in particular, the following is
well-known.
Theorem 2.9. [1] For any gap-free and cricket-free graph G and for all k≥ 2, reg(I(G))≤
3 and reg(I(G)k) = 2k, as a consequence, I(G)k has a linear minimal free resolution.
Finally, we introduce the S-suspension and prepare several lemmata to prove Theorem
3.3.
Definition 2.10. [9] Let G = (V (G),E(G)) be a graph and S ⊂ V (G) be an independent
set of G. The S-suspension of G, denoted by GS, is defined as follows:
(1) V (GS) =V (G)∪{xn+1}, where xn+1 is a new vertex.
(2) E(GS) = E(G)∪{{xi,xn+1} : xi 6∈ S}.
Lemma 2.11. [9] Let G = (V (G) = {x1, . . . ,xn},E(G)) be a graph and S ⊂ V (G) be an
independent set of G. Then one has
(1) im(GS) = im(G).
(2) reg(I(GS)) = reg(I(G)).
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Definition 2.12. [5] Let I,J, and K be monomial ideals such that G (I) is the disjoint
union of G (J) and G (K) where G (I) is the set of the minimal monomial generators of I.
I = J +K is a Betti splitting if
βi, j(I) = βi, j(J)+βi, j(K)+βi−1, j(J∩K)for all i ∈ N and (multi)degrees j.
If I = J +K is a Betti splitting then the followings are hold.
(1) reg(I) =max{reg(J), reg(K), reg(J∩K)−1}.
(2) pd(I) =max{pd(J),pd(K),pd(J∩K)+1}.
Lemma 2.13. [5] Let I be a monomial ideal in R, and suppose that J and K are monomial
ideals in R such that G (I) is the disjoint union of G (J) and G (K). If both J and K have
linear resolutions, then I = J +K is a Betti splitting.
Lemma 2.14. Let I ⊆ R be a monomial ideal, and let m be a monomial of degree d. Then
reg(I)≤max{reg(I : m)+d, reg(I,m)}.
Moreover, if m is a variable x appearing in I, then reg(I) is equal to one of these terms.
Lemma 2.15. [1] Let I and J be monomial ideals in R generated in degrees n1 and n2
respectively. Assume J ⊂ I and n1 < n2 and G (I) = {m1,m2, ...,mk}. We put
A = max{reg(J : m1)+n1},
B = max{reg((J,m1, ..,ml) : ml+1)+n1|1≤ l ≤ k−1},
C = reg(I).
Then reg(J)≤max{A,B,C}.
Theorem 2.16. [1] Let G be a graph and I = I(G), and G (In) = (L
(n)
1 , . . . ,L
(n)
m ). For all
1≤ k and for all j≤ k≤m−1, if (L
(n)
j : L
(n)
k+1) is not contained in (I
n+1 : L
(n)
k+1) then there
exists i ≤ k such that (L
(n)
i : L
(n)
k+1) is generated by a variable and (L
(n)
j : L
(n)
k+1) ⊆ (L
(n)
i :
L
(n)
k+1).
3. MAIN RESULT
In this section, we prove our main result Theorem 3.3. This is implied by Theorem 3.2.
Lemma 3.1. Let G be a graph and U be a vertex cover of G. Suppose G (I(G)k) =
{Lk1 , . . . ,Lkl}. Then (UI(G)
k : Lki) is generated by variables for all k ≥ 0 and kl ≥ i≥ 1.
Proof. This proof is based on the argument of Theorem 6.1 in [1]. We prove by induction
on k. If k = 0, then it is obviously. For all k ≥ 1 and kl ≥ i≥ 1, Li can be written as
Li = e1e2 · · ·ek, where e j ∈ E(G).
Let m be a minimal monomial generator of (UI(G)k : Lki) Now me1e2 · · ·ek is divisible by
a monomial f = u f1 f2 · · · fk, where f j ∈ E(G) and u ∈U . If deg(m) ≥ 2, there are i and
ei = pq such that f1 f2 · · · fk|me1 · · ·ei−1qei+1 · · ·ek.
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Without loss of generality, we may assume ei = e1. If q = u, then f1 · · · fk|me2 · · ·ek. If
q| f1 f2 · · · fk, we have f1 = p
′q. It follows that u f2 · · · fk divides me2 · · ·ek. If q ∤ u f1 · · · fk,
then u f1 · · · fk|me2 · · ·ek. Therefore u f2 · · · fk divides me2 · · ·ek. Hence for each case, m is
a variable by the assumption of induction. 
Theorem 3.2. Let G be a gap-free graph and S ⊂ V (G) be an independent set of G,
and GS be an S-suspension of G. If I(G)k has a linear resolution for all k ≥ 2, then
I(GS)k = I(G)k + JI(GS)k−1 is a Betti splitting, where J = (x0xi : xi /∈ S).
Proof. It is obvious that G (I(GS)k) is a disjoint union of G (I(G)k) and G (JI(GS)k−1).
By Lemma 2.13, we may only show that JI(GS)k−1 has a linear resolution. By Lemma
2.14 and (JI(GS)k−1 : x0) = (xi : xi /∈ S)I(G
S)k−1, JI(GS)k−1 has a linear resolution if and
only if (xi : xi /∈ S)I(G
S)k−1 has a linear resolution. We denote (xi : xi /∈ S)I(G
S)k−1 by
T . Suppose G (I(G)k−1) = {L1, . . . ,Lm}. Because S is an independent set of G, {xi : xi /∈
S} ⊂V (GS) is a vertex cover of GS. Hence I(G)k ⊂ T . By Theorem 2.16,
reg(T )≤max{reg((T : L j)+2(k−1), reg(I(G)
k−1)}.
According to Theorem 3.1, for all 1≤ j≤m, (T : L j) is generated by variables. It implies
that
reg(T )≤max{2k−1,2(k−1)}.
Therefore T has a linear resolution. 
Theorem 3.3. Let G be a gap-free graph and S ⊂V (G) be an independent set of G, and
GS be an S-suspension of G. If I(G)k has a linear resolution for all k≥ 2, then I(GS)k has
a linear resolution for all k ≥ 2.
Proof. By 3.2, if I(G)k∩JI(GS)k−1 has a linear resolution, I(GS)k has a linear resolution.
Because {xi : xi /∈ S} ⊂ V (G
S) is a vertex cover of GS, we have I(G)k ∩ JI(GS)k−1 =
x0I(G)
k. By Lemma 2.14, x0I(G)
k has a linear resolution. 
4. CONJECTURES
The following is known as a generalization of Conjecture 1.1.
Conjecture 4.1. Let G be a gap-free graph and I(G) its edge ideal. Suppose reg(I(G)) =
n. Is it true that I(G)s has a linear resolution for all s≥ n−1?
We can consider two conjectures for Conjecture 4.1 as well as 1.1.
Conjecture 4.2. Let G = (V (G),E(G)) be a gap-free graph and G′ be an (im, reg)-
invariant extension of G. If there exists an integer cG such that reg
(
I(G)k
)
= 2k for
all k ≥ cG, is it true that reg
(
I(G′)k
)
= 2k for all k ≥ cG ?
Conjecture 4.3. For all integers n ≥ 2, is there the family of graphs {G
(n)
i } such that
I(G
(n)
i )
k has a linear resolution for all k ≥ n− 1 and if G is a gap-free graph such that
reg(I(G)) = n, then G
(n)
i is an induced subgraph of G.
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If Conjecture 4.2 and Conjecture 4.3 hold, Conjecture 4.1 holds too. The proof is
similar to that of Theorem 1.5.
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