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Abstract
For some applications, numerical solutions of Poisson’s equation are neededwith a source term that is concentrated
on a small part of the computational domain. Uniform-grid Poisson solvers are inefﬁcient for these problems.
A grid adaptation procedure with nested grids is described here, that uses an existing uniform-grid solver for the
computation on each grid. The new aspect of this method is the error-based reﬁnement criterion that allows the
calculation of an upper bound for the total error. With this error bound, the solution can be computed up to any
desired accuracy. This computation is direct: the solution on each grid is computed only once, no iteration is needed.
Numerical results for two test problems show that the extra error caused by the nested-grid approach can indeed
be made arbitrarily small, if desired. Signiﬁcant reductions in CPU time, compared to solutions on uniform grids,
are found.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
For the numerical solution of Poisson’s equation, many solution techniques have been proposed. Some
of them are very fast in two dimensions, like the cyclic reduction method [1,4]; see also [2,5]. These
methods usually have one major disadvantage: they work only for uniform rectangular grids. But in
several applications, Poisson problems appear where the source term, the right-hand side of the equation,
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is only nonzero in a very small area. For this type of problems, much calculation can be saved by solving
the problem on an adapted grid that has ﬁne cells in the neighbourhood of the nonzero source and coarse
cells everywhere else. A disadvantage is that the fast solution algorithms cannot be used directly on these
grids.
In this paper, a nested-grid solution method is described that uses an existing fast Poisson solver for
the calculation of the potential on each grid. The method is direct: it does not require iteration. The new
aspect of this method is that a special reﬁnement criterion is chosen to deﬁne the location of the ﬁne grids.
The nature of this criterion allows an analysis of the error and the derivation of an approximate upper
bound for the total error. Using this error bound, solutions can be calculated for which the extra error,
caused by the use of the nested grid instead of a uniform ﬁne grid, is arbitrarily small.
The method is developed for the simulation of an electric discharge in a gas, where the only charges
appear in a small ionised channel [3]. But it can be used for any Poisson problem.
The paper starts with a description of the computational method (Section 2). The following section
gives the reﬁnement criterion and the derivation of the error bound. Numerical results in Section 4 conﬁrm
the accuracy of the method.
2. The method
With the method described here, the Poisson equation is solved on a series of nested grids. It is solved
ﬁrst on a very coarse grid that covers the entire computational domain. The accuracy of this solution is
probably good enough far away from the nonzero source term. Closer to the nonzero source, a new ﬁne
grid is placed and a new solution is calculated on this grid. The boundary conditions for this ﬁne grid are
interpolated from the coarse grid solution. On the ﬁne grid, an even ﬁner grid is placed etc.
This section describes the details of the computational method. The reﬁnement criterion is given in the
next section.
2.1. Poisson equation
We calculate the solution of Poisson’s equation in three dimensions with radial symmetry (so the
actual problem is two-dimensional, numerically), on a rectangular domain r = [0, rmax], z = [0, zmax].
Homogeneous Dirichlet boundary conditions are used:
= 1
r

r
(
r

r
)
+ 
2
z2
= f (r, z), r ∈ [0, rmax], z ∈ [0, zmax],
= 0, r = rmax, z= 0, z= zmax,

r
= 0, r = 0. (1)
The Neumann condition on r = 0 follows from symmetry conditions: a nonzero value of /r at r = 0
implies an inﬁnite value of  there, i.e., an inﬁnite source term f.
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Fig. 1. An example of nested grids.
Eq. (1) is discretised with a standard second-order accurate central ﬁnite-difference approximation.
i+1,j − 2i,j + i−1,j
r2
+ i+1,j − i−1,j
2ri,jr
+ i,j+1 − 2i,j + i,j−1
z2
= fi,j . (2)
This equation is solved on each uniform grid, with a cell-centred approach.
2.2. The grids
The discretised equation (2) is solved on a series of nested grids. The mesh width of the coarsest grid
and the maximum level of reﬁnementM are speciﬁed.We will call the grids l , with the level l ∈ [0,M].
The level of a grid indicates its mesh width, M means that a grid has the smallest mesh sizes in the
problem. These mesh sizes are denoted as r and z. The other grids have larger mesh widths:
rl = 2M−lr,
zl = 2M−lz, (3)
which means that one cell in l corresponds to four cells in l+1. There may be more than one grid on
each level, therefore the grids are denoted as l,k , l ∈ [0,M], k1 (see Fig. 1).1
2.3. Mapping of the source term
The input source term f is only given on a grid at the ﬁnest level M. If f = 0 on a large area, then
this grid does not even have to cover the entire computational domain. But to solve Eq. (2) on coarser
grids, a representation of the source on these coarse grids is needed. So the source is mapped from the
ﬁnest grid onto the coarser grids. This mapping is started on the ﬁnest level. The source in each cell on a
1 For brevity, the second subscript is not shown from now on, unless it is really needed.
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level l is found by averaging the sources in the four corresponding small cells on the ﬁner level l + 1.
f li,j =
1
4rli
(
rli−1/2
(
f l+12i−1,2j + f l+12i−1,2j−1
)
+ rli+1/2
(
f l+12i,2j + f l+12i,2j−1
))
,
l =M − 1, M − 2, . . . , 0. (4)
The weighting with r is needed because the problem is not truly two-dimensional, but three-dimensional
with radial symmetry.
On each level, the source mapping is calculated on the same area where the source on the ﬁnest grid
is given. But only the part that coincides with the grids l,k is used.
2.4. Calculation of solutions
The actual solutions l (or l,1, l,2, etc., if there are multiple grids on a level) are calculated with an
existing Poisson solver. Any uniform-grid Poisson solver can be used for this, the actual solution method
is not important for the procedure described here. The only question is, how the boundary conditions for
these solutions are chosen. This procedure is the same for one or multiple grids on a level, we show it for
a single grid on a level, l .
When the grid boundary l lies on the boundary of the entire domain, the boundary conditions from
Eq. (1) are used. But when the grid l covers a smaller area than the entire domain, boundary conditions
for this grid are set with an interpolation P ll−1 from the solution on the underlying coarse grid l−1. We
specify that the solution on the boundary of l is equal to the solution on l−1, at the same location. So
the boundary conditions are of the inhomogeneous Dirichlet type,
l = P ll−1l−1 on l . (5)
For the interpolation, a third-order accurate quadratic formula is used, based on a nine-point stencil
(Fig. 2). The indices l−1 on r, z and  are dropped.
(r, z)= i,j + a1(r − ri,j )+ a2(z− zi,j )
+ a3(r − ri,j )2 + a4(r − ri,j )(z− zi,j )+ a5(z− zi,j )2. (6)
Equations for the ﬁve coefﬁcients a1 . . . a5 are derived by applying a least-squares ﬁt of Eq. (6) to the
l−1 in the nine stencil points:
a1 = 16rl−1 (−i−1,j−1 + i+1,j−1 − i−1,j + i+1,j − i−1,j+1 + i+1,j+1),
a2 = 16zl−1 (−i−1,j−1 − i,j−1 − i+1,j−1 + i−1,j+1 + i,j+1 + i+1,j+1),
a3 = 110(rl−1)2 (i−1,j−1 − 2i,j−1 + i+1,j−1 + 3i−1,j − 6i,j + 3i+1,j
+ i−1,j+1 − 2i,j+1 + i+1,j+1),
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Fig. 2. Stencil for the third-order accurate interpolation. The ﬁne grid, for which the boundary values are calculated, is shown
dashed. The boundary points are marked ×.
a4 = 14rl−1zl−1 (i−1,j−1 − i+1,j−1 − i−1,j+1 + i+1,j+1),
a5 = 110(zl−1)2 (i−1,j−1 + 3i,j−1 + i+1,j−1 − 2i−1,j − 6i,j − 2i+1,j
+ i−1,j+1 + 3i,j+1 + i+1,j+1). (7)
The value at the boundary is found by substituting the coordinates of the boundary points (marked as
× in Fig. 2) in Eq. (6). The stencil, as in Fig. 2, has some spatial bias toward the smooth (not reﬁned)
region.
3. Reﬁnement criterion and error control
The key element of the current method is its choice of reﬁnement criterion.With the criterion presented
here, the solution can be calculated to a chosen accuracy in one coarse-to-ﬁne grid cycle, without iteration.
This section describes the criterion and derives an error bound.
3.1. Deﬁning new grids
The two coarsest grids always ﬁll the entire computational domain. But for all ﬁner grids, smaller
domains can be chosen. This is essential for the method, as the need to calculate only a small area on the
ﬁnest grid makes it fast.
The area where a ﬁner grid l+1 is placed, is determined from the solution on the next coarsest grid l .
This solution is compared with a potential ¯l that satisﬁes the exact Poisson equation on l , but uses the
same boundary conditions as l (Eq. (5)). If these boundary conditions already contain an error, then ¯l
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is not equal to the exact solution on the entire domain.
¯
l = f in l ,
¯
l = Pl−1l−1 on l , (8)
wherePl−1 is an interpolation operator from the discrete solution onl−1 to the continuum.The difference
between ¯l and l is the error in the solution on l only, the error per grid gl :
gli,j ≡ ¯l(rli , zlj )− li,j . (9)
When the error per grid is known, all cells in l are determined where |gli,j | for a small parameter 
and l+1 is deﬁned as the smallest rectangle that can be ﬁtted around those cells. When several groups
of cells with |g| lie far apart, then more than one grid l,k can be chosen.
To deﬁne newgrids, an estimate of gli,j on the coarse grid is needed.This estimate is found by comparing
the solutionl with an interpolationP ll−1 of the solution on the underlying gridl−1 to the domainl . The
boundary values for l−1 are the same as for l , since these were interpolated from l−1. Discretisation
(2) is second-order accurate, which means that the error in l is approximately four times smaller than
in l−1. Therefore, if the interpolation errors are negligible,
gli,j = ¯l
(
rli , z
l
j
)
− li,j ≈ 14
(
¯
l
(
rli , z
l
j
)
−
(
P ll−1
l−1)
i,j
)
,
and hence
gli,j ≈ 13
(
li,j −
(
P ll−1
l−1)
i,j
)
. (10)
For the interpolation, the third-order accurate Eq. (6) is used. Pl−1, the interpolation operator from the
gridl−1 to the continuum, is the continuous Eq. (6) itself. The interpolation P ll−1, tol , is the evaluation
of that equation in the points (rli , z
l
j ).
This operator makes the interpolation errors small, compared to the second-order discretisation errors
in the Poisson equation, if the input l−1 is sufﬁciently smooth: function (6) is only third-order accurate
when l−1 is the representation of a function that has bounded derivatives up to third order. Since l−1
is a solution of Poisson’s equation, this is only true when the source term is continuous. In practice,
discontinuous source terms may appear, but a discontinuity in the source term nearly always requires
a solution on the ﬁnest possible grid (see Section 4). So in all areas where the interpolation is really
needed (the grid boundaries and the areas where the error estimate is low enough not to require maximum
reﬁnement), the source term may be assumed continuous and the interpolation is indeed third-order
accurate.
3.2. Error bound
The choice for the size of the ﬁne grids, given in the previous section, allows the estimation of an upper
bound for the total error in the solution . We ﬁnd this error bound by splitting the error on a grid l
in a component caused by the calculation on the grid itself and a component, caused by the error on the
underlying grids.
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The total error e is deﬁned as
eli,j ≡ 
(
rli , z
l
j
)
− li,j . (11)
Let us study this error on one grid l . Using the deﬁnition of the error per grid gl (Eq. (9)), the total error
is
eli,j = gli,j + 
(
rli , z
l
j
)
− ¯l
(
rli , z
l
j
)
. (12)
The potentials  and ¯l satisfy Poisson’s equation with the same source term on l . Their only difference
lies in the boundary conditions:

(
− ¯l
)
= 0 in l ,
− ¯l = − Pl−1l−1 on l . (13)
In other words, the difference of  and ¯l satisﬁes Laplace’s equation on l . Therefore, the maximum
principle is valid here:
max
l
|− ¯l| max
l
|− ¯l|. (14)
Using Eqs. (9) and (13), the right-hand term can be written as
max
l
∣∣∣− ¯l∣∣∣= max
l
∣∣∣− Pl−1l−1i,j
∣∣∣
= max
l
∣∣∣− Pl−1
(
¯
l−1 (
rl−1i , z
l−1
j
)
− gl−1i,j
)∣∣∣
 max
l
∣∣∣Pl−1gl−1i,j
∣∣∣+max
l
∣∣∣− Pl−1¯l−1
(
rl−1i , z
l−1
j
)∣∣∣ . (15)
Ifweneglect interpolation errors and the fact thatmax |Pl−1gl−1i,j | max |gl−1i,j |, (the discrete-to-continuous
interpolationmay overshoot, but this effect is small), then the operatorsPl−1 disappear from this equation.
The second term reduces to maxl |− ¯l−1|, which can be bounded with the maximum principle (14),
since l lies inside the domain covered by l−1:
max
l
∣∣∣− ¯l∣∣∣  max
l
|gl−1| + max
l−1
∣∣∣− ¯l−1∣∣∣ . (16)
Until now, the analysis is valid for any choice of location of the grids. But from the deﬁnition of the
reﬁnement criterion used here, described in Section 3.1, it is certain that maxl |gl−1|. Substituting
this in Eq. (16) yields
max
l
∣∣∣− ¯l∣∣∣ + max
l−1
∣∣∣− ¯l−1∣∣∣ . (17)
The grid 1 always covers the entire domain, so it has no error on its boundaries. This allows expansion
of the recurrence relation (17). Substitution in (14) and (12) gives an upper bound for the total error el ,∣∣∣eli,j
∣∣∣  ∣∣∣gli,j
∣∣∣+ (l − 1). (18)
8 J. Wackers / Journal of Computational and Applied Mathematics 180 (2005) 1–12
Fig. 3. Solution (a) and error (b) for 64× 64 cell problem, on a uniform 64× 64 cell grid. The error is estimated by subtracting
the solution from the restriction of a solution on a 512× 512 cell grid. The peak extends to −4 · 10−5.
This is a very interesting result, as it shows that the extra error, that is passed on from coarser grids, can
be made as small as desired by choosing  low enough. For this derivation to hold, the interpolation errors
must be small, which is why the third-order accurate interpolation (6) is important.
4. Numerical results
In this section, numerical results are given for the algorithm described in the previous sections. The
algorithm is implemented in a Fortran 90 programme. For the actual solution of the Poisson equation, the
subroutine Hstcyl from the library FISHPAK [6] is used. All calculations are performed on a SUN E250
workstation.
Results are shown for two test problems. The ﬁrst is a 64 × 64 cell problem with a unit source in four
cells. The second problem is a representative charge distribution in a discharge streamer. CPU times for
this problem are measured and compared with the solution on a uniform ﬁne grid.
4.1. A point source on a square
The ﬁrst test case is a small problem, with 64× 64 cells on a uniform ﬁne grid. WithM = 3, this gives
a coarsest grid of 8× 8 cells. The source is zero, except for four cells i,j , i ∈ [4, 5], j ∈ [32, 33], where
the source is 1.
The solutions are compared here with a solution on a ﬁne, uniform grid. This solution is shown in
Fig. 3, together with an estimation of the total error. The solution shows a smooth peak around the unit
source, the error is also concentrated in the area around the source. This error has sharp peaks, because
it is proportional to the third and fourth derivative of the solution. The maximum error is of O(10−5), the
error away from the source is of O(10−6). Since the error is concentrated around the source, gM in Eq.
(18), for reﬁned grids, has almost the same magnitude as this error, independent of the size of the smallest
reﬁned grid.
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Fig. 4. Grids and errors for 64 × 64 cell problem. The error indicated is the difference with the solution on a uniform 64 × 64
grid, i.e., the extra error caused by the multiple grids. (a) = 10−5, (b) = 10−6, (c) = 10−7.
Solutions on nested grids are computed for three settings of : 10−5, 10−6 and 10−7. Fig. 4 shows the
grids for these solutions (only the grids for level 1–3 can be seen, but the level 0 grid lies in the same
location as the level 1 grid) and the difference of the nested-grid solution with the uniform solution.
This difference is a combination of a global error pattern with local peaks. These peaks are the errors
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Fig. 5. Realistic streamer. The charge f (left) and the potential  (right).
in the interpolation from the coarse l to the ﬁne grid. The total difference must be comparable in size
with (M − 1) in Eq. (18): it decreases linearly with  indeed. Therefore, we can make the extra errors
arbitrarily small by choosing  low enough, albeit at the cost of more computation time (larger grids).
4.2. A realistic streamer
The results from the previous test problem are conﬁrmed by a computation of the potential caused by
the charge in an electric discharge, with a negative head and a positive tail (Fig. 5). The time-dependent
simulation of an electric discharge requires the solution of a Poisson problem for every time step, so a
fast solution method is essential [3]. The net charge is zero. The basic ﬁne grid has 512× 1024 cells and
M = 7. Again, three settings for  are used: 10−1, 10−2 and 10−3.
The grids are shown in Fig. 6a. Note how the ﬁnest levels have two grids for the high , one in the head
and one in the tail of the streamer. The difference between the nested-grid solution and the uniform-grid
solution is given in Fig. 6b. Also for this more complex charge distribution, the extra error scales linearly
with . The uniform-grid error is of O(5 · 10−2), estimated by comparing the 1024× 512 solution with a
solution on a 512×256 cell grid. So for =10−2, the extra error is about the same size as the uniform-grid
error. For = 10−3, the extra error is an order of magnitude smaller.
CPU times for the computation of the potential are shown in Table 1. As expected from the size of the
grids, the computation time changes much with . The CPU time is reduced between four and 20 times,
compared with the uniform-grid computation.
From these two examples, we see that the actual extra error is usually about equal to . Therefore, a
practical choice for  would be somewhere between the order of magnitude of the error on a uniform grid
and one order smaller. In the latter case, the contribution of the nested-grid approach to the total error is
small. An even smaller value for  has no practical use, but only increases the computation time.
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Fig. 6. Realistic streamer. Grids (a) and extra error (b) in  for = 10−1 (left), = 10−2 (middle) and = 10−3 (right).
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Table 1
Realistic streamer, CPU times for the solution with three values of 
 CPU time (s) % of unif.
Uniform grid 0.960
10−1 0.052 5.4
10−2 0.113 11.8
10−3 0.258 26.9
5. Conclusion
A solver for Poisson’s equation is described that combines the speed of a direct solver with nested
grids. The reﬁnement criterion chosen, with the accompanying error analysis, keeps the error below a
predeﬁned error bound. Results from two test problems conﬁrm this.
When a Poisson problem is solved that has a source term, concentrated on a part of the computational
domain, the current solver gives a signiﬁcant decrease in computation time, compared to a uniform-grid
solver. This makes the method interesting for any type of Poisson problem with concentrated source
terms.
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