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In this paper, we consider the following elliptic equation
div
(
A
(|x|)∇u)+ B(|x|)up = 0 in Rn, (0.1)
where p > 1, n  3, A(|x|) > 0 is differentiable in Rn \ {0} and
B(|x|) is a given nonnegative Hölder continuous function in Rn \
{0}. The asymptotic behavior at inﬁnity and structure of separation
property of positive radial solutions with different initial data
for (0.1) are discussed. Moreover, the existence and separation
property of inﬁnitely many positive solutions for Hardy equation
and an equation related to Caffarelli–Kohn–Nirenberg inequality
are obtained respectively, as special cases.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study the elliptic equation
{
div
(
A
(|x|)∇u)+ B(|x|)up = 0 in Rn,
u > 0 in Rn,
(1.1)
where p > 1, n 3, A(|x|) and B(|x|) are given functions.
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482 Y. Deng et al. / J. Differential Equations 253 (2012) 481–501Eq. (1.1) arises from both physics and geometry. When B ≡ 1 and A(|x|) ≡ 1, Eq. (1.1) is known as
Lane–Emden equation, sometimes it is also referred to as the Emden–Fowler equation in astrophysics.
In this context, u corresponds to the density of a single star. When B ≡ |x|l and A(|x|) ≡ 1, Eq. (1.1)
is called the Henon equation which is a model for rotating stellar systems. When p = n+2n−2 , n 3 and
A(|x|) ≡ 1, Eq. (1.1) is called the conformal scalar curvature equation in Rn . For a detailed overview on
(1.1) with A(|x|) ≡ 1, we refer readers to the survey paper [21]. For the physical reasons, the positive
radial solutions of (1.1) are of particularly interest. When A(|x|) = A(r), B(|x|) = B(r), where r = |x|,
Eq. (1.1) then can be reduced to
(
a(r)u′
)′ + b(r)up = 0, u > 0 in (0,∞), (1.2)
where a(r) = rn−1A(r) and b(r) = rn−1B(r).
Throughout the rest of this paper, we always assume that A(r) > 0 is differentiable in (0,∞) and
B(r) is a nonnegative Hölder continuous function in (0,∞). Then (1.1) can also be simpliﬁed to the
following:
u′′ + 1
r
[
n − 1+ r A
′(r)
A(r)
]
u′ + B(r)
A(r)
up = 0, u > 0 in (0,∞). (1.3)
We consider the positive solution of (1.2) satisfying the initial value conditions
u(0) = α, lim
r→0a(r)u
′(r) = 0. (1.4)
Firstly, we introduce the following assumptions on A(r) and B(r):
(A0) limr→0 r A′(r)/A(r) = h0;
(A1) A(r) Crν for some constant C > 0, ν > 2− n if r is large;
(A2) r A′(r)/A(r) is nondecreasing in (0,∞) and differentiable for large r;
(A∞) limr→∞ r A′(r)/A(r) = h∞;
(B1) B(r) Crl for some constant C > 0 and l − ν > −2 if r is large;
(AB0) limr→0 rν−l B(r)/A(r) = k0 > 0;
(AB1) n − 2− 2m(p, l − ν) + h∞ > 0, where m(p, l − ν) is deﬁned by (1.6);
(AB2) rν−l B(r)/A(r) is nonincreasing in (0,∞) and differentiable for large r;
(AB∞) limr→∞ rν−l B(r)/A(r) = k∞ > 0.
Recently, Garcia et al. [15] consider the structure of radial solutions of a homogeneous p-Laplacian
equation, which, for p = 2, can be simpliﬁed to the following problem:
{(
a(r)u′
)′ + b(r)(u+)p = 0 in (0,∞),
u(0) = α, lim
r→0a(r)u
′(r) = 0, (1.5)
where a(r) = rn−1A(r) and b(r) = rn−1B(r). Denote:
ξ(r) =
∞∫
r
a−1(s)ds, ζ(r) =
r∫
0
b(s)ds, m(r) = 2 b(r)ξ(r)
ζ(r)|ξ ′(r)| .
They introduced the following deﬁnition (similar to that in [17]):
A solution of (1.5) is called a slowly decaying solution for α > 0 if limr→∞ u(r)/ξ(r) = ∞ (i.e.,
limr→∞ u(r)rn−2 = ∞ when A(r) ≡ 1) and a fastly decaying solution if limr→∞ u(r)/ξ(r) = C ∈ (0,∞).
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Theorem 1.3(ii) in [15]) if a(r), b(r) satisfy the following assumption:
(H): b(r) ∈ L1(0,1), (a(r))−1 ∈ L1(1,∞), (a(r))−1ζ(r) ∈ L1(0,1) and supr∈(0,∞)m(r)  p + 1 with
m(r) 	≡ p + 1.
Remark 1.1. Under the assumption (H), Proposition A.2 in [15] tells us that the problem (1.2) has
a unique solution deﬁned on [0,∞) satisfying (1.4) for each α > 0. Henceforth, we will denote this
solution by uα(r), when it is necessary to indicate the dependence of the solution on the initial
condition.
Remark 1.2. Under the assumptions (A1), (B1), (AB1), (A∞) and (AB∞), we can verify that the as-
sumption (H) holds only if supr0m(r)  p + 1 with m(r) 	≡ p + 1. By Theorem 1.3(ii) in [15], we
know that when supr0m(r) p + 1 with m(r) 	≡ p + 1, the solutions of (1.2), (1.4) are slowly decay-
ing positive solutions.
Denote
m(p, λ) = (2+ λ)/(p − 1),
L(n, p, λ,γ ) = {m(p, λ)[n − 2−m(p, λ) + γ ]}1/(p−1),
b0 = n − 2− 2m(p, l),
B0(p, λ) = [p − 1]m(p, λ)
[
n − 2−m(p, λ)],
c0 = B0(p, l − ν) + (p − 1)m(p, l − ν)h∞,
g0 = n − 2− 2m(p, l − ν) + h0,
g∞ = n − 2− 2m(p, l − ν) + h∞,
(n, l,σ ,λ) = (n + σ + l)2 − (n + σ − 2)2 + 4(2+ l)(λ − σ),
N∗ = 6+ 2l + 2
√(
(2+ l)2 + (2+ l)(λ − σ)),
pc(n, l,σ ,λ) =
{
(n+σ−2)2−2(2+l)[n+σ+l+2(λ−σ )]+2(l+2)√(n,l,σ ,λ)
(n+σ−2)(n+σ−10−4l)−4(2+l)(λ−σ ) if n + σ > N∗,
∞ if 3 n + σ  N∗.
(1.6)
In particular,
pc(n, l, λ,λ) =
{
(n+λ−2)2−2(2+l)(n+λ+l)+2(l+2)√(n,l,λ,λ)
(n+λ−2)(n+λ−10−4l) if n + λ > 10+ 4l,
∞ if 3 n + λ 10+ 4l.
(1.7)
For A(r) ≡ 1, many authors studied the following equation
u′′ + n − 1
r
u′ + B(r)up = 0, r > 0. (1.8)
Usually, the hypotheses on B(r) are divided into two cases: the fast decay case and the slow decay
case. For the fast decay case, we refer to [12,18,20,22] for the results on Eq. (1.8), and for the slow
decay case, i.e., B(r)  Crl for some l > −2 and r large, we refer to [1,2,4,13,14,16,19,23]. In partic-
ular, the separation property of the positive solutions was ﬁrst stated, proved in the paper [23] and
hereafter many mathematicians discussed the separation property of the positive solutions for (1.8).
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β > α > 0, while when n+2+2ln−2 < p < pc(n, l,0,0), uβ and uα will intersect inﬁnitely many times un-
der some assumptions on B(r). For the existence and separation property of the positive solutions for
inhomogeneous equation, we refer the readers to [3,5,6,9–11,17] etc.
In this paper, we establish the following two theorems:
Theorem1.1. Suppose that A(r) and B(r) satisfy (A1), (A2), (A∞), (B1), (AB1), (AB2) and (AB∞) respectively.
Let u be a slowly decaying positive solution of (1.2), (1.4), then
lim
r→∞ r
m(p,l−ν)u(r) = L(n, p, l − ν,h∞)/k1/(p−1)∞ .
Theorem1.2. Suppose that A(r) and B(r) satisfy (A0), (A1), (A2), (A∞), (B1), (AB0), (AB1), (AB2) and (AB∞)
respectively. Let uα(r) and uβ(r) be two slowly decaying positive solutions of (1.2), (1.4)with 0 < α < β . Then
(i) when p  pc(n, l − ν,h0,h∞), uα(r) and uβ(r) cannot intersect each other, i.e., uα(r) < uβ(r);
(ii) when p < pc(n, l − ν,h∞,h∞), uα(r) and uβ(r) will intersect inﬁnitely many times.
Remark 1.3. Under the assumptions of Theorem 1.2, it is easy to see when h0 > h∞ that pc(n, l −
ν,h0,h∞) > pc(n, l − ν,h∞,h∞).
Remark 1.4. A very important purpose of studying the separation property of positive radial solutions
for problem (1.2), (1.4) is to study the stability of the positive radial steady state for the corresponding
parabolic Cauchy problem. For the typical results in this aspect, we refer the reader to articles [14,23].
For the case when A(|x|) = |x|ν , B(|x|) = |x|l , the problem (1.1) can be reduced to
{
div
(|x|ν∇u)+ |x|lup = 0 in Rn,
u > 0.
(1.9)
In this case, m(r) = 2(n+l)n−2+ν is the critical exponent. It is easy to verify that the assumptions of The-
orem 1.2 and assumption (H) hold naturally if ν > 2 − n, 2 + l − ν > 0 and p > n+2+2l−νn−2+ν , and the
solution of (1.9) with u(0) = α and limr→0 a(r)u′(r) = limr→0 rn−1+νu′(r) = 0 exists. Then we have
the following corollary:
Corollary 1.3. Let A(r) = rν for some ν > 2 − n, B(r) = rl for some l > ν − 2 and p > n+2+2l−νn−2+ν . Then, all
solutions of (1.9) are slowly decaying solutions and satisfy
lim
r→∞ r
m(p,l−ν)u(r) = L(n, p, l − ν,ν).
Moreover, we have
(i) when p > pc(n, l − ν,ν, ν), uα(r) and uβ(r) cannot intersect each other, i.e., uα(r) < uβ(r) for 0 <
α < β;
(ii) when n+2+2l−νn−2+ν < p < pc(n, l − ν,ν, ν), uα(r) and uβ(r) will intersect inﬁnitely many times.
As an application of Corollary 1.3, we consider the positive solutions of Hardy equation which
relates to the Hardy inequality as following:
−u − μ u
2
= |x|δup in Rn \ {0}. (1.10)|x|
Y. Deng et al. / J. Differential Equations 253 (2012) 481–501 485Let
v(x) = |x|θu(x), θ = n − 2
2
−
√(
n − 2
2
)2
− μ.
Then Eq. (1.10) can be reduced to the following:
−div(|x|θ¯∇v)= |x|l¯ v p in Rn (1.11)
where θ¯ = −2θ and l¯ = δ − θ(p + 1). For (1.11), we also study the radial solution, thus Corollary 1.3
can be applied. Denote by uϑ (r) the solution of (1.10) with
lim
r→0 r
θu(r) = ϑ, lim
r→0 r
n−1−2θ (rθu(r))′ = 0.
Then, we have the following corollary:
Corollary 1.4. Let δ > −2, μ < (n−2)24 and
n + 2+ 2δ
n − 2 < p <
n + 2+ 2δ
n − 2 +
(2+ δ)√(n − 2)2 − 4μ
(n − 2)θ . (1.12)
Then, for every ϑ > 0, there exists a solution uϑ (r) > 0 of (1.10) such that
lim
r→0 r
θuϑ(r) = ϑ, lim
r→0 r
n−1−2θ (rθuϑ(r))′ = 0
and
lim
r→∞ r
2+δ
p−1 uϑ(r) = L
(
n, p, δ − (p − 1)θ,−2θ).
Moreover, let uϑ and u be the solutions of (1.10) with initial value
lim
r→0 r
θuϑ(r) = ϑ, lim
r→0 r
n−1−2θ (rθuϑ(r))′ = 0
and
lim
r→0 r
θu(r) = , lim
r→0 r
n−1−2θ (rθu(r))′ = 0
respectively. Then there exists a p∗c ∈ (n+2+2δn−2 , n+2+2δn−2 + (2+δ)
√
(n−2)2−4μ
(n−2)θ ) such that
(i) when p∗c < p < n+2+2δn−2 + (2+δ)
√
(n−2)2−4μ
(n−2)θ , uϑ (r) and u(r) cannot intersect each other, i.e., uϑ (r) <
u(r) for 0 < ϑ < ;
(ii) when n+2+2δn−2 < p < p
∗
c , uϑ (r) and u(r) will intersect inﬁnitely many times.
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known Caffarelli–Kohn–Nirenberg inequality (see [7,8] and the references therein) as follows:
−div(|x|−2a∇u)− μ u|x|2(a+1) = u
p
|x|b2∗ in R
n \ {0}, (1.13)
where
0μ <
(
n − 2
2
− a
)2
, 0 a < n − 2
2
, a b < a + 1 and 2∗ = 2n
n − 2+ 2(b − a) . (1.14)
Let v(x) = |x|γ u(x), then it is easy to verify that v(x) solves
−div(|x|−2(a+γ )∇v)= vp|x|b2∗+γ (p+1) in Rn, (1.15)
where γ = n−22 − a −
√
(n−22 − a)2 − μ.
Using Corollary 1.3, we obtain the following corollary:
Corollary 1.5. Let (1.14) hold and
n + 2− 2(b − a)
n − 2+ 2(b − a) < p <
n + 2− 2(b − a)
n − 2+ 2(b − a) +
2(1+ a − b)√(n − 2− 2a)2 − 4μ
γ (n − 2+ 2(b − a)) . (1.16)
Then for every α > 0, there exists a solution uα(r) > 0 of (1.13) such that
lim
r→0 r
γ uα(r) = α, lim
r→0 r
n−1−2(a+γ )(rγ uα(r))′ = 0
and
lim
r→∞ r
n+2a−b2∗
p−1 uα(r) = L
(
n, p,2a − b2∗ − γ (p − 1),−2(a + γ )).
Moreover, denote by uα and uβ the solutions of (1.13) with initial value
lim
r→0 r
γ uα(r) = α, lim
r→0 r
n−1−2(a+γ )(rγ uα(r))′ = 0
and
lim
r→0 r
γ uβ(r) = β, lim
r→0 r
n−1−2(a+γ )(rγ uβ(r))′ = 0
respectively. Then there exists a p∗∗c ∈ (n+2−2(b−a)n−2+2(b−a) , n+2−2(b−a)n−2+2(b−a) + 2(1+a−b)
√
(n−2−2a)2−4μ
γ (n−2+2(b−a)) ) such that
(i) when p∗∗c < p <
n+2−2(b−a)
n−2+2(b−a) + 2(1+a−b)
√
(n−2−2a)2−4μ
γ (n−2+2(b−a)) , uα(r) and uβ(r) cannot intersect each other, i.e.,
uα(r) < uβ(r) for 0 < α < β;
(ii) when n+2−2(b−a)n−2+2(b−a) < p < p
∗∗
c , uα(r) and uβ(r) will intersect inﬁnitely many times.
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is important to the proof of Theorem 1.2. In Section 3, we prove Theorem 1.2. In the last section, we
prove Corollaries 1.4 and 1.5.
2. Preliminary and proof of Theorem 1.1
In this section, we will prove Theorem 1.1 and give an estimate of the solutions of Eq. (1.3), which
is crucial to the proof of Theorem 1.2.
Lemma 2.1. Let (A1) hold. Suppose u is a positive solution of (1.2) with limr→0+ a(r)u′(r) = 0, then u′  0
for r > 0 and
u(r) Cr−(n−2+ν) for large r and some constant C > 0.
Proof. It is clear that (a(r)u′)′  0 and then a(r)u′  0 by using the initial condition at 0. It follows
that
a(r)u′  a(1)u′(1) for r > 1
and hence
−u′(r) −A(1)u
′(1)
A(r)rn−1
for r > 1.
Then, u(r)  [−A(1)u′(1)] ∫∞r A(s)−1s−(n−1)ds for r > 1. By (A1), A(r)  Crν for large r, we have
u(r) Cr−(n−2+ν) for large r and some constant C > 0. 
Lemma 2.2. Let (A1) and (B1) hold and u be a solution of (1.2) with limr→0+ a(r)u′(r) = 0, then
u(r) Cr−
2+l−ν
p−1 for large r and some constant C > 0.
Proof. Integrating (1.2) over (0, R) we have that
R∫
0
b(r)up dr = −A(R)u′(R)Rn−1ωn. (2.1)
By (B1) and Lemma 2.1 we have that
R∫
0
b(r)up dr  Cup(R)Rn+l for large R. (2.2)
It follows from (2.1) and (2.2) that
−u′(r) Cr
1+lup(r)
for large r,
A(r)
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−u′(r)
up
 Cr(1+l−ν) for large r (2.3)
because of (A1). Now integrating (2.3) from 0 to ∞, we have that
− 1
1− p
(
u1−p(r) − u1−p(0)) Cr2+l−ν for large r,
where 2+ l − ν > 0. It follows from the above inequality that
u(r) Cr−
2+l−ν
p−1 for large r,
which completes the proof. 
Combining Lemmas 2.1 and 2.2, we can easily deduce the following theorem:
Theorem 2.1. Let (A1) and (B1) hold, p > n+ln−2+ν . Suppose u is a positive solution of (1.2) with
limr→0+ a(r)u′(r) = 0, then
C1r
−(n−2+ν)  u(r) C2r−
2+l−ν
p−1
for large r and some constant C1 > 0 and C2 > 0.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let m =m(p, l − ν), v(t) = rmu(r), t = log r, A′r(et) = A′(et). Then, by (1.3), we
have
v ′′(t) + g(t)v ′(t) − L(t)p−1v + k(t)vp = 0, (2.4)
where g(t) = (n − 2 − 2m) + h(t), L(t) = {m[(n − 2 − m) + h(t)]}1/(p−1) , h(t) = et A′(et )A(et ) and k(t) =
e(ν−l)t B(e
t )
A(et ) . Multiplying by v
′ , integrating the both hand sides of (2.4) from T to t for large T and
denoting
E(t) = (v
′(t))2
2
− 1
2
L(t)p−1v2(t) + 1
p + 1k(t)v
p+1(t),
we have
E(t) +
t∫
T
g(s)
(
v ′(s)
)2
ds −m
t∫
T
h(s)v(s)v ′(s)ds + m
2
h(t)v2(t)
+
t∫
k(s)vp(s)v ′(s)ds − 1
p + 1k(t)v
p+1(t) = 1
2
(
v ′(T )
)2
. (2.5)T
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−m
t∫
T
h(s)v(s)v ′(s)ds + m
2
h(t)v2(t) − m
2
h(T )v2(T ) = m
2
t∫
T
h′(s)v2 ds 0 (2.6)
and
t∫
T
k(s)vp(s)v ′(s)ds − 1
p + 1k(t)v
p+1(t) + 1
p + 1k(T )v
p+1(T )
= − 1
p + 1
t∫
T
k′(s)vp+1(s)ds 0. (2.7)
Thus we have
E(t) +
t∫
T
g(s)
(
v ′(s)
)2
ds 1
2
(
v ′(T )
)2 − m
2
h(T )v2(T ) + 1
p + 1k(T )v
p+1(T ) ≡ C(T ). (2.8)
In the following, we show that limt→∞ v(t) exists. In fact, by Theorem 2.1, we deduce that v(t) is
bounded at ∞. Suppose on the contrary that
0 α = lim inf
t→+∞ v(t) < limsupt→+∞
v(t) = β < ∞.
Then, there exist two sequences {ηi} and {ξi}, satisfying ηi < ξi < ηi+1, i = 1,2, . . . , going to +∞ as
i → ∞ such that {ηi} and {ξi} are local minima and local maxima of v respectively. Since E(ηi) is
bounded, it follows from (2.8) that
ηi∫
T
g(s)
(
v ′(s)
)2
ds C(T ) − E(ηi) C < ∞.
Letting i → ∞ we have that
∞∫
T
g(s)
(
v ′(s)
)2
ds < ∞. (2.9)
By assumption (AB1), we can take T large enough such that n− 2− 2m+ inft∈(T , ∞) h(t) > 0, we have
that
∞∫
T
(
v ′(s)
)2
ds < ∞. (2.10)
On the other hand, from (2.6), (2.7) and the assumptions (A∞), (AB∞) we can deduce that the
limits
490 Y. Deng et al. / J. Differential Equations 253 (2012) 481–501lim
t→∞
[
−m
t∫
T
h(s)v(s)v ′(s)ds + m
2
h(t)v2(t)
]
and
lim
t→∞
[ t∫
T
k(s)vp(s)v ′(s)ds − 1
p + 1k(t)v
p+1(t)
]
exist. It follows from (2.5) and (29) that E∞ = limt→∞ E(t) exists, which in turn implies from the
deﬁnition of E(t) and (2.4), that both v ′ and v ′′ are bounded.
Denote
H(v) = −1
2
Lp−1∞ v2 + 1p + 1k∞v
p+1,
where limt→∞ L(t) = L∞ and limt→∞ k(t) = k∞ . Since
lim
i→∞
E(ηi) = H(α) = E∞ = H(β) = lim
i→∞
E(ξi),
we may choose α < γ < β and ti ∈ (ηi, ξi) such that v(ti) = γ , dH/dv(γ ) = 0 and H(γ ) 	= E∞ .
We claim that v ′(ti) → 0 as i → ∞. Otherwise, suppose that there exist ε > 0 and a subsequence
{tik } of {ti} such that |v ′(t j)|  ε for each t j ∈ {tik }. By the boundedness of v ′′ and the mean value
theorem, there exists δ > 0 such that |v ′(t)|  12ε for t ∈ [t j − δ, t j + δ], which contradicts (2.10).
Hence we have
lim
i→∞
E(ti) = lim
i→∞
H
(
v(ti)
)= H(γ ) = H(α) = H(β)
which is impossible unless α = β = γ .
Therefore, limt→∞ v(t) = v∞ exists and hence limt→∞ v ′(t) = 0, limt→∞ v ′′(t) = 0. By (2.4), we
have
lim
t→∞ v(t) =
[
m(n − 2−m + h∞)
k∞
]1/(p−1)
= L(n, p, l − ν,h∞)/k1/(p−1)∞ ,
which completes the proof. 
Lemma 2.3. Suppose that A(r) and B(r) satisfy (A0), (A1), (A2), (A∞), (B1), (AB0), (AB1), (AB2) and (AB∞)
respectively. Let m =m(p, l− ν) and u be a positive solution of (1.2). If p  pc(n, l− ν,h0,h∞), then rmu(r)
is strictly increasing and
r2
B(r)
A(r)
u(r)p−1 = rν−l B(r)
A(r)
(
rmu(r)
)p−1
< L(t)p−1 < L(n, p, l − ν,h∞)p−1. (2.11)
Proof. Let v(t) = rmu(r), t = log r, then v(t) satisﬁes (2.4). Since v(t) > 0 for t ∈ R, and
limt→−∞ v(t) = 0, we have k(t)vp−1 < L(t)p−1 at the neighborhood of t = −∞.
On the contrary, suppose that there exists t ∈R, such that k(t)vp−1  L(t)p−1. Let
T = min{t ∈R ∣∣ k(t)vp−1  L(t)p−1},
Y. Deng et al. / J. Differential Equations 253 (2012) 481–501 491then T > −∞, k(t)vp−1 < L(t)p−1 for t < T and k(T )vp−1(T ) = L(T )p−1. From (2.4) we have that
v ′′(t) + g(t)v ′(t) > 0 (2.12)
for all t < T . Using (1.2) and (AB0), we have
u′(r) = −
r∫
0
(
s
r
)n−1 B(s)
A(r)
up(s)ds
= O (rl−ν+1)
at r = 0+ . Hence v ′(t) =mrmu(r) + rm+1u′(r), r = et , goes to zero as t → −∞. It follows from (2.12)
that, for any −T1 > −∞, T1 > 0, v ′(t) > 0 in (−T1, T ) which gives that v ′(t) > 0 for t ∈ (−∞, T ). Let
q(v) = v ′(t) > 0 for v ∈ (0, L(T )/k(T )1/(p−1)), then q(v) > 0, q(v) → 0+ as v → 0+ , and satisﬁes
dq
dv
= −g(t) + L(t)
p−1v − k(t)vp
q
,
where g(t), L(t) and k(t) are as in the proof of Theorem 1.1. Therefore in the v–q plane the line
q = μ( L(T )
(k(T ))1/(p−1) − v) must intersect the graph of q = q(v) for every μ > 0. Let (vμ,q(vμ)) be the
intersection with the smallest v-coordinate for each μ > 0, then we have dq/dv −μ at (vμ,q(vμ));
Moreover, the following holds at (vμ,q(vμ)):
dq
dv
(vμ) = −g(tμ) + L(tμ)
p−1vμ − k(tμ)vpμ
μ( L(T )
(k(T ))1/(p−1) − vμ)
.
Since k(t) is nonincreasing, it follows that k(t) k(T ) for t  T , and by the mean value theorem, there
exists v˜μ ∈ (vμ, L/(k(T ))1/(p−1)) such that
−μ−g0 +
k(T )vμ(
L(T )p−1
k(T ) − vp−1μ )
μ( L(T )
(k(T ))1/(p−1) − vμ)
= −g0 + (p − 1)k(T )vμ v˜
p−2
μ
μ
< −g0 + (p − 1)L(T )
p−1
μ
−g0 + c0
μ
,
where g0 = n − 2− 2m + h0 and c0 = (p − 1)[m(n − 2−m + h∞)] as in (1.6). So, we have
μ2 − g0μ + c0 > 0 (2.13)
holding for all μ > 0. Then the determinant of the quadratic form (2.13) must be negative, i.e., g20 −
4c0 < 0. By direct calculations, (2.13) holds if and only if p < pc(n, ν − l,h0,h∞), which contradicts
p  pc(n, ν − l,h0,h∞). The contradiction shows that k(t)vp−1 < L(t)p−1 for all t ∈ R and hence
(2.11) holds. Consequently, (2.12) holds for all t ∈ R, v ′(t) > 0 for t ∈ R. Hence rmu(r) is strictly
increasing. 
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The existence of positive solutions of (1.2), (14) is a consequence of Theorem 1.3 in [15]. Theo-
rem 1.2 asserts that when p  pc(n, l − ν,h0,h∞), the solutions of (1.2), (1.4) have “layer” property,
and when p < pc(n, l − ν,h∞,h∞), the solutions of (1.2), (1.4) will insect inﬁnitely many times.
Proof of Theorem 1.2(i). As in (2.4), let vi(t) = rmui(r), t = log r, i = α,β . By replacing v by vα
and vβ , we have
v ′′β(t) + g(t)v ′β(t) − L(t)p−1vβ + k(t)vpβ = 0, (3.1)
and
v ′′α(t) + g(t)v ′α(t) − L(t)p−1vα + k(t)vpα = 0. (3.2)
Setting Q (t) = vβ − vα for β > α > 0, we see that Q (t) is positive near −∞ and satisﬁes
Q ′′tt + g(t)Q ′t − L(t)Q + G(t) = 0
where
G(t) = k(t) v
p
β − vpα
vpβ − vpα
Q (t).
It follows from Lemma 2.3 that G(t) < pL(t)p−1 and (p − 1)L(t) < c0, then we have
Q ′′tt + g(t)Q ′t + c0Q > 0. (3.3)
On the contrary, suppose that there exists t ∈ R , such that Q (t) 0. Let
T = min{t ∈ R ∣∣ Q (t) 0},
then T > −∞, Q (t) > 0 for t < T and Q (T ) = 0.
Let q be a positive solution of the equation
q′′tt + g0q′t + c0q = 0. (3.4)
Since p  pc(n, l− ν,h0,h∞), therefore g20 − 4c0  0, eBt(|q| + |q′t |) → 0 as t → −∞. Multiplying (3.3)
by q, (3.4) by Q , and taking the difference, we have that
(
Q ′q − Q q′)′ + g(t)Q ′q − g0Q q′ > 0 for t < T .
Recalling that Q ′(t) < 0 for t < T , q > 0 and g(t) > g0, we have
(
Q ′q − Q q′)′ + g0(Q ′q − Q q′)> 0 for t < T . (3.5)
Multiplying (3.5) by eg0t and integrating over (−∞, T ), we have
0 < eg0T
(
Q ′q − Q q′)(T ).
Thus Q ′(T ) > 0, which is impossible. The contradiction completes our proof. 
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W ′′ +
[
g(t) + 2v
′
α
vα
]
W ′ + k(t)vp−1α
(
W p−1 − 1)W = 0. (3.6)
Let Q = W − 1, G(t) = g(t) + 2v ′αvα , and F (t) = k(t)v
p−1
α W (W
p−1 − 1)/(W − 1) when W 	≡ 1, F (t) =
(p − 1)k(t)vp−1α when W ≡ 1. From (3.6) we have
Q ′′ + G(t)Q ′ + F (t)Q = 0. (3.7)
Suppose that Theorem 1.2(ii) does not hold. Then there exists T1, such that Q (t) does not change
sign when t > T1. With no loss of generality, we assume Q (t) > 0 for t > T1. Since Q (t) → 0 as
t → ∞, we may assume Q ′(T1) < 0.
Since F (t) > 0, from (3.7) we have that
Q ′′ + G(t)Q ′ < 0 for t > T1. (3.8)
Multiplying (3.8) by e
∫ t
0 G(s)ds and integrating over (T1, t), we have that
e
∫ t
0 G(s)ds Q ′(t) < e
∫ T1
0 G(s)ds Q ′(T1). (3.9)
Thus, we have Q ′(t) < 0 for t > T1.
Since G(t) → g∞ , F (t) → c0 as t → ∞ and g2∞ −4c0 < 0 when p < pc(n, l−ν,h∞,h∞), there exist
constants g˜∞ and c˜0, and T2 > T1, such that g˜∞ > G(t), c˜0 < F (t) and g˜2∞ − 4c˜0 < 0, when t > T2.
Consider equation
q′′ + g˜∞q′ + c˜0q = 0. (3.10)
By O.D.E. theory, any solution q(t) of (3.10) is oscillatory; so there exist s2 > s1 > T2, such that q(s1) =
q(s2) = 0, q(t) > 0 on (s1, s2). Multiplying (3.7) by q and (310) by Q , we have
Q ′′q + G(t)Q ′q + F (t)Q q = 0 (3.11)
and
Q q′′ + g˜∞Q q′ + c˜0Q q = 0. (3.12)
Subtracting (3.12) from (3.11) yields
(
Q ′q − Q q′)′ + G(t)Q ′q − g˜∞Q q′ + (F (t) − c˜0)Q q = 0, s1 < t < s2. (3.13)
Since G(t) < g˜∞ and F (t) > c˜0, we have
(
Q ′q − Q q′)′ + g˜∞(Q ′q − Q q)< 0, s1 < t < s2. (3.14)
Multiplying (3.14) by eg˜∞t and integrating over (s1, s2), we have
eg˜∞s2
(
Q ′q − Q q′)(s2) < eg˜∞s1(Q ′q − Q q′)(s1). (3.15)
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The contradiction completes our proof. 
4. Proofs of Corollaries 1.4 and 1.5
In this section, we prove Corollaries 1.4 and 1.5 by using Corollary 1.3.
Proof of Corollary 1.4. We are going to use Corollary 1.3. To this end, we take ν = θ¯ = −2θ , l = l¯ =
δ − θ(p + 1). Since
θ = n − 2
2
−
√(
n − 2
2
)2
− μ and 0μ <
(
n − 2
2
)2
,
we deduce
n − 2− 2θ >
√(
n − 2
2
)2
− μ > 0, (4.1)
which implies that ν = θ¯ = −2θ > 2− n. Noting that
n + 2+ 2δ
n − 2 +
(2+ δ)√(n − 2)2 − 4μ
(n − 2)θ =
2+ δ
θ
+ 1,
it follows from (1.12) and (4.1) that
2+ l¯ − θ¯ > 0 and p > n + 2+ 2l¯ − θ¯
n − 2+ θ¯ . (4.2)
Now we are going to estimate pc(n, l¯ − θ¯ , θ¯ , θ¯ ). Substituting
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
l = l¯ − θ¯ = δ − θ(p − 1) > −2,
λ = θ¯ = −2θ,
θ = n − 2
2
−
√(
n − 2
2
)2
− μ
(4.3)
to (1.7), we have that
n + λ − 10− 4l > 0 iff p > −n − 10− 6θ − 4δ
4θ
; (4.4)
2+ δ
θ
+ 1 > −n − 10− 6θ − 4δ
4θ
; (4.5)
and ⎧⎪⎪⎨
⎪⎪⎩
n + 2+ 2δ
n − 2 > −
n − 10− 6θ − 4δ
4θ
if n > 10+ 4δ,
n + 2+ 2δ
< −n − 10− 6θ − 4δ if n < 10+ 4δ.
(4.6)n − 2 4θ
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p ∈ (n+2+2δn−2 ,−n−10−6θ−4δ4θ ). To ensure that pc(n, l¯ − θ¯ , θ¯ , θ¯ ) is ﬁnite, we assume that
⎧⎪⎪⎨
⎪⎪⎩
p ∈
(
n + 2+ 2δ
n − 2 ,
2+ δ
θ
+ 1
)
if n > 10+ 4δ,
p ∈
(
−n − 10− 6θ − 4δ
4θ
,
2+ δ
θ
+ 1
)
if n < 10+ 4δ.
(4.7)
Now we are ready to solve the inequality
p > pc(n, l, λ,λ)
under the assumptions (4.3) and (4.7). By (1.7), we have that
p > pc(n, l, λ,λ) iff
(n + λ − 2)(n + λ − 10− 4l)p − (n + λ − 2)2 + 2(2+ l)(n + λ + l)
2(2+ l) >
√
.
Denoting
g(n, l, λ, p) = (n + λ − 2)(n + λ − 10− 4l)p − (n + λ − 2)2 + 2(2+ l)(n + λ + l), (4.8)
we have
p > pc(n, l, λ,λ) iff
⎧⎨
⎩
(
g(n, l, λ, p)
2(2+ l)
)2
> (n + λ + l)2 − (n + λ − 2)2 and
g(n, l, λ, p) > 0.
(4.9)
Substituting (4.3) to (4.9) and simplifying, we have
p > pc(n, l, λ,λ) iff
{
g(n, l, λ, p) > 0 and
(n − 2− 2θ)(n − 6θ − 10− 4δ + 4θ p)h(p) > 0, (4.10)
where
h(p) = 4θ(n − 2− θ)p3
+ (24θ − 12nθ + 20− 4nδ + n2 + 12θ2 + 8δ − 12n)p2
+ (4nδ − 8− 24θ − 2n2 + 12nθ − 12θ2 + 16n + 8δ + 4δ2)p
+ (n − 2− 2θ)2. (4.11)
Since n − 2− 2θ > 0 and n − 6θ − 10− 4δ + 4θ p = n + λ − 10− 4l > 0, it follows from (4.10) that
p > pc(n, l, λ,λ) iff
{
g(n, l, λ, p) > 0,
h(p) > 0.
(4.12)
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g(p) = 4nθ
(
n − 2− 3
2
θ
)
p2
+ (n2 − 2n(6+ 2δ + 5θ) + 4(5+ 7θ + 3θ2 + δ(2+ θ)))p
− 4+ 8n − n2 + 4δ + 2nδ + 2δ2 − 12θ + 6nθ − 6θ2.
Since θ > 0, n − 2− θ > n − 2− 32 θ > n − 2− 2θ > 0, we have
lim
p→+∞ g(p) = +∞, limp→−∞ g(p) = +∞,
g
(
2+ δ
θ
+ 1
)
= (δ + 2)(n − 2− 2θ)
2
θ
> 0,
g
(
n + 2+ 2δ
n − 2
)
= −6(δ + 2)
2(n − 2− 2θ)2
(n − 2)2 < 0
and
g
(
−n − 10− 6θ − 4δ
4θ
)
= −3(n − 2− 2θ)
2
8
< 0.
Thus there exists a unique z1 ∈ (max{n+2+2δn−2 ,−n−10−6θ−4δ4θ }, 2+δθ + 1) such that g(z1) = 0 and
g(p) > 0 if p ∈
(
z1,
2+ δ
θ
+ 1
)
. (4.13)
On the other hand, since
lim
p→+∞h(p) = +∞, limp→−∞h(p) = −∞,
h(0) = (n − 2− 2θ)2 > 0,
h
(
2+ δ
θ
+ 1
)
= (δ + 2)
2(n − 2− 2θ)2
θ2
> 0,
h
(
n + 2+ 2δ
n − 2
)
= −8(δ + 2)
3(n − 2− 2θ)2
(n − 2)3 < 0,
and
h
(
−n − 10− 6θ − 4δ
4θ
)
= (n − 2− 2θ)
2(3n − 12δ − 2θ − 30)
16θ
< 0 if n < 10+ 4δ.
We deduce that there exists a unique
z2 ∈
(
n + 2+ 2δ
n − 2 ,
2+ δ
θ
+ 1
)
if n > 10+ 4δ
or
Y. Deng et al. / J. Differential Equations 253 (2012) 481–501 497z2 ∈
(
−n − 10− 6θ − 4δ
4θ
,
2+ δ
θ
+ 1
)
if n < 10+ 4δ
such that h(z2) = 0 and
h(p) > 0 for all p ∈
(
z2,
2+ δ
θ
+ 1
)
. (4.14)
Denoting p∗c = max{z1, z2}, from (4.13) and (4.14) we have
g(p) > 0 and h(p) > 0 iff p ∈
(
p∗c ,
2+ δ
θ
+ 1
)
. (4.15)
It follows from (4.12) that
p > pc(n, l¯ − θ¯ , θ¯ , θ¯ ) iff p ∈
(
p∗c ,
2+ δ
θ
+ 1
)
.
The conclusion of Corollary 1.4 follows from Corollary 1.3. 
Proof of Corollary 1.5. By the same argument as in the proof of Corollary 1.4, we can verify that the
conditions ν > 2−n, l > ν−2 and p > n+2+2l−νn−2+ν in Corollary 1.3 hold naturally under the assumptions
of Corollary 1.5 with ν = −2(a + γ ), l = −b2∗ − γ (p + 1). Since
n + 2− 2(b − a)
n − 2+ 2(b − a) +
2(1+ a − b)√(n − 2− 2a)2 − 4μ
γ (n − 2+ 2(b − a)) =
2a + 2− b2∗
γ
+ 1,
we use 2a+2−b2∗γ + 1 to replace n+2−2(b−a)n−2+2(b−a) + 2(1+a−b)
√
(n−2−2a)2−4μ
γ (n−2+2(b−a)) for simpliﬁcation.
Now we are going to estimate pc(n, l, λ,λ) by taking
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
l = 2a− b2∗ − γ (p − 1) > −2,
λ = −2(a + γ ),
γ = n − 2
2
− a −
√(
n − 2
2
− a
)2
− μ > 0.
(4.16)
Considering the denominator of pc(n, l, λ,λ), we have
n + λ − 2 = n − 2− 2(a + γ ) > 0
and
n + λ − 10− 4l > 0 iff p > −n − 6γ − 10a− 10+ 4b2
∗
4γ
. (4.17)
Since
2a + 2− b2∗
γ
+ 1−
[
−n − 6γ − 10a− 10+ 4b2
∗
4γ
]
= n − 2− 2a − 2γ
4γ
> 0 (4.18)
and
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n − 2+ 2(b − a) −
[
−n − 6γ − 10a − 10+ 4b2
∗
4γ
]
= (n − 10− 10a+ 10b)(n − 2− 2a − 2γ )
4γ (n− 2− 2a + 2b) , (4.19)
we have
2a + 2− b2∗
γ
+ 1 > −n − 6γ − 10a − 10+ 4b2
∗
4γ
(4.20)
and
⎧⎪⎪⎨
⎪⎪⎩
n + 2− 2(b − a)
n − 2+ 2(b − a) > −
n − 6γ − 10a − 10+ 4b2∗
4γ
if n > 10+ 10a− 10b,
n + 2− 2(b − a)
n − 2+ 2(b − a) < −
n − 6γ − 10a − 10+ 4b2∗
4γ
if n < 10+ 10a− 10b.
(4.21)
It follows from (4.17) and (4.21) that pc(n, l, λ,λ) = ∞ if
p ∈
(
n + 2− 2(b − a)
n − 2+ 2(b − a) ,−
n − 6γ − 10a − 10+ 4b2∗
4γ
)
and n < 10+ 10a− 10b.
To ensure that pc(n, l, λ,λ) is ﬁnite, we assume
⎧⎪⎪⎨
⎪⎪⎩
p ∈
(
n + 2− 2(b − a)
n − 2+ 2(b − a) ,
2a+ 2− b2∗
γ
+ 1
)
if n > 10+ 10a− 10b,
p ∈
(
−n − 6γ − 10a− 10+ 4b2
∗
4γ
,
2a + 2− b2∗
γ
+ 1
)
if n < 10+ 10a − 10b.
(4.22)
Now we are ready to solve the inequality
p > pc(n, l, λ,λ) (4.23)
under the assumptions (4.16) and (4.22). By the same argument as in the proof of (4.12), we can
deduce that
(4.23) holds iff g1(p) > 0 and h1(p) > 0, (4.24)
where
g1(p) = 4γ
(
n − 2− 2a − 3
2
γ
)
p2
+ (20+ 40a + 20a2 − 8b2∗ − 8ab2∗ − 12n − 12an + 4bn2∗
+ n2 + 28γ + 28aγ − 4bγ 2∗ − 10nγ + 12γ 2)p
− 4− 8a − 4a2 − 4b2∗ − 4ab2∗ + 2b2(2∗)2
+ 8n + 8an − 2bn2∗ − n2 − 12γ − 12aγ + 6nγ − 6γ 2,
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h1(p) = 4γ (n − 2− 2a − γ )p3
+ (20+ 40a + 20a2 − 12n − 12an+ n2 − 8b2∗ − 8ab2∗
+ 4bn2∗ + 24γ + 24aγ − 12nγ + 12γ 2)p2
− 2(4+ 8a + 4a2 − 8n − 8an + n2 + 4b2∗ + 4ab2∗ + 2bn2∗
− 2b22∗2 + 12γ + 12aγ − 6nγ + 6γ 2)p
+ (n − 2− 2a − 2γ )2.
Since n − 2− 2a − 2γ > 0, n − 6γ − 10− 10a + 4b2∗ + 4γ p > 0, we have
lim
p→+∞ g1(p) = +∞, limp→−∞ g1(p) = +∞,
g1
(
2a + 2− b2∗
γ
+ 1
)
= 2(1+ a − b)(n − 2− 2a)(n − 2− 2a− 2γ )
2
γ (n − 2− 2a + 2b) > 0,
g1
(
n + 2− 2(b − a)
n − 2+ 2(b − a)
)
= −24(1+ a − b)
2(n − 2− 2a− 2γ )2
(n − 2− 2a + 2b)2 < 0,
and
g1
(
−n − 6γ − 10a− 10+ 4b2
∗
4γ
)
= −3(n − 2− 2a− 2γ )
2
8
< 0.
Then there exists a unique z3 ∈ (max{n+2−2(b−a)n−2+2(b−a) ,−n−6γ−10a−10+4b2
∗
4γ }, 2a+2−b2
∗
γ + 1) such that
g1(z3) = 0 and
g1(p) > 0 if p ∈
(
z3,
2a + 2− b2∗
γ
+ 1
)
. (4.25)
On the other hand, since
lim
p→+∞h1(p) = +∞, limp→−∞h1(p) = −∞,
h1(0) = (n − 2− 2a − 2γ )2 > 0,
h1
(
2a + 2− b2∗
γ
+ 1
)
= 4(1+ a − b)
2(n − 2− 2a)2(n − 2− 2a − 2γ )2
γ 2(n − 2− 2a + 2b)2 > 0,
h1
(
n + 2− 2(b − a)
n − 2+ 2(b − a)
)
= −64(1+ a − b)
3(n − 2− 2a − 2γ )2
(n − 2− 2a + 2b)3 < 0
and
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(
−n − 6γ − 10a− 10+ 4b2
∗
4γ
)
= (n − 2− 2a − 2γ )
2[3(n − 2− 2a)(n − 10− 10a+ 10b) − 2γ (n − 2− 2a + 2b)]
16γ (n − 2− 2a + 2b)
< 0 if n < 10+ 10a − 10b,
then there exists a unique
z4 ∈
(
n + 2− 2(b − a)
n − 2+ 2(b − a) ,
2a + 2− b2∗
γ
+ 1
)
if n > 10+ 10a − 10bn,
or
z4 ∈
(
−n − 6γ − 10a − 10+ 4b2
∗
4γ
,
2a + 2− b2∗
γ
+ 1
)
if n < 10+ 10a − 10b
such that h1(z4) = 0 and
h1(p) > 0 for all p ∈
(
z4,
2a + 2− b2∗
γ
+ 1
)
. (4.26)
Denoting p∗∗c = max{z3, z4}, from (4.25) and (4.26) we have
g1(p) > 0 and h1(p) > 0 iff p ∈
(
p∗∗c ,
2a + 2− b2∗
γ
+ 1
)
.
It follows from (4.24) that
p > pc
(
n,2a − b2∗ − γ (p − 1),−2(a + γ ),−2(a + γ )) if p ∈ (p∗∗c , 2a + 2− b2∗γ + 1
)
.
The conclusion of Corollary 1.5 follows from Corollary 1.3. 
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