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Let G be an exponential solvable group, 0 an orbit of the coadjoint representa- 
tion and T the corresponding irreducible unitary representation of G. A polynomial 
function P, such that PI 0 is positive and semi-invariant, determines a positive, self- 
adjoint operator A on the space of T. Using the resulution of singularities by 
H. Hironaka, one shows, under suitable conditions on 0, that the function 
t + Tr(A’T(cp)A’)(yl E C,“(G), fix) admits a meromorphic analytic continuation, 
with poles on the real axis. 0 1991 Academx Press, Inc. 
INTRODUCTION 
Let G be a connected and simply connected nilpotent Lie group with the 
Lie algebra g. One of the principal statements of the unitary representation 
theory of such groups, due to A. A. Kirillov (cf. [9]) claims the following. 
Let T be an irreducible unitary representation of G, cp a P-function with 
compact support, and r(p) the operator JG cp(a) 7(a) .a& where da is the 
element of a Haar measure on G. Then T(cp) is of trace class, and we have 
Tr( T(d) = Jo CW . du(p). 
On the right, 0 is an orbit of the coadjoint representation of G, acting on 
the dual g* of the underlying space of g, well-determined by the unitary 
equivalence class of T. Since the exponential map establishes an analytic 
isomorphism between g and G, cp determines uniquely a P-function with 
compact support on g (denoted again by cp) such that cp(exp(l))= q(Z) 
(leg). We set 
@(P) = f v(l) ewC4L ~11 .dl (PE cl*), 
g 
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where dl is a linear measure on g. Finally, du is the element of an invariant 
measure on 0. When extended to g* it is tempered, and thus the integral 
on the right converges absolutely. 
Let now G be a connected and simply connected exponential group with 
the Lie algebra g. This is, by definition, a solvable Lie group for which, as 
in the nilpotent case, the exponential map gives rise to an analytic. 
isomorphism g + G. For this case, in particular, M. Duflo and M. Rais 
established the following extension of Kirillov’s character formula (cf. [6, 
4.2.1 Proposition, p. 119; 11, 3.3, p. 2261). Let T be an irreducible unitary 
representation of G, and 0 the orbit of the coadjoint representation, corre- 
sponding to it in the sense of P. Bernat (cf. [Z] or [3, Chap. VI, p. 1211). 
When compared with the nilpotent case, the major difliculty is that the 
invariant measure on 0, in general, does not extend to a tempered measure 
on g*. Let x be a continuous morphism of G into the mutiplicative group 
of reals, and $ a positive function on 0 such that +(a-‘p) -~(a)$(p) 
(a~ G, p E 0). The latter determines uniquely a positive self-adjoint 
operator A on the space of T, satisfying T(a)AT(a-‘) E ~(a) A (a E G). 
There are an invariant measure du(p) on 0, and an analytic function a on 
g, depending only on 0, such that if cp E C,“(G) and if, with notations as 
in the nilpotent case, we form the function (a$) on g*, ($(p))” (a?)(p) is 
integrable with respect to du(p), then we have the following relation: 
On the left [ ] signifies minimal closed extension (which we shall mostly 
omit from our notations below). Ir AT( is of trace class, its trace is 
given by the right-hand side; this is the case, if T(p) is positive. For later 
use below we note here that, as it follows trivially from [6, 3.2.2 (p. 113 
bottom)], if t is any real number, it is A’ which coresponds to $‘. 
An important further result is due to N. Pedersen, who showed (cf. [ 11, 
4.1.2, p. 232]), that for any 0 there is a positive measure dw(p) on 0 
satisfying dw(up) = n(u) -dw(p) (UE G, PE 0) with some A and which, 
when extended to g*, is tempered. Hence there is always a $ such that the 
conditions of the above formula are fulfilled for any cp E CT(G). Let us also 
note here that, by virtue of Theo&me 3 in [S], any cp E C:(G) is linear 
combination of positive-definite functions of compact support. Hence 
AT( is of trace class for any cp E C,“(G). 
Let P be a polynomial function on g *, the restriction of which to 0 is 
positive and semi-invariant, such that (P ( 0) . du is tempered; we denote the 
latter measure by dw (for the existence of such polynomials cf. [ 11, 4.2, 
p. 2391 and Lemma 3 below). Let A be the positive, self-adjoint operator 
which, as above, corresponds to (P)“*. Our objective in this paper is to 
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study the analytic behavior of the function t H Tr(A’T((p)A’) for a 
9 E C:(G). By virtue of what we said above, if t > 1, we can write 
Tr(A’T(p)A’)= j (~)(p)(p(p))“‘-‘).dw(p). 
0 
From this we can infer at once, that our function admits a holomorphic 
extension to the half-plane Re( ) 3 1. One of our principal results 
(Theorem l), in particular, claims that if 0 is semi-algebraic and open, 
then there is a meromorphic extension over the whole plane, with poles, of 
a multiplicity d dim(O), on the real axis. We also show, that if 0 is 
connected component of an algebraic set, then this extension is entire 
(cf. Theorem 2). 
Our principal tool in deriving these results is the Resolution Theorem of 
H. Hironaka, as applied by M. Atiyah in [ 13. 
The organization of the paper is as follows. In Section 1 we are obliged 
to review some of our previous results from [2]. In Section 2 we develop 
some properties of semi-algebraic orbits, and introduce conditions imposed 
on them in the sequel. In Section 3 we study certain distributions arising 
in connection with orbits of linear groups. In Section 4, after a further 
restriction on the orbits considered, we study the corresponding tempered 
distributions. Finally, in Section 5 we discuss the case, when 0 is connected 
component of an algebraic set. 
In this paper we confine ourselves to exponential groups with real roots, 
since the extension to the general exponential and even solvable case does 
not require the introduction of new ideas. 
1 
Below g stands for an exponential Lie algebra with real roots. 
We recall that this means the existence of a sequence of ideals 
0 = got . . . c g, = g, such that dim(g,) =j (0 <j< n). Let G be the 
corresponding connected and simply connected Lie group. 
LEMMA 1. Let 0 be an orbit, of dimension d, of the coadjoint representa- 
tion of G. There are a basis (v~)~ c jG n in g*, an open subset 0 of lRd, and 
analytic functions ( Fj), GjG n on 0, such that we have 
i F,(y)v,; ye0 
j=l 
There are also integers 0 <j, < . . . < jd < n, such that Fjk( y) = y& (1 < k 6 d) 
and, if we set for some j: k = sup{ a; j, <j}, F, depends only on y,, . . . . yk. 
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Proof: (i) We start by recalling the following result (cf. [12, Proposi- 
tion 5, p. 1011; take V= g* lot. cit.). With notations as above, we assume 
ljEgj-gi-1; then we have [1, b]~aj(l)./j(gj-l). If (aj)iqjsn is in ~=g* 
such that (li, vi) = 6,, we have also (ad(l))‘vjr aj(l)uj( Vj) (leg), where V, 
is the orthogonal complement of sj. By virtue of lot. cit. we can claim the 
following situation. Let us write T= (t,, . . . . td) E KY’. Then there are a 
system of analytic functions (Qj( T); 1 <<j < n} on R“ and a set of integers 
0 <j, < . . . <jd < n with the following properties. If, given j, 1 <j < IZ, we 
set k = sup{a; j, <j}, Qj( T) is a function of t,, . . . . t, only. In addition 
QjkCT) z ((exP(a,t,)-l)/a,).exP(l,(t,, ..., tk- 11) -l-dt~, . . . . tk- I) 
where {ak; 1 <k <d} is a set of real constants, and {&; 1 <k Gd} are 
linear forms. This being so we have: 
g; geg*, g= i Qj(T).vj, Tcs[Wd .
j=l 
(ii) Suppose 1 <k< d is given. Let us now put T= (tl, . . . . tk). We are 
going to prove by induction that there is an open set ok in Rk, such that 
the map (tl, . . . . tk) t+ (Qj,( T), . . . . Qjk( T)) is an analytic isomorphism from 
Rk onto ok. We set Yk = Q,,(T). If k = 1, we have by our assumption 
y, = (e”“’ - 1)/q + ci. 
(1) If a,=O, we have yl=t,+cl. We take O,=lR and obtain 
t, =y, -cl. 
(2) If a, # 0, we have 
e o’f’ = 1 + a,(y, -cl). 
Defining CP1 = (y,; y1 2ccl - l/a, if a, SO}, we set t,(yl)= (l/q) 
In(1 +u,(y, -cl)). In each case y, H tl(yl) provides an analytic 
isomorphism 0, + R, which is inverse to t, H Qj,. Let us suppose now, that 
k > 1, and that we have already obtained the sets O,, . . . . c!$- i as in our 
claim. We have by our assumption 
y, = ( (eaktk - 
1)/uk)‘exp(Lk(t19 . . . . tk--l)+dfl , **.> tk- 1). 
(1) If & = 0, this yields 
Yk= tk exp(~k(tlT . . . . fk--l)) +g(t,, . . . . fk--lh 
whence we obtain 
tk=exp(-Lk(tl, . . . . fk-l))(Yk-g(tl, . . . . fk--l)). 
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Defining ok = c;Ok- I x R, it is enough to recall that, if j < k, by induction 
f,=fi(Y13 ...> Yj-1). 
(2) We assume next uk # 0. Then 
en”” = 1 + ak exp( -Lk(tl, . . . . tk- I))(y) -g(tl, . . . . tk- 1)). 
For given (ti, . . . . tk _ i) or the corresponding ( y , , . . . . yk , ) E 4 - I we must 
have 
and therefore, if uk > 0, 
yk>g(tl, . . . . tk- l)-exp(~k(tl, . . . . tk- 1)&k. 
We define now 
Ok = ((Y,> -*f Yk); (Ylt a-*> yk-I)Eokkl andy,asabove). 
We have 
and therefore, by the assumption of our inductive procedure, we can 
conclude, that if T= (ti, . . . . ?k), the map (y,, . . . . yk)w (Q,,(T), . . . . Q,,(T)) is 
an analytic isomorphism from ok onto lRk. A similar reasoning yields the 
last conclusion, if ek < 0. 
(iii) From here we can complete the proof of Lemma 1 by defining 0 
as Q,, expressing, as above, (t,, . . . . fd) through (y, , . . . . yd) and by substi- 
tuting the resulting expression into Oj (j#jk). 
Remark 1. For later use we note here the following implication of the 
quoted result in [ 12, cf. III, p. 1051. With the above notations, let us write, 
for given XEO: g,(x)=gj+g, (lgjgn). Then j belongs to 
{O<j, < . . . <jd< n} if and only if g,(x) = g,- i(x). 
We denote by Z(G) the totality of all continuous morphisms of G 
into the multiplicative group of nonzero reals. Recalling that [I, Z,] E 
xj(f)lj (9,-i) for all IEg, we define Aj in Z(G) by dA,= -aj (1 ;ij<n). 
Considering g* as a G-module by virtue of the coadjoint representation, 
we conclude that aui= A,(a)u, (Vi). We set A,(a)WAi,(a) and /i(a)= 
l7k”= 1 A,(a) (a~ G). 
LEMMA 2. There is an analytic d-form on g*, such that if dw is the 
measure, corresponding to (id,)* (w) on 0, dw is nonzero and satisfies 
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dw(up) =,4(a) dw(p) (a~ G, pi 0). Also dw, when viewed from g*, is 
tempered. 
ProoJ: (i) With the notations of Lemma 1, we form the measure 
dw=dy, . . . dyd on 0. We claim that dw(up) -A(a) dw(p) (p E 0, a E G). In 
fact, given a E G and setting, by transfer of structure, uy = y’ (y E Co), y H y’ 
is a diffeomorphism of 0 onto itself. To prove our claim, we have to show 
that 
Given VE 0, by Lemma 1, there is a unique y in 8, such that 
II=J$=~ Fj(y)uj. Hence also C;=i Fj(y’)vj=au=C;=i Fj(y)uui. Since 
vj~ Vj- 1 - Vj, and Vi is G-invariant, we can write uvj = Aj(a)vj+ 
Uj+l,jVj+l+ “‘. From here, recalling that A,(u) 3 Ajk(a), we conclude that 
Y; = nk(u) yk + Rk(yl > ..*> Yk- 1) (1 <k<d) 
which proves our statement. 
(ii) Next we show that dw, when extended to g*, is tempered. We 
denote by ) ( the norm on g*, corresponding to the Euclidean metric, with 
respect to which (vj)i Gjsn is an orthonormal basis. With our previous 
notations, assuming N> (d + 1)/2, we have 
f Mp) dy, . . . dy, 0 (l+ lp12)N= s 0 t1 f Cl= 1 (I;i(Y))‘)” 
4, . . . dyd 
G uu+C,d=lY:)N s 
~ 
s 
4, . . .dy, 
R‘+(l +c;l=, Y3” 
< +m, 
proving our statement. 
(iii) Finally, to obtain the d-form w as in Lemma 2, it is enough to 
define 
w j$, yjvj = dyj, A . . . A dVi,. 
( > 
We recall that g stands for an exponential Lie algebra with real roots. 
LEMMA 3. For any orbit 0 of G in g *, there is a polynomial function P 
on 0, such that the restriction of P to 0 is positive and satisfies 
P(ap) = A(a)P(p) (a E G, p E 0), where A is us in Lemma 2. 
Proof: (i) With notations as before we set B(y) = {(Lb,, I,], y); 
l<i,k<d) and Q(y)=det(B(y)) (yEg*). We put also ~(u)~(A(a))~ 
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(UE G). This being so we claim that Q ( 0 is never zero, and that we 
have Q(ay) = p(a)Q(y) (a E G, YE 0). In fact, to this end it is enough 
to show that if x is arbitrarily fixed in 0, we have (a) Q(x) #O, 
(b) Q(ax) = da)Q(x) (a E G). 
(a) Let n:g-+g/g,= W be the canonical projection. Writing 
Wk=x(gji) (l<k<&, we have {O)= W,c 1.. c Wd= W. If e,=x(l,,), 
we have by Remark 1 ek E W, - W, _ 1 and thus the system (ek), sk 6d is a 
basis in W. We define for I, keg: B(n(f) A x(k))= ([I, kj, x). B is non- 
degenerate on W x W, and we have B(e, A ek) = (Cl,, I,], x). In this 
fashion we can conclude that Q(x) = det{ B(e, A ek)) # 0. 
(b) (1) We observe that ([I,, 1,], ax)= ([a-‘/,, CC’/,], x)= 
B(n(a-‘I,,) A n(a-‘l,,)). 
(2) We have also 
aK’l,,= 1 Akilkz i amilj, (9x1 
k CX I=1 
and therefore n(a-‘l,,) =C”,=, a,,e,, a,, = A i (a). We define ami = 0 if a > i. 
We can conclude from this that 
B(TT(u-‘fj,) A TC(U-‘~~~))= i B(e, A eo)G’,iLZpk 
z&p= I 
Writing A = {aZ,p}, we have det(A) = A(a), and B(ax) = A’B(x)A. There- 
fore also: 
Q(ax) = det(B(ax)) = (det(A))’ .det(B(x)) = ,u(a)Q(x) 
or Q(ax) = ~(a)Q(x) as we claimed above. 
(ii) To complete now the proof of Lemma 3, we recall the following 
classical proposition. Given a 2n x 2n skewsymmetric matrix, A say, there 
is a polynomial B, homogeneous of degree n in the coefficients of A, such 
that det(A)= B2. Since Q(y) =det(B(y)), we can thus conclude to the 
existence of a polynomial P on g *, homogeneous of degre d/2, such that we 
have P* = Q. Hence we can arrange that the restriction of P to 0 is 
positive, and satisfies P(ap) E A(a)P(p) (a E G, p E 0). 
Remark 2. Note that by virtue of Lemma 2 and 3, dw/P is an invariant 
measure on 0. 
Below we shall use the following notations. Given a map f of some set 
S into the reals, we shall write N(f) for the subset of S, where f achieves 
the value zero. Given a finite-dimensional real vector space V, we denote 
by P(V) the set of polynomial functions on V. 
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Before proceeding we recall [cf. 8, Definition A.2.1, p. 3641 that a subset 
A of R” is called semi-algebraic (s.e.), if it is a finite union of sets of the 
form N(P) 17 0, 0 = {x; Pk(x) > 0, 1~ k<m}, where P and Pk are 
elements of P(R”). 
Remark 3. To motivate the condition of semi-algebraicity employed in 
the rest of this paper, we note that if G is an algebraic subgroup of GL(R"), 
and 0 is an orbit of G, then 0 is semi-algebraic. In fact, our assumption 
implies the existence of a polynomial R in (aik)l Gi,kGn, such that 
G = {a; det(a) # 0, R(a) = O}. Fixing x in 0, we set 
S= {(u,a);u=ax,det(a)#O, R(a)=O} 
S is a semi-algebraic subset of R" x R"* = R"+"*. If x is the projection onto 
the first factor, we have clearly a(S) = 0. Hence the desired conclusion is 
implied by the Tarski-Seidenberg theorem [cf. [8, Theorem A.2.2, p. 364]), 
according to which the linear projection of a semi-algebraic set is itself 
semi-algebraic. 
2 
Let G be a connected Lie group, acting on a finite-dimensional real 
vector space V by linear transformations. We take an orbit 0, of which 
we assume that it is semi-algebraic. By what we saw above, this means 
that O=u,“,, Sj, where Sj=N(Pj)n6j, C$= {x; PJx)>O, 1 <k<mj} 
(1 <j < N), and where Pi and Pik are polynomials on V. Given a subset 
EC V, we write Z(E) = {P; PEP(V) such that N(P) I E}. 
LEMMA 4. With the above notations, there is an i, 1 < i < N, such that 
PiEI( 
ProoJ Given x E 0, fix, 0 is a connected real analytic manifold as 
G/G,. Since 0 = lJy= i Sj, by the Category Theorem, there is an i such that 
Si has a non-empty interior. But then Pi is identically zero on 0, or 
PiEZ(0). 
LEMMA 5. With assumptions and unexplained notation as above, let Q be 
the Zariiki closure of 0. Then we have Si = 0 n Oi = l2 n Q. 
ProoJ: Since Pi E Z(O), we have Sz c N(P,). We can thus conclude that 
SicOnOisf2nQisN(Pi)nOi=Si, or Si=OnOi=IRnOi. 
LEMMA 6. With assumptions and notations as above, we can arrange that 
PiEI for allj, 1 <j<N. 
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Proof (i) By Lemma 4, there is an integer M, 0 < M < N, such that 
Pit Z(0) if and only if 1 <i < M. Writing S= Uz I Sj, E = Uj> M Sj, we 
have O=SuEand O-SEE. 
(ii) Weset P=P,+l . ..P.EP(V).ThenwehaveEcU,i,MN(Pj)= 
N(P) = F (say). Next we note that F does not contain 0. In fact, otherwise 
we have 0 = lJi, ,,, (N( Pi) A 0), and thus, as in Lemma 4, we can conclude 
that one of the summands on the right has a non-empty interior in 0. 
But then the corresponding Pj is in Z(0) implying j< M, and hence a 
contradiction. 
(iii) Given some function f: V+ R and a E G, fix, we write 
(uf)(x)=.f(a-‘x) (XE V). Ob serve that in this fashion we have 
ZV(uf) = aZV(f) and a{x;f(x) > 0} = {x; (af)(x) > O}. Hence, since F is 
algebraic, so is aF and F’ = n,, G aF. We note next that the intersection of 
F’ and of 0 is empty. In fact otherwise, since both are G-invariant, 0 c F’ 
and thus also 0 c F, in contradiction to what we saw in (ii) above. We 
observe that by the chain condition for a decreasing sequence of algebraic 
sets, there is a subset (a,, . . . . aT} c G, such that 
jfi, a,F= F’. 
(iv) Since, by (i), O=Su E, Es F, we can conclude, that 
(n~=,ajE)nO=OandthusalsoO=UiT_,ujS=U,T_,U~=CM_~jSk.Hence, 
to conclude the proof of Lemma 6, it is enough to take into account that, 
by what we said in (iii), if S= N(P) n {x; P,,(x) > 0, 1 <U 6 m}, we have 
US= N(aP) n {x; (aP,)(x) > 0, 1 < 24 Gm}. 
LEMMA 7. 
O=Qn&. 
Unexplained notations as above. Writing 0 = Ufl I CC$,, we have 
Proof It is enough to note that 
O=OnOsQn0= 6 (Dnl!$). 
,= I 
But since, by Lemma 6, we can assume 52 c N( Pi) (1 <j < N), the right- 
hand-side is contained in 
6 (N(P,)n@)=O 
j=l 
whence 0 = 8 n 8, as claimed in Lemma 7. 
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Remark 4. We note that, by virtue of Remark 3 and Lemma 7, we have 
established the following result: If G is an algebraic subgroup of G.L( V), 
any connected orbit 0 of G on V is open in its closure (Theorem of 
Chevalley [cf. p. 316 in 43). In fact, by Remark 3, 0 is semi-algebraic and 
thus, by Lemma 7, 0 = Sz n 0, or 0 is intersection of an open and of a 
closed set. 
Below we shall need a result from [14], which we state as follows. Let 
U be an open subset of Iw”. If A4 c U, we shall write M = (a), if A4 = U n A, 
where A is an algebraic set. In this case we have 
M= Un (f$l, N(F)) 
Given ZJ E M, we set r(u) = dim(C/,,(,, Iw(df I,)) and I = supUSM r(u). This 
being so, we say that UE A4 is simple if r(u) = r; otherwise it is called 
singular. We denote by M, the set of all simple points, and by C(M) the 
set of all singular points of M. Then, as can be seen easily, C(M) = (a) # M. 
On the other hand we have the deep result that M,, is an analytic sub- 
manifold of dimension n-r of [w”. 
Below, again, G is a connected Lie group acting on V by linear transfor- 
mations. 
LEMMA 8. If 0 is an orbit of G on V, we have 0 G Q,. 
Proof: (i) We note first that 0 certainly contains simple points of Q, 
since otherwise we would have 0 E E(M), and thus 0 could not be Zariski 
dense in 0. 
(ii) In this manner it is enough to show that 9, is G-invariant. Let 
us identify V to 58” by some basis. If (fi)1 G iSr c P( V) is given then, putting 
F(x)= ((fi)Xj; 1 <i<r, 1 <j<n) and g,=a-‘f, (l<j<r), etc., we have 
G(ux)= (a’)-’ F(x). Hence it suffices to observe that, if (fi)iSidr~Z(0), 
then also (gi)lsiGr cZ(O), and the rank of F(x) is equal to that of G(x), 
and thus r(a) = r(x). 
DEFINITION 1. Let 0 be an orbit of G on V. Then we say that 0 has 
the property P, or 0 = (P), if (1) 0 is semi-algebraic and (2) The boundary 
of 0 is composed of simple points of the Zariski closure of 0. 
In the examples below we take V= g*, on which the connected and 
simply connected Lie group with the Lie algebra g acts by the coadjoint 
representation. 
EXAMPLES. (1) If 0 is semi-algebraic and open in g*, we have 
D = Q, = g*, and thus certainly 0 = (P). Similarly, if Q is a hyperplane. 
CHARACTERS OF EXPONENTIAL GROUPS 391 
(2) The objective of this example is to show, that Sz does not need 
to be a hyperplane. A useful tool in the discussion of this and similar 
examples is the following proposition due to J. Milnor; cf. [lo, p. 141. Let 
f~ P(R”) be irreducible, and assume that there is an x E R” such that 
f(x) = 0 and (grad(f))(x) # 0. If g E P(R”) is such that N(g) 3 N(f), then 
fdivides g. In other words, under our assumptions N(f) is irreducible and 
we have C(N(f)) = {x; f(x) = 0, (grad(f))(x) = 0). 
Suppose that g is spanned by eO, e,, e2, satisfying the nontrivial 
commutation relations [e,, el] = e,, [e,, e,] = ie,, where A # 0. If 
x = Cf=, x,ej, xf + xi # 0, then for the orbit of x we have 
0 = ( y; y, = arbitrary, y, = x1 e’, y, = x2eir( t E R) >. 
Hence d0 = {(y,, 0,O); y,,~ R}. Suppose now, that ,? is a positive 
integer p. If xl,x2>0, writing A=x,.x;P and f(y,,~~)sy,--Ayf, 
f is irreducible and thus 0 = N(f). Since (grad(f))(vO, yI, yz) = 
(0, -Apyp- ‘, 1) we conclude that Q, = 52 2 130, or 0 = (P). 
3 
We recall (cf. Lemma 2) that if g is exponential with real roots, and 0 
is an orbit of G on g*, of dimension 4 there is an analytic d-form w on g*, 
such that (id,)* (w) gives rise to a positive, tempered measure on 0. 
PROPOSITION 1. Let G be a connected Lie group, acting by a continuous 
linear representation on the finite-dimensional real vector space V, Let 0 be 
an orbit, such that 0 = (P). Let w be an analytic d-form (d= dim(O)) on V, 
the pullback of which to 0 gives rise to a tempered measure dw on 0. 
Suppose that Q is a polynomial function on V, which is non-negative and such 
that its restriction to 0 is not identically zero. Then for any f E: 9( V), the 
function s H so f. QS. dw (s > 0) admits a meromorphic analytic continuation 
with poles, of multiplicity < dim(O) at { -r/M; r = 1,2, . ..}. where M> 0 is 
an integer depending on the support off 
Proof By aid of a partition of unity, it is enough to show that given p 
in the closure of 0, there is a neighborhood 2 of p in V, such that the 
above statement holds, provided the support off is contained in Z. Below 
we assume that p lies on the boundary of 0. The remaining case can be 
settled by an easy variant of the subsequent reasoning. 
(i) We denote by C the connected component of a,, containing 0. 
By 0 = (P), p is contained in C. Let W be a neighborhood of p in C, which 
is domain of a chart. 
580/100/2-II 
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(ii) Since our assumption bearing on 0, in particular, implies that 0 
is semi-algebraic, we have, with the notations of Lemma 7, 
o= i, (Dnq), where 
j=l 
Cj = (x; Pjk(x) > 0 for 1 Q k < m,} (1 <j<N). 
Hence XE W belongs to 0 if and only if there is a j such that XE q. We 
set 
HzQ fi fj Pjk~P(V). 
j=l k=l 
(iii) Next we recall the following crucial result (cf. [l, p. 1471). The 
rest of our proof follows closely the reasoning of Atiyah lot. cit. 
RESOLUTION THEOREM. Let W be a neighborhood of zero in [w”, and 
assume that F is analytic on W. Then there are an open neighborhood U of 
zero, contained in W, a real analytic mantfold 0, and a proper, analytic map 
cp from 0 into LJ, such that the following situation is realized. We write 
F=Focp,A=N(F(U),A”=N(~).Then(l)cp:8-a~U-Aisananalytic 
isomorphism; (2) G iven PE 0, there are local analytic coordinates 
{ y, . +, y”}, centered at P, on some neighborhood V(P) of P, such that on it 
we can write 
k=l 
ak = integer > 0. 
Here E is. analytic and invertible on V(P). We apply now the Resolution 
Theorem to (H, W), as at the end of (ii). We thus obtain cp: D+ U as above, 
where U is an open, connected neighborhood of p. We have: p E U c W c C. 
(iv) Let now Z be a neighborhood ofp in V, such that Zn C is com- 
pact in U. We are going to show that Z, as just specified, is as at the begin- 
ning of our proof. Suppose that the support off E B(V) is contained in Z. 
We write K= i?n C and R= q’(K). Since K is compact, ‘we can find a 
collection of points {PI, . . . . P,) in it, with corresponding neighborhoods 
V( Pj) as in the Resolution Theorem, such that z)c u,?= 1 V(Pj). In addi- 
tion, we can also assume the existence of a system Lxj), <j< Tc CT(U) such 
that 0 <xi< 1, supp(xj) c V(P,), and (CT= 1 xi) 1 KS 1. Let (ul, . . . . Us) be 
coordinates on U. We put a = dul A .. + A dud and write (id,)* w = au. We 
can obviously assume that a > 0. We denote by du the measure determined 
by a on U. 
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(v) Let r be the characteristic function of 0. Since A = N(H( U) and 
Hf 0, A is of measure zero. We can thus conclude, if s 2 0, 
Let dii be the measure on o-- A”, such that rp,(dii) = du 1 (U-A). Writing 
J= f 0 cp, etc., we obtain 
(vi) Let P be one of the P,‘s. To complete our demonstration it will 
be enough to establish that the corresponding summand above admits an 
analytic continuation of the requisite type. We write p = dy, A . . . A dyd 
and denote by dy the corresponding measure on V(P). We set 
(cp 1 V(P))* (a) = J/?. Since 
we conclude that dii = JJI du 1 (V(P) - A). Writing g = 2~~3~ C,“( V(P)), if 
P= P,, since 1 is clearly of measure zero with respect to dy, we obtain 
(viii) By what we said in (ii), we have F(G) = 1 on V(P) if and only 
if there is a j, 1 <j < N, such that FJii) > 0 for all k, 1 < k < m,i, Since Pik 
divides H, we can write on V(P) 
qlk = Eik fi y’“‘, ci/;, = int 3 0. 
y=l 
Let D be the region of V(P), where each r, has a preassigned sign + or 
- (1 <j< d). We can thus conclude, that Pjk does not change sign on D. 
For j given, 1 <j < N, let us write gj for the union of all such D’s, on which 
pjk is positive (1 <k <m,). Then the set where r = 1 coincides, up to a set 
of dy measure zero, with the union U,“=, 9,. Observe that cp) D is an 
analytic isomorphism with q(D). Therefore J does not change sign on D, 
and we thus have a choice of + or - such that IJJ = +J on D. Since Q, 
too, divides H (cf. (ii)), we can also write, noting that Q 2 0; 
01 v(P)=& fi yi2”/, aj=int 20. 
J=l 
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In this manner we can finally conclude that JV(p)-~ g@p IJI dy is a finite 
sum of expressions of the form + lD e”gJ l-I:= r yi2”/” dy. That this admits a 
meromorphic extension of the required type, we infer as in [ 1, p. 147; 61. 
4 
The objective of this section is to derive Proposition 2, where the func- 
tion f E 9( I’) of Proposition 1 is replaced by a rapidly decreasing function. 
In order to accomplish this, we are obliged to further restrict the class of 
orbits to be admitted. 
DEFINITION 2. With the notations of Definition 1 we say, that an orbit 
0 of G on V has the property P’ or 0 = (P’) if (1) 0 = (P). We write again 
C for the component of Q,, containing the closure of 0. (2) Let % be the 
image of C on S, through stereographic projection corresponding to some 
Euclidean metric on V. Then C’ = %? u (co) is an analytic submanifold 
of S”. 
EXAMPLE. We have certainly 0 = (P’), if the Zariski closure of 0 is a 
hyperplane. 
Below we confine ourselves to the case, when G is a connected and 
simply connected Lie group belonging to the exponential Lie algebra g 
with real roots, and acting on V= g* by the coadjoint representation. 
PROPOSITION 2. With the above assumptions and notations, let 0 be a 
G-orbit on g*, such that 0 = (P’). Let w be an analytic d-form on g* as in 
Lemma 2 (d=dim(O)). Suppose that Q is a polynomial function on g*, 
which is non-negative, such that its restriction to 0 is not identically zero. 
Then for any f E Y(g*) the function s bjO fQS .dw (s > 0.) admits a 
meromorphic analytic continuation with poles, of multiplicity < dim(O) at 
{ -r/M; r = 1, 2, . ..}. w h ere A4 > 0 is an integer independent off: 
Proof: Using a partition of unity, it is enough to show that there is 
a constant R0 > 1, such that if f(x) = 0 implies 1x1 > R,, an analytic 
continuation of the kind, as in our statement, exists such that A4 is 
independent off: 
(i) We start by recalling that by Lemma 7, 0 = Uy=, (0 n q), where 
g= {x; PJx)>O (1 <k<mj)} (1 <.<j<N), and PikEP(g*). 
(ii)(a) We write next Q(Y) = P(Y/IYI~) 1~1~~~ Qik(u) - 
Pjk(Y/lYl’) IYI * 2M We fix the positive integer A4 such that these become 
polynomials. 
(b) We write h(y)= 1~)~. 
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(c) If n= dim(g), by virtue of our assumption (cf. (2) in Defini- 
tion 2), there are coordinates {p,; 1 <j < n} around y = 0, on V, say, such 
that the subset {p; y,+,=O (1 bk<n -d)} is a neighborhood W of cc in 
C’. We write uk=yk (l<kkd). Then on W=C’nI/ we have y=y(u) 
(=(Y.j(“))l<,cn). 
(d) We recall that by the end of Lemma 2, there is a set of integers 
0 <ji < ... -cjd<n such that we can assume M: as dx,, A .. . A dx,. Upon 
the substitution x = y/l y12, this goes over into UJ = 1 yl -4d o, where o is a 
d-form with polynomial coefficients on g*. Hence (id,)* (w) = 
Ih(u)l -2da(u)a, where a(u) is analytic in u,, . . . . ud and a = du, A . . A du,. 
We can assume a > 0. Let du be the measure on W corresponding to x 
(e) We write Q(u) E Q(y(u)) (UE W), etc., and 
H is defined and analytic on W. 
(iii) We apply now, as in (iii) of the proof of Proposition 2, the 
Resolution Theorem to (H, W). We obtain thus a connected neighborhood 
U of m, UC W, and q: DI- V as loccit. 
(iv) Let now 2 be a neighborhood of co, such that 2 is compact and 
Z n C’ c V, too, is compact. Let R, > 1 be such that Ixl> R, implies x E Z. 
Thus, if also x E C’, x lies in V. Below we are going to prove that Ro, as 
just specified, is as at the start of our proof. Let f be a rapidly decreasing 
function on g*, such that its support is > R,; then the latter is contained 
in 2. We write 
F(uf)~f(Y(U)/lY(U)l*) ly(u)l -4d.4u). 
Then F extends to a C”-function of compact support on U, such that 
F(0) = 0 along with all of its derivatives. If r is the characteristic function 
of 0, we write T,(u)) = T(y(u)/( y(u)l*). Then we have for Re(s) >, 0 
1 fQ’.dw=[ F(u)(Q(u))“(h(u))-MsT1(u)~du. 
0 u 
Since dw is tempered, the right-hand-side is absolutely convergent if 
Re(s) 3 0. 
(v) The rest of our proof will be similar to the end of our demonstra- 
tion of Proposition 1, to which we refer for further details. We write 
K = supp(FI 17); this is a compact subset of U. Then so is E = cp - ‘( K). Let 
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P 1, . . . . PT}, ( I’(Pj))i <j< T, (xj)i <j< TV CF( U) have the same meaning as 
in (iv) lot. cit. 
(vi) Proceeding as in (v) lot. cit., we conclude that for Re(s) 2 0 we 
have 
(vii) Let P be one of the Pis. Then, putting k = xj&, we infer that 
which is a sum of expressions of the form 
f s k@- MsJ. dy. D 
If Re(s) = 0 3 0, the integral is absolutely convergent. 
(viii) Since Q and h divide H (cf. (ii) above), and Q, H 2 0, we can 
write on V(P) 
where a,, b, > 0 are integers and E, q positive, real-analytic functions. Let us 
write ci = aj - A4bj( 1 <<j < d). Then the last integral can be rewritten as 
where 6 > 0 is invertible and k’ E CF( V(P)). 
Since, for Re(s)>O, the integral is absolutely convergent, it certainly 
admits a meromorphic analytic continuation of the required type. 
By virtue of Proposition 2 and by what we saw in the Introduction, we 
can announce the following 
THEOREM 1. Suppose that G is a connected and simply connected 
exponential Lie group with real roots; let g be its Lie algebra. We assume 
that 0 is an orbit of the coadjoint representation, satisfying condition P’ (cJ: 
Definition 2). Let P be a polynomial on g*, such that P(ap)= A(a)P(p) 
(a E G, p E 0), P ( 0 > zero, and such that the invariant measure on 0, multi- 
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plied by P, is tempered. We denote by Tan irreducible unitary representation 
belonging to 0; let A be a positive, self-adjoint operator on the space of T, 
satisfying T(a)AT(a-‘) s A-l/‘(a). A (aE G). Zf q is a ?-function with 
compact support on G, then, for any t > 0, the operator A’T((p)A’ is of trace 
class, and the map t I+ Tr(A’T(cp) A’) admits a meromorphic analytic con- 
tinuation with poles, of multiplicity <dim(O), at (1 - 2r,lM; r = 1, 2, . ..} 
where M is a positive integer, independent of cp. 
We recall, that given any orbit, P and A, as specified above, always exist. 
5 
In a previous paper (cf. 13, Theorem, p. 465) we proved that given a con- 
nected solvable Lie group, locally isomorphic to a linear algebraic group, 
then on any closed orbit of the coadjoint representation the invariant 
measure is tempered. We can infer from Remark 3, that any such orbit is 
a connected component of a semi-algebraic set. The objective of this con- 
cluding section is to show that, conversely, given any closed orbit, which 
is a connected component of a semi-algebraic set, the above conclusion is 
valid. We continue to confine ourselves to solvable groups with real roots. 
Whereas in our previous proof our main tool was provided by results of 
L. Hormander on the asymptotic behavior of certain polynomials (cf. [7, 
p. 2761) here we are going to base our conclusions on the Resolution 
Theorem. 
Given a subset E of R” and a positive number R, we set E, = {x; x E E, 
1x1 = R}. 
LEMMA 9. Let P and Q be polynomials on KY. Let 0 be a connected com- 
ponent of N( Q). We assume that P ( 0 > 0. There are numbers C > 0, a, such 
that PlO,>C.R”. 
We note that if N(Q) is connected, this lemma follows at once from 
[7, Lemma 2.1, p. 2761. 
Proof: We consider again S, = R” v (00 ). 
(i) Let us put f(x) E P(x)/lxl’“, F(x) = Q(x)/~x~*~, and 
h(x) = l/Jxl’. If M is a sufficiently large positive integer, these extend to 
analytic functions around co on S,, vanishing at co. We write Hz F . f. h. 
Let V be a neighborhood of co, where H is analytic. 
(ii) We apply the Resolution Theorem, as in Section 3, to (H, V). 
The set S = cp - ‘( az ) is compact. Hence we can find a system of points 
(P, , . . . . PT} c S with corresponding coordinate neighborhoods V(P,) such 
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that S c UT=, V(ij). We shall assume, as we can, that the range of each of 
these V(P)% is the open sphere {y; J yJ < r < 1 }. There is a neighborhood 
W of co contained in (p(lJjT_ r V(P,)). We choose R, > 0 such that 1x(> R, 
implies XE W. 
(iii) Let P one of the Pis, such that cp-‘(O)n V(P) #O. We can 
write on V(P) 
We put A = (j; 1 <<j 6 n s.t. uj > 0}, etc. 
(a) We claim first that A 3 C, Bz C. In fact, let YE V(P) be such 
that yi = 0, where j E C. We have then E(y) = 0 and thus also cp( y) = co and 
p(y) = F( co ) = 0. Therefore jE A, and hence A 2 C. We can show, similarly, 
that Bz C. 
(b) We prove next that B = C. In fact, assume that bj > 0, while j 
does not belong to C. By our choice of V(P), there is YE V(P), such that 
q(y) E 0. Hence yk # 0 if k E C, and ym = 0 for some m E A - C. We keep 
now yk (k E C) and y, = 0 fixed, and vary the remaining components. Since 
0 is connected, rp( y) will stay in 0, and we can achieve yj = 0. But then 
q(y) E 0 and P(p( y)) = 0, which contradicts our assumption, according to 
which PlO>O. 
(c) From what we have just seen we conclude that there is L >O 
such that Lcj > bj (Jo C). We obtain in this manner 
Ih(Y)lL=IYIL fi IYjIL’/G lYIL i l&lb’ 
j=l j=l 
=(IYIL/IBl) IPI fi lvjl”GwIY)I 
j=l 
since lul”/lpI can be assumed to be bounded on V(P). We have thus at 
q(y): l/RZL < M(JPJ/R2M). Hence, there are Cj > 0, olj~ Iw such that 
PZ C,R*/ on cp( V(P)) n 0. Taking finally for C and u the smallest C 
(a resp.) which we obtain by considering all V(P), for which 
cp( V(P)) n 0 # 0, we conclude that P > C. Ra on 0, if R 2 R,, whch 
completes the proof of Lemma 9. 
THEOREM 2. Let 0 E g*/G be a connected component of am algebraic set. 
Then the invariant measure on 0 is tempered in g*. 
ProoJ We identify g* to IR” by the aid of a basis. By Remark 2, dw/P 
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(P as in Lemma 3) is an invariant measure du on 0. We have, by Lemma 9, 
l/P(y) d C 1 y( B (C > 0). In this manner we can conclude that 
5 
dv 
i 
dw(y) 
o(l+lylZ)N= 0 P(Y)(l + lY12Y 
<c 5 dw 0 (1+ ly12)N- /1’2 <+a 
in N is sufficiently large, by Lemma 2. 
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