We survey routing problems on xed-connection networks. We consider many aspects of the routing problem and provide known theoretical results for various communication models. We focus on (partial) permutation, k-relation routing, routing to random destinations, dynamic routing, isotonic routing, fault tolerant routing, and related sorting results. We also provide a list of unsolved problems and numerous references.
List of symbols: With advances in the VLSI technology it has become feasible to build multicomputers consisting of hundreds, or even thousands of processor nodes with local memory, which communicate with each other over a xed interconnection network. An essential condition for the e cient use of such machines are routines for exchanging data between the processors. In view of the many network topologies and the multitude of communication patterns, it is not surprising that a rich body of theoretical and practical studies has been developed around the theme of communication. In this introduction we will rst probe into several of the topics that are covered in more detail in later sections.
Communication Models
Communication in multicomputers is usually performed in packet routing mode; a message along with its destination address is placed in a packet that moves through the nodes of the interconnection network without establishing a physical connection path between the packet's source and destination. In contrast to packet routing, circuit switching allows the data to move through the network only after establishing a physical connection path between the source and destination. Routing along a network of buses is somewhat in between these two extremes. Here a connection is not switched, but it is up to the algorithm designer to guarantee that no two packets are using a bus at the same time.
In the SIMD communication model every routing step is restricted to a single dimension; every node sends and receives at most one packet along a single direction. In the MIMD model (also called all-port model) every node can communicate with all its neighbors in a single step.
The simplest packet routing model is store-forward, also called node to neighbor communication. In this model, each node has a store/send capability, it sends a packet and waits for an acknowledge message from the receiver. In the constant model, transmission of a packet from one network node to any of its neighbors takes one time step. In the linear model, this transmission takes + b time, where is the start-up time, b is the size of the packet transmitted, and is the transmission rate. With this strategy, a packet incurs a delay which is at least proportional to the distance it has to travel.
In order to reduce the distance dependency, alternative packet-routing models have been proposed. With wormhole routing, every node has a queue associated with each of its adjacent links which can hold a small number of bits. A packet may be spread over many nodes on the path from its source to its destination and progresses only if there is space in the queue at the next node. When the head moves, or when bits are consumed by the destination node, the entire packet can move by moving to the free space created 61]. The unit chunks in which packets are divided are called its. If there are no other packets interfering, then the transfer of a packet consisting of b its over distance d takes + b + d time. Here , and are constants. As mostly and are of the same order of magnitude, while b >> d, the transfer time is almost distance independent. Virtual cut-through is similar to wormhole routing, except that the entire packet can pile up at a node, since su cient queuing is provided 147] .
For e cient packet routing, the total communication delay (propagation and queuing) must be small, while the system maintains high reliability, i.e. multiple disjoint paths between nodes exist, and transmission errors are rare. Also, the queue size, de ned as the maximum number of packets stored at any network node during communication, should be kept as small as possible. This is an important design consideration because of physical constraints arising from bu er space limitations and required fast access to bu er elements. Various models have been developed to specify more precisely these criteria.
Communication Patterns
General Routing. Many communication problems are special instances of the following (N; p; k 1 ; k 2 )-routing problem. N packets, each with its own source and destination, must be routed such that at most k 1 packets are initially at any node, and at most k 2 packets are nally at any node. The N packets reside on p nodes. Regular topologies o er the advantage that all nodes have a global knowledge of the network, allowing for simple routing and scheduling decisions.
Special algorithms are also interesting if many of the packets that are sent or received by a node are the same. Of particular importance are the following basic operations: (a) A single node broadcast involves the transfer of a message from a particular node to all other network nodes; (b) A single node scatter is similar to single node broadcast except that N di erent messages are broadcasted; (c) A multinode broadcast involves the simultaneous single node broadcast from all network nodes (there are N di erent messages); (d) A total exchange (also called gossiping) is similar to multinode broadcast, except that all the packets sent are di erent; (e) A single node accumulate (also called gather) is the dual operation to single node scatter; and (f) A multinode accumulate is the dual operation to multinode broadcasting.
Multinode broadcast can be implemented by performing a single-node gather followed by a single node scatter. On the other hand, single-node gather, which has the same complexity as single-node scatter, is a subproblem of multinode broadcast. Therefore, all three problems have the same complexity up to constant factors. The same is true for the multinode accumulate. For problems (a)-(f) above, pipelining techniques and edge-disjoint spanning trees e ectively reduce the delay time 82, 104, 109, 122, 155, 295] .
Isotonic Routing. Isotonic routing refers to any of the following routing schemes. A semi-contraction is a special case of partial permutation routing; the absolute distance jx?yj between the initial locations of any two packets x, y is always greater than or equal to the absolute distance j (x) ? (y)j between their nal destinations. Distances refer to integer di erences between node representations, and not Hamming distances. A semi-expansion is the dual operation to a semi-contraction. Packing corresponds to partial permutation routing of M N packets onto a single interval (e.g. the rst M locations), while preserving their relative order. Unpacking is the dual operation to packing. Thus, packings and unpackings are special cases of semi-contractions and semi-expansions. A semi-broadcast refers to routing M N packets, when the nal destinations of packets from di erent nodes are ordered, i.e. packets at nodes x and y (x < y) are headed to a set of destinations S x and S y , such that any member of S x is smaller than any member of S y . A semi-gather is the dual operation to a semi-broadcast.
Permutation Routing. Another special case of (N; p; k 1 ; k 2 )-routing is permutation routing. In this problem, there are initially N packets, one at each of the N processor nodes.
The packet at node x, 0 x N ? 1 is destined to node (x), where the mapping x 7 ! (x) is a permutation. The aim is to route the packets in parallel, given that at most one packet can traverse each link at each time step. If the permutation is known in advance an optimal routing schedule can be precomputed and the routing is o -line, while if the permutation is known on the y the routing is on-line. Frequently used permutations belong to the BPC, Omega, Inverse Omega, and Ascend/Descend classes 171, 186, 223, 299] . O -line routing is useful when data dependencies are known before run time, as in scienti c applications 85] .
On-line routing may be further classi ed into oblivious and adaptive strategies. A routing algorithm is said to be deterministic oblivious if the route of any packet depends only on its origin and destination, while it is randomized oblivious if the route of any packet is independently chosen according to a probability distribution (which is a function of its origin and destination) 2]. An adaptive strategy makes routing decisions for a packet depending on its current node and destination of packets encountered on its way. In a faulty system, adaptive routing may also check the status of adjacent links and nodes. Randomized and adaptive routing has been implemented in hardware, initially on the Chaos router 149], and more recently on commercial systems, such as the CM-5 data network 185], and the STC104 32 32 routing chip 310].
Optimality and Lower Bounds
Many papers in our list of references consider the \optimality" of algorithms which may be a more or less strong notion. Sometimes it means that the time consumption of the algorithm exceeds some lower bound by a constant factor only 31, 32, 49] ; it may mean that the leading constants of a lower bound and the algorithm match 131, 133, 289] ; and sometimes it means that the time consumptions are identical 182, 262, 293] . The latter two types of optimality are mainly applied to meshes (because it is mostly trivial to achieve the rst optimality on meshes).
The most commonly applied lower bounds for communication algorithms working under the store-forward assumptions are the following:
Distance bound. A packet travels at most over distance 1 during a single routing step.
Thus, a routing algorithm takes at least the maximum distance a packet has to go.
Throughput bound. At most one packet can go over a connection during one routing step. Thus, a routing algorithm takes at least the maximum number of packets which have to pass through a single connection.
Bisection bound. A subset of c network connections can obviously transfer at most c packets during one routing step. When these connections \bisect" the interconnection network into two parts, with m packets moving from one side to the other for a certain routing problem, then any routing algorithm will take at least m=c routing steps. We say that c forms a network bisection.
Connection availability bound. Any network connection can be used for the transmission of at most one packet during one routing step. If the total number of network connections is c, then the routing of a certain distribution of packets requires at least D=c steps, where D denotes the sum, taken over all packets, of distances to travel.
In most cases where it is possible to prove a lower bound at all, the argument relies on one of these four bounds. Only rarely, for example in some routing problems on rings and sorting problems on meshes, a higher bound can be proven by an argument based on the initial lack of global knowledge 156, 288].
Routing Strategies
In standard routing strategy packets are sent along a more or less cleverly chosen path. In commercial architectures, the router is usually part of the hardware and very simple. A very common strategy (on grids of various dimensions and hypercubes) is the so called dimensionorder routing, in which a packet is routed along direction 0 until it has reached its correct position (along this dimension), then along dimension 1, and so on. Such non-adaptive strategies are extremely vulnerable to faults and hot spots in the network.
Therefore, several adaptive strategies have been proposed. In hot-potato routing (also called de ection routing) there are no bu ers at intermediate nodes 16] . Packets continue to move, possibly in a wrong direction, until they ultimately reach their destinations.
With the mad-postman strategy, a packet is sent to the next node in the virtual network, even before compiling its address information 120, 121] . Packets moving in virtual networks ensure deadlock-free communication (see Section 1.5).
Randomization. In the design of e cient routing algorithms randomization plays a key role. Probabilistic routing uses a sequence of random bits for making routing decisions. The routing algorithm utilizes randomization to convert the input distribution, in which the deterministic algorithm su ers from unexpected worst case instances, into a manageable and predictable input distribution, usually the uniform distribution. This technique is useful when a deterministic algorithm for a certain problem runs on average much faster than in the worst case. Recently, Brassard and Bratley de ned this type of randomization as Sherwoodtype 37]. Ben-David et al. 23 ] conjectured that every randomized algorithm has the same performance as an appropriately designed on-line adaptive algorithm.
Routing to random destinations corresponds to routing N packets from distinct nodes to independently chosen random destinations. Partial permutation routing corresponds to routing with at most one packet originating from any node and at most one packet destined to any node. A k-relation, called also k-k routing, corresponds to (kN; N; k; k)-routing. In dynamic routing packets are generated at every node with a xed rate and head to independently chosen random destinations. Whether this assumption is justi ed depends on the particular application.
Reduction of Problems. Some reductions of the routing problems are possible. Permutation routing can be reduced to sorting, when sorting is on the unique nal destination of the packets. Thus, if we can sort N data elements in a given amount of time, we can perform any permutation in the same time. Similarly, partial permutation routing can be reduced to sorting and unpacking as follows. First, nodes without messages send a dummy packet to destination N + 1. After sorting the packets according to their destination address, M genuine packets move to the nodes indexed 0 through M ? 1. The dummy packets can now be discarded. Since the remaining packets are ordered according to their nal destination, their routing corresponds to performing an unpacking operation. Integer sorting is equivalent to partial permutation routing if the integers to be sorted are consecutive numbers, i.e. f1; 2; : : : ; N " g, 0 < " < 1 152] .
Clearly, routing-by-sorting imposes some conditions on the problem and the hardware. For example, a sorting problem should be solved statically, and this almost excludes that such an algorithm can be extended to dynamic inputs. In reaction to this Borodin 34] gives a detailed analysis of the so-called pure packet routing, a notion which he tries to de ne so that impractical tricks are excluded. Similar limitations are considered in 150, 199].
Deadlock, Livelock and Starvation
To ensure correct functionality the parallel system communication facility must be free of deadlock, livelock, and starvation.
A deadlock may be de ned as a cyclic dependency of ungranted packet requests for bu er or channel resources. Deadlocks may occur when a common bu er pool is shared by incoming and outgoing tra c. A livelock refers to packets circulating the network without making any progress towards their destination. Livelock does not occur with shortest-path or randomized routing; it may be avoided with adaptive routing strategies by implementing agebased priority schemes 232]. Both livelock, and starvation, which refers to packets arriving at their destination but never been consumed by the processor, re ect problems of fairness in network routing or processor scheduling policies.
Special care has been taken to address network deadlock. While for non-adaptive storeforward and virtual cut-through routing, deadlocks can be avoided by using the concept of structured transmission bu er pools and route assignment to avoid cycles, special care must be taken for wormhole routing 70] . The usual way to provide deadlock-free routing for wormhole routing, is to de ne a partial order on the bu er classes which result in cycle-free (virtual) channel dependency graphs 61]. Although this works ne for deterministic routing, in case of adaptive routing it is possible that a cycle exists but the packets still do not deadlock. A theory has been developed for designing maximally-adaptive, deadlock-free (but not necessarily livelock-free) routing algorithms in networks with nodes implementing either central bu ering, or input/output bu ering 67]. Minimizing the number of bu ers needed, while providing for maximal adaptivity, has also been considered for tori 53] .
For wormhole routing several other techniques to achieve deadlock-free routing are aimed at breaking up cycles in the channel dependency graphs. For example, this is done by using initially adaptive followed by deterministic dimension-order routing (after a certain number of dimension reversals) 60]. The other possibility is to divide packets into di erent virtual networks depending on their destination and assigning one bu er for each virtual network at each node 59], or by avoiding certain turns which cause cycles (e.g. using west rst, north last, or negative rst routing on meshes, tori, and other sparse networks) 86]. More e cient techniques could allow for more routing adaptivity; there exists a necessary and su cient condition for deadlock-free wormhole routing on any network 68]. The condition has been extended to wormhole multicasting 69]. For deadlock-free multicasting on meshes using virtual networks see 191, 192] .
More recent techniques for achieving deadlock-free routing consider the sparsity of deadlocks in asynchronous networks. Thus, instead of avoiding deadlocks, precautions are taken to e ciently recover from them. In the compressionless approach, any established virtual channels which have not reached their destination within a given time delay are \torn o " 148]; this method is implemented using special test packets which follow ow control paths. Alternatively, a new better approach called Disha 1 provides alternative paths on demand to deliver deadlocked packets 11, 247].
Covered Topics and Further Reading
In this study, we survey multicomputer routing, and provide known results and open problems. We concentrate on permutation routing and the related problems of sorting, partial permutation routing, dynamic routing, routing to random destinations, k-relations, isotonic routing, and fault tolerant routing. These problems are important in many parallel applications, such as computing multidimensional FFT, nite elements, matrix problems, and divide and conquer strategies. Furthermore, while many to one routing is used for simulating the CRCW and CREW PRAM (parallel random access memory) models on interconnection networks, permutation routing is employed for EREW PRAM simulations.
We consider general undirected graphs, especially meshes and hypercubes, but also star graphs, and related networks. Although architectural issues, such as virtual shared memory, cache coherence, and multithreading, play a prominent role in the design of massively parallel systems, numerous platform-independent parallel solutions are derived directly from either mesh or hypercube based algorithms. Unless otherwise speci ed, we assume full duplex (bidirectional) links, and the constant model for node to neighbor communication. For detailed description and analysis of some important communication algorithms contained here, the reader is referred to 176]. Parallel algorithms, mainly for meshes and hypercubes, are covered in 75, 118, 155, 269] . Sorting algorithms are examined in 6, 45, 167, 271] .
In our survey, we concentrate on packet routing algorithms on xed-connection networks, for which theoretical results are richer. We do not consider communication properties of multistage interconnection networks 74, 248] 2 Results for General Graphs
Common Permutations
Suppose that an arbitrary packet initially located at node x x 1 x 2 : : : x n is destined to the node (x) = x 0 x 0 1 9 (x) = x 1 x 2 : : : x i?1 x i x i+1 x i+2 : : : x n The BPC permutations also include the s sub-class and s super-class of permutations (an s sub-bit reversal corresponds to a bit reversal permutation applied to the s least signi cant digits). BPC permutations are common in scienti c applications 125]. The task of computing the transpose of a matrix arises often in matrix algorithms like in multidimensional FFT, computing congruence matrix transformations UAU T , or executing a step of the QR algorithm for nding eigenvalues of a matrix. The matrix transposition permutation is also used for conversion of a matrix stored with one row per processor (called consecutive row) to the storage of one column per processor (called consecutive column), and for changing the allocation of an array from consecutive to cyclic storage representation (and vice-versa). Other BPC permutations are useful for conversions between: (a) consecutive row matrix representation, (b) consecutive column storage, (c) cyclic row, (d) cyclic column, and (e) combinations of cyclic/consecutive row (or column) representation. They are also useful for conversion between di erent matrix embeddings, such as binary and binary-re ected Gray code on hypercubes. BPC permutations have been extended to a ne permutations, under which i 0 , the index of the node to which the i th node routes its packet, is given by i 0 = A i+b. Here i and i 0 denote the binary expansion of i and i 0 , respectively, A is an invertible 0-1 matrix and b is a 0-1 vector.
Omega (or Inverse Omega) permutations are realizable by a log N-stage 2 Omega network (respectively, Inverse Omega) without con ict at any stage. More precisely, consider N = 2 n nodes represented by binary numbers from 0 to N ?1. For any two nodes x and y, let L(x; y) (and M(x; y)) represent the number of similar least signi cant bits, up to the rst di erent bit (respectively, similar most signi cant bits). Notice that, 0 L(x; y); M(x; y) log N. A permutation is an Omega permutation if and only if for any nodes x and y, we have L(x; y)+M( (x); (y)) < log N. We call an Inverse Omega permutation if for any x and y, we have M(x; y)+L( (x); (y)) < logN. Omega and Inverse Omega permutations are useful in parallel applications, such as parallel load and store on matrices, simultaneous con ict-free access to all rows, columns, diagonals, and blocks of arrays, and divide and conquer strategies 171]. Some examples of Omega and Inverse Omega permutations, which do not belong to the BPC class, are:
10. Cyclic shift of amplitude k, 1 k N:
10 (x) = (jx + k) mod N ; where j is odd.
11. Cyclic shift within segments:
11 (x) = 2 (x + k) mod 2 n?j ; where 2 is the (decimal) number equivalent to the j most signi cant bits in the binary representation of x, and 1 k N. 12 . Unscrambling j-ordered vectors:
12 (x) = (jx) mod 2 k + (x n ; x n?1 ; : : : ; x k+1 ) 2 k ; j is odd, 1 k N.
With Given a set of packet routes on a given network, we de ne the dilation (W ) as the maximum distance traveled by any packet, and the congestion (U) as the largest number of packets that must traverse a single link. Leighton The algorithm is a generalization to Ranade's permutation routing strategy on the hypercube 267], which was originally intended for implementation of an e cient simulation of shared memory on a distributed memory machine.
It is based on ghost packets and random rankings assigned to packets, and uses only O(log 2 N) random bits. For messages b-bits long this algorithm can be pipelined, achieving L + cb(U + L + log N) time delay, with high probability (c is a constant). It is assumed that each queue can hold at least b packets. This result was later used for permutation routing on the hypercube, mesh, n-dimensional mesh, and shu e/exchange graph in asymptotically optimal time. However, the multiplicative constant of the dominant term was ignored. Furthermore, the above result provides the best known approximation ratio for the general job-shop scheduling problem. Recently, Palis et al. 236 ] considered nonconstant degree leveled networks. By selecting a shortest path for all (source, destination) pairs on the original network, a new leveled network is constructed with L + 1 levels, N nodes per level, and links between: (a) node u at level i and node u at level i + 1, and (b) node u at level i and node v at level i + 1, if there is a shortest path whose i th link connects u and v in the original network. A two-phase routing algorithm rst forwards the packets to independently chosen random destinations, and then sends them to their nal destinations along a unique shortest-path determined by (b)-type links rst, and then, if the path is shorter than L, by (a)-type links. The two-phase routing strategy is optimal, provided that the leveled network has degree 2, and it is nonrepeating, i.e. any two paths that share a link and then diverge never share a link again. Although applying the above algorithm to the mesh, n-dimensional mesh, hypercube, shu e/exchange, or star graph yields an asymptotically optimal time delay, the two-phase routing algorithm does not guarantee constant queue size.
Valiant pioneered the work on probabilistic routing. Let a symmetric scheme refer to tra c being uniformly distributed to all network links. We have: Theorem 2.5 In any oblivious, nonrepeating, and symmetric routing scheme, an arbitrary k-relation can be routed on an MIMD N node, degree network, with maximal route length , and expected route length in just T steps (provided that T (k )= ), with high probability ( 1 ? k N ((e k)=(T )) T , where e = 2:718281 : : :
Valiant also showed that any oblivious routing algorithm on a graph with an asymptotically optimal diameter (or mean route length), either requires (N " ) steps (for some constant " > 0), or makes packets travel a path of length at least 2 log N 315]. This, in turn, implies the asymptotic optimality of the probabilistic two-phase routing strategy for the shu e/exchange, the n-dimensional n-way shu e network and other sparse graphs. The multibutter y discovered by Bassalygo and Pinsker 18] has a simple randomly-wired multistage structure; it consists of butter y networks merged together after randomly permuting switches at each level. Upfal discovered that this network can deterministically permute its inputs in O(log N) time 312] . Furthermore, Arora, Leighton and Maggs 12] proved that back-to-back multibutter ies (called also Bene s networks) are strict-sense nonblocking, i.e. any unused connections between any input-output network pairs can be self-routed in O(log N) time using the circuit switching model. The multibutter y has sparked an interest in randomly-wired networks for packet routing in parallel systems 193, 197] .
AKS networks are point-to-point networks with an irregular structure which does not admit good embeddings on nonexpander, regular topologies 52]. Although signi cant reductions on the size and depth of the AKS sorting networks have been made 4, 50, 239], the AKS sorters remain impractical compared to classical O(log 2 N) delay, bitonic sorters 19]. For example, there exists a class of the AKS sorting networks with depth 1830 log 2 N ?58657 and size N 2 78 50] ; the smallest such network still has hundreds of times the depth of a 2 78 -node bitonic sorter. New bounds on the minimum size and depth of (comparison-based) sorting networks are provided by Kahale et al. in 129] . Small sorting networks of optimal depth are known for n 10, and for optimal size for n 8 238] .
For randomized sorting, rst Reif and Valiant obtained optimal randomized sorting on a nonexpander graph, called the cube-connected cycle (see Section 4.7) 270]. Leighton and Plaxton provided e cient randomized sorting algorithms on the butter y (the constant is only 7:45). Theorem 2.8 N log N packets can be sorted on the MIMD N log N node butter y in O(log N) steps using constant size queues, with high probability 183].
For messages b-bits long, pipelining this algorithm achieves b + O(log N) bit steps, with high probability 183]. Leighton et al. using Theorem 2.8 and e cient embeddings of butter y networks, proved that probabilistic sorting on the n-dimensional binary hypercube, and ddimensional mesh (n 2) can be performed in asymptotically optimal time 178].
Fault Tolerant Routing
Multicomputer systems are more susceptible to failure than conventional uniprocessor machines. As the size of parallel systems increases, the probability of a component failure (either node, or link) also increases. We are interested in routing a packet from its source to its destination, if there is a live path between these two nodes, i.e. the nodes belong to the same connected component.
One solution consists of recon guring the faulty network, by embedding a fault-free network 102, 103, 130, 213, 306] . After the recon guration, classical communication algorithms can be used. Another interesting possibility consists of routing in a fault tolerant fashion directly on the faulty network. We assume that the fault pattern remains xed for the duration of routing. It is much harder to model algorithmic fault-tolerance in the presence of transmission errors, or temporarily down links. In the p-faulty model, component failures occur independently with a xed probability (p) and may correspond to node failures, link failures, or both. These dynamic faults may correspond to a channel being unavailable, or to a full bu er. In the worst case model, a set (F ) of faulty components (links and nodes) is chosen by an adversary. Such static faults could arise during fabrication runs. Notice that, when a node fails, all its adjacent links also fail.
A fault-tolerant communication algorithm is optimal if it nds a minimal feasible path for every packet, whenever such a path exists. A path is feasible if it contains no faulty nodes. A path is a minimal feasible path if it is the shortest feasible path. When faults are placed maliciously, we are interested in certain graph properties 110, 111] . In particular, good routing ( ) on network G corresponds to bounding the diameter (D R ) of the surviving route graph R 66]. The directed graph R has the same number of vertices as graph G, and any two nonfaulty nodes x and y are joined by a link if there are no faults on the route (x; y) between them. The surviving graph diameter is a measure of the worst case performance degradation caused by faults, for a given routing algorithm. Recall that a graph G is k-node connected if there exist k node-disjoint paths from any node x to any node y in G. Theorem 2.10 If is a shortest-path routing on network G, and the set F consists of f faulty links and k faulty nodes with degrees 1 ; 2 ; : : : ; k , then the diameter of the surviving graph is D R 2f + 1 + Peleg and Simmons studied graph properties which lead to good bounds on the diameter D R 241]. We can also pad graphs to build larger fault tolerant graphs 38].
PRAM Simulation on Distributed Memory Computers
Out of the observation that PRAM algorithms are (relatively) easy to design, but that most existing parallel computers have a distributed memory (except for parallel machines with a small number of nodes), a natural need arises to e ciently simulate PRAMs on distributedmemory machines (DMM). A rich theory has been developed, and here we want to provide pointers to the most relevant recent literature.
A PRAM simulation on a DMM is performed in rounds. In every round each node performs a step for all the PRAM processors it is simulating (possibly just one), and then a routing is performed to write results away and to read new data. If the access pattern is assumed to be randomly distributed, and if there is a lot of parallel slackness (implying that each node of the DMM simulates a large number of PRAM processors), one can hope that things work out ne. Because of Cherno bounds, one can estimate that with high probability the random access pattern is actually highly balanced. The maximum number k max of packets that any node sends to any other node can easily be estimated 3 or determined. Therefore, one has a simple routing pattern in which each node sends at most k max packets to each other node.
However, in case that one cannot assume a random access pattern, or when there is insu cient parallel slackness, PRAM simulation implies more than just a routing problem. The real problem is the distribution of data over the memories of the DMM so that the necessary routing can be performed fast for all or most of the accesses.
One approach, which eliminates the assumption of random inputs, is to distribute the data according to some hash-function which is chosen uniformly from a universal class of hash functions 267]. Even sharper upper-bounds can be obtained if in addition to some clever distribution technique data are copied 57, 64, 87, 136, 209, 217] . In these papers, it is assumed that the network is completely connected (by an optical crossbar switch). Other authors have dealt with bounded degree networks 105, 244] , or even with simulations on meshes and mesh-like networks 106, 187, 245, 246] . More recently the focus appears to be no longer on achieving even faster simulations (in 57], a step of a PRAM with N processors is simulated with a delay of O(log log log N log N) only), but on more diverse aspects such as fault tolerant simulations 25], and simulations on recon gurable networks 58].
3 Mesh-Connected Multicomputers A two-dimensional n n mesh consists of N = n 2 processor nodes arranged in a twodimensional n n grid. Each node is connected to its (at most) four neighbors. Nodes are identi ed by their mesh coordinates; the node at position (i; j), 0 i; j < n, is denoted by P i;j , where position (0; 0) lies in the upper-left corner. All de nitions carry on to nonsquare m n meshes.
Meshes and their direct generalizations are attractive because of regularity, scalability and conceptual simplicity. They are easy to program and are suitable for VLSI implementation.
The major draw-back is large diameter and small bisection width (2n ? 2 and n, resp., for two-dimensional meshes). As a consequence, the maximal speedup for problems without much \locality" is n, with n 2 nodes.
In addition to the SIMD and MIMD models, we distinguish the uni-axial model; in every routing step there is one axis along which communication can be performed (either horizontal, or vertical). Along this axis each node can send information to both of its neighbors, and receive from both of them.
A torus is de ned as a mesh with wrap-around links; P i;0 is connected with P i;n?1 , and P 0;j is connected with P n?1;j . Tori have the advantage that they are uniform, i.e. there are no corners that have to be treated in a special way. The diameter of a torus is only half the diameter of the corresponding mesh and the bisection width is twice as large. 0 9 1 8 2 7 3 6 4 5 Figure 1: The embedding of a circular array (one-dimensional torus) of length 10 into a linear array (one-dimensional mesh). The dilation is 2. The embedding of a torus onto a mesh with dilation 2 is realized analogously, by \folding" in both directions.
Since a torus can be embedded onto a mesh with dilation 2 (see Figure 1) , any torus algorithm can be simulated on a mesh with delay factor 2 (except for the SIMD model). Therefore, any optimal torus algorithm, that is an algorithm matching the distance or bisection bound (see Section 1.3), yields automatically an optimal mesh algorithm. However, the opposite is not true. There are problems which cannot be solved twice as fast on a torus. The simplest example is 1-1 sorting on one-dimensional arrays 202].
On-Line Routing
In this section we consider variants of the routing problem on meshes. We will not attempt to list all results for all variants and all models. Most mesh results carry over to tori, and MIMD results carry over to SIMD with the due time factors between them.
Permutation Routing. In the SIMD model, 4n ? 4 steps is a lower bound for almost any problem. For permutation routing, this lower-bound is matched by the simple greedy routing strategy, in which all packets are rst sent along the rows to their destination columns and then along the columns to their destinations. The routing time is optimal, but in the case that all packets from a certain row have destination in the same column, they are all wiped into a single node, yielding queues of size (n).
In the SIMD model, the best results for permutation routing are obtained by simulating the MIMD algorithms of Kunde 157] In the MIMD model, the mesh diameter 2n ? 2 is a lower bound for permutation routing. Leighton has shown that for random destinations the greedy algorithm performs very well, even the queue size remains small 175]. The rst near-optimal permutation routing algorithms were presented in 157, 264]. Leighton, Makedon and Tollis 182] proved \the impossible"; a deterministic algorithm running in 2n ? 2 steps with constant size queues (about 1000). In later papers the queue size was reduced to more practical values 262, 293] . The essential idea in all papers since 264] is that \critical packets" (packets moving between opposite corner regions of the mesh) are given priority, so that they do not incur any delay. Queue size estimates essentially depend on sorting algorithms of sub-meshes of decreasing size. Although this is an interesting result, the constant hidden in the O (1) k-k Routing. Practically, more relevant than 1-1 routing are the k-k routing problems.
Because of the mesh bisection bound, k-k routing requires at least kn=2 steps. The rst nontrivial algorithm for k-k routing was presented by Kunde and Tensi 163] . It requires 5kn=4 + o(kn) steps. Several improvements gradually reduced the routing time to almost optimal 141, 158, 263]. One of the most important ideas is packet coloring 158]; the packets are colored deterministically or at random, white or black. At all times the white packets are routed orthogonally to the black packets. In this way, the routing capacity of the MIMD mesh can be fully exploited. Another idea is to route the packets rst to random positions, and from there to their destinations. This idea goes back to Valliant and Brebner 317]. Near-optimal results were rst achieved with randomized algorithms 141, 263] . It was then discovered that randomization is super uous, and can be replaced by sorting packets in sub-meshes and performing unshu ing 144, 160]. Theorem 3.2 k-k routing on MIMD meshes can be performed deterministically in kn=2 + O(k 5=6 n 2=3 ) steps. The maximum queue size is k 144, 160] .
It is not hard to perform k-k routing twice as fast for average case inputs; just omit the randomization phase. An analysis is given in 161]. In 145], several ideas are combined to obtain an algorithm with routing time close to kn=4 for average case inputs while never exceeding kn=2.
Locality Preserving Routing. It may happen that all packets which have to be routed actually have to travel only a short distance. For such cases it would be a pitty to apply the sophisticated algorithms which inevitably lead to a routing time of at least maxf2 n; kn=2g. However, if d is the maximum distance any packet has to go, it is not hard to obtain a routing Therefore it performs a randomization in a range of size d 0 along the columns, followed by a greedy routing; rst along the rows, then along the columns. A detailed description of such an algorithm is given in Chapter 6 of 287]. Other variants are possible too. To make such an algorithm deterministic requires more e ort, but at the cost of extra routing time.
It is not true that every individual packet arrives within a constant factor from the optimal time (the applied farthest-rst strategy may cause that a packet which has to travel a short distance is delayed many steps), but globally these algorithms achieve a constant competitive ratio.
k-l Routing. The general k-l routing problem has attracted less attention 98, 203, 204, 214, 294] . Considering the bisection bound and the number of packets that may have to move into or out of a corner, it follows that: Lemma 3. At rst it is not obvious how to achieve better than ( maxfk; lg] n). k-l routing and token distribution are closely related. After counting the number of tokens and attribution of a rank, a k-m routing algorithm can be used for smoothing the packets out. Here, m is the average number of packets. On the other hand, if one has a token distribution algorithm, then one can rst smooth the packets out, and then perform an m-m routing, with m minfk; lg as before, and then perform the inverse of a token distribution.
This approach need not be competitive for arbitrary k-l routing problems (which may be much cheaper than the token distribution), but for k-1 routing it is. In that case, we need only perform a token-distribution and a 1 ? 1 routing. This gives the following: Lemma 3.4 If 1 ? 1 routing can be performed while preserving the locality, and if there is a competitive token distribution algorithm, then also the k-1 routing problem can be solved competitively.
O -Line
By encoding the permutation in only O(log 2 n) bits, precomputation (essentially a matrix inversion) takes O(log 3 n) time. 3.3 Fault Tolerant Routing P-faulty model. For dynamic faults we want to minimize the expected lifetime of a packet and maximize the probability that the packet reaches its destination. To achieve these goals, packets are routed as long as possible via shortest paths. The best shortest-path route is the one with the most alternatives. The Z 2 -policy states that precedence should be given to propagation of messages towards the diagonal 13]. The diagonal with respect to node P 0;0 is the set of nodes fP i;i j 0 i n ? 1g. Thus, a packet residing at P i;j with destination at P 0;0 , tries to move to P i;j?1 if i < j, to P i?1;j if i > j, and to either of them if i = j.
Theorem 3.6 The Z 2 -policy is optimal 13].
A negative result on the e ectiveness of shortest-path routing is:
Lemma 3.6 For large n, the probability of successful completion of shortest-path routing on the p-faulty n n mesh approaches zero 89].
Another approach, sidetracking, attempts to move a packet along a shortest path from its current position to its destination. If at any instant all nodes along a shortest path are faulty, the packet is sent to a randomly chosen nonfaulty node from the remaining neighboring nodes. Thus, this approach corresponds to oblivious nonminimal path routing. Although the
routing region R(P), de ned to contain all nodes within distance (c log n) from P, where c is a constant. This region is such that if there is a live path between the packet's source and destination, the path will likely be contained in R(P). Theorem 3.7 For all p 0:29, on-line permutation routing can be performed on a p-faulty n n mesh in O(n log n) steps, with high probability 258]. The maximum queue size is O(log 2 n). Further improvements were given by Cole, Maggs and Sitaraman 48]. They prove that, for some constant " > 0, n 1?" worst case faults can be handled in such way that the computation is slowed down only by a constant factor. In practice, the above algorithms are insu cient, since constant factors are large. We would like to have algorithms which tolerate a small number of faults with small delays.
Problem 4 Can an n n mesh with x random faults emulate a fault-free mesh with delay factor 1=(1 ? O(x=n 2 )), for all x = 1; 2; : : :?
Dynamic Routing Problems
In dynamic routing each node generates packets with a xed rate . Each generated packet is assumed to have a random destination. There is a trivial upper bound on the generating rate ; approximately one half of the packets generated in the left half of the mesh have their destinations in the right half. As at most n packets can pass the bisection in every step (we consider an MIMD mesh), this implies that the system will get more and more congested, eventually resulting in in nite delays, for > 4=n. Leighton proved that, for all < 4=n, greedy routing along row and column to their destinations normally works ne 175]. This results has been further improved by Kahale and Leighton 128] . If several packets compete for a link, then the one that has to move farthest in this direction is given priority. Theorem 3.10 If the generating rate in an n n MIMD mesh is less than the network capacity 4=n, then the maximum delay incurred by any packet in any window of T steps is bounded by O(log T + log n), with high probability. The maximum queue size is O(1 + log T= log n) 175].
In This is obtained by applying the same algorithm as in k-k routing. It is interesting to consider whether cut-through routing is essentially harder than k-k routing (when k = b).
Problem 5 Can cut-through permutation routing be solved in bn=2 + o(bn) steps?
A weaker result than Theorem 3.10 holds for dynamic cut-through routing.
Lemma 3.8 We consider cut-through routing on an n n MIMD mesh with packets of b its. If the generating rate is less than 1=(bn), then the maximum delay incurred by any packet in any window of T steps is bounded by O(b(log T + log n)), with high probability. The maximum queue size is O(b + b log T= log n) 175 ].
For wormhole routing, theoretical analysis of congestion is more di cult, since packets which have partially crossed a link can block other packets for arbitrary time. However, delayed greedy wormhole permutation routing is within a logarithmic factor of being optimal 73]. In delayed greedy routing each message waits at its source for a random initial delay before moving greedily towards its destination. Theorem 3.11 For worms of length b, the delayed greedy wormhole routing can be performed on an n n MIMD mesh in O(bn log n + n 2 = log n) steps, with high probability 73].
The situation remains largely unclear for dynamic wormhole routing:
Problem 6 Is there a dynamic wormhole routing algorithm that assures a constant fraction of the network capacity can be used while all packets reach their destination with minimal delay?
For average case instances, hot-potato routing can be performed in 2n + O(log n) steps Problem 7 Is there a deterministic on-line algorithm for hot-potato wormhole permutation routing, with worms of length b, running in O(bn) time?
In all hot-potato routing algorithms, packets may take a detour. The algorithms are such that packets which have to go further make fewer detours, and therefore the overall completion time is close to optimal. However, individual packets may get delayed considerably. In 42] it is shown that such a exibility is essential; lower bounds are constructed for adaptive routing algorithms which use routing of packets along shortest paths. Such algorithms are called minimal adaptive routing algorithms. For an n n mesh, with maximal storage capacity k in each node, it is shown that for a large class of minimal adaptive routing algorithms there are inputs which require at least (n 2 =k 2 ) steps.
The topics of wormhole and hot-potato routing have been considered for more general networks in 54, 93, 215, 216, 268] . Particular attention is devoted to vertex-symmetric networks (among them tori and butter ies). More practical aspects of wormhole routing, taking into account that not only the connections of the network have nite speed, but that also the rate with which the nodes can supply data to the network is nite, are considered in 96, 292].
Sorting on Meshes
In sorting problems data elements must be rearranged so that they stand in sorted order with respect to the indexing 6]. An indexing scheme is a bijection I : f0; 1; : : : ; n ? 1g 2 ! f0; 1; : : : ; n 2 ?1g, which attributes to every node a unique index. In row-major indexing, P i;j has index in + j. In column-major indexing, P i;j has index i + jn. In snake-like row-major indexing, the indexing of the odd rows is reversed. In shu ed row-major indexing, the shu e row major permutation ( 7 ) is applied to the row major ordering scheme. These indexing schemes are illustrated in Figure 2 . One-Packet Model. In the earliest papers on mesh sorting it was assumed that at all times every node can hold only one packet. Under this assumption one can derive interesting lower bounds using the so-called \joker-zone arguments". Deeper methods are required for nding lower bounds for all indexing schemes. Lemma 3.11 There is no indexing scheme, with respect to which sorting in the one-packet model can be performed in less than 2:27 n steps 97]. Thompson Theorem 3.12 Sorting on an MIMD mesh in one-packet model with respect to the snakelike row-major indexing can be performed in 3n + O(n 3=4 ) steps 196, 278, 309] . On a m n mesh the algorithm takes m + 2n + o(n + m) steps.
Multi-Packet Model. If Although asymptotically optimal, all algorithms cited in Theorem 3.13 have lower-order terms that tend to dominate the overall sorting time for small meshes. In this perspective, valuable contributions have been given by Thompson Lemma 3.12 For all n, sorting in row-major order can be performed in 4:75 n steps using queues of size nine. The routing model is uni-axial. For n = 2 l sorting can be performed in 4:5 n with queue size six, and for n = 3 l in 4 1 3 n with queue size ve 289].
Problem 8 What is the best sorting algorithm for small values of n, say n 256?
The theory of k-k sorting has been developed hand in hand with that of k-k routing. Kunde Kuty lowski and Wanka have analyzed the complexity of this algorithm more precisely. They show that the above bound is sharp when the number of columns n is not a power of 2, but that minflog n; dlog me + 1g rounds are su cient when n is a power of 2 165 ].
An extension of this algorithm by Schnorr and Shamir includes an extra phase in each iteration, after the two basic sorting phases 278]. This phase corresponds to a shu e permutation applied to i th row, 1 i m for rev(i) = i mod n 1=2 times. The resulting revsort algorithm iterates these three phases dlog log me times. Lemma 3.14 Revsort sorts mn numbers on a m n mesh in snake-like order in (m + n)dlog log me steps 278] .
The next natural question is whether it is possible to sort in a constant number of phases. Marberg and Gafni achieved this by including more sorting and shu e steps in each iteration. Their algorithm is called rotatesort. In total this takes O(n + m) steps.
More abstractly, the basic idea of columnsort is that in order to sort N elements, one must rst sort all N 1=3 subsets of size N 2=3 and perform an unshu e. Then all subsets are sorted again, and another rearrangement is performed. Two more sortings of pairs of consecutive subsets complete the sorting. This fundamental idea has appeared (sometimes in disguise) several times. Of course, the algorithm can also be applied recursively: in order to sort the subsets of size N 2=3 , it is su cient to sort subsets of size N 4=9 or larger. As on a square n n mesh, the number of nodes in a row n (n 2 ) 4=9 , columnsort can be applied to sort with a constant number of phases on meshes of arbitrary shape.
Bubblesort algorithms cycle through a small set of local comparisons in a xed order. Unfortunately, straight-forward approaches result in (n 2 ) sorting time, even on average 276]. A positive result has been reported by Ierardi: Theorem 3.18 On an n n mesh, bubblesort can, on average, be performed in O(n log 1=2 n) time 117] .
Related results have been obtained by Schwiegelsohn and Kuty lowski ea. 117, 164, 280]. In 164], it is shown how to obtain periodic sorting networks of depth only 5 out o comparator-based sorting networks. In doing so, a factor of O(log n) is lost in time consumption. This is a very strong result, but for meshes, the algorithm of Ierardi, which is away from optimal by only a factor O(log 1=2 n), is still slightly better.
Mesh-Like Networks
We provide some references for variants of the mesh architecture.
One-Dimensional Arrays. Greedy routing on linear arrays (one-dimensional meshes) using farthest-rst priority yields minimum delay. A bubblesort-like algorithm works in the minimum number of steps.
For rings (one-dimensional tori) Mansour and Schulman derived an interesting lower bound: Lemma 3.15 If every node of a ring of length n can hold only one packet at a time, then 1 ? 1 sorting requires at least 2bn=2c ? 1 steps. On the other hand, they show that if the nodes can hold six packets at a time, then 1 ? 1 sorting can be performed in bn=2c + 1 steps 205].
For k-k sorting one can apply a one-dimensional version of the algorithms from 144, 160] (the result is cited in Theorem 3.14), but there is also a routing algorithm which is independent of sorting: Meshes with Buses. In meshes with xed buses every row and column is equipped with a bus. The bus can be used to transfer a packet from one node to all connected nodes. There exist numerous variants. Sometimes the bus can be used by several sending nodes if the required sections of the bus do not overlap. In other models there are two buses, or buses without any mesh connections. For meshes with buses, sorting is only slightly more complex than routing, since the buses are excellent for rapid broadcasting and gathering. Routing has been investigated in 140, 188, 261, 301] . Another variant are networks with the computing nodes on the outside, while the mesh makes an interconnection network. The motivation to consider such a network is that on a traditional mesh with n 2 nodes the bisection width is only n. This implies that for most problems the best speed-up which can be achieved is much smaller than the number of nodes. By putting nodes on the outside one gets the coated mesh; one can save substantially on the costs of the hardware, without loosing much of the computation power. Such architectures are also particularly suited for PRAM simulations 43, 187] . Various routing problems are considered in 44].
Recon gurable Meshes. In a recon gurable mesh all nodes are connected to one big bus, which can be decomposed into many smaller buses. It is surprising that the following holds. Another feature of recon gurable meshes is that they allow routing and sorting extremely sparse packet distributions in time given by the bisection bound 146]. Also 21] deals with this problem, and in 301] sparse dynamic problems are treated. The theory of recon gurable meshes is rich and we could only mention a few results. Nakano gives an extensive and up-to-date list of publications 222].
The Binary Hypercube
The n-dimensional binary hypercube has N = 2 n processors, numbered 0; 1; : : : ; N ? 1. A processor is addressed by a binary string x = x 1 x 2 : : : x n , where x i 2 f0; 1g, for all 1 i n. Two processors with addresses x, y are connected if their binary representations di er in exactly one bit. Both the degree, and diameter of the n-dimensional binary hypercube equal log N.
On-Line Routing
The greedy routing algorithm sends packets from source to destinations along shortest paths. Dimensions are examined in a left to right order. Packets (not in their nal destination) move by correcting each dimension for which the corresponding source and destination bits are di erent. Packet con icts are commonly resolved with a farthest-rst or random queuing discipline.
We proceed with a description of the greedy algorithm. The notation x : (x j (= ) de nes the node obtained by changing the jth digit in the binary representation of x to . Let an arbitrary packet originate at source node x = x 1 x 2 : : : x n and head to destination node x 0 = x 0 1 x 0 2 : : : x 0 n . Greedy routing (\cobegin : : : coend" refers to all packets). Theorem 2.1 specializes to an (N 1=2 =n) lower bound for oblivious permutation routing on the MIMD n-dimensional binary hypercube. By examining the bit reversal and matrix transposition permutations it is simple to show that greedy routing on the binary hypercube is not optimal within the class of deterministic oblivious algorithms, for MIMD communication.
Theorem 4.1 Greedy permutation routing on the N node, n-dimensional binary hypercube takes O(N 1=2 ) steps, for both SIMD, and MIMD communications.
However, the (N 1=2 =n) lower bound for MIMD communication is tight since a deterministic oblivious algorithm, based on a Hamiltonian cycle decomposition of the hypercube, can route any permutation in 2N 1=2 =(log N ? 2 log log N + 2) + log N=2 = O(N 1=2 =log N) time 134] . For hypercubes of dimensions n 14, this was considered as the most e cient algorithm. Small improvements have been made by adapting optimal routing methods (many to one and one to many) for small cubes. For n 7, an arbitrary permutation can be on-line routed on the binary n-dimensional hypercube in just n moves 116] . The proposed adaptive routing is local since a message does not need to know the other packet routes, only assuming that a packet at a node can detect whether an adjacent link is already occupied. For n 6, optimal oblivious permutation routing algorithms, based on uniformly constructed destination graphs, have been proposed in 91]. Dasgupta, Hwang and Yao have recently extended the destination graph idea to incorporate delay schedules, proving optimal oblivious permutation routing for n = 7; 8 and providing the most e cient permutation algorithms known for n 14 63] .
Problem 13 Is n-move local permutation routing on the MIMD n-dimensional hypercube possible for arbitrary n?
Kuzmaul has shown: Lemma 4.1 Semi-contractions (or semi-expansions) can be routed on the SIMD n-dimensional binary hypercube in n steps using synchronous greedy routing, correcting dimensions from right to left (resp., left to right), one at a time 166].
Since packings (unpackings) are also semi-contractions (resp., semi-expansions), we have: Partial permutation routing can use Batcher's sorting algorithm followed by an unpacking. Load balancing can also be based on simple operations of broadcast, concentrate and distribute (semi-expansions) 119, 250, 269] . By using synchronous greedy routing algorithm, load balancing after each routing step, Jaja and Ryu proved: Up
and deterministic routing (Phase II). In Phase I, packets are sent to independent, randomly selected nodes through the network. The role of this phase is to reduce the di erence between the average and the worst case performance. In Phase II, packets follow a shortest path to their nal destinations. Dimensions are corrected either in an orderly 317], or random fashion 314]. Valiant and Brebner extended the above theorem to routing k-relations on an arbitrary graph (Theorem 2.5) and proved that the two-phase strategy is optimal within the class of oblivious routing algorithms for graphs of asymptotically optimal diameter 315]. By introducing more randomness at each node (and some precomputation) Valiant reduced the propagation delay, e ectively reducing the time delay of the randomized routing algorithm to n + O(n=log n) steps using constant size queues, with high probability 316]. Ferreira and Grammatikakis improved the probability of routing all packets in asymptotically optimal time, by routing packets in Phase I according to a random permutation (and not random destinations) 76]. Global Communications. Global communication schemes on hypercubes have been extensively considered. Broadcasting can be easily implemented, since the hypercube belongs to the class of broadcasting graphs, i.e. in a broadcasting graph, the number of nodes possessing the necessary information can be doubled after each communication step. Thus, hypercube broadcasting is implemented based on an embedded binary spanning tree. The algorithm can be used on an SIMD hypercube, since dimensions are considered in sequential order 122, 300] . Assuming the constant delay model, broadcasting takes an optimal n steps on the SIMD n-dimensional binary hypercube.
Many optimal global communication algorithms for the hypercube are based on binomial spanning trees. A one-node binomial tree is the node itself. A k-node binomial tree is obtained from two k=2-node binomial trees by joining (with an edge) the roots of the two trees. Binomial trees can be easily constructed for the hypercube. Assuming the linear model, the time complexity can be improved by splitting the packet (taken as a no-cost operation) into n smaller sub-packets which are rst routed to nodes: 0 : : : 01, 0 : : : 010, : : :, 10 : : : 0. From these nodes packets are routed farther using n edge-disjoint symmetric binomial spanning trees which are constructed using circular shifts 80, 122] . Optimal time can be achieved by further splitting of sub-packets into groups and exploiting pipelining on the binomial spanning trees graph 300].
Multinode broadcasting can be implemented using simultaneous single-node broadcasts from each hypercube node; in this case, pipelining can not be used. The time complexity of each step approximately doubles, since each node must now forward twice the information.
The algorithm achieves O(d(N ? 1)=ne) delay which is optimal for the MIMD n-dimensional hypercube 31, 122] . A similar algorithm is optimal for the SIMD hypercube 122].
Single node scatter may use spanning trees used for broadcasting; by giving priority to nodes farthest away the algorithm achieves optimal O(d(N ? 1)=ne) time on the MIMD n-
only small latency variations were shown, the situation is much di erent for a ring 322]. Total exchange algorithms are similar to multinode broadcasting ones; only the packet contents and sizes really di er 49]. Furthermore, since a lot of information must be exchanged, simpler techniques based on routing packets along hamiltonian circuits on the ncube are also competitive. A simple algorithm which achieves an optimal O(dN=2e) delay for the MIMD n-dimensional hypercube is given in 31]. The recursive algorithm is based on three overlapped phases. The total exchange on each (n ? 1)-sub-cube, packet exchange between corresponding (n?1)-dimensional sub-cube nodes, and total exchange of the packets received in phase 2, on each (n?1)-dimensional sub-cube. Optimal SIMD algorithms for this problem are much simpler 273].
The topic of fault-tolerant global communication algorithms on the hypercube has attracted an immense interest.
O -Line Permutation Routing
A permutation can be decomposed o -line into a sequence of elementary transpositions, corresponding to the 2 2 crossbar settings of an appropriate size Bene s permutation network 24]. These transpositions can then be simulated in optimal time, by embedding the Bene s network onto the binary hypercube. All (N log N!) BPC permutations can be realized on the n-dimensional binary hypercube in n steps, using the routing algorithm of Nassimi and Sahni 228]. The algorithm is synchronous and follows individual cycles in the permutation. As an example, let N = 16 = 2 4 , and (x) = x 3 x 1 x 2 x 4 . Since x 1 =) x 3 =) x 2 =) x 1 , and x 4 =) x 4 , this permutation consists of a 3-cycle (1; 3; 2), and a singleton cycle (4) . For each such cycle, and for packets not in their nal destinations, the corresponding source digits are changed one at a time. The BPC algorithm routes packets as follows: 0000 =) wait =) wait =) 0100 =) 0101 1000 =) 0000 =) wait =) wait =) 0001 Lemma 4.4 Any BPC permutation can be routed on the MIMD n-dimensional binary hypercube in just n steps 228] .
Assuming the linear model, Johnsson and Ho showed how to route some BPC permutations (including the shu e and matrix transposition) in optimal time for both the 1-port and n-port pipelined hypercube 123, 124] . The class of all permutations which can be routed optimally on the hypercube using the above cyclic scheme is wider than the BPC class 237]. Furthermore, it has been shown that cyclic shifts (a subclass of BPC) can be routed in 4n=3 time on the n-dimensional binary hypercube without any local message bu ers 235]. Varvarigos and Bertsekas studied isotropic communication tasks which are symmetric with respect to any origin node. By considering also symmetric routing algorithms, one instance of isotropic tasks, the total exchange was reduced to a matrix decomposition problem, minimizing both completion time and average packet delay on the MIMD hypercube (and wraparound mesh) 319, 320] . While the hypercube de nitions of isotropic tasks were based on XOR operations, those for the wraparound mesh were based on modular addition. Problem 14 Classify isotropic and nearly isotropic tasks in symmetric topologies. Lemma 4.9 Greedy shortest-path routing on the n-dimensional binary hypercube is (2; n?1)-
Also, if each node has at least one nonfaulty neighbor, there is a routing on the n-dimensional binary hypercube which is (4; 2n ? 3)-tolerant 281].
Chen and Shin rst considered routing directly on the faulty hypercube. Let's rst assume that each node can determine the status of its own communication links (live or faulty).
Algorithm A 1 tries to move a packet closer to its destination. If all possible moves are blocked, then the packet is sent along spare dimension i, chosen so that dimension i has not been used before as a spare dimension. Theorem 4.6 Algorithm A 1 routes a packet on the n-dimensional binary hypercube, with f < n faulty links (or f < n faulty nodes), via an optimal path, with high probability. The expected path length is n + O(n=N) (respectively, n + O(n 3 =N)) 41 ]. Now, we assume that each node can determine the status not only of its own communication links, but also of its neighboring components. Algorithm A 2 works exactly as A 1 , except that it checks if a move is blocked one more hop away. Theorem 4.7 Algorithm A 2 routes a packet, from its source u to its destination v, on the n-dimensional binary hypercube with f < n faulty links (or f < n faulty nodes) via a path of length at most H(u; v) + 2, where H represents the Hamming distance 41].
In the presence of more than n ? 1 faults, shortest-path routing can be obtained using network delay tables. Since these tables are sometimes di cult to maintain and update, an alternative technique based on depth-rst search (DFS) routing has been proposed. The DFS algorithm tries to move a packet closer to its destination. If all such moves are blocked, then an alternate path is considered. If no alternate path exists, backtracking is enforced. To avoid message looping, the DFS algorithm never visits a node twice, unless backtracking is enforced.
Theorem 4.8 DFS routes a packet on the n-dimensional binary hypercube via an optimal path, with high probability, provided that a live path exists 40].
Hayes and Lee considered fault tolerant routing and broadcasting schemes, when each node has no more than k faulty nodes in its k-neighborhood 172]. They proposed a routing algorithm A 0 1 which works as follows. A packet currently at distance r from its destination examines r node-disjoint shortest-paths, formed by use of cyclical shifts. The rst path without any faults in its rst k nodes is taken. If no such path is found, the n?r nonminimal paths of length r + 2 are checked, and one of the remaining dimensions is shifted. Theorem 4.9 If every nonfaulty node has at most k faulty nodes in its k-neighborhood (k 2), then algorithm A 0 1 routes a packet on the n-dimensional binary hypercube via an optimal path 172].
Algorithm A 0 1 is not optimal for k 3. Suppose that another algorithm A 0 2 works as A 0 1 , but searches for a feasible path, not only within the r node-disjoint paths, but within all shortest paths. Then, we have: Theorem 4.10 Algorithm A 0 2 routes a packet on the n-dimensional binary hypercube via an optimal path, provided that every nonfaulty node has at most k faulty nodes in its k-neighborhood (k n ? 1) 172].
Finally, algorithm A 0 3 works as A 0 2 , but prefers to route along the shortest path to safe nodes, which by de nition are nonfaulty nodes with at most one faulty or unsafe nearest neighbor. All other nodes are unsafe or faulty. Theorem 4.11 If the number of faulty nodes is f < dn=2e, algorithm A 0 3 routes a packet on the n-dimensional binary hypercube, from its source u to its destination v, via a path of length at most H(u; v) + IDA Model. Rabin's information dispersal approach can be applied to the N node, n-dimensional binary hypercube to tolerate N=n link failures 195, 257] . Hastad et al. improved this result by employing a better choice of the parallel routing paths. The n pieces of a message are rst sent to the neighbors of the node which generated the packet. Then, these pieces are routed along parallel paths to the n neighbors of a random intermediate node.
From there, they are routed along parallel paths to the neighbors of the intended destination, and nally to the destination itself. Many fault-tolerant algorithms have been proposed for global hypercube communication and especially broadcasting 26, 39, 81, 83, 107, 108, 173, 240, 266, 329] . Most algorithms exploit the multiplicity of hypercube paths by using extensively packet replication.
Dynamic Routing Problems
Every node of the n-dimensional hypercube independently generates packets with rate . Each packet's destination is chosen randomly, with each node at distance r being assigned an a priori probability p r (1 ? p) n?r . Thus, if p = 0:5 the distribution of the destinations is uniform, while if p < 0:5 the distribution favors shorter (localized) distances. Greedy routing (section 4.2) is stable if the load factor p < 1, which is the best possible. Theorem 4.14 If packets are generated at each node with rate , and destinations are selected randomly with each node at distance r being assigned a probability p r (1 ? p) n?r , the average packet delay T on the MIMD n-dimensional binary hypercube satis es np + n p Approximate models for dynamic routing aim at giving intuitive support for simulation results. Abraham and Padmanabhan's analysis for the bu ered/unbu ered binary hypercube is based on the approximately correct assumption that each packet moves independently of other packets 1]. This model was later modi ed to consider locality of references 282]. Stability conditions and approximate delay models, when packaging several processors at each hypercube node, have also been investigated 46]. Dynamic routing on the hypercube outperforms the star graph and alternating-group graph 92]. For vertex-transitive graphs, the maximum generating rate prior to saturation depends on the degree and average node distance.
Dynamic broadcasting has also been extensively considered. In this problem, packet broadcasts are generated at random instants at each node. The problem also arises in practice, when overlapping global communication with local computation, e.g. when solving rst-order recurrence equations, X i+1 = A X i , where X is distributed to di erent nodes. Although dynamic broadcasting may be based on spanning trees 297, 298] , an approach based on developing e cient partial multinode broadcasting algorithms (used as subroutines) is more general, and achieves the widest range of stability with asymptotically optimal latency 321, 323] .
Routing N packets from distinct nodes to independently chosen random destinations corresponds exactly to Phase I of the probabilistic routing algorithm. Therefore, greedy routing can be used to achieve O(n) delay, with high probability. In this scenario, de ection routing also achieves O(n) delay, with high probability 71]. Another interesting problem concerns the maximum distance h max over all (source, random destination) pairs. While if h max 2, all N = 2 n packets with distinct source nodes can be optimally routed on the MIMD n{dimensional hypercube, there is only one general (non-tight) bound on the time complexity for all h max = 3; 4; : : : ; n.
Cut-through -Wormhole -Circuit Switching -Hot-Potato Routing
Fast bit-serial algorithms are very di cult to construct. This is particularly true for the n-dimensional binary hypercube since the head of the packet may be far from its tail, preventing up to O(n) links to be used, and raising the issue of deadlock 61]. Bit-serial algorithms on the hypercube are often based on properties of more general routing schemes, e.g. edge-disjoint routing properties of sorting networks imply e cient schemes for wormhole, circuit-switched and hot-potato routing. In particular, Aiello et al. provided a randomized algorithm for bit serial routing on the n-dimensional binary hypercube. The algorithm consists of embedding a probabilistic two-phase routing algorithm, which runs on an n-dilated butter y of n2 n nodes, onto the n-dimensional hypercube. The embedding is based on 1-error correcting codes and achieves constant load and congestion and O(logN) dilation. Leading address bits are deleted from the header as the packet moves on. The algorithm works in the wormhole, cut-through, or circuit-switching mode. An n-dimensional binary hypercube is circuit-switching rearrangeable if for any arbitrary permutation there exist 2 n edge-disjoint paths connecting all (source, destination) pairs. 
Sorting on Hypercubes
Batcher's bitonic sorter can be embedded onto the MIMD n-dimensional binary hypercube with O(log 2 N) time delay and queue size one 19]. Bitonic sorting can be implemented more e ciently on the n-port hypercube; it takes O(log 2 N=loglog N) time, with high probability 208]. Quicksort can also be implemented on the n-port hypercube in O(log 2 N=log log N) 
Hypercubic and Related Networks
We provide references to known results on the MIMD cube-connected cycle, de Bruijn, shufe/exchange, hypermesh, and generalized hypercube. A cube-connected cycle is obtained by replacing each node in the n-dimensional binary hypercube with a ring of n nodes. As it is shown in 255], the number of nodes is N = n2 n , the degree is 3, and the diameter is 2n + bn=2c ? 2 The undirected n-dimensional shu e/exchange has N = 2 n nodes, diameter 2n ? 1 obtain an asymptotically optimal probabilistic routing algorithm 178]. Using Theorem 2.6, optimal o -line permutation routing can be designed for the n-dimensional shu e/exchange, de Bruijn, and cube-connected cycle with single node failures.
An n-dimensional hypermesh has N = d n nodes arranged in n-dimensional space. All nodes which di er in exactly one base-d digit are connected with a network, which can realize a permutation of data between all its members in one time unit. The degree of the n-dimensional hypermesh with d n nodes is d, and the diameter is n. Notice that for d = 2, the hypermesh degenerates to the binary hypercube. A greedy hypermesh routing algorithm corrects dimensions in an ordered fashion, until the packet reaches its destination. Furthermore BPC, Omega and Inverse Omega permutations can be performed in optimal time, with similar algorithms as those previously given for the n-dimensional binary hypercube. For hypermeshes with d = n, probabilistic two-phase k-relation routing, dynamic routing, and routing of N packets to independently chosen random destinations can all be performed 
The Star Graph
Let X = f1; 2; : : : ; ng where n 2. Let S n be the set of all possible permutations over X.
Then, S n forms a permutation group, known as symmetric group. A set is said to be a set of generators for group ?, if by applying the elements of repeatedly, we obtain group ?. Let T ij be the permutation which swaps the i-th element and the j-th element. It can be veri ed that the set 1 = fT 1j j 2 j ng is a set of generators for S n .
A Cayley graph G(V; E) obtained from group ? and set of generators , is de ned with V = ? and E = f(p; q) j q = p g; where p; q 2 ? and g 2 g. An n-dimensional star graph is a Cayley graph obtained from symmetric group S n , and the set of generators 1 5] . The star graph has N = n! nodes, degree n ? 1, and diameter b3(n ? 1)=2c. Although both the star-graph, and the hypercube are Cayley graphs, they are topologically di erent 284].
On-Line Routing
Let an arbitrary packet originate at source node x = x 1 x 2 : : : x n?1 x n and heads to destination node x 0 = x 0 1 x 0 2 : : : x 0 n?1 x 0 n . Greedy routing corrects dimensions from left to right by applying the generator 1 . If packets execute the greedy algorithm asynchronously, the time complexity is slightly better, but with the same asymptotics. Greedy routing on the star graph can be used to perform isotonic routing 265]. The algorithm for packings rst uses pre x computation to determine the correct destination of each packet. Pre x can be computed with a group-copy procedure (similar to Ascend/Descend) in O(n log n) steps 7, 8] . After that, greedy routing is used. In this phase there are at most i ? 1, 2 i n link con icts for a packet correcting its i th dimension. An adaptive permutation routing algorithm repeats n phases. Each phase consists of greedy routing followed by a packing that distributes one packet per each star node. The i th phase requires n ? i greedy routing steps and (n ? i) 2 A two-phase randomized permutation routing algorithm for the star graph rst sends packets to random destinations and then to their nal destinations. It is optimal in terms of its time complexity. Theorem 5.2 Permutation routing on the MIMD n-dimensional star graph can be completed in cn steps, with high probability ( 1 ? 1=(n!) c ), where c is a constant 236]. Claim 5.1 Probabilistic permutation routing on the n-dimensional star graph can be performed in O(n) steps using constant size queues.
O -Line Permutation Routing
Using Theorem 2.6 one can prove: Corollary 5.1 Any permutation can be o -line routed on the n-dimensional star graph in 4n ? 7 steps using queues of size one 20]. Claim 5.2 Any BPC, Omega, or Inverse Omega permutation can be routed in optimal time (close to the diameter bound) on the n-dimensional star graph.
Fault Tolerant Routing
Bounds on the star graph diameter for a given number of faults are derived in 170]. Some results for fault tolerant routing are: Lemma 5.4 In general, any shortest-path routing on the n-dimensional star graph is (3; n? Results for cut-through, wormhole routing, and circuit switching on the MIMD n-dimensional star graph are rare. Also, it is not known how to route optimally on star graphs of small dimension.
Global Communication and Sorting on Star Graph
Fragopoulou and Akl have provided optimal communication algorithms for multinode broadcasting, single node scatter, and total exchange on the star graph for either SIMD, and MIMD communication 77]. The algorithms are based on multiple edge-disjoint spanning trees which also admit fault-tolerant communication on the star graph 78]. Shannon's information theoretic bound provides a lower-bound for comparison-based sorting on the star graph, assuming a constant number of local comparisons after each communication step.
Theorem 5.4 Sorting of N = n! data on the MIMD n-dimensional star graph requires (n log n) steps.
Also, Corollary 5.1 implies that the n-dimensional star graph can simulate any boundeddegree network with O(n) slowdown. Since there are bounded-degree networks which sort in logarithmic time (to the number of nodes), the best upper bound for sorting on the star graph is at most O(n 2 log N).
Sorting algorithms on the n-dimensional star graph are based on shearsort 212] and bitonic sort 265]. The bitonic sort on the star graph (ST n ) can be brie y described as follows.
Each subgroup ST n?1 of the star graph is recursively sorted in ascending or descending order depending on whether the subgraph is odd or even numbered. Then, each pair is merged into a new bitonic sequence, which is again used to obtain a larger bitonic sequence. This is repeated blog nc times, each time doubling the size of the sorted sequence. Theorem 5.5 N = n! data can be sorted on the MIMD n-dimensional star graph in O(n 3 log n) steps 212, 265] . Theorem 5.6 N = n! data can be sorted on the MIMD n-dimensional star graph in O(n 3 ) steps, with high probability 265].
Problem 18 Is it possible to bridge the gap between the lower bound and the upper bound for sorting on the MIMD n-dimensional star graph?
Other proposed graphs
Many graphs with good topological properties have been proposed, e.g. distributed loop networks 27], Kautz graph 28], Cayley graphs 29, 126, 168] , and expanders, such as fattrees 184]. Although these graphs have asymptotically optimal diameter, very little is known about their routing properties. Another interesting graph is a Cartesian product of two fully connected graphs, called the k-ary n-cube 61] . In this context, the binary hypercube is a 2-ary n-cube.
Conclusion
In this paper we have attempted to provide a complete overview over a sub eld of a sub eld of parallel computing. Even within such a restricted area we have made omissions, for which we apologize. Still we believe that by using the results of the referenced papers, particularly the more recent ones, one can access the covered topics. We hope that together with the short introductions we have provided, this may be of use to the interested.
