In this paper, we present a walking guidance system for the visually impaired for use at subway stations. This system, which is based on environmental knowledge, automatically detects and recognizes both exit numbers and arrow signs from natural outdoor scenes. The visually impaired can, therefore, utilize the system to find their own way (for example, using exit numbers and the directions provided) through a subway station. The proposed walking guidance system consists mainly of three stages: (a) sign detection using the MCT-based AdaBoost technique, (b) sign recognition using support vector machines and hidden Markov models, and (c) three verification techniques to discriminate between signs and non-signs. The experimental results indicate that our sign recognition system has a high performance with a detection rate of 98%, a recognition rate of 99.5%, and a false-positive error rate of 0.152. 
I. Introduction
The automatic detection and recognition of both signs and text in real-world environments has been studied for several years [1] - [3] . One of the reasons for such studies is the importance in obtaining useful information about real-word environments so as to assist the visually impaired. According to the Korean Ministry of Health and Welfare, the number of visually impaired persons in South Korea grew from 180,526 in 2005 to 249,259 in 2011, which is an increase of 38%. However, there were only 65 guide dogs in South Korea in 2011. For this reason, we have been developing a walking guidance system for application at subway stations. This system allows us to extract signs from a real-world image and to classify them into specific categories. The final guiding message is then provided to the blind person through tiny speakers embedded in their hat. In this way, the system can help the visually impaired find their way around a subway station.
The main role of the walking guidance system is to detect candidates for subway signs from natural scenes and then to filter out non-sign regions correctly. One of the representative algorithms for this type of system is AdaBoost, which many researchers have adopted for the detection of signs and texts [4] - [6] . Although the algorithm extracts signs and texts from a cluttered background exceptionally well, it is sensitive to noisy data and outliers. Furthermore, it has a difficult time detecting most signs that are smaller than 20 pixels in diameter [7] .
To solve these problems, as described in Section III of this paper, we suggest a detection method that is robust even for small or geometrically distorted signs in natural-scene images. In Section IV, we introduce the three verification techniques used to identify candidate sign regions. In addition, the results demonstrating the superiority of our proposed system are provided. We end this paper with our conclusions in Section V.
II. System Overview
The aim of our walking guidance system is to detect and recognize two different types of signs: exit numbers and arrows from the natural-scene images found at subway stations. As shown in Fig. 1 , our system consists of the following three main stages: 1) Detection. Candidate sign (arrows and numbers) regions are detected from the natural subway scenes using the MCTAdaBoost algorithm. A large set of images are then used to train the sign detector. A general sign detector can occasionally miss a small numeral, such as an exit number located behind a detected arrow. In this case, we can use an additional a prior knowledge-based detection algorithm that allows signs and exit numbers to be detected in a pairwise manner. Figure 2 illustrates the types of signs used in our work. 2) Recognition. The recognition process is based on the following three steps:
 Support vector machine (SVM)-based feature extraction and classification.  Hidden Markov model (HMM)-based feature extraction and classification.  SVM/HMM hybrid recognition. 3) Knowledge-based verification. Non-sign regions are excluded using the following three effective means of verification:
 HMM log-likelihood  Hough transform (HT)  Color information To capture the scene images, we designed a hat with two embedded webcams, as shown in Fig. 3 . The two webcams allow us to obtain a wider field of view (FOV) (100 o ) (1,280 pixels × 480 pixels) with a real-time processing of about 3 fps to 8 fps using a 1.8 GHz Samsung ATIV smart PC.
III. Sign Detection 1. AdaBoost-Based Detection
To detect candidate subway signs, we adopted the MCTAdaBoost technique, which was originally used for face detection and aligning a detected face image [8] - [9] . This technique is divided into three steps. First, to train the classifiers of the proposed sign detector, it is necessary to obtain a large set of sign (positive) and non-sign (negative) images from subway stations. We therefore collected a large set of images in seven different subway stations in Daejeon, South Korea. Second, we used the modified census transform (MCT) feature, which compares the intensity of each pixel in a 3 × 3 kernel with the kernel mean. The resulting values of the MCT feature are integer indices representing a local structure of a pixel. Third, we trained the weak classifiers of AdaBoost by examining the distribution of the integer indices for the pixels. A combination of these weak classifiers was used as an input for the AdaBoost algorithm so as to create a strong classifier. Figure 4 shows the steps of the proposed MCT-AdaBoost detector.
In our work, 30,000 training samples were determined to be positive images, and 80,000 were determined to be negative images. Thus, we were able to make a respectable sign detector that has a high success rate of 95%, with a false-positive rate of 5%. To reduce false-positive sign results, we introduce several verification methods in the next subsection.
Detection of Small Numbers
In this section, we introduce a detection technique that is robust with respect to small and geometrically distorted signs from subway scenes. The main idea is simple but very effective. We first needed to detect and recognize relatively large arrow signs, and then detect a small sign within a limited area of the scene next to this large sign. In our case, we used the prior knowledge that the small exit number signs were located next to the arrow signs. Moreover, a region including small signs has a black (or close to black) background such that the correct region is, therefore, mostly darker than other regions, as shown in Fig. 5(a) . From this idea, both candidate regions (the same size as the arrow sign) were investigated to choose the correct one. We then worked out the coordinates of the selected region of interest (ROI) in the scene under the following conditions:
■ ROI to the left of the arrow sign. shows the selected candidate region. Next, Sauvola's locally adaptive binarization method was performed to binarize the selected region [10] . This method is an improvement of Niblack (a local masking method) and is especially for use on badly illuminated documents [11] . Then, a connected-component analysis (CCA) algorithm was performed to inspect all of the blobs and to remove non-sign blobs, as shown in Fig. 5(c) [12] . The CCA method is adopted in computer vision to find connected regions in binary images. Finally, we were able to recognize the sign blobs, as shown in Fig. 5(d) , and verify the results using an adaptive Hough transform (AHT), the algorithm of which is described in detail in Section V-2. From this proposed approach, we can achieve a detection rate of 98%.
Foreground/Background Separation
The purpose of this step is to perform foreground/ background separation. In Fig. 6 , we show two types of exit numbers with different foreground/background structures. Our detection algorithm provides these two types of areas, and we then have to separate each type. 
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In our previous research, we utilized the Otsu threshold, which automatically finds the optimal threshold value to minimize the intra-class variance of the white and black pixels. This method has a better performance than the Niblack for our system to binarize a candidate region [12] . However, Otsu's method occasionally did not work well with small signs under varying types of illumination. Moreover, the method assumes an image histogram to be bimodal; hence, the method breaks down if the distribution of two classes of data are largely unequal. To cope with this problem, we used Sauvola's algorithm (explained in Section III-2) when the width or height of the detected region was less than 37 pixels. The results of this algorithm are shown in Fig. 7 .
Next, in the segmentation step, we performed the CCA (explained in Section III-2) to eliminate non-sign blobs from the labeled blobs. For this, we used the following conditions:
■ Too small a blob: W < 0.33 × I W, H < (0.33 × I H or 9 pixels). ■ Too small or large an area compared to the size of the bounding box:
Here, the width (W), height (H), area (A), and center of the bounding box (X, Y) of the blobs are used, and I W and I H are the width and height of the detected sign region. When none of the blobs satisfied the above conditions, we rejected the detected sign region. Finally, the selected blob was normalized by 30 pixels × 30 pixels, and a median filter was then used to smooth the blob.
IV. Sign Recognition 1. Learning-Based Recognition

A. SVM-Based Recognition
In our previous work, we adopted the gradient-based feature extraction method proposed by Liu [13] . For this gradient feature extraction, we computed a gradient for each pixel to calculate a weighted vote for an orientation histogram based on the gradient magnitude, and the votes were then accumulated into eight orientation bins over the interval [0, 2π] . The gradient is computed by a Sobel Operator, which was employed to calculate the approximations of the horizontal and vertical derivatives. Next, to reduce the dimensionality of the feature vectors, the normalized 30 × 30 pixel blob in Section III-3 was divided into N × N blocks. Then, spatially connected pixels were merged into a block, so the combination of the pixel histograms created the block histogram. In our work, the block size was 5 × 5 pixels; thus, the dimensionality of the feature vectors was 200 (block size (5) × block size (5) × bin size (8)).
In the recognition step, the implementation of SVMs was based on the LIBSVM library, and we were therefore able to employ a multiclass classification using SVMs with a radial basis function (RBF) kernel, defined formally as [14]  
In this work, we trained 38,250 sample images, including 2,250 non-sign (noise) images, which were selected randomly from natural-scene images in subway stations.
B. HMM-Based Recognition
In the above section, we show an SVM-based classifier that can be used to classify sign and non-sign candidates well. However, we cannot train all samples in a real environment as there are a variety of signs and non-signs in subway stations. We therefore used an HMM-based classifier [15] , which has several advantages. First, this classifier is a stochastic model and is robust to noise and shape variations. Second, we can use the log-likelihood of the HMM as a verification technique to discriminate signs from non-signs (noise).
In the first step, to obtain the skeleton of a normalized image, we compared two different types of thinning algorithmsZhang's [16] and Ahmed's [17] . As a result, Ahmed's thinning algorithm is more suitable for our work because this algorithm preserves the shape of the normalized image such that it is invariant to rotation, as shown in Fig. 8 . This method is a rulebased thinning algorithm to generate a single-pixel-wide skeleton in a binary image and has the advantage of low computational cost.
For this reason, we adopted Ahmed's thinning method. In the next step, we created a chain code by tracing the skeleton of a thinned image and storing the tracking information in a vector space. We then made the chain code smoother such that its effect is similar to a median filter [18] . Next, we found the most important points, such as end, curve, and branch points, in the chain code. Finally, we created the weighted chain code features described in our previous study [12] . Figure 9 shows how to generate feature vectors from a chain code. This set of weighted features was used to create the model for each class using HMMs.
Knowledge-Based Verification
In spite of high classification rates, we still experienced erroneous classifications of non-signs as a false-positive recognition. For this reason, we additionally introduced compatible techniques with the log-likelihood of the HMM; that is, an HT and color information.
A. HMM Log-Likelihood Verification
In our previous research, we introduced the log-likelihood of the HMM as a verification technique to discriminate signs from non-sign regions [12] . The decision to accept or reject was based on the log-likelihood score of the HMM [19] . To obtain the optimal threshold, we examined 40,000 images (2,500 per class). However, we still experienced erroneous classifications of non-signs.
B. Number Verification
The HT was used to verify the exit number signs, as all such signs at subway stations in Daejeon have a circular shape. The circle equation can be described as follows:
where (a, b) is the coordinate of the circle's center and r is the radius of the circle. To find circles in the sign regions, we utilized the AHT, which can help reduce both storage and computational requirements compared to the HT [20] . This algorithm is divided into two steps. The first step involves a two-parameter HT to find the center of the circle, and the second step involves a one-dimensional HT, which is a simple histogram used to identify the radius of the circle. For evaluating the performance of this method, we tested 1,500 samples of exit numbers and compared the results with those obtained using the ellipse detection method in [21] . As a result, the detection result of the AHT was 99.8%, whereas, the ellipse detection method only yielded 96.2%. This means that the AHT method is more suitable than the ellipse detection method, though most of the data (images), collected from a hat embedded with two webcams, in Fig. 3 is a little skewed. Figure 10 (a) shows the detected circle using the AHT.
C. Arrow Verification
In this stage, color information is used to verify the arrow signs. We found that all of the signs can be classified into four different types, as shown in Fig. 10(b) .
To use the color information, we adopted a multiclor model based on a hue-saturation-value (HSV) color space, which is more robust against illumination changes than the RGB color space [22] .
A histogram of the HSV color space was made of N = N h N s + N v bins, and we denoted ( ) {1, ... , } Fig. 11 .
To compare the color model between the digit and arrow, we defined the candidate region as R(x t ) of the state vector x t , while the kernel density estimate color distribution at time t was then composed using [23] ( )
where  is the Kronecker delta function, C is a normalizing constant that ensures Before the verification technique was applied, we combined the recognition results from two different types of classifiers, SVM and HMM, to get lower false positive rates. Because the low false positive rate is much more important than a high true positive rate to correctly inform the visually impaired person of sign information. For this work, we adopted Wu's pairwise coupling method using the SVM [24] . This method estimated the probabilities for multiclass classification by combining all pairwise comparisons of binary SVM classifiers. After that, when the recognition result was exit numbers and arrows and not noise, and the probability was less than a certain threshold, we rejected the result from the SVM. However, when the recognition result from the SVM and HMM was the same, we accepted this result without reference to the multiclass probabilities with SVMs.
In Table 1 , we compared four different combinations. Table 1 shows the variation in average recognition rates and false positive error (FPE) from the four different cases. As we expected, adopting the proposed verification rules, we were able to obtain higher recognition rates and lower FPE rates, Fig. 12 shows the detailed recognition rate fluctuation in accordance with each sign. Finally, we show misclassified examples, which can occur for several different reasons, including changes in illumination, shadow, motion blur, and changes in pose (see Table 2 ).
V. Conclusion
We described a walking guidance system that can detect and recognize sixteen classes of exit numbers and arrow signs. Our system may be useful for assisting the visually impaired when finding their way through a subway station. The main contributions of this paper are divided into two parts. First, we exploited three verification methods: (a) HMM log-likelihood, (b) the Hough Transform, and (c) color information in Section IV-2. This significantly decreased the false-positive rate and hence, increased the reliability of the system. Second, we suggested a detection method for small signs. As described in Section III, our detector for small signs extracted an additional 1,057 candidate regions, including three noises that were not overlapped with other regions, detected by the MCT-AdaBoost detector. Additionally, the recognition result for small signs was 99.5%. These results indicate the robustness of our detector for small and geometrically distorted signs.
However, some improvements can be considered in future work. First, it is necessary to add more classes, such as toilets and elevators, as well as ticket-office pictograms in subway stations, allowing the proposed system to provide more subway-sign information. Second, the system must work in real time. The processing time of our system is currently about 7 fps to 15 fps, which is dependent on how many sign candidates are extracted from natural scenes. An improvement in the processing time will also, therefore, be made.
