We use a notion of differentiability for functions on Alexandrov spaces and prove a splitting theorem for Alexandrov spaces admitting affine functions with such differentiability.
between p and q. We put Σ p X := {pq|q ∈ X − {p}}/ ∼, where the equivalence relation ∼ is defined such that pq ∼ pr iff pq ⊂ pr or pq ⊃ pr. Then the space of directions Σ p X at p in X is defined to be the metric completion of Σ p X. For u ∈ Σ p X we denote by γ u the geodesic tangent to u with γ u (0) = p if it exists. For a function f : X −→ R, we define the directional derivative To control the behavior of the directional derivatives, we introduce a quantity associated with f : X −→ R as follows:
where H n−1 denotes the (n − 1)-dimensional Hausdorff measure on Σ p X. This means the total flow of the gradient of f at the point p. If f is a diffenrentiable function on a Riemannian manifold, then f is of D n class and ∆ 1 f (p) = 0 at every point p. On the other hand, there exists an Alexandrov space on which ∆ 1 f (p) = 0 at some singular point p for an affine function f of D 3 class and the whole space does not split (see Example 1.4). To avoid this case, we need the following definition.
With these definitions, we now state our main theorem of this paper: For the proof of Theorem A, it suffices to show that, for each minimal geodesic γ in X, there exists a totally geodesic and flat strip including γ. Under the assumption that X admits an affine function of D 2,2 class, we will show in Proposition 4.3 that the strip is spanned by the gradient curves of ϕ. Recently, G. Perelman and A. Petrunin [10] considered the existence of gradient curves in more general situation. The arguments in this paper is more elementary than theirs, and the author believes that his arguments will be shortend by their existence theorem.
Preliminaries and examples.
Throughout this paper, let X be an Alexandrov space with curv ≥ −κ 2 for κ > 0.
Global Comparison Theorem.
The most basic tool in Alexandrov geometry is the following theorem. We set K p X := K(Σ p X) and call it the tangent cone at p in X. Let p * denote the vertex of K p X and αu, for α ≥ 0 and u ∈ Σ p X, the point in K p X such that |αu, p * | = α and pr(αu) = u, where pr :
Fact 1.0 (Global Comparison Theorem
Let f : X −→ R be a function of D r class and 1 ≤ k ≤ r. Then we obtain the extension 
In particular for k = 1 in ( †), we agree that 
Generalized gradient and gradient curves.
Example 1.3. Let X be an Alexandrov space with curv ≥ −κ 2 . Then the metric product X := X ×R is an Alexandrov space with curv ≥ −κ 2 . Define
If X has singular points, then so does X = X × R. Example 1.4. Let C be an unbounded convex body in R n with nonempty interior and with boundary. Then C is a noncompact n-dimensional Alexandrov space with curv ≥ 0 (with boundary). We take an arbitrary unit vector z ∈ R n and denote by h z : C −→ R the height function in the direction z, i.e., h z (p) := z, p , where , is the cannonical inner product in R n . Then h z is affine. If there is a point on the boundary of C such that the diameter of Σ p is less than π, then C does not split into the product of a line and a space, and then h z is of D n class but not of D n,1 class.
Affine functions of D 1 class.
Throughout this section we assume that ϕ : X −→ R is an affine function of D 1 class. We first prove the following lemma, which will frequently be used in this paper. 
Differentiating ( * ) in t at t = 0 yields the following:
Corollary 2.2. We have the directional derivative of second order at
Proof of Lemma 2.1. From the continuity of dϕ p , it suffices to show ( * ) for all u, v ∈ Σ p X with 0 < |u, v| < π and for t ∈ (0, |u, v|). Identifying u, v with two unit vectors in R 2 which makes angle |u, v| ΣpX , we define a 
Here each τ j is parameterized proportionally to arclength, and the segment τ is projected to a minimal geodesic σ :
. By the continuity of dϕ p and Fact 1.1, we have dϕ p (α j (0)) → dϕ p (σ(t)) as j → ∞. Using Fact 1.1 and the definition of affine functions, we obtain
In elementary Euclidean geometry, we have
Thus we obtain ( * ).
For the first assertion, we need to prove that dϕ p (u) = −dϕ p (v) for u, v ∈ Σ p X with |u, v| = π. This is obvious from the continuity of dϕ p and ( * ). Hence this completes the proof.
Proof. We prove this lemma only in the case max u∈ΣpX dϕ p (u) > 0. Suppose that M (dϕ p ) contains two elements u 1 and u 2 under the assumption max dϕ p > 0. If |u 1 , u 2 | = π, then we have dϕ p (u 1 ) = −dϕ p (u 2 ) by Lemma 2.1. Hence dϕ p (u 1 ) = max dϕ p = 0, a contradiction to the assumption. Otherwise, if |u 1 , u 2 | = π, we have, for t = |u 1 , u 2 |/2 in ( * ) along some minimal geodesic σ : [0,
). This contradicts the choice of u 1 .
We discuss the zero level set (dϕ p ) −1 (0) of dϕ p . For simplicity, we put 
where
iv) There is a unique complete gradient curve φ : R −→ X of ϕ passing through p parameterized by ϕ • φ(t) = ϕ(p) + t, t ∈ R, for every p ∈ X.
Moreover, it satisfies
for all t, t 1 , t 2 ∈ R, and in partucular φ is a straight line.
Proof. (i) Fix a point p ∈ X arbitrarily. Since ϕ is nontrivial, either max dϕ p > 0 or min dϕ p < 0 holds. If max dϕ p > 0, then min dϕ p < 0 since ϕ is particularly of D 2,1 class. Similarly, we have max dϕ p > 0 if min dϕ p < 0. Thus ∇ϕ(p) and ∇(−ϕ)(p) at p are defined.
By Proposition 2.5 (ii), it suffices to show the following: 
This contradicts the assumption that ϕ is of D 2,2 class.
(ii) It suffices to show the equation for u ∈ Σ p X\{ ∇ϕ(p), ∇(−ϕ)(p)}. By (i), any such u is contained in a minimal geodesic τ : [0, π] −→ Σ p X joining two suspension points. Applying ( * * ) to ∇ϕ(p) and τ (π/2) along τ , we have dϕ p, ∇ϕ(p) (τ (0)) = 0. Using again ( * * ) for ∇ϕ(p) and u along τ , we obtain
Then we can find a broken geodesic
The construction of ξ is achieved in the same way as in 2-dimensional Alexandrov space (see [7 
, Lemma 2(2)]). Since ϕ • ξ is almost everywhere differentiable, we conclude that l(q) > l(ξ).
This contradicts the minimizing property of σ q .
(iv) Choose a double-ended sequence {a j } j∈Z such that a 0 = ϕ(p), a j sup X ϕ as j → ∞ and a j inf X ϕ as j → −∞. We start from p ∈ ϕ −1 (a 0 ) and repeat the same construction by minimal projections as in (iii). That is, let p 0 := p and p j+1 denote the foot of the (unique) minimal geodesic from p j to ϕ −1 (a j+1 ) for j ≥ 0. For j ≤ 0, let p j−1 denote the foot of the (unique) minimal geodesic from p j to ϕ −1 (a j−1 ). Then we obtain the curve
By the construction, we see that every subarc from φ(t 1 ) to φ(t 2 ) of φ is a minimal geodesic and
Once sup X ϕ = ∞ and inf X ϕ = −∞ are established, the proof of (iv) is completed. Suppose that sup X ϕ < ∞. Then the sequence {p j } j=0,1,... accumulates to some point p ∞ . (i) implies that max dϕ p∞ > 0 also at p ∞ . This is a contradiction to ϕ(p ∞ ) = sup X ϕ. Therefore sup X ϕ = ∞. On the other hand, inf X ϕ = −∞ follows from which −ϕ is also affine.
(v) Choose two points p 0 and p 1 arbitrarily. Let φ 0 , φ 1 : R −→ X be two gradient curves passing through p 0 , p 1 respectively obtained by (iv). We may assume from (iv) that ϕ(p 0 ) = ϕ(p 1 ) and φ 0 = φ 1 . It is easily seen from (i) and (iv) that ∠ p 1 (p 1 p 0 , p 1 φ 1 (t) 
Then the Global Comparison Theorem and the cosine formula in H 2 (−κ 2 ) implies that
Therefore we have
Taking t → ∞ and applying L'Hospital's formula, we obtain |∇ϕ|(p 0 ) ≥ |∇ϕ|(p 1 ). The symmetric property of the above discussion implies the reverse inequality. This completes the proof.
We now assume that ϕ : X −→ R is a nontrivial affine function of D 1 class satisfying the condition of the assertion (i) of Proposition 3.1. Then all other assertions (ii)-(v) follow. More precisely, the following holds: Proof of Proposition 3.2. We first prove that ϕ is of D 1,1 class. Fix a point p ∈ X arbitrarily. Since Σ p X is a spherical suspension with its suspension points ∇ϕ(p) and ∇(−ϕ)(p), there is a unique point u ∈ Σ p X for every u ∈ Σ p X such that | ∇ϕ(p), u| = |u, ∇(−ϕ)(p)| and that u, u are lying on a common minimal geodesic joining suspension points. The correspondence u → u is a isometry between dϕ
Note that Proposition 3.1 (ii) is valid under the assumption of Proposition 3.2. Hence by Proposition 3.1 (ii), we have
That is, ϕ is of D Then by a direct computation, we have
This means that dϕ p,u has the continuous extension dϕ p,u :
Therefore ϕ is of D 2,1 class. Moreover, the D 2,2 condition at (p, u) ∈ ΣX is implied by the same computation as in the proof of the D 1,1 condition of ϕ.
Repeating the above computation, we see that ϕ is of D n,n class.
Totally geodesic flat strip spanned by gradient curves.
In this section we prove Theorem A. Throughout this section let ϕ : X −→ R be a nontrivial affine function of D 2,2 class. Let p 0 and p 1 be two arbitrary points with ϕ(p 0 ) = ϕ(p 1 ) =: a and γ : [0, 1] −→ X a minimal geodesic from p 0 to p 1 parameterized to be proportional to arclength. By Proposition 3.1 (iv), there is a unique gradient curve φ λ : R −→ X passing through γ(λ) for every λ ∈ [0, 1].
We will prove in Proposition 4.3 that
is totally geodesic and flat. Once this is established, Theorem A easily follows.
We first prove the following lemma:
We note that θ i (s, t), i = 1, 2, is independent of the choice of the minimal geodesic τ st . Actually, Proposition 3.1 (ii) implies that |∇ϕ| cos 
Since δ(ε) → 0 as ε → 0, we obtain the desired equality. Proof. Let pr a : X −→ ϕ −1 (a) be the minimal projection to ϕ −1 (a) and τ a minimal geodesic from φ 0 (s) to φ 1 (s). Then Lemma 4.1 implies that
where L(·) means the length of a curve. This completes the proof.
The proof of Theorem A is completed by the following: Proof. Let y 0 , y 1 be two points in S and τ : [0, 1] −→ X a minimal geodesic from y 0 to y 1 parameterized proportionally to arclength. We may assume that y 0 ∈ φ 0 (R) and y 1 ∈ φ 1 (R). Moreover, we may assume from Corollary 4.2 that ϕ(y 0 ) < ϕ(y 1 ). We define a curve c : [0, 1] −→ S in S by c(λ) := φ λ ((1 − λ)ϕ(y 0 ) + λϕ(y 1 )) . Then ϕ • c is an affine function. We will calculate the length of c. We denote by pr φ λ : X −→ φ λ (R) the minimal projection to φ λ (R) and put y 1 := pr φ 1 (y 0 ). Fix λ ∈ (0, 1) arbitrarily and let h ∈ R\{0} be a number such that |h| is sufficiently small. A similar calculation shows that L(pr a • τ ) = L(τ ) 2 − |y 1 , y 1 | 2 , where pr a is the same as in the proof of Corollary 4.2. Thus we obtain
This completes the proof.
