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Introduction
Motivated by multiple objectives and tradeoffs that a decision maker has to make between conflicting objectives, multicriteria scheduling problems have been widely dealt with in the literature (see T'Kindt et al. [2006] ). In this domain of scheduling problems one typically has to satisfy multiple criteria on the same set of jobs. However, in some cases jobs belong to different job sets and must be processed using the same resource, hence causing interference. These job sets can have different criteria to be optimized.
These different sets may represent customers or agents whose requirements may differ.
Consider a case of scheduling in the semiconductor fabrication process, where different groups of lots have to be scheduled for two different customers. One set of customers might be concerned with cycle time while the other might only look at the on-time delivery performance since they have specified due dates for their orders. Clearly, when lots have to share the same set of tools, there is an interference of the two objectives (minimization of total completion time to reduce cycle time and minimization of the total number of tardy jobs to improve on time delivery). Similarly, one set of customers might be concerned with the maximum lateness of their lots. There are also times when different weights should be applied to different jobs. The complexity of this domain of problems depends on the number of job sets considered, the specific performance criteria considered, restrictions on each set of jobs, and the machine environment.
One of the earliest references on this subject is Peha [1995] which dealt with the problem of interfering job sets with objectives of minimizing weighted number of tardy jobs in one set and total weighted completion time in another set of jobs with unit processing time under an identical parallel machine environment. The assumption of unit processing times makes the problem easier to solve. The paper from Baker and Smith [2003] was the first paper formalizing scheduling problems with interfering job sets. They considered a single machine problem involving the minimization of criteria including makespan, maximum lateness, and total weighted completion time Wan et al. [2009, 2010] dealt with two agent scheduling problems with controllable processing times, where the cost of compression is included in the objective function of the first agent. The machine environment is single or identical parallel machines and the criteria included are total completion time, maximum tardiness, maximum lateness, etc.
Agnetis et. al. [2007] looked at the multi-agent problem arising in the single machine scheduling environment and presented the computational complexities with regular measures including the number of tardy jobs and the total weighted completion time. Lee et al. [2011] developed a branch-and-bound algorithm and a simulated annealing heuristic algorithm to address a two machine flow shop problem with two agents. The objectives considered were to minimize the total completion time for the first agent with no tardy jobs for the second agent.
A preliminary version of this work appeared as Khowala et al. [2009] ; it dealt with two interfering job sets on a single machine with the objectives of minimizing total completion time and total number of tardy jobs for the two sets, respectively. A forward SPT-EDD heuristic was proposed that attempts to generate the Pareto-Optimal frontier.
The paper had some initial and limited results on instances with symmetrical job setsi.e. each of the two interfering sets has the same number of jobs. Further, the objective of minimizing total weighted completion time and maximum lateness was dealt with in Khowala et al. [2011] . This paper had some initial findings on the structure of the problem, but no computational results were provided.
In the subsequent sections, we define the two problems, talk about the structure of these problems and some key properties of the problem, present heuristics to generate the efficient frontier, and compare the computational performance of the near non-dominated solution sets obtained from our heuristic with the Pareto optimal solution sets obtained by the pseudo polynomial algorithm of Ng et al. [2006] and a MIP formulations for P1 and P2, respectively.
Contributions
Generating the set of non-dominated points for multicriteria scheduling problems is typically NP-hard. However, interfering job set problems are unique in that the location of each competing job set in relation to others in the schedule can be controlled to sequentially generate the set of non-dominated points (for regular measures).
In this paper, we consider two bicriteria single machine interfering job set problems. In both cases, our objective is to introduce iterative heuristics that sequentially generate a set of near non-dominated solutions. While the heuristics are simple and easy to understand, 6 their algorithmic design utilizes a decomposition approach that divides jobs into sets and then controls the relative positions of competing job sets in the schedule to generate the non-dominated points. We combine this decomposition approach with well known rules that are optimal in the single machine single objective context (such as SPT, WSPT, EDD etc.) as well as other greedy approaches to create our heuristics. While these rules do not always translate optimally to the interfering job sets context, we demonstrate in our experiments that they retain their effectiveness and produce solutions that are near nondominated when compared to exact but computationally intensive dynamic programming and integer programming methods. Our heuristic approaches thus are both intuitively appealing as well as computationally efficient. They also provide a promising base for the design of algorithms for more complex and as yet unstudied interfering job set problems.
Problem Description
The first problem (P1) that we are investigating is denoted as
and the second problem (P2) is denoted as
Clearly the notation highlights the interference between the job sets and also indicates that we are attempting to find the non-dominated (or Pareto optimal) points for this problem. The efficient frontier generated by the non-dominated points could help a decision maker to determine the trade offs between the interfering sets of jobs competing for the same resource. A solution x* is said to be Pareto optimal or non-dominated if there exists no other solution
where at least one of the inequalities is strict. Jaszkiewicz [2003] describes methods for evaluating the performance of multiobjective heuristics.
Both of these problems have a single machine, all jobs are available at time zero, and no preemption is allowed. For the first problem (P1) the interfering jobs from the two disjoint sets have the objective of (a) minimizing total completion time and (b) minimizing the total number of tardy jobs, respectively. to determine the initial set of jobs that can be on time and then use a forward SPT-EDD heuristic to determine all the non-dominated points for this problem. For the second problem (P2), the interfering jobs from the two disjoint sets have the objective of (a) minimizing total weighted completion time and (b) minimizing the maximum lateness, respectively. The complexity of this problem has been established as NP Hard by Ng et al. [2006] . We develop a forward WSPT-EDD heuristic for this problem that attempts to generate all Pareto optimal points. For both of these heuristic approaches we may not be able to find all points that are Pareto optimal.
For both of these problems, there are two disjoint interfering sets of jobs 1  and 2  with n 1 and n 2 jobs in each respective set. The total number of jobs that need to be scheduled is n = (n 1 + n 2 ). We seek to minimize the total completion time of the jobs in the first set 1  (or the total weighted completion time for P2). For the jobs in second set 2  we want to minimize the total number of tardy jobs (or minimize the maximum lateness for P2). The processing times of the jobs in set 1  and set 2  are represented by 
Structure of the Non-Dominated Solutions
We discuss the structure of the non-dominated solutions for these two problems separately in the following two sub sections:
Structure of P1:
The single machine equivalent of this problem for either set without interference is easy to solve. Sorting the jobs in non decreasing order of processing times solves the problem of  j C || 1 while the polynomial time Moore's algorithm (Moore [1968] ) solves the problem of
. The complexity of these performance measures with interference has been established as NP hard. However, there are a few important observations and properties regarding non-dominated solutions for interfering job sets with these objectives that can be observed in the following lemmas to help further explore the structure of the non-dominated solutions.  with preemptive scheduling remains the same as with non preemptive scheduling, provided the jobs in job set 2  which caused the preemption are scheduled before the job that got preempted from 1  .
We define three subset of jobs 1 S , 2 S and 3 S . Based on the above observation, for any nondominated point, the subset of jobs 1 S will contain all the jobs from 1  arranged in SPT order, another subset 2 S of on time jobs from set 2  which will be in EDD order and a third subset 3 S of jobs that are tardy from set 2  as well. The set 3 S can be arranged in any order Figure2: Efficient frontier representing non-dominated points for job in set 1  and 2  .
The points 0 Q , 1 Q , 2 Q and 3 Q in the above graph in Figure2 represent the strongly nondominated points on the efficient frontier. The point 3 Q gives the best value of total completion time for jobs in set 1  . Similarly 0 Q gives the best value of total number of jobs that are on time from set 2  . The point ' 0 Q is a point which is weakly non-dominated by the jobs in set 1  and point ' 3 Q is weakly non-dominated by the jobs in set 2  . The
, where min Y is the minimum number of tardy jobs obtained by solving
for the second set without interference. Similarly the non-dominated point 3 Q can be represented by
, where min K is the minimum number of total completion time obtained by solving
for first set without interference. Note that only the point
is polynomial time solvable. We can get this point by scheduling all the jobs in set 1  first by SPT order followed by all the jobs in set 2  using Moore's Algorithm (to apply Moore's algorithm at this particular point we will have to increase the processing times of all the jobs in set 2  by the value of min K ). ) of the jobs in the job set 1  with preemptive scheduling remains the same as with non preemptive scheduling, provided the jobs in job set 2  which caused the preemption are scheduled before the job that got preempted in 1  .
Structure of P2:
) , ( | | 1 max L C w ND inter j j  The
Lemma 4.2.4:
For the EDD sequence of jobs in set 2  without interference, if the due date of all the jobs in 2  is increased by the same amount, the job with maximum lateness ( max L ) will still be the same job. The new max L value will be decreased by the same amount as the increase in the due dates.
We define three subset of jobs 1 S , 2 S and 3 S . The subset of jobs 2 S and 3 S will contain all the jobs from set 2  arranged in EDD order. All the jobs in subset 2 S will be scheduled together and the last job (j*) in subset 2 S will be the job defining the max L criterion for jobs in set 2  . All the jobs in subset 3 S are jobs from set 2  that are scheduled after the max L job in EDD order. The jobs in 3 S may have some slack and could be delayed without impacting the max L value for that non-dominated point. The jobs in subset 1 S are all the jobs from set 1  for which we assume the WSPT order (which might not be optimal in case of interference with the jobs from set 2  ). This structure of the non-dominated points is presented in Figure3 below. Q is the point which is weakly non-dominated by the jobs in set 1  and point ' 3 Q is weakly non-dominated by the jobs in set 2  . The strongly non-dominated point 0 Q can be represented by for first set without interference. Note that only the point
is polynomially solvable. We can get this point by scheduling all the jobs in set 1  first by WSPT order followed by all the jobs in set 2  in EDD order.
Heuristic Approaches
In this section we outline the two different heuristics that are used to generate the nondominated solution points for the two problems that we are looking at in this paper.
Forward SPT-EDD Heuristic (P1)
Based on the earlier discussion on the structure of non-dominated points, the efficient frontier of the first problem and the few distinct properties (Lemma4. 
Step 
(b).
Step 3: First the jobs in set 2 S are arranged in EDD order in such a way that there is no earliness for the jobs in set 2 S , except when there is an overlap between jobs within set 2 S .
In case of overlap, jobs with earlier due dates are placed ahead of jobs with later due dates. Now the jobs in set 1 S are arranged in SPT order allowing preemption. We finally 14 use the property described in Lemma4.1.3 to get the non preemptive schedule for this non-dominated point. Now, consider Restriction 1 under which the jobs that were tardy at one non-dominated point will also remain tardy at the next non-dominated point as we move in the direction of improving  j C (i.e. jobs from set 3 S are not allowed to move back to set 2 S ).
Lemma 5.1.1: Under the above restriction, the one job that needs to be moved from set 2 S to set 3 S (new jobs become tardy as we move to the next non-dominated point) will be the one which when moved from set 2 S to set 3 S provides the best preemptive schedule for all the jobs in job set 1 S without moving the position of other jobs in set 2 S (hence the best improvement in the value of total completion time).
Step 4: Now we move jobs from set 2 S to set 3 S , using the property described in we proceed along the frontier to find the subsequent non-dominated points, we are not considering the jobs which were tardy and in set 3 S at earlier points on the frontier to be on time in the subsequent points. We may miss some opportunity of improving the criteria for the job set 1 S because of this. The example below illustrates this gap.
Example (P1)
Consider an example with 5 jobs in each set of jobs 1  and 2  being represented by 1 j p and 2 j p , respectively. For simplicity before numbering the jobs, jobs in set 1  are arranged in SPT order while the jobs in set 2  are arranged in EDD order. The final sequence at any non-dominated point is divided into 3 sets: 1 S which includes all jobs from 1  arranged in SPT order, 2 S which includes on time jobs from set 2  and 3 S which includes tardy jobs from set 2  .
For set 1  : 
Figure 5(a):
In the first step jobs in 1 S are allowed to be preempted. In the second step jobs in set 2 S are moved ahead to avoid preemption of jobs in set 1 S . Note that the completion time of the jobs in 1 S remains the same.
In iteration (2), it is found that moving job #2 from set 2 S to 3 S will provide maximum improvement in  j C , hence 2 S = {1, 3, 4, 5} and 3 S = {2}. This gives the non-dominated point 1 Q (61, 1). 
Figure 5(b):
In the first step job #2 from set 2 S is moved to 3 S and jobs in set 1 S are allowed to be preempted. In the second step jobs in set 2 S are moved ahead to avoid preemption of jobs in set 1 S . Note that the completion time of the jobs in 1 S remains the same.
In iteration (3) it is found that moving job #1 from set 2 S to 3 S will provide maximum improvement in  j C , hence 2 S = {3, 4, 5} and 3 S = {2, 1}. This gives the non-dominated point 2 Q (41, 2). 
Figure 5(c):
In the first step job #1 from set 2 S is moved to 3 S and jobs in set 1 S are allowed to be preempted. In the second step jobs in set 2 S are moved ahead to avoid preemption of jobs in set 1 S . Note that the completion time of the jobs in 1 S remains the same.
In iteration (4) 
Figure 5(d):
Job #3 from set 2 S is moved to 3 S and jobs in set 1 S are already in a non preemptive SPT order. Now since the best possible value of  j C is 37, making more jobs tardy will not provide any further improvement in  j C , hence will result in weakly non-dominated points: 4 Q (37, 4) and 5 Q (37, 5).
Forward WSPT-EDD Heuristic (P2)
The Forward WSPT-EDD algorithm can be summarized by the following steps, where we start from the initial point Step1: Arrange the jobs in 2  in EDD order starting at time zero.
Step2: Find the job j* from 2  which has the max L value. This job will divide the jobs in the second set ( 2  ) into 2 S and 3 S . Also if there is a tie between the jobs for the max L , pick the job with minimum due date as the j* job.
Step3: All the jobs in 2 S will occur in a block with the last job being j*. 
End
Step4: Schedule the jobs in 1 S according to WSPT (and assuming preemption is allowed) in between jobs from 2 S and 3 S . Step5: Correct for preemption of jobs in 1 S by moving the jobs in sets 2 S and 3 S ahead in the time horizon. In this step, the job defining the max L value (j* job) may change compared to the one defined in Step 3.
Step6: Repeat Step 4 through
Step 5 on the initial schedule obtained in Step 3 for job set 2  by incrementing the C j of all the job in 2  by one time unit each time (hence incrementing the max L value by one unit). This step is repeated until all the jobs in 1  are scheduled at the beginning of the time horizon in the WSPT order.
Some dominance rules can be applied to the jobs in 1 S after the initial WSPT schedule to improve the total weighted completion time value. Note that the WSPT rule is not always optimal for jobs in set 1  with interference (Baker & Smith [2003] ). These dominance rules could help improve the value for  j j C w in the final schedule with interference.
The WSPT order for the jobs in set 1 S can potentially be affected whenever any job from set 3 S is moved ahead in time to avoid preemption of jobs in 1 S . Whenever any job in 1 S is preempted by jobs in 3 S (and causing jobs from 3 S to be moved ahead to avoid preemption), there could be potential improvement in S job and the subsequent 1 S job in the schedule. However this dominance rule could become very complicated depending on how many jobs are alternating between set 1 S and set 3 S . Also, we did not notice any significant improvement in the solution quality after applying some simple dominance criteria.
Example (P2)
Consider an example with 5 jobs in each set of jobs 1  
Figure 6(a):
In the first row jobs in 1  are allowed to be preempted. In the second row jobs in set 2  are pulled ahead to avoid preemption of jobs in set 1  which creates a nonpreemptive and feasible schedule. Note that the completion time of the jobs in 1  remains the same.
In iteration (2) , all the jobs in 2  are moved by one time unit and then the jobs in set 1  are arranged in WSPT with preemption. Next, the jobs in the set 2  are pulled ahead to avoid preemption for jobs in 1  . This gives the non-dominated point 1 Q (415, 4). 
Figure 6(b):
In the first row, all the jobs from set 2  are moved by one time unit and jobs in set 1  are allowed to be preempted. In the second row jobs in set 2  are pulled ahead to avoid preemption of jobs in set 1  , which creates a non-preemptive and feasible schedule.
Similarly, iteration (2) is further repeated, each time by increasing the max L value by one time unit and then using WSPT to arrange the jobs in 1  . The iteration (3) 
Figure 6(c):
In the first row, all the jobs from set 2  are moved by another one time unit and jobs in set 1  are allowed to be preempted. In the second row jobs in set 2  are pulled ahead to avoid preemption of jobs in set 1  , which creates a non-preemptive and feasible schedule.
We repeat this process until all the jobs in 1  are placed in the beginning of the schedule.
Since the sum of processing time of the jobs in 1  is 16, this step would be repeated 16 times in total. Hence at the end of iteration (17), we get the non-dominated point 16 Q (139, 19). 
Integer Programming Formulation for P2
We use a time-indexed variable formulation to obtain the Pareto optimal points for our second problem. In Keha et al. for set 2  alone (using EDD) and the maximum value at which the total weighted tardiness for set 1  has the least possible value. The above MIP formulation is similar to the problem of a single machine with the objective of minimizing total weighted completion time with deadlines. This problem is dealt with a separate branch and bound algorithm by Posner [1984] as well as by T'Kindt et al.
[2004].
Computational Experiments
We compare the computational efficiency and solution quality of our heuristic for the two problems with the optimal solutions by generating 120 problem instances for various numbers of jobs in each set. For the symmetric scenarios, we consider cases with 20, 30, 40 and 50 jobs in each set 1  and 2  and generate twenty problem instances for each case. Further, for the asymmetric scenario, we consider cases with 10 and 30 jobs in set 1  and 2  . We select integer processing time numbers for both sets of jobs from ~ U [1, 20] . The due date, j d , of job j is an integer generated from the uniform distribution [P (L-R/2), P (L+R/2)], where P = 0.5 P 1 + P 2 (P 1 is the sum of processing time in of jobs in set 1  and P 2 is the sum of processing time of jobs in set 2  ) and the two parameters L and particular methodology of generating the due date ranges is adopted from Abdul-Razaq et al. [1990] and has been used in other papers as well (Keha et The weights of the jobs j w are selected from ~ U [1, 10] . To test the computational efficiency we have selected up to 100 job problem instances (50 jobs in each set). All the test cases used in the experimentation has been posted at:
http://people.umass.edu/hbalasub/InterferingJobSets_TestCases.html
Before we discuss the results, note that the number of non-dominated solutions can be very different depending on the pair of objectives considered. For example in P1, since one of our objectives is the total number of tardy jobs, the number of non-dominated points cannot be more than the number of jobs in second set 2  . However, in P2, since both total weighted completion time and maximum lateness can potentially have very large ranges, the number of non-dominated points can be significantly high. Presenting a very large number of points can be confusing to the decision maker. Therefore for P2 we restrict our comparisons to the number of supported non-dominated points. The set of supported non-dominated points is a subset of the set of all non-dominated points and can be obtained by optimally solving all possible convex combinations of the two objectives.
The smaller subset of supported points that are initially presented can be used by the decision-maker, if necessary, to guide the search for specific non-supported points that lie within certain ranges.
The heuristic for both of the problems and the dynamic programming algorithm are coded using MATLAB 2009b. The MIP formulation for P2 is modeled using AMPL (Fourer et al. [1993] ) and solved using CPLEX 12.3. The experiments were run on a windows machine with 1.66 GHz processor and 2.5GB memory.
Results Discussion for P1
To test the performance of the Forward SPT-EDD heuristic for our first Pareto optimal points within a solution set increases). Thus, this table illustrates that the heuristic performs very well in comparison to the DP. While the DP is also fast (25 seconds computation time in 50 job instances), the heuristic uses simple intuitive rules and hence will be easier to implement in practice even for a very large number of jobs 26 sets. We note that the DP memory explodes for problem instances with more then 50 jobs in each set.
For the asymmetric problem instances, the average percentage gap between strongly non dominated points generated from the Dynamic Program and the Forward SPT-EDD heuristic is much lower (about 0.02%) for the 30-10 job instances compared to about 2%
for the 10-30 job instances (10 jobs in job set 1  and 30 jobs in job set 2  ). The reason for the relatively higher errors on 1:3 asymmetries compared to 3:1 is well explained by the structure of the problem and the design of the Forward SPT-EDD heuristic which restricts the tardy jobs to become non-tardy as we move along the efficient frontier (jobs from set 3 S do not move back to set 2 S ). With a higher number of jobs in 2  compared to 1  there will often be an opportunity to improve the solution quality with some pair wise swaps. For all practical purposes we consider 1:3 asymmetries as the extreme case and even for these instances the errors are below 2%. This suggests that a corrective pairwise swap algorithm will produce a negligible increase in solution quality and hence may not be necessary.
Results Discussion for P2
To test the performance of the forward WSPT-EDD heuristic for our second
, we compare the set of supported points for each problem instance with the results from the time-indexed MIP formulation of the problem.
Since max
L could potentially have a wide range of values, the total number of nondominated points for this problem can be large. Hence we restrict our computational comparison with the solutions from the MIP to only the supported points obtained from the heuristic. We find that even the set of supported points can be fairly large (given the number of jobs in each set), hence a decision maker might not be interested in all the nondominated points but more in the points that lie on the efficient frontier (i.e. all the supported points).
27
After obtaining the set of all near non-dominated points from the forward WSPT-EDD heuristic, we make use of the equation: . Thus, this approach yields a set of near non dominated points generated by our heuristic that lie on the efficient frontier (supported points).
Note that the computational complexity of the proposed forward WSPT-EDD heuristic is )) ( (
, where P 1 is the sum of processing time of all the jobs in set 1 and P 2 is the sum of processing time of all the jobs in set 2. The complexity can be well explained by referring to step 3 of the heuristic presented in section 5.2 where the entire time horizon can be represented by the sum of P 1 and P 2 , and we look for improvement in the jobs in set 1. Note that the goal of this paper is not just to compare the run time of the heuristics with the MIP formulations, but to highlight the fact that the performance of this heuristic is so close to the optimal solutions (gaps being less then 0.5%, discussed in the subsequent paragraph) that for most practical applications one might just chose to run the heuristic rather than the MIP or any improved branch and bound algorithms for the problem. (for symmetric as well as asymmetric problem instances). In other words, for all nonPareto supported points that the heuristic generates, the gap between the heuristic and the time-limited MIP solution is less than 0.50% across all types of instances.
Since the MIP solutions are limited by 1 hour of computation time, it becomes important to point out how many MIP solutions did not reach optimality (column 7) and the optimality gap of these MIP solutions (column 8). The average optimality gaps of the 29 time bounded (1 hour) integer solutions were within 0.5%. That is, no MIP solution was more than 0.5% from the optimal. Thus, when we add the 0.5% average gap between the points generated by the heuristic and the points generated by the time limited MIP formulation (Column 5) to the 0.5% average optimality gap of the time limited solutions (Column 8), we claim that the solution quality of the heuristic is well within 1% of the optimal solution.
Also, the average number of time limited solutions generated by the MIP were relatively higher for the problem instances with a larger due date rage (i.e. . The lower due date range would provide closer due dates to the jobs in set 2  and hence more jobs from set 2  are scheduled together, causing less interference with jobs from set 1  , thus making these instances easier to solve compared to others.
In summary, for P2 our heuristic consistently produces near optimal non-dominated solutions for a wide variety of instances. The heuristic is made even more attractive by the fact that it is based on simple, intuitive rules and generates solutions in negligible computation time.
Conclusion and Future Research
The proposed polynomial heuristics do a good job of providing a near non-dominated solution set (or the set of supported points) with less than 1 second of run time as well as an average gap of less than 1% compared to the optimal solution. The computational experiment could be extended to see the effect of the increased run time with a larger number of jobs with the pseudo-polynomial algorithm. However, we note that the DP memory explodes for problem instances with more then 50 jobs in each set. It can be clearly seen that this SPT-EDD heuristic for 
