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a b s t r a c t
In this paper, Fuzzy Similarity Inference (FSI) is investigated. First, the axiomatic definition
of the fuzzy similaritymeasure is introduced. It is a generalization of the similaritymeasure.
Some formulas are given to compute the fuzzy similarity of two fuzzy sets. Second, a novel
fuzzy reasoning, called fuzzy similarity inference, is proposed. Computational formulas for
both fuzzy modus ponens (FMP) and fuzzy modus tollens (FMT) are obtained. Based on the
theory of partial valuations, FSI method is put under the framework of logic semantically.
Furthermore, the generalized problem of FSI is investigated. Computational formulas for
α-FSI FMP and α-FSI FMT are obtained. At last, reversibility properties of FSI are proved.
© 2008 Published by Elsevier Ltd
1. Introduction
Since the fuzzy control achieved successful application in various fields, fuzzy reasoning as the basis of fuzzy control has
gainedmuchmore attention by scholars [1–5]. Clearly, it is based on fuzzymodus ponens (FMP),which can be represented as
suppose that A → B
and given A∗
calculate B∗
(1)
where A, A∗ and B, B∗ are fuzzy subsets ofF (X) (the set of all fuzzy subsets of universe X) and fuzzy subsets ofF (Y ) (the set
of all fuzzy subsets of universe Y ) respectively. A → B is themajor premise. A∗ is theminor premise and B∗ is the conclusion.
The opposite form of fuzzy modus ponens is fuzzy modus tollens (FMT), which can be expressed as
suppose that A → B
and given B∗
calculate A∗
. (2)
L. A. Zadeh regarded the proposition A → B as a fuzzy relation
R(x, y) = Rz(A(x), B(y)),
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where Rz is Zadeh implication. He proposed the Compositional Rule of Inference (CRI) [6]. Despite CRI successes in various
rule-based system application, its underlying semantic is unclear [7,8]. For trying to provide a logic foundation for fuzzy
reasoning,Wang [9,10] proposed triple Imethod, andput themethodunder the framework of fuzzy logic. Song [11] proposed
a reverse triple I method.
There are some scholars also investigating similarity-based fuzzy inference method. Compared with Zadeh’s CRI, it does
not require the construction of a fuzzy relation between input and output fuzzy data, and it is conceptually clearer than CRI.
Turksen [7,8] proposed a similarity-based method that can be applied to point-valued or interval-valued fuzzy sets. Chen
[12,13] proposed two similarity-based methods for medical diagnosis problems. Chun [14] presented a similarity-based
bidirectional approximate inference method which can express the decision maker’s disposition. Esteva [15] presented an
improvement of the similarity-logic interpretation of the generalizedmodusponens rule. Yeung [16] compared and analyzed
six similarity-based fuzzy reasoning methods.
In this paper, we will extend the theory of similarity, and propose an axiomatic definition of a new similarity measure of
two fuzzy sets, i.e. fuzzy similaritymeasure. Comparedwith the similaritymeasure, fuzzy similaritymeasure ismore suitable
for the presentation of uncertainty information. Furthermore, based on the fuzzy similarity measure, we propose a novel
fuzzy inference method, called fuzzy similarity inference (FSI), and put it into the framework of fuzzy logic by using partial
valuation. Besides, it is possible that there exist only a few tautologies in a multi-valued system. Therefore, the concept of
α-tautologies is introduced in Refs. [17–19], where α is a truth value smaller than the greatest truth value 1. In order to
extend the applied field of FSI method, the generalized problem of FSI is introduced, called α-FSI method. At last, we prove
that FSI method possesses reversibility properties.
The paper is organized as follows. In Section 2, the basic definition of similarity measure is discussed. And the axiomatic
definition and some examples of fuzzy similarity measure are given. In Section 3, the principle of FSI and FSI solution for
FMP and FMT are provided. Based on partial valuation theory, FSI is put under the framework of the fuzzy logic. Besides,
the generalized problem of FSI is investigated, and formulas for the α-FSI FMP and α-FSI FMT are obtained. In Section 4,
reversibility properties of FSI are proved. In Section 5, we give a few concluding remarks.
2. Fuzzy similarity measure
In 1983, Wang [20] first introduced the concept of similarity measure of fuzzy sets and gave an axiomatic definition of
the similarity measure.
Definition 1 ([20]). For A, B ∈ F (X), we call σ(A, B) the similarity measure between fuzzy sets A and B, if mapping
σ : F (X)× F (X)→ [0, 1] satisfies the following properties:
(N1) σ(X, φ) = 0;
(N2) σ(A, A) = 1;
(N3) σ(A, B) = σ(B, A);
(N4) For all A, B, C ∈ F (X), if A ⊆ B ⊆ C , then σ(A, C) ≤ σ(A, B)∧ σ(B, C).
Many scholars have researched similarity measures, and have proposed some formulas to calculate it. Let X =
{x1, x2, . . . , xn}, the similarity measure between two fuzzy sets A and B on X can be calculated as the following equations:
σ1(A, B) =

n∑
i=1
(A(xi)
∧
B(xi))
n∑
i=1
(A(xi)
∨
B(xi))
, A ∪ B 6= φ;
1, A ∪ B = φ
σ2(A, B) =

1
n
n∑
i=1
(A(xi)
∧
B(xi))
(A(xi)
∨
B(xi))
, A ∪ B 6= φ;
1, A ∪ B = φ
σ3(A, B) = 1− 1n
n∑
i=1
|A(xi)− B(xi)| ,
σ4(A, B) = 1− nmax
i=1
|A(xi)− B(xi)| ,
σ5(A, B) = 1−
n∑
i=1
|A(xi)− B(xi)|
n∑
i=1
(A(xi)+ B(xi))
,
σ6(A, B) = nmax
i=1
{min(A(xi), B(xi))}.
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In fact, the similarity measure between two fuzzy sets A and B is calculated by using values of A and B at every member
of X . In other words, the similarity measure is regarded as a synthetic function of A and B around the whole universe X . But
for the problems only concerning some part of X , this kind of similarity measure may obtain weak implications. In order
to expand objects of applying above similarity measure, we will consider a new kind of similarity measure, named fuzzy
similarity measure.
A number in closed interval [0, 1] cannot represent knowledge well. For example, if we ask somebody how similarity of
two people, he will answer ‘‘a little’’ or ‘‘very resemble’’. He will never tell you that the similarity measure between the two
people is 0.4 or 0.9. Fuzzy sets are helpful to represent knowledge. They can be used to convey the uncertainties. And they
can offer more information than a number in closed interval [0, 1]. We will give the definition of fuzzy similarity measure,
which is a generalized similarity measure.
Definition 2. Let F (X) be the set of all fuzzy sets of universe X . We call a mapping
FS : F (X)× F (X)→ F (X), (A, B) 7−→ FS(A, B)
fuzzy similarity measure, simply denoted by FS, if it satisfies the following axioms:
(1) FS(X, φ) = φ;
(2) A = B ⇒ FS(A, B) = X;
(3) FS(A, B) = FS(B, A);
(4) For all A, B, C ∈ F (X), if A ⊂ B ⊂ C , then FS(A, C) ⊂ FS(A, B) ∩ FS(B, C).
Now, we give some examples of fuzzy similarity measure from different aspects.
Example 1. From the aspect of distance function, the fuzzy similaritymeasure between two fuzzy setsA and B can be defined
as:
FS1(A, B)(x) , 1− |A(x)− B(x)|.
Example 2. From the aspect of logic function, such as ‘‘max’’ or ‘‘min’’, the fuzzy similarity measure between two fuzzy sets
A and B can be defined as:
FS2(A, B)(x) ,

2(A(x)
∧
B(x))
A(x)+ B(x) , A(x)+ B(x) 6= 0;
1, A(x)+ B(x) = 0.
Example 3. From the aspect of match function, the fuzzy similarity measure between two fuzzy sets A and B can be defined
as:
FS3(A, B)(x) ,

A(x) · B(x)
max{A(x) · A(x), B(x) · B(x)} , A(x)+ B(x) 6= 0;
1, A(x)+ B(x) = 0.
It is easy to prove that FS1 − FS3 satisfy the Definition 2.
Wang revised the Kleene’s implication operator and proposed R0 implication operator in Ref. [21]. As pointed out in [22,
23], R0 is, in setting logic foundations for diverse fuzzy reasonings, better than other implication operators such as Kleenes
operator RK , Lukasiewiczs operator RL, Gödels operator RG, Gaines Reschers operator RGR, and Zadehs operatorRZ .
Example 4. Fuzzy similarity measure can be defined from the aspect of logic operation as:
FS4(A, B)(x) , (A(x)→ B(x))
∧
(B(x)→ A(x)),
where the operator ‘‘→’’ can select R0-implication [21]
a → b =
{
1, a ≤ b;
¬a
∨
b, a > b. , ¬a = 1− a.
Proposition 1. Let R : [0, 1] × [0, 1] → [0, 1] be defined as R0-implication, then we have
(i) R(a, b) = 1 if and only if a ≤ b;
(ii) R(a, b) ≥ ¬a∨ b;
(iii) R(a
∨
b, c) = R(a, c)∧ R(b, c), R(a∧ b, c) = R(a, c)∨ R(b, c);
(iv) R(a, b
∨
c) = R(a, b)∨ R(a, c), R(a, b∧ c) = R(a, b)∧ R(a, c);
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(v) R(a,
∧
i∈I bi) =
∧
i∈I R(a, bi), R(a,
∨
i∈I bi) =
∨
i∈I R(a, bi);
(vi) R(
∨
i∈I ai, b) =
∧
i∈I R(ai, b).
Proof. See [10,24]. 
By Proposition 1, it is evident that FS4 satisfies the Definition 2. Furthermore, we can get some similarity measures by
defuzzifying some fuzzy similarity measures of fuzzy sets, such as mean, min, max and so on.
Now we assume the universe X to be finite set, say X = {x1, x2, . . . , xn}.
If FS1 is defuzzified by the operator of ‘‘min’’, we can get the familiar formula
min
x∈X FS1(A, B)(x) =
n
min
i=1 (1− |A(xi)− B(xi)|) = 1−
n
max
i=1
|A(xi)− B(xi)| = σ4(A, B).
If FS1 is defuzzified by the operator of ‘‘mean’’, we have
min
x∈X FS1(A, B)(x)/|X | =
n∑
i=1
(1− |A(xi)− B(xi)|)/n = 1− 1n
n∑
i=1
|A(xi)− B(xi)| = σ3(A, B).
Remark 1. ‘‘min’’, ‘‘max’’, and ‘‘mean’’ are often used in the operation of defuzzification. We can get an approximate
numerical value by the operation on the fuzzy similarity measure. Thus we can conclude that the similarity measure
can be obtained by some synthesized operation on fuzzy similarity measure. In other words fuzzy similarity measure is
a generalization of similarity measure.
3. The FSI method for FMP and FMT
In 2-valued propositional logic, modus ponens can be translated into if A → B and A = A then B = B. In order to put
fuzzy inference under the framework of fuzzy logic,wewant to provide logical interpretation for fuzzymodus ponens. Based
fuzzy similarity measure, FMP problem can be translated into if A → B and A is similar to A∗ then B is similar to B∗. From
the interpretation of FMP problem, we can find that the conclusion B∗ not only relates to A∗ and A → B, but also relates to
the fuzzy similarity measure of A and A∗. How to choose FS(B, B∗) to make the conclusion of inferencemore reasonable?We
hope that FS(B, B∗)(y) is not less than FS(A, A∗)(x). And this property is appropriate from the viewpoint of fuzzy inference.
Our purpose is to search the fuzzy sets B∗ such that the fuzzy similaritymeasure FS(B, B∗) should be fully supported by fuzzy
similarity measure FS(A, A∗)(x), that is, the expression
FS(A, A∗)(x)→ FS(B, B∗)(y)
should be a tautology, i.e., the following condition holds
FS(A, A∗)(x)→ FS(B, B∗)(y) = 1. (3)
There are many fuzzy subsets of Y satisfying (3). We choose the smallest fuzzy subset as the conclusion of inference.
Principle of FSI for FMP. The FMP conclusion B∗ of (1) is the smallest fuzzy subset of Y satisfying (3).
According to the above-mentioned principle, we have the following FSI FMP method.
Theorem 1 (FSI FMP for R0). Suppose that fuzzy similarity measure is FS4 and the implication operator in (3) is R0 operator, then
the FSI solution of (1) is expressed as follows,
B∗(y) =
∨
x∈Ey
FS(A, A∗)
∧
B(y) (4)
where Ey = {x ∈ X |¬B(y) < FS(A, A∗)(x)}, y ∈ Y .
Proof. First, we prove that B∗ determined by (4) satisfies (3). By (i) of Proposition 1, we only need to verify that for any a ∈ X
and for any y ∈ Y ,
FS(B, B∗)(y) ≥ FS(A, A∗)(a).
It follows from (4) that B∗(y) ≤ B(y) (y ∈ Y ). We shall discuss in two possible cases as follows.
If a 6∈ Ey, then
¬B(y) ≥ FS(A, A∗)(a). (5)
By (5) and (ii) of Proposition 1, we have
FS(B, B∗)(y) = B(y)→ B∗(y) ≥ ¬B(y)
∨
B∗(y) ≥ FS(A, A∗)(a).
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If a ∈ Ey, then for any y ∈ Y , we have
FS(B, B∗)(y) = (B → B∗)(y) = B(y)→
∨
x∈Ey
FS(A, A∗)(x)
∧
B(y)

= B(y)→
∨
x∈Ey
(FS(A, A∗)(x)) ≥ ¬B(y)
∨∨
x∈Ey
(FS(A, A∗)(x))
=
∨
x∈Ey
(FS(A, A∗)(x)) ≥ FS(A, A∗)(a).
Thus, we prove that B∗ determined by (4) satisfies (3).
Then we will verify that B∗ is the smallest fuzzy subset of Y satisfying (3). We also discuss this in two possible cases.
If B∗(y) = 0, then conclusion holds.
If B∗(y) > 0, suppose that B∗(y) > ε > 0, B∗∗(y) = B∗(y) − ε, then B∗∗(y) < B∗(y). From B∗∗(y) < B∗(y) ≤ B(y), we
know that
B∗∗(y) <
∨
x∈Ey
(FS(A, A∗)(x)
∧
B(y)) ≤
∨
x∈Ey
(FS(A, A∗)(x)). (6)
By (6) and ¬B(y) <∨x∈Ey FS(A, A∗)(x), we have
FS(B, B∗∗)(y) = ¬B(y)
∨
B∗∗(y) <
∨
x∈Ey
(FS(A, A∗)(x)),
namely, there exits x0 ∈ Ey such that
FS(B, B∗∗)(y) < FS(A, A∗)(x0).
This means that FS(A, A∗)(x0) → FS(B, B∗∗)(y) = 1 does not hold. That is to say that B∗ is the smallest fuzzy subset of Y
satisfying (3).
Similar to [9], we put the FSI under the framework of logic by using the theory of partial valuations.1
Let S = {p1, p2, . . .} be a countable set of propositional variables, F(S) is a (¬,∨,→) type free algebra generated by the
set S. 
Definition 3 ([24]). Let M be an algebra of type (¬,∨,→),where ¬ is a unary operator,∨ and→ are binary operations.
If there is a partial order 6 such that (M ,6) is a bounded lattice,
∨
is the supremum operation with respect to 6,¬ is an
order-reversing involution, and the following conditions hold for any x, y, z ∈ M
(R1) ¬x → ¬y = y → x
(R2) 1 → x = x, x → x = 1
(R3) y → z 6 (x → y)→ (x → z)
(R4) x → (y → z) = y → (x → z)
(R5) x → (y∨ z) = (x → y)∨(x → z), x → (y∧ z) = (x → y)∧(x → z)
(R6) (x → y)∨((x → y)→ (¬x∨ y)) = 1.
Definition 4 ([21]). Define on [0, 1] a unary operator and two binary operator as follows: ¬x = 1 − x, x∨ y = max{x, y},
x → y = R0(x, y). Then ([0, 1], ¬,∨,→) is a R0− algebra. A valuation of F(S), v : F(S) → [0, 1], is a homomorphism of
type (¬,∨,→), and v(A) is called R0− valuation of A for A ∈ F(S).
Definition 5 ([24]). Let ([0, 1],¬,∨,→) is a R0− algebra,
Ei, E∗i ∈ F (Xi), xi ∈ Xi (i = 1, . . . , n), E¯ = (E1, . . . , En; E∗1 , . . . , E∗n )
and x¯ = (x1, . . . , xn), we define ϕ = ϕ(E¯, x¯) : S → [0, 1] as follows:
ϕ(pk) =
{Ek(xk), 1 ≤ k ≤ n;
E∗k−n(xk−n), n < k ≤ 2n;
0, k > 2n.
R0-valuation of F(S) generated by ϕ(E¯, x¯) is listed by v(E¯, x¯), and
Σ(E¯) =
{
v(E¯, x¯)
∣∣∣∣∣x¯ ∈ n∏
i=1
Xi
}
denote the R0-valuation set of F(S).
1 Theory of partial valuation can refer to [24,25].
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We consider the condition of n = 2 in Definition 5. If we let X and Y denote X1 and X2 respectively, and let A, B, A∗ and
B∗ denote E1, E2, E∗1 and E
∗
2 , then E¯ = (A, B; A∗, B∗).
Theorem 2. If we let E¯ = (A, B; A∗, B∗) and
H = ((A → A∗)
∧
(A∗ → A))→ ((B → B∗)
∧
(B∗ → B))
then the FSI conclusion B∗ of (1) is the smallest fuzzy subset of Y which makes H aΣ(E¯)-tautology.
Remark 2. Theorem 2 points out that from the viewpoint of the partial valuation, FSI method has certain logic basis. Hence
the method is put under the framework of logic.
Similar to the research of problem (2), we consider the FS(B, B∗) and FS(A, A∗) as a whole, and hope that fuzzy similarity
measure FS(A, A∗) should be fully supported by fuzzy similarity measure FS(B, B∗), or, by using logic terminology, the
expression
FS(B, B∗)(y)→ FS(A, A∗)(x)
should be a tautology, i.e., the following condition holds
FS(B, B∗)(y)→ FS(A, A∗)(x) = 1. (7)
Principle of FSI for FMT. The FSI conclusion A∗ of (2) is the largest fuzzy subset of X satisfying (7).
According to the above-mentioned principle, we have the following FSI method for FMT.
Theorem 3. Suppose that fuzzy similarity measure is FS4 and the implication operator in (7) is R0 operator, then the FSI solution
of (2) is expressed as follows,
A∗(x) =
∧
y∈Ex
(¬FS(B, B∗)(y))
∨
A(x) (8)
where Ex = {y ∈ Y |A(x) < FS(B, B∗)(y)}, x ∈ X.
Proof. First, we prove that for any a ∈ Y and any x ∈ X , we have
FS(A, A∗)(x) ≥ FS(B, B∗)(a).
It follows from (7) that for any x ∈ X , A∗(x) ≥ A(x) holds. We shall discuss in two possible cases as follows.
If a 6∈ Ex, then A(x) ≥ FS(B, B∗)(a). So we have
FS(A, A∗)(x) = (A∗ → A)(x) ≥ ¬A∗(x)
∨
A(x) ≥ FS(B, B∗)(a).
If a ∈ Ex, then from Proposition 1, we have
FS(A, A∗)(x) = (A → A∗)(x) =
(∧
y∈Ex
(¬FS(B, B∗)(y))
∨
A(x)
)
→ A(x)
=
(∧
y∈Ex
(¬FS(B, B∗)(y))→ A(x)
)∧
(A(x)→ A(x))
=
(∧
y∈Ex
(¬FS(B, B∗)(y))→ A(x)
)∧
1
=
(∧
y∈Ex
(¬FS(B, B∗)(y))→ A(x)
)
≥ ¬
∧
y∈Ex
(¬FS(B, B∗)(y))
∨
A(x)
=
∨
y∈Ex
(FS(B, B∗)(y))
∨
A(x) ≥
∨
y∈Ex
(FS(B, B∗)(y)) ≥ FS(B, B∗)(a).
Hence we know that FS(A, A∗)(x) ≥ FS(B, B∗)(a). This means that A∗ determined by (8) satisfies (7).
Again we will verify that A∗ is the largest fuzzy subset of X satisfying (7).
If A∗∗(x) > A∗(x), then A∗∗(x) >
∧
y∈Ex(¬FS(B, B∗)(y))
∨
A(x). We have
A∗∗(x) > A(x) and A∗∗(x) >
∧
y∈Ex
(¬FS(B, B∗)(y)).
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Furthermore, it follows from A∗∗(x) >
∧
y∈Ex(¬FS(B, B∗)(y)) that there exits y0 ∈ Ex satisfying
A∗∗(x) > ¬FS(B, B∗)(y0), i.e., ¬A∗∗(x) < FS(B, B∗)(y0).
Meanwhile, it follows from y0 ∈ Ex that A(x) < FS(B, B∗)(y0). So we have
FS(A, A∗)(x) = (A∗∗ → A)(x) = ¬A∗∗(x)
∨
A(x) < FS(B, B∗)(y0).
Hence, A∗ which is determined by (8) is the largest fuzzy subset of X satisfying (7). 
Theorem 4. If we let E¯ = (A, B; A∗, B∗) and
H = ((A → A∗)
∧
(A∗ → A))→ ((B → B∗)
∧
(B∗ → B))
then the FSI conclusion A∗ of (2) is the largest fuzzy subset of X which makes H aΣ(E¯)-tautology.
4. The formula of α-FSI for FMP and FMT
Condition (3) can be generalized by
FS(A, A∗)(x)→ FS(B, B∗)(y) ≥ α, x ∈ X, y ∈ Y (9)
where α is a fixed number in [0, 1], when α = 1, (9) follows from (3).
Principle of α-FSI for FMP. The FMP conclusion B∗ of (1) is the smallest fuzzy subset of Y satisfying (9).
Theorem 5. Suppose that fuzzy similaritymeasure is FS4 and the implication operator in (9) is R0 operator, then theα-FSI solution
of (1) is expressed as follows
B∗(y) =
∨
x∈Ey∩Ky
(FS(A, A∗)(x))
∧
B(y)
∧
α, y ∈ Y (10)
where Ey = {x ∈ X |¬B(y) < FS(A, A∗)(x)} and
Ky =
{
x ∈ X
∣∣∣B(y)∧ FS(A, A∗)(x) > α′ } .
Proof. First, we prove that B∗ determined by (10) satisfies (9). It is easy to see that B∗(y) ≤ B(y). So we know that
FS(B, B∗)(y) = B(y)→ B∗(y). Let
C(y) =
∨
x∈Ey∩Ky
(FS(A, A∗)(x))
∧
B(y).
From (iv) of Proposition 1, we only need to prove that
FS(A, A∗)(x)→ (B(y)→ C(y)) ≥ α
and
FS(A, A∗)(x)→ (B(y)→ α) ≥ α x ∈ X, y ∈ Y .
It follows from (ii) of Proposition 1 that FS(A, A∗)(x)→ (B(y)→ α) ≥ α.
If x ∈ Ey ∩ Ky, then C(y) ≥ (FS(A, A∗)(x))∧ B(y). So
FS(A, A∗)(x)→ (B(y) → C(y)) ≥ FS(A, A∗)(x)→
(
B(y)→
(
(FS(A, A∗)(x))
∧
B(y)
))
= FS(A, A∗)(x)→
(
(B(y)→ FS(A, A∗)(x))
∧
(B(y)→ B(y))
)
= FS(A, A∗)(x)→
(
(B(y)→ FS(A, A∗)(x))
∧
1
)
= FS(A, A∗)(x)→ (B(y)→ FS(A, A∗)(x))
≥ FS(A, A∗)(x)→
(
¬B(y)
∨
FS(A, A∗)(x)
)
= 1 ≥ α.
If x 6∈ Ey, then ¬B(y) ≥ FS(A, A∗)(x). So we have
FS(A, A∗)(x)→ (B(y)→ C(y)) ≥ FS(A, A∗)(x)→
(
¬B(y)
∨
C(y)
)
= 1 ≥ α.
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If x 6∈ Ky, then B(y)∧ FS(A, A∗)(x) ≤ α′. This implies that
¬B(y)
∨
(¬FS(A, A∗)(x)) ≥ α.
Then
FS(A, A∗)(x)→ (B(y)→ C(y)) ≥ FS(A, A∗)(x)→
(
¬B(y)
∨
C(y)
)
≥ ¬FS(A, A∗)(x)
∨(
¬B(y)
∨
C(y)
)
≥ α.
Thus B∗ determined by (10) satisfies (9).
Next, we will verify that B∗ is the smallest fuzzy subset of Y satisfying (9).
If B∗∗(y) < B∗(y), then B∗∗(y) <
∨
x∈Ey∩Ky(FS(A, A
∗)(x))
∧
B(y)
∧
α. This implies that there exits x0 ∈ Ey ∩ Ky such that
B∗∗(y) < (FS(A, A∗)(x0))
∧
B(y)
∧
α. (11)
It follows from B∗∗(y) < B(y) and x0 ∈ Ey ∩ Ky that
FS(B, B∗)(y) = B(y)→ B∗∗(y) = ¬B(y)
∨
B∗∗(y) < FS(A, A∗)(x0).
Hence we have
FS(A, A∗)(x0)→ FS(B, B∗)(y) = ¬FS(A, A∗)(x0)
∨
(¬B(y))
∨
B∗∗(y).
From x0 ∈ Ey ∩ Ky, we know that
¬FS(A, A∗)(x0)
∨
(¬B(y)) < α. (12)
It follows from (11) and (12) that FS(A, A∗)(x0)→ FS(B, B∗)(y) < α.
Hence B∗ determined by (10) is the smallest fuzzy subset of Y satisfying (9).
Similar to the research of α-FSI for FMP, we give the formula of α-FSI for FMT.
Condition (7) can be generalized by
FS(B, B∗)(y)→ FS(A, A∗)(x) ≥ α.  (13)
Principle of α-FSI for FMT. The FMT conclusion A∗ of (2) is the largest fuzzy subset of X satisfying (13).
Theorem 6. Suppose that fuzzy similaritymeasure is FS4 and the implication operator in (9) is R0 operator, then theα-FSI solution
of (2) is expressed as follows
A∗(x) =
∧
y∈Ex∩Kx
(¬FS(B, B∗)(y))
∨
A(x)
∨
α′, x ∈ X (14)
where Ex = {y ∈ Y |A(x) < FS(B, B∗)(y)} and
Kx =
{
y ∈ Y |A(x)
∨
(¬FS(B, B∗))(y) < α
}
.
Proof. First, we prove that A∗ determined by (14) satisfies the condition (13). Let
D(x) =
∧
y∈Ex∩Kx
(¬FS(B, B∗)(y))
∨
A(x).
It follows from (14) that A∗(x) ≥ A(x). Hence
FS(B, B∗)(y)→ FS(A, A∗)(x) = FS(B, B∗)(y)→ (A∗(x)→ A(x))
= FS(B, B∗)(y)→
((
D(x)
∨
α′
)
→ A(x)
)
. (15)
From the (iii) and (iv) of Proposition 1, (15) can change into
FS(B, B∗)(y) → FS(A, A∗)(x)
= (FS(B, B∗)(y)→ (D(x)→ A(x)))
∧
(FS(B, B∗)(y)→ (α′ → A(x))).
By (ii) of Proposition 1, we know that FS(B, B∗)(y) → (α′ → A(x)) ≥ α. So we only need to verify that FS(B, B∗)(y) →
(D(x)→ A(x)) ≥ α. If y ∈ Ex ∩ Kx, then
D(x) ≤ ¬FS(B, B∗)(y)
∨
A(x).
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From the Proposition 1, we have
(D(x)→ A(x)) ≥
((
¬FS(B, B∗)(y)
∨
A(x)
)
→ A(x)
)
≥ ¬FS(B, B∗)(y)→ A(x) ≥ FS(B, B∗)(y)
∨
A(x). (16)
It follows from (16) and (i) of Proposition 1 that
FS(B, B∗)(y)→ (D(x)→ A(x)) = 1 ≥ α.
If y 6∈ Ex, then A(x) ≥ FS(B, B∗)(y). We have
FS(B, B∗)(y)→ (D(x)→ A(x)) = 1 ≥ α.
If y 6∈ Kx, then A(x)∨(¬FS(B, B∗)(y)) ≥ α.
So we have
FS(B, B∗)(y)→ (D(x)→ A(x)) ≥ FS(B, B∗)(y)→
(
¬D(x)
∨
A(x)
)
≥ ¬FS(B, B∗)(y)
∨(
¬D(x)
∨
A(x)
)
≥ α.
Hence we prove that A∗ determined by (14) satisfies the condition (13).
Again we will verify that A∗ is the largest fuzzy subset of X satisfying the condition (13).
If A∗∗(x) > A∗(x), then A∗∗(x) >
∧
y∈Ex∩Kx(¬FS(B, B∗)(y))
∨
A(x)
∨
α′. This implies that there exits y0 ∈ Ex ∩ Kx such
that
A∗∗(x) > ¬FS(B, B∗)(y0)
∨
A(x) and A∗∗(x) > α′. (17)
From (17) we know that
¬A∗∗(x) < FS(B, B∗)(y0) (18)
and
FS(A, A∗∗)(x) = A∗∗(x)→ A(x) = ¬A∗∗(x)
∨
A(x). (19)
Thus from (18) and (19) and FS(B, B∗)(y0) > A(x), we have
FS(B, B∗)(y0)→ FS(A, A∗∗)(x) = FS(B, B∗)(y0)→
(
¬A∗∗(x)
∨
A(x)
)
= ¬FS(B, B∗)(y0)
∨(
¬A∗∗(x)
∨
A(x)
)
.
Noticing that (17) and y0 ∈ Kx, we know that ¬A∗∗(x) < α and
A(x)
∨
(¬FS(B, B∗)(y)) < α.
Hence we have FS(B, B∗)(y0) → FS(A, A∗∗)(x) < α. This means that A∗ is the largest fuzzy subset of X satisfying the
condition (13). 
5. Reversibility properties of FSI conclusion of FMP and FMT
The most fundamental deduction rule in logic is modus ponens. It says that if A → B and A are given, then B follows.
Accordingly, it is very natural to require that, the FMP conclusion B∗ in (1) should return to B if theminor premise A∗ is A. CRI
method dose not process the type of reversibility. Wang [9,10] proved that triple I method process the type of reversibility
when A is normal (i.e., there exists x0 ∈ X such that A(x0) = 1).
Theorem 7. The FSI FMP method for R0 is reversible, i.e. if the fuzzy subset A∗ in (1) equals A, then B∗ equals B.
Proof. By Definition 2, if A∗ = A, then for any x ∈ X , we have FS(A, A∗)(x) = 1. For any y ∈ Y , we have B∗(y) = 1∧ B(y) =
B(y). Hence, B∗ = B holds. 
Similar to the above, we have the following result.
Theorem 8. The FSI FMT method for R0 is reversible, i.e., if the fuzzy subset B∗ in (2) equals B, then A∗ equals A.
Proof. Suppose that B∗ = B, then for any y ∈ Y . For any x ∈ X , we have
A∗(x) =
∧
y∈Ex
0
∨
A(x) = A(x).
This proves that A∗ = A. 
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6. Conclusion
In this paper, we propose a generalized similarity measure — fuzzy similarity measure. Based on the new fuzzy similarity
measure, FSI methods for FMP and FMT are presented. In addition we investigate the generalized problem of FSI. Similar to
[9,10], we put the new inferencemethod under the framework of logic semantically by using the theory of partial valuations.
From the viewpoint of partial valuations, we provide a theoretical interpretation for FSI. Finally, we prove that FSI method
possesses reversibility properties. Of course this paper only provides a theoretical approach for solving the FMP problem
and FMT problem. How to apply this method to constructing fuzzy controller and to analyzing the capability of the relative
fuzzy controller will be discussed elsewhere.
Acknowledgments
The authors thank the reviewers for their helpful comments and suggestions.
References
[1] H.X. Li, Z.H. Miao, J.Y. Wang, Variable universe stable adaptive fuzzy control of nonlinear system, Science in China E 45 (3) (2002) 225–240.
[2] H.X. Li, Z.H. Miao, J.Y. Wang, Variable universe adaptive fuzzy control on the quadruple inverted pendulum, Science in China E 45 (2) (2002) 213–224.
[3] H.X. Li, F. You, J.Y. Peng, Fuzzy control and their response functions based on some fuzzy implication operators, Progress in Nature Science 13 (10)
(2003) 1073–1077 (in Chinese).
[4] Y.Z. Zhang, H.X. Li, Variable weighted synthesis inferencemethod for fuzzy reasoning and fuzzy systems, Computers &Mathematics with Applications
52 (3–4) (2006) 305–322.
[5] J. Hou, F. You, H.X. Li, Fuzzy controllers and their response abilities constructed by triple I method, Progress in Nature Science 15 (1) (2005) 29–37.
[6] L.A. Zadeh, Outline of a new approach to the analysis of complex systems and decision processes, IEEE Trans Systems Man and Cybernetics 3 (1973)
28–44.
[7] L.B. Tursken, Z. Zhao, An approximate analogical reasoning based on similarity measures, IEEE Transactions on Systems Man, and Cybernetics 18 (6)
(1988) 1049–1056.
[8] L.B. Tursken, Z. Zhao, An approximate analogical reasoning based on similarity measures and interval valued fuzzy sets, Fuzzy Sets and Systems 34
(1990) 323–346.
[9] G.J. Wang, The full implication triple I method for fuzzy reasoning, Science in China E 29 (1) (1999) 43–53 (in Chinese).
[10] G.J. Wang, Li Fu, Unified forms of triple I method, Computers and Mathematics with Applications 49 (5–6) (2005) 923–932.
[11] S.J. Song, C. Wu, Reverse triple I method of fuzzy reasoning, Science in China (Series F) 45 (5) (2002) 344–364.
[12] S.M. Chen, A new approach to handling fuzzy decision-making problems, IEEE Transactions on Systems,Man, and Cybernetics 8 (6) (1988) 1012–1034.
[13] S.M. Chen, A weighted fuzzy reasoning algorithm for medical diagnosis, Decision Support Systems 11 (1994) 37–43.
[14] M.G. Chun, A similarity-based bidirectional approximate reasoningmethod for decision-making systems, Fuzzy Sets and Systems 17 (2001) 269–278.
[15] F. Esteva, P. Garcia, L. Godo, E. Ruspini, L. Valverde, On similarity logic and the generalized modus ponen, in: IEEE International Conference on Fuzzy
Systems, vol. 2, Orlando, USA, FUZZ-IIIE’94, IEEE Press, New York, 1994, pp. 1423–1427.
[16] D.S. Yeung, E.C.C. Tsang, A comparative study on similarity-based fuzzy reasoning methods, IEEE Transactions on Systems Man and Cybernetics-Part
B 27 (2) (1997) 216–227.
[17] G.J. Wang, Logic on certain algebras (I), J. Shaanxi Normal University 25 (1) (1997) 1 (in Chinese).
[18] N. Rescher, Many-Valued Logic, McGraw- Hill Book Company, New York, 1969.
[19] L. Bloc, P. Borowik, Many-Valued Logic, Springer-Verlag, Warsawa, 1993.
[20] P.Z. Wang, Fuzzy Sets and its Applications, Shanghai Science and Technology Press, Shanghai, 1983 (in Chinese).
[21] G.J. Wang, Quasi-formal deductive system for fuzzy propositional calculus, Chinese Science Bulletin 42 (14) (1997) 1154.
[22] G.J. Wang, On the logic foundations of fuzzy modus ponens and fuzzy modus tollens, Journal of Fuzzy Mathematics 5 (1) (1997) 229.
[23] G.J. Wang, On the Logic Foundation of Fuzzy Reasoning, in: Lecture Notes in Fuzzy Mathematics and Computer Science, vol. 4, Creighton University,
Omaha, Nebraska, 1997, p. 1.
[24] G.J. Wang, Nonclassical Mathematical Logic and Approximate Reasoning, Science in China Press, Beijing, 2000 (in Chinese).
[25] G.J. Wang, The theory ofΣ-(α-tautologies) in reviesed Kleene system, Science in China E 28 (1998) 146–152.
