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Abstract
Hyper-heuristics are emerging methodologies that perform a search over
the space of heuristics in an attempt to solve difficult computational opti-
mization problems. We present a learning selection choice function based
hyper-heuristic to solve multi-objective optimization problems. This high
level approach controls and combines the strengths of three well-known
multi-objective evolutionary algorithms (i.e. NSGAII, SPEA2 andMOGA),
utilizing them as the low level heuristics. The performance of the pro-
posed learning hyper-heuristic is investigated on the Walking Fish Group
test suite which is a common benchmark for multi-objective optimization.
Additionally, the proposed hyper-heuristic is applied to the vehicle crash-
worthiness design problem as a real-world multi-objective problem. The
experimental results demonstrate the effectiveness of the hyper-heuristic
approach when compared to the performance of each low level heuristic
run on its own, as well as being compared to other approaches including
an adaptive multi-method search, namely AMALGAM.
Keywords: Hyper-heuristic, metaheuristic, evolutionary algorithm,
multi-objective optimization.
1. Introduction
Most real-world problems are complex. Due to their (often) NP-hard
nature, researchers and practitioners frequently resort to problem tailored
heuristics to obtain a reasonable solution in a reasonable time. Generally,
there are two recognized types of hyper-heuristics (Burke et al., 2013):
(i) heuristic selection methodologies: (meta-)heuristics to choose (meta-
)heuristics, and (ii) heuristic generation methodologies: (meta-)heuristics
to generate new (meta-)heuristics from given components. A selection
hyper-heuristic frameworkmanages a set of low level heuristics and chooses
one to be applied at any given time using a performance measure for each
low level heuristic (Burke et al., 2013). The interest in selection hyper-
heuristics has been growing in the recent years. However, the majority of
research in this area has been limited to single-objective optimization.
A limited number of studies on selection hyper-heuristics have been
introduced for multi-objective problems (see Table 1). Burke et al. (2003b)
presented amulti-objective hyper-heuristic based on tabu search (TSRoulette
Wheel), applying it to space allocation and timetabling problems.Veerapen
et al. (2009) described another hyper-heuristic approach comprising two
phases, applying it to the multi-objective traveling salesman problems.
McClymont & Keedwell (2011) used a Markov chain-based learning se-
lection hyper-heuristic (MCHH) for solving a real-world water distribu-
tion networks design problem. A new hyper-heuristic approach based
on a multi-objective evolutionary algorithm i.e. NSGAII (Deb & Goel,
2001) was proposed in (Gomez & Terashima-Marı`n, 2010,2012). NSGAII
learned to choose from a set of rules representing a constructive heuristic
for 2D irregular stock cutting. In (Furtuna et al., 2012) a multi-objective
hyper-heuristic for the design and optimization of a stacked neural net-
work is proposed. The proposed approach is based on NSGAII combined
with a local search algorithm (Quasi-Newton algorithm). Rafique (2012)
presented a multi-objective hyper-heuristic optimization scheme for en-
gineering system design problems. A genetic algorithm, simulated an-
nealing and particle swarm optimization are used as low-level heuristics.
de Armas et al. (2011) and Miranda et al. (2010) described a representation
scheme to be used in hyper-heuristics for multi-objective packing prob-
lems. Kumari et al. (2013) presented a multi-objective hyper-heuristic ge-
netic algorithm (MHypGA) for the solution of a multi-objective software
module clustering problem. In MHypGA, different methods of selection,
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crossover and mutation operations of genetic algorithms incorporated as
a low-level heuristics. Va´zquez-Rodrı´guez & Petrovic (2013) proposed a
multi-indicator hyper-heuristic for multi-objective optimization. This was
approach based on multiple rank indicators that taken from NSGAII (Deb
& Goel, 2001), IBEA (Zitzler & Ku¨nzli, 2004) and SPEA2 (Zitzler et al.,
2001). Len et al. (2009) proposed a hypervolume-based hyper-heuristic for
a dynamic-mapped multi-objective island-based model. Bai et al. (2013)
proposed a multiple neighbourhood hyper-heuristic for two-dimensional
shelf space allocation problem. The proposed hyper-heuristic was based
on a simulated annealing algorithm.
Different frameworks have been proposed for mixing a set of exist-
ing algorithms applied to different problems, such as an adaptive multi-
method search (AMALGAM) (Vrugt & Robinson, 2007; Raad et al., 2010;
Zhang et al., 2010) and multi-strategy ensemble multi-objective evolution-
ary algorithm (Wang & Li, 2010).
None of the above have used multi-objective evolutionary algorithms
(MOEAs), with the exception of (Gomez & Terashima-Marı´n, 2010; Vrugt
& Robinson, 2007; Rafique, 2012) and none of the standard multi-objective
test problems are studied, except in (McClymont & Keedwell, 2011; Vrugt
& Robinson, 2007; Len et al., 2009; Va´zquez-Rodrı´guez & Petrovic, 2013).
Moreover, none of the previous hyper-heuristics make use of the compo-
nents specifically designed for multi-objective optimization that we intro-
duce. This paper highlights the need for scientific study in the research
area of multi-objective evolutionary algorithms and hyper-heuristics. We
focus on an online learning selection choice function based hyper-heuristic,
to solve continuous multi-objective optimization problems, and their hy-
bridization with multi-objective evolutionary algorithms which controls
and combines the strengths of three well-known multi-objective evolu-
tionary algorithms (NSGAII (Deb & Goel, 2001), SPEA2 (Zitzler et al.,
2001), and MOGA (Fonseca & Fleming, 1998)). The choice function was
successful when used as a selection method for single-objective optimiza-
tion (Cowling et al., 2002; Kendall et al., 2002). To the best of our knowl-
edge, no work been reported in the literature that utilizes the choice func-
tion as selection method within a hyper-heuristic framework for multi-
objective optimization.
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Table 1: Heuristic components and application domains of hyper-heuristics for multi-
objective optimization
Component Name Application Domain
\Test Problems
Reference(s)
Tabu Search
Space allocation,
Timetabling
Burke et al. (2003b)
Travelling salesman prob-
lems
Veerapen et al. (2009)
Markov Chain, Evolution
Strategy
Real-world water distri-
bution networks design
\DTLZ, WFG
McClymont and Keed-
well (2011)
NSGAII
Irregular 2D cutting stock Gomez and Terashima-
Marı`n (2010, 2012)
Strip packing and Cutting
stock
de Armas et al. (2011),
Miranda et al. (2010)
NSGAII, Stacked neural network Furtuna et al. (2012)
Quasi-Newton algorithm
Number of Operations
from NSGAII, SPEA2 and
IBEA
A number of continuous
multi-objective test prob-
lems
Va´zquez-Rodrı´guez &
Petrovic (2013)
Number of Selection,
Crossover and Mutation
Operations of Evolution-
ary Algorithms
Software Module Cluster-
ing
Kumari et al. (2013)
Hypervolume Dynamic-mapped island-
based model
Len et al. (2009)
Particle SwarmOptimiza-
tion, Adaptive Metropo-
lis Algorithm, Differential
Evolution
Water resource problems
\A number of continuous
multi-objective test prob-
lems
Vrugt and Robinson
(2007), Raad et al. (2010),
Zhang et al. (2010)
Memory Strategy, Genetic
and Differential Opera-
tors
Dynamic optimization
problems \A Number
of continuous multi-
objective test problems
Wang and Li (2010)
Genetic Algorithm, Simu-
lated Annealing, Particle
Swarm Optimization
Engineering system
design problems \A
number of classical multi-
objective test problems
Rafique (2012)
Simulated Annealing Shelf space allocation Bai et al. (2013)
Our hyper-heuristic for multi-objective optimization addresses the re-
search areas ofmulti-objective evolutionary algorithms and hyper-heuristics.
Section 2 discusses each one of these areas. The rest of the paper is orga-
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nized as follows. Section 3 provides the details of the proposed hyper-
heuristic framework for multi-objective optimization. The empirical re-
sults comparing our approach to the well known multi-objective evolu-
tionary algorithms that are used as the low level heuristics are presented in
Section 4. The comparison of our multi-objective hyper-heuristic to other
approaches over benchmark test problems and a real-world problem are
presented in Section 5 and 6 respectively. Section 7 summarizes and dis-
cusses possible future research directions.
2. Multi-objective Optimization
A multi-objective optimization problem (MOP) comprises several ob-
jectives, which need to be minimized or maximized depending on the
problem. In the literature, many similar techniques are presented formulti-
objective optimization. An example is a posteriori search is conducted
to find solutions for the objective functions. Following this, a decision
process selects the most appropriate solutions often involving a trade off.
Examples of this methodology are multi-objective evolutionary optimiza-
tion (MOEA) methods, whether non Pareto-based or Pareto-based meth-
ods. The Pareto-based evaluation is a method used to evaluate the quality
of MOP solutions. In Pareto-based methods, all objectives are simultane-
ously optimized by applying Pareto dominance concepts. The idea behind
the dominance concept is to generate a preference betweenMOP solutions
since there is no information regarding the objective preference provided
by the decision maker. Tan et al. (2002) and Coello et al. (2007) present a
more formal definition of Pareto dominance.
Definition 1: A vector u = (u1, ..., uk) is said to dominate another vector
v = (v1, ..., vk) (denoted by u ≼ v) according to k objectives, if and only if,
u is partially less than v, i.e., ∀ i ∈ {1, ..., k}, ui ≤ vi ∧ ∃ i ∈ {1, ..., k}: ui < vi.
In the literature, various features for multi-objective optimization test
problems are presented. Those features are designed to make the prob-
lems difficult enough to examine algorithmic performance. Examples of
these features are deception (Goldberg, 1987; Whitley, 1991), multimodal-
ity (Horn & Goldberg, 1995), noise (Kargupta, 1995), and epistasis (Davi-
dor, 1991). Moreover, other features of test problems are suggested in
(Deb, 1999), such as multi-modality, deceptive, isolated optimum and col-
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lateral noise. These features can cause difficulties for evolutionary opti-
mizers in terms of converging to the Pareto optimal front (POF) and main-
taining the population diversity. Furthermore, some characteristics of the
POF such as convexity or nonconvexity, discreteness, and nonuniformity
could cause difficulties in term of the population diversity (Zitzler et al.,
2000).
Typically, a test suite should include different test problems which con-
sist of a wide range of characteristics and features as mentioned pervi-
ously. However, it is impractical to have a test suite that incorporates all
possible combinations of features. The test suites most commonly em-
ployed as benchmark multi-objective problems in the MO/EA literature
are the ZDT test suite (Zitzler et al., 2000), the DTLZ test suite (Deb et al.,
2002), theWFG (Huband et al., 2006) andmore recently LZ09 (Li & Zhang,
2009).
The Walking Fish Group’s (WFG) test suite (Huband et al., 2006) con-
sists of nine test problems (see Table 2). The benchmark problems fully
satisfy the earlier recommendations. The WFG is designed only for real
valued parameters with no side constraints. They make the problems easy
to analyze and implement. The features of theWFG dataset are seen as the
common choice for most MO/EA researchers (Huband et al., 2006). Un-
like most of the multi-objective test suites such as ZDT (Zitzler et al., 2000)
and DTLZ (Deb et al., 2002), the WFG test suite has powerful functionality
since it has instances with distinct features compared to other test suites.
Therefore, the WFG test suite is used as our benchmark dataset in this
study.
2.1. Multi-objective Evolutionary Algorithms (MOEAs)
Many EA researchers would argue that evolutionary algorithm(s) are
more suitable methods to deal withmulti-objective optimization problems
(Coello et al., 2007; Deb, 2001; Anderson et al., 2007; Ba¨ck, 1996; Deb &
Goldberg, 1989; Fonseca & Fleming, 1998; Zhang & Li, 2007; Miranda et al.,
2010) because of their population-based nature, whichmeans they can find
Pareto-optimal sets (trade-off solutions) in a single run which allow a de-
cision maker to select a suitable compromise solution.
This subsection focuses on thewell known, efficient and effective Pareto-
based approaches that we have used in our study, namely Multi-objective
Genetic Algorithm (MOGA) (Fonseca & Fleming, 1998), Non-dominated
Sorting Genetic Algorithm (NGSAII) (Deb & Goel, 2001), and Strength
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Pareto Evolutionary Algorithm (SPEA2) (Zitzler et al., 2001). A survey
of MOEAs can be found in (Zhou et al., 2011).
MOGA was proposed by Fonseca & Fleming (1993). The Pareto rank-
ing scheme is used i.e. each solution in the current population is given a
rank based on their dominance (Veldhuizen & Lamont, 2000; Landa-Silva,
2003). A modified version of this algorithm has been proposed in (Fon-
seca & Fleming, 1998). This version employed restricted sharing between
solutions that have the same rank and the distance between two solutions
is computed and compared to the key sharing parameter σshare. While
MOGA is efficient and easy to implement, its fitness sharing method pre-
vents two vectors that have the same value in the objective space existing
simultaneously unless the fitness sharing is genotypic-based.
NSGAII (Deb & Goel, 2001) is a non-explicit building blockMOEA that
incorporates the concept of elitism (Coello et al., 2007; Deb, 2005). The
solutions compete, then each solution is are ranked and sorted based on
its Pareto-optimal level. Genetic operators are applied to generate a new
group of children who are then merged with parents in the population
(Coello et al., 2007). Furthermore, a niching method based on crowding
distance is used during the selection process in order to maintain a diverse
Pareto front (Zhang & Li, 2007). Although NSGAII is efficient, it still has
some drawbacks. It is unable to generate a Pareto optimal set in some
regions of the search space, particularly in unpopulated regions (Coello &
Pulido, 2001). In addition, its search bias strongly appears as the number
of objectives rises (Jaszkiewicz, 2001). In other words, the algorithm seems
to have bias towards some regions in the search space.
SPEA2 (Zitzler et al., 2001) incorporates a fine-grained fitness assign-
ment strategy which considers the number of individuals for each solu-
tion that dominates it and which it is dominated by. It uses a nearest
neighbor density estimation technique in order to increase the efficiency of
the search. SPEA2 improves the archive truncation method that guaran-
tees the preservation of boundary points by replacing the average linkage
method used in the earlier version SPEA (Zitzler & Thiele, 1999). Exper-
imental results show that SPEA2 performs well in terms of diversity and
distribution as the number of objectives increases. In addition, it signifi-
cantly outperforms its predecessor.
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2.2. Studies on the Comparison of MOEAs
MostMOEAs have common strategies that are employed in their search
process. However, they differ in the way that they apply these strategies.
MOGA classifies the solutions based on the ranking scheme using linear
or exponential interpolation and applies the sharing scheme in the objec-
tive space. NSGA uses dummy fitness values assigned to the solutions
and applies the sharing scheme in the decision variable space (Veldhuizen
& Lamont, 2000). NSGA with elitism performs as well as a SPEA (Zitzler
et al., 2000).
In the literature, some studies have compared MOEAs’ performance
and quality against each other. A comparison study for SPEA2, NSGAII
and MOGA on ZDT4 and ZDT6 problems (Zitzler et al., 2000) was pre-
sented in (Watanabe et al., 2002). With respect to the ratio of the non-
dominated individual metric (RNI), NSGAII has better performance than
the others on ZDT4. However, SPEA2 outperforms MOGA and NSGAII
for the same metric on ZDT6. The authors concluded this study by stating
that SPEA2 has an advantage in its accuracy over NSGAII. While NSGAII
is superior to SPEA2 in finding wide spread solutions. In (Khare et al.,
2003), another a comparative study for NSGAII, SPAE2 and PEAS on four
test problems (DTLZ1, DTLZ2, DTLZ3 and DTLZ6) (Deb et al., 2002) with
2-8 objectives was carried out. Three performance metrics were used for
convergence and diversity of the obtained non-dominated set and the run-
ning time that a MOEA requires to execute. SPEA2 performs better than
NSGAII in terms of convergence for a small number of objectives. How-
ever, both perform similarly for a higher number of objectives. SPEA2 and
NSGAII have good performance with respect to the diversity, but they
have some difficulties in the closeness of the obtained non-dominated set
to the POF. In comparison, PEAS (Liu et al., 2007) performs very well in
converging to the true front but it fails in diversity and it requires a longer
computational time as the number of objectives increases. However, NS-
GAII requires less run time to run as the number of objectives increases.
Another comparative study between NSGAII and SPEA2 on the WFG test
problems (Huband et al., 2006) with 24 real values and a different scale
of objectives was presented in (Bradstreet et al., 2007). For two objectives,
NSGAII is superior to SPEA2 on the WFG test problems with respect to
the epsilon metric and the hypervolume (SSC). In contrast, SPEA2 out-
performs NSGAII on all WFG problems expect WFG3 in three objectives
with respect to the same two metrics. We can note from two last studies
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that the number of objectives can affect the performance of an algorithm.
SPEA2 works well with a high number of objectives for WFG and a low
number of objectives for DTLZ. The opposite is true for NSGAII. We can
also observe from these comparative studies that an algorithm can per-
form better than other algorithms with respect to a specific metric on a
certain problem, while another algorithm performs better than another al-
gorithm with respect to another metric for the same problems. Moreover,
the performance of a multi-objective algorithm could vary with respect
to the number of objectives, it is able to effectively cope with. All these
observations could be an advantage when combining different algorithms
under a hyper-heuristic framework for multi-objective optimization to de-
rive the strengths of the algorithms and avoid their weaknesses.
2.3. Selection Hyper-heuristics
In a hyper-heuristic approach, different heuristics or heuristic com-
ponents can be selected, generated or combined to solve a given com-
putationally difficult optimization problem in an efficient and effective
way. The task of the high level strategy is to guide the search intelligently
and adapt considering the success/failure of the low level heuristics or
combinations of heuristic components during the search process. Hyper-
heuristics are sufficiently general and modular search methods enabling
reuse of their components for solving problems from different domains
(Qu & Burke, 2009). The focus of this study is selection hyper-heuristics
which perform a search using two successive stages (Burke et al., 2013;
O¨zcan et al., 2008): (meta-)heuristic selection and acceptance. An initial so-
lution or (a set of initial solutions) is iteratively improved using the low
level (meta-)heuristics until some termination criteria are satisfied. Dur-
ing each iteration, the (meta-)heuristic selection decides which low level
(meta-)heuristic will be employed next. After the selected (meta-)heuristic
is applied to the current solution/s, a decision is made whether to accept
the new solution/s or not using an acceptance method. The low level
(meta-)heuristics in a selection hyper-heuristic framework are in general
human designed heuristics which are fixed before the search starts.
Usually, in a selection hyper-heuristic framework, there is a clear sep-
aration between the high level hyper-heuristic approach also referred to
as a strategy and the set of low-level heuristics or heuristic components.
It is assumed that there is a domain barrier between them (Burke et al.,
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2003a). The purpose of domain barrier is increase the level of the gen-
erality of hyper-heuristic by being able to apply it to a new of problem
without changing the framework, only a new set of problem-related low-
level heuristics need to be supplied. The barrier allows only problem do-
main independent information to flow from the low level to the high level,
such as the fitness/cost/penalty value measured by an evaluation func-
tion, indicating the quality of a solution (Hussin, 2005). Low level heuris-
tics, or heuristic components, are the problem domain specific elements
of a hyper-heuristic framework. Hence they have access to any relevant
information, such as candidate solution/s.
Most of the existing selection hyper-heuristics are based on perturba-
tive low level heuristics, and favor single-point based search. Cowling
et al. (2002) investigated the performance of different hyper-heuristics,
combining different heuristic selection, with different move acceptance
methods, on a real world scheduling problem. Simple Random, Random De-
scent, Random Permutation, Random Permutation Descent, Greedy and Choice
Function were introduced as heuristic selection methods. The authors uti-
lized the following deterministic acceptancemethods: All-Moves accepted
andOnly Improvingmoves accepted. The hyper-heuristic combining Choice
Function with All-Moves acceptance performed the best. In (Cowling
et al., 2002; Kendall et al., 2002), the choice function heuristic selection
method is adaptively ranks the low-level heuristics (hi) using Eq. 1 .
f(hi) = αf1(hi) + βf2(hj, hi) + δf3(hi) (1)
where f1 measures the individual performance of each low level heuris-
tic, f2 measures the performance of pairs of low level heuristics invoked
consecutively, and finally, f3 is the elapsed CPU time since the heuristic
was last called. Both f1 and f2 support intensification while f3 supports
diversification. The parameter values for α, β and δ are changed adap-
tively based on a reinforcement learning strategy. In (Kendall et al., 2002),
the choice function based hyper-heuristic was applied to nurse scheduling
and sales summit scheduling. The study shows that the choice function
hyper-heuristic is successful inmaking effective use of low level heuristics,
due to its ability of learning the dynamics between the solution space and
the low level heuristics to guide the search process towards better quality
solutions. There are an increasing number of studies showing the success
of choice function heuristic selection (O¨zcan et al., 2008; Gibbs et al., 2011;
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Burke et al., 2012). In these studies, a choice function is used for solving
single-objective problems. Unlike these studies, we introduce a selection
hyper-heuristic framework based on choice function which is modified
to deal with multi-objective optimization problems and a mechanism to
rank low level heuristics for heuristic selection. More on selection hyper-
heuristics including an overview of hyper-heuristic components, different
framework, application areas can be found in (Burke et al., 2013).
3. A Selection Hyper-heuristic Framework for Multi-objective Optimiza-
tion
The design of the framework for our multi-objective hyper-heuristic is
motivated in two ways.. Firstly, there is no existing algorithm that excels
across all types of problems. In the context of multi-objective optimiza-
tion, no single MOEA algorithm has the best performance with respect to
all performance measures on all types of multi-objective problems. Some
comparison studies in MOEAs which emphasizes this idea are presented
in Section 2.2. Secondly, the hybridization or combining different of (meta-
)heuristics/algorithms into one framework could yield promising results
compared to (meta)heuristics/algorithms when used alone. we are look-
ing to gain an advantage of combining different algorithms in a hyper-
heuristic framework for multi-objective optimization to get benefit from
the strengths of the algorithms, whilst avoiding their weaknesses.
The idea of hybridizing a number of algorithms (heuristics) into a se-
lection hyper-heuristic framework is straightforward. However, many
design issues related to the development of hyper-heuristics for multi-
objective optimization requiremore attentionwhen designing such a frame-
work to be applicable and effective. One of design issues choosing ap-
propriate low-level heuristics, is a challenging task. Many questions arise.
What is the heuristics (algorithms) are suitable to deal withmulti-objective
optimization problems, are priori approaches or a posteriori approaches
more suitable etc?. As the aims of hyper-heuristic is to raise the level of
generality, a posteriori approach is more suitable to achieve this aim. Un-
like the priori approaches, there is no need to set objective preferences
or weights prior to the search process in the posteriori approach such
as MOEAs. We agree with many researchers (Coello et al., 2007; Deb,
2001; Anderson et al., 2007; Ba¨ck, 1996; Deb & Goldberg, 1989; Fonseca
& Fleming, 1998; Zhang & Li, 2007; Miranda et al., 2010) that evolution-
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ary algorithms are more suitable methods to deal with multi-objective
optimization problems because of their population-based nature. This
means that they can find Pareto optimal sets (trade-off solutions) in a sin-
gle run, which allow a decision maker to select a suitable compromise so-
lution (with respect to the space of the solutions). In the context of multi-
objective hyper-heuristics, a decision maker could be a selection method
that decides which is the best low level heuristics to select at each decision
point. According to some studies in MOEAs, that presented in Section 2.2,
we choose three well-knownmulti-objective evolutionary algorithms (NS-
GAII (Deb & Goel, 2001), SPEA2 (Zitzler et al., 2001), andMOGA (Fonseca
& Fleming, 1998)) to act as low level heuristics. Although NSGAII, SPEA2
andMOGA are no longer considered good, they are still viewed as a good
baseline for MOEA research. They incorporate much of the knownMOEA
theory (Veldhuizen& Lamont, 2000) whichmake them applicable to inves-
tigate their combination under the multi-objective hyper-heuristic frame-
work. As one of our hyper-heuristic aims is to benefit from the strengths
of low level heuristics and avoid their weaknesses, the features of NSGAII,
SPEA2 and MOGA enable us to investigate this aspect.
Another design issue related to the development of hyper-heuristics
for multi-objective optimization is a selection mechanism. As a selection
hyper-heuristic relies on an iterative process, the question arises what is an
effective way to choose an appropriate heuristic at each decision point. In
single-objective case, this criterion is easy to determine by measuring the
quality of the solution such as the objective/cost value and time. How-
ever, this is more difficult when tackling a multi-objective problem. The
quality of the solution is hard to assess asmany different criteria be consid-
ered such as the number of non-dominated individuals and the distance
between the non-dominated front and the POF. As we aim to keep the
framework simple, we not employ information problem specific such as
the number of objectives nor the nature of the solution space. We focus
more on the performance of low level heuristics. Thus, high performing
heuristics are chosen more frequently for intensification. Diversification
is also taken into account, so that a balance between intensification and
diversification is provided. The choice function heuristic selection gives a
balance between intensification and diversification. As mentioned earlier,
the measurement of the quality of the solution for multi-objective prob-
lems requires us to assess different aspects of the non-dominated set in the
objective space. According to Tan et al. (2002), no single MOEA excels in
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all performancemeasures. We employ a learningmechanism based on dif-
ferent measures using a ranking scheme to provide a feedback about the
quality of the solutions. We do not aim to choose a heuristic that performs
well with respect to all measures. We aim to select a heuristic that per-
forms well in most measures. The learning mechanism that is employed
in our multi-objective hyper-heuristic are provided in Section 3.1.
In this study, we present a selection choice function based hyper-heuristic
for multi-objective optimization denoted as HH CF. The choice function
heuristic selection acts as the high level strategy which adaptively ranks
the performance of three low level meta-heuristics deciding which one to
call at each decision point during the search process. All-Moves is em-
ployed as a deterministic acceptance strategy, meaning that we accept the
output of each low level heuristic whether it improves the quality of the
solution or not.
3.1. Choice Function and a Ranking Scheme for Multi-objective Optimization
The HH CF framework imposes the domain barrier concept. No prob-
lem specific information is exchanged between the high level hyper-heuristic
and low level meta-heuristics. However, the framework enables us to
maintain relevant information on how each low level meta-heuristic per-
forms. In order to provide some information as a feedback, regardless
of the multi-objective problem, four performance metrics are maintained
as shown in (Tan et al., 2002). The high level strategy selects one low level
heuristic at each decision point according to the information obtained from
the feedback mechanism. Note that the three low level heuristics operate
in an encapsulated way. Each approach has its own characteristic as de-
scribed in section 2.1, but they share the same population.
Four performancemetrics are employed in the proposedHH CF frame-
work as a feedback mechanism:
• Algorithm effort (AE) (Tan et al., 2002): measures the computational
effort of an algorithm to obtain the Pareto optimal set. It ranges from
[0,∞). A smaller value of AE indicates better performance.
• Ratio of non-dominated individuals (RNI) (Tan et al., 2002): evalu-
ates the fraction of non-dominated individuals in the population. It
ranges from [0,1]. If RNI = 1, this indicates that all individuals for a
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given population are non-dominated .
• Size of space covered or so-called S metric Hypervolume (SSC) (Zit-
zler & Thiele, 1999): evaluates the size of the objective functions
space covered by the solutions around the POF . It ranges from [0,∞).
A higher value of SSC indicates better performance.
• Uniform distribution of a non-dominated population (UD) (Srinivas
& Deb, 1994): evaluates the distribution of non-dominated individu-
als over the POF. It ranges from [0,1]. A higher value of UD indicates
better performance.
These metrics are chosen as they have been commonly used for MOEAs
to measure different aspects of the final population (Tan et al., 2002). In
addition, they do not require prior knowledge of the POF. This means that
our framework is suitable for tackling any given problem in future studies.
The performance metrics (AE, RNI, SSC, UD) (Tan et al., 2002) are used
as performance indicators for each low level heuristic. They serve the
high level online learning mechanism which guides the search to deter-
mine which low level heuristic should be selected. Since the performance
metrics provide values that are in different scalar units, it is not trivial to
combine those values into a single score which can be used to select the
best heuristic. Therefore, we use a ranking scheme in order to select the
best performing heuristic at each step. This ranking scheme is simple and
flexible. It enables us to incorporate any number of heuristics and even
performance indicators.
We propose the following choice function heuristic selection based on
two stage ranking scheme (f1) to be used as a part of the selection hyper-
heuristic for multi-objective optimization.
CF (h) = αf1(h) + f2(h) (2)
Eq. 2 differs from Eq. 1 as it is adjusted to deal with a givenmulti-objective
optimization problem, but their goal is the same, measuring the overall
performance of a low level heuristic. In Eq. 2, CF (h) is an overall score of
each heuristic h. f1(h) embeds the ranking scheme and is used for inten-
sification. f2(h) is the number of CPU seconds elapsed since the heuristic
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was last called. This provides an element of diversification, by favoring
those low level heuristics that have not been called recently. α is a large
positive value (e.g. 100). It is important to strike a balance between f1(h)
and f2(h) values, so that they are in the same scalar unit. The low level
heuristic with the highest value of CF (h) is the heuristic that is applied.
In the case of multiple heuristics having the same scores, then we choose
one of them randomly.
Unlike the ranking scheme that was used in (Va´zquez-Rodrı´guez &
Petrovic, 2013) which ranked heuristics based on their probabilities against
the performance indicators using a mixture of experiments, our ranking
scheme operates in two successive stages. Fig. 1 illustrates how the rank-
ing schemeworks based on four performance metrics to rank three heuris-
tics, denoted as h1-h3. In the first stage, each heuristic is ranked with re-
spect to each performance indicator, separately. For this purpose, a matrix
of N × M is used, where N and M is the number of heuristics and per-
formance metrics, respectively. All heuristics are ranked according to their
performances against each metric. The rankings of heuristics for eachmet-
ric get recorded as a column of the matrix, the best and worst rank being
1 and N , respectively. If two heuristics have the same performance, both
heuristics are assigned to the same rank. In the second stage, all heuristics
are ranked according to their frequency count of the best rank, that is 1,
from the first stage of ranking. This ranking is denoted as Freqrank(h) for
each heuristic. Finally, each heuristic is ranked according to its frequency
of count of the best rank. In Fig. 1, h2 has the best final rank, after the
second stage of ranking.
As we do not only look for the heuristic that has the best performance,
but we also aim to have a large number of non-dominated individuals. For
each heuristic, the rank of the frequency count of the best rank is added to
its RNI rank using the following equation:
f1(h) = 2× (N + 1)− {Freqrank(h) +RNIrank(h)} (3)
f1(h) represents the performance of an individual heuristic h. It is struc-
tured to favor the best performing low level heuristic with respect to as
many metrics as possible used in the system. For example, h2 has the
highest f1(h) in Fig. 1 and if durations of all heuristics being invoked last
time are the same, then h2 will be selected, since it will have the highest
score.
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Figure 1: An example of how f1 is computed based on the two stage ranking process,
given three low level heuristics, denoted as h1, h2 and h3. Those heuristics are ranked
using four performance metrics of AE, RNI, SSC, and UD in the first stage. The ↓ and ↑
show whether heuristics are ranked in decreasing or increasing order for the associated
metric
3.2. The Multi-objective Hyper-heuristic
Algorithm 1 shows how a greedy algorithm is applied initially to deter-
mine the best low level heuristic to apply in the first iteration (steps 2-6).
All three low level heuristics are run (step 3). Then, the three low level
heuristics scored and ranked using Eq. 3 and their choice function values
are computed by using Eq. 2 (steps 4&5). The low level heuristic with the
highest choice function value is selected (step 6) to be applied as an initial
heuristic (step 8). Then, for all low level heuristics, the ranking mecha-
nism is updated (step 9). The choice function values are also computed
and updated (step 10). According to the updated choice function values,
the low level heuristic with the highest choice function value is selected
to be applied in the next iteration (step 11). This process is repeated until
the stopping condition is met (steps 7-12). Note that the greedy algorithm
is applied only once at the beginning of the search, in order to determine
which low level heuristic to apply first. Then, only one low level heuristic
is selected at each iteration.
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Algorithm 1 Multi-Objective Hyper-heuristic Algorithm
1: procedure HH CF(H) where H is a set of the low level heuristics.
2: Initialization
3: Run h,∀ h ∈ H
4: Rank h, ∀ h ∈ H based on the ranking scheme
5: Get CF (h), ∀ h ∈ H
6: Select h with the highest CF (h) as an initial heuristic
7: repeat
8: Execute the selected h
9: Update the rank of h, ∀ h ∈ H based on the ranking scheme
10: Update CF (h), ∀ h ∈ H
11: Select hwith the highest CF (h), ∀ h ∈ H
12: until (termination criteria are satisfied)
13: end procedure
4. Performance Comparison of HH CF and Low level Meta-heuristics
A set of experiments using the WFG test suite (Huband et al., 2006) is
conducted to see the performance difference when using each individual
multi-objective meta-heuristic (NSGAII, SPEA2, and MOGA) run on its
own and the proposed HH CF selection hyper-heuristic approach, that
combines the threemulti-objectivemeta-heuristics. AlthoughNSGAII and
SPEA2 have previously been applied to the WFG test suite in (Bradstreet
et al., 2007), we repeat the experiments, including MOGA, under our own
experimental settings.
4.1. Experimental Settings and Performance Evaluation Criteria
Nine test problems for the WFG suite (WFG1-WFG9) have 24 real pa-
rameters including four position parameters, 20 distance parameters and
two objectives. We agree with (Zitzler et al., 2000) that two objectives
are enough to represent the essential features of multi-objective optimiza-
tion problems to demonstrate the significance of the proposed approach.
All settings for the test suit are fixed using the same settings proposed in
the previous studies (Zitzler et al., 2000; Huband et al., 2006). According
to (Voutchkov & Keane, 2010; Chow & Regan, 2012) an algorithm could
reach better convergence by 6,250 generations. Therefore, the HH CF was
terminated after 6,250 generations. That is, HH CF runs for a total of 25
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iterations. In each iteration, one low level heuristic is applied and this is
executed for 250 generations, with a population size of 100. The secondary
population of SPEA2 is set to 100. The execution time takes about 10-30
minutes depending on the given problem. In order to make a fair compar-
ison, each low level heuristic is used in isolation and is terminated after
6,250 generations. For all three low level heuristics, the simulated binary
crossover (SBX) operator is used for recombination and a polynomial dis-
tribution for mutation (Deb & Agrawal, 1995).
For the WFG problems, 30 independent trials were run for each algo-
rithm with a different random seed. The crossover and mutation proba-
bility were set to 0.9 and 1/24 respectively. The distribution indices for
crossover and mutation were set to 10 and 20 respectively. In the measure
of SSC, the reference points for WFG problems with k objectives was set
ri = (0, i ∗ 2), i = 1, ..., k (Huband et al., 2006) . The distance sharing σ for
the UD metric and MOGA was set to 0.01 in the normalized space. These
settings were used for SSC and UD as a feedback indicator in the rank-
ing scheme of HH CF and as a performance measure for the comparison.
All algorithms were implemented with the same common sub-functions
using Microsoft Visual C++ 2008 on an Intel Core2 Duo 3GHz\2G\250G
computer.
The comparison of the quality of solutions for multi-objective opti-
mization is more complex than single-objective problems. The number of
non-dominated individuals should be maximized, the distance of the non-
dominated front should minimized, i.e. the resulting non-dominated set
should be distributed as uniformly possible and converge well toward the
POF. Because of that,we use three performance metrics RNI, SSC, and UD,
to assess the quality of approximation sets in different aspects. These per-
formance metrics are also used to measure the effectiveness of the ranking
scheme in the HH CF as they are employed as feedback indicators for low
level heuristics. In addition, we used a t-test as the statistical test while
comparing the average performance of a pair of algorithms with respect
to a metric averaged over 30 trials. The null hypothesis is as follows:
{
H0 the performance of a pair of algorithms have same means
H1 the performance of a pair of algorithms have different means
We assume two independent samples, unequal variance and one-tailed
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distribution with a 95% confidence level. We aim to reject the null hypoth-
esis and accept the alternative hypothesis and demonstrate that our pro-
posed choice function based hyper-heuristics HH CF is statistically dif-
ferent from the three low level heuristics (NSGAII, SPEA2, and MOGA),
when used in isolation.
We use the following notation. Given two algorithms P (left) and Q
(right), P-Q + (−) indicates that P performs better than Q on average and
this performance difference is statistically significant. The∼ sign indicates
that both algorithms deliver a similar performance. n/ameans the t-test is
not applicable for two samples since they are completely equal.
4.2. Results
NSGAII, SPEA2, MOGA and HH CF are tested on the nine WFG test
problems under the same experimental settings described in the previous
section. Table 3 summarizes the average and standard deviation value
pairs for each algorithm with respect to RNI, SSC, and UD over 30 trials.
For all performance metrics, a higher value indicates a better performance.
HH CF has a higher RNI value than MOGA while it has a lower value
than NSGAII and SPEA2 for WFG1. HH CF has the highest value of SSC
and UDmetrics among the methods. We can put WFG5 and WFG6 in this
category. ForWFG2 andWFG3, HH CF has a RNI value similar to MOGA
and lower than the others. With respect to SSC, HH CF has higher values
than SPEA2 and MOGA and similar to NSGAII. However, HH CF has
the highest value among other methods in the measure of UD. For WFG4
and WGF7, HH CF has the lowest (worst) RNI value and the highest UD
value. HH CF has a higher value than MOGA similar to NSGAII and
SPEA2 with respect to the SSC metric. For WFG8 and WFG9, the HH CF
has the lowest value with respect to RNI and SSC metrics, and the highest
value with respect to UD metric.
These performance results with respect to RNI, SSC and UD are also
displayed as box plots in Figs. 2, 4 and 3 in order to provide a clear visu-
alization of the distribution of the simulation data of the 30 independent
runs. The statistical t-test comparing our proposed HH CF and the three
low level heuristics (NSGAII, SPEA2, andMOGA), when used in isolation
for the three performance metrics (RNI, SSC, and UD) are given in Table 4.
We note that HH CF and other algorithms are statistically different in the
majority of cases.
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Figure 2: Box plots of NSGAII, SPEA2, MOGA and HH CF, for the measure of ratio of
non-dominated individuals (RNI) on the WFG test functions
 
   
   
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Box plots of NSGAII, SPEA2, MOGA and HH CF for the uniform distribution
(UD) of non-dominated population on the WFG test functions
20
In Fig. 2, NSGAII and SPEA2 perform better than the others and pro-
duce the highest value of RNI for all datasets. This performance varia-
tion is statistically significant as illustrated in Table 4. Moreover, NSGAII
and SPEA2 performs the same across all benchmark with respect to RNI.
However, HH CF and MOGA produce relatively low values for this met-
ric. HH CF performs significantly better than MOGA on two instances of
WFG1 and WFG5 and vice-versa for two instances of WFG8 and WFG9.
For the rest of the instances, they deliver the same performance. This indi-
cates that HH CF performs badly according to the metric of RNI and pro-
duces a low number of non-dominated solutions than other algorithms,
except for MOGA.
Figure 4: Box plots of NSGAII, SPEA2, MOGA and HH CF for the measure of hypervol-
ume (SSC) on the WFG test functions
In Fig. 3, it can be seen that HH CF has the highest uniform distri-
bution UD value across all test problems. This indicates that HH CF is
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superior to the other algorithms on all WFG instances in terms of the dis-
tribution of non-dominated individuals over the POF. This performance
variation is statistically significant as illustrated in Table 4. HH CF per-
forms significantly better than the other methods on all nine instances of
WFG.
In Fig. 4, the performance of HH CF for SSC is relatively better than
SPEA2 and MOGA across all test problems except for WFG9. HH CF per-
forms significantly better than SPEA2 and MOGA on eight instances of
WFG (see Table 4). HH CF also performs better than NSGA2 in WFG1,
WFG5 andWFG6. This performance variation is statistically significant as
illustrated in Table 4. HH CF performs significantly better than NSGAII
on three instances (WFG1 and WFG5, WFG6).
AlthoughHH CF performs similarly toNSGAII onWFG2,WFG3,WFG4,
and WFG7, HH CF performs significantly slightly better than NSGAII on
three instances (WFG2, WFG4 and WFG7) (see Tables 3 and4). For WFG8
and WFG9, HH CF does not perform well compared to the others, except
MOGA. HH CF performs significantly worse than NSGAII and SPEA2
where HH CF performs significantly better thanMOGA as shown in Table
4.
We note from the above results that HH CF performs worse than the
low level heuristics when used in isolation with respect to the RNI metric,
and it produces a low number of non-dominated solutions for most of the
WFG problems. However, HH CF performs very well and produces non-
dominated solutions that are distributed uniformlywell over the POFwith
respect to the UD metric when compared to the other methods. HH CF
also performs better than the others in most of the WFG problems and
produces non-dominated solutions with high diversity that cover a larger
proportion of objective space with respect to the SSC metric, except for
WFG8 and WFG9 where it failed to converge towards the POF. As WFG8
andWFG9 has a significant bias feature, HH CFmay have difficulties cop-
ing with bias.
Generally, HH CF produces competitive results acrossmost of theWFG
problems with respect to two performance metrics (SSC and UD) out of
the three metrics. Although HH CF obtains low number of solutions, it
produces very good solutions in terms of diversity and convergence when
compared to the low level heuristics when used in isolation. HH CF can
benefit from the strengths of the low level heuristics. Moreover, it has the
ability to intelligently adapt to calling combinations of low level heuristics.
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To understand how the HH CF could obtain these results, we analyze the
behavior of the low level heuristics in the next sub-section.
4.3. Behavior of Low Level Heuristics
We compute the average heuristic utilization rate which indicates how
frequently a given low level heuristic is chosen and applied during the
search process, across all runs, in order to see which low level heuristic
is used more frequently. The results are presented in Fig. 5. The aver-
age heuristic utilization rate of NSGAII is at least 44% and is the highest
among all low level heuristics for each problem, except WFG5 for which
SPEA2 is chosen most frequently with a utilization rate of 55.72% during
the search process. It explains whyHH CF has either a similar or relatively
better convergence to the POF for most of the test problems when com-
paredwith NSGAII. It is indicates that NSGAII performs best among other
low level heuristics on most of the WFG problems. The authors theorize
that HH CF, therefore, prefers NSGAII and it is chosen more frequently
than the other low level heuristics. Our result is consistent with the result
in (Bradstreet et al., 2007) that show the best performance is achieved by
NSGAII on the WFG test functions with two objectives. The performance
of MOGA is not that good on the WFG test, thus it is invoked relatively
less frequently during the search process because of the diversification fac-
tor f2, in equation 3. However, MOGA still influences the performance of
HH CF, negatively, in particular with respect to the RNImetric. This is due
to that fact that MOGA does not have any archive mechanism or preserv-
ing strategy to maintain the non-dominated solutions during the search.
The average utilization rate of MOGA is the highest for WFG8 (10.16%)
and WFG9 (22.40%). This utilization rate explains why the performance
of HH CF is the worst performing approach in terms of RNI. HH CF also
faces some difficulty while solving WFG8 and WFG9 in terms of conver-
gence.
In order to see the effectiveness of each chosen low level heuristic on
the performance of HH CF, we investigate the performance of the low
level heuristics with respect to the RNI, SSC and UDmetrics at twenty five
decision points during the search process. We observe that some prob-
lems are following a specific pattern to invoke the low level heuristics
during the search. Each problem has its own pattern. For example, for
WFG3, NSGAII is invoked and executed for the first seven consecutive
decision points. Then SPAE2 is invoked for the next four decision points,
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Figure 5: The average heuristic utilization rate for the low level heuristics (NSGAII,
SPEA2 and MOGA) in HH CF on the WFG test suite
followed by one iteration of MOGA. Then NSGAII is chosen for the rest of
the search. More of these patterns are illustrated in Fig. 6.
In order to analyze these results, we divide theWFG instances into four
categories based on the performance of HH CF compared to the three low
level heuristics being used in isolation with respect to RNI, SSC and UD
as listed below:
1. WFG1,WFG5 and WFG6:
• RNI: Better performance than MOGA and worse than NSGAII
and SPEA2
• SSC: The best performance among NSGAII, SPEA2 and MOGA
• UD: The best performance among NSGAII, SPEA2 and MOGA
2. WFG2 and WFG3:
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Figure 6: The average of RNI,SSC and UD values versus decision point steps plots across
selected benchmark problems (the WFG3 ,WFG4 and WFG5). Each step in the plot is
associated with the most frequently selected low level heuristics across 30 trials.
• RNI: Similar performance to MOGA and worse than NSGAII
and SPEA2
• SSC: Better performance than SPEA2 andMOGA and similar to
NSGAII
• UD: The best performance among NSGAII, SPEA2 and MOGA
3. WFG4 and WGF7:
• RNI: Theworst performance amongNSGAII, SPEA2 andMOGA
• SSC: Better performance than SPEA2 andMOGA and similar to
NSGAII
• UD: The best performance among NSGAII, SPEA2 and MOGA
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4. WFG8 and WFG9:
• RNI: Theworst performance amongNSGAII, SPEA2 andMOGA
• SSC: Theworst performance amongNSGAII, SPEA2 andMOGA
• UD: The best performance among NSGAII, SPEA2 and MOGA
For each category described above, except the last one, we have se-
lected a sample problem to visualize the low level call patterns. WFG5 for
the first category, WFG3 for the second category and WFG4 for the third
category. For the last category, no specific pattern has been observed. The
selected three problems have different problems features in terms of sep-
arability and modality Huband et al. (2006). The average of RNI, SSC and
UD values versus decision point plots across selected benchmark prob-
lems (WFG3, WFG4 and WFG5) are shown in Fig. 6. Each step in the plot
is associated with the most frequently selected low level heuristics across
30 trials. Since we employed All-Moves as an acceptance strategy, some
moves are accepted even if it worsens the solution quality.
There is strong empirical evidence in the literature showing that the
number of iterations is influential on the performance of a learning hyper-
heuristic (Burke et al., 2013, 2012). Here, we observe from Fig. 6 that if the
experiments were performed with shorter iterations, say a run was ter-
minated at twelve instead of twenty five, then the algorithm would have
ended up with worse SSC and UD values for the sample benchmark func-
tions of WFG3, WFG4 and WFG5. It is clear from Fig. 6 that MOGA pro-
duces a worse solution with respect to RNI during the search and this so-
lution is accepted influencing the performance of HH CF. However, some
worseningmoves could still lead to better solutions at the end of the search
process with respect to a certainmetric, such as the performance of HH CF
with respect to the UD metric. SPEA2 produces low quality solutions in
terms of the distribution along the POF, but this helps it to escape from the
local optimum and obtain better solutions at the end. This is also true with
respect to the SSC performance indicator. In addition, we note that HH CF
has an advantage over MOGA and outperforms the three MOEAs meth-
ods with respect to the distribution of non-dominated individuals over
the Pareto optimal front. It also has an advantage over NSGAII in terms
of convergence, in that it performs better than all other methods in some
problems while performing better or similar to NSGAII on the other prob-
lems. However, HH CF does not have an advantage over NSGAII and
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SPEA2 with respect to the non-dominated individuals in the population.
HH CF performs poorly because of MOGA’s effect. It worth noting that
the fewer number of iterations is not sufficient for the learning heuristic
selection method to distinguish the well performing low level heuristics
from poorer ones. This is clear from Fig. 6 where increasing the number
iterations improves the SSC and UD values for the selected problems.
It can be concluded that our choice function hyper-heuristic can benefit
from the strengths of the low level heuristics. And it can avoid the weak-
nesses of them (partially), as the poor performance of MOGA affects the
performance of HH CF badly in the metric of RNI by producing low num-
ber of non-dominated solutions. We can avoid this by employing another
acceptance move strategy instead of All-Moves. A non-deterministic ac-
ceptance strategy could accept worsening moves within a limited degree
and help improve the quality of the solutions. However, HH CF has the
ability to intelligently adapt to calling combinations of low level heuristics.
5. Performance Comparison of HH CF to the Other Multi-objective Ap-
proaches
The experiments are conducted to examine the performance of our pro-
posed HH CF compared to two other multi-objective approaches; a ran-
dom hyper-heuristics (HH RAND) and the adaptive multi-method search
(AMALGAM) (Vrugt & Robinson, 2007). In a random hyper-heuristic
(HH RAND), we employ a simple random selection instead of the choice
function selection that is used in HH CF. No ranking scheme nor learning
mechanism, is embedded intoHH RAND. InHH RAND,we use the same
three low level heuristics that are used in HH CF. The hypervolume (SSC)
(Zitzler & Thiele, 1999)and the generational distance (GD) (VanVeldhuizen
& Lamont, 1998)metrics are used to compare the performance of themulti-
objective hyper-heuristic for this set of experiments. The GDmeasures the
distance (convergence) of the approximation non-dominated front to the
POF. A smaller value of GD is more desirable and it indicates that the
approximation non-dominated front is closer to the POF. We use t-test for
the average performance comparison of algorithms and the results are dis-
cussed using the same notation as in Section 4.1.
In order to keep the computational costs of the experiments to an af-
fordable level, all the methods were executed for 25,000 function evalua-
tions with a population size of 100 and 250 generations in each run. Both
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HH CF and HH RAND are executed for 2500 function evaluations at each
iteration. Depending on the given problem, the execution time of HH CF
and HH RAND for one run takes about 5-12 minutes. Other parameter
settings of AMALGAM are identical to those used in (Vrugt & Robinson,
2007). We used the Matlab implementation of AMALGAM obtained from
the authors via personal communication. We implemented a C++ inter-
face between AMALGAM and the WFG test suite’s C++ code. All other
experimental settings are fixed the same in Section 4.1.
5.1. Results
The performance values of HH CF and the other hyper-heuristicsmeth-
ods with respect to the performance metrics SSC and GD on the WFG
problems are summarized in Table 5. For each performance metric, the
average and standard deviation values are computed. These performance
results with respect to SSC, GD are also displayed as box plots in Figs. 7
and 8 in order to provide a visualization of the distribution of the sim-
ulation data of the 30 independent runs. The statistical t-test comparing
our proposed HH CF and other multi-objective hyper-heuristics for the
metrics (SSC and GD) are given in Table 6. The results show that the
HH CF performs better than the other algorithms in most cases. As ex-
pected, HH CF achieves better coverage and diversity than HH RAND
according to two metrics. This is due to the learning mechanism that
is used in HH CF which adaptively guides the search towards the POF.
Interestingly, HH RAND performs better than AMALGAM according to
the hypervolume metric except in WFG9. However, HH RAND performs
worse than AMALGAM according to the GD metric on all problems. This
performance variation is statistically significant as illustrated in Table 6.
HH RAND performs significantly better than AMALGAM for the SSC
metric on eight instances of WFG except in WFG9. HH RAND also per-
forms significantly better than AMALGAM for the GD metric on three in-
stances (WFG1, WFG6 and WFG7) while it performs significantly similar
to AMALGAM on one instance of WFG5 where it performs significantly
worse than AMALGAM for the rest.
Compared to AMALGAM, HH CF performs better with respect to the
convergence and diversity for the most of the WFG problems. Accord-
ing to the SSC metric, HH CF produced non-dominated solutions that
covers a larger proportion of the objective space than AMALGAM on all
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WFG problems except for WFG9. In Table 6, HH CF performs signifi-
cantly better thanAMALGAMon eight instances ofWFG except forWFG9
where AMALGAM performs significantly better than HH CF on this in-
stance. The superiority of HH CF in SSC metric is due to the stronger
selection mechanism and the effective ranking scheme that rely on choos-
ing a heuristic with the best SSC value at the right time (decision point) to
guide the search to move toward more spaces around the POF. This result
is more reliable as shown in Fig. 7.
According to the metrics of GD, HH CF is superior to AMALGAM on
most of WFG problems as reported in Table 5 and displayed as box plots
in Fig 8. In Table 6, HH CF performs significantly better than AMALGAM
on five instances out of nine including WFG1, WFG2, WFG5, WFG6, and
WFG7 for the metric of GD. Again, this result is due to the online learn-
ing selection mechanism and the ranking scheme in HH CF. The ranking
scheme maintains the past performance of low level heuristics using a set
of performance indicators that measure different aspects of the solutions.
During the search process, the ranking scheme creates a balance between
choosing the low level heuristics and their performance according to a
particular metric. This balance enhances the algorithm performance to
yield better solutions that converge toward the POF as well as distribute
uniformly along the POF. However, AMALGAM performs significantly
better than HH CF on the other four instances for GD (see Tables 5 and
6). This might be because of the nature of the problems that present dif-
ficulties for HH CF to converge toward the POF or might slow down the
convergence speed such as the bias in WFG8,WFG9 and the multimodal-
ity of WFG4. It is good to report that AMALGAM has better performance
according to the three metrics; SSC and GD in WFG9. This is shown in
Table 6 that AMALGAM performs significantly better than others on one
instance (WFG9).
For each problem, we computed the 50% attainment surface for each
algorithm, from the 30 fronts after 25,000 evaluation functions. In Fig. 9
shows the POF and the 50% attainment surface of the algorithms. HH CF
shows good convergence and uniform distribution for most datasets. It
seems clear that HH CF has converged well on the POF in WFG1 and
WFG2 when compared to other algorithms. Moreover, HH CF produced
solutions that covered larger proportions of the objective space compared
to the other algorithms. AMALGAM has poor convergence on the most
problems. It has fewer number of solutions with poor convergence on
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WFG2. AMALGAM has no solutions over the middle-lower segments of
the POF for WFG3, WFG5, WFG6, WFG7, and WFG8 and no solutions
over the upper-middle segments of the POF for WFG4.
It can be concluded that all the above results demonstrate the effective-
ness of HH CF in terms of its ability to intelligently adapt to calling com-
binations of low level heuristics and outperforming other hyper-heuristics
for multi-objective optimization.
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Figure 7: Box plots of HH CF ,HH RAND, and AMALGAM for the measure of hyper-
volume (SSC) on the WFG test functions
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Figure 8: Box plots of HH CF, HH RAND, and AMALGAM for the measure of genera-
tional distance (GD) on the WFG test functions
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Figure 9: Pareto optimal front and 50% attainment surfaces for AMALGAM, HH RAND
and HH CF on the WFG test functions
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6. Performance HH CF on the Multi-objective Design of Vehicle Crash-
worthiness
More experiments are conducted over amulti-objective real-world prob-
lem, namely the design of vehicle crashworthiness problem (Liao et al.,
2008), to evaluate the performance of our choice function based hyper-
heuristics (HH CF). The same performance evaluation criteria and algo-
rithms are used as described in the previous section. In addition, the per-
formance of HH CF is compared to NSGAII (Deb & Goel, 2001). The mo-
tivation behind applying HH CF to this problem is to see its performance
on a real-world problem and to measure the level of generality that can
achieve.
6.1. Problem description and Formulation
In the automotive industry, crashworthiness is a very important issue
when designing a vehicle. Crashworthiness design of real-world vehicles
involves optimization of a number of objectives including the head, injury
criterion, chest acceleration, chest deflection, etc. However, some of these
objectives may be, and usually are, in conflict with each other, i.e. an im-
provement in one objective value leads to deterioration in the values of
the other objectives.
Liao et al. (2008) presented a multi-objective design for the vehicle
crashworthiness problem with three objectives considering the mass of
the vehicle as the first design objective, while an integration of collision
acceleration between t1 = 0.05s and t2 = 0.07s in the full frontal crash as
the second objective function. The toe-board intrusion in the 40% offset-
frontal crash is tackled as the third objective. The second and third objec-
tives are constructed from the two crash conditions to reflect the extreme
crashworthiness and formulated as quadratic basis functions while the ve-
hicle mass is formulated as a linear function as follows:
Mass = 1640.2823 + 2.3573285t1 + 2.3220035t2
+ 4.5688768t3 + 7.7213633t4 + 4.4559504t5
(4)
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Ain = 6.5856 + 1.15t1 − 1.0427t2 + 0.9738t3 + 0.8364t4
− 0.3695t1t4 + 0.0861t1t5 + 0.3628t2t4 − 0.1106t
2
1
− 0.3437t23 + 0.1764t
2
4
(5)
Intrusion = −0.0551 + 0.0181t1 + 0.1024t2 + 0.0421t3
− 0.0073t1t2 + 0.024t2t3 − 0.0118t2t4 − 0.0204t3t4
− 0.008t3t5 − 0.0241t
2
2 + 0.0109t
2
4
(6)
So, the multi-objective design of vehicle crashworthiness problem is for-
mulated as:
min F(x)= [Mass,Ain, Intrusion]
s.t.
1mm ≤ x ≤ 3mm
where x=(t1, t2, t3, t4, t5)
T
(7)
6.2. Experimental Settings
We performed 30 independent runs for each comparison method us-
ing the same parameter settings as provided in (Liao et al., 2008) with a
population size of 30 and running for 50 generations in each iteration. In
order to make a fair comparison, we repeated NSGAII experiments con-
ducted in (Liao et al., 2008) under the same environment. All methods
were run for 75,000 function evaluations. The distance sharing σ for the
UD metric and MOGA was arbitrarily set to 0.09 in the normalized space.
These settings were used for the UD as a feedback indicator in the ranking
scheme of the HH CF and as a performance measure for the comparison.
As the true Pareto front is unknown, we consider the best approximation
found by means of combining results of all considered methods and used
it instead of a true Pareto front for the metrics of GD. In the measure of
SSC, the reference points in our experiments for k objectives can be set as
ri = z
nadiri+0.5(znadiri−zideali)(0, i∗2), i = 1, ..., k (Li & Landa-Silva, 2011).
Other experimental settings are the same as those used in Section 4.1. All
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experiments are performed on an Intel Core2 Duo 3GHz/2G/250G com-
puter.
6.3. Results
An initial set of experiments is performed to observe the performance
variation of our approachwith respect to the number of the decision points,
denoted as NDP . NDP depends on the other parameters such as the
number of function evaluations and the number of generations. During
the initial experiments, the number of objective function evaluations is
fixed as 1,500 for each stage which starts at each decision point. Each deci-
sion point is executed with the chosen MOEA for a fixed number of gener-
ations and population size, set to 50 and 30, respectively. HH CF is tested
using two different values for NDP ; 25 and 50.
The performance of HH CF for the different values of NDP with re-
spect to the performance metrics (RNI, SSC, UD, GD) on the vehicle crash-
worthiness problem is summarized in Table 7. The average values across
30 trials are used. We observe that the choice ofNDP does not have an in-
fluence on the performance of HH CF based on RNI. The best SSC and UD
average values are obtained when NDP is 50. However, HH CF obtains
the best average value for UD with an NDP of 25. Fifty decision points
produces better solutions, hence these results are used for HH CF while
comparing its performance to the other approaches.
The mean performance comparison of HH CF, HH RAND, AMAL-
GAM and NSGAII based on the performance metrics SSC and GD for
solving the vehicle crashworthiness problem is provided in Table 8. The
distribution of the simulation data of the 30 independent runs for the com-
parison methods with respect to these performance metrics are visual-
ized in Fig. 10. For the metric of SSC, a higher value indicates a better
performance while a lower value indicates a better performance for the
metric of GD. Tables 8 and 9 show that HH CF has the highest average
value among HH RAND and NSGAII with respect to the hypervolume
(SSC), except AMALGAM where perform the best. With respect to the
measures of GD, HH CF is superior to all comparison methods. The per-
formance difference of HH CF from the other methods is statistically sig-
nificant (see Table 9). HH CF performs significantly better than NSGAII
in both metrics. In addition, HH CF achieves better coverage and diver-
sity than HH RAND according to both metrics. This results is consistent
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with the result in Section 4. The results demonstrate that effectiveness
of the learning multi-objective hyper-heuristic approach when compared
to one without a learning mechanism. This is understandable, as it has
been observed that the learning mechanism successfully guides the search
towards the POF. Interestingly, HH RAND performs better than AMAL-
GAM according to the GD metric. However, HH RAND performs worse
than AMALGAM according to the SSC metric.
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Figure 10: Box plots of HH CF, HH RAND, AMALGAM and NSGAII for the measure
of hypervolume (SSC) and generational distance (GD) on the vehicle crashworthiness
design problem
In summary, HH CF performs the best considering convergence and
diversity, producing better solutions that converge towards the POF com-
pared to all comparison methods. Although HH CF produces acceptable
solutions with respect to the measure of hypervolume, it performs worse
than AMALGAM for the same metric. Generally, the results demonstrate
the potential of HH CF for solving for solving this type of problem.
7. Remarks and Conclusion
studies on hyper-heuristics for multi-objective optimization are scarce.
For the first time, a general selection hyper-heuristic framework for multi-
objective optimization has been proposed. This framework is motivated
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by: (i) there is no existing algorithm which excels across all types of prob-
lems, and (ii) there is empirical evidence showing that hybridization or
combining different (meta-)heuristics/algorithms could yield improved
performance compared to (meta-)heuristics/algorithms run on their own.
Hyper-heuristic frameworks, generally, impose a domain barrier which
separates the hyper-heuristic from the domain implementation along with
low level heuristics to provide a higher level of abstraction. The domain
barrier does not allow any problem specific information to be passed to
the hyper-heuristic during the search process. We designed our frame-
work in this same modular manner. One of advantages of the proposed
framework is its simplicity. The proposed framework is highly flexible
and its components reusable. It is built on an interface which allows other
researchers to write their own hyper-heuristic components easily. Even
the low level heuristics can be easily changed if required. If new and bet-
ter performing components are found in the future, the software can be
easily modified to include those components for testing. A simple choice
function, for the first time, is employed as a (high level heuristic) selection
mechanism to deal with the multi-objective optimization problems. The
choice function adaptively ranks the performance of three low-level meta-
heuristics, deciding which one to call at each decision point. All-Moves
is employed as an acceptance strategy, meaning that we accept the output
of each low level heuristic whether it improves the quality of the solution
or not. In our multi-objective hyper-heuristic framework, a learning pro-
cess is an essential component for guiding the heuristic selection method
while it decides on the most appropriate heuristic to apply at each step
of the iterative approach. We employed four performance metrics (algo-
rithm effort (AE), ratio of non-dominated individuals (RNI), size of space
covered (SSC) and uniform distribution of a non-dominated population
(UD) to act as an online learning mechanism to provide knowledge of the
problem domain to the selection mechanism. These metrics do not require
a prior knowledge of the POF, whichmeans that our framework is suitable
for tackling any given real-world problem in future.
The performance metrics are integrated into a ranking scheme that we
introduced in this study. Our ranking scheme relies on sorting the low
level heuristics in descending order based on the highest ranking among
the other heuristics.
The ranking scheme is simple and flexible and enables us to incorpo-
rate any number of low level heuristics. Three well-knownmulti-objective
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evolutionary algorithms (NSGAII, SPEA2, and MOGA) are incorporated
into the multi-objective choice function hyper-heuristic framework to act
as the low level meta-heuristics. Although NSGAII, SPEA2 and MOGA
are not considered state-of-the-art MOEA, they are still viewed as a base-
line ofMOEAs. They incorporatemuch of the knownMOEA theorywhich
make them applicable to investigate their hybridization within our multi-
objective hyper-heuristic framework.
Our multi-objective choice function based hyper-heuristic (HH CF) is
tested over both benchmark test problems i.e the WFG test suite and real-
world application i.e. the multi-objective design of vehicle crashworthi-
ness with two and three objectives respectively. The experimental results
demonstrate the effectiveness and potential of the proposed approach in
solving continuous multi-objective optimization problems. HH CF out-
performs the low level heuristics, i.e. NSGAII, SPEA2 and MOGA, when
used in isolation, and to two other multi-objective hyper-heuristics; a ran-
domhyper-heuristics HH RANDand adaptivemulti-method searchAMAL-
GAM on the WFG test suite. HH CF performs well in terms of the distri-
bution of non-dominated individuals along the POF and obtains compet-
itive results in terms of converging towards the POF. Moreover, this ob-
servation further is supported by empirical evidence obtained from test-
ing HH CF against NSGAII, HH RAND and AMALGAM over the multi-
objective vehicle crashworthiness design problem as a real-world prob-
lem. HH CF is superior to HH RAND and NSGAII for solving this prob-
lem in terms of convergence and diversity. In addition, HH CF outper-
forms AMALGAM according to the measures of generational distance.
HH CF still produces solutions with acceptable quality with respect to the
metric of hypervolume (SSC). However, it could not perform better when
compared to AMALGAM. This is could be due to the dimensionally of the
problem, as the HH CF beats AMALGAM in this metric over two objec-
tive problem, where the reverse is true with the three objective problem.
Generally, the results reported, in this study demonstrate the effective-
ness of the learning multi-objective hyper-heuristic approach when com-
pared to methodologies with no learning mechanism. This is understand-
able, as it has been observed that the learning mechanism successfully
guides the search process towards the POF.Moreover, the experimental re-
sults show that our multi-objective choice function based hyper-heuristic
can exploit and combine the strengths of multiple low level heuristics. The
superiority of HH CF is due to online learning heuristic selection mecha-
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nism and the effective ranking scheme. The ranking scheme maintains the
past performance of low level heuristics using a set of performance indi-
cators that measure different aspects of the solutions. During the search
process, the ranking scheme creates a balance between choosing the low
level heuristics and their performance according to a particular metric.
This balance enhances the algorithm performance to yield better solutions
that converge toward the POF as well as distribute uniformly along the
POF. Unfortunately, HH CF cannot avoid the weaknesses of the low level
heuristics fully, as the poor performance of MOGA influences the perfor-
mance of HH CF with respect to the ratio of non-dominated individual
(RNI) by causing the generation of lower numbers of non-dominated so-
lutions as compared to NSGAII and SPEA2. We can overcome this by
employing another acceptance move strategy instead of All-Moves. Fu-
ture work needed to investigate the performance of our choice function
based hyper-heuristic when employing the alternative move acceptance
strategy, that accepts worsening moves within a limited degree and help
improve the quality of the solutions. This process is not a trivial process.
It requires elaboration of existing methods and their usefulness in a multi-
objective setting. The framework in which HH CF is used for managing a
set of multi-objective meta-heuristics offers interesting potential research
directions in multi-objective optimization. There is strong empirical evi-
dence showing that different combinations of heuristic selection and ac-
ceptance methods in a selection hyper-heuristic framework yield differ-
ent performances in single-objective optimization (Burke et al., 2013; Asta
et al., 2013). More multi-objective optimizers and even heuristic selection
can be adapted from previous research in single-objective optimization
could incorporated with our multi-objective hyper-heuristic framework.
The proposed framework tackled continuousmulti-objective optimization
problems. Our aim is to test the level of generality of our framework fur-
ther over a wide number of multi-objective problems including combina-
torial, discrete and dynamic problems.
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Table 2: The WFG Test Functions
WFG1 hM=1 : M = convexm
hM = mixedM (with α = 1 and A = 5)
t1i=1:k = yi
t1i=k+1:n = S linear(yi, 0.35)
t2i=1:k = yi
t2i=k+1:n = b flat(yi, 0.8, 0.75, 0.85)
t3i=1:n = b poly(yi, 0.02)
t4i=1:M−1 = r sum({y(i−1)k/(M−1) + 1, ..., yik/(M−1)}, {2((i− 1k/(M − 1, ..., 2ik/(M − 1)})
t4M = r sum({yk+1, ..., yn}, {2(k + 1), ..., 2n})
WFG2 hM=1 : M = convexm
hM = discM (with α = β = 1 and A = 5)
As t1 fromWFG1. (Linear shift.)
t2i=1:k = yi
t2
i=k+1:k+l/2
= r nonsep({yk+2(i−k)−1, yk+2(i−k)}
, 2)
t3i=1:M−1 = r sum({y(i−1)k/(M−1) + 1, ..., yik/(M−1)}, {1, ..., 1})
t3M = r sum({yk+, ..., yk+l/2}, {1, ..., 1})
WFG3 hM=1 : M = linearm(degenerate)
As t1:3 fromWFG2.(Linear shift, non separable
reduction
and weighted sum reduction.)
WFG4 hM=1 : M = concavem
t1i=1:n = S multi(yi, 30, 10, 0.35)
t(i = 1 : M − 1)
2 = r sum({y(i−1)k/(M−1) + 1, ..., yik/(M−1)}, {1, ..., 1})
t2M = r sum({yk+1, ..., yn}, {1, ..., 1})
WFG5 hM=1 : M = concavem
t1i=1:n = S decept(yi, 0.35, 0.001, 0.05)
As t2 fromWFG4. (weighted sum reduction.)
WFG6 hM=1 : M = concavem
As t1 fromWFG1. (Linear shift.)
t2i=1:M−1 = r nonsep({y(i−1)k/(M−1) + 1, ..., yik/(M−1)}, k/(M − 1))
t2M = r nonsep({yk+1, ..., yn}, l)
WFG7 hM=1 : M = concavem
t2i=1:k = b param(yi, r sum({y(i−1), ..., yn}, {1, ...
, 1}), 0.98/49.98, 0.02, 50)
t2i=k+1:n = yi
As t1 fromWFG1. (Linear shift.)
As t2 fromWFG4. (weighted sum reduction.)
WFG8 hM=1 : M = concavem
t1i=1:k = yi
t1i=k+1:n = b param(yi, r sum({y1, ..., yi−1}, {1, ...
, 1}), 0.98/49.98, 0.02, 50)
Ast1fromWFG1.(Linearshift.)
As t2 fromWFG4. (weighted sum reduction.)
WFG9 hM=1 : M = concavem
t1i=1:n−1 = b param(yi, r sum({yi+1, ..., yn}, {1, ...
, 1}, 0.98/49.98, 0.02, 50)
t1n = yn
t2i=1:k = S decept(yi, 0.35, 0.001, 0.05)
t2i=k+1:n = S multi(yi, 30, 95, 0.35)
As t2 fromWFG6. (non separable reduction.)
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Table 3: The average performance of HH CF compered to the low level heuristics on
the WFG test problems with respect to the ratio of non-dominated individuals (RNI), the
hypervolume (SSC) and the uniform distribution (UD)
RNI SSC UD
Methods AVG STD AVG STD AVG STD
WFG1 NSGAII 1.0000 0.0000 11.6041 0.3880 0.4003 0.0140
SPEA2 1.0000 0.0000 6.4931 0.0066 0.4099 0.0148
MOGA 0.2650 0.1140 4.2184 0.6727 0.2117 0.0478
HH CF 0.8800 0.2539 12.1386 0.9101 0.4428 0.1007
WFG2 NSGAII 1.0000 0.0000 10.8199 0.0041 0.3747 0.0112
SPEA2 1.0000 0.0000 10.7898 0.7935 0.2874 0.0305
MOGA 1.0000 0.0000 9.7959 0.6978 0.5414 0.0597
HH CF 0.2293 0.0545 11.0219 0.3042 0.7278 0.0661
WFG3 NSGAII 1.0000 0.0000 11.9185 0.0063 0.4244 0.0120
SPEA2 1.0000 0.0000 11.4062 0.0189 0.4289 0.0078
MOGA 0.6070 0.0400 11.2921 0.1393 0.4468 0.0324
HH CF 0.6027 0.0445 11.8940 0.0853 0.5450 0.0289
WFG4 NSGAII 1.0000 0.0000 9.6460 0.0041 0.4132 0.0151
SPEA2 1.0000 0.0000 9.1853 0.0133 0.4058 0.0133
MOGA 0.5800 0.0540 8.9968 0.2056 0.4594 0.0387
HH CF 0.5443 0.0452 9.6588 0.0176 0.5596 0.0361
WFG5 NSGAII 1.0000 0.0000 9.2857 0.0043 0.3958 0.0129
SPEA2 1.0000 0.0000 9.2860 0.0214 0.4360 0.0087
MOGA 0.6820 0.0360 8.8946 0.4171 0.4184 0.0272
HH CF 0.8537 0.1723 9.2899 0.5744 0.4779 0.0468
WFG6 NSGAII 1.0000 0.0000 9.3503 0.0605 0.4082 0.0247
SPEA2 1.0000 0.0000 8.7135 0.1851 0.3761 0.0158
MOGA 0.4990 0.0420 8.8878 0.1345 0.4786 0.0367
HH CF 0.4720 0.0412 9.3687 0.0542 0.5962 0.0363
WFG7 NSGAII 1.0000 0.0000 9.6579 0.0294 0.4048 0.0117
SPEA2 1.0000 0.0000 9.2481 0.0161 0.4082 0.0116
MOGA 0.6300 0.0550 9.1685 0.1799 0.4331 0.0415
HH CF 0.6173 0.0653 9.6606 0.0926 0.5289 0.0416
WFG8 NSGAII 1.0000 0.0000 8.7155 0.0140 0.4178 0.0123
SPEA2 1.0000 0.0000 8.3957 0.0199 0.4069 0.0083
MOGA 0.4790 0.0460 8.0762 0.2777 0.4490 0.0450
HH CF 0.2627 0.0454 8.3033 0.1224 0.7886 0.1245
WFG9 NSGAII 1.0000 0.0000 8.7650 0.2960 0.3955 0.0163
SPEA2 1.0000 0.0000 8.7091 0.1967 0.4303 0.0106
MOGA 0.8260 0.0900 8.5723 0.2259 0.3693 0.0350
HH CF 0.6410 0.0896 8.6132 0.2236 0.5142 0.0525
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Table 4: The t-test results of HH CF and low level heurstics on the WFG test problems
with respect to the ratio of non-dominated individuals (RNI), the hypervolume (SSC) and
the uniform distribution (UD)
Problem Methods Metrics
RNI SSC UD
WFG1 HH CF-NSGAII - + +
HH CF-SPEA2 - + +
HH CF-MOGA + + +
NSGAII-SPEA2 n/a + -
NSGAII-MOGA + + +
SPEA2-MOGA + + +
WFG2 HH CF-NSGAII - ∼ +
HH CF-SPEA2 - + +
HH CF-MOGA ∼ + +
NSGAII-SPEA2 n/a ∼ +
NSGAII-MOGA + + -
SPEA2-MOGA + + -
WFG3 HH CF-NSGAII - ∼ +
HH CF-SPEA2 - + +
HH CF-MOGA ∼ + +
NSGAII-SPEA2 n/a + -
NSGAII-MOGA + + -
SPEA2-MOGA + + -
WFG4 HH CF-NSGAII - ∼ +
HH CF-SPEA2 - + +
HH CF-MOGA - + +
NSGAII-SPEA2 n/a + +
NSGAII-MOGA + + -
SPEA2-MOGA + + -
WFG5 HH CF-NSGAII - + +
HH CF-SPEA2 - + +
HH CF-MOGA + + +
NSGAII-SPEA2 n/a + -
NSGAII-MOGA + + -
SPEA2-MOGA + + +
WFG6 HH CF-NSGAII - + +
HH CF-SPEA2 - + +
HH CF-MOGA ∼ + +
NSGAII-SPEA2 n/a + +
NSGAII-MOGA + + -
SPEA2-MOGA + - -
WFG7 HH CF-NSGAII - ∼ +
HH CF-SPEA2 - + +
HH CF-MOGA ∼ - +
NSGAII-SPEA2 n/a + ∼
NSGAII-MOGA + + -
SPEA2-MOGA + + -
WFG8 HH CF-NSGAII - - +
HH CF-SPEA2 - - +
HH CF-MOGA - + +
NSGAII-SPEA2 n/a + -
NSGAII-MOGA + + -
SPEA2-MOGA + + -
WFG9 HH CF-NSGAII - - +
HH CF-SPEA2 - - +
HH CF-MOGA - + +
NSGAII-SPEA2 n/a + -
NSGAII-MOGA + + +
SPEA2-MOGA + + +48
Table 5: The performance of HH CF compared to multi-objective hyper-heuristics on the
WFG test problems with respect to the Hypervolume (SSC) and the generational distance
(GD)
SSC GD
Methods AVG STD AVG STD
WFG1 HH CF 12.0044 0.8301 0.00774 0.0111
HH RAND 7.0258 0.7877 0.0242 0.0014
AMALGAM 7.7902 0.1941 0.0292 0.0016
WFG2 HH CF 11.0102 0.2033 0.00046 0.0005
HH RAND 9.7547 0.5078 0.0168 0.0109
AMALGAM 1.7582 0.821 0.001 0.0035
WFG3 HH CF 11.7550 0.0743 0.0007 0.0005
HH RAND 11.029 0.149 0.0038 0.0036
AMALGAM 6.689 0.0049 0.00036 0
WFG4 HH CF 9.5610 0.0143 0.001 0.0002
HH RAND 9.2052 0.0145 0.0041 0.0005
AMALGAM 3.5687 0.0075 0.00081 0.0001
WFG5 HH CF 9.2701 0.5343 0.00253 0.0003
HH RAND 9.2577 0.0556 0.0028 0.0001
AMALGAM 6.3554 0.0323 0.0028 0.0003
WFG6 HH CF 9.3579 0.053 0.00225 0.0006
HH RAND 9.3119 0.0501 0.0033 0.0005
AMALGAM 6.3554 0.0323 0.003 0.0012
WFG7 HH CF 9.6498 0.0901 0.00047 0.0003
HH RAND 9.1184 0.3473 0.0043 0.0007
AMALGAM 3.9171 0.0035 0.0007 0.0000
WFG8 HH CF 8.2843 0.1451 0.0044 0.0004
HH RAND 8.1089 0.3867 0.0114 0.0021
AMALGAM 3.0945 0.0213 0.00241 0.0002
WFG9 HH CF 8.5981 0.2143 0.0053 0.0015
HH RAND 8.4697 0.3059 0.006 0.0017
AMALGAM 9.0676 0.114 0.00113 0.0001
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Table 6: The t-test results of HH CF,HH RAND and AMALGAM on the WFG test prob-
lems with respect to the hypervolume (SSC) and generational distance(GD)
Problem Methods Metrics
SSC GD
WFG1 HH CF-HH RAND + +
HH CF-AMALGAM + +
HH RAND-AMALGAM + +
WFG2 HH CF-HH RAND + +
HH CF-AMALGAM + +
HH RAND-AMALGAM + -
WFG3 HH CF-HH RAND + +
HH CF-AMALGAM + -
HH RAND-AMALGAM + -
WFG4 HH CF-HH RAND + +
HH CF-AMALGAM + -
HH RAND-AMALGAM + -
WFG5 HH CF-HH RAND + +
HH CF-AMALGAM + +
HH RAND-AMALGAM + ∼
WFG6 HH CF-HH RAND + +
HH CF-AMALGAM + +
HH RAND-AMALGAM + +
WFG7 HH CF-HH RAND + +
HH CF-AMALGAM + +
HH RAND-AMALGAM + +
WFG8 HH CF-HH RAND + +
HH CF-AMALGAM + -
HH RAND-AMALGAM + -
WFG9 HH CF-HH RAND + +
HH CF-AMALGAM - -
HH RAND-AMALGAM - -
Table 7: The performance of HH CF with different sizes of decision points on the multi-
objective design of vehicle crashworthiness problemwith respect to the metrics of ratio of
non-dominated individuals (RNI), size of space covered (SSC),uniform distribution (UD)
of non-dominated population and generational distance(GD). Bold values indicate the
best NDP choice for each give metric.
Decision Points RNI SSC UD GD
AVG STD AVG STD AVG STD AVG STD
25 1.00 0.000 6.045E+07 1.669E+07 0.623 0.044 3.41E-03 8.39E-04
50 1.00 0.000 6.631E+07 1.979E+07 0.480 0.140 2.59E-03 2.23E-03
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Table 8: The performance of multi-objective hyper-heuristics and NSGAII on the vehicle
crashworthiness design problem with respect to the Hypervolume (SSC) and the genera-
tional distance (GD)
SSC GD
Methods AVG STD AVG STD
HH CF 6.631E+07 1.979E+07 2.59E-03 2.23E-03
HH RAND 2.062E+07 1.903E+07 3.06E-03 1.26E-03
AMALGAM 8.122E+07 1.029E+07 4.52E-03 1.65E-03
NSGAII 6.618E+07 1.336E+07 2.76E-03 1.01E-03
Table 9: The t-test results of multi-objective hyper-heuristics and NSGAII on the vehicle
crashworthiness design problemwith respect to the hypervolume (SSC) and generational
distance(GD)
Methods Metrics
SSC GD
HH CF-HH RAND + +
HH CF-NSGAII + +
HH CF-AMALGAM + +
HH RAND-AMALGAM - +
HH RAND-NSGAII - +
AMALGAM-NSGAII + -
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