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Tato práce se zabývá návrhem a implementací perfektního ha²ování do FPGA pomocí me-
tody FCH. Metoda vyniká pam¥´ovou sloºitostí 2.6 bit· na klí£. Pro ú£ely referen£ní imple-
mentace byla pouºita knihovna CMPH. Funk£nost implementované jednotky byla ov¥°ena
v simulacích programem ModelSim a experimenty na desce ML605 osazené £ipem Virtex-6.
Experimentální £ást práce se v¥nuje analýze moºností zvý²ení frekvence jednotky. Maximální
dosaºená frekvence £iní 191 MHz. V záv¥ru jsou diskutovány dal²í moºné sm¥ry práce.
Abstract
This thesis deals with a design and implementation of a perfect hashing in FPGA by using
an FCH method. The method requires 2.6 bits per key to be stored. For the purposes
of reference implementation the CMPH library has been used. The functionality of the
implemented unit was veriﬁed in simulations by the program ModelSim and by experiments
on ML605 board bedded with Virtex-6 chip. An experimental part of this work applies to an
analysis of enhancement possibilities of the frequency unit. Maximum achieved frequency is
191 MHz. Possible directions of this work are discussed in the conclusion.
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Vyhledávání v seznamu hodnot je b¥ºnou výpo£etní operací. Jednou z moºných strategií
vyhledávání je vyuºití ha²ovacích funkcí, které zaji²´ují efektivní p°ístup k informacím na
základ¥ daného klí£e. Tento zp·sob je v dne²ní dob¥ vyuºíván ve velké mí°e. Hlavním d·-
vodem je nízká £asová a prostorová sloºitost ha²ovacích funkcí.
Ha²ovací funkce se pouºívají k implementaci ha²ovacích tabulek, coº jsou struktury ma-
pující klí£e na odpovídající hodnoty. Jejich nevýhodou je, ºe výsledek ha²ovací funkce m·ºe
ukazovat na jiº obsazené místo. Takovému stavu °íkáme kolize. Perfektní ha²ování, kterým
se zabývá tato práce, p°i p°edem známé mnoºin¥ klí£· problém kolizí odstra¬uje.
Dne²ní FPGA disponují obrovskou výpo£etní silou, a proto se implementace ha²ování do
FPGA pouºívají nap°. ve zpracování sí´ového provozu, kde je rychlost klí£ovým parametrem.
Cílem této bakalá°ské práce je implementace perfektního ha²ování do FPGA na základ¥
knihovny CMPH. Byla zvolena ha²ovací metoda FCH se sloºitostí 2.6 bit· na klí£. Jednotka
byla testována v FPGA £ipu Virtex-6 na vývojové desce ML605.
Tato technická zpráva je £len¥na do 8 kapitol. V druhé kapitole získá £tená° základní
informace o programovatelných obvodech a popisu hardware. Kapitola t°etí navazuje popi-
sem nástroj· pouºitých v této práci, procesu syntézy a zp·sobu implementace do FPGA. Ve
£tvrté kapitole se nachází seznámení s ha²ováním, perfektním ha²ováním a principem me-
tody FCH. Kapitola pátá zahrnuje analýzu zvoleného problému a návrh jeho °e²ení. V ²esté
kapitole je podrobn¥ji popsána implementace navrºeného °e²ení. Kapitola sedmá se zabývá
experimenty s výslednou jednotkou. Záv¥r shrnuje dosaºené výsledky a nazna£uje moºné




Programovatelné obvody se souhrnn¥ ozna£ují jako PLD (Programmable Logic Device)
a podle vnit°ní struktury se d¥lí do t°í skupin.
2.1 Klasické PLD a CPLD obvody
První skupinou jsou klasické PLD (taktéº PAL) obvody, které byly p°edstaveny jiº v roce
1977 ﬁrmou Monolithic Memories. Obsahují programovatelnou matici AND a pevnou maticí





Obrázek 2.1: Struktura PLD obvodu
Postupn¥ byla vyºadována vy²²í kapacita obvod·, a proto se p°istoupilo ke skládání
matic PAL obvod· do jednoho pouzdra. Tak vznikla druhá skupina, obvody typu CPLD
(Complex Programmable Logic Device).
2.2 Obvody FPGA
FPGA (Field-programmable Gate Array) neboli programovatelné hradlové pole je £íslicový
integrovaný obvod, který m·ºe být rekonﬁgurován. Obvody typu FPGA mají ze v²ech pro-
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gramovatelných obvod· nejobecn¥j²í strukturu a obsahují nejvíce logiky [10]. Vynikají svou
ﬂexibilností, tém¥° neomezeným po£tem rekonﬁgurací a rychlostí.
První FPGA obvod p°edvedla v roce 1985 ﬁrma Xilinx [14]. V sou£asné dob¥ je Xilinx
nejv¥t²ím výrobcem FPGA obvod· a spolu s ﬁrmou Altera pokrývají více neº 80% trhu.
2.2.1 Architektura FPGA Virtex-6
Pro ilustraci uvaºujme FPGA obvod Virtex-6 na obrázku 2.2. Skládá se z konﬁgurovatelných
logických blok· (CLB), blokových pam¥tí (BLOCK RAM) a DSP blok·. Tyto £ásti jsou
obklopené sít¥mi, které umoº¬ují jejich programové propojení. Na £ipu se dále nacházejí
vstupn¥-výstupní bloky (IOB), jeº slouºí ke komunikaci nakonﬁgurovaného FPGA s okolím.
Obrázek 2.2: Schéma FPGA obvodu Virtex-6
Elementárním stavebním blokem, který realizuje výpo£ty v FPGA, je tzv. lookup table
(LUT). Kaºdá výpo£etní operace se totiº dá zapsat pomocí logické funkce, kterou m·ºeme
vyjád°it pravdivostní tabulkou. Z pohledu obvodové realizace je LUT tvo°ena N-bitovou
pam¥tí a multiplexorem N:1. Obecn¥ je moºné implementovat libovolnou funkci o N vstu-
pech tak, ºe vloºíme pravdivostní tabulku do pam¥ti LUT [3]. Seskupováním více LUT lze
vytvá°et nap°. podmín¥né p°íkazy, jejichº kombinací popisujeme komplikovan¥j²í algoritmy.
LUT v pouºitém £ipu Virtex-6 mohou být konﬁgurovány dvojím zp·sobem. Bu¤ jako
²estivstupová LUT (64-bitová RAM) s jedním výstupem nebo jako dv¥ p¥tivstupové (32-
bitová RAM) [20].
Pro úsporu plochy na £ipu a omezení zpoºd¥ní na spojích uvnit° FPGA se ukázalo jako
výhodné seskupit více LUT dohromady. Xilinx takovéto bloky LUT nazývá konﬁgurovatelné
logické bloky CLB. Krom¥ LUT se v jednom slice CLB nacházejí také 3 mutiplexory, carry
logika a 8 registr·, viz obrázek 2.3. Sou£asná FPGA obsahují matici tisíc· blok· CLB.
Bloky CLB a IOB jsou konﬁgurovány obsahem SRAM pam¥ti, proto je zapot°ebí na-
konﬁgurovat obvod p°i kaºdém zapojení elektrického proudu z vn¥j²í pam¥ti.
DSP bloky ve Virtex-6, tzv. DSP48E1 slices, jsou prvky obsahující mnoho funkcí (ná-
sobení, t°ívstupové s£ítaní aj.). Za pouºití minimálního mnoºství logiky FPGA lze jejich







Obrázek 2.3: CLB v FPGA Virtex-6
R·zné typy FPGA mohou obsahovat dal²í, zde nepopsané, funk£ní jednotky implemen-
tované jako ASIC (CRC jednotka, PCI Express), které v této práci v²ak nepouºíváme.
2.3 Popis hardware
Jazyky pro popis hardware (HDL - Hardware Description Language) slouºí k popisu návrhu
a simulace rozsáhlých £íslicových obvod· a systém·. Mají prost°edky pro popis paralelismu,
konektivity a explicitní vyjád°ení £asu [12]. Hlavní výhodou design· popsaných v HDL
jazycích je, ºe je lze simulovat a veriﬁkovat je²t¥ p°edtím, neº p°istoupíme k syntéze do
hardware. Existuje mnoho jazyk· pro popis hardware. V sou£asnosti se nejvíce pouºívají
VHDL a Verilog, které se li²í v zásad¥ jen syntaxí.
2.3.1 VHDL
VHDL je siln¥ typovaný jazyk vy²²í úrovn¥. Jeho vývoj byl zahájen v roce 1981 v rámci
výzkumného projektu VHISC (Very High Speed Integrated Circuits) amerického minister-
stva obrany a od roku 1987 je standardem IEEE. Nyní je platný standard IEEE 1076-1993.
VHDL nabízí prost°edky pro simulaci a návrh £íslicových obvod· nezávisle na cílové tech-
nologii [11]. Jeho syntaxe vychází z jazyka ADA.
2.3.2 Zp·sob popisu obvod·
Existují £ty°i zp·soby, jak lze popisovat £íslicový obvod: strukturní, behaviorální, data ﬂow
a generický.
P°i strukturním popisu £asto vycházíme z p°edem navrºeného schématu obvodu, který
potom zapisujeme v HDL jazyce. Takto zapsaný program je velmi blízký obvodové realizaci,
protoºe obsahuje popis jednotlivých komponent a jejich vodi£ové propojení. Behaviorální
popis se více podobá programování v b¥ºných programovacích jazycích. Chování obvodu
popisujeme algoritmem a pouºíváme p°i tom konstrukce jako cykly nebo funkce. Zapojení
obvodu pak necháváme na syntetizátoru [12]. Data ﬂow popisem ur£ujeme tok dat v ob-
vodu. Generický popis umoº¬uje popsat komponenty pomocí parametr· a deﬁnovat jejich
struktury nebo chování jako funkci t¥chto parametr·.
V praxi se v¥t²inou v²echny tyto zp·soby kombinují.
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Kapitola 3
Vývojové nástroje a prost°edky
3.1 ModelSim
ModelSim je nástroj ur£ený k simulaci, veriﬁkaci a debugování obvod· ve VHDL a Verilogu.
Pro ú£ely této práce byla pouºita verze ModelSim Xilinx Edition Starter, d°íve dodávaná
spolu s ISE Design Suite, systémem ﬁrmy Xilix ur£eným pro analýzu a syntézu HDL návrh·.
Simulace se provádí na základ¥ p°edpisu ozna£ovaného jako testbench. Testbench vytvá°í
vstupní signály, stimuly, zasílá je do testovaného obvodu a zachycuje jeho výstupní signály.
Vizualizaci signál· lze v ModelSimu p°izp·sobit aktuálním pot°ebám pomocí do skript·.
M·ºeme pomocí nich nich zobrazit vybrané signály ve zvoleném základu (desítkový, ascii
atd.) nebo vizualizaci zp°ehlednit pomocí odd¥lova£·.
3.2 Xilinx CORE Generator System
CORE Generator je nástroj dodávaný s edicemi ISE Design Suite. Poskytuje seznam tzv.
IP (Intellectual Properties). Jedná se o syntetizovaný funk£ní blok, který je moºné pou-
ºít v FPGA. CORE Generator nabízí ²irokou ²kálu upravitelných komponent, od b¥ºn¥
pouºívaných pam¥tí aº po ﬁltry pro zpracování obrazu [17].
CORE Generator typicky vytvá°í soubory NGC, VHO, VEO, VHD a V.
Soubor Význam
NGC binární soubor s informacemi pro implementaci,
tzv. netlist
VHO obal VDH souboru pro instancování v návrhu
VEO obal V souboru pro instancování v návrhu
VHD pouºití v simulaci návrhu v jazyce VHDL
V pouºití v simulaci návrhu v jazyce Verilog
Tabulka 3.1: Soubory generované CORE Generatorem
Pro simulaci návrh·, které obsahují IP se pouºívá knihovna XilinxCoreLib. V pouºitém
ModelSimu XE Starter je jiº tato knihovna p°edkompilována. U verzí PE nebo SE by bylo
zapot°ebí ji zkompilovat pomocí nástroje Compxlib.
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3.3 ChipScope
ChipScope p°edstavuje nástroj pro lad¥ní aplikací p°ímo na £ipu FPGA. M·ºeme pomocí
n¥j analyzovat interní signály FPGA za b¥hu za°ízení. Skládá se z £ásti uvnit° FPGA, která
odchytává vzorky, a software v po£íta£i, který tyto vzorky zpracovává a vizualizuje. P°enos
vzork· do po£íta£e probíhá p°es rozhraní JTAG. Schéma zapojení je ilustrováno na obrázku
3.1.
3.3.1 ChipScope moduly
ChipScope pracuje na principu modul·. Pro pot°eby této práce byly pouºity moduly ILA
a ICON. Jejich spojením lze monitorovat jakékoliv signály v návrhu.
ILA (Integrated Logic Analyzer) je nastavitelná sonda, pomocí níº monitorujeme signály
sb¥rnic. ILA modul· m·ºeme pouºít v jednom návrhu více, p°i£emº monitorované signály
volíme je²t¥ p°ed syntézou. Hodnoty signál· jsou zaznamenávány p°i spln¥ní deﬁnovaných
podmínek vloºených trigger·. ILA se skládá ze t°í hlavních £ástí: vstupní a výstupní logika
triggeru pro rozpoznání trigger·, spu²t¥ní testovacích za°ízení a dal²í logiky; logika pro
sb¥r dat, která ukládá snímané informace do blokových RAM pam¥tí na £ipu; a kontrolní
a stavová logika °ídicí fungování ILA [16].
ICON (Integrated Controller Core) funguje jako jediný poskytovatel komunikace mezi
po£íta£em, respektive ILA sondami, a FPGA JTAG rozhraním.
Vytvo°ení obou typ· modul· umoº¬uje vý²e zmi¬ovaný nástroj Xilinx CORE Genera-
tor. Moduly jsou syntetizátoru poskytovány ve form¥ NGC netlist·. Vygenerované moduly
instancujeme a propojíme v na²em návrhu. Po p°idání nebo zm¥n¥ modul· musíme design
syntetizovat a implementovat.















Obrázek 3.1: ChipScope, propojení modul· s PC [16]
3.3.2 ChipScope Analyzer
ChipScope Analyzer je nástroj, který za b¥hu umoº¬uje konﬁguraci za°ízení, výb¥r trigger·
a zobrazení výsledk· záznamu. Tvo°í jej dv¥ aplikace server a klient. Server je konzolová
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aplikace, která se p°ipojuje k JTAG rozhraní pomocí JTAG kabelu. Klient ve form¥ GUI
aplikace umoº¬uje pracovat se za°ízením p°ipojeným p°es JTAG a moduly uvnit° tohoto za-
°ízení. Nam¥°ené signály zde lze zobrazit v poºadovaném základu nebo nap°. slou£it n¥které
signály v jednu sb¥rnici [16].
3.4 ML605 s Virtex-6
Pro implementaci byla zvolena vývojová deska ML605 s obvodem XC6VLX240T-1FFG1156
FPGA dostupná ve ²kolní laborato°i. V následující tabulce 3.2 jsou vypsány po£ty zdroj·
FPGA Virtex-6, které jsou zajímavé z hlediska této práce.
ást Po£et ást Po£et
Logické bu¬ky 241 152
Block RAM
18 Kb 832
CLB slices 37 680 32 Kb 416
DSP bloky 768 IOB 720
Tabulka 3.2: Relevantní zdroje Virtex-6 [20]
3.5 Syntéza a implementace
HDL jazyky byly navrºeny primárn¥ pro simulaci obvodu, a jejich pouºití pro syntézu proto
naráºí na mnohé problémy. Existuje velký rozdíl mezi simula£ním a syntetizovatelným kó-
dem. N¥které druhy p°íkaz· totiº nelze p°evést na schéma zapojení na úrovni hradel, a mo-
hou být proto pouºity jen pro ú£ely simulací (nap°. p°íkazy loop nebo generate musí mít
statický rozsah). Jelikoº cílem této práce je otestovat implementaci na vývojové desce, je
t°eba toto brát v pr·b¥hu implementace na v¥domí a pracovat výhradn¥ se syntetizovatel-
nými konstrukcemi.
Posloupnost krok· vedoucích ke konﬁguraci FPGA v£etn¥ soubor· vstupujících do jed-
notlivých proces· ilustruje obrázek 3.2.
.ucf





Obrázek 3.2: Posloupnost Xilinx proces· a jejich vstupní soubory
V Xilinx ISE se pouºívá syntetizátor XST (Xilinx Synthesis Technology). VHDL soubory
jsou jím p°evád¥ny na netlist soubory s p°íponou NGC. ISE dokáºe také zobrazit RTL
schéma syntetizovaného designu. Tato funkce se hodí v p°ípad¥, kdy se navrºená jednotka
chová v koncovém za°ízení jinak, neº se o£ekávalo. Vizualizace m·ºe odhalit odli²nosti od
zamý²leného návrhu.
Po úsp¥²né syntéze lze provést implementaci, která má za úkol na základ¥ netlist soubor·
správn¥ umístit a propojit návrh v FPGA. Tento proces se v Xilinxu skládá ze t°í hlavních
krok·: Translate, Map a Place and Route (PAR).
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V první fázi implementace provádí program NGDBuild slu£ování vstupních netlist sou-
bor· a souboru UCF. V UCF zapisujeme omezení, tzv. constraints, kterými m·ºeme kon-
trolovat nap°. £asovou optimalizaci návrhu. Zde také deﬁnujeme propojení pin· na desce
se signály v návrhu. UCF je textový soubor se zdokumentováným formátem výrobcem Xi-
linx, viz [13]. P°íklad omezení hodinového signálu na periodu 8 ns a spojení signálu reset
s p°íslu²ným pinem na desce ML605:
NET "CLK" PERIOD = 8.0 ns ;
NET "RST" LOC = "H10" ;
NGDBuild za£lení UCF soubor do výstupního NGD souboru, který je vyuºit v dal²ím
kroku. Proces MAP nejd°íve provede DRC (Design Rule Chceck) NGD souboru a poté
mapuje logiku na komponenty £ipu (CLB, IOB atd.). Výstupem tohoto procesu je, mimo
jiné, soubor NCD (Native Circuit Description) a PCF (Physical Constraint File).
Následuje fáze Place and Route. Na základ¥ NCD souboru se zde deﬁnuje, jaké zdroje
uvnit° FPGA budou zabrány a jakým zp·sobem budou propojeny. P°i tom se dbá na deﬁno-
vaná £asová omezení a jejich p°ípadné p°ekro£ení je reportováno. Výstupem je NCD soubor,
který je p°ipraven ke zpracování generátorem programového souboru [15].
Program BitGen je generátor posloupnosti bit· (bitstreamu) pro konﬁguraci Xilinxov-
ských FPGA £ip·. Vstupuje do n¥j NCD soubor z procesu PAR a výstupem je binární
soubor s p°íponou .bit. Obsahuje konﬁgura£ní informace z NCD souboru a n¥kolik dal²ích
informací speciﬁckých pro dané za°ízení. Tento soubor je jiº ur£en k nahrání do FPGA.
3.5.1 Programování FPGA
K programování FPGA Virtex-6 byl pouºit nástroj Impact. Tento software je ur£en ke
konﬁguraci jednoho a více za°ízení nebo veriﬁkování konﬁgura£ních dat. Impact podporuje
t°i základní typy programování: PROM, JEDEC a BIT.
PROM je programovací ASCII soubor obsahující konﬁgura£ní data. Impact umoº¬uje
tyto soubory také vytvá°et. M·ºeme je uchovávat v za°ízeních EPROM nebo v po£íta£i
a konﬁgurovat z nich FPGA. JEDEC jsou programovací soubory pro CPLD generované
nástrojem Xilinx ﬁtter. Poslední typ souboru, BIT, je výstupem vý²e popsaného programu
Bitgen.
V této práci byla realizována p°ímá konﬁgurace BIT souborem. Ten byl nahrán pomocí






Ha²ovací funkce (HF) je funkce h pro p°evod libovoln¥ velké vstupní posloupnosti M do
výstupní posloupnosti R o pevn¥ deﬁnované délce. Výstup se obecn¥ ozna£uje jako ha²
nebo otisk.
h : M → R
4.1.1 Náhodné orákulum
Za orákulum povaºujeme za°ízení, jeº na základ¥ vstupu odpovídá n¥jakým výstupem. Jeho
základní vlastností je, ºe odpovídá správn¥. Náhodné orákulum z pohledu ha²ovacích funkcí
dává na výstup jako odpov¥¤ náhodn¥ zvolený prvek z mnoºiny odpov¥dí, p°i£emº na tentýº
vstup odpovídá stejným výstupem [5].
4.1.2 Typy a vlastnosti ha²ovacích funkcí
Ha²ovací funkce se d¥lí na kryptograﬁcké a obecné. Kryptograﬁcké ha²ovací funkce se pouºí-
vají zejména v oblasti digitálních podpis· a autentizace. Obecné pak k detekci chyb (CRC
kódy), pro kontrolu integrity dat nebo implementaci ha²ovacích tabulek.
Oba typy ha²ovacích funkcí musí spl¬ovat jisté poºadavky. Na kryptograﬁcké ha²ovací
funkce jsou kladeny siln¥j²í poºadavky, které u obecných ha²ovacích funkcí nejsou pot°eba
[8].
Kryptograﬁcké ha²ovací funkce generují ze stejného vstupu vºdy stejný výstup, ze kte-
rého je pro potenciálního úto£níka výpo£etn¥ nemoºné nalézt jakékoliv x takové, ºe h(x) = y
pro p°edem danou hodnotu y. Díky této vlastnosti, kterou nazýváme odolnost proti nale-
zení vzoru (preimage resistance), jsou kryptograﬁcké ha²ovací funkce n¥kdy ozna£ovány jako
jednosm¥rné ha²ovací funkce [9].
U obecných ha²ovacích funkcí °e²íme kolize. Kolize je dvojice vstup· x, y, x 6= y, taková,
ºe h(x) = h(y). Pokud ve funkci pro danou mnoºinu klí£· existují kolize, znamená to,
ºe výsledek funkce ukazuje na jiº obsazené místo v ha²ovací tabulce. V takovém p°ípad¥
jsou k nalezení unikátního ha²e zapot°ebí dal²í výpo£ty. U bezkolizních funkcí tato pot°eba
odpadá, jelikoº kone£ný ha² je jiº výsledkem funkce.
Existují dva typy odolnosti funkce proti kolizím: odolnost proti kolizi prvního °ádu,
ozna£ovaná také jako slabá odolnost proti kolizím (2nd-preimage resistance), a odolnost






Obrázek 4.1: Jednosm¥rná funkce
Odolnost proti kolizi prvního °ádu znamená, ºe je výpo£etn¥ nesch·dné nalézt pro dané
x dal²í argument x′ takový, ºe x′ 6= x, p°i£emº by platilo h(x) = h(x′) = y.
Odolnost proti kolizi druhého °ádu je vlastnost zaru£ující, ºe pro nalezení x a x′, x′ 6= x
takových, ºe h(x) = h(x′) = y, neexistuje efektivn¥j²í zp·sob neº útok hrubou silou. To
znamená, ºe na n¥ platí tzv. narozeninový útok. Od p°edchozí odolnosti se li²í moºností
výb¥ru x. U prvního °ádu je tento vstup daný, zatímco u této vlastnosti m·ºeme oba vstupy
libovoln¥ vybírat.
Obecné ha²ovací funkce implementují ha²ovací tabulky. Jednotlivé typy rozli²ujeme
podle metody vypo°ádávání se s kolizemi. Pat°í sem nap°. z°et¥zené ha²ování, otev°ené
adresování nebo perfektní ha²ování.
4.1.3 Narozeninový paradox
Protoºe ha²ovací funkce v¥t²inou mapují vstupní interval na men²í výstupní, musí mapovat
alespo¬ dva prvky na stejné místo výstupního intervalu. Za tohoto p°edpokladu tedy existují
kolize.
ád sloºitosti nalezení kolize je sniºován tzv. narozeninovým paradoxem. Pro n-bitovou
ha²ovací funkci tak nastává kolize s cca 50% pravd¥podobností v mnoºin¥ 2n/2 zpráv, na-
místo o£ekávaných 1/2 ∗ 2n [5]. Problém získal sv·j název podle jednoho z p°íklad·, na
kterém si jej názorn¥ vysv¥tlíme.
Uvaºujme skupinu náhodn¥ vybraných n osob. Jaká je pravd¥podobnost, ºe dva nebo
více lidí bude mít narozeniny ve stejný den (stejný m¥síc a den)?
Nejprve vypo£ítáme pravd¥podobnost, ºe ºádné dv¥ osoby nebudou mít narozeniny ve
stejný den:
p¯(n) = 1 · (1− 1
365
) · (1− 2
365
) · · · (1− n− 1
365
) =




365n · (365− n)! (4.1)
Stav, kdy nejmén¥ dva z n osob mají narozeniny ve stejný den, je komplementárním
jevem k p¯(n):
p(n) = 1− p¯(n) (4.2)









Tabulka 4.1: Pravd¥podobnost shodného data narození 2 a více osob ve skupin¥ n osob
Nejedná se ani tak o paradox ve smyslu logického rozporu jako spí² o tvrzení, které
si v¥t²ina dotázaných ²patn¥ vykládá, coº poté znep°es¬uje jejich odhad. Je rozdíl hledat
 jakékoliv shodné a jedny konkrétní narozeniny. Oba p°ístupy reﬂektují rozdíl mezi kolizí
prvního °ádu (libovolní dva lidé) a druhého °ádu (nalezení druhého £lov¥ka k danému) [5].
4.2 Perfektní ha²ovací funkce
Perfektní ha²ovací funkce (PHF) je taková ha²ovací funkce, která kaºdému z n klí£· z mno-
ºiny M p°i°adí jedine£nou hodnotu z výstupního intervalu o m prvcích. Platí m ≥ n. PHF






Obrázek 4.2: Perfektní ha²ovací funkce
Minimální perfektní ha²ovací funkce (MPHF) je taková perfektní ha²ovací funkce, u které
platí m = n. P°i výpo£tu MPHF tedy odpadá plýtvání místem a £asem. Nutnou podmínkou
k nalezení MPHF je p°edem známá mnoºina klí£·.
Obecn¥ je velmi obtíºné najít MPHF. Existuje 4131 ≈ 1050 moºných funkcí pro mnoºinu
31 prvk· do mnoºiny 41 prvk·, p°i£emº pouze 41 · 40 · ... · 11 = 41!/10! ≈ 1043 z nich bude
dávat r·zné výsledky pro kaºdý vstup. To znamená, ºe jen jedna z 10 milion· funkcí je
perfektní ha²ovací funkcí [6]. Minimální perfektní ha²ovací funkce jsou je²t¥ vzácn¥j²í.
Minimální perfektní ha²ovací funkce se hojn¥ vyuºívají pro pam¥tov¥ úsporné ukládání
a rychlé vyhledávání poloºek statických mnoºin, jako jsou nap°. klí£ová slova v programo-







Obrázek 4.3: Minimální perfektní ha²ovací funkce
systémech, p°i zpracování p°irozeného jazyka a v²ude tam, kde je t°eba zajistit prostorov¥
a £asov¥ efektivní indexování.
Tato práce se zabývá problematikou statických minimálních perfektních ha²ovacích funkcí,
u kterých se v dob¥ výpo£tu nem¥ní velikost mnoºiny klí£· a ani není dáno po°adí klí£·
takové, které by m¥lo být zachováno.
4.3 Knihovna CMPH
Do 80. let 20. století nebyly známy algoritmy pro nalezení minimálních perfektních ha²o-
vacích funkcí pro velké mnoºiny klí£·, a jejich pouºití tak bylo omezeno pouze na men²í
mnoºiny. Knihovna CMPH (C Minimal Perfect Hashing Library) je prakticky pouºívaná
knihovna obsahující °adu implementací perfektních a minimálních perfektních ha²ovacích
funkcí, které zvládají pracovat s °ádov¥ miliardami klí£·. V této práci je pouºita pro na-
pln¥ní pam¥´ových struktur výsledné hardwarové jednotky. Vztahují se na ni licence GNU
LGPL a MPL 1.1.
Jedno z nejd·leºit¥j²ích omezení, které klademe na ha²ovací funkce, je velikost pam¥ti
pot°ebné k uloºení popisu funkce. Dolní mez pro minimální perfektní ha²ovací funkci je
1/ln2 ≈ 1.44 bit· na klí£ [2]. Tém¥° v²echny dále popsané algoritmy generují MPHF v £ase
O(n). Výjimkou je FCH, který má v nejhor²ím p°ípad¥ exponenciální sloºitost. P°edstavme
si ve zkratce algoritmy, které implementuje knihovna CMPH pro konstrukci minimálních
perfektních ha²ovacích funkcí. Vlastnosti jednotlivých algoritm· byly £erpány z [1].
FCH je velmi efektivní metoda hledání MPHF pro men²í vstupní mnoºiny klí£· se slo-
ºitostí 2.6 bit· na klí£. Tato ha²ovací metoda byla zvolena pro implementaci do hardware
a bude blíºe popsána v dal²í kapitole. CHM je algoritmus zaloºený na acyklických náhod-
ných grafech. Výsledné ha²ovací funkce spot°ebovávají cn logn + O(1) logn bit· pam¥ti.
BRZ pot°ebuje pro konstrukci MPHF malou pam¥´ bytových vstup·. Vyhodnocení funkce
p°i kaºdém vyhledávání vyºaduje t°i p°ístupy do pam¥ti a výpo£et t°í ha²ovacích funkcí. Pa-
m¥´ová sloºitost dosahuje 8 bit· na klí£. BMZ je postaven na cyklických náhodných grafech.
Výsledné ha²ovací funkce zabírají 4cn byt· pam¥ti, kde c ∈< 0.93, 1.15 >. BDZ vyuºívá
principu acyklických náhodných 3-graf· (spojující 3 vrcholy). Ha²ovací funkce zabírá 2.6
bit· na klí£. CHD m·ºe být pouºit pro tzv. k-perfektní ha²ování, kdy nejvíce k klí£· m·ºe
být mapováno na stejnou hodnotu. Disponuje pam¥´ovou sloºitostí 2.07 bit· na klí£.
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4.4 Metoda FCH
Tato kapitola se opírá o £lánek [2]. Na úvod deﬁnujme pouºívané pojmy pro snaz²í orientaci
v textu :
 U : univerzum klí£·. |U | = N .
 S: mnoºina klí£·. S ⊂ U, |S| = n N .
 T : ha²ovací tabulka. |T | = m,m ≥ n.
 h: ha²ovací funkce. h : U → T .
Pro danou mnoºinu klí£· S hledáme takovou MPHF h, která bude mapovat kaºdý klí£
k v S do jednoho unikátního slotu v ha²ovací tabulce T .
4.4.1 Princip
Základní p°ístup k problému je takový, ºe hledáme poºadované funkce ve vyhledávacím pro-
storu s. Aby mohlo rychle prob¥hnout hledání, jsou zapot°ebí jisté p°ípravné kroky - ma-
povací a °adicí krok. Tento p°ístup lze ozna£it jako schéma Mapování-azení-Vyhledávání
(MOS, z angl. Mapping-Ordering-Searching). Mapovací krok p°evádí problém ha²ování klí£·
na problém v jiném prostoru tak, ºe mapuje vstupní °et¥zce na prostor £ísel. azení p°i-
pravuje cestu pro vyhledávání v tomto prostoru tak, aby mohla být jednotlivá umíst¥ní
v prostoru identiﬁkována v ha²ovací tabulce.
Samotné ha²ování zahrnuje mapování klí£· do nového prostoru a pouºití výsledk· vy-
hledávání k nalezení správného umíst¥ní v ha²ovací tabulce.
Mapování
Mapovací fáze provádí n¥kolik d·leºitých krok·. Její princip je graﬁcky znázorn¥n na obrázku
4.4.
Nejd°íve jsou v²echny klí£e mapovány na pomocnou celo£íselnou mnoºinu 0 − (n − 1)
pomocí funkce h10, která generuje pseudonáhodná £ísla:
h10 : S → {0, ..., n− 1} (4.3)
Dále se interval celo£íselných hodnot zmen²uje z n na b a zárove¬ se klí£e rozd¥lují do dvou
skupin. To zaji²´ují funkce h11 a h12 pracující s disjunktními £ástmi intervalu 0− (n− 1).
h11 : {0, ..., p1 − 1} → {0, ..., p2 − 1} (4.4)
h12 : {p1, ..., n− 1} → {p2, ..., b− 1} (4.5)
Tyto dv¥ funkce náhodn¥ rozd¥lují klí£e do mnoºiny B obsahující b ko²·. Funkce závisí na
parametrech p1 a p2, jejichº hodnoty byly autory experimentáln¥ stanoveny na 0.6n a 0.3b.
Za p°edpokladu, ºe funkce h10 generuje uniformní rozloºení, m·ºeme tvrdit, ºe zhruba 60%











Obrázek 4.4: Mapovací krok
h11 vkládat více klí£·. Zárove¬ se zbylých 40% klí£· rozd¥lí do 70% ko²· (B2) a je v nich
tak zaru£en naopak men²í po£et klí£· na ko². Odd¥lení velkých a malých skupin klí£· p°ed
vyhledáváním je d·leºité. V procesu vyhledávání si totiº dokáºeme dob°e poradit s velkými
skupinami klí£·, pokud tyto °e²íme na za£átku, a malé skupiny klí£· ponecháme na konec.
Tyto t°i funkce tedy provádí mapování z klí£· na ko²e následovn¥:
bucket(k) =
{
h11 ◦ h10 h10(k) < p1
h12 ◦ h10 jinak (4.6)
azení
Fáze °azení, ilustrovaná na obrázku 4.5, provádí sestupné °azení ko²· podle velikosti. Jeli-
koº se v mapovací £ásti pouºívají pseudo-náhodné funkce, m·ºeme odhadnout po£et ko²·
v²ech velikostí. I pro relativn¥ velké mnoºiny klí£· budou mít nejv¥t²í ko²e pom¥rn¥ malé
velikosti. Na konci této fáze jsou ko²e p°ipraveny pro efektivní vyhledávání.
{Bo,0, Bo,1, ..., Bo,b−1} (4.7)
Vyhledávání
Vyhledávání spo£ívá ve volb¥ (log2n+ 1)bitové prom¥nné g() pro kaºdý ko². g() musí zaji²-
´ovat, ºe kaºdý klí£ z kaºdého ko²e bude moºné namapovat kone£nou ha²ovací funkcí h na
d°íve nevyuºitý slot ha²ovací tabulky T .
Skupina klí£· v ko²i se musí vlézt do T naráz. Výb¥r hodnoty parametru g() pro ko²
musí tedy zajistit, aby vzorek vstup· zapadl do volných pozic v T . Zkou²ením r·zných










Obrázek 4.5: azení a vyhledávání
Vyhledávací proces mapuje klí£e v ko²ích na T pomocí funkce h:
h20 : S × {0, 1} → {0, ..., n− 1} (4.8)
h(k) = {h20(k, d) + g(Bo,i)}modn (4.9)
 h20 je pseudo-náhodná funkce mapující klí£e v ko²i na odli²ná celá £ísla v rozmezí
0 − (n − 1). Jako £ást semínka se pouºívá bit d, který m·ºe nabývat hodnot 0 a 1,
a funkce h20 m·ºe proto pro klí£e v Bo,i generovat dv¥ mnoºiny £ísel. Dal²í £ástí
semínka je £íslo r, které je spole£né pro v²echny ko²e. Pokud se nezda°í mapování
n¥kterých ko²· na rozdílná £ísla, zm¥ní se hodnota r a proces se opakuje.
Výstupem h20 pro kaºdý ko² Bo,i je mnoºina hodnot, kterou dále ozna£ujeme jako Pi.
 g(Bo,i) udává rota£ní oﬀset Pi.
Pomocná datová struktura
Pro rychlou lokalizaci prázdných slot· v ha²ovací tabulce se pouºívají pomocná indexovací
pole randomTable, mapTable a hashTable.
randomTable[0, n-1] obsahuje aktuáln¥ prázdné sloty v ha²ovací tabulce. Jelikoº je
vhodné, aby kaºdé Pi naplnilo ha²ovací tabulku náhodn¥, je toto pole na za£átku vypln¥no
náhodnou permutaci ha² adres. Nachází se zde pointer filledCount, který svým umíst¥ním
sd¥luje, ºe v²echny sloty nalevo od n¥j jsou plné a vpravo (v£etn¥ n¥j samotného) jsou volné.
Tato vlastnost zajistí, ºe pro umíst¥ní vzorku Pi se budou prohledávat pouze prázdné sloty.
mapTable[0, n-1] obsahuje pro kaºdý volný slot x v hashTable pointer do randomTable.
Platí randomTable[mapTable[x]]≡ x.
Máme-li prázdný slot x v ha²ovací tabulce, m·ºeme lokalizovat jeho pozici v poli random-
Table prost°ednictvím mapTable.
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4.4.2 Jenkinsova ha²ovací funkce
Dobrá ha²ovací funkce musí rozmis´ovat ha²e rovnom¥rn¥. V¥t²ina ha²ovacích funkcí obsa-
huje následující kroky:
initialize ( internal state )
f o r ( each text block )
{
combine ( internal state , text block ) ;
mix ( internal state ) ;
}
re turn postprocess ( internal state ) ;
Na tomto principu pracuje také Jenkinsova ha²ovací funkce. Na za£átku se inicializují pro-
m¥nné délkou klí£e, golden ratio a semínkem. Golden ratio je libovolná hodnota, která má
za úkol zamezit mapování nul na nuly [4]. Semínko p°edstavuje vhodn¥ zvolená hodnota.
Klí£e jsou zpracovávány po 12 znacích. Kaºdých 12 znak· je rozd¥leno po £ty°ech do t°í
prom¥nných a, b a c. Jejich prost°ednictvím se kombinuje vnit°ní stav a následující blok
znak·. Po kaºdém zpracovaném tuctu dojde k mixování prom¥nných a, b, c. Následovn¥
se zjistí, jestli zbývá po£et znak·, který není roven násobku dvanácti. Posledních jedenáct
a mén¥ znak· se kombinuje s aktuálním stavem odli²ným zp·sobem v závislosti na po£tu
zbývajících znak·. Nakonec se podruhé mixuje. Kód algoritmu v jazyce C se nachází v p°íloze
A.
Tato verze Jenkinsova ha²ování, která je pouºívána v CMPH knihovn¥, je jiº p°ekonána.
Nov¥j²í algoritmus je podobný a má být aº dvakrát rychlej²í. Li²í se v tom, ºe má jinou
funkci pro míchání posledního bloku [4]. V této práci byla pouºita star²í verze, jelikoº metoda
referen£ní implementace tento algoritmus pouºívá.
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Kapitola 5
Analýza problému a návrh °e²ení
5.1 Výpo£et FCH
Do FPGA byl implementován výpo£et ha²ovací funkce metodou FCH. Výpo£tem ha²ovací
funkce rozumíme proces nalezení ha²· pro danou mnoºinu klí£· jiº vytvo°enou ha²ovací
funkcí podle vzorce 4.9. Schéma výpo£tu FCH je znázorn¥no na obrázku 5.1.
5.1.1 Konstanty
P°edpokladem pro výpo£et jsou konstanty, které generuje algoritmus FCH z knihovny
CMPH. Jedná se o konstanty nkeys, B, P1, P2, S1, S2, goldenratio a pole hodnot g[ ].
nkeys je konstanta nesoucí informaci o velikosti vstupní mnoºiny, tedy po£tu klí£·.
Konstanty b, P1 a P2 jsou vypo£ítány následovn¥ (ceil je funkce zaokrouhlující nahoru):
B = ceil(c · nkeys/log(nkeys)/log(2) + 1) c ≥ 2.6 (5.1)
P1 = ceil(0.55 · nkeys) (5.2)
P2 = ceil(0.3 ·B) (5.3)
S1 je semínkem pro Jenkinsovu ha²ovací funkci H1, S2 pro funkci H2 ve spodní £ásti
(viz 5.1). Výstupem vrchního Jenkinsova ha²ování je £íslo z intervalu ko²·, které se pouºívá
jako index do pole hodnot g. To má velikost cn/(log(n) + 1) byte a obsahuje £íslo pro kaºdý
jeden ko². Pouºívá se k bezkoliznímu rozptýlení klí£· daného ko²e do ha²ovací tabulky.
5.1.2 Popis algoritmu
Algoritmus, ilustrovaný na obrázku 5.1, se skládá ze dvou paralelních v¥tví. V obou na
za£átku dochází k výpo£tu Jenkinsova ha²e. Provádí jej blokyH1 aH2. Dále jdou vypo£tené
hodnoty do ha²ovacích funkcí H11 a H21, které jsou zaloºeny na operaci modulo. Jako
d¥litel v t¥chto funkcích vystupuje konstanta nkeys. Ve spodní £ásti algoritmu vstupuje
výsledek H21 do pipeline registr· kv·li zaji²t¥ní správného £asování pro s£ítání s výsledkem
vrchní £ásti algoritmu. Ta totiº je²t¥ dále zpracovává výsledek dal²ími dv¥ma ha²ovacími
funkcemi, H12 a H13. Paraleln¥ je d¥lí konstantami B a P2 a zbytek po d¥lení prochází
výb¥rem na základ¥ konstanty P1. Je-li hodnota v¥t²í neº P1, postupuje dále jako £íslo ko²e
výsledek funkce H12, v opa£ném p°ípad¥ výsledek H13. íslo ko²e vstupuje jako adresa do
pole g[], které je inicializováno hodnotami vygenerovanými knihovnou CMPH. Na adrese














Obrázek 5.1: Blokové schéma výpo£tu FCH
p°i£teme k výstupu spodní £ásti algoritmu a výsledek normalizujeme poslední funkcí H3,
která provádí op¥t operaci modulo konstantou nkeys. Na výstupu je tedy £íslo z intervalu
< 0;nkeys− 1 >, výsledný ha².
5.2 Komponenty návrhu
Z vý²e uvedeného popisu algoritmu budeme vycházet p°i návrhu komponenty. Následuje
rozbor významných £ástí algoritmu.







Obrázek 5.2: Diagram Jenkinsovy ha²ovací funkce
Do Jenkinsovy ha²ovací funkce vstupují dvanáctiznakové °et¥zce, které jsou na za£átku
rozd¥leny na t°i £ásti. Následuje se£tení s vnit°ním stavem funkce a mixovací operace. Ty
jsou za£len¥ny jako dal²í dv¥ odd¥lené komponenty, p°i£emº první z nich vstupy mixuje
pouze tehdy, je-li na vstupu 12 a více znak·. Toto chování zaji²´uje jednotka, která do
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prvního mixovacího modulu posílá povolovací signál. Dal²ím signálem ur£uje moment, kdy
je na výstupu Jenkinsovy funkce ha².
5.2.2 D¥li£ka
Bloky H11, H21, H12, H13 a H3 provádí nad vstupní hodnotou operaci modulo. D¥lení je
nejsloºit¥j²í ze £ty° základních aritmetických operací a sloºitost jeho hardwarového °e²ení
tomu odpovídá. Návrhá°i se operaci d¥lení v¥t²inou vyhýbají nebo ji realizují posuvy. Tento
p°ístup lze pouºít pouze tehdy, d¥líme-li £íslem 2k. To v²ak není ná² p°ípad, jelikoº d¥litelem
ve výpo£tu FCH m·ºe být jakékoliv celé £íslo z intervalu < 1;nkeys >. Cílem této práce je
implementace funkce p°esn¥ podle knihovní funkce FCH, proto je zapot°ebí implementovat
klasickou d¥li£ku.
Jelikoº máme k dispozici nástroj CORE Generator, který vytvá°í také matematické IP
bloky, m·ºeme jej vyuºít a usnadnit si tak práci. CORE Generator podporuje dv¥ imple-
mentace celo£íselného d¥lení: Radix-2 a High-Radix.
Radix-2 je algoritmus bez restaurace nezáporného zbytku, který s£ítáním a od£ítáním
zpracovává jeden bit d¥lence za takt. Výstupem je mimo jiné také zbytek po d¥lení. Algo-
ritmus High-Radix je doporu£ován pro v¥t²í operandy a navíc nedisponuje výstupem pro
celo£íselný zbytek [19].







Obrázek 5.3: D¥li£ka a její piny [19]
CLK je vstupem hodinového signálu. Do DIVIDEND a DIVISOR vstupují po °ad¥
d¥lenec a d¥litel. Výstupní pin RFD udává takt, ve kterém d¥li£ka vzorkuje vstup. Frekvence
signálu RFD je závislá na hodnot¥ takt· na d¥lení (Clocks per Division). Ve zvolené d¥li£ce
je tato hodnota rovna 1 a RFD je konstantn¥ v jedni£ce. Data se vzorkují kaºdým taktem
a £innost d¥li£ky je tedy pln¥ pipelinovaná [19]. Z pinu FRACTIONAL vystupuje zbytek
po celo£íselném d¥lení.
5.2.3 Pam¥ti
V algoritmu se vyskytují t°i celky hodnot, které musíme mít uloºeny v návrhu: konstanty
pro výpo£et Jenkinsovy ha²ovací funkce, vstupní mnoºina délek a klí£·, a hodnoty v g[ ].
Konstanty pro výpo£et Jenkinsovy ha²ovací funkce m·ºeme uskladnit ve sdílené pam¥ti,
jelikoº se jedná o malé mnoºství dat (sedm 32-bitových konstant).
Pro klí£e s délkami a hodnoty v poli g[ ] je vhodná v¥t²í pam¥´, proto byla zvolena
jednoportová bloková RAM. Vytvo°ením v CORE Generatoru je zaji²t¥no její umíst¥ní do
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Obrázek 5.4: Jednoportová block RAM a její piny [18]
fyzických pam¥´ových blok· v FPGA. Pomocí tzv. COE souboru jsme schopni tuto pam¥´
inicializovat pot°ebnými hodnotami.
Do CLKA vstupuje hodinový signál. Vstupní port ENA je napojen na signál povolující
zápis do pam¥ti. Jednoportová RAM umoº¬uje £tení a zápis p°es jediný port, jak je vid¥t na






Ve²keré hodnoty pouºité p°i výpo£tu jsou uloºeny p°ímo na £ipu. Na za£átku, resp. vºdy
po stisku tla£ítka start na desce, prob¥hne napln¥ní pot°ebných pam¥´ových struktur, coº
°ídí konﬁgura£ní jednotka.
Konstanty pouºité ve výpo£tu Jenkinsovy ha²ovací funkce jsou uloºeny v malé pam¥ti
32-bitových hodnot. Její inicializace se provede s resetem jednotky.
Konﬁgura£ní jednotka obsahuje £íta£ zvy²ující hodnotu adresy aº do chvíle, kdy je ulo-
ºena poslední konstanta. Adresy putují do adresového dekodéru. Dekodér má na základ¥
jednotlivých adres za úkol nasm¥rovat konstanty do správných registr·.
6.1.1 Napln¥ní blokových RAM
V jednotce se nacházejí dv¥ blokové pam¥ti, které uchovávají mnoºinu klí£· s délkami a kon-
stanty pole g[ ] pro výpo£et Jenkinsovy ha²ovací funkce. í°ku blokové pam¥ti volíme s ohle-
dem na ²í°ku vstupní sb¥rnice jednotky. Jelikoº jednotka zpracovává °et¥zce po 12 znacích,
byla první ur£ena na 96 bit·. Konstanty jsou uloºeny na 32 bitech.
Inicializace obou pam¥tí je realizována jiº p°i jejich vytvo°ení nástrojem CORE Gene-
rator. D¥je se tak na základ¥ d°íve zmín¥ného COE souboru. Je to textový soubor, kde
na za£átku zvolíme £íselný základ uvedených hodnot a dále následují hodnoty odd¥lené
mezerami. P°íklad zápisu p¥ti 96-bitových hodnot v ²estnáctkové soustav¥:
memory_initialization_radix = 16 ;
memory_initialization_vector = 18 313233343536373839303132
333435363738393031323334 3 616263000000000000000000
Tento p°íklad také ilustruje formát uloºení délek a klí£·. Jako první vy£ítáme délku klí£e,
na jejímº základ¥ pak vstupuje do jednotky i p°íslu²ný po£et 96-bitových °et¥zc·. Hodnoty
pole g[ ] jsou uloºeny standardn¥ za sebou.
Generátor jedine£ných klí£·
V jazyce Python byl vytvo°en skript, který generuje náhodné a r·zn¥ dlouhé posloupnosti
jedine£ných °et¥zc·. Obsahuje t°ídu, která na základ¥ vstupních parametr· (minimální po£et
znak·, maximální po£et znak· a velikost posloupnosti znak·) °et¥zce vygeneruje a uloºí je
ve dvou formátech - pro COE soubor a pro napln¥ní pole v jazyce C.
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Pomocí tohoto nástroje byla vytvá°ena testovací data pro jednotku. Klí£e byly zadány
na vstup programu v jazyce C zaloºeném na knihovn¥ CMPH. Výpisy knihovních funkcí
nám dají k dispozici konstanty vytvo°ené ha²ovací funkce. Tyto spolu s klí£i uloºíme do
pam¥´ových struktur popsaných vý²e a m·ºeme provést výpo£et ha²ovací funkce.
6.2 ídicí jednotka
Samotný výpo£et se spustí v moment¥, kdy byla dokon£ena po£áte£ní konﬁgurace. Délky
klí£· a klí£e vstupují do výpo£tu po 96-bitech °ízeny FSM, jehoº diagram je na obrázku 6.1.
Pozn.: V diagramech se pro jednoduchost pouºívají zkrácené zápisy. Podmínka if START
znamená, ºe se p°echod provede, pokud je signál START aktivní. Je-li u p°echodu zapsán
jeden z vnit°ních signál· (EN, ...), zna£í to jeho nastavení do jedni£ky. Nezmi¬ované signály
se nachází automaticky ve stavu nula.







Obrázek 6.1: FSM °ídicí posílání klí£· a jejich délek















Obrázek 6.2: Jednotka posílající data do výpo£tu FCH
Resetem se FSM dostává do stavu IDLE, ve kterém setrvává aº do stisku tla£ítka start.
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Tím p°echází do stavu first, odkud pokra£uje do L0 nastavujíc EN. EN v jedni£ce zp·sobí
zvý²ení hodnoty adresy a £tení obsahu pam¥ti na této adrese. Následuje p°echod do L1
a aktivace LOAD. Signál LOAD dává impuls k nahrání nové délky z pam¥ti, která leºí v tento
moment na na aktuální adrese. Na jejím základ¥ se ur£í, kolik takt· bude jednotka £ekat
do £tení dal²í hodnoty.
Pokud je délka men²í nebo rovna 12, °et¥zec je jednotkou FCH zpracován b¥hem t°í
takt·, a proto se FSM dostává do stavu L21. Z L21 pokra£uje op¥t do first spolu s nasta-
vením EN do jedni£ky, £ímº se z pam¥ti vy£te dal²í hodnota. Tentokrát se jedná jiº o °et¥zec.
V p°ípad¥, ºe délka p°esahuje 12 znak·, je zapot°ebí prodlouºit latenci o jeden takt.
Jednotka FCH totiº u klí£· del²ích neº 12 znak· provádí mixovací operace nad £ástí °et¥zce
a následn¥ p°idává tento stav k nov¥ p°íchozí £ásti. Tento proces trvá 4 takty. Uskute£ní
se tedy p°esun do stavu L22. V dal²ím taktu se jde do L32, odtud se zm¥nou EN do L42
a zp¥t do L1. Posledním p°echodem se provede aktivace signálu EN2, který zp·sobí ode£tení
hodnoty 12 od aktuální délky. V L1 se podle ní op¥t rozhoduje, kterým sm¥rem se vydat.
6.3 Jenkinsova ha²ovací funkce
Jednotka pro výpo£et Jenkinsovy ha²ovací funkce se skládá z n¥kolika díl£ích komponent,
které lze vid¥t na obrázku 6.3.
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Obrázek 6.3: Blokové schéma Jenkinsovy ha²ovací funkce
Komponenty, které zde vytvá°ejí latenci, jsou mix 1, mix 2 a registry pro uloºení stavu
funkce. Oba mixovací bloky mají zpoºd¥ní 3 takty, registr klasicky jeden hodinový takt.
Pokud má funkce na vstupu klí£ o délce do 12 znak·, a není tedy t°eba kombinovat
ºádnou jeho dal²í £ást s vnit°ním stavem, výsledek vystupuje za 6 takt·. Je-li klí£ del²í,
dochází ke kombinování stavu uloºeného v registrech a reg, b reg a c reg s dal²í £ástí
°et¥zce. To znamená, ºe na kaºdých 1-12 znak· nad délku 12 pot°ebuje jednotka o takt
navíc. Nap°. latence Jenkinsovy funkce ha²ující p¥tadvaceti-znakový klí£ by byla 4 + 4 + 3
takty (zpracování 12-12-1 znak·).
Mixovací bloky provád¥jí nad £ástmi °et¥zc· od£ítání a operace XOR. První mixování
probíhá pouze tehdy, je-li aktivní signál DOZEN. V opa£ném p°ípad¥ hodnoty projdou blokem
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beze zm¥ny se stejným zpoºd¥ním. Blok mix 2 mixuje nep°etrºit¥.
6.4 Jednotka mihx
Výstup Jenkinsovy ha²ovací funkce je p°iveden do komponenty mixh, která jej transformuje
na £íslo ko²e. Na vstupu má konstanty P1, P2, B a nkeys. Funkcionalitu jednotky popisuje
následující kód v jazyce C:
h11 = h10 % nkeys ;
i f ( h11 < P1 ) {
h11 %= P2 ; /* h13 */
} e l s e {
h11 %= B ; /* h12 */
i f ( h11 < P2 ) {
h11 += P2 ;
}
}


















Obrázek 6.4: Schéma komponenty mixh10h11h12
Výstup Jenkinsovy funkce, h10, vstupuje do bloku mod 1. Zbytek po jeho vyd¥lení po-
£tem klí£· se objeví na výstupu jako h11. Ten pokra£uje do t°í paralelních v¥tví. Spodní
v¥tev provede pouze celo£íselné d¥lení konstantou P2. Vrchní vyd¥lí vstup konstantou B
a výsledek se dostává op¥t do dvou v¥tví vedle sebe. V jedné se p°i£te konstanta P2, druhá
drºí hodnotu beze zm¥ny. Rozhodovací multiplexor podle hodnoty P2 ur£í, výsledek které
z v¥tví se objeví na výstupu jakoºto hodnota h12. Stejné porovnávání probíhá na konci na
základ¥ h11 a konstanty P1. Platí-li h11 < P1, bude na výstupu komponenty mixh výsledek
spodní v¥tve, v opa£ném p°ípad¥ výsledek v¥tve vrchní. Výsledkem je £íslo ko²e, které dále
adresuje hodnotu v blokové pam¥ti.
6.5 Ur£ení výsledku na výstupu
Latence výsledk· je závislá na délce vstupního klí£e. Zpoºd¥ní prvního výsledku je dáno
sou£tem latencí za sebou spojených komponent.
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Pro klí£ o délce do 12 znak· je zpoºd¥ní nejniº²í. Jenkinsova ha²ovací funkce vystaví
výsledek za 6 takt·. Jednotka mixh obsahuje dv¥ d¥li£ky a za kaºdou z nich registr, tzn.
2 ·34+2 takt·. P°ístup do blokové pam¥ti probíhá v jednom taktu, následuje registr, d¥li£ka
a poslední registr. Celková latence tedy £iní 113 takt·. Je-li na vstupu klí£ del²í neº 12 znak·,
nar·stá zpoºd¥ní v Jenkinsov¥ ha²ovací funkci.
Krom¥ výsledku pot°ebujeme také získat informaci o tom, kdy jsou výsledky platné.
Jednotka, která toto zaji²´uje, se skládá z FSM (na obrázku 6.5), a £íta£e. Výstupem jsou
signály LAST a DOZEN. LAST na základ¥ délky vstupujícího klí£e ur£uje moment, kdy je na
výstupu jeho výsledný ha². DOZEN povoluje první mixovací operaci v Jenkinsov¥ ha²ovací














if ACTLEN=0 and LENWR='0'
if ACTLEN=0 or ACTLEN=12    DOZEN
Obrázek 6.5: FSM °ídicí signály dozen a datavalid
íta£ je s kaºdým zápisem délky inicializován na hodnotu délky klí£e. Pokud je jeho
povolovací signál EN aktivní, provede ode£tení hodnoty 12 a na výstupu se objeví aktuální
délka, ACTLEN. FSM podle této hodnoty provádí jednotlivé p°echody.
Na za£átku se automat nachází ve stavu IDLE, a to do doby, neº p°ijde signál LENWR,
který indikuje zápis délky klí£e. V ten moment prob¥hne p°echod do stavu first. Pokud
je aktuální délka men²í neº 12, a klí£ má tedy maximáln¥ 11 znak·, p°echází se do stavu
M1 a v dal²ím taktu do M2. Po p°echodu z M2 je aktivní signal LAST a nacházíme se op¥t ve
stavu first.
Klí£e del²í neº 11 znak· p°echázejí z first do stavu M6. Signál DOZEN je aktivní. P°e-
chodem do M7 DOZEN drºí v jedni£ce a nastaví se také signál EN. Pokud je ve stavu M7
aktuální délka rovna nule nebo hodnot¥ 12, p°echází se op¥t do stavu first. V opa£ném
p°ípad¥ se jedná o °et¥zec del²í neº 12 znak· a je zapot°ebí realizovat o jeden takt zpoºd¥ní
více. P°echází se proto do stavu M8 a signál DOZEN stále drºíme v aktivní hladin¥. Následuje




V této kapitole jsou p°edloºeny dosaºené výsledky a výstupy experiment·.
P°i syntéze a implementaci jsme v Xilinx ISE zm¥°ili spot°ebu zdroj· jednotky a n¥které
její £ásti. Dále bylo provedeno n¥kolik experiment· zam¥°ených na frekvenci celé jednotky
a díl£ích komponent.
7.1 Ukázka práce jednotky
Obrázek 7.1 zachycuje po£áte£ní konﬁguraci jednotky. S kaºdým hodinovým taktem a aktiv-
ním signálem EN se zvy²uje adresa, která vstupuje do adresového dekodéru (dekoder - I ). Na
obrázku m·ºete dále vid¥t výstup dekodéru (dekoder - O) a mod°e ozna£ená konﬁgura£ní
data.
Obrázek 7.1: ModelSim: nastavení konﬁgurace
Obrázek 7.2 ukazuje za£átek a konec výpo£tu pro 20 klí£·. Zápis první délky klí£e je
vyzna£en modrým táhlem X. První výsledek ukazuje zelené O. P°iblíºený vý°ez následuje
na dal²ím obrázku 7.3. Za pov²imnutí stojí p°edev²ím latence výpo£tu a zpoºd¥ní mezi






Obrázek 7.2: ChipScope - vstupy a výstupy výpo£tu FCH
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Obrázek 7.3: ChipScope - £ást vstup· a první výsledek výpo£tu
7.2 Spot°eba zdroj·
Z detailního výpisu programu Map zjistíme vyuºití jednotlivých zdroj· FPGA. Pro kom-
pletní jednotku jsou výsledky v tabulce 7.1.
Zdroj Vyuºito Celkem
Slice Registr 4 606 301 440




Tabulka 7.1: Spot°eba zdroj· celé jednotky ve Virtex-6
Obsazení zdroj· jednotlivými komponentami ukazuje následující tabulka 7.2. Z tohoto
pohledu jsou významnými £ástmi zejména samostatná komponenta pro výpo£et FCH, blok
Jenkinsovy ha²ovací funkce a d¥li£ka. Sloupec Po£et ur£uje, kolikrát je komponenta umíst¥na
v jednotce. V ostatních sloupcích se nachází po£et zabraných zdroj· pro jednu konkrétní
komponentu.
Komponenta Po£et Slices Slice registry LUT
FCH 1 2354 4337 5552
Jenkinsova funkce 2 628 650 1866
D¥li£ka 5 166 485 278
Tabulka 7.2: Spot°eba zdroj· komponent
Celkov¥ je jednotkou FCH vyuºito 5552 LUT, z nichº 1866 vyuºívá Jenkinsova ha²o-
vací funkce, která se v návrhu nachází celkem dvakrát. Na jednu d¥li£ku p°ipadá 485 slice
registr·. V²ech p¥t d¥li£ek v návrhu tak zabírá 2425 slice registr·, coº £iní 56% celkov¥
spot°ebovaných na FCH jednotku.
7.3 Frekvence návrhu
P°estoºe byl design testován na frekvenci 33 MHz, p°edpokládá se nasazení v designech
s v¥t²í opera£ní frekvencí, a proto byla snaha o její maximální zvý²ení. Cílem bylo dosáhnout
frekvence alespo¬ 100 MHz.
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7.3.1 Pipelining
Vy²²í rychlosti jednotky m·ºeme dosáhnout tzv. pipelinováním (pipelining) ve fázi návrhu.
Je to technika zvy²ování frekvence tím zp·sobem, ºe vkládáme registry do kritické cesty.
Kritická cesta p°edstavuje úsek s vysokým výpo£etním £asem, a ur£uje tak nejvy²²í moºnou
frekvenci jednotky. Rozd¥lením takového úseku registrem získáme dv¥ odd¥lené a mén¥
£asov¥ náro£né £ásti obvodu za cenu zvý²ení latence výpo£tu.
7.3.2 Constraints a retiming
S jednotkou jsme provedli p¥t experiment· s r·znými £asovými omezeními (constraints)
periody hodinového signálu: 10 ns, 8 ns, 7 ns, 6 ns a 5 ns, jejichº výsledky jsou p°edloºeny
v tabulce 7.3.
£. constraint minimum T [ns] f [MHz]
1. 10 ns 8.82 113
2. 8 ns 7.98 125
3. 7 ns 6.96 144
4. 6 ns 7.02 142
5. 5 ns 7.04 142
Tabulka 7.3: Rychlost jednotky pro zvolený constraint
Významnou roli zde hraje retiming procesu Map, který byl pouºit u experimentu £.
3. Pokud je tato funkce aktivována, umoºní automatické p°esouvání registr· v pipeline za
ú£elem dosaºení maximální frekvence výpo£tu beze zm¥ny chování obvodu. P°esné umíst¥ní
registru proto nemá aº takový vliv. Retiming p°ibliºuje obrázek 7.4, kde do²lo k p°esunu
registru mezi zelený a £ervený výpo£et.
výpočet výpočet výpočet
R R R R
Retiming
Obrázek 7.4: Retiming v procesu Map
Z report· jsme získali informaci o kritické cest¥ jednotky. Ta byla ur£ena od registru
p°ed Jenkinsovou ha²ovací funkcí do její první mixovací operace. Pokusili jsme se tuto cestu
zkrátit vloºením jednoho a poté dvou registr·. Experiment byl proveden nejd°íve bez reti-
mingu a poté s retimingem. Výsledky v tabulce 7.4 ukazují, ºe nastavením retimingu m·ºeme
v na²em návrhu dosáhnout frekvence aº 191 MHz.
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Po£et registr·
bez retimingu s retimingem
T [ns] f [MHz] T [ns] f [MHz]
základ 6.46 155 6.27 159
+ 1 6.41 156 6.16 162
+ 2 6.00 167 5.23 191
Tabulka 7.4: Zm¥na rychlosti jednotky pipelinováním
7.3.3 D¥li£ky
Víme, ºe d¥li£ky jsou velmi komplexní komponenty. Zajímala nás p°esná £ísla, a proto jsme
v tomto experimentu zm¥°ili jejich frekvenci. Nejprve byla provedena implementace d¥li£ky
s 32-bitovou ²í°kou operand·. Proces Map splnil omezení periody nastavené na 5 ns i 3 ns.
Proces jsme opakovali se stejnými omezeními pro d¥li£ku se 16-bitovými operandy. Oproti
p°ede²lé dosáhla zhruba t°etinového zrychlení. Nam¥°ené hodnoty vidíte v tabulce 7.5. í°ka
v bitech se týká obou vstupních operand·.







Tabulka 7.5: Frekvence a vyuºití zdroj· d¥li£ek dle zadaného omezení periody
Z výsledk· je z°ejmé, ºe z hlediska frekvence nejsou d¥li£ky slabým místem návrhu. Jejich




Cílem práce bylo implementovat algoritmus ekvivalentní k softwarovému °e²ení vybrané
metody. Implementovaná jednotka tento cíl spl¬uje. Provádí ha²ování klí£· s prakticky neo-
mezeným po£tem znak·. Byl implementován také testovací design, který generuje klí£e pro
perfektní ha²ovací funkci. Po£et klí£· je omezen pam¥tí testovací komponenty a ve výpo£tu
FCH pam¥tí pro pole g [ ]. Bylo dosaºeno pracovní frekvence 144 MHz, kterou lze dal²ím
pipelinováním návrhu zvý²it aº na 191 MHz.
Z m¥°ení obsazeného mnoºství zdroj· vyplynulo, ºe jednotka zabírá 1.5% slice registr·
a 4% LUT dostupných na £ipu Virtex-6 LX240T. V¥t²inový podíl (53%) na spot°eb¥ slice
registr· mají d¥li£ky, které se vyskytují v návrhu na p¥ti místech. 28% vyuºitých slice
registr· p°ipadá dva bloky Jenkinsovy ha²ovací funkce. Z hlediska LUT vychází 20% na
d¥li£ky a 55% na Jenkinsovo ha²ování.
Moºné pokra£ování práce v budoucnu by se m¥lo ubírat sm¥rem optimalizace pro hard-
ware. To znamená p°edev²ím sníºit latenci a vyuºití zdroj· ha²ovací operace modulo. Vý-
sledky m¥°ení parametr· d¥li£ek mohou být podkladem pro zrychlení výpo£tu jednotky.
Jednou z moºností je zváºit výpo£et ha²e na 16 bitech a pouºít d¥li£ku s niº²í latencí.
Dal²ím východiskem je úplné odstran¥ní ha²ovací operace modulo a její nahrazení jiným,
výpo£etn¥ levn¥j²ím ha²ováním. Oba postupy by vyºadovaly zásah do knihovní funkce FCH
a následnou veriﬁkaci metody s touto zm¥nou.
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typede f unsigned long i n t ub4 ;
typede f unsigned char ub1 ;
#de f i n e mix (a , b , c ) \
{ \
a −= b ; a −= c ; a ^= (c>>13) ; \
b −= c ; b −= a ; b ^= (a<<8) ; \
c −= a ; c −= b ; c ^= (b>>13) ; \
a −= b ; a −= c ; a ^= (c>>12) ; \
b −= c ; b −= a ; b ^= (a<<16) ; \
c −= a ; c −= b ; c ^= (b>>5) ; \
a −= b ; a −= c ; a ^= (c>>3) ; \
b −= c ; b −= a ; b ^= (a<<10) ; \
c −= a ; c −= b ; c ^= (b>>15) ; \
}
ub4 hash ( k , length , initval )
r e g i s t e r ub1 *k ; /* k l í £ */
r e g i s t e r ub4 length , ; /* délka k l í £ e */
r e g i s t e r ub4 initval ; /* p°edchoz í ha² nebo náhodná hodnota */
{
r e g i s t e r ub4 a , b , c , len ;
len = length ;
a = b = 0x9e3779b9 ; /* golden r a t i o ; náhodná hodnota */
c = initval ; /* hodnota p°edchoz ího ha²e */
/*−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− zpracování v¥ t ² i ny k l í £ e */
whi l e ( len >= 12) {
a += ( k [ 0 ] +((ub4 ) k [1]<<8) +((ub4 ) k [2]<<16) +((ub4 ) k [3]<<24) ) ;
b += ( k [ 4 ] +((ub4 ) k [5]<<8) +((ub4 ) k [6]<<16) +((ub4 ) k [7]<<24) ) ;
c += ( k [ 8 ] +((ub4 ) k [9]<<8) +((ub4 ) k [10]<<16)+((ub4 ) k [11]<<24) ) ;
mix (a , b , c ) ;
k += 12 ; len −= 12 ;
}
/*−−−−−−−−−−−−−−−−−−−−−−−−−−−−− zpracování pos l edn í ch 11 byt· k l í £ e */
c += length ;
switch ( len ) {
case 11 : c+=((ub4 ) k [10]<<24) ;
case 10 : c+=((ub4 ) k [9]<<16) ;
case 9 : c+=((ub4 ) k [8]<<8) ;
/* první byte c j e vyhrazen pro délku */
case 8 : b+=((ub4 ) k [7]<<24) ;
case 7 : b+=((ub4 ) k [6]<<16) ;
case 6 : b+=((ub4 ) k [5]<<8) ;
case 5 : b+=k [ 4 ] ;
case 4 : a+=((ub4 ) k [3]<<24) ;
case 3 : a+=((ub4 ) k [2]<<16) ;
case 2 : a+=((ub4 ) k [1]<<8) ;
case 1 : a+=k [ 0 ] ;
/* case 0 : n i c se n e p ° i £ í t á */
}
mix (a , b , c ) ;
r e turn c ;
}
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