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We consider a coarse-grained (CG) model with pairwise interactions, suitable to describe low-
density solutions of star-branched polymers of functionality f . Each macromolecule is represented
by a CG molecule with (f + 1) interaction sites, which captures the star topology. Potentials are
obtained by requiring the CG model to reproduce a set of distribution functions computed in the
microscopic model in the zero-density limit. Explicit results are given for f = 6, 12 and 40. We
use the CG model to compute the osmotic equation of state of the solution for concentrations c
such that Φp = c/c
∗
∼
< 1, where c∗ is the overlap concentration. We also investigate in detail
the phase diagram for f = 40, identifying the boundaries of the solid intermediate phase. Finally,
we investigate how the polymer size changes with c. For Φp
∼
< 0.3 polymers become harder as f
increases at fixed reduced concentration c/c∗. On the other hand, for Φp
∼
> 0.3, polymers show the
opposite behavior: At fixed Φp, the larger the value of f , the larger their size reduction is.
I. INTRODUCTION
Soft materials are at present the object of very ac-
tive research, because of their peculiar physico-chemical
properties and for their technological applications. In
particular, star polymers have attracted a considerable
interest,1,2 as their thermodynamic and rheological be-
havior can be tuned by varying their functionalities (i.e.,
the number of their arms), thereby interpolating between
the behavior observed using linear polymers and that ap-
propriate for hard colloids.
Star-branched molecules of functionality f are ob-
tained by tethering f polymer chains to a central core.
Their structure in very dilute solutions in which one can
neglect polymer-polymer interactions is very well under-
stood, both at a qualitative and quantitative level, at
least when the number L of monomers per arm is large.
For large f and L, the behavior of star polymers is often
modelled by using the Daoud-Cotton model.3,4 The scal-
ing predictions of this model are confirmed by numerical
simulations, although they appear to be quantitatively
valid only for f ≫ 100.5–9 At finite density, the thermo-
dynamic behavior of dilute and semidilute solutions of
these macromolecules is well established from a qualita-
tive point of view. Scaling arguments and approximate
calculations predict a qualitative change of the phase di-
agram as f increases.10–16 For f less than a critical value
fc, star polymers behave as linear chains. As the density
increases, polymers simply overlap, so that the behav-
ior is qualitatively analogous to that of linear polymers.
On the other hand, for f > fc, a solid phase appears,
separating two distinct (one dilute and one dense) fluid
phases. At a quantitative level, however, much less is
known in the universal, large-L regime. Numerical sim-
ulations, which are at present the only method that pro-
vides accurate results, are quite hard. First, it is difficult
to devise efficient algorithms for these finite-density sys-
tems and therefore simulations are very slow. Second,
finite-length corrections increase quite rapidly with the
functionality f for fixed L.9 Therefore, even when using
optimal models, tuned to minimize this type of correc-
tions, one still needs L ∼> 102-103 to obtain results in the
universal (model-independent) regime. Therefore, even
for relatively small functionalities, say f ≈ 10, one ends
up with prohibitively large molecules.
Since we are only interested in thermodynamical and
large-scale properties of the system, a numerically afford-
able method to overcome the above-mentioned difficulties
consists in using coarse-grained (CG) models, in which
most of the internal degrees of freedom of the polymer are
treated implicitly, projecting the reference system onto a
set of CG molecules with a limited number of interaction
sites (we call them blobs). Several different CG strate-
gies have been proposed in the literature:17–24 structure-
based method, energy-based method, force-matching and
relative-entropy approaches, just to mention the most
popular ones. In this work we consider a CG model with
effective pairwise interactions, which are obtained by us-
ing the structure-based route.17,21,25–31 The potentials
are obtained by requiring the CG model to reproduce a
set of full-monomer (i.e., computed in the microscopic
model) target distribution functions determined in the
limit of zero density. As one needs to simulate only a
small number of polymers to compute the target distribu-
tions, one can consider large molecules, thereby working
in the large degree-of-polymerization, universal regime.
The simplest CG approach consists in replacing the
whole polymer with a monoatomic molecule, obtaining
2the so-called single-blob (SB) model. The effective in-
teractions for this simple representation have been either
postulated by using phenomenological arguments12,32 or
obtained by accurate numerical simulations.7 These mod-
els provide the correct qualitative picture,12–14,16 but are
not meant to provide quantitatively accurate predictions
unless the system is in the dilute regime, i.e., only for
Φp ≪ 1, where Φp = 43πρpRˆ3g (ρp = Np/V , Np is the
number of star polymers in a box of size V , and Rˆg is the
average zero-density radius of gyration) is the polymer
volume fraction. In this work we study the simplest gen-
eralization of the SB model that captures the star topol-
ogy. Each star polymer is replaced by a CGmolecule with
(f+1) blobs, see Fig. 1: one of them represents the center
of the star, while the other f blobs are associated with
the arms. It is important to derive the limits of validity of
this multiblob (MB) model. In Ref. 28 it was shown that
a multiblob model for linear polymers with n effective
sites is accurate up to Φp ∼< n3ν−1 (ν ≈ 0.588 is the usual
Flory exponent), a result that was confirmed by the sim-
ulations of Refs. 30,33. This argument should be applied
with care to our star-polymer system. Although we take
(f+1) sites to describe each star polymer, due to its geo-
metrical construction, the level of resolution of our model
is not higher than that of a trimer representation, thus we
should take n = 3 in the general expression. Therefore,
we expect accurate results only up to Φp ∼< 33ν−1 ≈ 2.4.
For this reason, we investigate the thermodynamic be-
havior up to Φp ≈ 2. This is not a serious limitation,
as most of the interesting phenomena—for instance, the
fluid-solid transition for large functionalities—occur for
much lower densities, i.e., for Φp ∼< 1.0.
In this work we consider f = 6, f = 12, and f = 40.
For the two lowest values of f the behavior should be
qualitatively similar to that observed for linear chains,
while for f = 40 we expect a significantly different behav-
ior, with the presence of ordering fluid-solid transitions.
The paper is organized as follows. In Sec. II we dis-
cuss the CG representation. In Sec. II A we give the
definitions and present the general strategy, which fol-
lows closely what has been done for linear polymers in
Ref. 30. Then, we present our results for the target distri-
bution functions in Sec. II B. In Sec. III we compute the
effective interactions for the CG model. In Sec. B 5 we
use the model to investigate the thermodynamic behav-
ior. In Sec. V we focus on the location of the fluid-solid
transitions (more details are reported in the supplemen-
tary material) and give preliminary results for the stable
crystal structures. In Sec. VI we discuss how the poly-
mer size changes at finite density. Finally, in Sec. VII
we draw our conclusions. In the Appendix we give some
details on the inversion precedure used to determine the
intermolecular potentials.
FIG. 1: Schematic representation of a star polymer with f
arms: the polymer is divided into (f + 1) subunits (blobs),
one for the center and one for each arm.
II. THE COARSE-GRAINED
REPRESENTATION
A. Definitions and general strategy
In this section we define the CG model, following the
same strategy used for linear polymers in Ref. 30 and
recently reviewed in Ref. 31. The simplest model that
captures the star topology is obtained by replacing the
polymer with a CG molecule made of (f + 1) atoms (we
call them blobs): one of them represents the center of
the star, while the other f blobs are associated with the
arms, see Fig. 1.
To be specific we consider a star polymer with f arms
and L monomers per arm. We label each arm with a
Greek index α, α = 1, . . . , f , and the monomer positions
with rα,i, i = 1, . . . , L−1. The central monomer position
is r0. To each star, we associate a CG representation
{R0,R1, . . . ,Rf}, where
R0 =
1
mf
(
fr0 +
f∑
α=1
m−1∑
i=1
rα,i
)
,
Rα =
1
mf
L−1∑
i=m
rα,i, (1)
are the centers of mass of the central blob and of the blobs
associated with the arms, respectively, andm = L/(f+1)
[L is assumed to be a multiple of (f + 1)]. Note that,
for convenience, we have given a weight f to the core
monomer. As discussed in Ref. 6, this is irrelevant in
the large-L limit. For this representation, we define a set
of intramolecular and intermolecular distribution func-
tions that are used as targets for the CG model. First,
we consider the adimensional intramolecular distribution
functions
Pαβ(b) = Rˆg〈δ(|Rα −Rβ | − r)〉, (2)
3where Rˆg is the zero-density radius of gyration (here and
in the following we will use a hat to indicate that a given
quantity is computed at zero density) and the average is
over all conformations of a single isolated star. In the
large-L limit these quantities are functions of the ratio
b = r/Rˆg and are universal, in the sense that they do
not depend on the microscopic polymer model. We also
consider the distribution of the angle between two arms
(1 ≤ α, β ≤ f)
Pth,αβ(cos θ) =
〈
δ
(
(Rα −R0) · (Rβ −R0)
|Rα −R0||Rβ −R0| − cos θ
)〉
.
(3)
Finally, we consider the intermolecular blob-blob poten-
tials of mean force
βWαβ(b) = − ln〈e−βUinter〉
R
(1)
α =0,R
(2)
β
=r
, (4)
where Uinter is the intermolecular potential energy, and
the average is over all configurations of pairs of noninter-
acting star polymers such that blob α of the first poly-
mer is in the origin (R
(1)
α = 0), and blob β of the second
polymer is located in any point at a distance r from the
origin.
In the CG model the basic object is a polyatomic
molecule with (f + 1) atoms located in R0, . . . ,Rf . All
length scales are expressed in terms of Rˆg, hence poten-
tials and distribution functions depend on the adimen-
sional combination b = R/Rˆg. In an exact CG procedure
the intramolecular potential is a function of the coordi-
nates of all atoms. As in our previous work on linear
polymers,30 we perform a drastic simplification. We only
consider potentials that depend on a single scalar variable
and, moreover, we neglect all interactions that involve
more than three blobs. In spite of these simplifications,
we expect this parametrization of the intramolecular in-
teractions to provide reasonably accurate results. In the
case of linear polymers, we observed the appearance of
a well-defined hierarchy among the n-body interactions:
V2−body ≫ V3−body ≫ V4−body . . . We expect (and we
will provide evidence below) the same here, so that the
neglect of all n-body interactions with n ≥ 4 should have
a limited impact on the accuracy of the model. Guided
by the parametrization of the intramolecular interactions
used for linear polymers,30 we write the intramolecular
potential energy as, see Fig. 2,
U intra =
∑
1≤α<β≤f
Vaa(bαβ) +
∑
1≤α≤f
Vca(b0α)
+
∑
1≤α<β≤f
Vth(cos θαβ), (5)
where bαβ = |Rα−Rβ |/Rˆg, and θαβ is the angle between
Rα−R0 andRβ−R0. The three independent (arm-arm,
center-arm, and angular) intramolecular potentials are
determined by requiring the adimensional distributions
Pαβ and Pth,αβ to be identical in the polymer microscopic
FIG. 2: Top: Intramolecular interactions; we consider poten-
tials depending on the center-arm (blue line) and arm-arm
distance (red line), and on the arm-arm angle (black line).
Bottom: Intermolecular interactions: we consider pair poten-
tials depending on the center-arm (blue line), arm-arm (red
line), and center-center (black line) distance.
model and in the CG model.
In the case of the intermolecular interactions, we only
consider blob-blob pair potentials. Again this choice is
motivated by feasibility and justified by our previous
work on linear polymers and polymer-colloid mixtures.31
In all cases, this simple parametrization provided accu-
rate results. For the CG model of star polymers, we must
introduce three different pair interactions, as we must dis-
tinguish the central blob from those associated with the
arms. Therefore, the intermolecular potential energy for
two CG star polymers is written as, see Fig. 2:
U inter =
f∑
α,β=1
V˜aa(bαβ) +
f∑
α=1
[V˜ca(b0α) + V˜ca(bα0)] + V˜cc(b00), (6)
where bαβ = |R(1)α − R(2)β |/Rˆg, and {R(1)α }, {R(2)α } are
the coordinates of the blobs belonging to the two poly-
mers. The three independent (arm-arm, center-arm, and
center-center) potentials are determined so as to repro-
duce the potentials of mean force (4) in the full-monomer
model.
B. Determination of the full-monomer
distributions
To compute the distributions (2) and (3), and the po-
tentials of mean force (4), we perform Monte Carlo sim-
ulations of the lattice Domb-Joyce model34 at a particu-
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FIG. 3: Intramolecular distribution functions for f = 6 and
40. Top: arm-arm (a-a) and center-arm (c-a) distance distri-
butions as a function of b = r/Rˆg. Bottom: angle distribu-
tions as a function of cos θ.
lar value of the repulsion parameter that guarantees the
absence of the leading large-L corrections35,36 (see the
supplementary material for details). Such a model, that
we already used in Ref. 9, is particularly convenient, as
it allows us to simulate very large systems and to ob-
tain asymptotic large-L results with good accuracy. Al-
though in this paper we focus on f = 6, 12, and 40, we
also determine the intramolecular distributions and the
potentials of mean force for f = 18, 24, and 30. We
perform simulations for several values of L, in the range
100 ∼< L ∼< 1000, without observing a significant L de-
pendence within the statistical accuracy. This is clearly
due to the optimality of the model that minimizes the
L-dependent corrections.37 The results we use in the CG
procedure are those corresponding to star polymers with
L ≈ 1000.
In Fig. 3 we report the center-arm distribution Pca(b),
defined as the average of P0α(b) over all arms (α ≥ 1),
and the arm-arm distribution Paa(b), which is the aver-
age of Pαβ(b) over all arm pairs (α, β ≥ 1). The distri-
bution Pca(b) becomes more peaked as f increases, indi-
cating that the radial fluctuations of the arm centers of
mass are suppressed for f → ∞. Instead, the position
of the maximum changes only slightly. If we compute
the average squared distance R2ca between the center of
mass of the central blob (for large f it coincides with
the center of the star) and that of a polymer arm, we
obtain Rca/Rˆg = 0.98, 0.93, 0.91, 0.90 for f = 6, 12, 30,
40, respectively. We can compare these results with the
predictions of the Daoud-Cotton model.3 Let us assume
that each arm is confined in a cone of solid angle 4π/f
with the vertex in the center of the star and that the arm
monomers are distributed with density ρ(r), that only de-
pends on the distance r. For large f we can neglect the
central blob, so that
R2ca =
1
L
∫
r2dr
∫ θ0
0
sin θdθ
∫ 2pi
0
dφρ(r)(r cos θ)2, (7)
with 1 − cos θ0 = 2/f . For large f , this expression be-
comes
R2ca =
4π
Lf
∫
drr4ρ(r) =
1
Lf
∫
d3r r2ρ(r) = Rˆ2g. (8)
This simple argument predicts Rca/Rˆg = 1, which
slightly overestimates the correct result. Clearly, arms
are not confined in a single cone for large f , but are sig-
nificantly intertwined, especially close to the center of the
star. As a result, the arm center of mass is closer to the
center than the Daoud-Cotton picture predicts.
The distribution Paa(b) is not very sensitive to f . It
moves slightly towards smaller values of b as f increases,
probably as a consequence of the fact that the arm cen-
ters of mass are closer to the star center. If we com-
pute the average arm-arm square distance R2aa, we ob-
tain Raa/Rˆg = 1.45, 1, 35, 1.30, 1.29 for f = 6, 12, 30, 40.
This is consistent with Raa =
√
2Rca, which is obtained
by assuming that the arm centers of mass are randomly
distributed on a sphere of radius Rca.
In Fig. 3 we also report the angle distribution
Pth(cos θ). For f = 40 it is approximately equal to 1/2
except for θ ∼< 15◦, which confirms that the arm centers
of mass are distributed randomly around the center for
large f . For θ ≈ 0 the distribution shows a dip. Note,
however, that Pth(cos θ = 1) increases as f increases:
we have Pth(1) ≈ 0.1, 0.15 for f = 6, 40, respectively.
This suggests that, for large values of f , also the dip
for θ ≈ 0 disappears and therefore the distribution be-
comes flat, implying the absence of correlations among
the angular positions of the blobs. This result indicates
that our parametrization of the intramolecular interac-
tions should become increasingly accurate as f increases:
the neglected n-body correlations become irrelevant for
stars of high functionality.
The potentials of mean force (again we average over all
equivalent arms) are reported in Fig. 4. They depend on
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FIG. 4: Potentials of mean force βWaa (arm-arm), βWca
(center-arm), and βWcc (center-center) as a function of b =
r/Rˆg, for star polymers with f = 6 and 12 (top), and with
f = 40 (bottom, label FM). For f = 40 we also report the
potentials of mean force computed in the multiblob (MB)
model, see Sec. III B. They are essentially indistinguishable
from the corresponding full-monomer quantities, confirming
the accuracy of the inversion procedure.
f and show that stars become significantly less penetra-
ble as f increases. For instance, for f = 6 and 12 we have
βWaa(b = 0) = 3.1, 4.7, while βWaa(b) ∼> 10 for f = 40.
As expected, for large values of f , blobs of two different
stars cannot fully overlap: blobs are densely packed, and
therefore, when a blob of one polymer moves closer to a
blob of a second polymer, it feels the strong repulsion of
the close neighboring blobs, which forbids a significant
overlap. This is also confirmed by the fact that, for large
f , βWaa(b) decays slowly with b. For f = 40, if rˆg is the
average radius of gyration of the blob (rˆg ≈ 0.45Rˆg), we
have βWaa(2rˆg/Rˆg) ≈ 4.0: blobs of different polymers
rarely overlap. This is good news for our CG procedure,
which is reliable only if there is little overlap among blobs
of different chains. The range of the potentials of mean
force is approximately 3Rˆg, in agreement with the analy-
sis of the monomer distribution of Ref. 9. However, note
the presence of a longer tail in Waa(b) which decreases
slowly with b. Such tail has a simple geometrical inter-
pretation. Since the center-arm distance is of order of
Rca, we expect contributions to Waa(b) at least up to
4Rca ≈ 4Rˆg (two arms at the opposite sites of the two
interacting stars).
III. DETERMINATION OF THE
COARSE-GRAINED POTENTIALS
A. Intramolecular potentials
The CG multiblob potentials βVca(b), βVaa(b), and
βVth(cos θ) are determined by enforcing the equality of
the intramolecular distribution functions
PFMi (xi) = P
CG
i (xi), (9)
where the superscripts FM and CG refer to the full-
monomer atomistic model and to the coarse-grained
model, respectively, and the distributions Pi, i = 1, 2, 3,
correspond to the three functions Paa, Pca, and Pth de-
fined in the previous Section. For this purpose, we use
the iterative Boltzmann inversion (IBI) method.17,38,39
We set βV CG(0,i)(xi) = − lnPFMi (xi) and then we use an
iterative procedure that generates a sequence of approx-
imations βV CG(n,i)(xi), n = 1, 2, . . .,
βV CG(n+1,i)(xi) = βV
CG
(n,i)(xi)− a ln
(
PFMi (xi)
PCG(n,i)(xi)
)
, (10)
where PCG(n,i)(xi) is the distribution function computed
in the CG model with potentials V CG(n,i)(xi). Here a is a
mixing parameter, which is tuned to optimize the conver-
gence of the iterations. For f = 40, we start with a = 0.2
and decrease it systematically till a = 0.1. Convergence
is achieved after 100 iterations.
The potentials are reported in Fig. 5 for f = 6, 12, and
40. They are normalized so that their minimal value is
zero. We are not able to determine them accurately for
small b (b ∼< 0.2, say), as the corresponding distribution
functions are very small, and therefore not accurate, in
this region. However, for the same reason, the probabil-
ity that two blobs are so close is tiny. Hence, this lack of
accuracy is not relevant in practice. The center-arm po-
tential Vca(b) is repulsive at short distances where blobs
overlap, takes its minimum for b ≈ 0.8, and has a strong
attractive tail at large distances, which is necessary to
bind each arm to the center of the star. It is soft for
f = 6, with Vca(b = 0) ≈ 2.8kBT at full overlap, but it
becomes harder and narrower for f = 40. For this value
of f , we have Vca(b = 0) ∼> 10kBT , confirming the in-
creasing conformational rigidity of the star polymer as
f increases. The arm-arm potential Vaa(b) has a soft,
6-2
 0
 2
 4
 6
 8
 10
 12
 14
 16
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
βV
ca
(b)
b
f=6
f=12
f=40
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
βV
a
a
(b)
b
f=6
f=12
f=40
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
-1 -0.8 -0.6 -0.4 -0.2  0  0.2  0.4  0.6  0.8
βV
th
(co
sθ
)
cosθ
f=6
f=12
f=40
FIG. 5: Intramolecular potentials for f = 6, 12 and 40.
Top: center-arm potential βVca(b); middle: arm-arm poten-
tial βVaa(b); bottom: angular potential βVth(cos θ). All po-
tentials are normalized so that their minimum value is zero.
repulsive core, which increases slightly with f , and an
attractive tail, whose strength decreases as f increases.
The angular potential Vth(cos θ) is repulsive and takes
its maximum for θ = 0, as a consequence of the repul-
sive interaction among different arms. As f increases,
Vth(cos θ = 1) decreases and we expect the potential to
vanish everywhere for large values of f .
In order to assess the accuracy of the inversion proce-
dure, we consider the average radius of gyration Rg,b of
f FM CG
6 0.759 0.760
12 0.772 0.771
40 0.793 0.795
TABLE I: Ratio Rˆ2g,b/Rˆ
2
g for f = 6, 12, and 40, computed in
the full-monomer (FM) and (CG) models, for an isolated star
polymer (zero-density limit). Here Rˆg,b is the zero-density
blob radius of gyration, see Eq. (11) for the definition.
the CG molecule, which should coincide with
R2g,b =
1
2(f + 1)2
〈
f∑
i,j=0
(Ri −Rj)2
〉
(11)
in the CG representation of the polymer. Note that it
does not coincide with the radius of gyration Rg of the
original molecule. The two quantities satisfy the exact
relation30
R2g = R
2
g,b + r
2
g,b, (12)
which also holds for each polymer chain. Here r2g,b is the
average blob radius of gyration
r2g,b =
1
(f + 1)
f∑
α=0
r2g,b,α,
r2g,b,α =
1
2mf
〈
mf∑
j,k=1
(rαj − rαk )2
〉
, (13)
where rαk are the positions of the monomers belonging
to blob α and m = L/(f + 1). In Table I, we report
the ratio Rˆ2g,b/Rˆ
2
g for an isolated polymer (we remind
the reader that a hat indicates that the corresponding
quantity has been determined in the zero-density limit),
comparing full-monomer and multiblob results. Differ-
ences are small, confirming the accuracy of the inver-
sion procedure. From the data reported in Table I, we
can also estimate the average radius of gyration of the
blobs in the zero-density limit. Using Eq. (12), we ob-
tain rˆg/Rˆg = 0.49, 0.48, 0.45 for f = 6, 12, 40. Note that,
in spite of the fact that the star polymer is significantly
more packed and dense as f increases, rˆg changes only
slightly with the number of arms, another indication that
different blobs strongly overlap.
B. Intermolecular interactions
We now compute the three intermolecular potentials,
βV˜ca(b), βV˜aa(b), and βV˜cc(b), requiring the CG model to
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reproduce the full-monomer mean-force potentials, i.e.,
enforcing
βWCGij (b) = βW
FM
ij (b), (14)
where ij = cc, aa, and ca. The determination of the
potentials satisfying this condition is not trivial, and we
have used a different strategy for the low-functionality
stars (f = 6 and 12) and for f = 40. In the first case
we have essentially used the IBI method,17,38,39 while for
large functionalities a different procedure has to be em-
ployed. Details are given in the Appendix.
In all cases we obtain relatively short-range potentials,
which are able to reproduce well the long tails that are
present in the potentials of mean force. This is very rel-
evant for the thermodynamic consistency of the CG ap-
proach, as tails give an important contribution to the
pressure. Therefore, matching the tails is essential to
obtain the correct thermodynamics.
The results for f = 6 and 12 are shown in Fig. 6. It
is important to stress that we are able to compute each
potential only for those values of b for which WFMij (b) is
not too large (in practice we only consider the regions in
which βWFMij (b) ∼< 10). In particular, the center-center
potential is determined only for b ∼> 0.2, 0.8 for f = 6, 12,
respectively. This is not a limitation, however, since the
probability that the centers of the two stars are so close
is always extremely low, see Fig. 4. For both values of f ,
the arm-arm interaction is purely repulsive and soft at
contact: V˜aa(b = 0) ≈ 1.5kBT . It increases only slightly
from f = 6 to f = 12. The center-arm interaction is more
repulsive than the arm-arm interaction, V˜ca(b = 0) ≈
3kBT , 3.5kBT for f = 6 and 12, respectively, but the
two potentials have approximately the same range. The
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FIG. 7: Intermolecular potentials of the multiblob model for
f = 40. We show the arm-arm potential βV˜aa, the center-
arm potential βV˜ca (valid for b
∼
> 1.0), and the center-center
potential βV˜cc (valid for b
∼
> 1.9).
center-center potential is the most repulsive interaction.
Note that the potentials we have determined show the
unexpected feature that V˜cc(b) decreases for small values
of b as f increases. This behavior, however, occurs in the
region in which the f = 12 potential cannot be trusted,
and it is most likely incorrect. More interestingly, the
center-center potential has an attractive tail for r/Rˆg ∼>
1, whose depth increases slightly from f = 6 to f = 12.
The potentials V˜ij(b) for f = 40 are reported in Fig. 7.
They are only relevant where βWij(b) ∼< 10. Therefore,
the center-arm and the center-center potentials cannot be
trusted for distances b ∼< 1 and b ∼< 1.9, respectively. The
potentials reproduce quite accurately the target distribu-
tions. A detailed analysis of the errors, see Appendix,
indicates that V˜aa(b) and V˜ca(b) have an accuracy of 1%.
The center-center potential is less accurate, with an error
of at most 5%.
The arm-arm potential is soft, βV˜aa(b = 0) ≈ 0.9, and
decreases rapidly. For b = 1 we have βV˜aa(b) ≈ 0.062,
which is very close to the value it assumes for f = 6 and
12. This is consistent with the idea that the range of the
potential is of the order of 2rˆg ≈ Rˆg. The center-arm
potential is small and attractive in the relevant region
b ∼> 1. For b = 1, βV˜ca ≈ −0.04, while at the minimum
(located at b ≈ 1.28) we have βV˜ca ≈ −0.13. Finally,
the center-center potential is attractive for b ∼< 2.5—this
also occurs for f = 6 and 12—and then it has a small
repulsive tail.
IV. THERMODYNAMIC BEHAVIOR
In this section, we analyze the thermodynamic and
structural properties of star polymer solutions under
good-solvent conditions, both at zero and finite density.
The results we obtain using the CG multiblob (MB)
8model will then be compared with those obtained us-
ing the SB model, in which stars are represented by
monoatomic molecules interacting by means of pair po-
tentials. We use two different SB representations. First,
we consider the midpoint (MP) representation, in which
we take the center of the star as interaction site (this
is the one mostly considered in SB studies, see, e.g.,
Refs. 12,26). For linear polymers (they can be viewed
as stars with f = 2 arms), it corresponds to taking the
central monomer as interaction site. A second possibility
consists in taking the polymer center of mass (CM) as in-
teraction site. For linear polymers (therefore, for f = 2),
the CM representation is more accurate than the MP
one.31 As f increases, the CM of the star converges to
the polymer center and therefore the two representations
become equivalent for large f . Therefore, we present re-
sults for the two different choices only for f = 6 and
f = 12. For f = 40 there is little difference between
them. For the MP case, we use the pair potentials re-
ported in Ref. 7. For the CM representation we have
determined the potentials numerically using the optimal
Domb-Joyce lattice model.34
A. Zero density
At zero density the accuracy of the CG model can
be tested by comparing CG and full-monomer esti-
mates of the universal adimensional coefficients An =
Bn/Rˆ
3(n−1)
g , where Bn is the n-th virial coefficient. As
discussed in Ref. 30, the comparison of A2 provides a test
of the inversion procedure. Results (virial coefficients
are computed as discussed in Refs. 36,40) are reported
in Table II. The results obtained by using the SB model
in the CM representation and the MB model are very
close to the FM ones of Ref. 9. Differences are less than
1%. Slightly larger differences (approximately 3%) are
obtained in the MP representation. They are due to the
slight inaccuracy of the interpolating formula of Ref. 7.
Let us now compare the third virial combination A3,
which gives information on the relevance of the three-
body interactions.31 As it can be seen from Table II, all
CG results are close to the FM ones. Clearly, at least
in the small-density region, the thermodynamics is con-
trolled by pair interactions, at variance with what hap-
pens with linear polymers (in that case A3 is understi-
mated by 21% in the CM representation and by 50% in
the MP representation31). This is probably due to the
fact that stars are more compact objects, so multiple
overlaps are rare. These results confirm the assumption
that the description in terms of pair interactions becomes
more accurate as f increases in the very dilute regime.
B. Finite-density results: f = 6 and f = 12
At finite density, star polymers are supposed to have
two distinct behaviors depending on the functionality f .
FIG. 8: Expected phase diagram for star polymers. Here f is
the functionality of the polymer and Φp the polymer volume
fraction. “S” corresponds to a solid intermediate phase, “F”
to a fluid phase.
For small values of f , the density can be increased at will
and polymers smoothly go from the dilute regime to the
semidilute one, and finally, to the melt. On the other
hand, for large f , a fluid-solid transition occurs in the
dilute regime, with the appearance of a solid intermediate
phase.10,11,13 The transition is expected to occur for f >
fc, see Fig. 8, where fc is predicted by SB models to be in
the range13,16 30 ∼< fc ∼< 40. For this reason, we consider
here only the results for f = 6 and 12. Results for f = 40
are discussed in the next section.
We determined the osmotic coefficient
Z =
βP
ρp
, (15)
which is a universal function of Φp in the large-L limit.
For SB models, Z was computed by using integral equa-
tion methods41 and the Rogers-Young closure.42 For a
few selected values of Φp, we also computed Z by Monte
Carlo simulations, obtaining results in perfect agreement
with the Rogers-Young estimates, see supplementary ma-
terial. In the case of the MB model, for f = 6, 12 we
performed Monte Carlo canonical simulations in a finite
cubic box of size L ≈ 30Rˆg and periodic boundary condi-
tions. The pressure was determined by using the molec-
ular virial.43,44
We report the estimates of Z in Fig. 9. The three CG
models are fully consistent for small volume fractions,
confirming the results of Sec. IVA on their thermody-
namic consistency in the limit of zero density. Differ-
ences begin to appear for Φp ≈ 0.5. This is not unex-
pected, since the SB representation is only valid as long
as there are no overlaps among the stars, i.e., for Φp ∼< 1.
The inaccuracy of the approximation can be understood
by considering the SB models in the two different rep-
resentations: deviations from the results obtained using
the MB model occur exactly where the two SB models
give significantly different predictions. As it happens for
9f = 6 f = 12 f = 40
A2 A3 A2 A3 A2 A3
SB-CM 14.15 88.43 23.70 288.96 42.39 1040
SB-MP 14.66 85.6 23.97 288
MB 14.231(4) 88.6(6) 23.78(5) 289(2) 41.91(2) 1028(6)
FM 14.202(12) 90.3(4) 23.54(3) 290(2) 41.90(11) 1031(13)
TABLE II: Universal adimensional combinations A2 and A3 for f = 6, 12. We give results obtained by using single-blob
models, in the center-of-mass (SB-CM) and center (SB-MP) representations, and the multiblob model (MB). We also report
the full-monomer (FM) results of Ref. 9.
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FIG. 9: Osmotic coefficient Z = βP/ρp as a function of the
volume fraction Φp, for f = 6 (top) and f = 12 (bottom).
We report multiblob (MB) estimates, single-blob results in the
center of mass (SB-CM) and center (SB-MP) representations,
and the extrapolation (16) (PADE).
linear chains, the largest deviation is observed for the
SB model in the MP representation. At Φp = 1, we
have ZMP/ZMB − 1 ≈ 20% and ZCM/ZMB − 1 ≈ 12%,
f a1 a2 a3 a4 a5
6 3.70768 5.78599 1.1215 — —
12 5.26919 13.9592 0.982019 — —
40 11.2498 -7.07114 829.674 -1095.29 436.441
TABLE III: Coefficients of the Pade´ approximant (16) to the
compressibility factor Z(Φp), for f = 6 and 12. For f = 40, we
report the coefficients of the fifth-order polynomial expansion
of the compressibility factor Z(Φp), as explained in the text.
for both f = 6 and f = 12. At Φp = 2, we have
ZMP/ZMB − 1 ≈ 30% and ZCM/ZMB − 1 ≈ 20% , again
for both f = 6 and 12. It is interesting to note that
deviations are essentially independent of f , so that the
SB approximation does not become more accurate as f
increases, at variance with what occurs for very small
densities.
Ref. 36 extrapolated the virial expansion for linear
polymers to the semidilute regime, by using a simple
Pade´ approximant and enforcing45–47 the large-Φp behav-
ior Z(Φp) ∼ Φ1.311p . Comparison48 with full-monomer
results in the semidilute limit later showed that the
parametrization was reasonably accurate with an error
of 2.5% and 5% for Φp = 5 and 10, respectively. We
perform here the same extrapolation, using also the MB
finite-density results to improve the approximation. The
compressibility factor is parametrized as
Z(Φp) =
(
1 + a1Φp + a2Φ
2
p
1 + a3Φp
)1.311
. (16)
The coefficients a1, a2, and a3 are fixed by requiring Z
to reproduce the full-monomer universal combinationsA2
and A3, and the MB compressibility factor Z for Φp = 1.
The coefficients are reported in Table III for f = 6 and
12. The extrapolated curves are reported in Fig. 9. The
Pade´ extrapolation formula predicts larger pressures than
the MB model, although differences are only relevant for
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Φp ≫ 1 (see the supplementary material for the numer-
ical results). For Φp = 2 we find ZPade/ZMB − 1 = 0.11
and 0.21 for f = 6 and 12, respectively. If we take these
differences seriously, they indicate that the accuracy of
the MB model decreases with increasing values of f , a
result that we will better explain in Sec. VI.
It is interesting to compare our results with the
renormalization-group perturbative predictions obtained
in the dimensional Wilson-Fisher expansion.49–51 As dis-
cussed in Refs. 50,51, this approach is only reliable for
small values of f . This is fully confirmed by the compar-
ison of the renormalization-group predictions with our
MB data, see supplementary material. For f = 6, they
differ by less than 6% in the dilute regime Φp ≤ 1. On the
other hand, 50% discrepancies are observed for f = 12.
C. Finite-density results: the fluid phase for f = 40
For f = 40 SB models predict a transition14,16 between
the fluid phase and a bcc solid phase: The fluid phase
extends only up to a packing fraction Φ¯p,s of the order
of 1. More precisely, one obtains14 Φ¯p,s ≈ 1 by using the
phenomenological potentials of Ref. 12 and Φ¯p,s ≈ 1.5,16
by using an extrapolation of the potentials of Ref. 7. For
this reason, we have performed MB canonical simulations
only up to Φp = 0.9. We consider fluid systems—we
start the simulation from disordered configurations—of
size L ≈ 20Rˆg with periodic boundary conditions.
In Fig. 10 we report the osmotic coefficient Z(Φp) for
the SB (CM representation) and MB model. While the
results obtained in the two CGmodels are fully consistent
in the zero-density limit (where Z can be reasonably rep-
resented by means of the virial expansion, see Sec. IVA),
significant deviations are observed for Φp ∼> 0.3. For
Φp ≈ 0.5, ZCM/ZMB − 1 ≈ 20%. Note that deviations
are larger for f = 40 than for f = 6, 12, indicating again
that it is not true that SB models become more accurate
as f increases. This is only true for very small densities,
where overlaps are rare. As Φp increases, the opposite
occurs. This is due to the fact that, as f increases, the
internal structure of the polymer, which is not taken into
account by the SB model, plays an increasingly impor-
tant role. We shall come back to this point in Sec. VI.
As before, we also determine an interpolation formula
for Z. In this case, the expression should only apply
up to the fluid-solid transition. Therefore, we simply
parametrize the results by means of a fifth-order polyno-
mial Z(Φp) = 1 +
∑5
k=1 akΦ
k. The coefficients ak are
again reported in Table III. This interpolation holds up
to Φp = 0.8, well within the solid phase (see Sec. V).
It is also interesting to verify whether the polymer
equation of state can be reasonably approximated by the
hard-sphere one, provided one chooses an appropriate ef-
fective hard-sphere radius Rc. As discussed in Ref. 9,
this approximation works nicely for large f in the very
dilute limit Φp → 0, as the first two virial coefficients B2
and B3 satisfy the relation B3/B
2
2 ≈ 5/8, appropriate
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FIG. 10: Osmotic coefficient Z = βP/ρp as a function of
the volume fraction Φp, for f = 40. We report multiblob
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tained by Monte Carlo simulations; we also report (line) the
corresponding polynomial interpolation (see Table III for the
coefficients). The SB results have been obtained by integral-
equation methods.
for hard spheres. The comparison of the finite-density
results is performed in the supplementary material. It
shows that the identification of large-f star polymers
with hard spheres holds only for very dilute solutions.
For f = 40, at Φp = 0.15 the hard-sphere approximation
overestimates Z already by 25%.
V. FLUID-SOLID TRANSITION FOR f = 40
A. The solid phase: qualitative predictions
For f = 40, the analysis of SB models, both using
phenomenological14 and numerically-determined16 po-
tentials, predicts a solid density window. As a first step,
we investigate whether such solid phase also occurs when
one uses the MB model. For this purpose we perform
canonical simulations, using ordered starting configura-
tions. We generate configurations such that the centers
of each star polymer are located on the site of a bcc,
fcc, and diamond lattice (the lattice structures that were
found to be stable for different values of f in Ref. 14),
while the arms are randomly located around the centers.
Then, the system evolves under a standard Metropolis
dynamics (see the supplementary material for details).
The volume fractions investigated are Φp = 0.8, 1, 1.6,
and 2, on cubic simulation boxes with n = 7, 8 elemen-
tary cells per side for all three different types of lattice
(correspondingly, the number of polymers is 2n3, 4n3,
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and 8n3, for the bcc, fcc, and diamond case). For all
densities, the fcc and diamond lattices are unstable. Af-
ter N ≈ 2 · 103 iterations, there is no presence of the
original solid structure. On the other hand, the solid
bcc structure appears to be stable for Φp = 0.8 and 1.0.
After 105 iterations, the star polymers are still approxi-
mately located on the sites of a bcc lattice, the molecules
only oscillating around the lattice sites. This confirms
the (meta)stability of the bcc structure for these volume
fractions, so that the fluid-to-solid transition, if present,
takes place in the dilute regime, hence at a significantly
lower density than that predicted by SB models.
SB models, moreover, predict reentrant melting.14 The
same phenomenon occurs by using the MB model. For
Φp = 1.6 and 2 the lattice bcc structure is not stable. Af-
ter approximately 103 iterations, the solid is completely
melted. Therefore, we confirm the qualitative picture ob-
tained by using SB models. Quantitative differences are
however observed: as we now discuss, the solid phase oc-
curs at lower densities than those predicted by SB mod-
els.
B. Location of the fluid-solid transition
In order to determine the location of the transition
lines, we perform isobaric simulations, using the strategy
discussed in Refs. 52–55. We prepare a starting configu-
ration in a box of size L1×L2×L3 with periodic bound-
ary conditions, such that half of the system is in the solid
phase while the second half is in the fluid phase. Then,
we let the system evolve at constant pressure. In most of
the simulations we keep L1 = L2 and let L1 and L3 evolve
independently. However, to identify possible orthorombic
stable crystal structures we also perform isobaric simu-
lations in which all box dimensions vary independently.
Details on the simulations and on the analyses performed
are reported in the supplementary material.
We first analyze the SB model in the CM representa-
tion. We have performed simulations for P˜ = βPRˆ3g =
8.5, 10, 12.6, and 17.4, which, according to the equation
of state obtained by performing simulations in the fluid
phase (disordered starting configuration), should corre-
spond to Φp ≈ 0.6, 0.64, 0.7, and 0.8, respectively. For
P˜ = 8.5 the solid part of the system melts, while in all
other cases the system freezes. The density stays essen-
tially constant in the simulation: the packing fractions
corresponding to the solid and to the metastable fluid
phase differ by less than 1%. These results allow us to
conclude that the low-density fluid-solid transition occurs
at (we report the error on the result in parentheses)
P˜fs = 9.2(8). (17)
The corresponding fluid-solid coexistence density interval
[Φp,f ,Φp,s] satisfies
0.60 ∼< Φp,f < Φp,s ∼< 0.64. (18)
At the transition, the solid phase corresponds to a bcc
lattice. However, as the pressure is increased we iden-
tify other (meta)stable lattice structures. For P˜ = 12.6,
corresponding to Φp ≈ 0.7, beside the bcc lattice, we
also identify two different (meta)stable monoclinic body-
centered structures. If we write the vectors identifying
the unit cell as
v1 = (a, 0, 0),
v2 = (b tanφ, b, 0),
v3 = (0, 0, c), (19)
the two stable structures have b/a ≈ 0.97, c/a ≈ 1.59,
|φ| ≈ 14◦, and b/a ≈ 0.93, c/a ≈ 1.66, |φ| ≈ 22◦. We
have not determined which is the most stable structure at
this value of the pressure. We have however indications
that asymmetric lattice structures become the stable ones
as P˜ increases. For P˜ ≈ 24 (corresponding to Φp ≈ 0.9)
we find that the bcc lattice structure is unstable. Indeed,
if we start the simulation from a system which contains a
bcc solid, we end up with a final (body)-centered tetrag-
onal structure, corresponding to b/a ≈ 1, c/a ≈ 1.4,
φ ≈ 0. This tetragonal structure is stable with respect
to orthorombic deformations, at variance with what hap-
pens for P˜ = 12.6. At the latter value of the pressure,
tetragonal structures are unstable. Therefore, we predict
an additional solid-solid structural transition at P˜ss with
12.6 < P˜ss ∼< 24.
We have also estimated the location of the solid-fluid
transition that separates the solid from the high-density
fluid phase. Isobaric simulations at P˜ = 70, 100, 110, and
120, allow us to estimate a transition for P˜sf = 110(10).
The corresponding coexistence interval [Φps,Φpf ] satis-
fies 1.27 ∼< Φps < Φpf ∼< 1.66.
The same analysis has been performed for the MB
model, see the supplementary material for details. We
observe freezing for P˜ = 10.9, 6.6, and 5.0. The pack-
ing fraction of the corresponding solid phase is Φp ≈
0.60, 0.50, 0.46, respectively. On the other hand, for
P˜ = 3.38 the system melts: the density of the corre-
sponding fluid is Φp ≈ 0.40. Therefore, in the MB case,
the fluid-(bcc) solid transition occurs for
P˜fs = 4.2(8), (20)
and the fluid-solid coexistence density interval satisfies
0.40 ∼< Φp,f < Φp,s ∼< 0.46; correspondingly we have
Zfs = 41(8). Note the significant difference between the
SB and MB results, both for the pressure and for the
densities at coexistence.
In the MB case, we have not performed a detailed
analysis of other possible metastable asymmetric lattice
structures. We have, however, identified another, at least
metastable, lattice structure for P˜ = 6.6. The structure
is monoclinic with φ ≈ 12-13◦, as in the SB case. There-
fore, we conclude that the existence of these monoclinic
(meta)stable structures is not due the coarse-graining
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procedure, but that it is a property of the underlying
star-polymer system.
Also in the MB case, we have estimated the location
of the solid-fluid transition that separates the solid from
the high-density fluid phase. We perform isobaric simu-
lations for P˜ = 55, 70, 85. For the two largest values of
P˜ the fluid phase is the most stable one, while the bcc
crystal is apparently stable for P˜ = 55. These results
allow us to locate the transition at
P˜sf = 62(8). (21)
The corresponding coexistence interval [Φps,Φpf ] satis-
fies 1.13 ∼< Φps < Φpf ∼< 1.26. Note again that the MB
results for both the pressure and the coexisting densities
are significantly different from those obtained by using
the SB model.
VI. POLYMER SIZE
The residual flexibility of the MB model allows us to
investigate the density dependence of the structural in-
tramolecular properties of a single star polymer as the
functionality f grows.
The size reduction of the molecules as the density in-
creases can be quantified by means of the average blob
radius of gyration Rg,b(Φp) defined in Eq. (11). This
quantity differs from the radius of gyration of the mi-
croscopic model. Nonetheless, it also provides a measure
of the size of the polymer and, therefore, an indication
of how stiff the polymer is for different values of f . In
Fig. 11 we report the adimensional universal combina-
tion Rg,b(Φp)/Rˆg,b (Rˆg,b is the zero-density quantity) for
the MB model with f = 6, 12, and 40. The results have
been obtained in canonical simulations starting from a
disordered configuration. Therefore, they always refer
to polymers in the fluid phase. For f = 40 this phase
is unstable for Φp ∼> 0.4. For f = 40 we have also
computed this ratio in the solid bcc phase, without ob-
serving any significant difference. For Φp = 0.5 we find
(Rg,b,fluid/Rg,b,solid − 1) ∼< 0.1%.
The results for Rg,b show the presence of two dis-
tinct regimes. For Φp ∼< 0.3, we have the stiff regime.
Molecules are stiff and they become more rigid as f in-
creases. For these values of the density, star polymers can
be considered as compact hard objects, whose size does
not vary with density. This is the regime in which we
expect star polymers to be well represented by SB mod-
els, which should become more accurate as f increases.
However, when the packing fraction exceeds 0.3, one en-
ters a new regime, that we may call compressed regime.
This regime is absent for linear polymers: as the density
increases, linear polymers simply begin to overlap. Star
polymers instead are very compact objects and therefore
it is very difficult for them to overlap, especially for large
functionalities. Therefore, they start to shrink, reducing
the volume effectively occupied by each molecule and the
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FIG. 11: Adimensional combination Rg,b/Rˆg,b in the multi-
blob (MB) model as a function of Φp, for f = 6, 12, and 40.
The results for f = 40 are obtained in the fluid phase, which
becomes metastable for Φp
∼
> 0.4.
overlap between two different polymers. The compres-
sion increases as a function of f , as a consequence of the
increasing difficulty in overlapping. In this compressed
regime, SB models should not be accurate, and indeed,
it is exactly for these values of Φp that we observe signif-
icant differences in the predictions of the osmotic factor
Z between the SB and the MB model. MB models are
somehow able to describe this compressed phase. How-
ever, this is not enough to guarantee that the MB model
is accurate, since the strong compression of the molecule
might also change significantly the size and shape of the
blobs, which are instead assumed to be essentially inde-
pendent of the density in the multiblob picture. There-
fore, even if we are in the dilute regime, it is possible that
our MB model loses its accuracy as f increases.
VII. CONCLUSIONS
In this work we study the thermodynamics and phase
behavior of star polymers of different functionalities f .
We consider polymers with f = 6 and 12 arms—in this
case the behavior resembles that of linear polymers—
and stars with f = 40 arms, which show a more complex
behavior, with a solid phase for intermediate values of
the density. We use a CG model that captures the star
topology, with f blobs representing the polymer arms and
one blob corresponding to the star center. We use struc-
turally consistent effective pairwise interactions, which
are defined so that the CG model reproduces a set of
zero-density distribution functions computed in the mi-
croscopic model. Since the determination of the target
distributions only requires simulations of two polymers,
we are able to consider long chains. Thanks also to the
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optimality of the chosen microscopic model—we use the
Domb-Joyce model at a particular value of the repulsion
parameter such that35,36 the leading finite-length cor-
rections are negligible—we are able to obtain accurate
asymptotic estimates of the distribution functions with
relatively short polymers (approximately 1000 monomers
per arm). As a consequence, our model provides an ac-
curate CG description of star polymers in the universal,
large degree-of-polymerization limit. It is important to
stress that, as we only consider the universal behavior,
we implicitly assume that L is so large that the average
monomer density is tiny. In particular, the size of the
core should be small compared to Rˆg. In the Daoud-
Cotton model, this requires L ≫ f1/2: as f increases,
larger polymers are needed to observe the universal be-
havior. This is consistent with the numerical results of
Ref. 9, that observed an increase of the finite-size correc-
tions with f .
The multiblob (MB) model is used to study the ther-
modynamics of a solution of star polymers in the dilute
and semidilute regime, for Φp ∼< 2. We find that the
MB estimates of the pressure coincide with those ob-
tained by using single-blob (SB) models for volume frac-
tions Φp ∼< Φp,SB, where Φp,SB ≈ 0.5 for f = 6, 12 and
Φp,SB ≈ 0.3 for f = 40. Thus, the density interval in
which SB models are quantitatively accurate decreases
as f increases: At finite density, the SB model becomes
less accurate as f increases. This is at variance with
what happens in the limit of zero density. For instance,
the SB estimates of the virial combination A3 become
more accurate as f increases.9,16
The MB model allows us to study the density depen-
dence of the polymer size. In the very dilute limit poly-
mers are stiff and become more rigid as f increases. In
this regime, for large values of f polymers are well repre-
sented by hard spheres, i.e., by rigid molecules whose size
does not depend on density. This is in agreement with the
results of Ref. 9 for the ratio A3/A
2
2 that was found con-
sistent with the hard-sphere value 5/8 for f → ∞. The
density range in which this occurs is, however, quite small
and moreover it decreases as f increases. As Φp increases,
the soft nature of the polymers becomes more evident,
and for Φp ∼> 0.3, we enter a different, compressed regime,
in which the ratio Rg,b(Φp)/Rˆg decreases significantly
with increasing f : in this regime, large-functionality star
polymers shrink more than linear polymers at the same
polymer volume fraction. The origin of this compressed
phase can be understood quite easily. As the density
increases, the available free space decreases. As it is dif-
ficult for polymers to overlap, it is more convenient for
them to shrink, an effect that becomes more significant
as f increases. In this regime star polymers can no longer
be modelled as hard spheres. This significant size change
explains why SB models are not accurate for Φp ∼> 0.3:
they are simply not able to take this size reduction into
account, as they have no internal structure.
We also study the phase diagram for f = 40. We
confirm the presence of an intermediate solid phase, pre-
dicted using SB models.14 However, the fluid-solid tran-
sitions occur at lower densities than those predicted by
SB models. In particular, the transition separating the
solid phase from the low-density fluid phase occurs at
Φp ≈ 0.4, while the one between the solid and the high-
density fluid phase occurs at Φp ≈ 1.2. The solid phase is
therefore in the dilute regime in which star polymers can
be viewed as nonoverlapping compressible spheres. In
the semidilute regime in which polymers must necessar-
ily overlap, the solid phase is unstable and one observes
a dense polymeric fluid. We have also performed a pre-
liminary investigation of the nature of the solid phase.
We find several, at least metastable, crystal structures
both in the SB and MB model. In the SB case, we also
observe a structural transition, separating a low-density
bcc phase, and a high density solid phase, in which the
stable structure is apparently a centered tetragonal lat-
tice. Further work is needed to completely characterize
the nature of the solid phase. In particular, it would be
interesting to determine the relative stability of the dif-
ferent crystal structures by a direct comparison of their
free energies or enthalpies. This analysis should be fea-
sible using thermodynamic integration methods.
The MB model we have considered here can also be
used to determine the phase behavior of mixtures of star
polymers with other soft particles, improving the results
obtained by using SB representations.56–60 It would also
be interesting to improve the MB model by increasing the
number of interaction sites. This, however, is probably
a very hard problem, which requires more sophisticated
inversion methods. Finally, it would be interesting to
investigate SB compressible models,61,62 in which the in-
teraction potentials depend on the size of the polymer. In
principle, these models are able to describe the compres-
sion of the polymer and therefore they might be reason-
ably accurate also for Φp ∼> 0.3. Work in this direction
is in progress.
Supplementary material
In the supplementary material we report numerical
data and details on the computations we performed. In
particular: i) we compare integral-equation and Monte
Carlo results for SB models; ii) we compare the MB re-
sults for the pressure with theoretical predictions; iii) we
define the Domb-Joyce model and its asymptotic behav-
ior; iv) we give some algorithmic details on the simula-
tions of the multiblob model; v) we provide a detailed
description of our results for the determination of the
transitions separating the fluid phases from the interme-
diate solid phase for star polymer systems with 40 arms.
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Appendix A: Inversion procedure for the
intermolecular potentials.
The determination of the intermolecular potentials be-
comes increasingly difficult as f increases. For f = 6
and 12 the standard IBI method17,38,39 or a small vari-
ant thereof works reasonably. For f = 40 instead we have
not able to use the IBI method and we have used an ad
hoc procedure, close in spirit to the approach of Ref. 63.
Below we give a few details of the approach.
1. Low-functionality stars: f = 6 and f = 12
For f = 6 the IBI method17,38,39 used for the in-
tramolecular interactions still works reasonably, provided
one uses an appropriate mixing parameter a (we use a ≈
0.1-0.2) as in Eq. (10). We first perform a set of IBI iter-
ations in which we fix V˜ca(b) = V˜cc(b) = V˜aa(b) and de-
termine βV˜aa(b) by requiring the CG model to reproduce
βWFMaa (b). Once this is done, we perform a second set
of IBI iterations in which we vary independently V˜aa(b)
and V˜ca(b), setting at each step V˜cc(b) = V˜ca(b). We
stop when the CG model reproduces the full-monomer
arm-arm and center-arm potentials of mean force. Fi-
nally, we perform IBI iterations, varying independently
the three potentials, until we reproduce all potentials of
mean force. In total, we perform 300 iterations.
For f = 12 the IBI method17,38,39 works, although
not straightforwardly. The main reason for the failure
of the standard IBI method is the presence of long tails,
which extend up to 4Rˆg (see the discussion at the end
of Sec. II B), in the mean-force potentials. Indeed, if we
use Eq. (10) with the distributions P replaced by e−βW ,
in a few iterations also the intermolecular potentials V˜
develop a similar tail, which increases with the number
of iterations. Such a tail is clearly unphysical. We expect
the potentials to have a range of the order of a few blob
radii of gyration. As rˆg ≈ 0.5Rˆg, we expect the potentials
to be small beyond, say, 2Rˆg.
To avoid the appearance of these tails, we have modi-
fied the IBI procedure, introducing an appropriate mix-
ing function aij(b). We therefore perform a set of itera-
tive steps in which the potentials are updated using
V˜(n+1),ij(b) = V˜n,ij(b)− aij(b)[WCGn,ij(b)−WFMij (b)].
(A1)
We choose Gaussian functions
aij(b) = Ae
−b2/σ2 , (A2)
with the same amplitudes A and widths σ for all poten-
tials. We use A = 0.2 and σ = 1.8. In practice, we
proceed as follows. We start the IBI procedure from the
FIG. 12: A typical configuration for the determination of the
arm-arm potential of mean force. We fix the distance r be-
tween two arbitrary blobs and compute the total intermolec-
ular potential energy. The summation contains contributions
V˜aa(r
′), in which r′ (the distance between different pairs of
blobs) varies significantly (significant contributions are ob-
tained up to r′ of the order of 4Rˆg).
f = 6 potentials and perform several iterations (A1), up-
dating all potentials at each step. Once the potentials
of mean force are approximately reproduced, we perform
some standard IBI iterations with a constant mixing pa-
rameter a. We start with a = 0.1 and then we reduce it,
taking a = 0.05 in the last set of iterations. The total
number of IBI iterations is 250.
2. High-functionality stars: f = 40
The determination of the intermolecular potentials
βV˜ij for f = 40 has been more difficult than for f = 6, 12,
and deserves a separate discussion. In this case the IBI
method does not work, even in the modified form (A1).
To understand the origin of the problems, we should first
realize that, in the computation of the intermolecular po-
tential energy, there are f2 contributions depending on
V˜aa, 2f contributions depending on V˜ca, and only one
term depending on V˜cc. The presence of this hierarchy
implies that even a small change of V˜aa gives rise to a sig-
nificant change of all βWij , so that such potential should
be only slightly changed at each step. The second prob-
lem stems from an intrinsic property of the IBI method.
At each step, the potential at distance b is corrected by
using the difference WCG(n,ij)(b) − WFMij (b) at the same
value of b, see Eq. (A1). Implicitly, this assumes that,
if we only change the potential in a tiny region around
b = b0, the potentials of mean force change significantly
only in a small region close to b = b0. This assump-
tion does not hold in our case. Indeed, the mean force
potentials are computed from Eq. (4), that is fixing the
distance r between two blobs and then averaging e−βUinter
over the positions of all other blobs. The distance among
all other blobs varies among all possible values in the
range of the potentials, see Fig. 12. This means that
Waa(b) for b = b0 depends on the value of V˜aa(b) for any
value b, as it gets contributions from f2 pair of blobs
whose distance is quite different from that of the two
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blobs we have kept fixed. The problem is less severe, but
still present, for the center-arm potential that gives 2f
contributions to the calculation of Wca(b), while it is not
present for V˜cc(b).
As the IBI method cannot be used, we adopt a differ-
ent strategy, close in spirit to the approach of Ref. 63.
We choose appropriate parametrizations of the poten-
tials and optimize the coefficients, so as to obtain the
best possible agreement between the potentials of mean
force computed in the full-monomer and CG models.
We start from a set of Gaussian potentials βV˜
(0)
ij (b) =
Aij exp[−(b/σij)2], fixing Aij and σij to some reason-
able values — we are guided by the results for f = 6
and 12 — so that every potential of mean force βWij(b)
computed in the CG model is not very different from
its full-monomer counterpart in the relevant region, i.e.,
for the values of b where βWij(b) ∼< 10. Then, keeping
the center-arm and center-center potentials fixed, we per-
form systematic changes of Aaa and σaa in order to im-
prove the agreement between the CG and FM estimates
of βWaa(b). We stop the procedure when βW
FM
aa (b) is
roughly reproduced in the CG model. After this opti-
mization, we compute the other potentials of mean force,
finding that both βWCGca (b) and βW
CG
cc (b) significantly
overestimate the corresponding full-monomer quantity.
At this point, we optimize the center-arm potential. We
change the functional form of the center-arm potential
and parametrize it as βV˜
(0)
ca (b) = Aca exp[−(b/σca)2](1−
kcab
2). The introduction of the term proportional to kca
makes it possible for the potential to have an attractive
tail. The parameters Aca, σca, and kca are then opti-
mized in such a way to roughly reproduce βWFMca (b).
The arm-arm potential of mean force βWCGaa (b) changes:
it slightly underestimates βWFMaa (b) at the end of the
procedure. In particular, tails appear to be understi-
mated. At this point we optimize again the arm-arm
potential, choosing a slightly different parametrization:
βV˜aa(b) = Aaa exp[−(b/σaa)t]. The exponent t is intro-
duced to obtain a better agreement for b ∼> 2. The param-
eters t, Aaa, and σaa are again optimized. At the end of
the procedure, we obtain t = 1.86—the potential decays
slightly slower than a Gaussian—and the two potentials
of mean force, βWaa(b) and βWca(b), are accurately re-
produced in the relevant region. Only βWCGcc (b) differs
from the full-monomer target quantity. At this point we
change V˜cc(b) using Eq. (A1) and setting acc = 1. Since
the contribution of this potential to the total intermolec-
ular potential energy is of order 1, within our target pre-
cision (1%) this change does not modify the arm-arm and
the center-arm mean-force potentials.
The potentials of mean force for the full-monomer and
CG models with f = 40 are compared in Fig. 4. As it
can be seen, the CG model with the obtained potentials
reproduces quite accurately the target distributions.
It is interesting to discuss the accuracy of the results. If
we vary V˜aa(b) by 1%, i.e., we consider either 1.01V˜aa(b)
or 0.99V˜aa(b), keeping V˜ca(b) and V˜cc(b) fixed, the po-
tentials of mean force WCGaa (b) and W
CG
ca (b) change at
most by 1%, which is the accuracy with which we repro-
duce the full-monomer potentials of mean force. Analo-
gously, if we change V˜ca(b) by 1%, W
CG
aa (b) and W
CG
ca (b)
change by less than 0.6%. Therefore, we conclude that
V˜aa(b) and V˜ca(b) are determined with an error of ap-
proximately 1%. As for the potential V˜cc(b), its value is
strictly correlated to that of V˜aa(b) and V˜ca(b). Indeed,
when we change one of these two potentials by 1%, we
should change V˜cc(b) by 3-4% to guarantee thatW
FM
cc (b)
is reproduced. Therefore, we estimate an error of at most
5% on V˜cc(b).
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Φp = 0.25 Φp = 0.80 Φp = 2.0
f RY MC RY MC RY MC
6 2.146 2.143 5.832 5.846 14.626 14.617
12 3.601 3.621 14.573 14.707 40.450 40.630
40 11.781 11.850 87.595 86.930 — —
TABLE IV: Compressibility factor Z(Φp) for the SB model
in the CM representation, for f = 6, 12 and 40. We compare
RY and MC results. The results for Φp = 0.80 and f = 40
are obtained in the metastable fluid phase.
Appendix B: Supplementary material
1. Summary
In this supplementary material we report numerical
data and details on the computations we performed. In
particular: i) we compare integral-equation and Monte
Carlo results for SB models; ii) we compare the MB re-
sults for the pressure with theoretical predictions; iii) we
define the Domb-Joyce model and its asymptotic behav-
ior; iv) we give some algorithmic details on the simula-
tions of the multiblob model; v) we provide a detailed
description of our results for the determination of the
transitions separating the fluid phases from the interme-
diate solid phase for star polymer systems with 40 arms.
2. Integral equations
In the integral-equation approach one determines the
pair correlation function h(r) and the direct correlation
function c(r), by requiring the validity of the Ornstein-
Zernike relation1
hˆ(k) = cˆ(k) + ρcˆ(k)hˆ(k) (B1)
(here fˆ(k) is the (three-dimensional) Fourier transform of
f(r)) and of a closure relation. We use the Rogers-Young
closure defined by2
g(r) = e−βV (r)
[
1 +
exp[(h(r) − c(r))f(r)] − 1
f(r)
]
, (B2)
where the function f(r) is given by
f = 1− e−χr. (B3)
The closure relation depends on the parameter χ which
is fixed by requiring thermodynamic consistency for the
pressure, i.e., the equivalence of the virial and of com-
pressibility route.1
This closure has been extensively used in the analy-
sis of single-blob (SB) models.3–5 To verify its accuracy
we have compared its predictions for the compressibility
factor Z with Monte Carlo results for different values of
Φp. The results are reported in Table IV. In all cases,
differences are less than 1%.
3. Comparison of the thermodynamic results with
other predictions
a. Renormalization-group predictions
Here we wish to compare our results for the osmotic
factor Z with the renormalization-group predictions of
Ref. 6 (they are reviewed and compared with experiments
in Refs. 7,8). These predictions are obtained using the
standard dimensional expansion in powers of ǫ = 4 − d,
where d is the space dimension. The result is expressed
in terms of the adimensional concentration
c = B2
Np
V
=
3
4π
A2Φp, (B4)
where B2 is the second virial coefficient and Np is the
number of star polymers in the box of size V . At first
order in ǫ, the compressibility factor Z is
Z = 1 + c
(
1− ǫ
16c2
I(c)
)
, (B5)
where
I(c) =
∫ ∞
0
y3dy
{
ln[1 + 4cg(y)]
− 4cg(y)
1 + 4cg(y)
− 8c2g(y)2
}
, (B6)
g(y) =
1
y2
+
h(y)
y4
[
1 +
1
2
(f − 1)h(y)
]
, (B7)
h(y) = e−y
2/f − 1. (B8)
This expression is supposed to be accurate only for small
values of f , say f ∼< 6. For larger values, the coeffi-
cients of the expansion increase significantly, so that one-
loop results are not predictive.7,8 If ZMB is the multiblob
(MB) Monte Carlo result and ZRG is the expression re-
ported above with ǫ = 1, we obtain for f = 6:
Φp = 0.15: ZMB = 1.64 ZRG = 1.73,
Φp = 0.25: ZMB = 2.18 ZRG = 2.36,
Φp = 0.50: ZMB = 3.93 ZRG = 4.16,
Φp = 0.75: ZMB = 5.92 ZRG = 6.14,
Φp = 1.00: ZMB = 8.13 ZRG = 8.23.
The agreeement is reasonable, with differences that are at
most of 6%. We also compared the multiblob results with
Eq. (B5) for f = 12: in this case discrepancies are very
large, of the order of 50%, confirming the unreliability of
the ǫ-expansion for large functionalities.
For larger values of Φp the renormalization-group ex-
pression (B5) is not predictive. Indeed, for large c we
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obtain
Z = 1 + c
{
1 +
ǫ
4
[log(4c) + a(f)]
}
, (B9)
(a(f) ≈ 2.7 for f = 6), which differs from the ex-
pected Z ∼ c1.311. The correct behavior can be obtained
by exponentiating the logarithmic term and noting that
(2 − dν)/(dν − 1) ≈ ǫ/4 + O(ǫ2). However, there is no
unambiguous way to obtain the prefactor.
b. Star polymers as hard spheres
It is interesting to verify whether there exists a range
of densities in which star polymers can be modelled as
hard spheres with an effective radius Rc. We fix Rc by
requiring Z to be exactly reproduced for ρp → 0 at order
ρp, where ρp is the polymer number density. Therefore,
we require
Zpol ≈ 1 +A2Rˆ3gρp = 1 +
16π
3
R3cρp, (B10)
which implies
Rc
Rˆg
=
(
16π
3A2
)1/3
. (B11)
We then compare the hard-sphere equation of state (we
use the Carnahan-Starling1 expression) with the MB re-
sults. For Φp = 0.15 we obtain:
f = 6: ZHS = 1.72 ZMB = 1.64;
f = 12: ZHS = 2.53 ZMB = 2.11;
f = 40: ZHS = 6.00 ZMB = 4.79.
Even for such a small density, the hard-sphere equation
of state is not accurate. Even worse, the accuracy de-
creases as f increases: the density interval in which star
polymers can be considered as hard spheres decreases as
f increases.
4. Domb-Joyce model
The atomistic (full-monomer) results have been ob-
tained by using the lattice Domb-Joyce model.9 A lin-
ear polymer chain of length L is represented by a lat-
tice random walk {r1, . . . , rL} on a cubic lattice with
|ri− ri+1| = 1. An effective local repulsion is introduced
by penalizing self-intersections. Chains are indeed aver-
aged with weight e−wE, where w is a free parameter that
plays the role of inverse temperature and the energy E
is the number of self-intersections,
E[{ri}] =
∑
1≤i<j≤L
δ(ri, rj), (B12)
where δ(r, s) = 1 if r = s and δ(r, s) = 0 otherwise. The
athermal self-avoiding walk model is obtained as the limit
w →∞ of the Domb-Joyce model. Self-intersections are
forbidden and only walks such that ri 6= rj are sampled.
The model can be generalized to star polymers.10,11 A
star polymer with f arms and degree of polymerization
Lf is represented by f random walks of length L on a
cubic lattice that have a common origin, i.e. by the set
of lattice points {rα,i}, α : 1, . . . , f , i : 1, . . . , L, with
r1,1 = r2,1 = . . . = rf,1 and |rα,i − rα,i+1| = 1. The
corresponding energy is
E[{rα,i}] =
∑
1≤α<β≤f
∑
i,j
δ(rα,i, rβ,j)
+
∑
α
∑
1≤i<j≤L
δ(rα,i, rα,j). (B13)
We have considered here a single chain. The general-
ization to several interacting chains (this is needed for
the computation of the potentials of mean force) is com-
pletely analogous. For any w > 0, the Domb-Joyce
model describes polymers under good-solvent conditions
for large enough values of L. However, the asymptotic
limit is observed for values of L that significantly depend
on w. Therefore, w represents a crucial parameter that
should be optimized to obtain asymptotic results with
the least computational effort.
To make the discussion quantitative, consider a generic
large-scale adimensional quantityA, which depends on L,
f , and w. For large L, renormalization group predicts
A(L, f, w) = A∗(f) + aA(f, w)/L
∆ + bA(f, w)/L
∆2 + . . .
(B14)
where A∗(f) is universal, i.e. model-independent: for any
w > 0 the limiting value depends only on the function-
ality f . The exponent ∆ is also universal [simulations
of linear SAWs give12 ∆ = 0.528(12)]. The amplitudes
aA(f, w) and bA(f, w) depend instead on w. However,
given two different observables A and B, the amplitude
ratios aA(f1, w)/aB(f2, w) are model independent.
13
In order to obtain the universal leading quantity A∗(f)
with the least computational effort, it is convenient to
choose w so that aA(w, f) = 0. For this particular value
w∗, convergence is faster. Note also that, if aA(w
∗, f1) =
0 for a specific quantity A and functionality f1, we have
aB(w
∗, f2) = 0 for any quantity B and any f2, because
of the universality of the amplitude ratios. Therefore,
for w = w∗ convergence is faster for any observable and
value of f (this was explicitly checked in Ref. 11). The
optimal value w∗ has been determined in several papers
using linear polymers.14–17 The simulations we present
here were performed taking w = 0.5058, which is close to
the most recent estimate w∗ = 0.4828(13) of Ref. 17.
The Domb-Joyce model for linear polymers can be
efficiently simulated using the pivot algorithm.15,18,19
For star polymers an efficient algorithm is discussed in
Ref. 11, which combines pivot moves with a new set of
moves that speed up the simulation close to the center of
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the star.
5. Simulations of the coarse-grained multiblob
model
In all simulations of the coarse-grained model we use
a simple Metropolis dynamics. In the multiblob case we
consider three different types of displacement moves:
i) displacement of an arm blob;
ii) displacement of a center blob;
iii) rigid displacement of a single star.
In all cases, the new position is chosen uniformly in a
cube centered in the old blob (or molecule) position. The
linear size (2∆) of the cube is chosen to guarantee an av-
erage acceptance rate of approximately 40-50% and turns
to be little dependent on the density of the system. For
f = 40, in the analysis of the freezing transition, we use
∆ = 0.4Rˆg, 0.05Rˆg, 0.1Rˆg for the moves of type i), ii),
and iii), respectively. In the same simulations we also
perform random rotations of the star around the central
blob. Their average acceptance is approximately 40%,
with a small density dependence. This relatively large
acceptance is probably due to the fact that the stars do
not overlap significantly at the densities we have consid-
ered.
In the following we report multiblob results for f = 40
in terms of iterations. In one iteration we attempt Nf/2
moves of type i), N moves of type ii), N moves of type
iii), and N random rotations, where N is the number of
molecules in the system. In all cases the molecule (and
also the arm blob for moves i) is randomly chosen at each
step. In the fluid phases particle diffuse quite rapidly.
For f = 40 the diffusion coefficient for the centers of
mass of the stars is (0.047Rˆg)
2 per iteration at P˜ = 85
(high-density fluid phase) and (0.063Rˆg)
2 per iteration
at P˜ = 3.38 (low-density fluid phase).
In the isobaric simulations we also attempt to change
the box dimensions Li (we consider parallelepipedal
boxes of size L1 × L2 × L3). We perform Metropolis
moves proposing
lnL′i = lnLi +∆L(r − 0.5), (B15)
where r is a uniform random number in [0, 1] and ∆L
is chosen to have an acceptance of 50%. We perform 5
volume-change trials every iteration.
Single-blob simulations are done in a similar fash-
ion. We perform random displacements of the molecules,
choosing the linear size (2∆) of the displacement cube
so that the average acceptance is approximately 40-50%.
For P˜ = 8.5 we take ∆ = 0.12Rˆg, while for P˜ = 120, we
take ∆ = 0.02Rˆg. Note that here ∆ significantly depends
on density.
6. Freezing transition
a. Technical details
We give here some technical details on the analysis
of the stability of the solid structures. To understand
whether the fluid or the solid phase is the most stable one,
we consider starting configurations such that half of the
system is in the solid phase, while the second half is fluid.
Then, we let the system evolve at constant pressure. In
most of the simulations we consider boxes of size L1 ×
L1×L3, updating independently L1 and L3, which should
also allow us to observe, at least in principle, cubic-to-
tetragonal transitions. If the stable phase is the fluid one,
the solid melts. In the opposite case, at the end of the
simulation all molecules belong to a crystal structure.
Let us now define more precisely the starting configu-
rations that have been used in most of the simulations.
We consider a box of size L1 × L1 × L3 and a centered
tetragonal lattice with primitive lattice vectors
u1 =
(a
2
,
a
2
,
c
2
)
,
u2 =
(a
2
,−a
2
,
c
2
)
,
u3 =
(a
2
,
a
2
,− c
2
)
. (B16)
The bcc lattice is obtained for c = a. The solid part of
the system is a lattice of size L1 = na, L
(s)
3 = mc, with
L
(s)
3 = L3/2. The total number of molecules belonging to
the solid is therefore Nsol = 2n
2m. To specify fully the
structure, we must fix the aspect ratio c/a and the lattice
spacing a. In more detail, if r
(α)
0 = (x
(α), y(α), z(α)),
α = 1, . . . , 4n2m, are the coordinates of the centers of the
polymers, we set at time t = 0 (starting configuration)
r
(α)
0 (t = 0) = (k1a, k2a, k3c), (B17)
for α = 1+k1+k2n+k3n
2, where 0 ≤ k1 < n, 0 ≤ k2 < n,
0 ≤ k3 < m, and
r
(α)
0 (t = 0) = (k1a, k2a, k3c) + (a/2, a/2, c/2), (B18)
for α = 1 + k1 + k2n + k3n
2 + Nsol/2, where k1, k2, k3
vary as before. For the fluid (Nsol + 1 ≤ α ≤ 2Nsol)
instead, we choose x(α) and y(α) randomly in [0, L1] and
z(α) in [L3/2, L3]. Once the centers of the polymers are
fixed, the arms are positioned randomly around them.
The same procedure is applied in the SB case: here the
vectors r
(α)
0 are the positions of the CG molecules.
Before performing the isobaric simulations, we perform
two short canonical thermalization runs. In the first one,
the positions of the centers are kept fixed, while the arms
are randomly displaced (20-50 iterations; in each itera-
tions we only try moves of type i), see Sec. B 5). In
the second one, we still do not move the centers of the
molecules belonging to the solid; all other blobs are in-
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stead randomly displaced (20-50 iterations). The result-
ing configuration is the starting one for the isobaric sim-
ulation. Of course, in the SB case only the second run is
performed.
To verify whether the system freezes, i.e., to verify
whether the solid phase is the stable one, we proceed
as follows. First, we introduce adimensional coordinates
s
(α) =
(
nx(α)
L1
,
ny(α)
L1
,
2my(α)
L3
)
, (B19)
(n and m refer to the number of lattice cells in the x
and z directions, respectively, see the definition of the
starting configuration), so that the x and y components
of s(α) vary between 0 and n, while the z component
varies between 0 and 2m. If the crystal has not melted
in the simulation, the positions of the polymers with α ≤
Nsol should be close to a lattice structure. However, since
we use periodic boundary conditions, a global translation
is possible. Therefore, we introduce
aα = (k1, k2, k3) α = 1 + k1 + k2n+ k3n
2
aα = (k1 + 1/2, k2 + 1/2, k3 + 1/2) (B20)
α = 1 + k1 + k2n+ k3n
2 +Nsol/2
(k1, k2, and k3 vary as before) and then fix a translation
vector c by minimizing∑
α
(
s
(α) − aα − c
)2
, (B21)
where we sum over all molecules in the solid portion of
the system which do not belong to the fluid-solid inter-
face, i.e., we do not consider the molecules with k3 = 0
or k3 = m− 1. As usual, we take into account the peri-
odic boundary conditions by using the minimum image
convention. Once c has been determined, we define the
lattice positions
bα = aα + c 1 ≤ α ≤ Nsol (B22)
bα = aβ + c+ (0, 0,m) Nsol + 1 ≤ α ≤ 2Nsol,
with β = α−Nsol. For each of the sites of this lattice, we
determine the distance from the closest polymer center:
dγ = min
α
|s(α) − bγ |. (B23)
Finally, we define Nm(ǫ), which gives the number of sites
for which such distance is less than ǫ. We distinguish
between the solid and fluid phase, defining
Nms(ǫ) =
1
Np
∑
γ≤Nsol
θ(ǫ − dγ)
Nmf (ǫ) =
1
Np
∑
γ>Nsol
θ(ǫ− dγ), (B24)
where Np is the total numer of molecules. For a bcc or a
centered tetragonal lattice, the nearest-neighbor distance
is
√
3/2 ≈ 0.866, hence ǫ should be taken at least less
that 0.4 to obtain meaningful results. In the following,
we shall report results using ǫ = 0.2.
b. The single-blob model
To determine the solid-fluid boundary we first per-
form preliminary canonical simulations for several val-
ues of Φp, starting from a bcc crystal structure with 250
molecules. We find that the bcc structure is apparently
stable for Φp ∼> 0.7: no evidence of melting is observed
for runs consisting of 104 iterations (in one iteration we
try to randomly move all molecules). To identify the
density range in which the solid phase is stable, we per-
form isobaric runs, starting from mixed (solid-fluid) con-
figurations, as described in Sec. B 6 a. We consider an
L1×L1×L3 box and we generate three different config-
urations with c = a (bcc lattice), n = m = 6 (the total
number of particles is 864) and Φp = 0.6, 0.7, 0.8. Since
the equation of state obtained using integral equations
predicts P˜ ≈ 8.5, 12.6, and 17.4 (P˜ = βPRˆ3g) for these
packing fractions, the generated configurations are used
to start the runs at P˜ = 8.5, 12.6, and 17.4, respectively.
We find that the solid is the stable phase for the two
largest values of P˜ , while the stable phase is fluid for
P˜ = 8.5. This is evident from Fig. 13, where we report
Nmf(ǫ) and Nms(ǫ) for P˜ ≈ 8.5 and 12.6. For the small-
est value of the pressure the number of molecules that are
close to the crystal structure decreases rapidly, while the
opposite occurs for the largest value of P˜ . To improve
the estimate of the pressure at the transition, we perform
a simulation at P˜ = 10.0, again with 864 particles: the
solid structure is stable, see Fig. 13.
We also study the size dependence of the results. For
this purpose we repeat the runs for P˜ = 10 and 8.5 with a
larger number of particles. We start the simulation from
a mixed configuration in which the solid is a bcc lattice
with n = 6, m = 9. The total number of particles is
1296. The conclusions are identical, see Fig. 13.
We also study if it is possible to have a tetragonal solid
phase. For this purpose we perform five runs at P˜ = 12.6,
using different solid starting configurations. The starting
configuration is a (body) centered tetragonal lattice with
n = m = 8 (1024 molecules), with five different values of
rstart = c/a. The size a is fixed by requiring Φp = 0.7
(which is the equilibrium value of the packing fraction for
such value of the pressure). Then, we monitor the ratio
L3/L1, which can be identified with the ratio c/a. For
rstart = 0.75, the crystal melts and we end up with a fluid
system. For rstart = 1, 1.25 we observe that the system
relaxes towards a bcc lattice, while for rstart = 1.5, 1.75,
we observe the appearance of apparently stable lattice
structures with c/a ≈ 1.6, see Fig. 14. The analysis of
the configurations obtained in the two runs shows the
presence of different lattice structures. Some configura-
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FIG. 13: Plot of Nms(ǫ) and of Nmf (ǫ) as a function of the
number t of iterations. Top: P˜ = 12.6; middle: P˜ = 10.0;
bottom: P˜ = 8.5. Here ǫ = 0.2. Results for 864 and 1296
molecules (for P˜ = 10 and 8.5 only). For P˜ = 12.6 and 10,
the solid is the stable phase; for P˜ = 8.5 the stable phase is
fluid.
tions correspond to a centered tetragonal lattice, but we
also observe monoclinic body-centered structures. The
elementary unit cell of these lattices can be parametrized
 0.9
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FIG. 14: Plot of L3/L1 as a function of the number t of
iterations (we compute this quantity every 10 iterations) for
starting configurations that differ in the value of rstart = c/a.
Results for systems of 1024 molecules (n = m = 8) and P˜ =
12.6.
by the vectors
v1 = (a, 0, 0)
v2 = (a tanφ, a, 0)
v3 = (0, 0, c), (B25)
or by
v1 = (a, a tanφ, 0)
v2 = (0, a, 0)
v3 = (0, 0, c). (B26)
The tetragonal lattice correspond to φ = 0. The ra-
tio c/a can be estimated by considering the ratio L3/L1
(note that in the simulated system the number of unit
cells is the same in all directions), while φ is obtained
by performing a minimization calculation. We minimize
the deviations of the molecule positions from the lattice
structure with respect to φ and a global translation vec-
tor c. The results are shown in Fig. 15. In the run with
rstart = 1.75 the lattice structure becomes monoclinic af-
ter a few iterations, with φ ≈ 14◦. For rstart = 1.5 the
molecules oscillate instead between a tetragonal lattice
and four equivalent monoclinic lattice structures with
|φ| ≈ 10◦. There are, therefore, at least three different
metastable structures with |φ| ≈ 0◦ (tetragonal lattice),
10◦, and 14◦.
Since the new lattice structures break the symmetry
between the x,y directions and the z direction, it is natu-
ral to expect them to be unstable when we let the system
change its size in the three directions independently. We
thus perform isobaric runs for systems of size L1×L2×L3,
updating independently L1, L2, and L3. We start the
simulations from the final configurations obtained in the
two runs with rstart = 1.5 and 1.75. In both cases, see
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FIG. 15: Plots of φ (in degrees) as a function of the number t
of iterations (we estimate φ every 200 iterations): red points
correspond to systems with unit cell given in Eq. (B25), green
points to systems with unit cell given in Eq. (B26). Results
for systems of 1024 molecules (n = m = 8) and P˜ = 12.6.
Top: run with rstart = 1.75; bottom: run with rstart = 1.5.
Fig. 16, after some iterations the symmetry under the
exchange of L1 and L2 is broken and we obtain a body-
centered lattice with unit cell given by
v1 = (a, 0, 0)
v2 = (b tanφ, b, 0)
v3 = (0, 0, c). (B27)
The angle φ is again obtained by performing a mini-
mization procedure. The results are reported in Fig. 17.
For the run with rstart = 1.75 we find b/a ≈ 0.97,
c/a ≈ 1.59, and φ ≈ 14◦, while for the rstart = 1.5 we
obtain b/a ≈ 0.93, c/a ≈ 1.66, and φ ≈ 22◦.
We also perform simulations at P˜ = 10 using mixed
solid-fluid configurations, taking c/a = 1.5 for the start-
ing configuration. In this case, we find that the system
melts, indicating that the tetragonal phase is less stable
than the fluid, see Fig. 18. This confirms that the sta-
ble phase at the transition is the bcc lattice structure.
 1.55 
 1.57 
 1.59 
 1.61 
 1.63 
 0  10000  20000  30000  40000  50000  60000
t
L3/L1
 
 0.95 
 0.96 
 0.97 
 0.98 
 0.99 
 0  10000  20000  30000  40000  50000  60000
t
L2/L1
 1.54
 
 1.58 
 1.62 
 1.66 
 1.7
 0  5000  10000  15000  20000  25000  30000  35000  40000
t
L3/L1
 0.90 
 0.92 
 0.94 
 0.96 
 0.98 
 1
 0  5000  10000  15000  20000  25000  30000  35000  40000
t
L2/L1
FIG. 16: Ratios L3/L1 and L2/L1 as a function of the number
t of iterations (we compute the two ratios every 10 iterations).
Results for runs of 1024 molecules (n = m = 8) and P˜ = 12.6.
The starting configuration was obtained in runs with rstart =
1.75 (upper panels), and rstart = 1.5 (lower panels).
However, by increasing the density, the relative stability
of the different crystal structures can only be ascertained
by performing a detailed free-energy calculation.
Simulations at P˜ = 24 (the equilibrium packing frac-
tion is Φp ≈ 0.9) indicate that asymmetric crystal struc-
tures become the stable ones as Φp increases. We have
indeed performed a simulation for such value of P˜ , start-
ing from a mixed system containing a bcc lattice with
n = m = 6 and a disordered configuration (the total
number of particles is 864). We perform independent
updates of L3 and of L1, keeping L2 = L1. At the be-
ginning L3/(2L1) = c/a is 1. In the simulation the dis-
ordered part of the system freezes, but at the same time
L3/(2L1), which provides an estimate of c/a, changes,
becoming approximately 1.4 at the end of the simula-
tion, see Fig. 19. We have also analyzed in detail the
configurations, looking for lattice structures generated
by the vectors (B25) and (B26). We find φ ≈ 0, i.e.,
the stable lattice is centered tetragonal. Starting from
the final configuration obtained in this run, we have per-
formed a second simulation at P˜ = 24, in which L1, L2,
and L3 are allowed to change independently. We find
L2/L1 ≈ 1, see the two lower panels in Fig. 19, confirm-
ing the (meta)stability of the tetragonal structure. As a
final check we have performed a new run with 1024 parti-
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FIG. 17: Plots of φ as a function of the number t of iterations
(we estimate φ every 200 iterations). Results for systems of
1024 molecules and P˜ = 12.6. Top: the simulation starts
from a configuration obtained in the run with rstart = 1.75;
bottom: the starting configuration was obtained in the run
with rstart = 1.5.
cles. We start from a body-centered orthorombic lattice
with 8 unit cells in each direction and L2/L1 = b/a = 0.9,
L3/L1 = c/a = 1.5 (a, b, c give the size of the unit cell).
The ratio L2/L1 as a function of the number of itera-
tions is shown in Fig. 20. After a few iterations, we have
again L2/L1 ≈ 1, indicating the stability of the tetrago-
nal structure with respect to orthorombic deformations.
In conclusion, for the SB model, we estimate the pres-
sure Pfs at the low-density fluid-solid transition as
P˜fs = 9.2(8). (B28)
If Φp,f and Φp,s are the boundaries of the fluid and solid
phases, respectively, we obtain
0.60 ∼< Φp,f < Φp,s ∼< 0.64. (B29)
At the transition the bcc lattice is the stable crystal
structure. The size a of the corresponding unit cell is
a = 2.38Rˆg, while the distance between the two closest
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FIG. 18: Plot of Nms(ǫ) and of Nmf (ǫ), ǫ = 0.2, as a function
of the number t of iterations. Here P˜ = 10.0. The starting
configuration is a mixed solid-fluid system (1296 molecules)
in which the solid is a tetragonal structure with n = 6, m = 9,
and c/a = 1.5.
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FIG. 19: Top panel: estimates of the ratio L3/(2L1) as a
function of the number t of iterations for the run starting
from a mixed (fluid-solid) configuration with n = m = 6 (864
molecules), c/a = 1 (the solid is a bcc lattice), and Φp = 0.9.
In the run we fix P˜ = 24 and keep L1 = L2. Middle and
bottom panel: estimates of the ratios L3/(2L1) and L2/L1;
the run starts from the final configuration obtained in the
run considered in the top panel, but now L1, L2, and L3 are
updated independently. We always set P˜ = 24.
lattice points is a
√
3/2 ≈ 2.06Rˆg. As P˜ and Φp increase,
the bcc lattice becomes unstable. For P˜ = 24 (Φp = 0.9)
the stable lattice structure is apparently centered tetrag-
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FIG. 20: Estimates of the ratios L3/(2L1) (top) and L2/L1
(bottom) as a function of the number t of iterations. The sim-
ulation starts from a lattice configuration with 1024 molecules
(8 unit cells in each lattice direction). The initial lattice is
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We fix L2/L1 = b/a = 0.9, L3/L1 = c/a = 1.5 and choose a
so that Φp = 0.9. In the run we set P˜ = 24 and update L1,
L2, and L3 independently.
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FIG. 21: Plot of the maximum Smax of the structure factor
for the SB model in the CM representation, as a function
of Φp. It has been obtained by using the integral-equation
method with Rogers-Young closure. The dotted-dashed line
at Smax = 2.85 corresponds to the Hansen-Verlet criterion for
the stability of the solid phase.
onal.
In Ref. 5 we used integral equation methods to estimate
the location of the fluid-solid transition. In particular,
we used the Hansen-Verlet criterion:20,21 the phase tran-
sition occurs when the maximum Smax of S(q) exceeds
2.85. Unfortunately, the pair potential used there was not
accurate, and therefore that result largely overestimates
the correct pressure and density. Here, we have repeated
the same calculation, using our estimate of the pair po-
tential. The maximum of the structure factor Smax is
reported in Fig. 21. It shows a nonmonotonic behavior
with a maximum for Φp ≈ 0.58, where it takes the value
2.86, slightly larger than the Hansen-Verlet value of 2.85.
If we were using the Hansen-Verlet criterion, we would
estimate Φp,f ≈ 0.54, which is not far from the correct
estimate obtained numerically.
We have also collected some data to estimate the high-
density solid-fluid transition. For this purpose we have
performed isobaric simulations with P˜ = 70, 100, 110,
and 120, starting from mixed solid-fluid systems. The
starting configuration is a centered tetragonal lattice
with m = n = 6, c/a = 1.5, so that the total (solid and
fluid) number of particles is 864. To verify the stability
of the tetragonal structure with respect to orthorombic
deformations we update L1, L2, and L3 independently.
For P˜ = 70 the system freezes. At the end of the sim-
ulation, the lattice has a centered tetragonal structure
with c/a ≈ 1.41 (the same value found for P˜ = 24)
and Φp ≈ 1.24. For P˜ = 100 and 110, the system is
apparently unable to reach equilibrium. After approxi-
mately 105 iterations, the system settles in an arrested
state and particles no longer diffuse. The presence of ar-
rested states was already noted22 in SB models with phe-
nomenological potentials, using a more realistic dynamics
(here we use a Metropolis dynamics with local random
displacements of the particles). Our results show that
arrested states are a generic property of the SB models,
which is not very dependent on the interaction potentials
(the potentials we use are quite different from those used
in Ref. 22, see Ref. 5) and on the dynamics. A visual
inspection of the arrested configuration obtained in the
run with P˜ = 100 shows the molecules belonging to the
fluid half-system have been able to partially order. Thus,
we expect the stable phase for P˜ = 100 to be solid. To
identify the equilibrium value of Φp for P˜ = 100, we
perform a simulation in which we start from a solid cen-
tered tetragonal lattice with n = m = 8 (1024 particles),
b/a = 1, c/a = 1.5, Φp = 1.4. We find at the end b/a ≈ 1,
c/a ≈ 1.41, and Φp ≈ 1.27. For P˜ = 110, there is no
indication of partial order. The arrested configuration
consists in a perfectly ordered crystal coexisting with a
fully disorderd half system. Finally, for P˜ = 120, the
solid part of the system melts in a few thousand itera-
tions. The corresponding volume fraction is Φp ≈ 1.66.
Therefore, the transition occurs for
P˜sf = 110(10), (B30)
while the coexistence interval [Φps,Φpf ] satisfies 1.27 ∼<
Φps < Φpf ∼< 1.66. At the transition, a centered tetrago-
nal crystal with c/a ≈ 1.4 is the stable solid structure.
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FIG. 22: Plot of Nms(ǫ) and of Nmf (ǫ) as a function of the
number t of iterations. Top: P˜ = 6.6; middle: P˜ = 5.0;
bottom: P˜ = 3.38. Here ǫ = 0.2. Simulations with 500
molecules and, for P˜ = 6.6, also with 1152 molecules. For
P˜ = 6.6 and 5.0, the solid is stable; for P˜ = 3.38 the stable
phase is fluid.
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FIG. 23: Top: plot of φ (in degrees) as a function of the num-
ber t of iterations (we estimate φ every 200 iterations): red
points correspond to systems with unit cell given in Eq. (B25),
green points to systems with unit cell given in Eq. (B26). Bot-
tom: plot of L3/(2L1) = c/a, as a function of t. Results for a
system of 500 molecules and P˜ = 6.6. We start from a mixed
configuration with c/a = 1.5 and n = m = 5.
c. The multi-blob model
The analysis presented in the SB case has been re-
peated for the MB model. Short runs on very small
bcc systems with 128 molecules give indications that the
solid phase might be stable for Φp ∼> 0.5. For this rea-
son, we have performed simulations at P˜ = 10.9, 6.6, 3.38,
which are the values of the pressure obtained in canonical
simulations starting from disordered configurations with
Φp = 0.6, 0.5, and 0.4, respectively. For each packing
fraction we generated mixed configurations with c = a
and n = m = 5 (the total number of molecules is 500).
They were used as starting configurations for isobaric
runs in which L1 and L2 were kept equal. We find that
the bcc phase is stable for P˜ = 10.9 and 6.6, while for
P˜ = 3.38 the solid part of the system melts. This is ev-
ident from Fig. 22, where we report Nmf (ǫ) and Nms(ǫ)
for ǫ = 0.2. The results obtained using 500 molecules are
confirmed by simulations with larger systems. In partic-
ular, we considered a starting mixed configuration with
n = 6 and m = 8 (1152 molecules) at P˜ = 6.6. Again,
we observe that the bcc phase is stable, see Fig. 22.
The densities obtained in the isobaric simulations for
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the solid phase do not differ significantly from those ob-
tained in simulations in the (metastable) fluid phase (in
these simulations we start from a disordered distribution
of the molecules). For instance, for P˜ = 6.6 we find
Φp = 0.5068(1) for the solid phase and Φp = 0.5055(1)
for the metastable fluid phase.
To improve the estimates of the transition pressure,
we perform a simulation for P˜ = 5. We find that the
bcc lattice is the stable phase, see Fig. 22, and that the
corresponding packing fraction is Φp = 0.46. We thus
predict a fluid-solid transition for
P˜fs = 4.2(8). (B31)
If Φp,f and Φp,s are the boundaries of the fluid and solid
phases, respectively, we obtain
0.40 ∼< Φp,f < Φp,s ∼< 0.46. (B32)
Note that, for Φp ≈ 0.43, the size a of the unit cell is
a = 2.69Rˆg and that the distance between the two closest
lattice points is a
√
3/2 ≈ 2.33Rˆg.
In the MB case, we have not performed a detailed anal-
ysis of other possible asymmetric lattice structures. We
have only performed a single isobaric run at P˜ = 6.6,
starting with a mixed system with c/a = 1.5 and n =
m = 5, and keeping L1 = L2 in the simulation. Af-
ter 12000 iterations, the disordered part of the system
is completely frozen. The resulting lattice structure has
c/a ≈ 1.6 and is monoclinic with φ ≈ 12-13◦, see Fig. 23.
Note that this result is completely analogous to what has
been observed in the SB simulations (although at a dif-
ferent value of the pressure). Therefore, we conclude that
the existence of these (meta)stable structures is not due
the coarse-graining procedure, but that it is a property
of the underlying star-polymer system.
Finally, we determined the location of the high-density
solid-fluid transition. We performed simulations for P˜ =
24, 55, 70, and 85, starting from mixed solid-fluid configu-
rations with m = n = 5 (500 particles) and c/a = 1 (bcc
lattice). For P˜ = 24 (corresponding to Φp ≈ 0.8) and
P˜ = 55 (correspondingly Φp ≈ 1.13) the system freezes,
while for P˜ = 70, 85, the solid part of the system melts
and Φp ≈ 1.26, 1.38, respectively, at the end of the sim-
ulation; see Fig. 24. Since it is possible that the stable
phase is not cubic symmetric—it might be tetragonal,
orthorombic, or monoclinic—we also performed simula-
tions at P˜ = 70, 85, starting from mixed fluid-solid con-
figurations with c/a = 1.5 and m = n = 5. In both
cases, the crystal melts, confirming that the stable phase
is fluid for P˜ ∼> 70. Therefore, the solid-fluid transition
occurs at
P˜ = 62(8), (B33)
while the coexistence interval [Φps,Φpf ] satisfies 1.13 ∼<
Φps < Φpf ∼< 1.26. Note that we have found no evidence
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FIG. 24: Plot of Nms(ǫ) and of Nmf (ǫ) as a function of the
number t of iterations. Top: P˜ = 70 and starting configura-
tion with c/a = 1; middle: P˜ = 70 and starting configuration
with c/a = 1.5; bottom: P˜ = 55 and starting configuration
with c/a = 1. Here ǫ = 0.2. Simulations with 500 molecules.
For P˜ = 55, the solid is stable; for P˜ = 70 the stable phase is
fluid.
of structural arrest in the multiblob case.
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7. Numerical results
TABLE V: Estimates of the compressibility factor Z for f = 6 and different values of Φp. We report single-blob results in two
different representations (SB-MP and SB-CM), multiblob results (MB), and estimates obtained by using the Pade´ extrapolation
discussed in the paper (PADE).
Φp = 0.15 Φp = 0.25 Φp = 0.50 Φp = 0.75 Φp = 1 Φp = 2
SB-MP 1.623 2.130 3.563 5.094 6.656 12.981
SB-CM 1.620 2.146 3.719 5.472 7.285 14.626
MB 1.638 2.182 3.927 5.919 8.132 17.782
PADE 1.618 2.141 3.776 5.797 8.132 19.74
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TABLE VI: Estimates of the compressibility factor Z for f = 12 and different values of Φp. We report single-blob results in two
different representations (SB-MP and SB-CM), multiblob results (MB), and estimates obtained by using the Pade´ extrapolation
discussed in the paper (PADE).
Φp 0.15 0.25 0.50 0.75 1 2
SB-MP 2.255 3.532 7.587 11.998 16.440 34.116
SB-CM 2.258 3.601 8.196 13.490 18.920 40.450
MB 2.106 3.385 7.983 13.981 21.295 49.640
PADE 2.215 3.431 7.771 13.725 21.295 60.051
TABLE VII: Estimates of the compressibility factor Z for f = 40 and different values of Φp. We report single-blob results in the
center-of-mass representation (SB-CM)s and multiblob results (MB). All results refer to the fluid phase, which is metastable
for Φp
∼
> 0.4 (multiblob model) and for Φp
∼
> 0.6 (single blob model).
Φp 0.15 0.25 0.50 0.75 0.90
SB-CM 4.752 11.781 43.760 80.430 101.667
MB 4.785 12.552 54.977 112.576 147.169
TABLE VIII: Estimates of the ratio Rg,b(Φp)/Rˆg,b for different values of Φp and f . For f = 40, the results for Φp = 0.50 and
0.75 are obtained in the metastable fluid phase.
f\Φp 0.15 0.25 0.50 0.75 1 2
6 0.989 0.982 0.961 0.941 0.924 0.883
12 0.992 0.984 0.954 0.924 0.894 0.820
40 0.995 0.985 0.936 0.888 — —
