Over sixty years ago, Markowitz introduced the mean-variance efficient frontier to finance. While mean-variance is still the predominant * Corresponding author rsteuer@uga.edu 1 model in portfolio selection, it has endured many criticisms. One serious one is that it does not allow for additional criteria. The difficulty is that the efficient frontier becomes a surface. With it now possible to compute such a surface, we provide an overview on how Markowitz's risk-return (bi-criterion) portfolio selection can be extended to tricriterion portfolio selection. With a focus on the geometry of the extension, many graphs are used to illustrate.
Introduction
In finance there has long been the problem of portfolio selection-how to invest in a collection of securities for maximum benefit. Typically, this has been taken to mean to maximize the stochastic objective (i.e., random variable) of portfolio return. The task is difficult because how to maximize a stochastic quantity requires an interpretation. One possibility is to replace the problem having a stochastic objective with an equivalent problem having one or more deterministic objectives (Caballero et al, 2001 ) . In his seminal work of (1952, 1956, 1959) , and as reiterated in his books of (1987, 2000) , Markowitz did just that. In his mean-variance approach, the stochastic objective is replaced by the two deterministic objectives of to maximize expected return and to minimize variance. The appeal of his equivalent problem is that with its two objectives it focuses on the conflicting criteria of risk and return, where return is measured in terms of the expected value of the portfolio return random variable and risk is measured in terms of the square root of the variance of the portfolio return random variable. Variance's role in the approach is that it produces the same solutions as standard deviation but it is by means of variance that they are easier to obtain.
After data are obtained and constraints are constructed to equip the bi-criterion nature of the equivalent problem, Markowitz's approach can be thought of as existing in two stages. In the first stage, with variance (a monotonic stand-in for standard deviation) as one of its objective functions and expected return as the other, the equivalent problem is solved for its efficient frontier (which we henceforth call the nondominated frontier ). With each portfolio having a criterion vector describing its risk-return attributes, Figure 1 : Typical nondominated frontier with, in this paper, standard deviation on the horizontal axis.
the nondominated frontier is the plot of all portfolio criterion vectors that are nondominated in standard deviation, expected return space. As a nonnegatively sloped, concave curve, a typical nondominated frontier is as in Figure 1 . With standard deviation for risk, the nondominated frontier shows how, if one wants low risk, one must be prepared to accept a low rate of return, and how, if one wishes a high rate of return, one must be prepared to endure high risk. A property of Markowitz's nondominated frontier is that, under the assumption that a decision maker's utility function is increasing and quadratic or that security returns follow a multivariate normal distribution, it is precisely the set of all contenders for optimality. That is, if a portfolio's criterion vector can possibly optimize a decision maker's utility function, it will be on the frontier, and if it can not, it will not be on the frontier. Thus, a person's most preferred point on the nondominated frontier is that person's optimal solution to the problem.
In the second stage, the graph of the nondominated frontier is displayed before the decision maker for the decision maker to select his or her most preferred criterion vector on it. From a decision-making perspective, displaying the nondominated frontier so that all nondominated points can be viewed at once is an important part of the approach. This is because in portfolio selection it is usually not possible for a decision maker to recognize an optimal solution in the absolute. Normally, the solution that gets selected is not selected because of its greatness. It is only selected because everything else is worse.
With this the general background situation, it will be our preference in this paper to call a decision maker's final nondominated choice his or her most preferred solution. Our intention is to shy away from an overuse of the term "optimal" in this context because it seems to us a bit presumptuous to apply the term to a solution that a decision maker may not like, but is forced to accept given the current investment reality, like for instance 1% on US Treasuries at the moment 1 . It just seems that "most preferred" is a softer term to use. Consequently, to allow for a final solution to be arrived at by means of a process of elimination, being able to present the nondominated frontier all at once is ideal. In this way, with the nondominated frontier containing only all contenders for optimality, a decision maker need not ever be haunted by the worry that there might be other candidates that should be shown, because there are none.
While mean-variance is still the predominant model in portfolio selection (He and Zhou, 2011) , it has endured many criticisms. As seen from the analysis in Steuer and Na (2003) , one serious criticism is that it does not allow for additional criteria. The stumbling block is that the nondominated frontier becomes a surface, and, until very recently, it has not been possible to compute such a surface. But by utilizing the CIOS procedure from Hirschberger et al (2013) for the computation of nondominated surfaces, in this paper we are able to show how the two stages of Markowitz portfolio selection (a) computing the nondominated set (b) displaying it before the decision maker all at once can be extended in full robustness to tri-criterion portfolio selection. In this way, Markowitz-style portfolio selection can be adapted to handle, beyond risk and return, an additional linear criterion (such as liquidity, dividends, social responsibility, and so forth).
The paper is organized as follows. In Section 2, Markowitz's model for portfolio selection is introduced, and after some preliminaries in Section 3, different methods for computing the nondominated frontier are discussed in Sections 4 and 5. To set the stage for tri-criterion portfolio selection, parametric quadratic programming is reviewed in Section 6. After discussing additional criteria in portfolio selection in Section 7, the model for use in tricriterion portfolio selection is presented in Section 8. Section 9 covers multiparametric quadratic programming by which tri-criterion nondominated sur-faces can be computed. After some tri-criterion nondominated surface graphical illustrations in Section 10, the paper concludes in Section 11.
Bi-criterion formulation
We begin a review of Markowitz portfolio selection. However our treatment is somewhat nonstandard. This is because our end purpose is not bi-criterion portfolio selection. It is tri-criterion portfolio selection-and certain features that might not otherwise attract attention must be brought out to accommodate the extension. In bi-criterion format, the problem of Markowitz portfolio selection is as in (M)
where (a) S ⊂ R n is the feasible region in decision space defined by
(b) n is the number of securities in the pool of securities eligible for investment (c) x = (x 1 , . . . , x n ). Provided that the x i sum to one, x is said to be a portfolio. When this is the case, x i is the proportion of a portfolio invested in security i. (d) µ is an n-vector of individual security expected returns (e) Σ is an n × n covariance matrix of the security returns To ensure that x is a portfolio in our analyses, it is assumed that the equality constraints Hx = d always contain the condition 1 T x = 1. If there are industry or sector constraints like at least 5% of a portfolio is to be invested in the pharmaceutical industry or no more than 20% of a portfolio is to be invested in oil, they would be housed in the inequality constraints of Gx ≤ b. Although x ∈ [0, β] might give the impression that short positions or lower bounds greater than zero are not to be treated, this is not the case. Should there be any such security lower bounds, they are handled by a translation of the coordinate system. Let ∈ R n be a problem's starting vector of lower bounds (long and short) on holdings. Substituting x − for x throughout the formulation translates the coordinate system's origin to , with the new x satisfying x ∈ [0, β]. After solution, all x from (M) are then translated back to original form.
Normally there are not many constraints in Hx = d and Gx ≤ b. Even a problem in which G is vacuous would not raise eyebrows. Thus, apart from the [0, β] box constraints on x, a characteristic of portfolio selection problems is that in most cases they can be anticipated to possess many times as many variables (i.e., securities) as constraints in Hx = d and Gx ≤ b.
Being a multiple objective programming problem, mathematically, the solution of (M) is the set of all x-vectors in S that produce nondominated vectors in criterion space. For books on multiple objective programming, see Steuer (1986) , Meittinen (1999) or Ehrgott (2005) . While some authors choose variance, expected return space for criterion space in portfolio selection, since we have stated that we will be displaying nondominated frontiers in standard deviation, expected return space, we will use that space for criterion space in this paper. Standard deviation, expected return space is definitely our choice as the units of standard deviation are much more interpretable than those of variance for conveying risk (more on this in next section).
Let x be a portfolio. Then when speaking about the criterion vector of an x, it will be assumed, unless something is said to the contrary, that it is given by
Continuing under the adoption of standard deviation, expected return space, where S is the feasible region in decision space, the feasible region in criterion space, designated Z, is given by
It is to be noted that all of the nondominated frontiers that we see in books and so forth are graphs in criterion space, not decision space which is the space of the x-variables, and when the graphs have standard deviation as opposed to variance on the horizontal axis, the graphs are in standard deviation, expected return space. Then what is typically shown is the "northwest" boundary of the feasible region Z in criterion space. This is exactly what is shown in Figure 1 . Often we do not see much of the rest of Z graphed under the rationale that none of the points not shown can be optimal for anyone.
Some preliminaries
Because of the role of nondominated criterion vectors in this paper, we have more words to say about them in this section. Then, as opposed to nondominance, we will define the term efficiency as used in this paper. Finally, we comment about covariance matrices and how a covariance matrix is instrumental in the calculation of a portfolio's standard deviation measure. Consider a set of criterion vectors. Then a point in the set is nondominated if and only if there exists no other point in the set that is better in one component without being worse in another. To illustrate, consider the criterion vectors of length 2 whose components come from the first two columns of Table Using the numbers in the liquidity column, let a third component be appended to the criterion vectors so that they are of length 3, exactly as shown in Table 1 . Then, among the seven criterion vectors of length 3, vectors 1, 2, 4, 5 and 6 are nondominated, and vectors 3 and 7 dominated. Whereas 3 was formerly dominated by 1 and 4, it is now only dominated by 4. But vector 7, which was formerly nondominated, is now dominated by 6. What is going on here?
What we are observing are two properties of dominated and nondominated criterion vectors. In the property we will call the first, let all criterion vectors in a collection be unique, like criterion vectors 1 to 6 of length 2 in Table 1 . Then, when appending components, no nondominated criterion can lose its nondominated status, but a dominated criterion vector can become nondominated. Thus the nondominated set can only grow to supersets of itself. This is the general situation. The other property is more specialized in that it only pertains to nondominated criterion vectors that have replicates, like criterion vectors 6 and 7 of length 2 in Table 1 . This could happen in portfolio selection, for example, should there be different x-vectors that produce the same criterion vector via (1) . Then, when appending a component to a given set of replicates, those of the replicates that don't receive the most superior value of the additional component will lose their nondominated status.
As for the term efficiency, we observe the difference in definition between it and nondominance that is common in multiple criteria optimization (Steuer, 1986, Chap. 6 ). The distinction is this. Let x ∈ S. Then x is efficient if and only if its criterion vector (in Z) is nondominated. Thus, efficiency is a decision space concept as points in S are either efficient or inefficient, and nondominance is a criterion space concept as points in Z are either nondominated or dominated. In other words, if the criterion vector of an x ∈ S is on the nondominated frontier, then x is an efficient portfolio, and vice versa. We need this more crisp distinction between the two terms to help communications as we go from two to three criteria in portfolio selection.
Moving on to covariance matrices, let the first part of Table 2 be period return data on three stocks. For instance, in period 2, the value of an investment in stock 1 declined by 2.7%. From the return data, assume that covariance matrix Σ results. In portfolio selection, covariance matrices can often be dense as here. Covariance matrices are important because with them the variance or standard deviation of any portfolio can be calculated by means of x T Σ x or √ x T Σ x, respectively. For example, in relation to the stocks of Table 2 , let x be a portfolio invested 50% in stock 1, 30% in stock 2, and 20% in stock 3. As computed in (2), x's variance is 0.002326%
2

/month
2 . Beyond smaller values of variance being better than larger values, the actual numerical value of variance in uninterpretable (look at the units). But after calculating x's standard deviation in (3), we have 4.82%/month which is highly interpretable given that expected return is also measured in percent per month. 
Methods for constructing nondominated frontiers discretely
We now consider the computation of the nondominated frontier. Even though the nondominated frontier of (M) is a continuous curve, in practice, the world computes its nondominated frontiers discretely so as to produce dotted representations as in Figures 2 and 3 . The overall favorite for the discrete construction of nondominated frontiers is the e-constraint method. A traditional method, it has been around for as long as anyone can remember. Often utilized in multiple criteria optimization, the method has been known by the name of "e-constraint" since Haimes (1971) . Before that it apparently didn't have a name.
In the e-constraint method, all objectives but one are converted to constraints with e right-hand sides. It is from this notation that the method derives its name. Then by employing a thoughtful series of different e values and solving, the idea is that a useful series of different solutions will result. In the case of (M), we have the simplest e-constraint case in that only one objective is to be converted to a constraint. With expected return the most practical choice, we have, for generating the portfolios that minimize risk for q different levels of expected return, the "e-constraint" formulation of (E) where
for each e ∈ {e min , e 2 , . . . , e q−1 , e max } x ∈ S
The resulting x-portfolios are efficient because their criterion vectors (
are points on the nondominated frontier. Before deploying, however, some homework is to be carried out. This involves ascertaining the range [e min , e max ] of expected return values over the nondominated set, where e min is the minimum expected return value over the nondominated set and e max is the maximum expected return value over the nondominated set. Then from [e min , e max ], a string of values (typically equally spaced over the range) is selected so as to construct a desired dotted representation of the nondominated frontier. Suppose we have q equally spaced expected return values for e obtained in this way. Then the procedure is as follows. Solve (E) q times, once for each of the q pre-chosen values for e, note the resulting x-vector, and then compute its criterion vector.
Of course, because of the repetitiveness of the approach, the task can be time consuming. Requiring a quadratic programming (QP) run for each different value of e, depending upon q, n and the density of Σ, CPU-times can add up. If q were 15, then a dotted representation of the nondominated frontier would look as in Figure 2 . If q were 60, it would look as in Figure  3 . While 15 may be enough for pedagogical purposes, many more dots are likely to be what is required in practice. Notice how the distance between dots increases as we proceed up the nondominated frontier. While this could be minimized by a more deliberate choice of e-values, it could take a lot of extra runs to get rid of this completely.
The approach is for sure intuitive. One need not be a math major to understand the concept of the nondominated frontier by its e-constraint construction-that for each level of expected return, the e-constraint method computes the portfolio that minimizes risk. A further advantage of the approach is that (E) is only a single-objective program, albeit a quadratic one. Consequently, it only requires a standard QP solver (in plentiful supply) to solve. However, because of the repetitiveness of the process, total CPU-time must always be kept in mind on larger problems.
Another method for computing a discretized representation of the nondominated frontier of (M) would be to use (L) where, under the intention of producing q points on the nondominated frontier, we have
We use the notation λ 2 because that is the weight on the second objective; 1 is the weight on the first. For a dotted representation of the nondominated frontier, instead of repetitively solving (E) for different pre-chosen values of e, in this approach we repetitively solve (L) for different pre-chosen values of λ 2 . As (L) is a weighted-sums formulation, each λ 2 value must be nonnegative, or in other words, be a member of the interval [0, +∞).
Problem (L) looks simple enough. It even has one fewer constraint than (E). However, with (L) a nettlesome issue enters the picture. It is that there is no simple way of knowing λ 2,max in advance where λ 2,max is the smallest value of λ 2 that causes (L) to solve for the maximum expected return point on the nondominated frontier. In some cases, λ 2,max could be very large. In other cases it could be very small. It can't be foretold from the outside. The frustrations set in when solving (L) for a pre-chosen group of λ 2 's. If the largest λ 2 in the group is less than λ 2,max , we will fail to learn the topmost point of the nondominated frontier. If the largest λ 2 in the group is greater than λ 2,max , the last few λ 2 's in the group may well generate the same point. In the first case, we fall short of capturing all of the upper part of the frontier. In the second case, we run the risk of generating fewer points than desired.
(L) can also be disconcerting with regard to the spacing of the points generated along the nondominated frontier. At least with the e-constraint method we have some control. We specify in advance the expected return component of each generated point, but with (L), we don't know either component until after the optimization is over.
Methods for constructing nondominated frontiers continuously
While computing nondominated frontiers discretely is about the only way seen in practice, it is possible, using specialized algorithms, to compute the full continuous curve of the nondominated frontier of (M). The specialized algorithms are all parametric quadratic programming procedures of one form or another. As parametric procedures, their strategies are to model (M) with a parameter and then vary the parameter continuously until the nondominated frontier is fully traced out. We use the term "specialized" because while parametric quadratic programming procedures exist, it is just that there are no implementations in any commercial packages of which we are aware. One needs to consult the open literature or research community. Best known among these algorithms is the critical line method of Markowitz (1956). Other contributions to parametric quadratic programming procedures for portfolio selection have been by Best (1996) For solving for the nondominated frontier of (M), the formulation of in-terest now is (P)
This is the same formulation as (L), but instead of solving repetitively using different pre-chosen values of λ 2 , we vary λ 2 continuously over the interval [0, +∞) to obtain the nondominated frontier in one run. Actually, in the specialized algorithms, it is generally more convenient to start at +∞ and continuously vary λ 2 down to 0, rather than the other way around.
Regardless, what we find when varying λ 2 continuously is that the nondominated frontier, with standard deviation on the horizontal axis, is piecewise hyperbolic. By this we mean that the nondominated frontier is composed of a connected collection of curved segments, each coming from a different hyperbola. Representative of the group of parametric quadratic programming algorithms, we now review the operation of the CIOS procedure from Hirschberger et al (2010) , not only to see how this is known, but also to set the stage for the algorithm to be discussed for tri-criterion portfolio selection in Section 9. 
where l is the number of equality constraints and m is the number of inequality constraints. If in (W) f : R n → R is concave and all constraints are convex, then it is known that x ∈ R n solves (W) if and only if there exist vectors v ∈ R l , u y ∈ R m , u β ∈ R n and u x ∈ R n such that x satisfies the following Kuhn-Tucker Conditions
Meeting the objective function and constraint requirements, the Kuhn-Tucker Conditions (KTC) for (P), in matrix format, are
With just (4.1-4.4) being (2n + l + m) × (3n + l + m), a difficulty with the above is its size. Fortunately, it is possible to reduce the system by modeling the upper bound constraints I n x ≤ β of (4.4) implicitly. Also, it is possible, as shown in Hirschberger et al (2010) , to consolidate u β and u x into a single vectorū x ∈ R n because when a u β j is needed, its counterpart u x j is not, and vice versa. With this reducing (4.1-4.4) to (n + l + m) × (2n + l + 2m), we have the more manageable system that we call the reduced KTC
whereĪ n in (5.1) is a diagonal matrix whose j-th diagonal element is −1 or 1 depending upon whether u β j is in the problem at the moment or not, respectively 2 , and (5.6) displays the new complementary slackness constraints which have been reduced as well.
Since the reduced KTC is equivalent to the KTC, then by virtue of Eaves (1971) , the reduced KTC is solvable if and only if there is a basis of (5.1-5.3) that solves the system (5.1-5.6). Assume that S is nonempty. Thus, there is a solution to (P) for all λ 2 ∈ R. Hence, there is a basis of (5.1-5.3) that solves the system for what we need, all λ 2 ∈ [0, +∞). A task is to find a basis of (5.1-5.3) that solves the system from which to commence pivoting to all other bases of (5.1-5.3) that solve (5.1-5.6) that are necessary for the generation of the nondominated frontier.
A way to proceed on the task is to solve the linear program max {µ T x} (LP) s.t. x ∈ S for a solution that gives us the expected return of maximum value over the nondominated frontier. We do this because it is not too difficult to obtain from the solution of (LP) x, v, u y ,ū x and y that enable us to form a basis of (5.1-5.3) with λ 2 =λ 2,max that solves the system to start the process of tracing out the nondominated frontier. It is only in cases of alternative optima that the x-vector from (LP) might be different from the x-vector of this initial basis. Recall that λ 2,max is the smallest value of λ 2 for which the topmost point on the nondominated frontier solves (P). This is a good basis from which to start because there is nothing above λ 2,max . It is only necessary to range λ 2 downward from there to 0 to trace out the nondominated frontier.
As we begin, in this basis, ranging λ 2 downward from λ 2,max , the variables in the basis, including any components of x that might be in the basis, adjust to accommodate the changes in λ 2 . Due to the linearity of the equations that constitute (5.1-5.3), all of the variables that adjust do so linearly with λ 2 . At some point in the ranging downward of λ 2 , provided we don't reach 0 first, a point will be encountered at which the basis would lose feasibility if we were to go further. The interval over which λ 2 can range in a given basis without forcing a pivot is called a stability set. At this point we pivot to a new basis of (5.1-5.3) that solves the system. Because there is a solution to (P) for all values of λ 2 , a new basis will always be available.
In continuing to further decrease λ 2 , there will be another range over which the new basis holds, but then will come a value of λ 2 , provided we don't reach 0 first, at which one or more of the basic variables, which have been adjusting linearly all along, would lose feasibility if we were to go anymore with λ 2 . Recording the stability set, we pivot to achieve another basis over which to continue ranging λ 2 downward. Also, recording how x linearly adjusts over each basis, we continue with λ 2 , pivoting when necessary, until λ 2 reaches 0, at which point we are done.
With reference to Figures 4 to 7, we illustrate the procedure. Consider the 22 dots in Figure 4 . They are from the nondominated frontier of Figure 1 . But they are not just dots. They have meaning. The first dot is where, with λ 2 = λ 2,max , we start. Apart from the bottommost dot, where λ 2 = 0, all of the others are where we pivot. For the part of the nondominated frontier between any two adjacent dots, it is taken from a hyperbola. With the xvector tracking a straight line as λ 2 is ranged from one end of a basis to the other (i.e., over the stability set of the basis), the criterion vectors of the x's along the linear line segment trace a hyperbolic arc, because of the
In Figure 5 we see the hyperbola that contributes the first hyperbolic arc of the nondominated frontier coming down the curve. In Figure 6 we see the hyperbolas that contribute the first two hyperbolic arcs of the nondominated frontier coming down the curve. In Figure 7 , we see the hyperbolas that contribute the first seven hyperbolic arcs, and so forth. Note that when we pivot coming down the curve, we switch from the end of one hyperbolic arc to the beginning of the next.
Perhaps some readers are familiar with the expression that the nondomi- nated frontier is "piecewise linear in decision space and piecewise hyperbolic in criterion space." Now we can see why. For the first part of the expression, consider the bases of (5.1-5.3) encountered coming down the nondominated frontier. As we know, within each, x tracks a linear line segment as λ 2 is varied over the stability set of the basis. With each pair of successive linear line segments connected at their point of pivot, all are connected, and hence we can see how the linear line segments, which are the efficient portfolios of (M), form a piecewise linear path in S (i.e., decision space). And as each linear line segment gives rise to a hyperbolic arc, the nondominated frontier is piecewise hyperbolic in criterion space.
Occasionally, there will occur a nondominated frontier with a kink as in Figure 8 . In the basis of (5.1-5.3) that solves the system at the kink (it suffices for there to be one basis for purposes of explanation), what happens is that none of the components of x are among those that undergo linear adjustments as λ 2 is ranged over the stability set of the basis. Now we can see what parametric quadratic programming does. It decomposes λ 2 ≥ 0 (i.e., it decomposes the non-negative portion of the real line) into intervals, with [λ 2,max , +∞) corresponding to the topmost point of the nondominated frontier. In this way, the topmost point on the nondominated frontier is a kink in that there is no movement in x for any movement of λ 2 in [λ 2,max , +∞). While the terminology may seem a little peculiar at this point in the paper, the nondominated frontier can be viewed as consisting of 0-dimensional kinks (rare other than at the point at the top of the frontier) and 1-dimensional hyperbolic arcs. The dimensionalities of these constituents of the nondominated frontier are taken from the dimensionalities of the sets of x-vectors corresponding to the different stability sets.
Because nondominated frontiers are so often constructed discretely and then presented in the form of dotted representations, which are not by the way aesthetically displeasing, there may be users who do not wish to see nondominated frontiers presented to them in the form of a continuous curve. They just wish to continue seeing nondominated frontiers in the way to which they have become accustomed.
Whereas 60 dots in Figure 3 might seem plenty (apart from the tendency to be spread out at the top), this is because the figure is so small. In practice, nondominated frontiers would be shown in a larger form, such as on a regularly-sized piece of paper or on a computer screen. Then in all likelihood 60 would not be enough. We can get a sense of this from Figure 9 if it were shown in larger form. If one wants more than a few dots to represent a nondominated frontier, actually, the fastest way to do this is to employ a parametric quadratic programming code to compute the whole curve of the nondominated frontier. This is because codes such as Todd's implementation of Markowitz's critical line algorithm, called Optimizer and found in the appendix of Markowitz and Todd (2000) , or CIOS from Hirschberger et al (2010) , can solve for a full mathematical specification of a nondominated frontier in not much more time than it takes a typical QP solver to solve for a single e-constraint point on the nondominated frontier. Then, since we would know from the output of Optimizer or CIOS the equation of each hyperbolic segment, dots could be placed on the nondominated frontier in any pre-determined fashion, including equally-spaced. As pointed out in Qi et al (2009), it would not take more than a second or two for a user-written routine running under something like Matlab to do this. Figure 9 is a dotted representation of a nondominated frontier produced in this way. With not only 100 points, but equally spaced as well, this is a feat not so easily accomplished by a discrete method.
Additional criteria in portfolio selection
Over the many years of Markowitz portfolio theory, perhaps the most persistent criticism that it has had to endure has been about its lack of a formal mechanism for accommodating additional criteria (beyond risk and return). (2007), and so forth. However, despite such efforts, little long-term traction has been achieved. We think we have at least a partial explanation.
As set out by Hwang and Masud (1979) , procedures for solving a multiple criteria decision problem, which is what portfolio selection clearly is with additional criteria, can be grouped into three categories depending upon when preference information is elicited from the decision maker. The categories are a priori, progressive articulation, and a posteriori. In an a priori method, information about the decision maker's preferences is sought before an optimization problem based upon it is solved for the decision maker's supposedly optimal solution. Difficulties here include that it may be hard to obtain the information that is required in advance and that the decision maker is not given any kind of picture of the nondominated set other than for the point generated.
In the progressive articulation category are interactive procedures. Phases of computation are interleaved with phases of decision making. In these procedures, preference information is elicited iteratively to guide the solution process. This is better, but at best, the decision maker only gets a partial look at the nondominated set.
In an a posteriori method, the nondominated set in its entirety is computed first. Then it is shown to the decision maker for the selection of his or her most preferred solution. A posteriori methods, of course, are not applicable to problems for which the nondominated set can not be computed, and even in problems where sufficient representations of the nondominated set are possible, one must be mindful about information overload when conveying the volume of information to the decision maker. But if these challenges can be dealt with, it is hard to see why this wouldn't be the way to approach a multiple criteria problem.
In addition to its modeling, a further reason for the appeal of Markowitz portfolio selection is that, in its decision-making second stage, it is an a posteriori approach. After computing the nondominated frontier, a graph of the nondominated frontier is shown to the decision maker so all can be seen at once. After being brought into contact with the a posteriori totality of a problem in this way, the decision maker is in a very natural position to compare and contrast solution candidates, and ultimately decide upon a final one.
Tri-criterion formulation
The difficulty with previously written papers on multiple criteria portfolio selection is that they have almost all revolved around a priori procedures and consequently don't provide much information about what other types of solutions are candidates. Also, in a priori procedures, the computer produces the solution. The decision maker doesn't get to do much picking. In the few papers that have attempted a posteriori approaches, the main difficulties have been with the approximations of the nondominated set they have been stuck having to work with.
With all of this background, we now proceed with the main part of the paper which is to extend Markowitz's portfolio selection to tri-criterion port-folio selection without changing any of the principles and practices that have made Markowitz's bi-criterion portfolio selection so famous. To accommodate a linear criterion in addition to expected return, instead of (M), the formulation now is (T)
where the third criterion could be liquidity as in Lo et al (2003) , dividend yield as in Ehrgott et al (2004) , social responsibility as in Ballestero et al (2012) , and so forth. One of the first things realized about (T) is that the nondominated frontier becomes the nondominated surface. Thus, the challenges, to stay within the successes of the Markowitz's framework, are to (a) obtain a highly comprehensive if not exact rendition of the nondominated surface (b) be able to display the nondominated surface graphically so that the decision maker will not have undue difficulties in working with it.
Because of the popularity of discrete methods in regular portfolio selection, one might think of them first, but they will not work here. In a problem where 100 points might be necessary to portray the nondominated frontier, with a third criterion added, thousands would be needed to portray the problem's nondominated surface to achieve the same type of dotted representation density, and even then, it would be very hard to get the dots to graph attractively. With discrete methods effectively ruled out, and none of the parametric quadratic programming approaches alluded to earlier that are based on Markowitz's (1956) critical line algorithm able to address the situation because the critical line method has no provisions for additional criteria, we have a problem. But as it turns out, in a break with the past, it is now possible to compute the nondominated surface of (T) exactly. Being able to compute the nondominated surface of (T) is possible by means of the multi-parametric extension of the CIOS procedure of Hirschberger et al (2010) , that we will refer to as CIOSm, that is developed and described for this purpose in Hirschberger et al (2013) .
As a multi-parametric quadratic programming procedure, CIOSm operates in a fashion that parallels that of the CIOS parametric quadratic programming procedure outlined in Section 6, albeit with additional details. Kuhn-Tucker Conditions are formed, bases are identified, pivoting takes place, and stability sets are recorded until the entire nondominated surface is computed. How CIOSm functions in this fashion is described in Section 9.
In this way, in tri-criterion portfolio selection, we are able to meet the full requirements of (a) above. As for (b), in this paper, PGFPlots by Feuersänger (2010) is employed. As of this writing, PGFPlots is our graphics choice because for us we are in control of the software, rather than the other way around. That is, with PGFPlots we can pretty much create any kind of graph that we can imagine, rather than having restrictions imposed upon us as to what we can and can't do. Thus, with PGFPlots we feel that we can make with precision the kinds of graphs that are necessary to give to the decision-making stage of tri-criterion portfolio selection the same type of strength that the decision-making stage of bi-criterion portfolio selection has always enjoyed.
9 Multi-parametric quadratic programming Whereas (P) was the starting formulation for computing exactly the nondominated frontier of (M), (MP) is now the starting formulation for computing exactly the nondominated surface of (T)
The third term in (MP) is because of the additional linear criterion and λ 3 is the weight on that criterion. However, here we have to solve for all λ 2 , λ 3 ≥ 0, whereas before it was only to solve for all λ 2 ≥ 0. Thus, instead of partitioning the nonnegative portion of the real line (or in other words, partitioning the nonnegative orthant of R 1 ) into interval stability sets, here the task is to partition the nonnegative orthant of R 2 into polyhedron stability sets. We can see why by looking at the below reduced KTC for (T)
Note that instead of just one parametric term on the right in (5. After solving (LP) and obtaining from the solution a basis of (6.1-6.3) that solves (6.1-6.6), CIOSm identifies the stability set of this basis to be the dotted-white area in Figure 10left . The criterion space image of this stability set is the 0-dimensional point given by the dot in Figure 10right . Not counting the λ 2 axis, the stability set has two bounding constraints. To cross either requires a pivot. Since it can't do both at the same time, it pivots across its leftmost boundary, and puts the other possible pivot in a List to be gotten to later. The stability set of the new basis is the light-gray region in Figure 10left . The criterion space image of this stability set is the 1-dimensional hyperbolic arc shown emanating from the 0-dimensional point in Figure 10right . Not counting the λ 2 axis, the light-gray stability set has three bounding constraints. Since there is no sense in going back to the dotted-white area, the leftmost boundary is chosen for pivoting with the other boundary put in the List. Now there are two in the List. The stability set of the new basis is the gray region in Figure 10left . It is smaller, but size does not always make that much difference. The criterion space image of the gray stability set is the 2-dimensional hyperboloidic platelet shown in Figure 10right on whose relative boundary is the 1-dimensional hyperbolic arc. Note the color scheme that we are following for stability sets: dotted-white for 0-dimensional points, light-gray for 1-dimensional hyperbolic arcs, and gray for 2-dimensional hyperboloidic platelets.
In Figure 11 , the most recent addition to the List is chosen for pivoting. The stability set of the new basis obtained in this way is the new gray polyhedron in Figure 11left . The criterion space image of this gray stability set is the new 2-dimensional hyperboloidic platelet shown in Figure 11right . Figure 12left shows the full decomposition of the nonnegative orthant of λ 2 , λ 3 parameter space. When this is achieved we are done. As seen, this problem has 15 stability sets: three dotted-white, seven light-gray, and five gray. Thus, the surface has five 2-dimensional hyperboloidic platelets, or what are simply called "platelets." When gray stability sets have a boundary in common, that means that along the corresponding common boundary in criterion space the two platelets blend into each other in a continuously differentiable fashion. Otherwise, if there is a light-gray stability set separating two gray stability set boundaries, the two platelets connect with each other along the corresponding boundary in the form of a ridge.
As seen from examining the stability sets in Figure 12left , there is some blending together of the platelets in Figure 12right , but in several instances they connect with one another abruptly. From the light-gray areas in Figure  12left , we see that this problem has a large proportion of ridges, but that is because it is a small problem. As problem size grows, the proportion of 1-dimensional ridges relative to 2-dimensional platelets drops rapidly.
Additional tri-criterion illustrations
Having illustrated the CIOSm procedure on a 4-security example, we now show the nondominated surfaces of three randomly generated problems that have more securities to get a better idea of how things would work on more realistically sized problems. For the problems, the elements of µ and ν were randomly sampled from a normal distribution with a mean of 10% and a standard deviation of 6%. For the covariance matrices of the problems, we employed the procedure for simulating portfolio-selection covariance matrices described in [14] . In accordance with the procedure, the diagonal entries of the covariance matrices were drawn from a distribution with an expected value of 0.012 and a standard deviation of 0.012, and the off-diagonal entries of the covariance matrices were drawn from a distribution with an expected value of 0.0025 and a standard deviation of 0.0025. Figure 13 shows the nondominated surface of a problem created in this way with n = 10 securities. In this problem, all upper bounds on the securities are 0.20. The left and right figures show the problem's nondominated surface from two different angles. On the left, the nondominated surface is shown from a 60/30 azimuth/elevation viewpoint, and on the right, the nondominated surface is shown from a 105/20 azimuth/elevation viewpoint. It seems instructive to also plot a "shadow," i.e., the projection of the nondominated surface onto the standard deviation, 3rd objective plane, to clarify the suspension of the nondominated surface in the three-dimensional space. On this problem, CIOSm reveals that the nondominated surface consists of 61 two-dimensional platelets. However, the platelets vary in size with about half of the platelets in the example too small to be recognizable on the graph. It is not uncommon for a nondominated surface to have many small platelets like this.
In Figures 14 and 15 , we continue with two larger-size examples. In Figure 14 we see, from two angles, the nondominated surface of a 50-security tri-criterion problem generated as above, but with an upper bound of 0.10 on each security. On this problem, CIOSm reveals that the nondominated surface consists of 548 two-dimensional platelets. In this problem, too, there are many platelets too small to be recognizable on the graph. In larger-sized problems, we have noticed that many of the small platelets tend to cluster around the minimum standard deviation point. In Figure 15 we see, from two angles, the nondominated surface of a 75-security tri-criterion problem generated as above. The upper bound here on each security is again 0.10. On this problem, CIOSm reveals that the nondominated surface consists of 1,120 two-dimensional platelets.
Conclusions
We started this paper by reviewing methods to compute the standard Markowitz bi-criterion nondominated frontier. The most common approach is the e-constraint method, which discretizes values along the vertical axis and then minimizes variance for each discretized level of expected return. An- other discrete method is the weighted-sums approach. In this approach, we use a scalarized version of (M) in the form of (L). The scalarized version also provides a vantage point for analytically computing the entire nondominated frontier. It turns out that the nondominated frontier is composed of a sequence of adjacent segments, each stemming from a different hyperbola, and there are algorithms available to compute the segments analytically.
Following this, we discussed an extension to the problem to include a third, linear criterion. Such a criterion could be momentum, social responsibility, and so forth. In this tri-criterion setting, the nondominated frontier in two-dimensional criterion space becomes a nondominated surface in threedimensional criterion space. While the nondominated frontier consists of segments taken from two-dimensional hyperbolas, the nondominated surface consists of patches taken from three-dimensional hyperboloids.
Though it might be desirable to include even further linear and possibly also quadratic criteria in portfolio selection in the future, the advantage of the tri-criterion approach is that the dimensionality of criterion space is still such that it is possible to graph the nondominated set. In this way, the entire surface can be shown to the decision maker so that he or she can select from it, while seeing all, his or her most preferred solution. Thus, the approach falls into the a posteriori category of Hwang and Masud, which presents a transparent and intuitive way for the decision maker. For portfolio problems with more than three criteria, one would presumably have to fall back upon interactive procedures from the progressive articulation category, which might be less accepted, but in such situations there might be no other choice.
As for CPU-times, all of the nondominated surfaces of this paper were computed in less than 10 seconds cumulative on a Pentium 3.80GHz computer, not a particularly fast machine. The time taken by PGFPlots to graph the surfaces, however, took several times longer, but at this point in our research, we have made no attempt to optimize the graphing process.
