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Abstract
This paper studies the idea of weighted sharing and proves two main theorems which generalize some
results given by G. Brosch, Q. Zhang and other authors.
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1. Introduction, definitions and main results
Let f and g be two nonconstant meromorphic functions on the open complex C, and let a be
a finite value in the complex plane. We say that f and g share the value a CM (IM) provided
that f −a and g−a have the same zeros counting multiplicities (ignoring multiplicities), and f ,
g share ∞ CM (IM) provided that 1/f , 1/g share 0 CM (IM). Let a, b ∈ C ∪ {∞}, if f (z) = a
when g(z) = b, then we denote it by g(z) = b ⇒ f (z) = a. We write f (z) = a ⇔ g(z) = b
to mean that f (z) = a if and only if g(z) = b. For standard notations and definitions of value
distribution theory, we refer [3] or [9].
We denote by S(r, f ) any function satisfying S(r, f ) = o(T (r, f )) as r → +∞ possibly out-
side a set E of a finite Lebesgue measure. A meromorphic function a(z) is said to be a small
function of f if T (r, a) = S(r, f ).
Throughout the paper we denote by f, g two nonconstant meromorphic functions defined on
the open complex plane and we use N0(r) to denote the counting function of the zeros of f − g
that are not zeros of f (f − 1), 1/f, g(g − 1) and 1/g, unless the contrary is explicitly stated.
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function of poles of f with multiplicities  p (ignoring multiplicities). We further define
N(p+1(r, f ) = N(r,f )−Np)(r, f ), Np+1(r, f ) = N(r,f )−Np)(r, f ).
The following theorem is essentially due to Q. Zhang.
Theorem A. [10, Theorems 1 and 2] Let f and g be two nonconstant distinct meromorphic
functions sharing 0, 1, ∞ CM. If
lim
r→∞
r /∈E
N0(r)
T (r, f )
>
1
2
,
then f is a fractional linear transformation of g. If
0 < lim
r→∞
r /∈E
N0(r)
T (r, f )
<
1
2
,
then N0(r) = 1k T (r, f )+S(r) and f is not any fractional linear transformation of g and assumes
one of the following relations:
(i) f ≡ e
sγ − 1
e(k+1)γ − 1 , g ≡
e−sγ − 1
e−(k+1)γ − 1 ;
(ii) f ≡ e
(k+1)γ − 1
e(k+1−s)γ − 1 , g ≡
e−(k+1)γ − 1
e−(k+1−s)γ − 1 ;
(iii) f ≡ e
sγ − 1
e−(k+1−s)γ − 1 , g ≡
e−sγ − 1
e(k+1−s)γ − 1 ;
where E is a set of finite linear measure, γ is a nonconstant entire function and s, k are positive
integers such that s and k + 1 are relatively prime and 1 s  k.
Nevanlinna four values theorem [9, Theorem 4.1] says that if two nonconstant meromorphic
functions f and g share four values CM, then f is a Möbius transformation (fractional linear
transformation) of g. The condition “share four values CM” has been weakened to “f and g share
two values CM and two values IM” by Gundersen (see [9, Theorem 4.10]). In 1989, Brosch [2]
proved the following:
Theorem B. Let f and g be two nonconstant meromorphic functions sharing 0,1,∞ CM, and
let a and b be two finite complex numbers such that a, b /∈ {0,1}. If f = a ⇔ g = b, then f is
a fractional linear transformation of g.
Now one may ask the following question: Is it really impossible to relax in any way the nature
of sharing of any one of 0,1 and ∞ CM in Theorems A and B? We can answer this question in
the negative by the following example:
Example 1. Let
f = e
z + 1
(ez − 1)2 , g =
1
8
(ez + 1)2
ez − 1 .
Then f, g share 0,1,∞ IM and f = − 18 ⇔ g = − 18 , it easy to verify that f is not any fractional
linear transformation of g.
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following definition:
Definition 2. [1,5] Let k be a nonnegative integer or infinity. For any a ∈C∪ {∞}, we denote by
Ek(a,f ) the set of all a-points of f , where an a-point of multiplicity m is counted m times if
m k and k + 1 times if m > k. If Ek(a,f ) = Ek(a, g), we say that f,g share the value a with
weight k.
The definition implies that if f,g share a value a with weight k then z0 is a zero of f −a with
multiplicity m ( k) if and only if it is a zero of g − a with multiplicity m ( k) and z0 is a zero
of f − a with multiplicity m (> k) if and only if it is a zero of g − a with multiplicity n (> k),
where m is not necessarily equal to n.
We say that f,g share (a, k) to mean that f,g share the value a with weight k. Clearly if f,g
share (a, k), then f,g share (a,p) for all integer p, 0  p < k. Also we note that f,g share a
value a IM or CM if and only if f,g share (a,0) or (a,∞), respectively.
Remark 1. [5] Let f and g be two meromorphic functions sharing 0, 1, ∞ IM, then S(r, f ) =
S(r, g). So that S(r, f ) and S(r, g) are denoted by S(r), unless otherwise stated.
Definition 3. Let k be a positive integer. We denote by E(a,f ) the set of zeros of f (z) − a
(ignoring multiplicities), and by Ek)(a, f ) the set of zeros of f (z) − a with multiplicity  k
(ignoring multiplicities).
In this paper we improve Theorems A and B and obtain the following two theorems.
Theorem 1. Let f and g be two distinct nonconstant meromorphic functions sharing (a1,1),
(a2,∞) and (a3,∞), where {a1, a2, a3} = {0,1,∞}. If N0(r) 	= S(r), then f and g share
0,1,∞ CM.
Theorem 2. Let f and g be two nonconstant meromorphic functions sharing (a1,1), (a2,∞)
and (a3,∞), where {a1, a2, a3} = {0,1,∞}, and let a and b be two finite complex numbers such
that a, b /∈ {0,1} and E2)(a, f ) ⊆ E(b,g). If f is not a fractional linear transformation of g,
then
N1)
(
r,
1
f − a
)
= 0, N(2
(
r,
1
g − b
)
+N(2
(
r,
1
f − b
)
= S(r),
f ′(f − b)
f (f − 1) =
g′(g − b)
g(g − 1) , (1.1)
and f and g assume one of the following forms:
(i) f = e
3γ − 1
eγ − 1 , g =
e−3γ − 1
e−γ − 1 , with a =
3
4
and b = 3;
(ii) f = e
3γ − 1
e2γ − 1 , g =
e−3γ − 1
e−2γ − 1 , with a = −3 and b =
3
2
;
(iii) f = e
γ − 1
3γ , g =
e−γ − 1
−3γ , with a =
4
and b = 1 ;e − 1 e − 1 3 3
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2γ − 1
e3γ − 1 , g =
e−2γ − 1
e−3γ − 1 , with a = −
1
3
and b = 2
3
;
(v) f = e
2γ − 1
e−γ − 1 , g =
e−2γ − 1
eγ − 1 , with a =
1
4
and b = −2;
(vi) f = e
γ − 1
e−2γ − 1 , g =
e−γ − 1
e2γ − 1 , with a = 4 and b = −
1
2
;
(vii) f = e
2γ − 1
λeγ − 1 , g =
e−2γ − 1
(1/λ)e−γ − 1 , with λ
2 	=1, a2λ2 =4(a−1) and b=2;
(viii) f = e
γ − 1
λe2γ − 1 , g =
e−γ − 1
(1/λ)e−2γ − 1 , with λ 	= 1, 4a(1 − a)λ = 1 and b =
1
2
;
(ix) f = e
γ − 1
λe−γ −1 , g=
e−γ − 1
(1/λ)eγ −1 , with λ 	=1, (1−a)
2 +4aλ=0 and b = −1;
where γ is a nonconstant entire function. Moreover, if f is a fractional linear transformation of
g and f = a ⇔ g = b, then f and g satisfy exactly one of the following relations:
(i) f ≡ g; (ii) f.g ≡ 1; (iii) f ≡ a
b
g; (iv) f + g ≡ 1;
(v) f ≡ ag; (vi) f ≡ (1 − a)g + a; (vii) f ≡ 1 − a
1 − b g +
b − a
b − 1 ;
(viii) f ≡ ag
a − 1 + g ; (ix) f =
a(b − 1)g
(b − a)g + (a − 1)b ; (x) f ≡
g
g − 1 .
From Theorem 2 and by using (1.1), we can immediately obtain the following corollary.
Corollary 1. Let f and g be two nonconstant meromorphic functions sharing (a1,1), (a2,∞)
and (a3,∞), where {a1, a2, a3} = {0,1,∞}, and let a and b be two finite complex numbers such
that a, b /∈ {0,1}. If f = a ⇔ g = b, then f is a fractional linear transformation of g.
By integration of (1.1) and by using (i)–(ix) of Theorem 2, we can obtain the following corol-
lary:
Corollary 2. Let f and g be two nonconstant meromorphic functions sharing (a1,1), (a2,∞)
and (a3,∞), where {a1, a2, a3} = {0,1,∞}, and let a and b be two finite complex numbers such
that a, b /∈ {0,1} and E2)(a, f ) ⊆ E(b,g). If f is not a fractional linear transformation of g,
then f and g must satisfy exactly one of the following relations:
(i)
(
f − 1
g − 1
)2
=
(
f
g
)3
, with a = 3
4
and b = 3;
(ii)
f − 1
g − 1 =
(
f
g
)3
, with a = −3 and b = 3
2
;
(iii)
(
f − 1
g − 1
)2
=
(
f
g
)−1
, with a = 4
3
and b = 1
3
;
(iv)
f − 1 =
(
f
)−2
, with a = −1 and b = 2 ;
g − 1 g 3 3
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(
f − 1
g − 1
)3
=
(
f
g
)2
, with a = 1
4
and b = −2;
(vi)
(
f − 1
g − 1
)3
= f
g
, with a = 4 and b = −1
2
;
(vii)
f − 1
g − 1 = 4
a − 1
a2
(
f
g
)2
, with a 	= 2 and b = 2;
(viii)
f − 1
g − 1 = 4a(1 − a)
(
f
g
)−1
, with a 	= 1
2
and b = 1
2
;
(ix)
(
f − 1
g − 1
)2
= −1
a
(
a − 1
2
)2
f
g
, with a 	= −1 and b = −1.
Remark 2. The condition a, b /∈ {0,1} in Theorem 2 is necessary, as shown by the following
example:
Example 2. Let
f = e
z + 1
e2z + 1 and g =
e−z + 1
e−2z + 1 .
Obviously f and g share 0,1,∞ CM and f is not a fractional linear transformation of g. We see
that
N1)(r, f )+ S(r, f ) = 2N1)
(
r,
1
f
)
+ S(r, f ) = 2N1)
(
r,
1
f − 1
)
+ S(r, f ) = T (r, f ).
2. Some lemmas
Recently, the author with Yi [1] have proved the following lemma which improves Theorem 4
in [8].
Lemma 2.1. [1, Theorem 3] Let f and g be two distinct nonconstant meromorphic functions
sharing (a1,1), (a2,∞) and (a3,∞), where {a1, a2, a3} = {0,1,∞}. If f is not a fractional
linear transformation of g, then for any a ∈C \ {0,1},
(i) N0
(
r,
1
f ′
)
= N0,
(
r,
1
f ′
)
+ S(r, f ), N
(
r,
1
f ′
)
= N0
(
r,
1
f ′
)
+ S(r, f ),
the same identities hold for g;
(ii) N(3
(
r,
1
f − a
)
= S(r, f ), N(3
(
r,
1
g − a
)
= S(r, g);
(iii) T (r, f ) = N
(
r,
1
g′
)
+N0(r)+ S(r, f ),
T (r, g) = N
(
r,
1
f ′
)
+N0(r)+ S(r, f ), N0(r) = N0(r)+ S(r, f );
(iv) T (r, f ) = N
(
r,
1
f − a
)
+ S(r, f ), T (r, g) = N
(
r,
1
g − a
)
+ S(r, f );
(v) T (r, f )+ T (r, g) = N
(
r,
1
)
+N
(
r,
1
)
+N(r,f )+N0(r)+ S(r, f );
f f − 1
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(
r,
1
f − g
)
= N
(
r,
1
f − g
)
+ S(r, f );
where N0(r,1/f ′) (N0(r,1/f ′)) denotes the counting function corresponding to the zeros of f ′
that are not zeros of f and f − 1 (ignoring multiplicities) and N0(r) is the reduced form of
N0(r).
Lemma 2.2. [6, Lemma 7] Let f1 and f2 be nonconstant distinct meromorphic functions satis-
fying N(r,fi) + N(r,1/fi) = S(r), i = 1,2. If f s1 f t2 − 1 is not identically zero for all integers
s, t (|s| + |t | > 0), then for any positive number ε, we have N0(r,1, f1, f2)  εT (r) + S(r),
where N0(r,1, f1, f2) denotes the reduced counting function of f1 and f2 related to the common
1-point and T (r) = max{T (r, f1), T (r, f2)}, S(r) = o(T (r)) as r /∈ E.
Lemma 2.3. [9, Theorem 1.36] Suppose that f is a nonconstant meromorphic function and
a1, a2, a3 are three distinct small meromorphic functions of f . Then
T (r, f )N
(
r,
1
f − a1
)
+N
(
r,
1
f − a2
)
+N
(
r,
1
f − a3
)
+ S(r, f ).
Lemma 2.4. [5, Lemma 4] If f and g share (0,1), (1,∞), (∞,∞) and f 	≡ g then
f − 1
g − 1 = e
α (2.1)
and
f
g
= H, (2.2)
where α is an entire function and H is a meromorphic function with N(r,1/H) = S(r) and
N(r,H) = S(r).
Remark 3. Set
H0 = e
α
H
. (2.3)
Suppose that H0 and H are not constants, then by Lemma 2.4, we have
T
(
r,
H ′
H
)
+ T
(
r,
H ′0
H0
)
= S(r). (2.4)
Lemma 2.5. [5, Lemma 2] If f and g share (0,1), (1,∞), (∞,∞) and f 	≡ g, then
N(2
(
r,
1
f
)
+N(2
(
r,
1
f − 1
)
+N(2(r, f ) = S(r).
Moreover if f and g share 0 CM, then N(2(r,1/f ) = S(r).
Lemma 2.6. [7, Theorem 4.2] Let f and g be two distinct nonconstant meromorphic func-
tions sharing 0,1,∞ CM. If there exists a finite complex number a (	= 0,1) such that a is
not a Picard value of f , and N1)(r,1/(f − a))  uT (r, f ) + S(r, f ), where u < 1/3, then
N1)(r,1/(f − a)) = 0, and f and g assume one of the following forms:
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3γ − 1
eγ − 1 , g =
e−3γ − 1
e−γ − 1 , with a =
3
4
;
(ii) f = e
3γ − 1
e2γ − 1 , g =
e−3γ − 1
e−2γ − 1 , with a = −3;
(iii) f = e
γ − 1
e3γ − 1 , g =
e−γ − 1
e−3γ − 1 , with a =
4
3
;
(iv) f = e
2γ − 1
e3γ − 1 , g =
e−2γ − 1
e−3γ − 1 , with a = −
1
3
;
(v) f = e
2γ − 1
e−γ − 1 , g =
e−2γ − 1
eγ − 1 , with a =
1
4
;
(vi) f = e
γ − 1
e−2γ − 1 , g =
e−γ − 1
e2γ − 1 , with a = 4;
(vii) f = e
2γ − 1
λeγ − 1 , g =
e−2γ − 1
(1/λ)e−γ − 1 , with λ
2 	= 1, a2λ2 = 4(a − 1);
(viii) f = e
γ − 1
λe2γ − 1 , g =
e−γ − 1
(1/λ)e−2γ − 1 , with λ 	= 1, 4a(1 − a)λ = 1;
(ix) f = e
γ − 1
λe−γ − 1 , g =
e−γ − 1
(1/λ)eγ − 1 , with λ 	= 1, (1 − a)
2 + 4aλ = 0;
where γ is a nonconstant entire function.
Lemma 2.7. [4, Lemma 2.23] Suppose that h1 and h2 are nonconstant meromorphic functions
satisfying N(r,hi)+N(r,1/hi) = S(r,h1, h2), where S(r,h1, h2) is the same as in Lemma 2.2,
and suppose that a0 	≡ 0, a1, a2, a3 (	= a1, a2) are small meromorphic functions of h1 and h2.
Furthermore, let
f = a0 + a1h1 − a2h2
h1 − h2 .
If T (r,hi) 	= S(r,h1, h2), i = 1,2, and T (r,h2/h1) 	= S(r,h1, h2), then
T (r, f ) = N
(
r,
1
f − a3
)
+ S(r,h1, h2).
Lemma 2.8. Let f and g be two nonconstant meromorphic functions sharing (a1,1), (a2,∞)
and (a3,∞), where {a1, a2, a3} = {0,1,∞}, and let a /∈ {0,1} be a finite complex number. If
E2)(a, f ) ⊆ E(a,g), then f is a fractional linear transformation of g.
Proof. Firstly, suppose that f and g share (0,1), (1,∞) and (∞,∞) and f is not a fractional
linear transformation of g. Let us put
φ = f
′(f − a)
f (f − 1) −
g′(g − a)
g(g − 1) .
Suppose that φ 	≡ 0. Consequently, m(r,φ) = S(r).
Now the possible poles of φ occur only at the zeros of f whose multiplicities are different
from the multiplicities of the corresponding zeros of g, since φ has only simple poles and f,g
share (0,1), it follows from this N(r,φ)N(2(r,1/f ), by utilizing Lemma 2.5, we deduce that
N(r,φ) = S(r), which implies that T (r,φ) = S(r).
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a and then φ(z0) = 0, by using (ii) of Lemma 2.1, we see that
N
(
r,
1
f − a
)
N
(
r,
1
φ
)
+ S(r) T (r,φ)+ S(r) = S(r).
On combining this with (ii) of Lemma 2.1, we deduce that N(r,1/(f − a)) = S(r), from (iv) of
Lemma 2.1, one sees that T (r, f ) = S(r), which is impossible.
Next we consider that φ ≡ 0, that is
f ′(f − a)
f (f − 1) =
g′(g − a)
g(g − 1) . (2.5)
From (2.5), we can easy verify that f and g share 0,1,∞ CM.
Suppose that z is a double zero of g − a, then z is a double zero of the left-hand side of (2.5),
and thus a zero of f ′, which is also a zero of α′ (α is not a constant), by using (2.1), it follows
from this illustration and (ii) of Lemma 2.1
N(2
(
r,
1
g − a
)
= S(r, g). (2.6)
Also, if z is a zero of g′ such that it is not a zero of g(g − 1)(g − a), then from (2.5) and the
assumptions of Lemma 2.8 follows that z must be a zero of f ′. Therefore, by (2.1), z must be a
zero of α′, it follows from this, (i) of Lemma 2.1 and (2.6), we have
N
(
r,
1
g′
)
= S(r). (2.7)
It follows from (2.7) and (iii) of Lemma 2.1 that T (r, f ) = N0(r) + S(r), which contradicts to
Theorem A and completes the proof of the first part of Lemma 2.8.
Now if f and g share (0,∞), (1,1), (∞,∞) (or (∞,1), (0,∞), (1,∞)), then F = 1 − f
and G = 1 − g (or F = 1/f and G = 1/g) share (0,1), (1,∞), (∞,∞) and E2)(1 − a,F ) ⊆
E(1 − a,G) (or E2)(1/a,F ) ⊆ E(1/a,G)), from the last part of the above proof, we have that
f is a fractional linear transformation of g. This proves Lemma 2.8. 
3. Proof of Theorem 1
Let us assume that f and g share (0,1), (1,∞), (∞,∞) and f is not a fractional linear
transformation of g. Therefore by (2.1)–(2.3), we may suppose that none of H , H0 and eα are
constants. Again by (2.1)–(2.3), we deduce that
f = e
α − 1
H0 − 1 (3.1)
and
g = e
−α − 1
H−10 − 1
. (3.2)
On the other hand, from (3.1) and (3.2), we have
max
{
T (r, f ), T (r, g)
}= O{max{T (r, eα), T (r,H0)}}, (3.3)
also from (2.1)–(2.3) we have
max
{
T (r, eα), T (r,H0)
}= O{max{T (r, f ), T (r, g)}}. (3.4)
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S(r) = max{S(r, eα), S(r,H0)}. (3.5)
From (2.1)–(2.3), we get
f − g
g − 1 = e
α − 1 (3.6)
and
f − g
f (g − 1) =
eα −H
H
= H0 − 1. (3.7)
By using (3.5)–(3.7), (iii) of Lemmas 2.1 and 2.5, the following formula is obvious:
N0(r) = N0
(
r,1, eα,H0
)+ S(r). (3.8)
Applying Lemma 2.2 to eα and H0, and from the assumptions of Theorem 1, Lemma 2.4, (3.5)
and (3.8) imply that there exist two integers s, t (|s| + |t | > 0) such that eαtH s0 ≡ 1. From this,
and by using (2.1) and (2.2), we have
(
f − 1
g − 1
)t+s
=
(
f
g
)s
.
Hence f and g share 0 CM.
Now if f and g share (0,∞), (1,1), (∞,∞) (or (∞,1), (0,∞), (1,∞)), then F = 1 − f
and G = 1 − g (or F = 1/f and G = 1/g) share (0,1), (1,∞), (∞,∞) from the last part of
the above proof, we have that f and g share 0,1,∞ CM, which completes the proof of the
theorem.
4. Proof of Theorem 2
We suppose that f is not a fractional linear transformation of g. Therefore, we may assume
that a 	= b, by Lemma 2.8. We distinguish two cases below.
First case. Suppose that
N(2
(
r,
1
f − a
)
	= S(r). (4.1)
Firstly, we assume that f,g share (0,1), (1,∞), (∞,∞). It is obvious that α, H and H0 are not
constants. Set
φ = f
′(f − b)
f (f − 1) −
g′(g − b)
g(g − 1) .
Suppose that φ 	≡ 0. Consequently, from the assumptions of Theorem 2 and Lemma 2.5, one sees
that T (r,φ) = S(r).
Let z0 be a double zero of f − a. Then z0 is a zero of φ; it follows from this and (ii) of
Lemma 2.1 that
N(2
(
r,
1
)
 2N
(
r,
1
)
+ S(r) 2T (r,φ)+ S(r) = S(r),
f − a φ
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f ′(f − b)
f (f − 1) =
g′(g − b)
g(g − 1) , (4.2)
which can be rewritten as
f ′
f − 1 −
g′
g − 1 =
b
b − 1
{
f ′
f
− g
′
g
}
. (4.3)
From (4.2), we deduce that f,g share 0,1,∞ CM.
Now if f and g share (0,∞), (1,1), (∞,∞) (or (∞,1), (0,∞), (1,∞)), then F = 1 − f
and G = 1 − g (or F = 1/f and G = 1/g) share (0,1), (1,∞), (∞,∞) and E2)(1 − a,F ) ⊆
E(1 − b,G) (or E2)(1/a,F ) ⊆ E(1/b,G)), so that if (4.1) is true, then
N(2
(
r,
1
f − a
)
= N(2
(
r,
1
F − (1 − a)
)
	= S(r)
(or
N(2
(
r,
1
f − a
)
= N(2
(
r,
1
F − 1
a
)
	= S(r),
respectively), from the above proof, we have that f and g share 0,1,∞ CM.
Since E2)(a, f ) ⊆ E(b,g), it is clear from (4.2) that f − a has no simple zeros. Thus
N1)(r,1/(f − a)) = 0.
Let z0 be a zero of g − b with multiplicity  2. Hence, of course, f ′ = g′ = 0, using (4.2). It
follows from (2.1) that α′ = 0, from this and (ii) of Lemma 2.1 that
N(2
(
r,
1
g − b
)
= S(r).
In the same manner as the above, it is easy to prove that N(2(r,1/(f − b)) = S(r). By
Lemma 2.6, we know that f and g assume one of the nine relations in Lemma 2.6. Suppose
that f and g assume the form (i) in Lemma 2.6. Thus
f = e
3γ − 1
eγ − 1 , g =
e−3γ − 1
e−γ − 1 , with a =
3
4
.
Combining this and (4.3), we get b = 3, which assumes the form (i) in Theorem 2. In the same
manner as the above, we can obtain (ii)–(ix) in Theorem 2, by using Lemma 2.6 and (4.3) to
find b, so that we omit details for the reader.
Second case. Suppose that
N(2
(
r,
1
f − a
)
= S(r). (4.4)
Now we shall prove that this case cannot occur. Without loss of generality, we may assume that
f,g share (0,1), (1,∞), (∞,∞). It is obvious that α, H and H0 are not constants. Set
F = (f − a)(H0 − 1) = eα − aH0 + a − 1 (4.5)
and
ω = F
′
F
. (4.6)
It is clear from (iv) of Lemmas 2.1 and 2.4 that F is not a constant.
18 T.C. Alzahary / J. Math. Anal. Appl. 323 (2006) 8–25If ω is a constant, then F = AeBz, where A and B are nonzero constants. Let z be a sim-
ple zero of f − a; since z is not a zero of F , then from (4.5), z must be a pole of H0, it
follows from Lemma 2.4, (2.3), (4.4) and (iv) of Lemma 2.1 that T (r, f ) = S(r, f ), which
is a contradiction. Therefore, ω is not a constant. From Lemma 2.4 and (4.5), we note that
N(r,F )  N(r,H0)  S(r). Because a 	= b, it follows from the last inequality and from (3.7),
(4.4)–(4.6), (iv) of Lemmas 2.1 and 2.4,
T (r,ω) = N(r,ω)+ S(r) = N
(
r,
1
F
)
+ S(r) = N
(
r,
1
f − a
)
+N0(r)+ S(r)
= T (r, f )+N0(r)+ S(r). (4.7)
Set
h = α
′
α′ −H ′/H . (4.8)
It is obvious that
H ′0 =
α′
h
H0 (4.9)
and
H ′′0 = λH0, (4.10)
where
λ =
(
α′
h
)′
+
(
α′
h
)2
. (4.11)
We have shown in [1, Eq. (3.16)] that
−H
′
0
H0
(f − h) = g
′
g
f − g
g − 1 . (4.12)
We can prove by the method very similar to Eq. (4.12) that
H ′0
H0
(g − h) = f
′
f
g − f
f − 1 . (4.13)
By (2.4), we deduce that
T (r,h) = S(r).
Let z0 be a simple zero of f − a such that h(z0) 	= 0,∞ and α′(z0) 	= 0, then
g(z0) = b, eα(z0) = a − 1
b − 1 and H0(z0) =
b
a
a − 1
b − 1 .
By (4.5), (4.9), (4.10) and by using the Taylor expansion of F about z0, we get
F = τ1(z0)(z − z0)+ τ2(z0)(z − z0)2 + τ3(z0)(z − z0)3 +O
(
(z − z0)4
)
, (4.14)
where
τ1(z) =
(
α′ − bH
′
0
H
)
a − 1
b − 1 , τ2(z) =
(
(α′)2 + α′′ − bH
′′
0
H ′
α′
h
)
a − 1
2(b − 1)0 0
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τ3(z) = 12
a − 1
b − 1α
′α′′ + a − 1
6(b − 1) (α
′)3 + a − 1
6(b − 1)α
(3) − a
6
(
λ′ b
a
a − 1
b − 1 + λ
α′
h
b
a
a − 1
b − 1
)
.
If τ1 ≡ 0, then α′/b = H ′0/H0, it follows from (4.9), we have h = b, by using (4.13), we get that
H ′0
H0
(g − b) = f
′
f
g − f
f − 1 . (4.15)
If z1 is a simple zero of f − a, which is not the zero of H0 or 1/H0, then g(z1) = b, from (4.15)
we deduce that f ′(z1) = 0, it follows from Lemma 2.4 that N1)(r,1/(f − a)) = S(r); from this,
(4.4) and (iv) of Lemma 2.1, we obtain T (r, f ) = S(r), which is a contradiction.
Therefore τ1 	≡ 0. From Lemma 2.4, we see that τ1, τ2 and τ3 are small meromorphic functions
of f . From (4.6) and (4.14), we can easily show that
ω = 1
z − z0 +
B(z0)
2
+C(z0)(z − z0)+O
(
(z − z0)2
)
, (4.16)
where B = 2τ2/τ1 and C = 2τ3/τ1 − (τ2/τ1)2.
Let us set
H∗ = ω′ +ω2 −Bω −A, where A = 3C − 14B
2 −B ′. (4.17)
By using (4.16) and (4.17), it is not difficult to verify that H∗(z) = O(z − z0).
Suppose H∗ 	≡ 0. Therefore, from (4.4), (4.6), (4.17) and (iv) of Lemma 2.1, we obtain
N
(
r,
1
f − a
)
N
(
r,
1
H∗
)
+ S(r)N(r,H∗)+ S(r). (4.18)
From Lemma 2.4 and by using the second fundamental theorem, we note that
T (r,H0)N(r,H0)+N
(
r,
1
H0
)
+N
(
r,
1
H0 − 1
)
+ S(r) = N
(
r,
1
H0 − 1
)
+ S(r),
which gives
N(2
(
r,
1
H0 − 1
)
= S(r).
Since a 	= b, then H0 −1 and f −a have no common zero. Therefore, from the last equation and
(4.4)–(4.5), it is clear that
N
(
r,
1
F
)
= N1)
(
r,
1
F
)
+ S(r). (4.19)
Let z∗ be a simple zero of F . Therefore ω = 1/(z − z∗) + C∗ + O(z − z∗), where C∗ is a
certain constant, it follows from this and (4.17) that z∗ must be at most simple pole of H∗, since
B(z) might take 2C∗ at z = z∗ so that ω(z) = O(1) there. It is obvious from this, (4.4)–(4.6),
(4.17) and (4.19)
N(r,H∗) = N(r,H∗)+ S(r). (4.20)
From the above and (4.17), we can easily verify that possible poles of H∗ occur at zeros of F ,
but we have shown that if z is a simple zero of f − a, which is neither the zero of h or α′, nor
the pole of h, then z must be a zero of H∗. Therefore the poles of H∗ occur at zeros of H0 − 1.
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and 1/f . Hence, from this, we get
N(r,H∗)N
(
r,
1
H0 − 1
)
+ S(r)N0(r)+ S(r).
From this, (4.18), (4.20) and (iv) of Lemma 2.1, we get
T (r, f )N0(r)+ S(r).
From this, we immediately obtain a contradiction with Theorem A and Theorem 1. Therefore,
H∗ ≡ 0, and hence that ω′ = A+Bω −ω2, which can be rewritten as
ω′
ω
= A
ω
−ω +B.
From this and (4.6), we get
F ′′ = AF +BF ′.
Consequently, from this equation, (4.5), (4.9)–(4.11), and by using (2.1) and (2.2), we find that
f {B0f −B0 −B2} + g
{
f (B2 +B1)−B1
}≡ 0, (4.21)
where
B0 = α′′ + (α′)2 −A− α′B, (4.22)
B1 = aA+ aB α
′
h
− a
{(
α′
h
)′
+
(
α′
h
)2}
(4.23)
and
B2 = −(a − 1)A. (4.24)
Suppose that f (B2 + B1) − B1 ≡ 0. Therefore, (4.21) gives us B0f − B0 − B2 ≡ 0. But we
know that B0, B1 and B2 are small meromorphic functions of f , therefore from the above two
equations, we deduce that B0 ≡ B1 ≡ B2 ≡ 0; from this and (4.22)–(4.24), we find that
α′(h− 1) = −h′. (4.25)
Since f is not a fractional linear transformation of g, then from (4.8) we deduce that h 	≡ 1; by
integration of (4.25), we find that e−α = A∗(h − 1), where A∗ is a certain constant. From this
equation and (2.1), we obtain that
g − 1 = A∗(h− 1)(f − 1). (4.26)
Let z be a simple zero of f − a such that z is not any pole or zero of 1/(h− 1), it follows from
(4.26) that z must be a zero of A∗(h−1)− (b − 1)/(a − 1). If A∗(h−1)− (b − 1)/(a − 1) 	≡ 0,
then from this, (4.4) and (ii) and (iv) of Lemma 2.1, we have T (r, f ) = S(r, f ), which is impos-
sible. Hence A∗(h− 1)− (b − 1)/(a − 1) ≡ 0; from this and (4.26), we get that f is a fractional
linear transformation of g, which is also a contradiction.
So that f (B2 +B1)−B1 	≡ 0. From (4.21), we deduce that f and g can be expressed as
g = f A1f +A2
A3f +A4 , (4.27)
where Ai , i = 1,2,3,4, are small meromorphic functions of f and so of g.
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If A1A4 −A3A2 ≡ 0, then from (4.27), we have g = (A2/A4)f ; it follows that if z is a simple
zero of f −a, then z is a zero of g−b, so that z is a zero of A2/A4 − b/a, but A2/A4 − b/a 	≡ 0,
therefore from (4.4) and (ii) of Lemma 2.1, we get N(r,1/(f − a)) = S(r), which is a contra-
diction with (iv) of Lemma 2.1.
Therefore, we may assume that A1A4 −A3A2 	≡ 0. From (4.27) and Lemma 2.5, it is easy to
verify that
N
(
r,
1
f +A2/A1
)
+N
(
r,
1
f +A4/A3
)
= S(r). (4.28)
This together with Lemmas 2.3 and 2.5 implies
T (r, f ) = N1)
(
r,
1
f
)
+ S(r) = N1)(r, f )+ S(r), (4.29)
which shows that
m
(
r,
1
f
)
+m(r,f )+N(2
(
r,
1
f
)
= S(r). (4.30)
Since f,g share (∞,∞), (0,1), then from (4.30) we see that
N
(
r,
g
f
)
N(2
(
r,
1
f
)
= S(r). (4.31)
(2.1) and (2.2) imply that
f = 1 − h2
h1 − h2 , (4.32)
where
h1 = g
f
= H−1 and h2 = 1 − g1 − f = e
−α.
It is easy to verify that S(r) = S(r,h1, h2), where S(r,h1, h2) is the same as Lemma 2.2.
From (4.27) and by using the Valiron–Mohon’ko theorem, we get T (r, g) = 2T (r, f )+ S(r).
So that if one of h1, h2 and h1/h2 was small with respect to f and g, then we had T (r, g) =
T (r, f )+ S(r), a contradiction. Hence, we can get the following:
T (r,h1) 	= S(r,h1, h2) = S(r), T (r, h2) 	= S(r), T
(
r,
h2
h1
)
	= S(r). (4.33)
Suppose A4/A3 	≡ −1. Now, we apply Lemma 2.7 to a0 = a2 = 1, a1 = 0 and a3 = −A4/A3,
we get
T (r, f ) = N
(
r,
1
A3f +A4
)
+ S(r, f ).
Consequently,
m
(
r,
1
A3f +A4
)
= S(r, f ).
Moreover, from this, (4.27), (4.30) and (4.31), we note that
T (r,h1) = m
(
r,
g
f
)
+ S(r)m
(
r,
1
A3f +A4
)
+ S(r) = S(r),
which contradicts to (4.33).
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g = f A1f +A2
A3(f − 1) . (4.34)
Because A1A4 −A3A2 	≡ 0, then A2/A1 	≡ −1. Again by Lemma 2.7 and (4.32), we get that
T (r, f ) = N
(
r,
1
A1f +A2
)
+ S(r, f ),
which implies that
m
(
r,
1
A1f +A2
)
= S(r, f ).
Then from this with (4.30) and (4.34), we note the following:
m
(
r,
f
g
)
= m
(
r,
A3(f − 1)
A1f +A2
)
 S(r, f ). (4.35)
Also, from (4.34) and Lemma 2.5, we note that
N
(
r,
1
f − 1
)
= S(r, f ). (4.36)
If N0(r) 	= S(r), then from Theorem 1 that f,g share 0,∞ CM, that is N(r,f/g) = 0, this with
(4.35), it implies a contradiction with (4.33). Hence
N0(r) = S(r). (4.37)
If A1 ≡ A3, then (4.34) becomes
g = f f +A2/A1
f − 1 ,
then from (ii), (iv) of Lemma 2.1 and (4.4), we obtain that A2/A1 is a certain constant. There-
fore, we deduce from the above equation that f,g share 0,∞ CM, and from (4.35), we have a
contradiction with (4.33). Therefore, A1 	≡ A3.
If z is a zero of
f + A2 +A3
A1 −A3 ,
which is neither the pole or zero of Ai or f (f − 1), i = 1,2,3, nor the zero of A1 − A3 or
A1f + A2, then from (4.34), z must be a zero of f − g. Hence, from this, (4,34), (4.36) and
(4.37), we get
N
(
r,
1
f + A2+A3
A1−A3
)
= S(r).
Since −A2/A1 	≡ 1, then we have three distinct small meromorphic functions 1,−A2/A1 and
−(A2 +A3)/(A1 −A3); it follows from (4.28), (4.36) and Lemma 2.3 that we have a contradic-
tion.
Therefore, at least one of A1, A2, A3, A4 is identically zero, so that we have the following
four cases:
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simple zero of f − a, then z0 is a zero of g − b, so that z0 is a zero of A2/A4 − b/a; hence,
from (4.4) and (iv) of Lemma 2.1 we have a contradiction when A2/A4 − b/a 	≡ 0. Also, it is
impossible that A2/A4 is a constant. Therefore, from (4.27)
g = A2
A3
f
f +A4/A3 . (4.38)
If −A4/A3 ≡ 1, then A2/A3 is a certain constant, which is a contradiction. Hence, −A4/A3 	≡ 1.
Therefore, (4.38) gives
N
(
r,
1
f +A4/A3
)
+N(r,f ) = S(r, f ).
From this and Lemma 2.3, we have N(r,1/(f − 1)) = T (r, f ); it follows from this and (4.38)
that
1 ≡ A2
A3
1
1 +A4/A3 . (4.39)
Also, from (iv) of Lemma 2.1, (4.4) and (4.38), we have
b ≡ A2
A3
a
a +A4/A3 .
Combining this and (4.39), we obtain that A2/A3 and A4/A3 are constants, which with (4.38)
contradicts to the assumption that f is not any fractional linear transformation of g. Therefore
A1 	≡ 0.
Case 2. Suppose that A2 ≡ 0 and A1 	≡ 0. It follows from (4.27) that
g = A1f
2
A3f +A4 . (4.40)
If A4 ≡ 0, then g = (A1/A3)f and from (iv) of Lemma 2.1 that A1/A3 must be a constant,
which is a contradiction. Therefore A4 	≡ 0.
If A3 ≡ 0, then g = (A1/A4)f 2; from this and Lemma 2.5, we note the following:
T (r, g) = 2T (r, f )+ S(r)N1)
(
r,
1
g
)
+N1)(r, g)+N
(
r,
1
g − 1
)
+ S(r)
= N
(
r,
1
g − 1
)
+ S(r) T (r, f )+ S(r),
which is impossible. So that A3 	≡ 0. Hence, (4.40) implies that
g = A1
A3
f 2
f +A4/A3 ,
from this we note that
N
(
r,
1
f +A4/A3
)
+N1)
(
r,
1
f
)
= S(r).
If −A4/A3 	≡ 1, then from Lemmas 2.3 and 2.5, we get T (r, f ) = N(r,1/(f − 1)) + S(r, f );
from this, (iv) of Lemma 2.1 and (4.40), we get
1 = A1 1 and b = A1 a
2
,
A3 1 +A4/A3 A3 a +A4/A3
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have
T (r, f ) = N2)
(
r,
1
f +A4/A3
)
 2N
(
r,
1
f +A4/A3
)
= S(r, f ).
Therefore, −A4/A3 ≡ 1, and by (iv) of Lemma 2.1, we deduce that A1/A3 is a constant; it
follows from (4.40) that
T (r, g) = 2T (r, f )+ S(r)N
(
r,
1
g − 1
)
+N
(
r,
1
g
)
+N(r, g)+ S(r)
= N(r, g)+ S(r),
which is impossible. This proves A2 	≡ 0.
Case 3. Suppose that A3 ≡ 0 and A1A2A4 	≡ 0. Hence, (4.27) implies that
g = A1
A4
f
(
f + A2
A1
)
. (4.41)
Similar to Case 2, we can prove that A2/A1 and A1/A4 are constants. From (4.41), we observe
that 0,∞ and −(A2/A1) are Picard exceptional values of f , which is impossible. Therefore
A2/A1 ≡ −1, which leads us to a contradiction. This proves A3 	≡ 0.
Case 4. Suppose that A4 ≡ 0 and A1A2A3 	≡ 0. So from (4.27) we obtain
g = A1
A3
{
f + A2
A1
}
. (4.42)
Consequently, from (iv) of Lemma 2.1, (4.4) and (4.42), we get
b = A1
A3
{
a + A2
A1
}
, (4.43)
N
(
r,
1
f
)
+N
(
r,
1
f +A2/A1
)
= S(r, f ). (4.44)
If A2/A1 ≡ −1, then from this and (4.43) we get g = (b/(a − 1)){f − 1}, which is a contradic-
tion. Thus T (r, f ) = N(r,1/(f − 1))+ S(r, f ); so that from this and (4.42) we get
1 = A1
A3
{
1 + A2
A1
}
;
from this and (4.43) we get a contradiction. This establishes the first part of Theorem 2.
Next we prove the second part of Theorem 2. Suppose that f is a fractional linear transfor-
mation of g. Therefore
f = Ag +B
Cg +D (4.45)
where A, B , C and D are constants and AD −BC 	= 0. We see ABCD = 0, otherwise, we have
three Picard exceptional values of g.
Case 1. If A = 0, then D = 0 (otherwise, 0,∞,−D/C are Picard exceptional values of g). So
that f.g ≡ 1, which is (ii).
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we have that 1 and A/D are Picard exceptional values of f ; if A/D = a, then we have (v),
otherwise A/D = a/b, which is (iii). Suppose B 	= 0, then from (4.45) we have
f = A
D
g + B
D
.
If B/D = 1, then f = A
D
g + 1; hence 0 and 1 are Picard exceptional values of f and g, so that
D/A = −1, which implies (iv). If B/D 	= 1, then 0 and B/D are Picard exceptional values of f
and 0, −B/A are Picard exceptional values of g. If B/D = a, then f = A
D
g + a. Since 1 is not
a Picard exceptional value of f and g then A/D = 1 − a, which is (vi). Suppose that B/D 	= a,
hence there are z0 and z1 such that f (z0) = a, g(z0) = b and f (z1) = g(z1) = 1; from these, we
have (vii).
Case 3. If D = 0 and A 	= 0, then ABC 	= 0, and we have that 0, ∞, −B/A are Picard excep-
tional values of g, which is impossible. If D = 0 and A = 0, then we deduce (ii).
Case 4. Suppose that B = 0 and ACD 	= 0. Therefore, (4.45) gives
f = xg
g − y , (4.46)
where x = A/C, y = −D/C. If x = 1, then ∞ and 1 are Picard exceptional values of f and g, so
that y = 1, which implies (x). Suppose that x 	= 1. Then from (4.46), 1 is not a Picard exceptional
value of f and g. Therefore, by (4.46) we get
x + y = 1. (4.47)
If x = a, then from (4.46) and (4.47), we get (viii). If x 	= a, then a is not a Picard exceptional
of f , so that there is z0 such that f (z0) = a, g(z0) = b; it follows from (4.46) that bx+ay = ab;
from this and (4.47) we get (ix). This proves Theorem 2.
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