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CCNP: Es un curso que se desarrolla de manera virtual, el cual permite 
adquirir habilidades para construcción y configuración de redes, consiste en 
evaluaciones sobre diferentes capítulos también comprende actividades de 
simulación, y una evaluación final que evalúan los conocimientos adquiridos 
que es de forma virtual junto con una evaluación practica que consiste en 
resolver algunos problemas planteados, para obtener el certificado hay 
poseer una calificación igual o superior de 3.5 /5.0 
GNS3: (Graphic Network Simulation o Simulación Gráfica de Redes) es un 
simulador gráfico de red que permite diseñar topologías de red complejas y 
poner en marcha simulaciones sobre ellos. Con GNS3 los usuarios tendrán 
la posibilidad de poder escoger cada uno de los elementos que llegarán a 
formar parte de una red informática. 
EIGRP: Es una versión mejorada de IGRP. La misma tecnología de vector 
de distancia que se encuentra en IGRP también se usa en EIGRP, y la 
información de distancia subyacente permanece sin cambios. Las 
propiedades de convergencia y la eficiencia operativa de este protocolo han 
mejorado significativamente. 
MÉTRICA: Cuando se redistribuyen las rutas, debe definir una métrica que 
sea comprensible para el protocolo de recepción. 
OSPF : (Open Shortest Path First) es un protocolo de enrutamiento abierto 
del tipo Estado de Enlace (Link State). OSPF fue desarrollado por el IETF 
con el objetivo de reemplazar al protocolo RIP (Routing Information 
Protocol). 
SISTEMA AUTÓNOMO: asignado globalmente por IANA es un conjunto de 
redes bajo el control administrativo de una única entidad que presenta una 





El siguiente trabajo contiene el desarrollo de dos escenarios, en el primer 
escenario se configuran 5 routers C7200, dando explicación de cada paso 
de acuerdo con lo solicitado, comprenden la configuración del protocolo 
OSPF Area 150, simulación que se realiza en el software GNS3 Versión 
2.2.10 y Configuracion de interfaces Loopback. 
El segundo escenario permite la configuracion de 4 Swtich con puertos 
troncales, configuración de Vlan y portchannel.  
La simulación permite visualizar cómo funcionan los protocolos en el diseño 
de las redes. 
La información del contexto es usada en la preparación de exámenes de 





The following work contains the development of two scenarios, in the first scenario 
5 C7200 routers are configured, giving an explanation of each step according to 
what is requested, they include the configuration of the OSPF Area 150 protocol, 
simulation that is carried out in the GNS3 Version 2.2 software .10 and Loopback 
interface configuration. 
The second scenario allows the configuration of 4 Swtich with trunk ports, Vlan 
configuration and portchannel. 
The simulation allows to visualize how the protocols work in the design of the 
networks. 
The context information is used in the preparation of professional network 


































El desarrollo de este trabajo comprende la sustentación de las temáticas 
estudiadas en el diplomado de profundización, hace parte de las actividades 
evaluativas, se busca identificar que el estudiante si cuente con la capacidad 
y las habilidades que le permitan a cercar un escenario propuesto a la 
realidad, mediante la aplicación de conceptos básicos de configuración de 







 ESCENARIO 1 
 
 























Figura 2. Simulación Escenario 1 GNS3 
 
      Fuente: Propia 
 
Paso 1 
Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en 
los routers. Configurar las interfaces con las direcciones que se muestran en 










TABLA 1. Direccionamiento Topología de red  
 
Equipo IP address Mascara Interfaz 
R1 150.20.15.1  255.255.255.0 Serial1/0  
R2 150.20.15.2  255.255.255.0 Serial1/0 
R2 150.20.20.1  255.255.255.0  Serial1/1 
R3 150.20.20.2  255.255.255.0 Serial1/0 
R3 80.50.42.1  255.255.255.0  Serial1/1 
R4 80.50.42.2  255.255.255.0 Serial1/0 
R4 80.50.30.1  255.255.255.0 Serial1/1 
R5 80.50.30.2  255.255.255.0 Serial1/0 
 
 
Se aplica la siguiente configuración a cada enrutador junto con el nombre de 
host apropiado y protocolo de comunicación mediante EIGRP según lo 
descrito en la tabla 1. 
 
Router 1  
 
R1(config)#no ip domain-lookup  
R1(config)#line con 0 
R1(config-line)#logging synchronous  
R1(config line)#exec-timeout 0 0 
R1(config)#hostname R1  
R1(config)#interface Serial1/0  
R1(config-if)#description R2 --> R1 
R1(config-if)#ip address 150.20.15.1 255.255.255.0 




Figura 2. Configuración R1 
Fuente: Propia  
Se inicia configurando los 5 routers con configuracion básica con el nombre 
del router,frecuencia del Reloj, no ip domain-lookup, exec-timeout 0 0,line 
console 0, se habilitan las interfaces y se configura el direccionamiento. 
 
Router 2  
 
R2(config)#hostname R2  
R2(config)#interface Serial1/0 
R2(config-if)#ip address 150.20.15.2 255.255.255.0 
R2(config-if)#clock rate 64000  
R2(config-if)#no shutdown  
R2(config-if)#exit  
R2(config)#interface Serial1/1 
R2(config-if)#ip address 150.20.20.1 255.255.255.0  
R2(config-if)#description R2 --> R3 
R2(config-if)#clock rate 64000  
R2(config-if)#no shutdown 
 










R3(config-if)#ip address 150.20.20.2 255.255.255.0 
R3(config-if)#clock rate 64000  
R3(config-if)#no shutdown  
R3(config-if)#exit 
R3(config)#interface Serial1/1 
R3(config-if)#ip address 80.50.42.1 255.255.255.0  
R3(config-if)#description R3 --> R4 




Figura 4. Configuración R3 
 
 





R4(config)#hostname R4  
R4(config)#interface Serial1/0 
R4(config-if)#ip address 80.50.42.2 255.255.255.0 
R4(config-if)#clock rate 64000  




R4(config-if)#ip address 80.50.30.1 255.255.255.0 
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R4(config-if)#clock rate 64000  
R4(config-if)#no shutdown 
 
Figura 5. Configuración R4 
 
 
Fuente: Propia  
 
 Router 5 
R5(config)#hostname R5  
R5(config)#interface Serial1/0 
R5(config-if)#ip address 80.50.30.2 255.255.255.0 
R5(config-if)#clock rate 64000  
R5(config-if)#no shutdown 
 
Figura 6. Configuración R5 
 
 








Figura 7. Configuracion protocolos de enrutamiento en R1.R2,R3.R4.R5 
sobre las interfaces seriales  
 
 
Fuente: Propia  
Figura 8. Prueba de ping  
 
 
Fuente: Propia  
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A continuación, se realiza la explicación de cada uno de los comandos usados en 
la configuracion del paso 1 
 
Clock rate 64000 
 
Frecuencia de reloj 64000 (representada en BITS por segundo) 
 
no ip domain-lookup 
Permite que cualquier error de digitación en el dispositivo, envié un mensaje 





Se configura un nombre que identifique al dispositivo y que permite una 
mejor administración de la red. 
 
 
exec-timeout 0 0 
Un router desconecta sesiones con un periodo de inactividad mayor de 5 
minutos. Cuando sólo se especifica un argumento, este expresa el tiempo 






Evita que los mensajes inesperados que aparecen en pantalla nos desplacen los 
comandos que estamos escribiendo en el momento.) 
 
line console 0 
En el modo de configuración global, se usa el comando line console 0 para 
ingresar al modo de configuración de línea de la consola. El cero se utiliza para 
representar la primera (y en la mayoría de los casos la única) interfaz de 
consola. 
 




Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 




TABLA 2. Direccionamiento Loopback  
 
Interfaz IP address Mascara 
Loopback 1 20.1.0.1  255.255.252.0  
Loopback 2 20.1.4.1  255.255.252.0  
Loopback 3 20.1.8.1  255.255.252.0  
Loopback 5 20.1.12.1  255.255.252.0  
 
Interfaces de Loopback en R1 
R1(config)#interface Loopback 1 
R1(config-if)#ip address 20.1.0.1 255.255.252.0  
R1(config-if)#exit 
R1(config)#interface Loopback 2 
R1(config-if)#ip address 20.1.4.1 255.255.252.0  
R1(config-if)#exit 
R1(config)#interface Loopback 3 
R1(config-if)#ip address 20.1.8.1 255.255.252.0  
R1(config-if)#exit 
R1(config)#interface Loopback 5 
R1(config-if)#ip address 20.1.12.1 255.255.252.0  
R1(config-if)#exit 
R1(config)# router ospf 1  
R1(config-router)#router-id 1.1.1.1  
R1(config-router)# log-adjacency-changes 
R1(config-router)# network 20.1.0.0 0.0.0.255 area 150 
R1(config-router)# network 20.1.4.0 0.0.0.255 area 150 
R1(config-router)# network 20.1.8.0 0.0.0.255 area 150 





Figura 7. Configuración Loopback en R1 
 
 
Fuente: Propia  
• Al Router R1, adicional a la configuracion básica se le confguran 4 
interfaces Loopback 
• Mediante el uso del comando Network tiene como finalidad indicar cuales 
son las redes que vamos a publicar, pero también tiene una doble función 
que es decirle al router en que interfaces vamos a ejecutar OSPF en este 
caso se declaran las Loopback, utilizamos una wilcard que corresponde a 
la máscara de subred invertida, con este comando le estoy dando dos 
instrucciones a R1 : 
• La primera es que publique a sus vecinos e informe a los demás routers 
OSPF acerca de esta red de cada Loopback. 
• La segunda instrucción es que a través de la interfaz Loopback agregada, 
envíe mensajes Hello y trate de establecer una adyacencia con un vecino, 
así declaramos las 4 redes Loopback y la red serial. 
 
La interfaz loopback es una interfaz lógica interna del router. Esta no se asigna a 
un puerto físico y , por lo tanto, nunca se puede conectar a otro dispositivo se le 
considera una interfaz de software que se coloca automáticamente en estado UP 
(activo), siempre que el router esté en funcionamiento. 
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El proceso de habilitación y asignación de una dirección Loopback es: 
Router(config)# interface loopback number 
Router(config-if)# ip address ip-address subnet-
mask Router(config-if)# exit 
Se pueden habilitar varias interfaces loopback en un router, la dirección para 
cada interfaz es única y no se asigna a ninguna otra interfaz. 
 
 









Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 180.5.0.0/22 y configure esas interfaces para participar en el Sistema 








TABLA 2. Direccionamiento Loopback en R5 
 
Interfaz IP address Mascara 
Loopback 0 180.5.0.1  255.255.252.0  
Loopback 1 180.5.4.1  255.255.252.0  
Loopback 2 180.5.8.1  255.255.252.0  




Interfaces Loopback en R5 
R5(config)#interface Loopback 0 
R5(config-if)#ip address 180.5.0.1 255.255.252.0  
R5(config-if)#exit 
R5(config)#interface Loopback 1  
R5(config-if)# 
R5(config-if)#ip address 180.5.4.1 255.255.252.0  
R5(config-if)#exit 
R5(config)#interface Loopback 2 
R5(config-if)#ip address 180.5.8.1 255.255.252.0  
R5(config-if)#exit 
R5(config)#interface Loopback 3 
R5(config-if)#ip address 180.5.12.1 255.255.252.0  
R5(config-if)#exit 
R5(config)#router eigrp 51  
R5(config-router)#no auto-summary 
R5(config-router)#network 180.5.0.0 0.0.3.255  
R5(config-router)#network 180.5.4.0 0.0.3.255  
R5(config-router)#network 180.5.8.0 0.0.3.255  
















Fuente: Propia  
 
















Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo 
las nuevas interfaces de Loopback mediante el comando show ip route. 
 
 








En la salida del comando Show ip Route se ven marcadas las rutas que 




Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
80000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda 
T1 y 20,000 microsegundos de retardo 
 
Configuración de rutas EIGRP en  OSPF 
R3(config)#router eigrp 51  
R3(config-router)#redistribute ospf 1 metric 1544 50000 255 1 1500 
R3(config-router)# network 80.50.42.0 0.0.3.255 
R3(config-router)#exit 
 R3(config)#router ospf 1 
R3(config-router)# redistribute eigrp 51 metric 80000 subnets 
R3(config-router)# network 150.20.20.0 0.0.3.255 area 150 
 




Fuente: Propia  
 
1. Se pasa de OSPF a EIGRP 
Ingresamos al proceso EIGRP 51 le decimos que redistribuya el OSPF proceso 1 
Para poder ver las rutas, EIGRP consideran las redes redistribuidas con una 
métrica infinita, las métricas que se le da a las redes que se aprenden desde los 
protocolos de enrutamiento hacia EIGRP el mismo protocolo las marca como 
infinitas , para poder ser redistribuidas correctamente se debe de indicar el valor 
de la métrica agregamos la métrica 1544 y los valores correspondientes: Delay 
50000, confiabilidad 255 carga 1 , MTU 1500. 
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2. Luego pasamos de EIGRP a OSPF 
Ingresamos al proceso de OSPF 1 Le decimos vamos a redistribuir los que venga 
del sistema autónomo EIGRP 51 con una métrica 80000 (según la guía ). 
 
 







Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
















Figura 14. Tabla de  enrutamiento R1 
 

























Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte 
del escenario propuesto. 
 
 
Figura 16. Topología de Red 
 
 


























Paso 1. Configurar la red de acuerdo con las especificaciones. 
 
a. Apagar todas las interfaces en cada switch. 
b. Asignar un nombre a cada switch acorde con el escenario establecido 
 
Se usa el comando shutdown en las interfaces Ethernet6/0- Ethernet12/0 en    
DLS1,DLS2,ALS1 y ALS2. 




DLS1(config)#interface range e6/0,e7/0,e8/0,e9/0 
DLS1(config-if-range)#shutdown 
DLS1(config-if-range)#exit 
DLS1(config)#inter range e10/0,e11/0,e12/0 
DLS1(config-if-range)#shutdown 









Fuente: Propia  
 
c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.20.20.1/30 y para DLS2 
utilizará 10.20.20.2/30.  
DLS1#confi terminal 
DLS1(config)#inter range et11/0,et12/0 
DLS1(config-if-range)#no switchport 
DLS1(config-if-range)#channel-group 12 mode active 
DLS1(config)#interface port-channel 12 
DLS1(config-if)#ip address 10.20.20.1 255.255.255.252 
DLS1(config-if)#exit 
 










DLS2(config)#inter range et11/0,et12/0 
DLS2(config-if-range)#no switchport 
DLS2(config-if-range)#channel-group 12 mode active 
DLS2(config)#interface port-channel 12 
DLS2(config-if)#ip address 10.20.20.2 255.255.255.252 
     DLS2(config-if)#exit 
 





Fuente: Propia  
 
En ambos Switches se agregan los puertos Ethernet 11/0 y 12/0 al canal del 
puerto 12 con el comando channelgroup 12 mode active, la opción active indica 
que desea que el switch utilice LACP incondicionalmente. 
Cuando se configure un EtherChannel desde puertos de enlace troncal, verifique 
que el modo de enlace troncal sea el mismo en todos los enlaces troncales. Los 
modos de enlace troncal incoherentes en los puertos EtherChannel pueden hacer 




2.Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  
 
DLS1#confi terminal 
DLS1(config)#inter range et7/0,et8/0 
DLS1(config-if-range)# channel-protocol lacp 
DLS1(config-if-range)#channel-group 1 mode active 










Fuente: Propia  
 
 
Cuando la configuración del LACP está habilitada, un grupo de agregación de 
enlaces (LAG, link aggregation group) local no puede transmitir paquetes a 
menos que en el otro extremo remoto del enlace haya otro LAG con LACP 
configurado. Si la configuración del LACP no está habilitada, un LAG local 
podría intentar transmitir paquetes a una interfaz remota única, que podría 





ALS1(config)#inter range et7/0,et8/0 
ALS1(config-if-range)#channel-protocol lacp 
ALS1(config-if-range)#channel-group 1 mode active 
Creating a port-channel interface Port-channel 1 
     ALS1(config-if-range)#no shutdown 
     ALS1(config)#exit 
 




Fuente: Propia  
 
DLS2#confi terminal 
DLS2(config)#inter range et7/0,et8/0 
DLS2(config-if-range)# channel-protocol lacp 
      DLS2(config-if-range)#channel-group 2 mode active 
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DLS2(config-if-range)# no shutdown 
      DLS2(config-if)#exit 
 




Fuente: Propia  
 
ALS2#confi terminal 
ALS2(config)#inter range et7/0,et8/0 
ALS2(config-if-range)# channel-protocol lacp 
     ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)# no shutdown 
     ALS2(config-if)#exit 
 
Figura 24.Verificación Interfaz Ethernet7/0-8/0 ALS2 
 
 





2) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. Se 
configura las interfaces Ethernet9/0- Ethernet910/0 en DLS1,DLS2,ALS1 Y 
ALS2 con protocolo PAgP De la siguiente manera: 
 
DLS1#confi terminal 
DLS1(config)#inter range et9/0,et10/0 
DLS1(config-if-range)# channel-protocol PAgP 
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     DLS1(config-if-range)#channel-group 4 mode desirable 
     DLS1(config-if-range)# no shutdown 
     DLS1(config-if)#exit 
 
Figura 25.Verificación Interfaz Ethernet9/0-10/0 DLS1 
 
 
Fuente: Propia  
 
Figura 26.Verificación Interfaz Ethernet9/0-10/0 ALS2 
 
 
Fuente: Propia  
 
Figura 27.Verificación Interfaz Ethernet9/0-10/0 DLS2 
 
 
Fuente: Propia  
 
 
Figura 28.Verificación Interfaz Ethernet9/0-10/0 ALS1 
 
 
Fuente: Propia  
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En los Swiches DLS1,DLS2,ALS1y ALS2 se agregan los puertos Ethernet 9/0 -10/0 al 
canal de puertos 4 y 3 con el comando channelgroup x mode desirable. La opción 
mode desirable permite que el switch negocie activamente para formar un enlace de 
PAgP 
 
Al utilizar el PAGP, el switch memoriza la identidad de sus socios capaces de 
soportar el PAGP y luego agrupa dinámicamente aquellos puertos que estén 
configurados de forma similar en un único enlace lógico (canal o puerto agregado) 
 
3) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa. 
Se realiza configuración en los Po1,Po2,Po3,Po4 de los equipos 
DLS1,DLS2,ALS1,ALS2 
 
ALS2(config)#inter ran e7/0, e8/0 
ALS2(config-if-range)#switchport trunk encap dot1q 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#switchport trunk native vlan 500 
ALS2(config-if-range)#exit 
ALS2(config)#inter ran e9/0, e10/0 
ALS2(config-if-range)#switchport trunk encap dot1q 
ALS2(config-if-range)#switchport mode trunk 






















Fuente: Propia  
 
Figura 31.Configuracion VLAN  Nativa ALS1 
 
 
Fuente: Propia  
 
Figura 32.Configuracion VLAN  Nativa ALS2 
 
 
Fuente: Propia  
 
La Vlan nativa es una condición usada con interfaces que son configuradas como 
vlan troncales (enlaces troncales). 
Se configura con el comando switchport trunk native vlan vlan-id en los 
Po1,Po2,Po3,Po4 de todos los equipos.  
 
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321  
 
DLS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
DLS1(config)#vtp pass ccnp321 
Setting device VTP password to ccnp321 





Figura 33.Configuracion dominio Cisco DLS1 
 
 
Fuente: Propia  
 
ALS1#config terminal 
ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp pass ccnp321 
ALS1(config)#vtp version 3 
ALS1(config)#exit 
 
Figura 34.Configuracion dominio Cisco ALS1 
 
 




ALS2(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
ALS2(config)#vtp pass ccnp321 
Setting device VTP password to ccnp321 
ALS2(config)#vtp version 3 
ALS2(config)#exit 
 
Figura 35. Configuracion dominio Cisco ALS2 
 
 
Fuente: Propia  
 
Antes de la activación se define el nombre del dominio, se asegura la clave de 





2) Configurar DLS1 como servidor principal para las VLAN.  
 
DLS1#confi terminal 
DLS1(config)#vtp mode server 
Device mode already VTP Server for VLANS. 
DLS1(config)#vtp domain SWLAB 
Changing VTP domain name from CISCO to SWLAB 
DLS1(config)#vtp version 3 
VTP version is already in V3. 
DLS1(config)#exit 
 
Figura 36.Configuracion DLS1 como servidor  
 
 
Fuente: Propia  
 
Sólo el servidor primario del dominio VTP puede actualizar la base de datos de los demás 
dispositivos. Adicionalmente, sólo puede haber un servidor VTP primario por dominio y 
por defecto todos los dispositivos son servidores secundarios. 
No es posible modificar la configuración de VLANs en los servidores secundarios y su 
base de datos se actualiza desde el servidor primario. 
 
 
2) Configurar ALS1 y ALS2 como clientes VTP 
 




Fuente: Propia  
 
 




Fuente: Propia  
 
Un Switch en modo cliente, no puede crear, cambiar o eliminar las VLAN. La información 
de configuración de la VLAN que el switch del cliente del VTP recibe del switch servidor 
del VTP se almacena en una base de datos de la VLAN, no en NVRA. 
 




e. En DLS1, suspender la VLAN 420. 
 
DLS1(config)# vlan 600 
DLS1(config-vlan)# name NATIVA 
DLS1(config-vlan)# vlan 15 
DLS1(config-vlan)# name ADMON 
DLS1(config-vlan)# vlan 240 
DLS1(config-vlan)# name CLIENTES 
DLS1(config-vlan)# vlan 1112 
DLS1(config-vlan)# name MULTIMEDIA 
DLS1(config-vlan)# vlan 420 
DLS1(config-vlan)# name PROVEEDORES 
DLS1(config-vlan)# state suspend 
DLS1(config-vlan)# vlan 100 
DLS1(config-vlan)# name SEGUROS 
DLS1(config-vlan)# vlan 1050 
DLS1(config-vlan)# name VENTAS 
DLS1(config-vlan)# vlan 3550 







Figura 39.Configuración de VLAN servidor principal 
 
 
Fuente: Propia  
 
 
f. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 
y configurar en DLS2 las mismas VLAN que en DLS1. 
g.  Suspender VLAN 420 en DLS2. 
 
 
Tabla 4. Configuración VLAN DLS2 
 
Número de la VLAN 














DLS2(config)#vtp mode transparent 
Setting device to VTP Transparent mode for VLANS. 























Figura 40.Configuración de VLAN en DLS2 
 
 
Fuente: Propia  
 
Los switch configurados en modo transparente envían publicaciones de VTP que 
reciben en sus puertos troncales hacia otros switches en la red. Los switches en 
modo transparente del VTP no publican su configuracion de VLAN y no 
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sincronizan su configuracion de la VLAN con ningún otro switch. 
 
 
h. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
DLS2#enable 
DLS2#configure terminal 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
DLS2(config)#int port-channel 3 






Figura 41..Configuracion Vlan 567 
 
 
Fuente: Propia  
 
Estas Vlan permiten que el administrador de la red implemente las politicas de 
acceso y Seguridad para grupos particulares de usuarios. 
 
 
i. Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240. 
 
DLS1(config)# spanning-tree vlan 1,12,420,600,1050,1112,3550 root primary 
DLS1(config)# spanning-tree vlan 100,240 root secondary 




Figura 42.Configuración spanning-tree DLS1 
 
 
Fuente: Propia  
 
 
j. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como 
una raíz secundaria para las VLAN 15, 420, 600, 1050, 11112 y 3550 
 
DLS2(config)# spanning-tree vlan 100,240 root primary 
DLS2(config)# spanning-tree vlan 15,420,600,1050,11112,3550 root secondary 
DLS2(config)# exit 
 




Fuente: Propia  
 
 
k. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de estos puertos. 
DLS1#confi terminal 
DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk allowed vlan 1,12,420,600,1050,1112,3550 
DLS1(config-if)#exit 
DLS1(config)#interface port-channel 4 










Figura 44.Configuracion puertos troncales DLS1 
 
 




DLS2(config)#interface port-channel 1 
DLS2(config-if)#switchport trunk allowed vlan 1,12,420,600,1050,1112,3550 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 4 
DL12(config-if)#switchport trunk allowed vlan 1,12,420,600,1050,1112,3550 
DLS2(config-if)#exit 
 
l. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera: 
 
 




      Configuración DLS1 
DLS1#configure terminal 
DLS1(config)#interface e6/0 
DLS1(config-if)#switchport mode acces 
DLS1(config-if)#switchport Access vlan 3550 
DLS1(config-if)#no shutdown 
DLS1(config-if)#interface e12/1 
DLS1(config-if)#switchport mode Access 





Figura 45.Configuracion puertos de acceso DLS1 
 
 







DLS2(config-if)#switchport mode acces 
DLS2(config-if)#switchport Access vlan 15 
DLS2(config-if)#switchport Access vlan 1050 
DLS2(config-if)#no shutdown 
DLS2(config-if)#interface e12/1 
DLS2(config-if)#switchport mode Access 




Figura 46.Configuracion puertos de acceso DLS2 
 
 






ALS2(config-if)#switchport mode acces 




ALS2(config-if)#switchport mode Access 







Figura 47.Configuracion puertos de acceso ALS2 
 
 
Fuente: Propia  
 
Modo Access 
Este tipo de configuración en el puerto permite pasar solo una Vlan, los paquetes 




conectividad de red de prueba y las opciones configuradas 
 














Figura 49.Verificación de las VLAN  DLS2 
 
 
Fuente: Propia  
 
 




Fuente: Propia  
 
 












Fuente: Propia  
 
Fuente: Propia  
 




















• Se logra con éxito la configuración de protocolos de enrutamiento en 
los routers, se asignan las direcciones IP a los dispositivos, se 
configuran las interfaces físicas y virtuales. 
• No se configura la métrica que pide la actividad 
• Se comprende la importancia del enrutamiento multiprotocolo 
haciendo que la redistribución sea una necesidad en el diseño de una 
red. 
• Si cualquier interfaz de loopback tiene una dirección IP configurada, y 
la interfaz esta levantada (up), el router elige el número de la 
dirección IP más alta entre esas interfaces de loopback. 
• Se reconoce la importancia virtual Trunking Protocol (VTP) la 
configuracion de las VLAN se mantiene unificada dentro de un 
dominio administrativo común. 
• Para poder configurar las VLANs utilizando VTP fue necesario 
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seleccionar uno de los Switch como servidor VTP. 
• Los EtherChanel debe tener la misma configuracion en los enlaces 
troncales y de la VLAN de acceso en los puertos de acceso. 
• Los protocolos PAgP y LACP se usan para automatizar el 
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