The advent of PET instrumentation signaled the beginning of a new perspective in nuclear medicine diagnostic imaging. PET systems rely on several corrections that must be applied in order to establish accurate and reliable quantification. The inherent properties of PET detector architecture and the crystals themselves are sources of different types of systematic and random errors with subsequent count rate variability that should be accounted for. Normalization is the correction dealing with these errors. In this work, the reasons resulting in this variability are explored and the different normalization approaches are described. Special focus is paid to component-based normalization, with an attempt to describe the discrete factors and discuss the underlying mechanisms of their contribution to sensitivity variations of the lines of response.
Introduction
The advent of PET instrumentation signaled the beginning of a new perspective in nuclear medicine diagnostic imaging [1] [2] [3] . The PET scanner is the descendent of single photon emission computed tomography systems in tomography, introducing whole-body images with spatial resolution in the order of millimeters [4] . The initial diagnosis and restaging of cancer is supported by precise quantification of the distribution of radiopharmaceuticals in the human body, revealing functional information on specific organs and tissues to the physician [5, 6] . Moreover, dual-modality PET/computed tomography (CT) systems resulted in a fused image, combining the advantages of the functional information obtained from the PET scanner and the anatomical information obtained from the CT system [7] . Exact registration of the two images offers better localization of a malignant lesion, whereas quantification tools show the extent of malignancy or the degree of response to treatment in the case of restaging examinations after chemotherapy or radiotherapy treatment (Fig. 1 ).
PET systems rely on several corrections that must be applied for this quantification to be accurate and reliable [8] [9] [10] [11] . The most prominent of these corrections is attenuation correction. The ability to accurately correct for attenuation in PET was one of the first developments that considerably improved the final images, when compared with those obtained with single photon emission computed tomography. This fact was further pointed out with the introduction of PET/CT systems adopting CT-based attenuation correction [12] . However, the calculation of attenuation values from CT transmission images will result in overcorrection or undercorrection in some cases, and this is often reported in the literature [13] .
Except for attenuation, common correction schemes with other modalities (scatter correction, dead-time estimation), and other 'PET specific' corrections (randoms correction), are also crucial for qualitative and quantitative results [14, 15] .
The inherent properties of PET detector architecture and the crystals themselves are sources of different types of systematic and random errors that should be accounted for. Normalization is the correction dealing with these errors [16] [17] [18] . Figure 2 illustrates the necessity to perform the normalization correction accurately in clinical scanners. A poorly normalized PET detector will severely deteriorate the diagnostic value of the images produced.
Each scanner model follows a specific protocol in order for the technologist or the service engineer to normalize the detector. In older systems the steps of the protocol are carried out periodically on the basis of the manufacturer's specifications (i.e. on a monthly basis), whereas newer systems include normalization as part of their daily quality-check process.
A number of factors affect lines of response (LOR) efficiency in various ways, producing subsequent LOR count rate variability. Normalization is applied during reconstruction and corrects for this variability.
In this work, the reasons resulting in this variability have been explored and the different normalization approaches have been described. Special focus has been paid to component-based normalization, with an attempt to describe the discrete factors and discuss the underlying mechanisms of their contribution to sensitivity variations of the LOR. Component-based normalization has been the method of choice for the majority of clinical and research PET scanners. The algorithm went through successive versions of higher complexity following the introduction of more complex detectors. The explanation of the above factors is followed by a brief and mostly historical presentation of how the researchers dealt with normalization. The authors believe that such an overview will offer the reader the chance to relate the factors in the algorithm with the technological advances that point out the need to incorporate these factors in the model.
Direct normalization
Normalization is applied to counteract on count rate variability in LOR sensitivity. It aims to build normalization sinograms to be applied to the activity sinograms. A single entry in the sinogram represents a combination of LORs due to raw data compression schemes. The purpose of the normalization sinogram is to correspond a normalization factor (NF ijuv ) to each one of the resultant LORs connecting crystals i and j from crystal rings u and v, respectively. Then, the total NF for the case of a combination of LORs would be the product of the factors for each LOR. The variability is due to a number of factors that are described hereinafter. In a theoretical case, if it would be somehow known a priori that a source of known shape and position in the PET field of view (FoV) is equally illuminating all crystal pairs forming an LOR (A is the activity of the source), that proper attenuation, scatter, and random corrections have been applied, and that there are no sensitivity variance effects, then with C ijuv (cps) being the count rate measured in the LOR for detector pair i (crystal ring u) and j (crystal ring v):
where MRD is the maximum ring difference between crystals that the system accepts coincidences from.
However, this is not the case in reality. A number of factors (F ijuv ) affect LOR sensitivity and the count rate is different for detector pairs:
The NF ij counteract on the effect of F ijuv :
It is shown from the equations above that the count rate C ijuv can be measured directly during a calibration scan and the calculation of NF ijuv is straightforward:
This method is known as direct normalization.
Activity correction
In Eqs (1)-(4) the theoretical source is still assumed. In reality, the cylindrical geometry of the PET detector results in different levels of activity 'seen' by each LOR. A way to overcome this is by using different shapes of volume sources and correcting for this difference. This is called activity correction. For example, in Fig. 3 , detectors 1 and 3 and detectors 2 and 4 belong to the same ring and form LOR 13 and LOR 24 , respectively. A plane source of uniform activity is placed at the center of the FoV. The total length of activity 'seen' by LOR 13 and LOR 24 is A 13 = a and A 24 = b, respectively, and if C 13 and C 24 are the two count rates then
¼ cos y. The active lengths (part of the LOR traversing 'hot' source material) for the two LORs are then LOR 13act = a and LOR 24act = a/cosy. In that case, for crystals i and j:
A ij = A/cosy, where A ij is the activity correction (A corr ) term replacing the term A in Eqs (1)-(4). Similar activity corrections can be applied for sources of other geometry, both transaxially and axially if there is more than one ring detector [19] .
Component-based normalization
The transition from two dimensional (2D) to three dimensional (3D) scanning resulted in a 10-fold increase in the number of LORs [20] . This fact made the use of direct normalization impractical. Equation (4) states that in order to apply the model the individual count rate C ijuv should be measured independently. This would result in an enormous computational load and a massive amount of time to normalize the detector accurately. The use of high-activity sources to reduce time by increasing the count rate is also not applicable because of the respective increase in deadtime and pulse pile-up effects [21] . Moreover, the factor F ijuv affecting LOR sensitivity is the numerical representation of the total count rate variability effect, which in turn can be subdivided into several components. Each component 
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Transaxial activity correction for the case of a plane source for a single ring detector.
contributes differently according to its nature. For example, the detector geometry component G uvr (r being the distance of LOR ij from the center of FoV) or, in other words, the effect of how the block detectors are arranged mechanically in a cylindrical detector system is a steady component that should be calculated only once and remains the same thereafter. Conversely, the efficiency drift of the scintillating crystal E ijuv is an inherent property that changes with the detector aging and should be calculated periodically in time.
For the case of a component-based normalization model consisting of only these two effects:
The efficiency of any crystal pair is equal to the product of the respective efficiencies of each crystal:
Then, from Eqs (3), (5), and (6):
This concept gave birth to a new normalization approach, named after component-based normalization [22] . The algorithm was first introduced in its simplified form [Eq. (7)], but has been developed since then and incorporates several other factors. Equation (8) includes all the factors and is followed by an overview of their names. In the following paragraphs, each factor is explained separately. A brief explanation of the underlying mechanisms with which each factor contributes to LOR sensitivity variation is also attempted. The explanation is given with the aid of a detector setup, which is used as an example for the calculation of the factors (Fig. 4a) :
C ijuv is the count rate of the crystal pair formed by crystal i in ring u and crystal j in ring v; e iu and e jv are the inherent crystal efficiencies of crystals i and j, respectively; G uvr is the radial geometric factor for LOR distance from the center of the FoV equal to r; P uv is the plane efficiency factor defined by any LOR connecting crystals from rings u and v; b LOR ijuv is the total transaxial block efficiency of the LOR connecting crystal i from ring u with crystal j from ring v; m LOR ijuv is the total axial block efficiency of the LOR connecting crystal i from ring u with crystal j from ring v; d uvrk is the crystal interference factor for a crystal with index k (k = 1yD) for the case of a block detector with D transaxial crystals in the block; t ijuv is the time alignment factor; A corr is the activity 'seen' by the LOR connecting crystal i from ring u and crystal j from ring v.
The measurements performed for the determination of the NFs utilize volume sources of different shapes (cylindrical, plane, or line sources), filled with homogeneous long-lived radioactive materials ( 68 Ge). For the calculations described below, it is assumed that the shape, size, and activity of the source corrected for time decay are accurately known. The raw data for the normalization scans are also assumed to be corrected for attenuation, randoms, and scatter.
Factors of component-based normalization
Inherent crystal efficiency (e iu , e jv )
The efficiency of a scintillator crystal demonstrates its ability to convert g photons into light. This ability depends on several factors, the most important of them being the compound uniformity of the scintillator material and the crystal volume. Impurities deteriorate the efficiency, whereas higher crystal volumes result in efficiency increase. The crystals being part of the block structures are mostly equal in size; however, there are some cases reported in the literature where the edge and corner detectors are cut slightly smaller than the other detectors in order to satisfy design demands [23] .
Moreover, in the case of two crystals of the same volume, the amount of scintillation light produced is strongly dependent on the area/length ratio of the elements, and even small differences among them could also result in efficiency variations. The temperature-dependent and hygroscopic nature of certain scintillators can lead to additional variations, taking into account the fact that environmental conditions inside the gantry could be slightly different over time or in different areas [24] .
Except from the crystal properties, random efficiency variation could also arise because of photomultiplier tube (PMT) or avalanche photodiode (APD) gain variations. Small discrepancies between the high voltages applied to the ends of the PMT, for example, are followed by different amplification factors for the electrons between successive dynodes. The resulting pulses will carry these discrepancies, and certain groups of crystals will show to be more efficient than others.
The inherent crystal efficiency calculation is based on the 3D fan sum algorithm [25] . The idea behind the calculation is that the total count rate of the 3D fan that each crystal coincides with is approximately equal to a constant. The fan sum algorithm was first introduced in its single-plane version but has since been developed for application in 3D acquisition modes. If A is the 3D coincident fan in Fig. 5 formed by crystal i and crystal j in the fan, then for the crystal efficiency E iu :
If the approximations are valid, the denominator of the equation will be approximately equal to a known constant. This is actually valid because the differences in crystal efficiencies in the fan will vary around unity in such a way that they will ultimately cancel out. The numerator is obtained from the experimental data (normalization scan), and the same calculation is performed for all the rings. This way, a similar equation is determined for the inherent efficiency of crystal j from ring v:
Transaxial and axial block profile (b LORijuv and m LORijuv )
The efficiency of an LOR connecting crystal i in ring u with crystal j in ring v varies with respect to a combination of two effects. The first is with respect to the transaxial index k of the crystals i and j relevant to the block where they belong. Crystal efficiencies in the block will vary for the case of different count rates experienced by the block due to dead-time response. The block profile correction factor was first introduced by Badawi et al. [26] , although Casey et al. [27] first recognized the need for a dead-time correction during normalization. The difference in the approaches was that Casey and colleagues suggested an empirical 'dead-time' correction that combined paralyzing and nonparalyzing effects. Badawi and colleagues, in contrast, proposed calculating the sum of the efficiencies for crystals with the same k index for each ring and divide the result with their number: 
The total block LOR efficiency b LOR ij connecting the two crystals is the product of the above equations:
Initial estimates for the crystal efficiencies e iu and e jv for the calculation are provided by the 3D fan sum algorithm described above. The same methodology is followed for the calculation of the axial block profile (m LOR ijuv ) where:
The difference is that, for the axial calculation, Z is considered axially, following the axial rings index (Fig. 6a , Z = 1y4). The axial block profile is essential for the case of more than one block ring in the detector (Fig. 6c) .
A number of factors contribute to block profile variations both axially and transaxially. Scatter in the block is one of them. The fraction of correctly identified events in the block level decreases, while moving toward the middle crystals of the block. The crystal identification algorithms fail to register the events correctly, and because of pulse pile-up they eventually misregister with a tendency toward the middle. For the case of PMT, cross-talk through the glass of the PMT has also been reported [23] . Finally, the coverage of the crystals from the PMT or the APD is also an important source of systematic error in efficiency, with some crystals in the block being more covered compared with others in the same block ( Fig. 7a  and b) . All of these reasons outline the need for block profile correction.
Self-normalization:
The block profile already mentioned as part of the component-based normalization is a manifestation of pulse pile-up. The number of piled up events, however, is severely affected by the count rate with which the block assembly is loaded. The higher the activity, the higher the count rate and higher the number of pile-up events experienced. Therefore, count rate discrepancies between the normalization scans -irrespective of the setup used -and the emission scan itself can lead to high-frequency artifacts. Badawi et al. [28] investigated a method for tackling these artifacts. The corresponding block profile normalization components consist of a transaxial component (b LOR ijuv ) and an axial one (m LOR ijuv ), as already shown in Eq. (8) . On the basis of this method, taking some basic assumptions into account, the transaxial component could be calculated from ordinary emission data rather than from data from a separate normalization scan. The basic idea is that the transaxial block profile factors are calculated with Eq. (13), although not with a normalization scan using a volume source but with the emission data set (i.e. a head scan). Badawi and colleagues proved experimentally that such a preprocessing normalization step reduces the mentioned artifacts.
The concept of self-normalization is also mentioned in a later study by Ishikawa et al. [29] . The authors adjusted the model for the case of a continuous 3D scanning system. In their case, the transaxial block profile factors and the crystal efficiencies were also calculated from the emission data but with continuous bed movement during scanning. In contrast to step-and-shoot scanning, continuous bed movement simplifies normalization, in the sense that the LOR variance due to axial geometric factors is minimal. In this case, the elements in the axial direction are summed in plane, and count differences between them are ruled out. This is not the case, however, in step-and-shoot modes exploited by the vast majority of clinical PET scanners today. Generally, selfnormalization aims to obviate the need for excessive normalization scans. However, further proof from experimentation of the algorithms with clinical data is considered necessary, especially in vivo.
Plane efficiency P uv
There are Z 2 axial planes for a multiring detector consisting of Z axial rings (Fig. 6a) . Each plane is defined by LOR connecting crystals either from the same or from different crystal rings and has a different overall efficiency. The plane efficiency factor is applied to every LOR in the plane -that is, for every distance from the center and for every view angle. This factor encompasses sensitivity variations between planes that arise because of incidence angle effects and solid angle subtended as a function of ring difference. Count density of direct planes, for instance, is different from the one of oblique planes. For the calculation of the factors the counts in all LORs and all planes (all ring combinations) are summed and the result is divided by Z 2 . This is the average plane count rate 1 Z 2 P u;v P r;j Sðr; j; u; vÞ, where S(r,j,u,v) is the sensitivity of the sinogram bin defined by r, f. The plane efficiency factor P uv for the plane defined by an LOR connecting detector i from ring u and detector j from ring v is then: 
Plane efficiency factors are even more important for the case of barrel-shaped detectors. In these configurations, the axial block rings form small polar angles with each other. Therefore, the axial rings in one block are placed horizontally, but rings belonging to different blocks are not.
Finally, it is important and it should be noted that the plane efficiency correction is also dependent on the data compression scheme used by the reconstruction. Michelogram spanning will affect the correction, based on the maximum ring difference. There are systems in which the LORs are acquired individually, whereas others combine LORs during reconstruction.
Radial geometric factor G uvr
The radial geometric factor is calculated to account for the systematic variation in LOR efficiency with the radial position r in a particular projection. More specifically, for the case of a homogeneous cylindrical source, experiments showed that LOR efficiency is higher toward the edge of the FoV compared with the ones in the middle [27, 30] . This is mainly because, moving toward the edge, the LORs form increasingly oblique angles of incidence on the face of the detector. Oblique angles result in a higher amount of scintillator substance being encountered by the g rays and in a further increase in the detection probability. In addition, oblique angles of incidence also result in a displacement of the events toward the center. The g rays penetrate the face of a specific crystal, but because of their excessive energy they finally reach neighboring crystals and are therefore detected from them. Moreover, the solid-angle increase while moving to the edge has a similar impact. The curvature of the ring results in smaller crystal-to-crystal distance as the distance from the center is higher. The solid angle subtended is therefore increased, together with the efficiency of the relevant LOR. The solid-angle effects on the LOR efficiency are well documented in publications on reconstruction algorithms that use solidangle geometric models [31] .
The radial geometric factor is calculated by summing the LOR with the same radial distance r from the different projections and dividing this sum with the number of projections N f :
Sðr; j; u; vÞ
for the case of a multiring detector with Z rings.
Equation (16) shows the calculation. The set of LORs forming the vertical projection (f = 01) is actually rotated to form the rest of the projections ( Fig. 8a and b) . The projections for f = 451 and f = 901 are also shown ( Fig. 8c and d) . Then, for the example, the calculation of the geometrical factor of radial distance r would be the sum of all LORs with the same index (1y16) divided by the number of views N f (64 for the example in Fig. 4b) .
A common finding related to the calculation of the radial geometric factor was verified independently by different researchers [27, 32] . The radial geometric profiles revealed a dip in efficiency close to the center of the FoV. This is attributed to the big percentage of LOR collinearity with the slots between the crystals when the annihilations occur near the center. The higher the percentage of the whole detector surface area occupied by the gaps between the blocks and the slots between the crystals, the more intense the dip.
Crystal interference d uvrk
LOR sensitivity variations are strongly dependent on the radial distance of the LOR from the center of the FoV. These variations are accounted for by the radial geometric factors, as already mentioned. However, experiments revealed further remaining variations transaxially, even after the radial geometric factors have been applied. The intensity of these variations followed a periodic pattern with a frequency equal to the transaxial number of crystals in a block. Therefore, it was made clear that the LOR efficiency is dependent not only on the radial distance but also on the respective position of the crystal pair in the block. To state it in a simpler way, two LORs with the same radial distance will be efficiently different if the crystals that they connect are in a different place relevant to the block, even after the block profile has been accounted for. For example, consider LOR 1 and LOR 2 with the same radial distance from the center (Fig. 9) . In this case the distance is zero with both lines crossing the center. These LORs will have a different response. LOR 1 connects edge crystals (both crystals are indexed as 1 in the blocks), whereas LOR 2 connects median crystals (indexed as 2 in the blocks). The interference profile for each crystal (k = 1y4) is different and this is the underlying cause behind the need for crystal interference correction. More specifically, median crystals (k = 2, 3) are less efficient than edge crystals (k = 1, 4) because of their intense interference profile with their nearest neighbors. The effect is more pronounced for block designs with a bigger number of transaxial crystals.
There is one crystal interference factor for each transaxial crystal index in a block. For the case of the example there are four transaxial crystals in each block (k = 1y4) and the ring consists of 16 blocks. There are totally 64 crystals in each ring. To calculate the factor for the set of parameters r = 0, k = 1, and u = v = 1 (crystals belong to the same axial ring), first the summation of equidistant LORs for all 16 crystal pairs with k = 1 is calculated, and then the result is divided by the number of k = 1 crystal pairs in the ring. The calculation also takes into account the plane and radial geometrical factors. In this way, the crystal interference effect will be isolated and will ensure that the crystal interference correction accounts for the remaining variations. The general formula for the calculation is as follows:
Time window alignment factor t ijuv
The signals from the blocks are taken up by electronics for further processing. Time jitter between the blocks can vary, and this poses a severe impact on the coincidence timing resolution of the system. The processor responsible for categorizing the events as coincident or not will bias the results in the case of timing discrepancies between the blocks. Thus, a time window alignment factor should be applied to account for the effect. The calculation can utilize testing pulses of known characteristics sent to the electronics, simulating the real pulses coming from the events. The number of coincident responses registered from the processor should then be equal for all the blocks, allowing at the same time calculation of the factors that are needed to compensate.
The details of such an approach used in systems utilizing time-of-flight (ToF) reconstruction can be found in Conti et al. [33] . In the case of ToF, time alignment factors should be accurately defined because of increasingly stringent temporal resolution demands.
The evolution of the algorithm Casey and Hoffman [16] derived a method that increased the statistical accuracy of the calculation for random subtraction. Their method was also applied for normal- ization data by virtue of the similarity of the mathematical expression defining random count rate [Eq. (18) ] and LOR efficiency [Eq. (19) ] for a detector pair. If C ijuv(rand) and C ijuv are the random and true count rates between detector pairs i and j from separate rings u and v, respectively, then:
where C iu and C jv are singles rates for the detectors and 2t is the coincidence time window. This was actually a variance reduction technique based on two assumptions. The first is that the total random count rate and total activity for a single detector element in coincidence with an opposing fan of detectors are almost constant for all single detector elements in a ring. The second is that geometrical variances of efficiency are considered negligible assuming fans of a relatively small number of elements. The improvement in the calculation using the technique was verified experimentally by comparing the frequency distribution of percentage deviations of a low count normalization scan from a high statistics reference scan with and without applying the method. The importance of the method was apparent because it proved that normalization scans would be possible with fewer counts in less time, without compromising the accuracy of the results. Practically, this would mean that if the size of the accepted fan in coincidence with a single detector is S = 504 then the improvement in noise would be equal to S 2 /2S + 1 = 251.75; hence, the normalization of the detector would be B250 times faster compared with the time needed to perform the direct method. Hoffman et al. [22] used this method and introduced the electronic FoV for the normalization scan. They used a uniform 22 cm 68 Ge cylinder and estimated normalization factors for the whole bore diameter of their system (29 cm) using extrapolation, thus dealing with image artifacts at the edge of the FoV. They also took into account systematic variations in detector pair efficiency due to circular geometry, which was actually the radial geometric factor. Their model in its simplified version included corrections for the total mispositioning due to geometry and parallax. In their study, the activity correction is included in the geometric factor.
Transition to 3D acquisition mode increased the number of LORs by a factor that depends on the geometry and the effective FoV in the axial direction. This increase resulted in a subsequent increase in the time for acquiring a normalization scan that could deliver accurate results. Defrise et al. [32] proved that a high count normalization scan operated in 2D mode could be used for the normalization of detector pairs in 3D mode. To do that, the authors included in their model a new factor that ruled out the effects of the extended septa of the 2D scan, named after septa shadowing. Using the notation of previous equations:
where q u and q v are scaling factors that can be determined for each ring by taking the ratio of the total count rate of two sinograms. One sinogram measurement was performed with the septa extended and the second with the septa retracted.
Liow et al. [34] , on the basis of the findings of the previous study, investigated the feasibility of replacing the 2D blank scan that Defrise et al. [32] had used in their normalization approach with a 3D blank scan. The setup for the measurements consisted of two rod sources, and the scan was performed with septa retracted. Reconstructed images from phantoms normalized with the 3D technique yielded slightly improved results, and therefore the feasibility of the method was proven. The motivation from the beginning to replace the 2D normalization technique with a 3D scan was that, in this way, the quantification of the final PET images would be more accurate because of no 'septa shadowing effects'. Furthermore, normalizing with the rod sources preserved scatter in the emission data, making the subsequent scatter correction effort easier. One more important finding from this study that should be noted is that, independent of the type of scan used for normalization purposes, no relying results came up when the dead-time factor exceeded 2.5. Therefore, it was clear that, irrespective of the source setup to be used, the activity level should always be constrained from dead-time effects.
Casey et al. [27] presented a newer version of componentbased normalization. The study focused on the storage of the individual normalization components -namely, the individual detector efficiencies and the geometrical factor. In this way a mode-specific normalization could be established. The geometric factor that they used encompassed the crystal interference patterns depending on the position of the detector elements in the array. Dead-time parameterization to account for the block profile was also included in the method, and the measurements were taken with a 'pseudoplane' rotating source. Scatter contribution was also investigated. Artifacts arising in the reconstructed images after correcting with the normalization matrix were removed by separately applying the interference and crystal efficiency corrections before scatter correction and the radial geometric correction thereafter. The findings were in agreement with those in a thorough study of this kind for scatter contribution performed by Ollinger [35] . Kinahan et al. [20] compared 3D reconstructions of a uniform cylinder with normalization applied using different source geometries. They found that the use of normalization data sets they came up with using a 'pseudoplane' travelling rod source and a uniform cylinder did not reveal statistically significant differences in the final quantitative image. Stearns in his patent [36] also used a 2D normalization scan to calculate the geometrical factors after proper rebinning. In his method, the crystal efficiencies corrected for interference were produced from a 3D uniform cylinder source with the difference being that the projection plane for this acquisition was limited to cover only the source.
The majority of investigations agreed that using 2D normalization data sets for 3D acquisitions resulted in unwanted distortions in the image mostly because of count rate differences between 2D and 3D modes and the effects of septa on the efficiency of corner detectors. One workaround was the use of low-scatter 'pseudoplanar' moving line sources [37] . Oakes et al. [38] used this 'pseudoplanar' source and investigated how inaccuracies of the normalization components in their algorithm provoke error propagation through the reconstructed image. Hermansen et al. [18] also dealt with the extension of the normalization sinogram measured with a plane source of smaller length than with the transaxial length of the FoV. They allocated the total geometric component into two parts: one depending solely on the distance of the LOR from the center of the FoV and the other, a more complex one, incorporating all the other geometrical effects. Their finding was that, on correcting for the first part, the maximum residual coefficient of variation resulting from the second part is 4%. Thus, if the extended sinogram was created by taking into account only effects due to the distance from the center of the FoV, then a relative root mean square error of 4% is to be expected. An evaluation of the algorithms proposed by Hoffman et al. [22] and developed by Casey et al. [27] and Defrise et al. [32] with some modifications is presented by Badawi et al. [26] . Their normalization model was extended and included separate components for the axial and transaxial interference pattern in addition to a plane efficiency factor for cross-plane combinations in 3D acquisition. The geometric factors are calculated separately using a scanning line source, and with this correction already applied the model is limited to the crystal efficiencies. The study focuses not only on the comparison of the algorithms but also on the accuracy of the results that these methods deliver when their 'single-plane' version or their 'multiring' cross-plane version is used. The latter is proven to yield faster acquisition normalization times. In this work it is clearly stated that count rate effects have not been taken into account. They are, however, taken into account in a later study by Badawi et al. [39] . A new factor until then, the time alignment factor in the normalization model, is introduced to account for jitter through the electronics processing the signals from the detectors in a block level. This model is a rather detailed one in the sense that it uses separate factors for the differences in efficiencies of the crystals that depend on their position in the block detector. For this purpose, block profile and crystal interference factors are incorporated in the model.
In the same study, it is mentioned that the components of the normalization model can be categorized as fixed, variable, and count rate dependent. The components of the third category should be accompanied by an extra deadtime correction. The authors evaluated the significance of the contribution that each one of the normalization factors had in the final reconstructed image, and came to the conclusion that count rate dependencies could generally be ignored in the context of everyday clinical practice. In contrast, failure to correct for fixed components can lead to high-frequency artifacts. Following this study, Badawi et al. [17] implemented several normalization methods in three different clinical scanners. Design characteristics and different grouping schemes for the detectors of the three systems are commented upon. A detailed description of the sequential steps performed during normalization is also included in the study for each system separately, thus providing an example of different approaches for the algorithms adopted.
Special normalization modes
Except from the above models, several other modes of normalization have been presented [40] . Histogrammed list mode data, for example, are first saved as an array during acquisition and reconstruction initiates after the completion of the data set acquisition. This acquisition mode should be approached differently, and attention should be paid to deciding at which stage normalization should be introduced.
Thielemans et al. [41] concluded that the noise in the final reconstructed image is greatly reduced by performing the normalization after the binning. Other approaches refer to different detector configurations than the one described above. Algorithms are developed for nonblock design ring scanners [42] , detectors with depth of interaction measurement capability [43, 44] , or for panel detector configurations [45] . Finally, results from simulated data using Monte Carlo simulations proved that the normalization factors should also be taken into account even for simulated data [46] . In this study, the authors conclude that component-based normalization is considered essential to achieve reliable and accurate results from the simulations.
Future aspects
Hybrid imaging involves continuous development and innovation. Following these innovations, data correction strategies are bound to follow. Hardware changes in the detector, or new reconstruction algorithms, yield new requirements for robust normalization approaches toward image quantification. ToF during reconstruction is already available in clinical systems offering higher performances in terms of contrast and noise [47] [48] [49] . Additional time bins for ToF-capable systems result in a larger workload for the calculation of normalization components and tighter acceptable precision for time alignment factors in Eq. (8) .
At present there is increasing interest on special research into micro-PET systems. The dimensions of the FoV tend to increase together with the total number of crystals, while the complexity of the systems requires ad-hoc normalization strategies for the detector [50] [51] [52] .
It is evident that normalization correction plays a major role in improved performance of nuclear medical imaging equipment. The development of this technique has proven to be an ongoing effort, with the successful completion of each step a prerequisite to progress to the next phase.
