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We define means in n variables by taking the intersection point in Rn of n
osculating hyperplanes to a given curve in Rn. These planes are the natural
extensions of the osculating plane in R3. More precisely, let C be a curve in Rn,
and let 0 - a - ??? - a - `. Let O be the osculating hyperplane to C at a .1 n k k
 .Under certain assumptions on the component functions x t of C, the O willk k
 . nhave a unique point of intersection P s i , . . . , i in R . Furthermore, a -1 n 1
y1  .  .x i - a for k s 1, 2, . . . , n. This defines n symmetric means M a , . . . , a sk k n k 1 n
y1  .  . pkx i . If x t s t , k s 1, . . . , n, then the means M are homogeneous. Ink k k k
 . k  .particular, if x t s t , k s 1, . . . , n, then M a , . . . , a s arithmetic mean sk 1 1 n
 n .  .  .1r n  . a rn and M a , . . . , a s geometric mean s a ??? a . Also, if x tis1 i n 1 n 1 n k
yk s t , k s 1, . . . , n, then M equals the harmonic mean H s nr 1ra q ??? q1 1
.  . k  .  .  .1ra . Finally, if x t s t , k s 1, . . . , n y 2, x t s log t , and x t s 1rt,n k ny1 n
 .  .then M a , . . . , a s L a , . . . , a . Here L is the logarithmic mean in n vari-n 1 n 1 n
 .ables defined by A. O. Pittenger Amer. Math. Monthly 92, 1995, 99]104 , given by
n ny 21 a log a .i is n y 1 , . L a , . . . , a p 1, i , n .  .1 n is1
 . n  .where p 1, i, n s  a y a . The means M are generalizations of meansjs1, / i i j k
 .m a, b defined by taking intersections of tangent lines to curves C in the plane,
discussed in an earlier paper by the author J. Math. Anal. Appl. 149, 1990,
.220]235 . Q 1996 Academic Press, Inc.
INTRODUCTION
w xThis paper is a generalization of some of the results in 3 to means in n
w x  .variables. In 3 we defined means M a, b s i , where i is the xf x x
* E-mail address: ALH4@PSU.EDU.
126
0022-247Xr96 $18.00
Copyright Q 1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
OSCULATING HYPERPLANES 127
coordinate of the intersection point of T and T , and T is the tangenta b c
Y  .line to f at x s c, where f / 0 on 0, ` . This generalizes easily to
intersections of tangent lines to curves C in the plane. Indeed, this is just
the case n s 2 of the means discussed in this paper in Section 3. In
particular, if C has parametric equations x s t p, y s t q, one gets a class
 . w xof homogeneous means of Stolarsky see Section 3 . In 3, 4 means in two
variables were also defined using Taylor polynomials of degree greater
than one.
The generalization to means in n variables follows from taking the
intersection point in Rn of n osculating hyperplanes to a given curve in
Rn. We define these planes in Section 3, which are the natural extensions
of the osculating plane in R3. More precisely, let C be a curve in Rn, and
let 0 - a - ??? - a - `. Let O be the osculating hyperplane to C at1 n k
 . a . Under certain assumptions on the component functions x t of C seek k
.Theorem 3.1 , the O will have a unique point of intersection P sk
 . n y1 .i , . . . , i in R . Furthermore, a - x i - a for k s 1, 2, . . . , n. This1 n 1 k k n
 . y1 .defines n symmetric means M a , . . . , a s x i . The hypotheses ofk 1 n k k
 . pkTheorem 3.1 are satisfied if x t s t , k s 1, . . . , n, in which case thek
 . kmeans M are homogeneous. In particular, if x t s t , k s 1, . . . , n,k k
 .  n .  .then M a , . . . , a s arithmetic mean s  a rn and M a , . . . , a1 1 n is1 i n 1 n
 .1r n  . yks geometric mean s a ??? a . Also, if x t s t , k s 1, . . . , n, then1 n k
 .M equals the harmonic mean H s nr 1ra q ??? q1ra . Finally, if1 1 n
 . k  .  .  .x t s t , k s 1, . . . , n y 2, x t s log t , and x t s 1rt, thenk ny1 n
 .  .M a , . . . , a s L a , . . . , a . Here L is the logarithmic mean in nn 1 n 1 n
 w x.variables defined by Pittenger see 12 , given by
n ny21 a log a .i is n y 1 , . L a , . . . , a p 1, i , n .  .1 n is1
 . n  .where p 1, i, n s  a y a .jjs1, / i 1
Our proof of Theorem 3.1 involves ideas from the theory of Chebyshev
systems and generalized divided differences, which are discussed in Section
1. In particular we prove a generalization of the mean value theorem see
.Theorem 1.2 , which appears to be new. Indeed, this leads to a more
general class of means than are discussed here.
In Section 2 we discuss the special case n s 3, which involves means in
three variables obtained by taking intersections of osculating planes to
certain curves C in R3. The reader interested in this special case can skip
Section 3, where the case of arbitrary n is discussed. While the proofs
there are mostly generalizations of the proofs for n s 3, we are able to
prove a stronger result in this case than the general case proved in
 .Theorem 3.1 see Theorem 2.1 . Furthermore, Section 3 requires a discus-
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sion of the cross product on Rn and osculating hyperplanes to curves in
Rn.
The paper ends with some open questions and ideas for future research.
1. PRELIMINARIES
 4Given a set S s u , . . . , u of functions on an interval I, with u g1 n j
ny1 .C I for each j, and points t F t F ??? F t in I, k F n, let1 2 k
u t u t ??? u t .  .  .1 1 2 1 k 1
u t u t ??? u t .  .  .1 2 2 2 k 2
k ? ? ??? ?u t s , .j i i , js1 ? ? ??? ?
? ? ??? ?
u t u t ??? u t .  .  .1 k 2 k k k
where we follow the usual convention of taking various derivatives of the
u if some of the t coalesce. In particular, if t s t s ??? s t , thenj j 1 2 k
w  .xku t equals the Wronskianj i i, js1
u t u t ??? u t .  .  .1 1 2 1 k 1
X X Xu t u t ??? u t .  .  .1 1 2 1 k 1W u , u , . . . , u s . .1 2 k
?
ky1. ky1. ky1.u t u t ??? u t .  .  .1 1 2 1 k 1
DEFINITION 1.1. S is called an extended complete Chebyshev system
 . w  .xkECT on I if u t / 0 for all choices of the t in I and forj i i, js1 i
k s 1, . . . , n.
This is the standard definition of an ECT, except that in some texts,
w x w  .xksuch as 11 , the determinants u t are assumed to be positive. Thisi, js1j i
w xis not necessary for our purposes, and the results we use from 11 do not
require this assumption.
wWe now state the following theorem, which follows directly from 11,
xTheorem 1.1, p. 76 .
 4  . .THEOREM 1.1. u , . . . , u is an ECT on I if and only if W u , . . . , u t1 n 1 n
/ 0 for any t in I.
 4 Now given any collection S s u , . . . , u of functions not necessarily1 n
. n .an ECT on an interval I, with u g C I for each j, define the followingj
 w x.functions and operators as in 11 .
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Let w s u and define inductively the differential operators1 1
d k
D k s for j s 1, . . . , n and .j  /dt wj 1.1 .
w s D D ??? D u for j s 1, . . . , n y 1. . .jq1 j jy1 1 jq1
For example,
d u d drdt u ru .  .2 3 1
w s and w s .2 3 /  /dt u dt drdt u ru .  .1 2 1
w  .xThe following lemma is essentially the same as 11, p. 243, 5.3 . It is
 4proven there, however, when u , . . . , u is an ECT, though the details of1 n
the proof are the same for any collection of C n functions. For our
 4purposes here we will sometimes use the lemma when u , . . . , u is an1 ny1
ECT, but u can be any C n function.n
 .  .LEMMA 1.1. Using the functions w from 1.1 , we ha¨e w s W u , u rj 2 1 2
u2 and1
W u , . . . , u W u , . . . , u .  .1 k 1 ky2
w s for k s 3, . . . , n.k 2
W u , . . . , u . .1 ky1
Theorem 1.1 and Lemma 1.1 now give the following useful result.
 4If u , . . . , u is an ECT on I , then w / 0 on I for k s 1, . . . , n. 1.2 .1 n k
Our next lemma generalizes the well-known fact that if a C ny1 function
f vanishes at n distinct points of I, then f ny1. must vanish somewhere
in I.
 4 ny1LEMMA 1.2. Suppose that u , . . . , u is an ECT of C functions on1 n
w x ny1w xa, b , and suppose f g C a, b , n G 2. Let a F t - ??? - t F b be n1 n
 .  . . .distinct points with f t s 0 for j s 1, . . . , n. Then D ??? D f z s 0j ny1 1
for some z , t - z - t .1 n
ny iw x w x  .Proof. Note first that w g C a, b , and w / 0 on a, b by 1.2 , fori i
 . .  . . .i s 1, . . . , n. Now D f s s drdt frw s s 0, t - s - t , j s1 j 1 j j j jq1
1, . . . , n y 1, by Rolle's Theorem. n y 2 more applications of Rolle's
Theorem then gives
D ??? D f z s 0 for some z , t - z - t . 1.3 .  .  .  .ny1 1 1 n
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ny1w xNow given f g C a, b and n y 1 distinct points a F t - ??? - t1 ny1
ny1  .  .F b, let P s  c u , where the c are chosen uniquely so that P t sjs1 j j j j
 .  .f t for j s 1, . . . , n y 1. For any function k t , we define the determinantj
k t u t ??? u t .  .  .1 ny1
k t u t ??? u t .  .  .1 1 1 ny1 1
? ? ??? ?W t s . 1.4 .  .k
? ? ??? ?
? ? ??? ?
k t u t ??? u t .  .  .ny1 1 ny1 ny1 ny1
 w x.Then it is not hard to show see, e.g., 16
W tW t W t  . .  . uf f nE t ' f t y P t s s , .  .  .
D W t D .un
ny1
where D s u t . 1.5 .  .j i i , js1
jy1  .For u s t , 1.5 is just the standard error formula for polynomialj
 .  . w xinterpolation, and W t rW t is the divided difference f t, t , . . . , t .f u 1 ny1n
 4  .  .Indeed, for Chebyshev systems u , . . . , u in general, W t rW t is1 ny1 f un
 w x.called a generalized divided difference see 9 .
Now let t - t F b, and defineny1 n
f t y P t .  .n n
R t s 1.6 .  .n W t .u nn
and
W s s f s y P s y W s R t . 1.7 .  .  .  .  .  .u nn
 .  .  .  .Since W s and f s y P s each vanish at s s t , . . . , t , W t s ???u 1 ny1 1n
 .  .  .s W t s 0. Also, by 1.6 , W t s 0. Let L s D ( ??? ( D . Byny1 n ny1 ny1 1
 . .  .Lemma 1.2, L W z s 0 for some z depending on t , t - z - t . Byny1 1 n
 .  .1.7 with s s z and the fact that L is a linear operator,ny1
L f z y L P z .  .  .  .ny1 ny1
R t s . .n L W z . .ny1 un
 ny1 . Now it is easy to show that L  c u s 0 for any constants c seeny1 js1 j j j
w x.  .  .  . .11 . Hence L P s 0, which implies that R t s L f z rny1 n ny1
 . .  .L W z . By 1.6 , then, we haveny1 un
L f z .  .ny1
f t y P t s W t . 1.8 .  .  .  .n n u nnL W z . .ny1 un
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 ny1 .  .Again, since L is a linear operator and L  c u s 0, L Wny1 ny1 js1 j j ny1 un
 .  .s L u D. We then have, by 1.8ny1 n
W tL f z  . .  . u nny1 nf t y P t s . 1.9 .  .  .n n L u z D .  .ny1 n
 .  .Comparing 1.5 with 1.9 yields the following:
w x ny1w x 4Suppose that u , . . . , u is an ECT on a, b with f g C a, b .1 n
W t L f z .  .  .f n ny1
Then s for some z , t - z - t . 1.10 .1 nW t L u z .  .  .u n ny1 nn
 .We can now use Lemma 1.1 to express 1.10 in a form more useful for
our purposes:
THEOREM 1.2 Mean Value Theorem for Generalized Divided Differ-
.  4 ny1 w xences . Suppose that u , . . . , u is an ECT of C functions on a, b1 n
ny1w xwith f g C a, b . Let a F t - ??? - t F b be n gi¨ en points. Then1 n
W t W f , u , . . . , u z .  .  .f n 1 ny1s for some z , t - z - t1 nW t W u , u , . . . , u z .  .  .u n n 1 ny1n
  .  .  ..recall the determinant definition of W t rW t using 1.4 .f n u nn
 .  . .   .Proof. Note that L f ' D ??? D f s w by 1.1 with f sny1 ny1 1 n
.u . By Lemma 1.1, then,n
W u , . . . , u , f W u , . . . , u .  .1 ny1 1 ny2
L f s . .ny1 2
W u , . . . , u . .1 ny1
Similarly,
W u , . . . , u , u W u , . . . , u .  .1 ny1 n 1 ny2
L u s . .ny1 n 2
W n , . . . , u . .1 ny1
 .By 1.10 ,
W t L f z W u , . . . , u , f z .  .  .  .  .f n ny1 1 ny1s s ,
W t L u z W u , . . . , u , u z .  .  .  .  .u n ny1 n 1 ny1 nn
and Theorem 1.2 follows immediately.
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 .  4 Remarks. 1 If f is generalized convex with respect to u , . . . , u see1 n
w x.11 , then the z from Theorem 1.2 is unique. This defines a mean
 . ky1z t , . . . , t . For u s t and n s 2 or 3, these means were discussed in1 n k
w x w x5, 15 . See also the results of Leach and Sholander 6-8 . Our interest in
this paper is to look at a class of means which turn out to be a special case
of those defined by Theorem 1.2, namely by taking intersections of
osculating hyperplanes. We do this in the next two sections.
 . w2 A weaker form of Theorem 1.2 follows immediately from 13,
xPart V, Problem 95 . However, that form is not sufficient for our purposes.
2. MEANS AND OSCULATING PLANES IN 3-SPACE
 .Let C be the space curve with parametric equations a t s
  .  .  .:x t , y t , z t , 0 - t - `. Let O denote the osculating plane to C atc
 X . Y ..  :t s c. The equation of O is, in vector form, a c = a c ? x, y, z yc
 .. X . Y .a c s 0, assuming that a c = a c / 0. We find it useful to write the
equation of O in the form.c
W c x y x c y W c y y y c q W c z y z c s 0, 2.1 .  .  .  .  .  .  . .  .  .x y z
 . X . Y .   .  .where W , W , W are defined by n t s a t = a t s W t , yW t ,x y z x y
 .:W t .z
Now given 0 - a - c - b - `, define the 3 = 3 matrix
W a yW a W a .  .  .x y z
W c yW c W c .  .  .A s . 2.2 .x y z
W b yW b W b .  .  .x y z
 .If det A / 0, then the osculating planes O , O , and O have a uniquea b c
 .point of intersection, which we denote by P s i , i , i for fixed a, b, andx y z
c. P is the solution of the linear system
k a .x
k c .A s , 2.3 .y
z k b .
where
k t s xW y yW q zW s a ? aX = aY . 2.4 .  .  .x y z
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LEMMA 2.1. Consider, for fixed t , the linear system in the unknowns x, y,0
and z:
 .  .  .  .  .1 W t x y W t y q W t z s k tx 0 y 0 z 0 0
 . X . X . X . X .2 W t x y W t y q W t z s k tx 0 y 0 z 0 0
 . Y . Y . Y . Y .3 W t x y W t y q W t z s k t .x 0 y 0 z 0 0
 . .  .  .If the Wronskian W W , yW , W t / 0, then the unique solution of 1 ] 3x y z 0
  .  .  ..is the point P s x t , y t , z t .0 0 0 0
 .  .  .  .Proof. P satisfies 1 by definition of k t in 2.4 . Note that k t s0
 .  .  . X . Y .   .  .  .:n t ? a t , where n t s a t = a t s W t , yW t , W t . Hencex y z
X .  .  .  ..  . X . X .  .  X . Y ..k t s drdt n t ? a t s n t ? a t q n t ? a t s a t = a t ?
X . X .  . X .  . X . X .  .a t q n t ? a t s n t ? a t . Hence k t s n t ? a t , which says0 0 0
 . Y .  . X .  .. X . X .that P satisfies 2 . Finally, k t s drdt n t ? a t s n t ? a t q0
Y .  . X .  . X . Y .. X . Z  . Y .n t ? a t . Now n t s drdt a t = a t s a t = a t q a t
Y . X . Z  . X . X . Y . Y .= a t s a t = a t « n t ? a t s 0. Hence k t s n t ?0 0
 .  .  . .a t , which says that P satisfies 3 . Since W W , yW , W t / 00 0 x y z 0
 .  .implies that 1 ] 3 has a unique solution, that completes the proof of the
lemma.
Remark. One could also reparameterize C with respect to arc length
and, using the fact that n is a multiple of the unit binormal vector, one
could prove Lemma 2.1 using the Frenet equations.
We are now ready to prove the main theorem of this section.
THEOREM 2.1. Let C be the space cur¨ e with parametric equations
 .   .  .  .: 2 .  .a t s x t , y t , z t , a g C I , I an open subinter¨ al of 0, ` . Let
 : X YW , W , and W be defined by W , yW , W s a = a . Assumex y z x y z
 .1 Cur¨ ature k and torsion t are non-zero on I.
 .2 W , W , and W are each non-zero on I.x y z
 . X X X3 x , y , z are each non-zero on I.
Let 0 - a - c - b be any three points in I. Then the osculating planes O ,a
 .O , and O ha¨e a unique point of intersection P s i , i , i withb c x y z
a - xy1 i - b , a - yy1 i - b , and a - zy1 i - b. .  . .x y z
 .  .Proof. We will use Theorem 1.2. First we prove that 1 and 2 imply
 4that every subset of S s W , yW , W is an extended Chebyshev systemx y z
 .  .  . X Yon I. Note that 1 k / 0 or 2 implies that a = a / 0, and hence the
osculating plane exists at any point of I. Now recall that aX = aY s
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 :W , yW , W , which impliesx y z
d
X X X X Y X Z :W , yW , W s a = a s a = a 2.5 .  .x y z dt
d
Y Y Y X Z X Y Z i¨ . :W , yW , W s a = a s a = a q a q a . 2.6 .  .x y z dt
w x  .We use the notation u © w s u ? © = w to denote the scalar triple
 .  :  Xproduct of u, © , and w. Now W W , yW , W s W , yW , W ? W ,x y z x y z x
X X:  Y Y Y:.  X Y .  X Z .  X  i¨ .yW , W = W , yW , W s a = a ? a = a = a = a qy z x y z
Y Z .  .  ..  X Y .  X Z .  X  i¨ ..a = a by 2.5 and 2.6 s a = a ? a = a = a = a q
 X Z .  Y Z .. a = a = a = a s by well-known properties of the cross and
.scalar triple products
X Y w X Z  i¨ . x X w X Z X x  i¨ .a = a ? a a a a y a a a a . 
w X Z Z x Y w X Z Y x Zq a a a a y a a a a .
X Y X  i¨ . Y w X Y Z x Zs a = a ? ca y 0a q 0a q a a a a .  .
X Y Z w X Y Z xs a = a ? a a a a . .
2X Y Zw xs a a a .
 4This shows that the Wronskian of W , yW , W is always non-negative,x y z
w X Y Z xand is strictly positive whenever a a a / 0. But a simple computation
w X Y Z x < X < 6 2  .  . shows that a a a s a k t , and hence by 1 and 3 , W W , yW ,x y
.  .W ) 0 on I. In particular, the matrix A in 2.2 has a non-zero determi-z
 .  .nant, and hence the system 2.3 has a unique solution P s i , i , i .x y z
That establishes the first part of Theorem 2.1.
Now from W s yX zY y yY zX, W s xX zY y xY zX, and W s xX yY y xX yX, it isx y z
X . easy to show that W W , yW s z W W , yW , W , or W W , yW , .’x y x y z x y
.   . X.2  .W s W W , yW rz . Similar formulas hold for W W , W andz x y x z
 .  .  .  .W yW , W . Hence W W , yW , W W , W , and W yW , W are eachy z x y x z y z
 . w xnon-zero on I as well. Then by 2 and 11, Theorem 1.1 , every subset of
 4 y1 .W , yW , W is an ECT system on I. We now prove first that a - x ix y z x
 .- b. By 2.3 and Cramer's Rule,
k a yW a W a .  .  .y z
k c yW c W c .  .  . < <i s A .y zx
k b yW b W b .  .  .y z
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 .  .  .  .  .  .By Theorem 1.2, with n s 2, f t s k t , u t s W t , u t s yW t ,3 x 2 y
 .  .  . . u t s W t , t s a, t s c, and t s b, i s W k, yW , W z rW W ,1 z 1 2 3 x y z x
. .yW , W z for some z , a - z - b. By Cramer's Rule again, with t sy z 0
 . .  . .z , W k, yW , W z rW W , yW , W z is the unique solution of they z x y z
 .  . linear system 1 ] 3 of Lemma 2.1. Hence, by Lemma 2.1, W k, yW ,y
. .  . .  .  .W z rW W , yW , W z s x z , which implies that i s x z . Sincez x y z x
 .   .. y1 .a - z - b and x t is monotone by 3 , a - x i - b. Note that thex
other two inequalities can be proved in a similar fashion since every subset
 4of W , yW , W is an ECT system on I.x y z
 .Remark. The proof above shows that assumption 1 in Theorem 2.1 is
 .enough to prove that the matrix A in 2.2 has a non-zero determinant,
 .and hence that the system 2.3 has a unique solution; i.e., the three
 .osculating planes have a unique point of intersection P s i , i , i . Forx y z
tangent lines to curves in the plane, uniqueness of the intersection point
 . y1 . y1 .i , i is enough to prove that a - x i - b and a - y i - b. Thex y x y
following conjecture then seems plausible:
 .  .) Conjecture. Theorem 2.1 holds without assumption 2 .
By Theorem 2.1, we can now define three symmetric means in a, b, and
c as
M a, b , c s xy1 i , M a, b , c s yy1 i , .  .  .  .x x y y
M a, b , c s zy1 i . 2.7 .  .  .z z
Furthermore, if x s t p, y s t q, and z s t r, where p, q, and r are
distinct non-zero real numbers, then M , M , and M are each homoge-x y z
neous means as well.
Special Case. The following are easy to compute. Furthermore, we will
prove generalizations of some of these special cases to means in n
variables in the next section.
 .  .  . 2  . 3  .  .1 x t s t, y t s t , z t s t . Then M a, b, c s a q b q c r3x
 .  .1r3s arithmetic mean, and M a, b, c s abc s geometric mean.z
 .  .  . 2  . 3  .2 x t s 1rt, y t s 1rt , z t s 1rt . Then M a, b, c s 3abcrx
 .ab q ac q bc s harmonic mean.
 .  .  .  .3 x t s t, y t s log t, z t s 1rt. Then
b y c a y c a y b .  .  .
M a, b , c s .z 2 a b y c log a y b a y c log b q c a y b log c .  .  . .
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w xand this equals Stolarsky's logarithmic mean U defined in 15 . This is also1
w xPittenger's logarithmic mean defined in 12 . We shall say more about
Pittenger's logarithmic mean in n variables in the next section.
 .  .  . 2  .  .4 x t s t, y t s t , z t s log t. Then M a, b, c s Stolarsky'sz
w xlogarithmic mean U defined in 15 .2
3. MEANS IN n VARIABLES AND
OSCULATING HYPERPLANES
n  . < <Given n y 1 vectors ¨ , . . . , ¨ in R , define h ¨ , . . . , ¨ s A ,1 ny1 1 ny1
where A is the n = n matrix whose first row is e e ??? e , and whose jth1 2 n
row consists of the n components of ¨ . Here the e are the standard basisj j
n < <  .vectors in R , and A is interpreted in the formal sense. h ¨ , . . . , ¨ is1 ny1
a linear combination of e , . . . , e and is thus a vector in Rn. Indeed, it is1 n
 . neasy to show that h ¨ , . . . , ¨ is identical to the cross product on R1 ny1
w x  n.ny1 ndefined in 14, 2 . Note that h is a map from R into R which has
the properties.
h ¨ , . . . , c¨ , . . . , ¨ s ch ¨ , . . . , ¨ , . . . , ¨ for any constant c .  .1 j ny1 1 j ny1
3.1 .
h ¨ , . . . , ¨ q w , . . . , ¨ s h ¨ , . . . , ¨ , . . . , ¨ .  .1 j j ny1 1 j ny1
q h ¨ , . . . , w , . . . , ¨ 3.2 .  .1 j ny1
h ¨ , . . . , ¨ s 0 if ¨ s ¨ for some i / j 3.3 .  .1 ny1 i j
¨ ? h ¨ , . . . , ¨ s 0 for 1 F i F n y 1. 3.4 .  .i 1 ny1
 .  .Properties 3.1 ] 3.4 follow immediately from properties of determi-
w xnants. See also 2 , where the above properties are proved.
  .  ..Using the fact that h is linear, and h ¨ t , . . . , ¨ t is a continuous1 ny1
function of t whenever the ¨ are continuous in t, we get the followingj
analogy of the product rule for the cross product in R3.
PROPOSITION 3.1. Suppose that ¨ , . . . , ¨ are each differentiable func-1 ny1
 .   .  ..tions of t. Then w t s h ¨ t , . . . , ¨ t is a differentiable function of t,1 ny1
X . ny1   . X .  ..and w t s  h ¨ t , . . . , ¨ t , . . . , ¨ t .js1 1 j ny1
wNote also that Proposition 3.1 follows easily from 14, p. 24, Problem
 .x2-15 b .
n  .   .  .:Now consider the curve C in R : a t s x t , . . . , x t , t g I s1 n
w x ny1 .  .  X  . X  . X  .a, b , where each x g C I . Let W t s W x t , . . . , x t , x t ,j j 1 jy1 jq1
X  .. X  . X  . X  . X  .. . . , x t s Wronskian of x t , . . . , x t , x t , . . . , x t . We maken 1 jy1 jq1 n
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the following assumption:
The Wronskian W W , . . . , W / 0 in I. 3.5 .  .1 n
  .n :  X Y ny1..Now let n s W , yW , . . . , y1 W s h a , a , . . . , a , and de-1 2 n
fine
the osculating hyperplane O to C at t s a to be the hyperplanea
n  :in R with equation x , . . . , x y a a ? n a s 0, .  . 3.6 .  .1 n
assuming that n a / 0. .
 .   .  .:  ..Consider now the contact function C t s x t , . . . , x t y a a ?a 1 n
 .   .  ..  .  .  X . ny1. ..  .n a s a t y a a ? n a . Since n a s h a a , . . . , a a , by 3.4 ,
 j. .  .  j. .a a ? n a s 0 for j s 1, . . . , n y 1, which implies that C a s 0 fora
 .j s 1, . . . , n y 1. Since C a s 0 as well, O has nth order contact with Ca a
at t s a. This generalizes the osculating plane in R3, which has 3rd order
contact with C at a.
Now consider the following system of linear equations in x , . . . , x ,1 n
where t is a given point in I,0
n
jq1  i.  i.y1 x W t s k t , i s 0, 1, . . . , n y 1, 3.7 .  .  .  . j j 0 0
js1
 .  .  . n  . jq1  .  .  .  X .where k t s a t ? n t s  y1 x t W t s a t ? h a t , . . . ,js1 j j
ny1. ..a t .
 .  .LEMMA 3.1. x s x t , j s 1, . . . , n is the unique solution of 3.7 .j j 0
Before proving Lemma 3.1, we need the following lemma.
 i. .  i i.  X . ny1. ...LEMMA 3.2. For i F n y 2, n t s d rdt h a t , . . . , a t s
 X .  j2 . .  jny1. ..  ih a t , a t , . . . , a t , i.e., e¨ery non-zero term of d r
i.  X . ny1. ..dt h a t , . . . , a t obtained by applying Proposition 3.1 i times con-
X .tains a t in the first argument of h.
 .  X . ny1. ..Proof of Lemma 3.2. From n t s h a t , . . . , a t , Proposition
 . X .  X . Y . ny2. . n. .. Y .3.1, and 3.3 , n t s h a t , a t , . . . , a t , a t . Then n t s
 X . Y . ny2. . nq1. ..  X . Y . ny3. . ny1.h a t , a t , . . . , a t , a t h a t , a t , . . . , a t , a ,
n. ..a t , and so on. Continuing in this manner, one sees that for each term
of n i., at most the last i arguments of h contain different derivatives of a
 i.  X Y nyiy1.  jny i.than appear in n originally, i.e., n s h a , a , . . . , a , a ,
 jny 1... . . , a , where j G n y k. This can be proven easily by induction.nyk
Since i F n y 2, that proves the lemma.
 .  .Proof of Lemma 3.1. First, 3.7 has a unique solution by 3.5 . Using
induction on i, assume that k  i. s a ? n i.. Then k  iq1. s a ? n iq1. q aX ?
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 i.  iq1.  .n s a ? n for i F n y 2 by Lemma 3.2 and 3.4 . Starting the induc-
 i. .  .  i. .tion is trivial since k s a ? n by definition. Thus k t s a t ? n t ,0 0 0
 .  .  .which proves that x s x t is the unique solution of 3.7 since k t sj j 0 0
 .  . n  . jq1  .  .a t ? n t s  y1 x t W t .0 0 js1 j 0 j 0
We now prove the generalization of Theorem 2.1 to n dimensions.
n  .THEOREM 3.1. Let C be the cur¨ e in R with ¨ector equation a t s
  .  .: w x ny1 .x t , . . . , x t , t g I s a, b , where each x g C I and is strictly1 n k
 .  X  . X  . X  . X  ..monotone on I. Let W t s W x t , . . . , x t , x t , . . . , x t be thej 1 jy1 jq1 n
X  . X  . X  . X  .Wronskian of x t , . . . , x t , x t , . . . , x t . Assume that e¨ery subset1 jy1 jq1 n
 4of W , W , . . . , W is an ECT on I. Let a s a - ??? - a s b be n gi¨ en1 2 n 1 n
points in I, and let O be the osculating hyperplane to C at a . Thenk k
 . n1 O , . . . , O ha¨e a unique point of intersection P in R , and1 n
 .  . y1 .2 if P s i , . . . , i , then a - x i - a for k s 1, 2, . . . , n.1 n 1 k k n
  .n :Proof. Note first that n s W , . . . , y1 W / 0 at any point of I1 n
since each W , being itself a Chebyshev system on I, must be non-zero onj
I. Hence the O are well-defined. Note also that any intersection point ofk
O , . . . , O must be a solution of the linear system1 n
k a .x 11
??
jA s , where A s a , a s y1 W t 3.8 .  .  .  .?? i j i j j i
??
x k a .n n
 .  .  . n  . jq1  .  .and k t s a t ? n t s  y1 x t W t , as earlier. This followsjs1 j j
  ..  4immediately from the definition of O see 3.6 . Since W , W , . . . , W isk 1 2 n
 .   . .itself a Chebyshev system, W W , . . . , W / 0 in I so 3.5 holds , which1 n
< <implies that A / 0, and hence there is a unique intersection point P.
y1 .We now prove that a - x i - b, the other inequalities following in a1 1
 .similar fashion. By 3.8 and Cramer's Rule,
nq1k a yW a ??? y1 W a .  .  .  .1 2 1 n 1
nq1k a yW a ??? y1 W a .  .  .  .2 2 2 n 2
? ? ??? ? < <i s A .1
? ? ??? ?
? ? ??? ?
nq1k a yW a ??? y1 W a .  .  .  .n 2 n n n
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 .  .  .  .kq1  .By Theorem 1.2, with f t s k t and u t s y1 W t , and a s t ,k k k k
k s 1, . . . , n,
W a W k , u , . . . , u z .  .  .k n 1 ny1
i s s for some z , a - z - a .1 1 nW a W u , u , . . . , u z .  .  .u n n 1 ny1n
 . . By Cramer's Rule again, with t s z , W k, u , . . . , u z rW u , u ,0 1 ny1 n 1
. .  .. . . , u z is the unique solution of the linear system 3.7 . By Lemmany1
3.1, then,
W k , u , . . . , u z .  .1 ny1 s x z , .1W u , u , . . . , u z .  .n 1 ny1
 .  . y1 .which implies that i s x z . Since x t is monotone, a - x i - a .1 1 1 1 1 1 n
The following conjecture generalizes the one stated earlier for n s 3:
 .)) Conjecture. Theorem 3.1 holds if one assumes only that
 4W , W , . . . , W is a Chebyshev system on I, not an ECT on I, i.e., if1 2 n
 .W W , . . . , W / 0 in I.1 n
By Theorem 3.1, we can now define n symmetric means in a , . . . , a as1 n
M a , . . . , a s xy1 i , k s 1, . . . , n. 3.9 .  .  .k 1 n k k
 . pkIn particular, if x t s t , k s 1, . . . , n, where p , . . . , p are distinctk 1 n
non-zero real numbers, then it follows easily that the hypotheses of
Theorem 3.1 are satisfied. The means M in this case are homogeneous,k
 .  .i.e., M ca , . . . , ca s cM a , . . . , a for any c ) 0. Also, if the p arek 1 n k 1 n k
not distinct andror are equal to zero, one can define M by taking a limit,k
or by using the log function. For example, if p s 0 for some k, then usek
 . px s log t . If p s p s p for some j / k, then use x s t and x sk j k j k
p  .t log t .
We now wish to examine certain special cases of p , including limitingk
 .cases where x involves log t . Before doing so, we prove the followingk
lemmas.
ky2 k ny1 n y 1 nyk .  .LEMMA 3.3. W 1, t, . . . , t , t , . . . , t s c t for k s 1,nk y 1
n  .. . . , n and n G 2, where c s  n y j !.n js2
 ky2 k ny1.  ny2 .Note. If k s n, then W 1, t, . . . , t , t , . . . , t s W 1, t, . . . , t ,
 ky2 k ny1.  2 ny1.and if k s 1, then W 1, t, . . . , t , t , . . . , t s W t, t , . . . , t .
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Proof. We use induction on n. So assume that the lemma holds for
n y 1 and for all k s 1, . . . , n y 1. By expanding about the first column,
one gets
W 1, t , . . . , t ky2 , t k , . . . , t ny1 .
s W 1, 2 t , . . . , k y 2 t ky3 , kt ky1 , . . . , n y 1 t ny2 .  . .
s n y 1 ??? k k y 2 ??? 2 ? 1 W 1, t , . . . , t ky3 , t ky1 , . . . , t ny2 .  .  . .
ny1n y 1 ! . n y 2 nyks n y 1 y j ! t . /k y 2k y 1 . js2
 .  . by the induction hypothesis with k replaced by k y 1 s n y 1 !r k y
ny1 nyk n y 1 nyk.. .  .  . .  .  .1 n y 2 !r n y k ! k y 2 !  n y 1 y j ! t s c t . Tojs2 nk y 1
n y 1 nyk .  .start the induction, if n s 2 and k s 1 we have W t s t s c t .nk y 1
n y 1 nyk .  .If n s 2 and k s 2 we have W 1 s 1 s c t .nk y 1
k n nyk .  .  .LEMMA 3.4. Let x t s t , k s 1, . . . , n. Then W t s d t , wherek k nk
n  .d s  n y j ! and n G 2.n js1
Proof.
W s W xX t , . . . , xX t , xX t , . . . , xX t .  .  .  . .k 1 ky1 kq1 n
s W 1, 2 t , . . . , k y 1 t ky2 , k q 1 t k , . . . , nt ny1 .  . .
n!
ky2 k ny1s W 1, t , . . . , t , t , . . . , t .
k
n! n y 1 nyks c tn /k y 1k
n nyk n n nyk .  .  .  .  .by Lemma 3.3 s n y 1 ! c t s  n y j ! t .n js1k k
 . kTHEOREM 3.2. Let C be the cur¨ e with parametric equations x t s t ,k
k s 1, . . . , n. Let 0 - a - ??? - a - `, and let s denote the kth symmet-1 n k
n 1r k .   .  ..ric function of the a . Then M a , . . . , a s s a , . . . , a r , k si k 1 n k 1 n k
 .1, . . . , n, where the M are the means defined in 3.9 . In particular,k
 .  n .  .M a , . . . , a s arithmetic mean s  a rn and M a , . . . , a s1 1 n is1 i n 1 n
 .1r ngeometric mean s a ??? a .1 n
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n ny j .  .Proof. First, by Lemma 3.4, W t s d t . As earlier, we letjj n
n n njq1 jq1 j nyjk t s y1 x t W t s y1 t d t .  .  .  .  . j j n /j
js1 js1
n njq1n ns d t y1 s d t .n n /j
js1
n jq1 n .  .  .since  y1 s 1. Now P s i , . . . , i is the unique solution ofjjs1 1 n
 . n  . jq1  .  .3.8 , which can be written as  y1 W a x s k a , i s 1, . . . , n.js1 j i j i
This becomes
n njq1 nyj ny1 d a x s d a . n i j n i /j
js1
n njq1 nyj n« y1 a x s a . 3.10 .  . i j i /j
js1
 . n  .  .Now consider the polynomial q x s x y x y a ??? x y a s1 n
n  . jq1 nyj  . n n  . . jq1 nyj s y1 x « q a s a s  s a , . . . , a y1 a . Thusjs1 j i i js1 j 1 n i
n .  .  .we see that x s s a , . . . , a r is the unique solution of 3.10 . Sincejj j 1 n
xy1 s t1r j, that completes the proof of Theorem 3.2.j
 . ykRemark. If one lets x t s t , k s 1, . . . , n, then it is easy to showk
 .that M equals the harmonic mean H s nr 1ra q ??? q1ra . This1 1 n
 .  follows from Theorem 3.2 and the fact that H a , . . . , a s A 1ra , . . . ,1 n 1
..y11ra .n
 . The logarithmic mean in two variables is defined by L a, b s b y
.   .  ..a r log b y log a . In 1985 Pittenger generalized this mean to a mean L
 w x.in n variables as see 12
n ny21 a log a .i is n y 1 , . L a , . . . , a p 1, i , n .  .1 n is1
n
where p 1, i , n s a y a . 3.11 .  .  . i j
js1, /i
Pittenger's approach is different than that of this paper, but we now
show that his mean L appears as a special case of the means discussed
here.
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THEOREM 3.3. Let C be the cur¨ e in Rn, n G 3, with parametric equa-
 . k  .  .  .tions x t s t , k s 1, . . . , n y 2, x t s log t , x t s 1rt. Let 0 -k ny1 n
 .  .a - ??? - a - `. Then M a , . . . , a s L a , . . . , a .1 n n 1 n 1 n
Remark. Theorem 3.3 actually holds for n s 2 as well, if one lets
 .  .  .  w x.x t s t and x t s t log t see 3 . M is then just the well-known1 2 1
logarithmic mean in two variables. Perhaps another interesting generaliza-
 .tion of the logarithmic mean to n variables would be M , where x t s1 k
  ..ky1t log t .
 . n  .  w x.Proof. Using the formula W f g, . . . , f g s g W f , . . . , f see 10 ,1 n 1 n
we compute, for 1 F k F n y 2,
1 1
ky2 k ny3W t s W 1, 2 t , . . . , k y 1 t , k q 1 t , . . . , n y 2 t , , y .  .  .  .k 2 /t t
n y 2 ! 1 .
k kq2 ny1s W 1, t , . . . , t , t , . . . , t .2 ny2k t
n y 2 ! 1 . n y 1 nyky2s c tn2 ny2  /k q 1k t
n y 1 ynyk .  .  . .by Lemma 3.3 s n y 2 ! 1rk c t .nk q 1
1
ny3W t s W 1, 2 t , . . . , n y 2 t , y .  .ny1 2 /t
1
ny3s n y 2 ! W 1, t , . . . , t , y . 2 /t
1
2 3 ny1s n y 2 ! W t , t , . . . , t , y1 .  .2 ny2t
ny1y1 .
2 ny1s n y 2 ! W y1, t , . . . , t .  .2 ny2t
ny1 .
2 ny1s n y 1 ! W 1, t , . . . , t .  .2 ny2t
ny1 . n y 1 ny2s n y 2 ! c t . n2 ny2  /1t
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 .  .  .n ynby Lemma 3.3 with k s 2 s n y 1 ! y1 c t . Finally,n
1
ny3W t s W 1, 2 t , . . . , n y 2 t , .  .n  /t
1
2 ny2s n y 2 ! W t , t , . . . , t , 1 .  .ny1t
ny1 .
2 ny2s n y 2 ! W 1, t , t , . . . , t .  .ny1t
n ynq1s n y 2 ! y1 c t .  . n
 .by Lemma 3.3 with k s n .
Now
n
kq1k t s y1 x t W t .  .  .  . k k
ks1
ny2
kq1s y1 x t W t .  .  . k k
ks1
n nq1q y1 x t W t q y1 x t W t .  .  .  .  .  .ny1 ny1 n n
ny2 1kq1 n y 1 ynyk ks y1 n y 2 ! c t t .  . n /k q 1 kks1
q n y 1 !c tyn log t y n y 2 !c tynq1 ty1 .  .  .n n
s n y 2 !c tyn e q n y 1 log t y 1 , .  .  . .n n
ny2 kq1 n y 1 .  . . where e s  y1 1rk we do not need to compute a closedn ks1 k q 1
.  .form for e . The linear system 3.8 for the intersection of the osculatingn
n  .kq1  .  .hyperplanes,  y1 W a x s k a , i s 1, . . . , n becomesks1 k i k i
ny2 1kq1 n y 1 ynyky1 n y 2 ! c a x .  . n i k /k q 1 kks1
n nyn ynq1q n y 1 ! y1 c a x q y1 n y 2 !c a x .  .  .  .n i ny1 n i n
s n y 2 !c ayn e q n y 1 log a y 1 , .  . .n i n i
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which simplifies to
ny2 1 n nkq1 n y 1 yky1 a x q n y 1 y1 x q y1 a x .  .  .  . i k ny1 i n /k q 1 kks1
s e q n y 1 log a y 1. 3.12 .  .n i
 .We shall use Cramer's Rule to solve 3.12 for x . Let A be then
 . < <coefficient matrix of 3.12 . Then a simple computation shows that A s
n2yn q2.r2 ny2 n y 1< <  .  .  . .b B , where b s y1 n y 1  1rk andn n ks1 k q 1
y1 ynq2a ??? a 1 a1 1 1
. . . . .. . . . .B s .. . . . .
y1 ynq2a ??? a 1 an n n
By factoring out 1rany2 from row i of B and doing some columni
interchanges, one can show that
< <V2 .n ynq2 r2< <B s y1 , . n ny2 a .is1 i
 . j < <where V s ¨ and ¨ s a for i s 1, . . . , n and j s 0, 1, . . . , n y 1. V isi j i j i
then just a Vandermonde determinant, and we have
 ny1  n a y a . .2 ss1 rssq1 r s .n ynq2 r2< <B s y1 . . n ny2 a .is1 i
Hence
 ny1  n a y a . .2 ss1 rssq1 r s .n ynq2 r2< <A s b y1 . 3.13 .  .n n ny2 a .is1 i
Now let A be A with column n replaced byn
k a .1
.. ..
k a .n
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< < < <Then A s b B , wheren n n
y1 ynq2a ??? a 1 h1 1 1
. . . . .. . . . .B sn . . . . .
y1 ynq2a ??? a 1 hn n n
 .  . ny2and h s e q n y 1 log a y 1. Again, by factoring out 1ra fromi n i i
row i of B and doing some column interchanges, one can show thatn
n y 1 .
< < < <B s y1 C , .n n ny2 a .is1 i
where
ny2 ny2a log a a ??? a 1 .1 1 1 1
. . . . .. . . . .C s .. . . . .
ny2 ny2a log a a ??? a 1 .n n n n
< < < < n ny2  .Now expand C about column 1 to get C s  a log a M , whereis1 i i i
ny2a ??? 11
? ??? ?
? ??? ?
? ??? ?
ny2a ??? 1 .iy1iq1M s y1 .i ny2a ??? 1 .iq1
? ??? ?
? ??? ?
? ??? ?
ny2a ??? 1n
ny1 n
 . .iq1 ny1 ny2 r2s y1 y1 a y a . .  .  .  r s /ss1, /i rssq1, /i
Hence
n
 . .iq1 ny1 ny2 r2ny2< <C s a log a y1 y1 .  .  . i i
is1
=
ny1 n
a y a . .  r s /ss1, /i rssq1, /i
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This implies that
n y 1 .
< < < < < <A s b B s b y1 C .n n n n n ny2 a .is1 i
n y 1 .
s b y1 .n n ny2 a .is1 i
multiplied by
n ny1 n
 . .iq1 ny1 ny2 r2ny2a log a y1 y1 a y a . .  .  .  .  i i r s /ss1, /i rssq1, /iis1
 .By 3.13 ,
< <An ny1x s s y1 n y 1 .  .n < <A
n iy1 n
iq1ny2= a log a y1 a y a a y a .  .  .  .  i i i s r i /ss1 rsiq1is1
ny1s y1 n y 1 .  .
n n
iq1 nyiny2= a log a y1 y1 a y a .  .  .  . i i i j / js1, /iis1
n n
ny2s n y 1 a log a a y a .  .  . i i i j / js1, /iis1
1
s .
L a , . . . , a .1 n
 .  . y1  ..  .Since x t s 1rt, M a , . . . , a s x 1rL a , . . . , a s L a , . . . , a .n n 1 n n 1 n 1 n
w xThe Case n s 2. As noted earlier, this case was discussed in 3 for
graphs of functions. For curves in general, the means M and M involve1 2
the intersection point of tangent lines to convex curves in the plane. In
 . p  . qparticular, for x t s t , x t s t ,1 2
1rpp p q qp y q a b b y a .
M a, b s . .1 p q p q /q b a y a b .
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Now if we replace p by a y b and q by a , then
 .1r ayba ab b y a
M a, b s , .1 b b /a b y a
 . w xwhich are precisely the means u a, b; a , b defined in 15 using a differ-
ent approahc than used here.
Future Research
 .1 It would be interesting to prove some inequalities related to the
 .means M defined in this paper. For example, for n s 2, x t s t,k 1
 . p w x  .x t s t , it was shown in 3 that the means M a, b are increasing in p.2 1
w x  .More generally, Stolarsky showed in 15 that the means u a, b; a , b are
increasing in both a and b. For n s 3, an examination of some of the
values of M , M and M leads to the following conjecture:1 2 3
 .a M and M are increasing in r, while M is decreasing in r.1 2 3
Similar results hold for those means as functions of p and q.Ç
 . w x2 In 3 , the means M were generalized to intersections of higher1
order Taylor polynomials of odd degree r. This was done for functions f
 rq1.  .with f / 0 on 0, ` , and could easily be extended to certain classes of
curves in the plane. One might try to generalize the means in this paper
using intersections of higher order osculating hypersurfaces to curves in
Rn. The connection with generalized divided differences might not hold in
this case, however.
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