Abstract -High-order accurate methods for convection-dominated flow problems have the potential to reduce the computational effort required for a given order of solution accuracy. The state of the art in this field is more advanced for Eulerian methods than for semi-Lagrangian methods. In this paper, we introduce a new higher order approach that is based on combining the modified method of characteristics with the gradients computed during solution reconstruction. Special attention is given to the class of third-order schemes which uses a higher-order method to calculate the departure points and a high-order polynomial reconstruction to interpolate the solution at the characteristic feet. Numerical experiments are carried out on several benchmark transport-diffusion equations including incompressible Navier-Stokes problems. The computed results support our expectations for a robust and high-order accurate method.
Introduction
The modified method of characteristics (MMC) has important applications in a variety of physical and engineering areas such as weather prediction, ocean circulation, petroleum reservoir, etc. The physical phenomena in these areas can be modelled by transport-diffusion equations with the property that the convective terms are distinctly more important than the diffusive terms, particularly when certain nondimensional parameters reach high values (examples of these parameters are the Peclet number for convection-diffusion equations and the Reynolds number for Navier-Stokes equations). These convective terms are a source of computational difficulties and oscillations. On the other hand, steep fronts, shock discontinuities and boundary layers are among the difficulties that most of Eulerian methods fail to resolve accurately [23] . It is well known that the Eulerian methods use fixed grids and incorporate some upstream weighting in their formulations to stabilize the schemes. These Eulerian methods include the Petrov-Galerkin methods, the streamline diffusion methods and also many other methods such as the high-resolution methods from computational fluid dynamics, in particular, the Godunov methods and the essentially non-oscillatory methods [7, 31] . The main shortcoming of these methods is the stability conditions which impose a severe restriction on the size of the time steps taken in numerical simulations.
Because of the hyperbolic nature of advective transport in the considered equations, the MMC has been successfully applied to solve convection-dominated flow problems. The MMC carries out the temporal discretization by following the movement of particles along the characteristic curves of the governing equations (see [5, 9, 24, 32, 33] ). Because the solution of the advective part is much smoother along the characteristics than they are in the time direction, the MMC eliminates the stability restrictions on the Courant number and generates accurate solutions even if large time steps are used in the computations.
The conventional MMC itself is second-order accurate in space and time but the accuracy of the numerical scheme depends on the order of the interpolation polynomials used to calculate the departure points and on the time integration procedure. For instance, to obtain a second-order accuracy, the interpolation polynomials have to be at least secondorder accurate, and the time integration must be at least semi-implicit for diffusion terms. In addition, it has been observed that the error of the conventional MMC in solving advectiondiffusion problems decreases as the time step increases in a certain range of parameters. Analysis of the convergence and stability of the conventional MMC has been carried out in many papers, among others, in [4, 8, 9, 24, 33] . For convection-dominated equations with a diffusion bounded away from zero, the authors of [9] show an optimal error estimate
, where k is the degree of the polynomial approximating procedure. The error constants explode whenever the diffusion coefficient, ν, tends to zero. In [33] , a suboptimal-order convergence rate of O(h k + ∆t) which is valid independently of ν was proved. A slightly different technique was used in [24] to show O(h k+1 /∆t + h k + ∆t) for Navier-Stokes equations.
The idea of developing high-order numerical methods to integrate partial differential equations has a long tradition in the Eulerian formulation. This field of research is very active for hyperbolic systems of conservation laws, where a vast number of numerical schemes have been designed based on high-order reconstruction and shock capturing techniques. Among the class of high-order Eulerian methods are the ENO [13] , WENO [20] , and CWENO [21] . All of these Eulerian methods are easy to formulate and implement. However, time truncation errors dominate their solutions and are subject to the Courant-Friedrichs-Lewy (CFL) stability conditions, which restrict the size of the time steps taken in computations.
The main focus of our work is the development of a high-order MMC to solve numerically the convection-dominated diffusion problems. Motivated by the fact that when the Courant number is less than one, the MMC can be interpreted as an Eulerian finite difference scheme, we show that high-order Eulerian methods can be implemented within the Lagrangian framework to lead to a higher-order MMC. This goal is attained by combining three main ingredients: (i)high-order methods for calculating departure points, (ii) high-order polynomial reconstruction from the Eulerian gridpoints of the cell where the departure point is located, and (iii) high-order space and time discretizations in the diffusive stage of the MMC. This paper is organized as follows: in the next section, we briefly overview the conventional MMC for the pure advection problems. In Section 3, we introduce the high-order MMC. The extension to transport-diffusion problems is detailed in Section 4; we propose high-order space and time discretizations for the diffusive stage of the MMC. In Section 5, we study numerically the accuracy of the new MMC using linear and nonlinear benchmark examples. We end in Section 6 with some concluding remarks.
Modified method of characteristics
In order to describe the conventional MMC, we consider the two-dimensional transport flow problem 
T is the velocity field, and u 0 (x) is the given initial function. We assume that the appropriate boundary conditions are given in such a way that the problem is well defined and has a unique solution.
Recall that Du/Dt measures the rate of change of the function u following the trajectories of the flow particles. The main idea behind the MMC is to impose a regular grid at the new time level and to backtrack the flow trajectories to the previous time level. At the previous time level, the quantities that are needed are evaluated by interpolation from their known values on a regular grid.
To describe the MMC in more details, we divide the time interval We use the notations u
Following, for example, [26, 9] , the characteristic curves of equation (2.1) are the solution of the initial value problem for the ordinary differential equations
T is the departure point at time τ of a particle that will arrive at x i,j at time t n+1 . The MMC methods do not follow the flow particles forward in time, as the Lagrangian schemes do, instead they trace backwards the position at time t n of particles that will reach the points of a fixed mesh at time t n+1 . In so doing, the MMC avoids the grid distortion difficulties that the conventional Lagrangian schemes have. The conventional MMC uses the second-order explicit Runge-Kutta scheme to solve (2.2) along with the second-order extrapolation method and an iterative procedure to decouple the equations. We refer readers to [34] for the detailed algorithm for the conventional MMC and discussion on related technical implementations.
Once the characteristics feet X i,j (τ ; t n+1 , x i,j ) have been calculated for i = 0, 1, . . . , I and j = 0, 1, . . . , J, the conventional MMC solution of (2.1) at time level t n+1 is given by
is the solution at the characteristic foot computed by interpolation from the gridpoints of the element where the departure point resides, i.e.,
where P represents the interpolating polynomial. The conventional MMC frequently uses the Lagrange-based interpolation polynomials. Thus,
with l k,m is the Lagrange basis polynomial given by
In an early work [6] , it was shown that when v(t, x) is constant and CFL < 1, the conventional MMC can be viewed as an Eulerian finite difference method. To illustrate this, let us consider for simplicity of presentation the one-dimensional case of (2.1) with a constant velocity v(t, x) = v. Then the characteristics feet that solve (2.2) are simply
and the numerical solution at time t n+1 in (2.3) can be written as
where l k is the one-dimensional Lagrange basis polynomial given by
For example, assuming that the departure points fall between the two gridpoints x i−1 and x i , if linear interpolation is employed, then
By using uniform grids with a step size ∆x = x i − x i−1 formula (2.4) simplifies to
which is exactly the first-order upwind finite difference method. Similarly, quadratic interpolation results in the second-order Lax-Wendroff method, and higher-order schemes can be derived similarly. For the two-dimensional problem (2.1), similar results can be derived in parallel. These results are taken as a starting point for our higher-order MMC reconstruction in the next section.
Higher-order reconstruction
In this section we describe the two main steps in our high-order MMC. The first step deals with the calculation of the departure points while in the second step the high-order interpolation reconstruction is discussed.
Trajectory evaluation procedure
The solution of (2.2) can be expressed as
Most of the conventional MMC methods estimate X i,j (t n ; t n+1 , x i,j ) by the second-order explicit Runge-Kutta scheme, which the authors of [33, 4] have found to be not accurate enough to maintain a particle on its curved trajectory. In order to estimate sufficiently accurately the trajectories, we propose the fourth-order explicit Runge-Kutta scheme previously used in [30, 29] . References concerning the computational effort in achieving accuracy for MMC methods, in particular, those related to the trajectory calculation (3.1), can be found in [25, 26, 32, 34] . In these references the integral in (3.1) is approximated using either the midpoint method which leads to
or the trapezoidal method leading to
Since the velocity is not available at t n+1 , the integration schemes (3.2) and (3.3) are implicit methods which need to be solved iteratively (see [26] for an iterative solver based on the above midpoint method). Then, to compute X i,j (t n ; t n+1 , x i,j ) associated to the gridpoint x i,j , we first define the displacement δ as
Essentially, the MMC methods depend on the accuracy in the computation of the displacement δ. In [26] , the author used a one-level scheme based on the midpoint method (3.2) along with the following successive iteration to compute δ
Whereas the authors of [34] proposed a two-level scheme using the trapezoidal formula (3.3),
It is also known [25] that in both iterations
where · is the Euclidean norm and C = 1/4. Hence, the necessary condition for convergence is that the velocity gradient satisfies
Note that iterations (3.4) or (3.5) are in fact nonlinear implicit corrector iterations based on the midpoint method or the trapezoidal method, respectively, where the initial estimate of the displacement δ
i,j is the predictor of the position X i,j (t n ; t n+1 , x i,j ). Since the predictor is less accurate than the corrector, several iterations are required in order to achieve O(∆t 2   ) accuracy. See, for example, the chapter on predictor-corrector methods in the textbook [11] .
Based on the above remarks, one can construct high-order predictor-corrector methods to approximate (3.1). Here we propose a O(∆t 3 ) method by combining the extrapolation based on Adams predictor-corrector methods with Simpson's 3/8 rule for the integral in (3.1). In this case, the three-level scheme is given by
Following the same arguments as in [25] , it can be shown that inequality (3.5) holds for the iterating solution δ (m) in (3.7) with C = 16/24. Hence, if ∇v ∆t is sufficiently small, we can conclude from (3.5) that a few iterations (two or three) are enough to approximate δ up to O(∆t 3 ). In our numerical simulations with linear advection problems, we observed that one corrector iteration provides a sufficient accuracy.
Recall that condition (3.6) is sufficient to guarantee that the characteristics curves do not intersect during a time step of size ∆t. In general, X i,j (t n ; t n+1 , x i,j ) will not coincide with the spatial position of a gridpoint. The requirement is then that the scheme to compute X i,j (t n ; t n+1 , x i,j ) be provided with a search-locate algorithm to find the host element where such a point is located. To perform this step in our computations, we used the algorithm introduced in [1] .
Interpolation polynomials
Interpolations are an essential part of any MMC reconstruction. In the conventional MMC, Lagrange polynomials are often used in the interpolation procedures. Other interpolation polynomials such as Hermite, Spline and Fourier ones have also been used in the literature. We refer to [35] for comprehensive comparisons of the accuracy and efficiency of these procedures in the semi-Lagrangian solution of advection problems. Most of these interpolation methods are of the first or second order, they present oscillations near the discontinuity or steep gradient, are not monotone and they do not preserve the positivity of the solution during every time step of the computational process.
To overcome these drawbacks, we introduce in this section genuine interpolation polynomials which take the idea of high-order reconstruction along the characteristics curves within the gradients computed during the solution advection. Such interpolation polynomials are mainly used with WENO methods within the Eulerian framework. The first WENO scheme was constructed in [20] for a third-order finite volume version in one space dimension. In [15] , third-and fifth-order finite difference WENO schemes in multispace dimensions were constructed with a general frame for the design of the smoothness indicators and nonlinear weights. Later, second-, third-and fourth-order finite volume WENO schemes for two-dimensional general triangulation were developed in [10, 14] . Very high-order finite difference WENO schemes (for orders between 7 and 11) were developed in [2] . CWENO schemes have were developed in [19, 17] .
In this paper, the approximate solution (2.3) is reconstructed by a piecewise polynomial over the gridpoints of the element where the departure point is localized. Let us assume that
where χ i,j is the characteristic polynomial χ i,j = 1I C i,j defined on the cell C i,j and p i,j are convex combinations of the high-order interpolating polynomials defined in C i,j . The degree of p i,j is determined by the required order of accuracy of the method. In the present work, we consider the third-order reconstruction, "dimension by dimension". Thus,
Here p i (x; u) and p j (y; u) are x-and y-polynomial reconstructions defined by
The weights ω l , l ∈ {L, R, C} are estimated according to the accuracy and regularity considerations. If the solution is regular, ω l 's are chosen such that the highest order of accuracy is attained. Whereas ω l ≈ 0 if the solution is not regular in the cell C i,j . Following the WENO [31] and CWENO [17] philosophy, these weights are defined as
Note that the normalizing factorᾱ is used here to guarantee l ω l = 1. The smoothness indicators IS l and the polynomial P l (x) in the x-direction are given by
Analogously, the smoothness indicators IS l and the polynomial P l (y) in the y-direction are given by
The constant ε in (3.9) guarantees that the denominator does not vanish and is empirically taken to be 10
. Likewise the value of p is chosen to provide the highest accuracy in smooth areas and to ensure the non-oscillatory nature of the solution near the discontinuities and is selected to be p = 2.
Remark 1. We would like to emphasize that the difference between the reconstruction in one-and two-dimensional problems is the additional terms in polynomials P C which correspond to the second derivative in the remaining directions and also guarantees the higher order accuracy of the scheme. For instance in one-dimensional case
In the two-dimensional case, the term
which is the second derivative in the y direction, has to be added to (3.10) to get P C (x). A similar work has to be done for polynomials P C (y).
Extension to transport-diffusion problems
We are concerned in this paper with transport-diffusion problems where the convection dominates the diffusion. The mathematical formulation of the problem reads
where ν is the diffusion (viscosity) coefficient and f is the reaction (force) source assumed to be either linear or nonlinear in the variable u. The conventional MMC methods have been widely used to approximate the solution of (4.1), compare [4, 9, 8, 16, 24, 26, 30, 29] for analysis and computational aspects of these methods for general transport-diffusion problems. As applied to (4.1), the MMC consists of an advective-diffusive splitting of the equations along the characteristics. The advective stage of the splitting is straightforwardly treated by the high-order MMC as in the previous section. In this section we introduce the numerical schemes used for the diffusive stage.
Space discretization
Following the same ideas as in [26, 9] , for τ ∈ [t n , t n+1 ], the differential of arc s of the trajectory X(τ ; t n+1 , x) is defined as
where γ(x) is given from (2.2) by
Then,
and equations (4.1) are transformed to
Based on the approach presented in [9] , the characteristic derivative is approximated by
The above formulae along with a space discretization procedure lead to the semi-discrete problem
where
y , denotes the space discretization of the diffusion operator. To conserve a highly accurate MMC, we consider the following fourth-order centered spatial difference operators: 
For the Neumann boundary conditions ∂u(a, y)/∂x
Similar work has to be done for other boundary values u i,−1 and u i,J+1 for D 2 y in (4.4). We point out that at each time level t n+1 equations (4.3) are integrated using the solution at the old time level t n computed as
withû i,j (t n ) = u t n , X i,j (t n−1 ; t n , x i,j ) computed using the third-order reconstruction (3.8).
The initial value problem (4.3) can be rewritten in the common ODE notation as
where U , F and U 0 are IJ vector-valued functions with the entries u i,j , ν∆ h u i,j + f i,j (t, u i,j ) and u 0 (x i,j ), respectively.
Time integration
The experiences reported in [28, 30, 29] show that, to construct time integration schemes for the initial value problem (4.6) in Lagrangian frame that preserve the higher-order convergence in both time and space, one has to avoid explicit components in the right-hand side in (4.6). Thus, only fully implicit time integration schemes can conserve the desired order of accuracy in the MMC. For instance, in [4, 30] a semi-implicit Crank-Nicolson method has been combined with the conventional MMC to solve (4.1), and it has been observed that only in the limit of vanishing diffusion a second-order behaviour can be achieved.
In [28] , we have experimented various time integration schemes in the conventional MMC for advection-diffusion reaction problems. It has been found that only implicit time integrators do not deteriorate the spatial order of accuracy. The reason is that any explicit term in the time integration procedure should be computed at the characteristic feet as in (4.5) and, consequently, this explicit treatment carries errors from the interpolation process. Furthermore, if low-order interpolation polynomials are used, the MMC becomes very diffusive and high-order time integration schemes cannot maintain the order of accuracy of the entire MMC.
In this paper, we consider the improved third-order Rosenbrock method (referred to as ROS3P) with the three stages proposed in [18] . The main advantage of this scheme over the standard Rosenbrock methods is that the ROS3P scheme avoids the error reduction that many numerical time integration schemes suffer when they are applied to partial differential equations (see [27] for details). As applied to system (4.6), the ROS3P scheme takes the following form:
where I is the identity matrix and ∂F (t n , U n )/∂U is the matrix Jacobian of F (t, U ) with respect to U evaluated at (t n , U n ). The remaining coefficients are given in Table 1 . . All what is needed, however, is the Jacobian matrix evaluated exactly or computed using the forward difference formula. For the sake of completeness, the ROS3P formulation in the case of the pure transport-diffusion problem (i.e., f = 0) becomes,
Once again, the solutionÛ n is a vector-valued solution with the entriesû i,j given in (4.5). To summarize, the implementation of our new MMC algorithm to solve the transport-diffusion problem (4.1) is carried out in the following steps:
Algorithm: The high-order MMC algorithm
Step 1. For all gridpoints x i,j compute the departure points X i,j (t n ; t n+1 , x i,j ) as in (3.1).
Step 2. Identify the element C i,j of the numerical mesh Ω h where X i,j belongs.
Step 3. Evaluate the approximationû n i,j = u(t n , X i,j (t n ; t n+1 , x i,j )) by the third-order reconstruction (3.8) .
Step 4. Update the solution u n+1 i,j using the ROS3P scheme (4.7) .
Note that step 4 requires a solver for the linear system of algebraic equations. In the numerical tests with viscous Burgers and incompressible Navier-Stokes equations, the resulting sets of equations are symmetric and positive definite with band diagonal matrices. Therefore, this step can be performed efficiently by simple LU decomposition or preconditioned conjugate gradient methods.
Numerical examples
A number of numerical examples are selected to illustrate the accuracy of the new MMC introduced in the above sections. These examples range from linear passive advectiondiffusion of some initial conditions to nonlinear viscous Burgers and incompressible NavierStokes problems. For some of these test examples the analytical solution is known, so that we can evaluate the error function e = e(t n ) at time t n as
where u(t n , x i,j ) and u n i,j are the exact and numerical solutions, respectively, at gridpoint x i,j and time t n . The following spatial discrete error-norms are defined e L ∞ s = max
Similarly, to investigate the time accuracy of the new MMC, we define the following temporal discrete error-norms:
-norms in the space domain Ω and time interval [0, T ), respectively. Furthermore, we define the CFL number associated with equations (2.1) and (4.1) as follows:
Finally, in all our computations the resulting algebraic system of linear equations in (4.7) was solved using the preconditioned Conjugate Gradient (CG). We used the diagonal as a preconditioner and a tolerance of 10
to stop the iterations.
Linear test problems
We start by testing the performance and the accuracy of the new MMC algorithm with the following linear advection-diffusion examples. We discretize the domain Ω uniformly with h = ∆x = ∆y, and the time integration loop in the algorithm is terminated when the inequality
Smooth accuracy test. Consider the linear advection equation
∆t is satisfied. In Table 2 we report the relative spatial error-norms varying the mesh size h and keeping ∆t fixed to 10
. As can be seen, the new MMC is third-order accurate. . The space domain is discretized uniformly with h = ∆x = ∆y = 1/100, and from expression (5.2) it follows that the CFL number associated with this problem is CFL = ω √ 2∆t/(2h).
Due to the strong gradients in the initial data and the absence of viscosity in (5.3), nonphysical oscillations near the discontinuities may appear. In order to avoid these oscillations and also nonpositive values in the computed solution, we have equipped our MMC, only in this example, with a monotone filtering procedure [5, 30] . This implies that the value, obtained by interpolating in a grid cell, lies between the maximum and minimum values in the vertices of this grid cell. Furthermore, for this type of problems, the accuracy of the scheme is usually measured by the relative Root Mean Square error (RMS), which is defined as
In Table 3 we tabulate the RMS errors and relative masses after one and six rotations. The relative L 2 s error-norms are also included in Table 3 as indicators of numerical dissipation and dispersion. Fig. 1 shows the initial condition and the solution obtained by the new MMC after one and six rotations. The resolution of the MMC is highly observed and no oscillations have been detected in the vicinity of the cylinder slot.
Gaussian pulse test.
This example considers the advection-diffusion of the rotating Gaussian pulse. The equations are of the form of (4.1) with v = (−4y, 4x) T and f = 0. The initial and boundary conditions were taken from the analytical solution Table 4 after one complete revolution with CFL = 3.5. Similar results are shown in Table 5 but for relative temporal error-norms with different time step sizes ∆t and h = 1/128.
It is evident that the new MMC scheme shows an accuracy of the third order, as one would expect. The plots of the solution after one revolution with h = 1/64 are given in 
Nonlinear test problems
In what follows we test the ability of the new MMC to solve nonlinear problems like Burgers and Navier-Stokes equations. These nonlinear problems are not easy to solve since the using the nine-point difference operator ∆ h as in (4.4) . This provides values of ψ with a fourth-order accuracy. In addition, the obtained values of ψ i,j are used to recover the velocity components as follows:
Note that by using this approximation the discrete incompressibility is retained, namely the computed discrete velocities satisfy
12(∆y) = 0.
In our computations the discrete Poisson problem is solved using the CG algorithm as in the ROS3P method. 
where λ is a constant controlling the magnitude of the nonlinear convective terms [16] . The boundary conditions are Dirichlet given by the exact steady state solution
The domain dimension and the initial conditions used in our computations are given in Fig. 3 . We used the new MMC to compute the steady-state solutions for four different values of λ.
In Fig. 4 , we plot ten equi-distributed contours of the solutions using a uniform mesh of 50 × 50 gridpoints and ∆t = 0.005. It is clear that with increasing λ the convective terms become larger and steep boundary layers are formed in the vicinity of the center lines. In Table 6 we show the spatial error norms for the four test cases. The new MMC performs well for this nonlinear problem. [12] , it can be seen that our new MMC resolves accurately the flow structures and the vortices seem to be localized in the correct place in the flow domain. The streamfunction and vorticity values at the center of the primary vortices for different Reynolds numbers are compared in Table 3 with the numerical results by Ghia el al. [12] . Good agreement is obtained.
Backward facing step flow.
Our final example is the flow over a backward facing step [22] . The computational domain is of height 1, length before the step 3, height of the step 0.5, and length after the step 19. The maximum inflow is u = 1, for which the Reynolds number Re = 1/(2ν). We discretize the flow domain in 440 × 50 gridpoints, and the boundary conditions are as described in [22] . Fig. 6 presents the streamlines and velocity vectors for Re = 10, Re = 100 and Re = 800 with a time step ∆t = 0.005. All these results are very similar to those presented in [22] . For instance, compare the reattachment point in [22] .
Conclusions
We propose a high-order modified method of characteristics to solve convection-dominated flow problems. This method combines accurate calculation of departure points, the interpolation reconstruction procedure with a high resolution, and higher-order space and time discretizations. The series of numerical examples, including the nonstationary Navier-Stokes equations, show promising results as compared to the experimental data published in the literature.
Although we have restricted our numerical computations to the case of two-dimensional transport-diffusion problems using structured grids, the more important implications of our research concern the use of the effective high-order modified method of characteristics for computational fluid dynamic problems in three spatial dimensions implemented in parallel processing and using primitive variables (i.e., u and p). Our current effort is therefore to extend these methods for the k-ε turbulence flows in higher space dimensions using unstructured meshes and multigrid algorithms to speed up the time integration procedure.
Finally, we want to point out that due to the use of the Lagrangian coordinates, the new approach requires more implementation work than Eulerian methods which are relatively easy to formulate and implement. The algorithms presented in this paper can be highly optimized for the vector computers, because they do not require nonlinear solvers and contain no recursive elements. Some difficulties arise from the fact that for efficient vectorization the data should be stored continuously within long vectors rather than two-dimensional arrays. For the sake of completeness, we summarize in Table 8 the CPU time measured on a PC with AMD-K6 200 processor running Fortran codes under Linux 2.2 for some tests of the nonlinear problems presented in this paper.
