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Résumé – Notre contribution concerne la restauration d’image. L’approche adoptée consiste à minimiser un critère des moindres carrés
pénalisés. Ici, nous nous intéressons à la recherche d’algorithmes efficaces pour mener une telle tâche. Plus précisément, nous étudions des
liens entre algorithmes semi-quadratiques (SQ) et gradients conjugués préconditionnés (GCP) pour la minimisation de critères pénalisés. Nous
proposons un théorème de convergence pour l’algorithme GCP associé à une recherche de pas spécifique. Enfin, nous menons une comparaison
expérimentale entre algorithmes SQ et GCP dans le cadre de la déconvolution montrant la grande efficacité de ce dernier.
Abstract – Our contribution deals with image restoration. The adopted approach consists in minimizing a criterion of penalized least squares.
Here, we are interested in research of effective algorithms to carry out such a task. More precisely, we study links between half-quadratic
(HQ) algorithms and preconditioned conjugate gradient (PCG) algorithm for the minimization of penalized criteria. We propose a theorem of
convergence for the PCG algorithm associated with a specific line search. Lastly, we carry out an experimental comparison between algorithms
HQ and PCG within the framework of deconvolution showing the great effectiveness of this last.
1 Introduction
Notre contribution concerne la restauration d’image oø une
image solution xˆ ∈   N est estimØe à partir d’une observation
bruitØe y ∈   M . Suivant [1], nous proposons de minimiser un
critŁre des moindres carrØs pØnalisØ avec un terme prØservant




J (x) = Q(x) + λΦ(x), x ∈   N (2)
oøQ(x) = ‖Ax− y‖2, avec A ∈   M×N la matrice d’obser-





avec C (|C| = C) un ensemble de cliques sur S (|S| = N ),
chaque vecteur vc ∈   N ayant un support restreint à la clique
c. Pour illustrer, C peut correspondre à l’ensemble des paires
de pixels voisins c = {r, s}, avec vtcx = xr − xs. La fonction
potentiel φ :
  7→   peut Œtre C2 convexe et issue du do-
maine de l’estimation robuste prØservant les bords, c’est-à-dire
qu’elle a un comportement afne vers l’inni [2]. Le critŁre J
est alors lui-mŒme convexe, ce qui assure qu’il n’y a pas de
multiples minima locaux. Le coßt de calcul d’un tel estimateur
peut Œtre un facteur limitant l’utilisation de ce type de mØthode,
c’est pourquoi nous nous focalisons ici sur la recherche d’algo-
rithmes rapides pour minimiser J .
Soit Q0 = 2AtA et V = [vt1|...|vtC ]. Dans la suite, on
suppose que la matrice Q0 + λVtV est inversible.
2 Les algorithmes semi-quadratiques
2.1 Formulation “gradient-reliée”
La minimisation de (1) peut Œtre conduite selon une approche
semi-quadratique (SQ), ce qui fournit alors les constructions de
Geman & Reynolds (GR) et Geman & Yang (GY) [1]. Dans [3],
il est dØmontrØ que les algorithmes SQ GR et GY s’identient
à des mØthodes gradient-reliØes à pas constant unitaire.
La forme GR se dØnit par
dkGR = −(BGR(xk))−1∇J (xk) (direction GR) (3)
xk = xk + dkGR (mise à jour GR)







BGR(u) := Q0 + λV
t Diag{b(u)}V,
et la forme GY se dØnit par
dkGY = −(BaGY)−1∇J (xk) (direction GY) (4)
xk+1 = xk + dkGY (mise à jour GY)
oø a = 1/φ′′(0) et la matrice normale BaGY est dØnie par




Des rØsultats de convergence de ces algorithmes SQ se trouvent
notamment dans [1].
2.2 Inversion des matrices normales semi-
quadratiques
Le calcul exact de la direction de descente des algorithmes
SQ (3)-(4) est gØnØralement trop coßteux. [2, 4, 5] proposent
une version de cette direction de descente approchØe par gra-
dients conjuguØs (GC) ou GC prØconditionnØs (GCP) tronquØs,
dans le sens oø un nombre de sous-itØrations plus faible que la
dimension de l’espace solution est utilisØ. Ce type d’implØmen-
tation a pour avantage d’Œtre efcace, mais au prix de la perte
des rØsultats de convergence associØs aux calculs des directions
de descentes SQ exactes.
La partie suivante prØsente en quelque sorte une version duale
de cette implØmentation: au lieu d’utiliser les GCP au sein des
SQ, nous Øtudions une forme d’algorithme GCP non linØaires
oø se retrouve une version scalaire des SQ tronquØs.
3 L’algorithme des gradients conjugués
préconditionnés non linéaire
3.1 La forme préconditionnée de Polak-Ribiere
La mØthode des gradients conjuguØs (GC) est une mise à





sont mutuellement conjuguØes dans le cas
d’un problŁme purement quadratique. Suivant [6], nous nous li-
mitons ici à la forme de Polak-Ribiere des GC prØconditionnØe
(PRGCP) [7]:




0 si k = 0(∇J (xk)−∇J (xk−1))t pk
(∇J (xk−1))t pk−1
si k > 0
dk = pk + βkd
k−1 (direction PRGCP)
xk+1 = xk + αkd
k (recherche du pas et mise à jour)
L’algorithme PRGCP possŁde deux degrØs de libertØ: le pas αk,
et la matrice de prØconditionnement dØnie positive Mk.
3.2 Recherche du pas avec les formes scalaires
des algorithmes semi-quadratiques
Contrairement aux algorithmes SQ, les mØthodes GC requi-
Łrent usuellement une recherche du pas non triviale an de dØ-
terminer un pas αk admissible. Dans [6], une procØdure itØ-
rative de recherche du pas est prØsentØe. Elle a pour avantage
d’Œtre simple et convergente dans le sens oø la suite gØnØrØe
α1
k
, . . . , αi
k
converge vers un minimum local de f(α) =
J (xk + αdk). Cette procØdure s’identie en fait à la version
scalaire (1D) de l’algorithme GR. Dans le mŒme esprit, une
alternative utilisant l’algorithme GY scalaire peut Œtre envisa-
gØe. En considØrant la formulation 1D gradient-reliØe de ces




















avec Qki = B
a
GY pour GY1D et avec Qki = BGR(xk +αikdk)
pour GR1D. Lorsque I = 1, la formule obtenue est la mŒme
que celle proposØe dans [8], pour une vaste famille de mØthodes
des gradients conjuguØs.
3.3 Théorème de convergence
Le thØorŁme suivant concerne la convergence de l’algorithme
PRGCP avec la recherche du pas (6). La preuve se trouve dans
[9].
Théorème 1. Supposons que

φ :
  7→   est C2, coercive et paire
∀t > 0, φ′(t) > 0
ψ(t) = φ(
√
t) est concave pour t > 0
supt∈  |φ′′(t)| <∞
Alors, la forme de Polak-Ribiere prØconditionnØe par une suite




‖∇J (xk)‖ = 0







4 Liens entre algorithmes
4.1 Comparaison des pas
Si on choisit Qk = Mk et si on utilise une stratØgie sans
conjugaison, alors la formule du pas (6) avec I = 1 se simpli-
e en αk = 1. Les algorithmes GY et GR correspondent alors
aux choix particuliers des matrices normales SQ pour Mk. Par
consØquent, la formule du pas (6) peut Œtre interprØtØe comme
une gØnØralisation naturelle du pas constant lorsqu’on passe
des algorithmes gradients-reliØs aux algorithmes des gradients
conjuguØs.
4.2 Intérêt du choix de la matrice de précondi-
tionnement
La matrice de prØconditionnement des algorithmes semi-
quadratiques est imposØe (BGR(xk) et BaGY), ce qui entraîne
en gØnØral des difcultØs d’inversion. Par contre, l’algorithme
PRGCP permet de choisir une matrice de prØconditionnement
dØnie positive quelconque et constante (an que le thØorŁme
1 s’applique). Ainsi, il est possible d’utiliser une matrice de
type circulante bloc circulante (CBC) comme prØconditionneur
lorsque le Hessien deJ est approximativement CBC, sous l’hy-
pothŁse classique de rØgularitØ de l’image recherchØe. On peut
alors tirer prot du fait que les matrices CBC se diagonalisent
facilement dans la base de Fourier.
5 Comparaison expérimentale de la vi-
tesse de convergence
5.1 Les problèmes traités
Nous considØrons comme problŁme de restauration celui de
la dØconvolution en prØsence de bruit. Deux cas sont ØtudiØs:
convolution à partir d’un noyau gaussien (Øcart-type 2.24, taille
17 × 17) avec l’hypothŁse de bords zØros à l’extØrieur (Diri-
chlet), et dØbruitage qui n’est qu’un cas limite de dØconvolu-
tion. L’image d’origine, de taille N = 512× 512 à valeur dans
[0, 255], est la mŒme pour ces deux problŁmes.
La pØnalisation retenue utilise pour C l’ensemble des paires
de pixels voisins et pour potentiel la fonction convexe hyper-
bolique φ(t) =
√
δ2 + t2, oø δ correspond à un seuil entre le
rØgime quadratique et afne de φ [1].
Pour chacun des deux problŁmes, le critŁre J convexe ainsi
dØni dØpend des hyperparamŁtresλ et δ: nous avons choisi de
les rØgler de maniŁre à avoir l’image restaurØe la plus proche
visuellement de l’image d’origine. Ainsi, nous avons retenu
δ = 13 pour les deux problŁmes, λ = 10 pour le dØbruitage
et λ = 0.2 pour la dØconvolution.
Finalement, nous avons deux critŁres à minimiser pour les-
quels le mŒme critŁre d’arrŒt global est utilisØ
η = ‖∇J (xk)‖/N < 10−6. (7)
(a) Image bruitée: RSB 20 (b) Image convoluée: RSB 40
(c) Image débruitée (d) Image déconvoluée
FIG. 1: (a)-(b) Images simulØes. (c)-(d) Restauration par mini-
misation de critŁre pØnalisØ.
5.2 Les versions algorithmiques testées
A prØsent, nous comparons les vitesses de convergence des
familles d’algorithmes prØcØdemment dØcrites, oø la notation
{P} signie avec ou sans prØconditionnement CBC:
1 Les algorithmes GR et GY approchØs avec inversion des
matrices normales par une forme tronquØe des GC ou
GCP linØaires: GR+GC{P} et GY+GC{P}.
2 L’algorithme PRGC ou PRGCP non linØaire avec dØter-
mination du pas
2.1 à l’aide de la recherche scalaire fminbnd de Mat-
lab: GC{P}+fminbnd
2.2 à l’aide des formes scalaires de GR ou GY (6):
GC{P}+GR1D et GC{P}+GY1D.
Toutes ces familles d’algorithmes prØsentent la mŒme struc-
ture itØrative: des itØrations globales au sein desquelles des sous-
itØrations sont effectuØes, que ce soit des GC linØaires pour la
premiŁre famille d’algorithmes ou bien une recherche du pas
pour la deuxiŁme famille d’algorithmes. Le critŁre d’arrŒt (7)
porte sur les itØrations globales, mais il nous faut aussi dØnir
un critŁre d’arrŒt pour les sous-itØrations.
Pour la premiŁre famille d’algorithmes, nous reprenons la
proposition de [4]: les GC{P} linØaires sont utilisØs avec le cri-
tŁre d’arrŒt ‖ri‖/‖r0‖ < 10−6, oø ri est le rØsidu de l’Øquation
normale aprŁs i itØrations.
La fonction fminbnd (nombre d’or et interpolation parabo-
lique) de Matlab est utilisØe avec son critŁre d’arrŒt par dØfaut.
Les formes scalaires de GR ou GY (6) sont utilisØes avec I
itØrations, oø I est xØ au prØalable.
5.3 Résultats
Nous comparons expØrimentalement l’efcacitØ des familles
d’algorithmes 1, 2.1 et 2.2 pour la minimisation des critŁres dØ-
nis prØcØdemment, ceci selon deux types d’Øvaluations com-
plØmentaires:
 le nombre d’itØrations globales et le nombre moyen de
sous-itØrations qui donnent une idØe de la complexitØ de
l’algorithme considØrØ,
 le temps mis pour effectuer la minimisation qui dØpend
bien sßr de la plateforme d’implØmentation.
Les Tab. 1 et 2 rØcapitulent, pour un algorithme donnØ, le pre-
mier critŁre d’Øvaluation sous la forme (It1, It2), oø:
 It1 est le nombre d’itØrations globales,
 It2 est le nombre moyen de sous-itØrations.
Les expØriences ont ØtØ menØes avec Matlab 6.5 sur un PC
P4 2.8GHz RAM 1Go. Les algorithmes ont ØtØ rangØs par ordre
de durØe de minimisation croissant.
Nous avons testØ la famille d’algorithme 2.2 avec
I ∈ {1, 2, 3, 4, 5, 10, 15, 20}. Seules les versions I = 1 ont
ØtØ systØmatiquement reportØes dans Tab. 1 et 2, les autres ver-
sions n’ayant ØtØ reportØes que si elles sont plus rapides.
Sans precond. Avec precond.
Iter. Tps (s) Iter. Tps (s)
GC+GR1D (11, 2) 9.2 (9, 2) 10.62
” (12, 1) 7.95 (13, 1) 12.57
GC+GY1D (11, 4) 12.19 (9, 4) 13.17
” (14, 1) 9.67 (20, 1) 19.5
GC+fminbnd (12, 11.8) 20.85 (10, 12.9) 21.35
GR+GC (10, 21.5) 62.76 (10, 12.3) 82.23
GY+GC (20, 20.5) 91.83 (20, 7.3) 86.14
TAB. 1: Comparaison des algorithmes sur le problŁme de dØ-
bruitage.
Sans precond. Avec precond.
Iter. Tps (s) Iter. Tps (s)
GC+GR1D (90, 1) 140.1 (43, 1) 79.16
GC+GY1D (89, 2) 151.3 (45, 2) 89.91
” (93, 1) 145.7 (53, 1) 98.85
GC+fminbnd (94, 9.3) 220.1 (47, 10.4) 129.4
GR+GC (13, 1135.5) 20485 (13, 161.8) 3598
GY+GC (38, 498.7) 26490 (38, 66.9) 4331
TAB. 2: Comparaison des algorithmes sur le problŁme de dØ-
convolution.
L’analyse des Tab. 1 et 2 fait ressortir en premier lieu que
la famille d’algorithmes 2 surpasse largement la famille d’al-
gorithmes 1 tant du point de vue du nombre d’itØrations que
du temps de calcul. Si le prØconditionnement CBC est trŁs fa-
vorable pour le problŁme de dØconvolution, il devient presque
systØmatiquement contre productif pour le problŁme de dØbrui-
tage. Ceci est une consØquence du meilleur conditionnement
de ce dernier. Cependant, l’utilisation d’un prØconditionneur à
base de transformØe en cosinus pourrait Œtre plus efcace que
celui utilisØ à base de transformØe de Fourier.
Au sein de chaque famille d’algorithmes, les versions GR
font systØmatiquement mieux que les versions GY. Ainsi, par
souci de clartØ nous avons exclu les versions GY de la Fig. 2.
Enn, il apparaît clairement qu’un nombre trŁs faible de rØ-
itØrations des formes scalaires SQ fournit à chaque fois la ver-
sion la plus rapide parmi la famille d’algorithmes 2.2, le cas









































































FIG. 2: Comparaison des taux de convergence: ‖∇J (xk)‖/N
en fonction du temps. (a) ProblŁme de dØbruitage. (b) ProblŁme
de dØconvolution.
6 Conclusion
La famille d’algorithmes PRGC{P} non linØaires avec un
pas dØterminØ par une forme scalaire SQ prØsente plusieurs in-
tØrŒts majeurs par rapport aux algorithmes SQ avec inversion
tronquØe par GC{P} linØaires:
 la convergence de la premiŁre famille est assurØe par le
ThØorŁme 1, alors que la convergence de la seconde fa-
mille est à l’heure actuelle un problŁme ouvert, et
 la premiŁre famille apparaît expØrimentalement comme
largement plus efcace à tel point qu’il nous semble rai-
sonnable de penser que pour les problŁmes ØtudiØs, les
ordres de grandeurs des Øcarts temporels observØs seront
prØservØs indØpendemment de l’implØmentation.
Pour nir, le ThØorŁme 1 assurant la convergence de la famille
d’algorithme PRGC{P} non linØaires pour un pas dØterminØ
par une forme scalaire SQ prØsente aussi des avantages par rap-
port aux rØsultats de convergence existants portant sur une re-
cherche du pas qui vØrie des conditions telles que celles de
Wolfe:
 d’efcacitØ, car il permet d’Øviter de faire des sous-
itØrations inutiles puisque la convergence est assurØe pour
un nombre de sous-itØrations I quelconque, donc aussi
petit que souhaitØ; et
 de simplicitØ, car il dØpend du seul paramŁtre naturel I
alors que le rØglage des paramŁtres des conditions de
Wolfe est dØlicat.
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