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Abstract 
Il Consorzio, in collaborazione con le Università di Milano, Milano Bicocca e Politecnico di Milano, ha deciso un 
nuovo investimento per promuovere il calcolo ad alte prestazioni. Un “supercluster” a 256 processori Intel Xeon 3,06 
GHz entrerà in servizio nel corso del mese di gennaio 2004. La potenza di picco del sistema è di 1,567 TFlops; quella 
“Linpack best effort” di 1,06 TFlops: il sistema si sarebbe posizionato nel rapporto "Top 500 supercomputer 
sites" del novembre 2003 al 113° posto. 
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Il Consiglio di Amministrazione del CILEA, il 4 
novembre 2003, ha deliberato l’acquisizione di 
un sistema parallelo di alte prestazioni, come è 
stato annunciato con un comunicato stampa il 6 
novembre scorso. 
Il nuovo sistema permette al CILEA di entrare 
nell’elenco dei centri con un elaboratore 
parallelo in grado di offrire una potenza di 
calcolo effettiva di oltre un TFlops (mille 
miliardi di operazioni al secondo) e di posizio-
narsi nella parte alta della classifica delle 500 
installazioni di calcolo più potenti nel mondo 
(TOP500). 
Il nuovo calcolatore è stato acquistato in base 
ad un accordo per lo sviluppo di applicazioni 
scientifiche con le Università di Milano, Milano 
Bicocca e Politecnico di Milano, che hanno 
contribuito direttamente al finanziamento.  
In linea con la politica consortile l’utilizzo del 
sistema sarà regolato da accordi tra le tre 
università citate e tutte le altre università 
consorziate. Naturalmente il sistema anche 
aperto anche alle altre università italiane 
interessate, sulla base di specifiche 
convenzioni. Il CILEA inoltre ne proporrà 
l’utilizzo anche agli enti di ricerca ed alle 
industrie coerentemente con la politica 
istituzionale del CILEA rivolta a diffondere 
l’utilizzo di strumenti di calcolo ad alte 
prestazioni, a promuovere il trasferimento tec-
nologico e l’interazione tra ricerca accademica e 
ricerca industriale. 
Il sistema permetterà inoltre di ampliare le 
sperimentazioni GRID-Computing già in atto al 
CILEA con gli altri due consorzi italiani di 
supercalcolo e con l’ETH di Zurigo. 
I dati tecnici del sistema, basato su una 
architettura a “cluster”, fornito dalla Exadron, 
Divisione High Performance Computing di 
Eurotech SpA, sono: 
· 128 Nodi (256 CPU Intel Xeon 3.06 GHz), 
· 512 GByte di memoria RAM (4 GB per 
nodo), 
· interconnessione tra i nodi per il calcolo 
basata su Myrinet 2000 (1 Gbit/s per CPU), 
· interconnessione tra i nodi per la gestione 
operativa del sistema basata su 
GigaEthernet, 
· memoria di massa 11 TByte. 
La scelta di questo tipo di architettura è stata 
anche motivata dalle possibilità di espansione, a 
livello di numero e di caratteristiche dei 
componenti, a cui potranno inoltre contribuire 
altri enti interessati a partecipare. 
Come qualcuno ricorderà, nel 1986 il CILEA si 
dotava di un sistema vettoriale della potenza di 
11 MFlops; il nuovo sistema raggiunge la 
potenza di picco di 1,567 TFlops e sustened 
(Linpack best effort) di 1,06 TFlops: circa 
100.000 volte. 
Con l’auspicio che gli investimenti del Consorzio 
contribuiscano alla crescita dell’attività di 
ricerca, si augura un buon 2004 a tutti. 
