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Abstract
We consider an integral equation of the radiative transfer type stated in the interval [0, τ0] with the
length τ0  1. We construct an asymptotic solution of the problem and we give a method transform-
ing this problem to some similar problems set in the interval with the length d  τ0. Error estimates
are proved.
 2005 Elsevier SAS. All rights reserved.
Résumé
Nous considérons une équation intégrale de transfert radiatif posée sur un grand intervalle (la
longueur de cet intervalle est un grand paramètre). Nous construisons un développement asymp-
totique de la solution et nous proposons une méthode d’approximation du problème de départ par
un problème similaire dans un intervalle beaucoup plus petit que dans le problème de départ. Les
estimations d’erreur sont établies.
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Stellar atmospheres are simulated by a complex system of nonlinear equations. The







(|τ − τ ′|)S(τ ′)dτ ′ + F(τ), τ ∈ [0, τ0],




−1e−t/µ dµ is the first exponential-integral function. The equation is stated
in a great interval [0, τ0], where τ0 corresponds to the optical thickness of the atmosphere
and usually τ0  1. In astrophysics sometimes τ0 is of order 1029. The main problem is
how to design a fast solver to this equation for such “astronomical” values of τ0.
Direct application of a numerical method discretizing the interval [0, τ0] and introduc-
ing a mesh with a step h leads to a tremendous linear algebraic system of equations: its
dimension is N = τ0/h  1. On the other hand, quite often, the coefficient ω (albedo) and
free term F are slow varying functions in an inner part of the interval (0, τ0), and we may
try to calculate the regular part of the solution using an asymptotic method.
In this paper we develop the new approach [5,6] to the analysis of this problem in the





E(|τ − τ ′|)S(τ ′)dτ ′ + F(τ), τ ∈ [0, τ0], (1.1)
with a wide class of kernels E , including the most useful in astrophysics kernel E1. We
consider kernels E with the following properties: E ∈ L1(R+), E  0, ∫ +∞0 E(t)dt = 1;
kernel E decays exponentially; it means that there exists the value νE > 0 such that∫ +∞
0 E(t)eνt dt < +∞ for all ν ∈ (0, νE ) and
∫ +∞
0 E(t)eνE t dt = +∞. For example, we
have νE1 = 1.
We will suppose that coefficient ω satisfies the following conditions:
ω ∈ C[0, τ0], 0 < ω(τ) ω0 < 1 in [0, τ0].
In astrophysical problems free term F has a special form:
F(τ) = ω(τ)F(τ ) +
(
1 − ω(τ))F0(τ ) + ω(τ)Fr(τ ).
We suppose that F0,F,Fr ∈ C[0, τ0], and the functions F,Fr are exponentially decaying
ones with some exponent σ ∈ (0, νE ):∣∣F(τ)∣∣Me−στ , ∣∣Fr(τ )∣∣Me−σ(τ0−τ) ∀τ ∈ [0, τ0]. (1.2)
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Let us denote:
(Λa,bS)(τ ) ≡ 12
b∫
a
E(|τ − τ ′|)S(τ ′)dτ ′.
Then Eq. (1.1) can be rewritten as
S = ωΛ0,τ0S + F in [0, τ0]. (2.1)
We have: Λ0,τ0 :C[0, τ0] → C[0, τ0] and ‖Λ0,τ0‖  1. So ωΛ0,τ0 :C[0, τ0] → C[0, τ0],‖ωΛ0,τ0‖ ω0 < 1, and the result about the existence and the uniqueness of the solution
S ∈ C[0, τ0] to Eq. (1.1) is an immediate corollary of the Banach fixed point theorem.






and the following estimate holds:
‖S‖C[0,X]  ω01 − ω0 ‖F‖C[0,X]. (2.3)
Remark 2.1. It is easy to see that if function S(τ) is a solution of Eq. (2.1) then function
S˜(τ ) = S(τ0 − τ) is a solution of the equation:
S˜ = ω˜Λ0,τ0 S˜ + F˜ in [0, τ0],
where ω˜ = ω(τ0 − τ) and F˜ (τ ) = F(τ0 − τ).
We will use this remark repeatedly.
Lemma 2.1. Let function S ∈ C[0,X] be a solution of the equation:
S = ωΛ0,τ0S + F in [0, τ0], (2.4)
with F ∈ C[0,X]. If |F(τ)| F(τ) in [0, τ0]. Then |S(τ)| S(τ) in [0, τ0].
This assertion follows from formula (2.2) and assumption E  0.
Let us consider the characteristic equation with respect to unknown real number ν (ω0
is a given parameter):
T (ν,ω0) ≡ 1 − ω0
+∞∫
E(t) cosh(νt)dt = 0. (2.5)
0
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on [0, νE ); moreover T (0,ω0) = 1 − ω0 and T (ν,ω0) → −∞ as ν → νE . So the solution
ν(ω0) of the characteristic Eq. (2.5) exists and is unique.
Lemma 2.2. Assume that the free term of Eq. (2.1) satisfies inequality |F(τ)|  e−ατ in
[0, τ0], where 0 α < ν(ω0). Then solution S satisfies the inequality:∣∣S(τ)∣∣ S(τ) ≡ [T (α,ω0)]−1e−ατ in [0, τ0].
Proof. Function S satisfies Eq. (2.4) with



















E(|τ − τ ′|)e−α(τ ′−τ) dτ ′]
= [T (α,ω0)]−1e−ατ[1 − ω02
∞∫
−∞
E(|s|)e−αs ds]= e−ατ .
Using Lemma 2.1, we get the assertion of this Lemma 2.2. 
Taking into account Remark 2.1, we have the following result:
Corollary 2.1. Assume that the free term of Eq. (2.1) satisfies the inequality
|F(τ)|  e−α(τ0−τ) in [0, τ0], where 0  α < ν(ω0). Then solution S satisfies inequality
|S(τ)| [T (α,ω0)]−1e−α(τ0−τ) in [0, τ0].
Put
Ej (t) = 12j !
∞∫
t
E(s)sj ds, j = 0,1, . . . .
Lemma 2.3. Inequality Ej (t)tk  cν,j+ke−νt holds for all ν ∈ (0, νE ), integer j  0 and
k  0, where cν,j+k are some constants.
Proof. It is easy to see that
Ej (t)tk = 12j !
∞∫
t






E(s)˜cν,j+ke(ν+νE )s/2 ds e−νt = cν,j+ke−νt . 0
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Sd = ωΛ0,dSd + F in [0, d], (2.6)
which is set in the interval with the length d < τ0.
Lemma 2.4. Let S ∈ C[0, τ0] be a solution of Eq. (2.1) and Sd ∈ C[0, d] be a solution of
Eq. (2.6). Then the following estimates hold:∣∣S(τ) − Sd(τ )∣∣A(α,ω0)‖S‖C[d,τ0]e−α(d−τ) ∀τ ∈ [0, d], ∀α ∈ (0, ν(ω0)), (2.7)
‖S − Sd‖C[0,d]  c(ω0)‖S‖C[d,τ0], (2.8)
where A(α,ω0) = cα,0ω0[T (α,ω0)]−1, c(ω0) = ω20/(2(1 − ω0)).
Proof. Note that the function S − Sd is a solution of the equation:
S − Sd = ωΛ0,d (S − Sd) +  in [0, d],




E(τ ′ − τ)dτ ′
 ω0‖S‖C[d,τ0]E0(d − τ) cα,0 ω0‖S‖C[d,τ0]e−α(d−τ),
Lemma 2.2 and Remark 2.1 we derive (2.7). The estimate (2.8) follows from the inequality
(2.3) and the estimate ‖‖C[0,τ0]  ω02 ‖S‖C[d,τ0]. 
Corollary 2.2. Setting Sd = 0 in (d, τ0] we derive the estimate:
sup
0ττ0
∣∣S(τ) − Sd(τ )∣∣ c(ω0)‖S‖C[d,τ0], (2.9)
where c(ω0) = max{c(ω0),1}.
3. Construction of an asymptotic solution
Let us suppose that ω(τ) = ωδ(τ) = ω(δτ), F0(τ ) = Fδ,0(τ ) = F 0(δτ ), where 0 < δ
is a small parameter, and ω, F 0 are sufficiently smooth functions defined in [0,X], where
X = δτ0 (ω,F 0 are supposed to be independent of δ). In this case the solution S = Sδ
depends on the parameter δ and Eq. (1.1) may be rewritten as
Sδ(τ ) = ωδ(τ)2
τ0∫
E(|τ − τ ′|)Sδ(τ ′)dτ ′ + Fδ(τ), τ ∈ [0, τ0], (3.1)0
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Fδ,0(τ ) + ωδ(τ)Fr(τ );
F and Fr do not depend on δ.
In this section we will construct a formal asymptotic solution to Eq. (3.1) in the form:
Sδ,a(τ ) = Sδ,reg(τ ) + SBLδ, (τ ) + SBLδ,r (τ ), (3.2)
where Sδ,reg is a regular part of an asymptotic solution which satisfies (3.1) in points of
segment [0, τ0] at some distance from extremities; SBLδ, and SBLδ,r are boundary layers con-
centrated near the extremities and decaying exponentially. The procedure of construction
of an asymptotic solution contains two stages: first the regular part is constructed, then the
boundary layers are treated.







where Sreg,k does not depend on δ.











′ − τ)j δj+k. (3.3)
Extending the integration all over R and ignoring contribution of F and Fr after substitu-













E(|τ − τ ′|)(τ ′ − τ)j dτ ′S(j)reg,p(δτ )δj+p
+ (1 − ω(δτ))F 0(δτ ),












k + (1 − ω(t))F 0(t).
Here t = δτ , Iα = 12α!
∫∞
−∞ E(|s|)sα ds. It is clear that I2k = 1(2k)!
∫∞
0 E(s)s2k ds and
I2k+1 = 0 for all k  0. It follows from our assumptions that I0 = 1.
A. Amosov, G. Panasenko / J. Math. Pures Appl. 84 (2005) 1813–1831 1819Setting equal the coefficients for the same powers of δ we obtain:





reg,k−α(t), k  1, (3.4)
where γ (t) = ω(t)/(1 − ω(t)).
It follows from (3.4) that





reg,2(k−α)(t), k  1,
(3.5)
Sreg,2k+1(t) = 0, k  0.

















E(|τ ′ − τ |)(τ ′ − τ)j dτ ′ − ∞∫
τ0





























Fδ,0(τ ) + ωδ(τ)
[



























Eα(τ0 − τ)S(α)reg,k−α(δτ )δk.
Remind that Ej (τ ) = 1
∫∞ E(s)sj ds.2j ! τ
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Sδ,reg = ωδΛ0,τ0Sδ,reg + (1 − ωδ)Fδ,0 − ωδRδ, − ωδRδ,r in [0, τ0]. (3.7)
3.2. Boundary layers of an asymptotic solution
It follows from (3.7) that the boundary layers can be treated as the solutions of the
following equations:
SBLδ, = ωδΛ0,τ0SBLδ, + ωδF + ωδRδ,,
SBLδ,r = ωδΛ0,τ0SBLδ,r + ωδFr + ωδRδ,r .
Note that these equations may be rewritten in the form:
1
ωδ




SBLδ,r = Λ0,τ0SBLδ,r + Fr + Rδ,r .
We will construct SBLδ, (τ ) in the form:





Expanding functions 1/ω(δτ), S(α)reg,p(δτ ) in Taylor series with the center at zero and sub-




































Setting equal the coefficients for the same powers of δ we get the sequence of problems:
1
ω(0)
SBL,k = Λ0,τ0SBL,k + Ψ,k in [0, τ0], k  0, (3.10)
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Ψ,0(τ ) = F(τ) − E0(τ )Sreg,0(0) = F(τ) − E0(τ )F 0(0),














for k  1.
The right side boundary layer SBLδ, (τ ) is constructed in the analogous form:








SBLr,k = Λ0,τ0SBLr,k + Ψr,k on [0, τ0], k  0,
and
Ψr,0(τ ) = Fr(τ ) − E0(τ0 − τ)Sreg,0(0) = Fr(τ ) − E0(τ0 − τ)F 0(X),















r,k−β(τ )(τ0 − τ)β for k  1.
Lemma 3.1. For all integer p  1 and n 0 the following estimate holds:∥∥S(n)reg,2k∥∥C[0,X]  Cp,n‖γ ‖kC2k−2+n[0,X]‖F 0‖C2k+n[0,X], 1 k  p,
where Cp,n is a positive constant.
Proof. Let us prove the lemma by induction. For p = 1 the inequality is evident, because
















reg,2(p+1−α), 0 j  n.=0 α=1









 Cp+1,n‖γ ‖p+1C2p+n[0,X]‖F 0‖C2p+2+n[0,X].
The lemma is proved. 
Lemma 3.2. If assumption (1.2) holds with some σ ∈ (0, ν(ω0)), then∣∣SBL,0(τ )∣∣ C0(σ,ω0)(M + ‖F 0‖C[0,X])e−στ , (3.11)∣∣SBL,k (τ )∣∣ Ck(β,σ,ω0)(M + ‖F 0‖Ck[0,X])e−βτ , k  1, (3.12)∣∣SBLr,0 (τ )∣∣ C0(σ,ω0)(M + ‖F 0‖C[0,X])e−σ(τ0−τ), (3.13)∣∣SBLr,k (τ )∣∣ Ck(β,σ,ω0)(M + ‖F 0‖Ck[0,X])e−β(τ0−τ), k  1, (3.14)
for all β ∈ (0, σ ). Here Ck depend on ‖1/ω‖Ck[0,X] ( for k  1) and on ‖γ ‖Ck−2[0,X] ( for
k  2).
Proof. As ∣∣Ψ,0(τ )∣∣ (M + cσ‖F 0‖C[0,X])e−στ ,
then (3.11) follows from Lemma 2.2. As
Ψ,1(τ ) =
[−E0(τ )τ + E1(τ )]S′reg,0(0) − (1/ω)′(0)SBL,0(τ )τ
then it follows from (3.11) that∣∣Ψ,1(τ )∣∣ c(β,σ,ω0)[‖F 0‖C1[0,1] + ‖1/ω‖C1[0,X](M + ‖F 0‖C[0,X])]e−βτ .
So inequality (3.12) holds for k = 1.













and from Lemmas 2.3 and 3.1 (by induction).
The proof of inequalities (3.13), (3.14) is analogous. 
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Usually the goal of asymptotic methods is to reduce the parameter depending problem
to a sequence of problems independent of the small parameter, although problem (3.10)
depends on τ0 and so on δ. However all functions SBL,k in (3.9) can be represented in the
form SBL,k = Ŝ BL,k + η,k , where Ŝ BL,k does not depend on δ and η,k is exponentially small.
More exactly, suppose that ω ∈ Ck(R) and 0 < ω  ω0 < 1 in R. Assume that
F 0 ∈ Ck(R), F ∈ C[0,+∞), Fr ∈ C(−∞, τ0] and |F(τ)|  Me−στ in [0,+∞),




Ŝ BL,k = Λ0,∞Ŝ BL,k + Ψ,k in [0,+∞),
with the same Ψ,k as in (3.10). It follows from Lemma 3.3 that∣∣Ŝ BL,k (τ )∣∣ Ck(β,σ,ω0)(M + ‖F 0‖Ck[0,+∞))e−βτ ∀β ∈ (0, σ ).
Applying Lemma 2.4 we get the estimate:
‖η,k‖C[0,τ0]  c(ω0)
∥∥Ŝ BL,k ∥∥C[τ0,+∞)  Ĉk(β,σ,ω0)(M + ‖F 0‖Ck[0,+∞))e−α/δ
for η,k = SBL,k − Ŝ BL,k with any α ∈ (0, σX).
So we can write the asymptotic series:
SBLδ, (τ ) =
∞∑
k=0
Ŝ BL,k (τ )δ
k.
Analogously, we get:
SBLδ,r (τ ) =
∞∑
k=0
Ŝ BLr,k (τ )δ
k,
where Ŝ BLr,k is a solution of equation:
1
ω(X)
Ŝ BLr,k = Λ−∞,XŜ BLr,k + Ψr,k in (−∞,X].
4. Justification of the asymptotic solution
Below we truncate series Sδ,reg, SBL and SBL and consider:δ, δ,r



























δ,a (τ ) = S[m]δ,reg(τ ) + SBL[m]δ, (τ ) + SBL[m]δ,r (τ ).
Lemma 4.1. Assume that F 0 ∈ Cm+1[0,X] for m  0, ω ∈ C[0,X] for m = 0,1,
ω ∈ Cm−1[0,X] for m 2. Then function S[m]δ,reg satisfies the equation:
S
[m]















(−1)αEα(τ )S(α)reg,k−α(δτ )δk, (4.2)
R
[m]





Eα(τ0 − τ)S(α)reg,k−α(δτ )δk, (4.3)
where ∥∥[m]δ,0 ∥∥C[0,τ0]  Cm‖F 0‖Cm+1[0,X]δm+1 for m = 0,1,∥∥[m]δ,0 ∥∥C[0,τ0]  Cm‖γ ‖m/2Cm−1[0,X]‖F 0‖Cm+1[0,X]δm+1 for m 2.









′ − τ)j δj + rδ,k(τ ′, τ ),
∣∣rδ,k(τ ′, τ )∣∣ ‖S(m−k+1)reg,k ‖C[0,X]
(m − k + 1)! |τ
′ − τ |m−k+1δm−k+1.




′, τ ) =
m∑m−p∑ S(j)reg,p(δτ )
j ! (τ
′ − τ)j δp+j =
m∑ k∑ S(α)reg,k−α(δτ )
α! (τ
′ − τ)αδk,
p=0 j=0 k=0 α=0
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[m]
δ,T (τ




















































δ, (τ ) + R[m]δ,r (τ )
]








δ, (τ ) + R[m]δ,r (τ )
]
.
Here we used (3.4).
Thus S[m]δ,reg satisfies Eq. (4.1) with

[m]





E(|τ ′ − τ |)r [m]δ,T (τ ′, τ )dτ ′,





E(|τ ′ − τ |)‖S(m−k+1)reg,k ‖C[0,X]
(m − k + 1)! |τ








(m − k + 1)! δ
m+1.
Taking into account that Sreg,k = 0 for odd k, Sreg,0 = F 0 and using Lemma 3.1 we prove
this Lemma 4.1. 
Lemma 4.2. Assume that ω,F 0 ∈ Cm+1[0,X], 0 < ωmin  ω(t) ω0 < 1 in [0,X]. Sup-
pose that assumption (1.2) holds with some σ ∈ (0, ν(ω0)). Then functions SBL[m]δ, , SBL[m]δ,r
satisfy the equations:










δ,r = Λ0,τ0SBL[m]δ,r + Fr + R[m]δ,r + [m]δ,r ,
where ∥∥[m]δ, ∥∥C[0,τ0] + ∥∥[m]δ,r ∥∥C[0,τ0]  Cm(M + ‖F 0‖Cm+1[0,X])δm+1
and Cm depends on σ , ωmin, ω0 and ‖ω‖Cm+1[0,X].












































































= R[m]δ, (τ ) + [m]δ,,1(τ ),
where ξδα,p ∈ (0, δτ ). Moreover, using Lemma 3.1 we have:





(m − p − α + 1)! Eα(τ )τ
m−p−α+1δm+1
 C′m‖F 0‖Cm+1[0,X]δm+1,



































M + ‖F 0‖Cm+1[0,X]
)
δm+1,
where C′′m depend on σ , ω0, ‖1/ω‖Cm[0,X] for m  0 and on ‖γ ‖Cm−2[0,X] for m  2.
(We have used Lemma 3.2 with β = σ/2.)
So function SBL[m]δ, satisfies Eq. (4.4) with [m]δ, = [m]δ,,1 + [m]δ,,2 having a desirable
estimate.
The same proof can be given for function SBL[m]δ,r . 
Theorem 4.1. Assume that ω,F 0 ∈ Cm+1[0,X], 0 < ωmin  ω(t) ω0 < 1 in [0,X]. Let
assumption (1.2) be true with some σ ∈ (0, ν(ω0)). Then the following estimate holds:∥∥S[m]δ,a − Sδ∥∥C[0,τ0]  Cm(M + ‖F 0‖Cm+1[0,X])δm+1,
where Cm depends on σ , ωmin, ω0 and ‖ω‖Cm+1[0,X].
Proof. It follows from Lemmas 4.1 and 4.2 that
S
[m]
δ,a = ωδΛ0,τ0S[m]δ,a + ωδF + (1 − ωδ)F0,δ + ωδFr + ωδ[m]δ in [0, τ0],
where [m]δ = [m]δ,0 + [m]δ, + [m]δ,r . So
S
[m]






and∥∥S[m]δ,a − Sδ∥∥C[0,τ0]  ω01 − ω0 ∥∥[m]δ ∥∥C[0,τ0]  Cm(M + ‖F 0‖Cm+1[0,X])δm+1. 
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In this section we will construct an approximate solution to Eq. (3.1) in the form:
S
[m]
δ = S[m]δ,reg + S[m]δ, + S[m]δ,r .




δ,r are boundary layer










δ,r = Λτ0−d,τ0S[m]δ,r + Fr + R[m]δ,r in [τ0 − d, τ0]. (5.2)
Here d > 0 is the width of a boundary layer domains. Terms R[m]δ, , R
[m]
δ,r are defined by
(4.2), (4.3). We set S[m]δ, = 0 in (d, τ0] and S[m]δ,r = 0 in [0, τ0 − d).
Thus, problem (2.1) is reduced to two problems (5.1) and (5.2) of the same type, but on
the intervals of the length d . If d  τ0, then the numerical solving of the problem consumes
essentially less time and memory.
The main result of this section is the following theorem:
Theorem 5.1. Assume that F 0 ∈ Cm+1[0,X] with some integer m  0; ω ∈ C[0,X] for
m = 0,1 and ω ∈ Cm−1[0,X] for m  2. Assume that 0 < ω(t)  ω0 < 1 in [0,X] and
that assumption (1.2) holds with some σ ∈ (0, ν(ω0)).
If d = σ−1(m + 1) ln(1/δ) < τ0, then the following estimate of accuracy holds:
sup
0ττ0
∣∣S[m]δ (τ ) − Sδ(τ )∣∣ Cm(M + ‖F 0‖Cm+1[0,X])δm+1,
where Cm = Cm(σ,ω0) for m = 0,1 and Cm = Cm(σ,ω0,‖ω‖Cm−1[0,X]) for m 2.










δ,r = Λ0,τ0 S˜ [m]δ,r + Fr + R[m]δ,r in [0, τ0].
The following estimates hold:∣∣S˜ [m]δ, (τ )∣∣ Cm,1(M + ‖F 0‖Cm[0,X])e−στ , (5.3)∣∣S˜ [m](τ )∣∣ Cm,1(M + ‖F 0‖Cm[0,X])e−σ(τ0−τ), (5.4)δ,r
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Really, it follows from Lemmas 2.3 and 3.1 that








M + C′m‖F 0‖Cm[0,X]
]
e−στ ,
where C′m = C′m(σ) for m = 0,1 and C′m = C′m(σ,‖γ ‖Cm−2[0,X]) for m  2. So estimate
(5.3) holds due to Lemma 2.2. The proof of estimate (5.4) is the same.
It is easy to see that
Sδ − S˜ [m]δ = ωδΛ0,τ0
(
Sδ − S˜ [m]δ
)+ ωδ[m]δ,0 in [0, τ0],
with [m]δ,0 from Lemma 4.1. And consequently,
∥∥Sδ − S˜ [m]δ ∥∥C[0,τ0]  ω201 − ω0 ∥∥[m]δ,0 ∥∥C[0,τ0]  Cm,2‖F 0‖Cm+1[0,X]δm+1,
where Cm,2 = Cm,2(ω0) for m = 0,1 and Cm,2 = Cm,2(ω0,‖ω‖Cm−1[0,X]) for m 2.
Due to Corollary 2.2 and to estimates (5.3), (5.4) we get:
sup
[0,τ0]
∣∣S[m]δ, (τ ) − S˜ [m]δ, (τ )∣∣+ sup[0,τ0]










M + ‖F 0‖Cm[0,X]
)
δm+1.




∣∣S[m]δ (τ ) − Sδ(τ )∣∣ ∥∥Sδ − S˜ [m]δ ∥∥C[0,τ0] + sup[0,τ0]
∣∣S[m]δ, (τ ) − S˜ [m]δ, (τ )∣∣
+ sup
[0,τ0]
∣∣S[m]δ,r (τ ) − S˜ [m]δ,r (τ )∣∣
 Cm
(
M + ‖F 0‖Cm+1[0,X]
)
δm+1. 
Remark 5.1. Functions S[m]δ, and S
[m]
δ, satisfy the inequalities:∣∣S[m]δ, (τ )∣∣ Cm,1(M + ‖F 0‖Cm[0,X])e−στ ,∣∣S[m]δ,r (τ )∣∣ Cm,1(M + ‖F 0‖Cm[0,X])e−σ(τ0−τ)
by the same reason as inequalities (5.3), (5.4).
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If the accuracy of the order O(δ) is enough, we may simplify the boundary layer prob-
lems (5.1), (5.2) changing the function ωδ(τ) to the constant values ω(0) and ω(X). Let
Sδ = Sδ,reg + Sδ, + Sδ,r .




Sδ, = Λ0,dSδ, + F + R[0]δ, in [0, d], (6.1)
1
ω(X)
Sδ,r = Λτ0−d,τ0Sδ,r + Fr + R[0]δ,r in [τ0 − d, τ0]. (6.2)
We set Sδ, = 0 in (d, τ0] and Sδ,r = 0 in [0, τ0 − d).
Theorem 6.1. Assume that ω,F 0 ∈ C1[0,X], 0 < ω(t)  ω0 < 1 in [0,X]. Suppose that
assumption (1.2) holds with some σ ∈ (0, ν(ω0)) and d = σ−1 ln(1/δ) < τ0. Then the
following estimate of accuracy holds:
sup
0<τ<τ0
∣∣Sδ(τ ) − Sδ(τ )∣∣ Cσ (ω0)(1 + ∥∥(1/ω)′∥∥C[0,X])(M + ‖F 0‖C1[0,X])δ.
Proof. Applying Theorem 5.1 we see that it is enough to estimate the difference:
Sδ − S[0]δ = Sδ, + Sδ,r ,
where Sδ, = Sδ, − S[0]δ,, Sδ,r = Sδ,r − S[0]δ,r .
Function Sδ, is a solution of the equation:






δ, in [0, d],
and Sδ, = 0 in (d, τ0].
According to Remark 5.1 we get:∣∣S[0]δ,(τ )∣∣ C0,1(M + ‖F 0‖C[0,X])e−στ ,
with C0,1 = C0,1(σ,ω0). So,∥∥[ωδ(0)/ωδ − 1]S[0]δ,∥∥C[0,d]  C0,1∥∥(1/ω)′∥∥C[0,X](M + ‖F 0‖C[0,X]) sup
0τ
∣∣τe−στ ∣∣δ,




M + ‖F 0‖C[0,X]
)
δ.
The analogous estimate may be obtained for ‖Sδ,r‖C[0,τ ].0
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sup
0ττ0
∣∣Sδ(τ ) − Sδ(τ )∣∣ ‖Sδ,‖C[0,τ0] + ‖Sδ,r‖C[0,τ0] + sup
0ττ0
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