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INTRODUCTION
P ROTEINS are stable, folded chains of amino acid polymers, and together with lipids (fats and oils), carbohydrates (e.g., sugars), and nucleic acids (DNA and RNA) form the structural and functional building blocks in our cells. Functions of these building blocks, and particularly those of proteins, are expressed through their mutual structural interactions. For example, inhibitors bind to enzymes to limit their rate of reaction. Another example is the attachment of immunoglobulins to antigens like viruses, in order to signal that these antigens are foreign objects in our cells. Hence, the study of protein-protein interactions plays an important role in understanding the processes of life [1] . In particular, as the two preceding examples suggest, protein-protein interaction is at the core of structure-based drug design. Though advancements in Xray crystallography and other imaging techniques have lead to the extraction of near atomic resolution information for numerous individual proteins, the creation, crystallization, and imaging of macromolecular complexes, as extensively required for drug design, still remains a difficult task. Flexibility of proteins makes the search for the required conformation through experimentation even more difficult. Hence, the need for fast and robust computational approaches to predicting the structures of protein-protein interactions is growing [2] . An important step toward understanding protein-protein interactions is protein-protein docking which can be defined as computationally finding the best relative transformation and conformation of two proteins that results in a stable complex, reproducible in nature (if one exists). If only large, fairly inflexible proteins are involved, rigid protein-protein docking can be performed as an initial step. Rigid docking based on structure alone has been shown to be adequate for a range of proteins [3] .
There are two main aspects of a docking algorithm:
1. Scoring or measuring the quality of any given docking pose, and 2. Searching for the highest scoring or a pool of highquality docking conformations. Shape complementarity along the docked interface is seen to be one of the primary measures of docking quality. Other factors which contribute to the formation of stable complexes include electrostatics, hydrophobicity, hydrogen bonds, solvation energy, etc., [2] , [4] . These, together with shape complementarity, are known as affinity functions. The docking problem can be viewed as the search for stable minimum energy complexes. The energy function has several major terms.
1. The Lennard-Jones 12-6 dispersion-repulsion potential is given by
Þ, where r ij is the distance between two given atoms, and a ij and b ij are constants based on atom types. 2. The electrostatic potential is given by P i;j q i q j ðr ij Þr ij , where q i and q j are Coulombic charges, and ðr ij Þ is a distance-dependent dielectric constant. Electrostatics plays a role in long-range interaction due to partially charged protein and solvent atoms. 3. Desolvation energy is defined as the change in energy due to the displacement of solvent molecules from the interface. The desolvation free energy for moving an atom of charge q and radius r from a region of dielectric 1 to a region of dielectric 2 , is given by
performed over all of transformation and conformation spaces to find where the two given proteins fit best. Shape-based complementarity, coupled with electrostatic compatibility is typically used as an initial step to obtain possible docking sites. These sites are further ranked using other energy terms. The few remaining potential docking sites are then tested using energy minimization routines.
In [5] , we described a Nonequispaced/Nonuniform Fast Fourier Transform (NFFT) based algorithm for efficiently performing the initial docking search (based on shape and electrostatics complementarity). We presented a sum of Gaussians-based model for proteins, and described a new specification of the rigid protein-protein docking problem. Given two proteins A and B with M A and M B atoms, respectively, our algorithm spends OðmaxðM A ; M B Þ þ n 3 log n þ n 3 Þ time to find the top peaks in the docking profile, and n is a parameter chosen to satisfy a user-required accuracy in the docking profile. We showed that for a summation of Gaussians model for the molecule where atoms are represented as Gaussian kernels, n 3 varies as OðmaxðM A ; M B ÞÞ. Compared to traditional FFT (Fast Fourier Transform) based docking algorithms performed on uniform grids, this algorithm was shown to have lower computational complexity and memory requirement.
In this paper, we extend our NFFT based docking algorithm to include an adaptive search phase (both translational and rotational) and thus speed up its execution. We have also implemented a multithreaded version of the adaptive docking algorithm for even faster execution on multicore machines. We call this protein-protein docking code F 2 Dock (F 2 ¼ Fast Fourier). We have calibrated F 2 Dock based on an extensive experimental study on a list of benchmark complexes and conclude that F 2 Dock works very well in practice. Though all docking results reported in this paper use shape complementarity and Coulombicpotential-based scores only, F 2 Dock is structured to incorporate Lennard-Jones potential and reranking docking solutions based on desolvation energy. We consider three scenarios of pairwise rigid protein-protein docking. The first is known as redocking, where a given complex of two proteins, are first separated, randomly rotated and translated, and then redocked. In this case, the top docking solutions are compared with the original complex, and the root mean square deviation (RMSD) error measure computed. The second scenario is known as bound-unbound docking, where one of the two proteins is in the same conformation as in a complex, while the conformation of the second protein is independent and unknown from the one in the complex. Again, the RMSD of the solution dockings are computed with respect to the original complex. The third and final docking scenario is the unbound-unbound case, where both proteins are in unknown conformations with respect to those in the complex. All three docking scenarios have the same computational complexity.
The rest of the paper is organized as follows: In Section 2, we include a review of prior work on rigid protein-protein docking. In Section 3, we describe our new algorithm with adaptive translational and rotational search. We include our experimental results with F 2 Dock on ZDock Benchmark Suite 2.0 [6] in Section 4. Finally, in Section 5, we include some concluding remarks and plans for future research.
RELATED WORK
There have been a wide range of work on both flexible and rigid-body docking. In this section, we discuss some relevant prior work on rigid-body docking. Please see the technical report on our flexible docking algorithm F 3 Dock [7] for a review of known techniques for docking flexible molecules.
Graph theory-based docking methods [8] , [9] , [10] reduce the shape-complementarity-based molecular fitting problems into combinatorial search that have well-developed algorithms. However, some good potential matches may be ignored during search due to the use of pruning for reducing the cost of combinatorial search. Geometry-based docking methods use a first-level assumption that molecules will "dock" if the receptor and the ligand exhibit very high shape (surface and volume) complementarity. Pointwise spherical approximations, surface normals, etc., have also been considered in characterizing shape complementarity. In [11] , [12] , spheres are used to represent grooves in one protein and the density of the other. It was later used in a geometric hashing scheme [13] , [14] , [15] , [16] , [17] , [18] where a search strategy based on matching pairs of consistent spheres, one from each protein was used, instead of a full combinatorial search. In [19] , the combinatorial search was reduced to a clique finding problem by considering pairwise distances among atoms. A knob and hole detection and matching algorithm was used in [20] , [21] where an optimization is performed using a grid-based double skin layer approach in 2D. We shall further discuss this double skin layer approach later as we use a variation of it in our algorithm. A full 6D grid-based search was used in [22] which also provides a method to uniformly sample 3D rotational space. Using geometric features, such as pockets, holes, and surface normals, these methods attempt to constrain the search areas to relatively small portions of the receptor's surface. Geometric signatures/feature points were also used in earlier geometry-based docking methods [13] , [23] . However, geometric-signature-based approaches often have difficulties in dealing with molecular surfaces without notable features such as flat regions. These methods are also quite sensitive to small geometric feature changes, and a large amount of hashing storage space is needed for complicated ligand/receptor geometries. Some relatively recent surface and 3D shape matching methods could be customized to improve the efficiency of geometric surface-surface docking. For example, including molecular properties into the scoring function would necessarily move the geometry matching problem to higher than three dimensions. Belongie et al. [24] calculate shape matches by using shape contexts to describe the relation of the shape to a certain point on the shape. Since corresponding points on two similar shapes will have similar shape contexts, the matching problem is reduced to an optimal point pair assignment problem between two shapes. This technique has reduced sensitivity to small variations in the two shapes.
Using some representation of molecular surface boundary (skin), and a correlation/scoring function based on cumulative overlap of characteristic (electron density) functions of molecular shape, rigid docking can be performed by conducting a combinatorial search in a sixdimensional parameter space of all possible translations and orientations of a rigid protein relative to another rigid protein. In [25] , coarse grids and rotational angles are used to reduce the combinatorics of the search. The combinatorics of possible relative conformations can be reduced by using a priori knowledge of suitable binding site locations on the proteins [3] . Fast Fourier Transforms can be used to speed up the cumulative scoring function computations [25] , [3] , [26] . The grid-based double skin layer approach became the base of many variations and software, e.g., DOT [27] , ZDOCK [28] , [29] , [30] , and RDOCK [31] . Hydrogen bonds were used in [32] to reduce the rotational sampling space and improve the scoring function. Spherical-harmonicsbased approaches were studied in [33] , [34] , [26] , [35] , [36] , [37] , [38] . We have compared our algorithm to previous grid-based Fourier transform and Spherical harmonics approaches in [5] .
There have also been other approaches including building webs over the surfaces and matching them using least-squares fit [39] , a slice-based matching scheme [40] , mapping surfaces to 2D matrices and detection of matching submatrices [41] and fixing anchors and searching over other degrees of freedom (TreeDock [42] ). A simulated annealing method, by choosing angles in discrete 45 degree steps and translations of 2 # A is used in [43] to perform a random walk and dock proteins. In [44] , a coarse approximation of the protein is obtained by approximating each residue by a single sphere, and furthermore the 6D docking search space is parameterized by five rotations and one translation. The 5D rotational space is further sampled using simulated annealing techniques.
ALGORITHM DETAILS
Consider two proteins A and B, with M A and M B atoms, respectively. We represent the molecules using Gaussian kernels, construct double skin layers used for complementary space docking and derive a new model for docking.
Affinity Functions
The affinity functions are modeled as Radial Basis Functions (RBFs) to facilitate using Fourier transforms to efficiently solve the docking problem.
We use the sum of Gaussian's representation to model our proteins. An atom centered at x c , with a van der Waals radius of r, is modeled as an isotropic Gaussian kernel:
À1Þ :
The decay rate of the kernel is controlled by the blobbiness parameter . A value of 2.3 is used in the literature [45] to approximate the solvent excluded surface at an isovalue of 1.
By lowering this parameter, we can model molecules at lower resolutions [46] .
Shape Complementarity
For shape-based docking, we maximize the overlap of the surface of protein B with the complementary space of A.
The double skin layer approach is used here. It was introduced in [21] for 2D, [22] for 3D, sped up using Fast Fourier Transforms in [25] , and extended to complex space in [29] . We define two skin regions:
1. The complementary region of A, defined by a grown skin region, by introducing a 1-layer of pseudoatoms on the surface of A. Typically, each pseudoatoms has the same radius which is chosen to make its size comparable to that of a solvent molecule. 2. The surface skin of B, which is the density function of the set of surface atoms of B. The atoms of A and the inner atoms of B form core regions. These regions are shown in Fig. 1 . We use an adaptive gridbased algorithm to construct these regions [5] .
To maximize skin overlaps and to minimize overlaps of the cores, we assign positive imaginary weights to the core atoms and positive real weights to the skin atoms/pseudoatoms (see Fig. 2 ). An integral of the superposition of the molecules has two real contributions: the core-core overlaps contribute negatively and the skin-skin overlaps contribute positively. The imaginary part of the integral due to skin-core clashes are also nondesirable and assigned a "smaller" negative weight in the accumulated score.
The weighted sum of Gaussians function definition of a molecule P 2 fA; Bg with M P atoms is expressed as follows:
where g is the Gaussian function located at each atom (or pseudoatom) and ðSCÞ stands for shape complementarity. The weights fc k 2 fc Im ; c Re g; k ¼ 1; . . . ; M P g are either positive imaginary or positive real. See also [30] for an extension of shape complementarity to pairwise shape complementarity.
Electrostatics Interactions
Similar to the procedure used for shape complementarity, Gabb et al. [3] have shown how to introduce the electrostatics term. The first protein's electric potential is computed and matched against the charges in the other. This can also be sped up using a Fourier-based algorithm. Charge assignments are made using PDB2PQR [48] . We define two new affinity functions f E A and f E B for molecule A and B, respectively.
where q k is the Coulombic charge on atom k, ðxÞ is the Kronecker delta function with value 1 at kxk ¼ 0, and 0 everywhere else, and EðxÞ is the distance-dependent dielectric constant [3] as given below:
if kxk 6 # A; 80;
if kxk > 8 # A; 38 Á kxk À 224; otherwise:
Rigid Docking Model Specification
Let T and Á denote the translational and the rotational operators, respectively. If the user considers a potential docking site as one where the overlap potential (plus electrostatics potential if electrostatics interactions are used) is over a threshold , then the rigid protein-protein docking solution, using our affinity functions definition, is expressed as the set of triplets:
where Fig. 2 ).
Search
We solve (1) using Fourier series expansions. Shape complementarity scores and electrostatics scores are computed separately, and then combined. For simplicity of exposition, we describe below our search algorithm for the following simpler case where both w sc and w E are set to 0. Generalization to (1) 
where w ss is the reward factor for skin-skin overlaps, and w cc is the penalty factor for core-core overlaps.
We express the integral as a sum of compactly supported radial basis functions and provide an adaptive algorithm to search for regions where the scoring function exceeds the threshold provided by the user.
Fourier Series Expansions
Any periodic integrable function can be expanded as a Fourier series. For example, a periodic function in ½À1=2; 1=2 can be expressed as:
where the coefficient ! j ¼ R 1=2 À1=2 qðxÞe À2ijx dx. Let I n denote a 3D grid of integer indices: fk : ½Àn=2::n=2Þ 3 ; k 2 Z 3 g. Let us expand the kernel function in its Fourier series form:
Hence, the affinity function 
Since R 1=2 À1=2 e 2iyðaÀbÞ ¼ 1, if a ¼ b, and 0, otherwise, the integral reduces to P
Approximations
We make three approximations in computing the above coefficients. Since the truncated Gaussian is a decaying kernel, we choose to compute only the first ðÀn=2::n=2
3
Fourier coefficients. The parameter n is chosen to satisfy a user-required accuracy in the docking profile. If we include electrostatics, the decay should be even slower, and hence, the same bounds derived for shape complementarity should be sufficient. The current analysis, though, is based on shape complementarity. The Fourier coefficients of the atoms centers, C ! ! ; C 0 ! ! are approximated asĈ ! ! ;Ĉ 0 ! ! , computed using an NFFT algorithm given in [49] . (Very briefly, the NFFT algorithm computes an approximation to Fourier coefficients when input data are not uniformly sampled). The truncated Gaussian is a tensor product kernel. The Fourier coefficients of the truncated Gaussians are now approximated as the tensor productĜ ! ! . Hence, we approximate the scoring integral as P
Inverse Peak Search
Given the functionfðxÞ ¼ P ! !2InF ! ! e 2ix:! ! , we are required to compute fðx; sÞ : s ¼ ReðfðxÞÞ ! g. A 3D Inverse nonequispaced fast Fourier transform (IFFT) ofF ! ! yields the docking profilefðxÞ at a uniform sampling. If we have prior knowledge on the smoothness of the profile, we can zero pad F ! ! (if necessary) and obtain the profile at a sufficient sampling. This would generally lead to higher computational and memory requirements. Instead, we perform an adaptive computation ofF ! ! , progressively zooming in on regions where the threshold is satisfied. Using the NFFT algorithm in [49] , we make the following approximation:
fðxÞ %ĝðxÞ ¼ X k2In;mð! !jÞ g k ð! ! j À k=nÞ;
This is schematically represented in 1D in Fig. 4 . Obtaining regions which are above a certain threshold is now reduced to finding roots of the polynomial ReðĝðxÞÞ ¼ . If we use a cubic B-spline function for with a support width of 5, it requires the root of a 7 Â 7 Â 7 system of degree 5 equations. We instead adaptively compute regions which satisfy our docking threshold using an adaptive search algorithm. We initially start with then 3 grid of as a set of intervals. We determine using a simple procedure if any interval can potentially contain a value greater than the docking threshold and, if so, subdivide and recursively search the subintervals. Consider any interval I. There are multiple functions whose summation determines the function in I. If we change these , such that positive ones centered outside I come closer by one interval width, negative ones shift away from I by one interval width and positive ones centered inside I are given its maximum value, the sum of the new function (called ) at the interval endpoints defines an upper bound for the original function andĝðxÞ inside I. This upper bound function yields an approximate profile to our scorefðxÞ and provides us with a test function for determining where to further subdivide and refine an interval as we locate the positive peaks of the scoring function.
The docking score profile is usually large in a thin closed region (as skin-skin overlaps occur in a relatively small subset of 3D space) with zeros on the outside and large negatives on the inside. Hence, in the very first step of the algorithm, a large number of regions are removed from further consideration. We are able to reduce the full 3D inverse FFT ofF ! ! which yields the docking profilefðxÞ in the first step of our adaptive search into an inverse FFT of sizen 3 . This is an efficient way of speeding up the overall inverse peak search (i.e., Algorithm 1). We provide an analysis in 1D, which can be easily extended to 3D. Consider an interval ½i; i þ 1, with B-spline functions k , where i À m k i þ 1 þ m, capturing both positive and negative peaks ofF ! ! . Let the extent of the k be m on each side of k. We construct a new upper bound function k to construct an approximate scoring profile, by raising the value of k to maxð k ; kþ1 ; kÀ1 Þ on then 3 grid. This gives us the following simple observation: Lemma 3.1. The summation of values at a point k in the low resolution grid of the Gaussian centers is always greater than the summation of values at any point in any interval which includes k.
The approximate docking profile,fðxÞ %ĝðxÞ ¼ P k2In ;m ð! ! j Þ g k ð! ! j À k=nÞ is a summation of smooth functions, and is now computed over a uniform interval ofn 3 points. This summation of smooth functions is equivalent to a convolution of a discretely sampled kernel function with discrete values of g, namely g k . The convolution of and g is, as is well known, equivalent to the inverse Fourier transform, of the product of the Fourier transforms of and g, respectively, and hence, computable using 3D FFT in Oðn 3 log nÞ time as the first step of our algorithm. This initial uniform coarse approximation of the docking profile eliminates most regions outside the overlap of skin and core clashes. Hence, our adaptive search is then limited to a narrower region where the skin-skin overlaps occur, which yield the maximum positive values to the docking profile. Fig. 3 gives an overview of the adaptive translational search phase of F 2 Dock. 
Rotational Sampling
For the orientational degrees of freedom, we use the optimized and uniform sampling described in [27] . The sampling is based on Euler angles, and the rotations are applied on molecule B. Each rotational step is followed by a 3D translational search as described in preceding sections. For 20 degrees of mean rotational spacing the number of samples obtained is 1,800, while for 6 degrees, there are 54,000 sample rotations. Rotational search can also be made adaptive as follows: We first perform a low resolution rotational search, say, of mean rotational spacing of R 1 , and retain only those rotations for which translational search yield solutions above a user-specified threshold. Then, for each of these retained coarse rotations we perform a finer rotational search, say, of mean rotational spacing of R 2 < R 1 =4, within a cone of angular radius R 1 =2 around the coarse rotational sample under consideration. As before, we retain only rotations that produce solutions above the given threshold during translational search. Such adaptive refinement steps can be repeated with finer and finer rotational samplings until some given level of accuracy is reached.
EXPERIMENTAL RESULTS
We have computed docking predictions for a set of 84 complexes obtained from the ZDock Benchmark Suite 2.0 [6] . For soft docking, we first use shape complementarity as the affinity function in scoring. Then, we investigate the effects of introducing electrostatics interactions.
We performed three types of docking experiments: Bound-bound (redocking). Both molecules A and B are taken from the bound complex involving A and B, and they are then computationally redocked.
Bound-unbound. One molecule, say A, is taken from the bound complex involving A and B, and the other one, i.e., B, is taken from another known independent structure of B.
Unbound-unbound. Neither A nor B is taken from the bound complex involving A and B, that is, each of them comes from an independent structure that does not include the other molecule.
In all experiments, we measured the quality of our docking solution based on its RMSD distance from the known bound structure of the two molecules involved. RMSD was calculated using the C atoms within 5 # A of the interface of the bound structure. We used Kabsch's optimal vector alignment algorithm [50] , [51] for aligning the two sets of interface atoms during RMSD computation. We had F 2 Dock output the top 50,000 solutions ranked based on the score it assigns to each solution. We claimed a "hit" if there was a solution with RMSD less than 5 # A among the top 2,000 solutions returned by F 2 Dock. A rotational sampling of 6 degrees was used, and unless specified otherwise, the number of frequencies extracted by FFT is 32 3 . Adaptive search was not used for obtaining the results reported in this section. "Rank" is the best rank among all predicted positions with RMSD less than 5 # A. "Good Peaks" is the number of peaks in the predicted set which were less than 5 # A RMSD from the known position. "RMSD" is the lowest RMSD among all peaks that were retained. Both F 2 Dock and ZDock used 6 degrees of rotational sampling. F 2 Dock and ZDock retained 50,000 and 54,000 peaks, respectively. RMSD was calculated using the C atoms near the interface of the known bound conformation (within 5 # A of the interface for F 2 Dock). Tables 1 and 2 show the results of running F 2 Dock on the 84 complexes of ZDock Benchmark Suite 2.0 [6] for unbound-unbound docking using shape complementarity only. We used four different sets of weights for skin-skin (w ss ), core-core (w cc ), and skin-core (w sc ) overlaps. In the tables, "Rank" is the best rank among all predicted positions whose RMSD from the known bound structure was less than 5 # A. "Good Peaks" is the number of peaks in the predicted set which were less than 5 # A RMSD from the known position. In the "RMSD" column in the tables, we report the lowest RMSD among all peaks that were retained. We also list the ZDock results in the last column. ZDock used 6 degree rotational sampling like F 2 Dock, but retained 54,000 peaks. The RMSD computation procedure is also based on C atoms within 5 # A of the interface.
Unbound-Unbound Docking
We observe from Tables 1 and 2 that the number of hits slightly increased as w cc is increased from 5 to 10 (with w ss and w sc held constant at 1.0 and 0.5, respectively), and increased even further if w sc is increased from 0.5 to 1.0. However, increasing w cc further to 20 did not seem to increase the number of hits anymore. Moreover, increasing w cc from 5 to 10 generally improved the lowest RMSD value of the predictions, but increasing w cc even further or increasing w sc from 0.5 to 1.0 generally worsened the lowest RMSD. We also observe that ZDock performed better than F 2 Dock in most cases under these parameter settings.
In Fig. 5 , we show the best docking positions we obtained during unbound-unbound docking of the following four complexes: (a) Ribonuclease A complexed with Rnase inhibitor, (b) Epstein-Barr virus receptor CR2 complexed with Complement C3, (c) Cyt C peroxidase complexed with Cytochrome C, and (d) Colicin E7 nuclease complexed with Im7 immunity protein.
In Table 3 , we report the results of incorporating the approximate electrostatics interactions score computed by our method into the docking score. We used 1.0, 10.0, and 1.0 as skin-skin (w ss ), core-core (w cc ), and skin-core (w sc ) weights, respectively. Electrostatics-based affinity function is defined using a model by Gabb [3] . The dielectric value is set to 4 for distances less than 6 # A from the center of atoms, 80 for greater than 8 # A and a linear interpolation in between. The electrostatics weight (w E ) was set to an empirically determined value of 350 which seems to improve the "Rank" for the largest number of complexes when w ss , w cc , and w sc are set to 1.0, 10.0, and 1.0, respectively. We observe that adding the electrostatics score improved the "Rank" of 45 out of 84 complexes (% 53%), while for 24 complexes (% 29%) solutions actually degraded. Among the complexes with improved "Rank" values, 42 had their "Rank" improved by at least 10, 30 by at least 100, and 15 by at least 1,000. There are two complexes ((1)1K5D: Ran GTPase complexed with Ran GAP, and (2)1ML0: Viral chemokine binding p.M3 complexed with Chemokine Mcp1) for which we did not have a single solution with RMSD less than 5 # A in the top 50,000 "Rank" is the best rank among all predicted positions with RMSD less than 5 # A. "Good Peaks" is the number of peaks in the predicted set which were less than 5 # A RMSD from the known position. "RMSD" is the lowest RMSD among all peaks that were retained. Both F 2 Dock and ZDock used 6 degrees of rotational sampling. F 2 Dock and ZDock retained 50,000 and 54,000 peaks, respectively. RMSD was calculated using the C atoms near the interface of the known bound conformation (within 5 # A of the interface for Fwithout electrostatics, but with w E set to 350 we had several such solutions for each. For one of the complexes (2PCC: Cyt C peroxidase complexed with Cytochrome C) while we did not have a hit (i.e., at least one solution with RMSD less than 5 # A in the top 2,000) when electrostatics was not used, it was a hit when w E was set to 350. On the other hand, for 1FC2 (i.e., Staphylococcus protein A complexed with Human Fc fragment) we had a solution with RMSD less than 5 # A in the top 50,000 when w E was set to 0, but lost it when w E was set to 350. Electrostatics scores did not seem to have as much impact on the minimum RMSD value as they had on "Rank." For only 16 complexes, the minimum RMSD improved by at least 0.05 # A, while for 9, it degraded by at least 0.05 # A. For 52 complexes, the minimum RMSD did not change. Overall, "Rank" is the best rank among all predicted positions with RMSD less than 5 # A. "Good Peaks" is the number of peaks in the predicted set which were less than 5 # A RMSD from the known position. "RMSD" is the lowest RMSD among all peaks that were retained. In both cases, we used 6 degrees of rotational sampling, and retained 50,000 peaks. RMSD was calculated using the C atoms near the interface of the known bound conformation (within 5 # A of the interface). electrostatics was least effective on antibody-antigens (marginally improving results for only 3 out of 10 complexes), but for the remaining 74 complexes electrostatics was effective in more than 65 percent of the cases. Table 4 shows the results of increasing the number of frequencies extracted by FFT from 32 3 to 64 3 when performing bound-unbound docking on the complexes of the ZDock benchmark suite. The weight values are the same as in Table 3 , and electrostatics interactions were not considered. We observe that increasing the number of frequencies generally improved the lowest RMSD considerably. For 45 complexes, the lowest RMSD improved by at least 0.05 # A.
Bound-Unbound Docking
In Fig. 6b , we show our docking of chains A & B (nuclear transport factor 2) obtained from 1OUN.pdb on chain C (Ran GTPase) of 1A2K.pdb (i.e., docking the unbound nuclear transport factor 2 from 1OUN.pdb instead of the same protein already docked on Ran GTPase of 1A2K.pdb). In Fig. 6d , we show the docking of PSTI obtained from "Rank" is the best rank among all predicted positions with RMSD less than 5 # A. "Good Peaks" is the number of peaks in the predicted set which were less than 5 # A RMSD from the known position. "RMSD" is the lowest RMSD among all peaks that were retained. F 2 Dock used 6 degrees of rotational sampling, and retained 50,000 peaks. RMSD was computed using the C atoms near the interface of the known bound conformation (within 5 # A of the interface). 1HPT.pdb on chain E (Bovine chymotrypsinogen) of 1CGI.pdb replacing the PSTI (chain I) already docked there.
Bound-Bound Docking or Redocking
In Table 5 , we report our bound-bound docking results on ZDock benchmark 2.0 [6] . We use the same weight values as in Table 4 , and show results both with and without electrostatics. We did not move molecule B (the moving molecule) to a random location at the beginning of the experiment since F 2 Dock initially centers both molecules at the origin anyway. We also did not rotate molecule B by a random amount initially since we are using rotations sampled uniformly at random and the identity matrix (i.e., 0 degree rotation) was not included as a rotation matrix separately. For 27 complexes, the lowest RMSD was less than 1 # A, and for 47, it was less than 1.5 # A. The impact of including electrostatics was almost similar to the unboundunbound case. For example, electrostatics improved the "Rank" value for around 54 percent of the complexes, while for around 34 percent of the complexes "Rank" degraded. Fig. 6a shows our redocking of chains A and B (nuclear transport factor 2) of 1A2K.pdb on its chain C (Ran GTPase), while Fig. 6c shows our redocking of chain I (PSTI) of 1CGI.pdb on its chain E (Bovine chymotrypsinogen). Fig. 7 shows the distribution of electrostatics potential on the molecular surfaces of Ran GTPase and Ran GAP, and also how the distribution changes when they form a complex (1K5D.pdb). In Fig. 8 , we show the electrostatics complementarity at the interface when Ran GTPase and Ran GAP dock at three different locations and orientations. The electrostatics potential for all of these examples, were computed using our CVC in-house software called PBEM3D (Molecular Poisson Boltzmann Boundary Element Electrostatics Potential calculation in 3D [52] ). Figures (visualization) were created using CVC software TexMol.
CONCLUSION
We have presented a fast, and practical adaptive algorithm for rigid protein-protein docking. Our algorithm is based on representing affinity functions in a multiresolution radial basis function format. The smoothed particle protein representation, together with nonequispaced Fast Fourier transforms allows us several advantages of efficiency and accuracy trade-offs vis-a-vis traditional FFT-based docking approaches. Our contributions are also in scoring of docked conformations as a convolution of complex affinity functions, and providing approximation algorithms to detect peaks in the docking scoring profiles. Both shape complementarity and electrostatics are used for scoring and to obtain the top docking conformations. Our implementation of F 2 Dock speeds up computation even further by executing multiple concurrent threads on multicore machines. The rotation matrices are evenly distributed among the threads. When electrostatics is not used we use on the average, around 15 mins for computing docking positions (with 6 degrees of rotational sampling and 32 3 frequencies) per typical protein complex on a quad-core linux desktop (3.0 GHz) with 4 GB RAM. The running time approximately doubles when electrostatics is used. We used the FFTW package [53] for computing FFT and the inverse FFT. We are also working on an MPI [54] based distributed implementation of F 2 Dock capable of running on Linux clusters. This implementation will be available as a Web-based docking server. Jobs can also be launched on the server from our in-house molecular modeling and visualization client software tool, called TexMol [55] . The TexMol client tool is in the public domain and can be freely downloaded from our center's software Website (http://www.ices.utexas.edu/CVC/software/).
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