Abstract. In 1996, Huisen-Yau proved that every three-dimensional, asymptotically Schwarzschilden manifold with positive mass is uniquely foliated by stable spheres of constant mean curvature and they defined the center of mass using this CMC-foliation. Rigger and Neves-Tian showed in 2004 and 2009/10 analogous existence and uniqueness theorems for three-dimensional, asymptotically Anti-de Sitter and asymptotically hyperbolic manifolds with positive mass aspect function, respectively. Last year, Cederbaum-Cortier-Sakovich proved that the CMC-foliation characterizes the center of mass in the hyperbolic setting, too. In this article, the existence and the uniqueness of the CMC-foliation are further generalized to the wider class of asymptotically hyperbolic manifolds which do not necessarily have a well-defined mass aspect function, but only a timelike mass vector. Furthermore, we prove that the CMC-foliation also characterizes the center of mass in this more general setting.
Introduction
Huisken-Yau proved 1996 that manifolds which are asymptotic to the spatial Schwarzschild metric with positive mass possess a foliation by stable constant mean curvature (CMC) hypersurfaces, [HY96] . They used this foliation as a definition for the center of mass of the manifold and also gave a coordinated version of this center. Since then, this foliation proved to be a suitable tool for the study of asymptotically Euclidean (i.e. asymptotically flat Riemannian) manifolds and several generalizations of Huisken-Yau's result were made, e.g. by Metzger, Huang, Eichmair-Metzger, and the author, [Met07, Hua10, EM12, Ner15a, Ner15b] . In 2004, Rigger used Huisken-Yau's method-the mean curvature flow-to prove the existence and uniqueness of such a foliation for manifolds asymptotic to the spatial Anti-de Sitter-Schwarzschild solution, [Rig04] . This result was generalized by Neves-Tian and Chodosh, [NT09, NT10, Cho14] .
In this article, we generalize the existence and uniqueness to the setting of asymptotically hyperbolic manifolds for which the full non-constant part of the curvature is unknown. In particular, the mass aspect tensor of these manifolds is not necessarily well-defined, as it was assumed by all results mentioned.
1 Our method of proof furthermore generalizes the result to manifolds with past-pointing mass Date: May 10, 2018. 1 As explained in Subsection 1.c Chodosh did not use the mass aspect tensor to prove existence, i.e. convergence of the sinh(|x|) −3 -term of the metric, but only its boundedness. However his proof of uniqueness of the foliation needs the strong assumptions that the manifold is a compact deformation of the Anti-de Sitter-Schwarzschild spatial solution.
vector. Furthermore, we prove uniqueness of the CMC-leaves in a wide class of surfaces which was previously used by Neves-Tian in the restrictive case of a manifold asymptotic to the spatial Anti-de Sitter-Schwarzschild solution. The combination of our existence and uniqueness proof also implies that the CMC-foliation is stable under perturbation of the metric.
As an additional result, we show that the center of mass defined by CederbaumCortier-Sakovich is in our general setting characterized by the CMC-foliation, tooas Cederbaum-Cortier-Sakovich proved in the setting of a well-defined mass aspect tensor, [CCS15] . Combined with [CCS15, Thm 5.1], this characterizes also the evolution of the CMC-foliation in time, see Remark 6.4.
Finally, we prove a new regularity theorem for large, almost umbilic hypersurfaces in the hyperbolic space. Here, we used the definition of hyperbolic coordinate center and hyperbolic center of mass by Cederbaum-Cortier-Sakovich, [CCS15] , see Definition 2.10. The definition of controlled instability is given in Definition 2.18, but let us note here that it is a weaker assumption than stability. In Remark 6, we explain the differences between our uniqueness result and the ones by Neves-Tian.
As Rigger and Neves-Tian, we also prove regularity estimates for the CMCleaves, see below. Note that we prove an analogous theorem (not including the estimates on κ i ) for a wide class of CMC-surfaces in C 2 -asymptotically hyperbolic manifolds with decay rate > 2 (not only > 5 2 )-if there exists such a CMCsurface for such a decay rate, see Theorem 3.1. We explain in Remark 3.7 why it is justified to expect that the regularity given here is optimal, i.e. that for any decay rate between ∈ (2 ; 3] the regularity cannot be strengthened without additionally assumptions on g .
Theorem 3 (Regularity of the CMC-leaves, see Theorems 3.1 and 5.3) Let p ∈ (1 ; ∞) be a constant and (M, g ) be a C In particular, the above theorem gives a quantitative version of the statement 'the hyperbolic coordinate center of σ Σ converges to the hyperbolic center of mass' from Theorem 1.
Our method of proof implies a stability of the surfaces under perturbations of the metric-the precise statement can be found in Theorem 6.1. Note that this also implies a characterization of the evolution of the CMC-leafs in time (under the Einstein equations), see Remark 6.4.
Finally, one of the central steps in our argument may be worth noting by itself: it is a regularity theorem for large, (pointwise) nearly umbilic surfaces with (pointwise) nearly constant mean curvature in the hyperbolic space. Although, this theorem seems to be very natural, it is a cruicial step in the proof of all the other theorems. In fact, it contains one of the most central improvements of this article compared to the one by Neves-Tian, [NT10] . 1.b. Decay rates. Throughout the paper, we study asymptotically hyperbolic manifolds. This means, there is a given Riemannian manifold (M, g ) and a coordinate system of M (outside of some compact set) given such that g in these coordinates is asymptotically equal to the hyperbolic metric h g . More precisely, we compare the metric g with a reference metric r g (mostly the hyperbolic metric) and assume that
where ≤ υ and k are called decay rates (of the metric and the scalar curvature) and decay order, respectively. Here, O k (e −τ |x| ) denotes a tensor E for which |E|h g ,
E|h g decay at infinity, i.e. for |x| → ∞, at least as fast as e −τ |x| . Note that in many cases (e.g. in this article), we can weaken the above assumption by only assuming
and still get more or less the same result, see Remark 2.5. A very important example of an asymptotically hyperbolic manifold is the spatial Anti-de Sitter-Schwarzschild solution m g satisfying
Furthermore, this metric has the same constant scalar curvature as the hyperbolic space, m S = −6. Here, m = 0 denotes the mass parameter of the manifold. 2 Note that the first term which differs from the hyperbolic space is the mass term 1 3 m sinh(|x|) Ω which is of order −3 (its components decay with sinh(|x|) −1 as |Ω|h g = sinh(|x|) −2 ).
In particular, we can calculate the first non-constant term (again of order −3) of the Ricci curvature (1)
without knowing the 'error-term' O ∞ (e −5|x| ). Rig04] , by proving the existence and uniqueness of a CMC-foliation for a more general class of asymptotically hyperbolic manifolds than Rigger used: Neves-Tian assumed C 2 5 -asymptotic to the Anti-de Sitter-Schwarzschild spatial solution, meaning they assumed the decay rates υ = = 5 with the spatial anti-de Sitter metric r g = m g as reference metric, i.e.
In particular, the Ricci curvature in their setting is still of the form (1) for O 0 instead of O ∞ .
2 Note that we choose the mass parameter to be compatible with the definition of mass by Chruściel-Herzlich [CH03, Her15] differing from the definition used by Neves-Tian by a factor 2.
In a second paper the following year, Neves-Tian further generalized this result to the decay rate = 4 and the more general reference metric 3 r g = h g + 4m 3 sinh(|x|) 3 , [NT10] -note that the increased the decay order to k = 3-, i.e. they assumed
and therefore the Ricci curvature is of the form (1) when we replace m by Ω trm and O ∞ by O 1 . This reference metric r g is characterized by the so called mass aspect tensor m ∈ Ω (0,2) (S 2 ) which got his name as its characterizes the mass vector
where x i denote the Euclidean coordinates induces on S 2 = S 2 1 (0). In these works, Neves-Tian had to additionally assume that the mass m is positive and the mass aspect function Ω tr m is positive, respectively. Both assumptions ensure that the mass vector − m = (m α ) α is future-pointing and timelike. The latter seems to be a necessary assumption for the existence of a unique CMC-foliation, see [CCS15] . However, the assumptions on the mass and mass aspect function are stronger than the pure assumption of a future-pointing and timelike mass vector.
In contrast to Neves-Tian, Chodosh in [Cho14] assumed only control of the metric up to the mass aspect order = 3 and S ≥ −6, i.e.
and proved existence of isoperimetric regions Ω of volume V -in particular, ∂Ω is a stable CMC-surface-for every sufficiently large volume V . Furthermore, he proved uniqueness of these isoperimetric regions if (M, g ) is identical to the Anti de-Sitter space outside of some compact set. In this paper, we generalize the existence and uniqueness of the CMC-foliation to the decay rates > 5 2 and υ > 3. In doing so, we reach a decay rate below the critical order of the mass aspect tensor. We note that in contrast to the Euclidean setting, we still have to assume higher decay rates than > 3 2 and υ > 3 which are the ones necessary to ensure that the mass vector is well-defined. As we do not assume S ≥ h S ≡ −6, the CMC-leaves will not necessarily correspond to solutions of the isoperimetric problem-as Chodosh proved under his stronger assumptions.
Remark 6 (Comparing the uniqueness result with the one by Neves-Tian). In [NT09] id S 2 and not m = m id S 2 as one could also think. These explains the additional factor two.
controlled instability 4 and
i.e. it generalizes Neves-Tian's first uniqueness result from decay rate = υ = 5 to decay rates ∈ ( 5 2 ; 3], υ > 3. Note that even for our extreme case = 3, υ ≥ 7 2 , we do not achieve the factor ζ = 6 5 which Neves-Tian used (for ≥ 5) but only every ζ < 7 6 . However we expect that if we apply our methods to one of their setting, then the uniqueness should hold for a even larger radius factor ζ > 6 5 .
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Structure of the paper
In Section 2, we explain the notation and definitions used in this article. Although it is quite technical, Section 3 contains the most important step in the proof of all of the main theorems, namely the regularity theory of CMC-surfaces in asymptotically hyperbolic spaces. In particular, we prove important inequalities on the roundness of these surfaces. The stability of these surfaces is then proven in Section 4. The existence and uniqueness theorems are proven in Section 5-these proofs are based on the same continuity argument as the existence proofs by Metzger and Neves-Tian in [Met07, NT10] , but extend this proof structure to a 'smooth' argument as it was previously done by the author in [Ner15a] . Now, the regularity theorem is a corollary of the results in Section 3. In the short Section 6, we show the stability of the CMC-foliation, i.e. the stability of the CMC-leaves under pertubations of the metric. Finally, we state and prove the regularity theorem for almost umbilic surfaces in H 3 in Appendix A.
Assumptions and notation
Notation 2.1 (Notations for the most important tensors) In order to study foliations (near infinity) of three-dimensional Riemannian manifolds by two-dimensional spheres, we have to deal with different manifolds (of different or the same dimension) and different metrics on these manifolds, simultaneously. To distinguish between them, all three-dimensional quantities like the surrounding manifold (M, g ), its Ricci and scalar curvature Ric and S and all other derived quantities carry a bar, while all two-dimensional quantities like the CMC leaf (Σ, g ), its second fundamental form k, the trace-free part of its second fundamental form k
• . .= k − 1 2 (trk)g , its Ricci, scalar, and mean curvature Ric, S, and H . .= trk, its outer unit normal ν, and all other derived quantities do not.
Here, we interpret the second fundamental form and the normal vector of a hypersurface as quantities of the surface (and thus as two-dimensional). For example, if σ Σ is a hypersurface in M, then σ ν denotes its normal (and not σ ν). The same is true for the 'lapse function' and the 'shift vector' of a hypersurfaces arising as a leaf of a given deformation or foliation. Furthermore, we stress that the sign convention used for the second fundamental form, i.e. k(X, sinh(σ) , or the radius r of a coordinate sphere S 2 r (0). Furthermore, quantities carry the upper left index h, e, and Ω if they are calculated with respect to the hyperbolic metric h g , the Euclidean metric e g , and the standard metric σ Ω of the Euclidean sphere S 2 σ (0), correspondingly. We abuse notation and suppress the left indexes, whenever it is clear from the context which manifold and metric we refer to.
Notation 2.3 (Indexes)
We use upper case latin indices I, J, K, and L for the two-dimensional range {2, 3}, lower case latin indices i and j for the three-dimensional range {1, 2, 3}, and the greek index α for the four-dimensional range {0, 1, 2, 3}. The Einstein summation convention is used accordingly.
As there are different definitions of 'asymptotically hyperbolic' in the literature, we now give the one used in this paper. 
2 Ω and Ω denote the hyperbolic metric and the standard metric of the Euclidean unit sphere S 2 , respectively. Here, these quantities are identified with their push-forward along x. Finally, (M, g , x) is called C 2 -asymptotically hyperbolic if it is C 2 , -asymptotically hyperbolic. We often abuse notation and suppress the chart x.
Remark 2.5 (Alternative assumptions). We can weaken the assumption on S by only assuming S ≥ h S + c e −υ|x| , (S − h S) ∈ L 1 ( sinh(|x|) h µ) and still get the same results except the following: In Theorem 3 (and 5.3), we do not achieve κ i = 6m sinh(σ) Furthermore, we can weaken the above assumptions by only assuming However, we then have to replace every e −ε|x| in the claims by h(σ) and can only allow the radius factor ζ = 1, where h = o 0 (σ 0 ) is a smooth function on (0 ; ∞) with h(r) → 0 as r → ∞.
Finally, we can replace the above pointwise assumptions by Sobolev assumptions (up to the third derivative of (g − h g ) and the first of (S − h S)) as they were introduced by Bartnik in the asymptotically Euclidean setting, [Bar86] .
We use the definition of mass of an asymptotically hyperbolic manifold as it was given by Chruściel-Herzlich and Michel [CH03, Mic11] . 
. .= cosh(|x|), and 
see [Her15] . Here, the four conformal vector fields X (α) are defined using the Poincaré ball model of the hyperbolic space, i.e. a chart y :
Note that this means
Furthermore, we can again replace S 
Remark 2.9 (Hawking and total mass). A direct calculation proves
|x| is the natural embedding of H 3 to the hyperboloid in the Minkowski spacetime. If x is a C 2 ,υ -asymptotically hyperbolic chart of a Riemannian manifold (M, g ),
is called hyperbolic (coordinate) center of mass (of M with respect to x).
Remark 2.11 (The center of mass and the CMC-foliation). In [CCS15] , proved that the CMC-foliation { σ Σ} σ constructed by Neves-Tian in [NT10] characterizes the center of mass in the following way: the (coordinate) hyperbolic center z( σ Σ) of the leaves of the foliation converge (as σ → ∞) to the hyperbolic (coordinate) center of mass of (M, g ). Their proof for this result can also be applied to the CMC-foliation constructed here, see Theorem 5.1.
As mentioned, we frequently use foliations. In the following, we characterize them infinitesimally by their lapse functions and their shift vectors.
Definition 2.12 (Lapse functions, shift vectors)
Let θ > 0 and σ 0 ∈ R be constants, I ⊇ (σ 0 − θσ ; σ 0 + θσ) be an interval, and (M, g ) be a Riemannian manifold. A smooth map Φ :
The decomposition of ∂ σ Φ into its normal and tangential parts can be written as ∂Φ ∂σ
where σ ν is the outer unit normal to σ Σ. The function σ u : σ Σ → R is called lapse function and the vector field σ β ∈ X( σ Σ) is called shift of Φ. If Φ is a diffeomorphism, then it is called a foliation.
For notation convenience, we use the following abbreviated form for the contraction of two tensor fields. Definition 2.13 (Tensor contraction) Let (Σ, g ) be a Riemannian manifold. The traced tensor product of a (0, k) tensor field S and a (0, l) tensor field T on (Σ, g ) with k, l > 0 is defined by
This definition is independent of the chosen frame.
Finally, we specify the definitions of Lebesgue and Sobolev norms on compact Riemannian manifolds which we use throughout this article. Definition 2.14 (Lesbesgue and Sobolev norms) If (Σ, g ) is a two-dimensional, compact Riemannian manifold without boundary, then the Lebesgue norms are defined by
where T is an arbitrary measurable function (or tensor field) on Σ. Correspondingly, L p (Σ) is defined to be the set of all measurable functions (or tensor fields) on Σ for which the L p -norm is finite. The Sobolev norms are defined by
where k ∈ N ≥0 , p ∈ [1 ; ∞] and T is any measurable function (or tensor field) on Σ for which the k-th (weak) derivative exists. Correspondingly, W k,p (Σ) is the set of all such functions (or tensors fields) for which the W k,p (Σ)-norm is finite.
Remark 2.15. We directly see that natural Sobolev-and Poincaré inequalities of such a manifold Σ are of the form
Let us explain a basic scaling property:
i.e. these norms behave nicely under scaling. In particular, the Sobolev-and Poincaré inequalities are only optimal inequalities on a sequence of functions
have the same scaling behavior (as n → ∞). This will lead to some obstacle in the rest of the article. If Σ is a closed hypersurface of a three-dimensional Riemannian manifold and Σ has constant mean curvature, then the real number σ with H ≡ −2
If Σ → R 3 is a closed hypersurface in the Euclidean (or hyperbolic) space, then the real number r . .= min Σ |x| and r . .= max Σ |x| are called minimal and maximal coordinate radius, respectively.
Remark 2.17. In the largest part of this article, we assume that these radii are compatible, i.e. σ ≤ R + C ≤ r + C ≤ σ + C and r ≤ r ≤ (1 + ζ)r for some constant C, C , C being small (compared to the radii). For the surfaces studied here, this compatibility is proven as first step in the proof of Theorem 3.1, where we use an argument developed by Neves-Tian in [NT09, NT10] .
Finally, we need a kind of stability assumption on the CMC-surfaces. More precisely, we do not need stability of the CMC-surfaces, but only a sufficient control of the instability of the surface, as the author already used in [Ner15b] (a suggestion by Carla Cederbaum). We note that this is not only a weaker assumption, but the only one we can assume if the mass vector is past-pointing.
Definition 2.18 (α-controlled instability) Let α ∈ R and c > 0 be constants. A closed hypersurface (Σ, g ) with constant mean curvature in a three-dimensional Riemannian manifold (M, g ) has α-controlled instability if the eigenvalues of the stability operator are bounded from bellow by
where
We see that a CMC-hypersurface is non-strictly stable if and only if it has 0-controlled instability and it is strictly stable if and only if it has α-controlled instability with α > 0. Furthermore, it is obvious that any CMC-hypersurface with −α-controlled instability has always −β-controlled instability if β > α.
Regularity of the hypersurfaces
In this section, we prove the central regularity result for CMC-surfaces. In Remark 3.7, we explain why it is justified to expect that the regularity given here is optimal, i.e. for every decay rate between ∈ (2 ; 3] the regularity cannot be strengthened without additional assumptions on g . Note that we prove the regularity theorems for CMC-surfaces in C 2 ,υ -asymptotically hyperbolic spaces up to decay rate > 2 (and not > If Σ is a closed hypersurfaces in (M, g ) diffeomorphic to S 2 with constant mean
In this setting, there exist an isometry γ :
Now, let us define the coordinate-invariant class of surfaces, we are working with. 
Remark 3.3 (An alternative assumption on the scalar curvature). Note that we can actually replace the assumption 
Proof. 
which can be proven equivalent to the Simon's identity using normal coordinates and the Codazzi equation. 5 As we assumed dim Σ = 2 (and dim M = 3), we know Ric =
where we used H ≡ −2 cosh(σ) sinh(σ) . Thus, the Gauß equation and the assumptions Ric imply
Now, we use the assumptions on H and Ric to get
, where δ > 0 is arbitrary and C δ depends on this δ. Note that we did not use the control of the instability so far.
Inserting the assumption on H , we get
where we used the assumptions on Ric(ν, ν) and H as well as f ≥ 0 and \ f ≥ 0 in the second step. Using the lower bound on |Σ|, the assumption on H − \ H , and
In [SSY75, (1.28)], Schoen-Simon-Yau proved
for minimal surfaces, where we note that Schoen-Simon-Yau did not use their minimality condition to prove the above inequality. 6 For the readers convenience, we repeat their proof of this inequality in our notation in Lemma B.1. Now, (7), (8), and (9) imply
In fact, they prove this inequality by brilliant algebraic argument in a suitable chosen chart.
and we get
With 4 sinh(σ) −2 −α ≥ η sinh(σ) −2 , this proves the claim for sufficiently large σ, where we keep (7) in mind. 
///
≤ C e (1+ −1 (Σ, g ) and where we used > 2. Thus, we can use [Ner15b, Thm A.1] for p = 2 to conclude that there is a conformal parametrization ψ of Σ such that the corresponding conformal factor v ∈ H 2 (Σ)
σ . In particular, the Sobolev inequality holds on Σ, where the Sobolev constant does not depend on σ. Thus, H ≡ const and the Simon's identity, i.e. [Sim68, SSY75] . In particular, the Gauß curvature is positive. Thus, the regularity of the Laplace operator holds on Σ, where the corresponding constants does not depend on σ, see [CK93, Cor. 2.3.1.2]. In particular, (11) proves the second inequality in (10). Repeating the above argument, we also get the first inequality in (10) for W [Met07, Ner15a] . To use this theorem in the hyperbolic setting, Neves-Tian applied the conform invariants of k
• L 2 (Σ) by switching to the Poincaré ball model of the hyperbolic space, in which the hyperbolic metric is conformally equivalent to the Euclidean one. Thus, they concluded that Σ is close to an Euclidean sphere (in this model). To conclude that Σ is close to a hyperbolic sphere, they used their assumptions on the inner and outer radius on Σ, i.e. that max Σ |x| ≤ min Σ |x| + C. However, their approach heavily relies on their strong decay assumptions (at least > 3) on g which had to satisfy (3) and on the strict assumption on the coordinate radii (see above). In particular, it cannot be applied when the decay rate of the error terms is e −3|x| or slower. In their earlier paper [NT09] , Neves-Tian used a different approach to show that the CMC-surfaces are graphs over the coordinate sphere and to control their graph function: after deducing some basic inequalities (as we did so far), they proved that the distance |x| from the origin satisfies (in highest order) the partial differential equation ∆|x| ≈ 1 − e 2|x| , i.e. that |x| is closed to a solution f ≈ |x| − σ of (12)
and recalled that these functions correspond to metrics g . .= e 2f Ω on the Euclidean sphere with constant Gauß curvature. It is well-known that the set of these metrics is not compact and therefore |x| cannot be controlled by purely analyzing this equation. Instead they proved the control using the assumed asymptotic of the surrounding metric, i.e. that g is of the form (2). In principle, this is also the approach which we use in the proof of Theorem A.2 for the graph function instead of |x|. However, we cannot adapt Neves-Tian's proofs as they again depend on their restrictive assumption on the behavior of g near infinity (implying restrictive inequalities on Ric and k • ).
We will later see that the estimates proven so far are not sufficient for what we need in the later parts of the article. Let us therefore take a step back and compare what we have proven so far with the expectation what should be provable. (which is very similar to Neves-Tian's approach) assumes that the error (∇k • ) in the first derivative of the second fundamental form decays one order faster than the error (k • ) of the second fundamental form itself. Namely, we have proven
Note the factor sinh(σ) −1 before k
. This approach led to the optimal decay in the Euclidean setting, however it is not optimal in the hyperbolic setting, as it does not consider that the tangential and the 'radial' vector fields behave in the hyperbolic setting differently under scaling. To explain the consequences of this, we consider for a moment the coordinate spheres h S 2 σ (0) in a C 2 -asymptotically hyperbolic manifold (M, g ). Here, the metric satisfies
and second fundamental form satisfies
In particular, the error of the second fundamental form has the same decay rate as the error of its derivative and is therefore not of lower decay rate, as it was implicitly assumed in Lemma 3.4 and in the articles by Neves-Tian. In other words, we should be able to prove an inequality of the form
because this is true for the coordinate spheres, and the geometric spheres (the CMC-surfaces) should (at least) be as round as the coordinate ones. Furthermore, we see that we should not get stronger inequalities (on k • etc.) than the ones stated above, because they are already as strong as the ones of the surrounding space, e.g. if k • would decay faster, then L ν (g − h g ) would also decay faster which would lead to a stronger decay of g − h g than the one we assumed and we cannot hope for such a 'decay boostrap' for g − h g . Proof of Theorem 3.1.
Step 1 (Σ is regular sphere): First, we have to prove that the mean curvature radius σ is bounded from above by the coordinate radius r or more precisely that e 2σ−2|x| dµ ≤ C. Here, we use an argument by Neves-Tian: A direct calculation presented in [NT09, Prop. 3.4] shows
where X denotes the orthogonal projection of ∂ r to the tangent space of Σ. In particular, we have
By integrating this inequality, we get
being the inequality which we wanted. Note that this implies that σ is large if r is large and that ffl e 2σ− |x| is arbitrary small if r is sufficiently large. Now, let us assume that c −1 e 2σ ≤ |Σ| ≤ ce 2σ is not a priori true. In particular, we have η > 2 and by the above´e 2(σ−|x|) dµ ≤ C sinh(R) 2 . We start as in [NT09, Lemma 4.1] and use the test functions ϕ i . .= x i • ψ −1 , where ψ : S 2 → Σ is a conformal parametrization of Σ with´ϕ i dµ = 0. These were already used by Huisken-Yau in [HY96, Prop. 5.3] and were based on an idea by Christodoulou-Yau, [CY88] . By the controlled instability assumption, this implies
for every i ∈ {1, 2, 3}, where we have used the conformal invariance of ∆f dµ. Now, we recall that
In particular, (13) gives
On the other hand, the Gauß-Bonnet theorem and the Gauß equation combined with equations (13) and (14) give
implying R ≥ σ + C, i.e. C −1 e 2σ ≤ |Σ|. Now, we look again on the general setting. By the above, we have C −1 e 2σ ≤ |Σ| ≤ C e 2σ and by (13) we furthermore know σ ≤ r+C ≤ (1+ζ)r+C. In particular, we see that Σ ∈ R p (C) σ for some constant C = C( , c, ζ, η, c), = 1+ζ , and every p ∈ [1 ; ∞].
Step 2 (applying everything proven so far and Theorem A.2) By the above, we can apply Lemma 3.4 and Proposition 3.5 for instead of . In particular, the Sobolev inequality holds and therefore the Simon's identity and Lemma 3.4 imply 
Therefore, Theorem A.2 implies the existence of an isometry γ of the hyperbolic space and of a function ς ∈ W 2,p (S 2 σ (0)) as in the claim of the theorem. Using the regularity of the (weak) Laplace operator on the Simon's identity (11), we get the claimed estimate on ∇k
• , too. This proves the claim.
Remark 3.8 (Not controlling the center). In [NT09, Sect. 7], Neves-Tian proved a direct control on the hyperbolic center of the CMC surfaces 7 . To do so, they brilliantly use the Kazdan-Warner identity to prove that this center is (in highest order) identical to the center of mass which they assumed to vanish (by using balanced coordinates). Here, they had to explicitly use that the Ricci curvature Ric is (in highest order) characterized by the mass aspect function Ω tr m. In particular, they had to exploit the fact that the error term in the metric decays faster than the first non-constant term of the Ricci curvature. In our setting, we have that the first non-constant term in the Ricci curvature can be of order e − |x| being the same 7 although the notation of the hyperbolic center was only later introduced by CederbaumCortier-Sakovich, [CCS15] order as the one of the error term h g − g . Therefore, we cannot use a method similar to the one by Neves-Tian. Instead, we apply an a posteriori ansatz to control the center of the CMC-surfaces, see Section 5.
Stability of the surfaces
In this section, we prove the stability of closed CMC-hypersurfaces in threedimensional, asymptotically hyperbolic Riemannian manifolds-at least for those within our class of surfaces satisfying (6). Although, there are conceptually large differences to the Euclidean setting (see Remark 4.2), formally the argument is more or less identical with the one used by the author in the asymptotically Euclidean setting, see [Ner15a, Ner15b] . We recall the main steps here nevertheless for the readers convenience and to point out the conceptional differences.
First, we do a spectral analysis of the stability operator in order to prove that any regular CMC-sphere is stable: We see that the eigenvalues of the stability operator L of a C 2 (c) σ -round sphere Σ are of order sinh(σ) −2 except for three eigenvalues of smaller order, where the stability operator of Σ is the linearization of the mean curvature map. It is characterized by
for more details see Proposition 4.3 or (in a more general context) [Bd12] . As we prove in Proposition 4.3, the corresponding partition of H 2 (Σ) (respectively L 2 (Σ)) is (asymptotically) given as follows. 
where {f i } ∞ i=0 denotes a complete orthonormal system of L 2 (Σ) by eigenfunctions f i of the (negative) Laplace operator with corresponding eigenvalue λ i satisfying 0
Note that we here included rescalings (g ≡ \ g . .= ffl g dµ) in the deformations. To see this, we recall that the isometries of the hyperbolic space (as hyperboloid in the Minkowski spacetime) are given by the boosts and the rotations. If γ : (−ε ; ε) × R 3 → R 3 is a family of hyperbolic isometries, i.e. γ(t, · ) : R 3 → R 3 is an isometry of h g for every t ∈ (−ε ; ε), and P (0, · ) = id R 3 , then X . .= (∂ t γ)(0) denotes its linearization and is a killing vector field. This killing vector field consists of two parts, one rotation vector field (tangential to every sphere h S the origin) and a boost (orthogonal to every sphere h S 2 r (0) around the origin). Therefore, the lapse function r u . .= h g (X, h ν) on the sphere h S 2 r (0) 'measures' the 'boost part' of the linearization X of γ. By a direct calculation, we see that it satisfies r u = r u b . However as boosts are non-linear (in contrast to translations in the Euclidean setting which are linear), r u is not independent of r. Now, we connect the linearized boosts with the stability operator: In the notation used above, γ(t, h S 2 r (0)) has constant mean curvature which is independent of t as γ(t, · ) is a isometry. In particular, the lapse function must lay within the kernel of the linearization of the mean curvature-being the stability operator. By a dimension argument, we see that L 2 (Σ) b is the kernel of the stability operator. This explains why these functions are the problematic ones when we study stability of CMC-surfaces in asymptotically hyperbolic manifolds. Furthermore, we see that we have to use the mass as it is what breaks the boost invariance of our metric. Now, we can prove the announced stability proposition which is one of the central tools for the proofs of the main theorems. Note that we need here the assumption on the scalar curvature for the first time. A formally identical argument was used in the asymptotically flat setting by the author in [Ner15a, Ner15b] 
Remark 4.4. Note that if only the weaker assumption on the scalar curvature S is valid, see Remark 3.3, then (15) is not true as stated above. Instead we get
Note furthermore that the Gauß-Bonnet theorem, the Gauß equation, and Proposition 3.5 imply 
Existence and uniqueness of the CMC-foliation
In this section, we prove the existence of the CMC-foliation as well as the uniqueness and stability of the leaves of the foliation. This is done analogously to [Ner15a, Sect. 3] which uses the proof structure of [Met07] also used in [NT10] . In contrast to these works, the proof of the uniqueness presented here has to deal with an additional obstruction due to the fast that the CMC-surfaces are a priori non-concentric (around the center of mass), see Remark 3.8.
Let us start by stating the existence and uniqueness results. Furthermore, our proof of this existence result includes the following stability and regularity statements for each of the leaves of the foliation. 
where i ∈ {1, 2, 3}, j > 3, and where ε > 0 with ≥ where
We note that the idea to choose balanced coordinates was already explained and used by Cederbaum-Cortier-Sakovich in [CCS15, Thm 3.9]-under their assumptions. 
If the isometry γ of Theorem 3.1 can be chosen such that
Proof. Per definition, we know
where we suppressed superindex τ and where the artificial quantities are defined by 2 k . .= m g − g , J . .= div(tr k g −k), and k ν . .= k(ν, ·), see for example [Ner13, Prop. 3.7] for M . .= [0 ; 1] × M and g . .= − dτ 2 + g . 9 In particular, we know |Lu| ≤ C e − |x| . Thus, Proposition 4.3 implies
≤ C e ( and therefore using Proposition 4.3 again, we get (in the notation of Definition 4.1)
Furthermore, Theorem 3.1 implies
Thus, we can replace
and get
where x = γ • x are the new coordinates defined using the H 3 -isometry of Theorem 3.1. Thus, Definition 2.6, Theorem 3.1, and equation (16), imply
where we used that − m is timelike. If x are balanced coordinates, then we see that (5) is (in highest order) identical to the definition of the center of mass, when we keep (16) and Theorem 3.1 in mind.
Proof. Fix τ 0 ∈ J. By Prop. 4.3, τ Σ has −C sinh(σ) −3 -controlled instability if σ is sufficiently large. Now due to the continuity of Φ explained above, we can assume that there is a neighborhood of τ 0 in I such that τ Σ ∈ R p (2 c) σ and τ Σ satisfies (J-1)-(J-2) for 2 c instead of c and η = Proof. Analogous to the one of [Ner15a, Lemma 3.7] .
///
As we use the uniqueness and regularity of the CMC-leaves in order to prove that they foliate M, let us first prove the uniqueness and regularity of these surfaces.
Proof of Theorem 5.2. First, we note that by our assumptions on ζ, we can apply Theorem 3.1 on Σ with = 1+ζ > 5 2 . Therefore, our assumptions on ζ imply |Ric|h g ≤ C e −( 5 2 +δ)σ and |S| ≤ C e −(3+δ)σ on Σ for some δ ∈ (0 ; ε]. In particular, we can apply Proposition 4.3 on Σ.
Thus, we can repeat everything done in the current section, but replace the assumptions (I-1) and (I-3) with 'I ⊆ [0 ; 1] is a interval with 1 ∈ I' and ' 1 Σ = Σ for the given surface Σ', respectively.
10 In particular, we get that there exists a [Bre13] . By Lemma 5.6, this implies that Σ is uniquely determined by H (Σ)-at least within the class given in Theorem 5.2. This proves the claim. 
And therefore-again as in Lemma 5.8-, we get
where G . .= Ric − ( 1 2 S − 1)g . By Theorem 5.3, this implies where we used that we have chosen balanced coordinates and Herzlich's Ricci version of the mass vector, see [Her15] and Remark 2.7.(v). As explained above, this proves the claim.
/// 6. Stability of the CMC-foliation under perturbation of the metric Furthermore, we get the following stability result with respect to perturbations of the metric for the CMC-foliation. 
then there exist a constant C = C( , υ, c i ) and a family of functions { σ ς} σ with 
Note that this continuity result for the CMC-foliation corresponds directly to the continuity result for the mass of the metric proven by Dahl-Sakovich [DS15] .
Proof of Theorem 6.1. We identify i x * i g with i g . By the same arguments as in Section 5, we get that for every σ > 0, there exists a C 1 map σ Φ :
sinh(σ) with respect to τ g . Now, the estimates in Lemma 5.7 prove
/// Remark 6.2. Note that we need only that the metrics are (asymptotically) equal up to the first derivative. This is due to the fact that the lapse function, i.e. (16), depends only on the first derivatives of 1 g − 2 g . However, we still needed that the metrics are asymptotically hyperbolic up to the second derivative to ensure that the surfaces exist. • . But to conclude that it is also a hyperbolic graph over an hyperbolic sphere and to get estimates on the hyperbolic graph function, they had again to use additional assumptions on Σ being very strict assumption on the minimal r and maximal r (hyperbolic) geodesic distance to the origin. More precisely, r − r = O 0 (r 0 ) was assumed to be very small (compared to r 1). In this section, we choose a different approach to prove that a given hypersurface is a hyperbolic graph over a hyperbolic sphere, where we directly use the strong assumptions satisfied by the surfaces Σ which we study: they are large |Σ| 1, have (pointwise) almost constant mean curvature Obviously, this hyperbolic result is by far not as strong as the result by De LellisMüller as we only look at large spheres, assume pointwise inequalities as well as additional inequalities on H and on the minimal and maximal distance to some point. In particular in contrast to De Lellis-Müller's result, the theorem presented here is not optimal in the sense that it should also hold if we remove some of the assumptions. Let σ > σ 0 be a constant, Σ → R 3 be a closed hypersurface in the three-dimensional hyperbolic space, and p 0 ∈ R 3 be a point in the inside of Σ. If 
where Ω is the interior of Σ.
Remark A.4 (On the proof). The proof of this theorem contains three steps. The first step is to prove that Σ is a graph over the coordinate sphere and to obtain first (weak) inequalities for the graph function. This step is a modification of the author's previous proof of a similar result in the Euclidean setting, [Ner15a, Cor. E.1]. As several details have to be changed, we nevertheless demonstrate this step in full detail.
In the second step, we prove that the graph function σ ς of σ Σ satisfies
. This means that the metric e 2( σ ς−σ) Ω has (L p -)approximately constant Gauß curvature. Note that an analogous result was proven by Neves-Tian in [NT09, Thm 6.1] in their setting. It is well-known that the space of solutions to (12)
is non-compact and therefore we cannot get the needed estimates on σ f ≈ σ ς − σ solely using this partial differential equation. Neves-Tian solved that problem by proving that the functions σ f ≈ x − σ on the CMC-surfaces σ Σ can not concentrate at one point if we choose balanced coordinates, i.e. they showed lim sup of it-by changing coordinates. This is based on the idea to interpret´x i |x| e 2ς dµ as pseudo-center by Katharina Radermacher.
Proof.
Step Thus, we get |Σ| > |Z(Γ α(t) (Ω))| → |Σ| which contradicts the fact that |Z(Γ α(t) (Σ))| is decreasing.
Thus, we know that γ(t) converges in Proof. Per definition of the stereographic projection ψ : S 2 → R 2 , we know
We chose v ∈ C ∞ (R 2 ) with ψ * (e 2v δ) = e 2u Ω and know v(y) = ln 2λ λ 2 + |y − y 0 | 2 for some λ > 0 and y 0 ∈ R 3 , [CL91, Thm 1]. Applying a suitable rotation ϕ of S 2 , we can without loss of generality assume y 0 = 0. We note that by applying a inversion at the equator, λ is replaced by λ −1 while K(v) does not change. Therefore, we can assume λ ≥ 1. In particular, A direct analysis shows that f (λ) is strictly monotone increasing in λ within [1 ; ∞]. Furthermore, we see u = v − ln 2 1 + |y| 2
• ψ and therefore sup |u| = ln λ.
///
