ABSTRACT. -In 1891, Poincaré started a series of three papers in which he tried to answer the following question (cf. [21-23]): "Is it possible to decide if an algebraic differential equation in two variables is algebraically integrable?" (in the sense that it has a rational first integral). More or less at the same time P. Painlevé asked the following question: "Is it possible to recognize the genus of the general solution of an algebraic differential equation in two variables which has a rational first integral?". In this paper we give examples of one-parameter families which show that both problems have a negative answer. With some of the families we can also answer a question posed by M. Brunella in [5] . 
Introduction
The main purpose of this paper is to describe some examples of one-parameter families of algebraic differential equations on two variables which show that the so-called "Poincaré problem" and "Painlevé problem" have a negative answer. With some of the families we give an answer for a problem stated by M. Brunella in [5] .
H. Poincaré in three papers [21, 22] and [23] , studied the following problem:
"Is it possible to decide if an algebraic differential equation in two variables has a rational first integral?"
In [22] he starts, by observing that it is sufficient to bound the degree of a possible algebraic solution. In fact, in [22] and [23] he tries to bound this degree, by supposing that the equation has a fixed degree (he calls "dimension" of the equation, its degree) and non-degenerate singularities of fixed local analytic type, that is, with local first integral of the type u p .v q = cte, where p and q are non zero relatively primes integers which depend of the singularity. When p > 0 and q < 0, the equation has a local meromorphic first integral and he calls the singularity "dicritical" or "node" ("noeud"). When p, q > 0 the equation has a local holomorphic first integral and he calls the singularity a "saddle" ("col"). In [21] he announces the results that he proves in [22] . In particular, he solves the problem in some particular cases like, for instance, in the case where in all the saddles we have p/q = −1. He also observes that this problem was studied twenty years before by Darboux (cf. [11] ) and also by Painlevé and Autonne more or less at the same time than himself. Another problem, posed by P. Painlevé, is the following (cf. [20] and [21] ):
"Is it possible to recognize the genus of the general solution of an algebraic differential equation in two variables which has a rational first integral?"
As we will see, in the families constructed in the begining, all differential equations with rational first integral have their general integral curve of genus one. However, by pulling-back these examples by rational maps, it is possible to construct families which contain differential equations with general integral curves of arbitrarily large genus.
More recently the problem of bounding the degree of a solution, was studied by several authors in a more general context, that is, without the hypothesis that the equation has a rational first integral. In particular, it was solved in some particular cases, where conditions are imposed either on the solution or on the singular points of the equation (cf. [9, 8] and [7] ).
Before stating our results, we will recall some basic notions which will be used along the text. We will use freely some basic facts and the terminology of the theory of foliations (leaf, holonomy, etc. . .) (cf. [13] and [6] ). Given a vector field X = P (x, y)
∂ ∂x + Q(x, y)
∂ ∂y , where P and Q are polynomials on C 2 , the singular set of X is, by definition, the algebraic set sing(X) = {(x, y) ∈ C 2 ; P (x, y) = Q(x, y) = 0}. In this paper we will suppose that sing(X) is finite (i.e., P and Q are relatively prime polynomials). A singular point p o = (x o , y o ) of X is non-degenerate if the jacobian matrix DX(p o ) is non singular. In this case, if λ 1 and λ 2 are the eigenvalues of DX(p o ), then the quotients λ 1 /λ 2 and λ 2 /λ 1 are called the characteristic numbers of the singularity. These characteristic numbers are analytic invariants of the singularity (cf. [2] or [18] ).
Outside sing(X), the system of complex differential equations associated to X:
generates a foliation of C 2 , whose leaves are the images of the complete solutions of (1) , that is, the immersed Riemann surfaces on C 2 locally parametrized by the solutions of (1). Since P and Q are polynomials, this foliation can be extended to a unique singular foliation on the projective space CP (2), say F . We will say that the vector field X represents F in the affine chart C 2 ⊂ CP (2). The degree of F is, by definition, the number of tangencies of F with a generic line, linearly embeded in CP (2) . If F is of degree d then the vector field X is of the form X = p(x, y) + x.g(x, y) ∂ ∂x + q(x, y) + y.g(x, y) ∂ ∂y , (2) where p, q are polynomials of degree d and g is a homogeneous polynomial of degree d, such that, if g ≡ 0 then max{dg(p), dg(q)} = d and the homogeneous part of p and q of degree d are not of the form x.h and y.h, respectively. When all singularities of F are non-degenerate, then F has exactly d 2 + d + 1 singularities (where in this number we count also the singularities which appear at line of infinite after the compactification). This formula is also true when all singularities of F are isolated, if we count the singularities with multiplicity (cf. [17] ).
We say that an algebraic curve C is invariant by F , or a solution of F , if it is the union of leaves and singularities of F . For instance, the line at infinity of C 2 , L = CP (2) \ C 2 , is an algebraic solution of F if and only if g ≡ 0 in (2) . More generally, if C = L is given in the affine coordinate system C 2 by (f = 0), where f is a reduced polynomial, then C is a solution of F if, and only if, X(f ) := P ∂f ∂x + Q ∂f ∂y = f.h, where h is some polynomial (cf. [17] ). The foliation F has a rational first integral (or is algebraically integrable) if there exists a rational function F : CP (2)− → C such that all level curves of F are solutions of F .
Another way of representing the foliation F defined by (1) in C 2 , is by the differential equation ω = 0, where ω = P (x, y) dy − Q(x, y) dx. When we represent F in this way, then the rational function F is a first integral of F if, and only if, dF = H.ω, where H is a rational function. Since F is a quotient of polynomials, say F = g/h, then this condition is equivalent to h.dg − g.dh = r.ω, (3) where r is some polynomial. One of the main difficulties of the problem to recognize if a differential equation is algebraically integrable or not, is that, although the degree of ω is fixed, the degrees of g, h and r are, in principle, arbitrary. If we could, in some way, bound the degree of a possible algebraic solution of (1) , then the existence of g, h and r like in (3) would be reduced to an algebraic system of equations involving the (unknown) coefficients of these three polynomials and the (known) coefficients of P and Q.
Example. -We say that a foliation F in CP(2) has a Darboux first integral if it can be defined in an affine chart by a differential equation ω = f.η = 0, where f is a rational function and η is a closed meromorphic form. It can be shown that η must be of the following type:
where f 1 , . . . , f r are polynomials and g is a rational function (cf. [10] ). The Darboux integral is f A simple example in which a family of differential equations of some fixed degree contains members with first integrals of arbitrarily large degrees is given by a family like above, when g = 0. Consider the family of foliations in CP (2) given in an affine chart by the differential equations
where r 2, λ = (λ 1 , . . . , λ r ) ∈ (C * ) r and f 1 , . . . , f r are polynomials in C 2 . The foliation F (ω λ ), defined by (4) in CP (2) , has a meromorphic first integral if, and only if, λ = c.m where m = (m 1 , . . . , m r ) ∈ Z r and c ∈ C * . However, in this family the singularities of F (ω λ ) are not of fixed analytic type. In fact, suppose that r 2 and that f 1 , . . . , f r are chosen in such a way that there is a point p ∈ (f 1 = f 2 = 0) \ j 3 (f j = 0), which is not a singularity of the curves (f 1 = 0) and (f 2 = 0), and that these two curves meet transversely at p. In this case, a simple calculation shows that ω λ (p) = 0, that this singularity is non-degenerate and their characteristic numbers are −λ 1 /λ 2 and −λ 2 /λ 1 .
The above example shows that, in order to bound the degree of a possible algebraic solution, we must fix the analytic type of the singularities of the foliation. DEFINITION 1. -Let (F s ) s∈S be a family of algebraic foliations on CP (2), where S is some complex manifold of parameters and the coefficients of the differential equations which define the family in some fixed affine chart depend holomorphically of s ∈ S. We say that the family has singularities of fixed analytic type, if (i) 
. Remark 1. -For the foliations like in (b) of the theorem, almost all levels F α = cte are elliptic curves, that is are curves of genus one (see Proposition 6 of §2.2). Therefore these families are not couterexamples for the Painlevé problem. However, by pulling-back such families by rational maps Φ : CP (2) → CP (2) of topological degree > 1, we can obtain such couterexamples, as in the following: a , almost all leaves of the resolved foliation are biholomorphic to C. We observe that these foliations answer a question of M. Brunella in [5] . In [5] , Brunella proved that, if F is a foliation in CP(2) of degree 5, whose singularities are non-degenerate, and if f : C → CP(2) is a non-constant holomorphic map tangent to F , then f (C) must be contained in an algebraic solution of F . At the end of [5] he asks if the same result could be proved for foliations of degree 2. (2) in such a way that there exists a meromorphic closed 1-form η such that dω α = η ∧ ω α . This fact will be proved for the family of degree four in Remark 6 of §2.2. We would like to observe also that, since the families are not Darboux integrable, the set E cannot be described explicitly (in principle). It would be interesting to know what kinds of properties this set has.
Remark 5. -Another interesting fact about any of the families is that, if α / ∈ E then:
α has no meromorphic global first integral. As far as we know, these are the first known examples of algebraic foliations in CP(2) with such properties.
We would like to state some problems which arise naturally from the examples and some well-known results. Problem 1. -An useful result, due to Darboux and later generalized by Jouanolou, is the following (cf. [14] (p. 29), [11] and [15] A natural question should be the following: given d 2, is there M (d) ∈ N such that if a foliation of degree d has an algebraic solution of degree greater than or equal to M (d), then it has a rational first integral? However, I recently have received a preprint by J. Moulin Ollagnier [19] in which he claims that this question has a negative answer, at least for foliations of degree two. In this paper he exhibits a countable family of Lotka-Volterra polynomial differential equations, say LV ( ), ∈ N, without rational first integrals, with associated foliations of degree two, and such that LV ( ) has an irreducible algebraic solution of degree 2 . We observe that the singularities of the foliations in Ollagnier's family are not of fixed analytic type. On the other hand, all such foliations have Liouvillian first integrals, so that a more realistic question would be the following: I would like to thank the referee for helpful ideas and suggestions which enabled me to simplify and improve some of the steps of the proofs.
Proof of the main Theorem
We begin by describing a configuration of lines and points in CP(2) that will be used in the construction of the family of degree four.
A particular configuration of lines and points
Let us consider the lines in CP(2) defined in homogeneous coordinates by the equation
It is not difficult to see that the nine lines defined by (5), say 1 , . . . , 9 , intersect in twelve points of CP (2), which we will denote by p 1 , . . . , p 12 . We will use the notation j for the primitive cubic root of the unity e 2πi/3 . In Fig. 1 In the next proposition we obtain some symmetries of the configuration C and prove that it is essentially the unique configuration satisfying (I), (II) and (III). 
Proof. -Choose a point p 1 ∈ P . It follows from (II) that p 1 belongs to three lines, say 1 , 2 and 3 . Since each of these lines contain four points of P , it is clear that 1 ∪ 2 ∪ 3 contains ten points of P , so that there are two other points in P , which we can suppose to be p 2 and p 3 .
If we consider now a point p i ∈ P \ P 1 , then we can define in a similar way a subset P 2 , with three points, such that p i ∈ P 2 , P 1 ∩ P 2 = ∅ and the other two points of P 2 are not contained in the three lines of L which contain p i .
In the same way, we can define subsets P 3 and P 4 (inductively), such that P 1 , . . . , P 4 satisfy (a) of the proposition and for each j ∈ {1, . . ., 4} the three points of P j are not aligned and two of them do not belong to the same line of L . We leave the details for the reader. Now, let us consider 2 . In this coordinate system, the three lines of L through p 2 are of the form (x = a 1 ),(x = a 2 ) and (x = a 3 ), and the three lines through p 3 are of the form (y = b 1 ),(y = b 2 ) and (y = b 3 ) (see Fig. 2 ). Now, each one of the other three lines of the configuration contains p 1 = (0, 0), is neither horizontal nor vertical and contains exactly three points in the set {(a i , b j ); 1 i, j 3}. After changing the sub-indexes in the a j s , if necessary, we can suppose that one of these lines contains the points (a j , b j ), j = 1, 2, 3. In this way, one of the other lines contains the points (a 1 , b 2 ), (a 2 , b 3 ) and (a 3 , b 1 ) and the third one the points (a 1 , b 3 ), (a 2 , b 1 ) and (a 3 , b 2 ). This implies that where α, β, γ = 0, are distinct complex numbers. It follows from (6) that α 3 = β 3 = γ 3 , and so β/α and γ/α are distinct primitive cubic roots of the unity. Let us suppose, for instance, that β/α = j and γ/α = j 2 . This implies that
as the reader can check. Now, it is not difficult to see that the automorphism T of CP (2) defined by
. Assertions (c) and (d) follow easily from (b). We leave the details for the reader. ✷
The family of degree four
Let F be a foliation of degree four in CP (2) for which all the lines of the configuration C are invariant. In the affine chart (x, y) ∈ C 2 such that the lines of L are the components of
, such a foliation F must be given by a differential equation of the form:
because the components of (x 3 − 1).(y 3 − 1) = 0 are invariants by F . We recall that a foliation of degree four in the affine chart z = (x, y), is defined by a differential equation of the form dz dt = F (x, y) + g(x, y)R(x, y), where F = (p, q), p and q are polynomials of degree 4, g is a homogeneous polynomial of degree 4 and R(x, y) = (x, y) (see (2) in §1). Therefore, the homogeneous part of fifth degree in the right side of (7) must be of the form x 3 .by 2 in the first component and y 3 .bx 2 in the second. Since the components of (y 3 − x 3 ) = 0 are also invariants, (0, 0) must be a singularity of F , so that a 0 = b 0 = 0. On the other hand, the fact that the lines (y = x), (y = jx) and (y = j 2 x) are invariant, implies that
so that, if we multiply both components of (7) by a convenient constant, we can write (7) in one of the following forms:
We call F 4 α the foliation given by (8) and F 4 ∞ the foliation given by (9) . This defines the family (F 
On the other hand, dω α = η ∧ ω α where
dH, and H = y 3 − 1
Since dη = 0, F is a rational first integral of F 4 α . In particular, for α = ∞, the first integral can be chosen to be:
Proof. -Assertion (a) follows from the fact that the points of P are the singularities of the algebraic set (
The fact that the singularities of F 4 α are non-degenerate for α / ∈ {1, j, j 2 , ∞} can be proved by calculating directly its singularities and the Jacobian matrix of the vector field given by (8) in these points. However, another way to prove it, is just observing that sing(F Let Y be the polynomial vector field which represents F 4 α in an affine chart which contains p ∈ P. Since p is a non-degenerate singularity of F 4 α , the Jacobian matrix DY (p) has two non zero eigenvalues, say λ 1 , λ 2 = 0. On the other hand, since F 4 α has three invariant straight lines through p, it is clear that λ 1 = λ 2 = λ and DY (p) = λ.I, where I is the 2 × 2 identity matrix. Now, it follows from the Poincaré's linearization theorem, that Y is linearizable in a neighborhood of p (cf. [2] ). Therefore, there exists a (local) holomorphic coordinate system
Consider the vector field X which represents F 4 α in the affine chart (x, y) (see (8)):
A direct computation shows that
and so the eigenvalues of DX(1, α) are λ 1 = 3(1− α 3 ) and λ 2 = α 3 − 1 and satisfy λ 1 = −3.λ 2 , where λ 1 is the eigenvalue in the normal direction to 1 and λ 2 in the tangent direction to 1 . With a similar calculation (or using Proposition 1), it can be proved that this property is true for all singularities q j (α), j = 2, . . ., 9. It remains to prove that F 4 α has a local holomorphic first integral in a neighborhood of q j (α) of the form v 3 .u = cte. In order to prove this fact, we recall that the other four singularities of F 4 α on j are radial and we will consider the resolution of these singularities by blowing-up. From now on, we shall use the following notations:
(i) M will be the manifold obtained from CP(2) by blowing-up in the twelve points of P. The blowing-up map will be denoted by Π :
Observe thatF α has just one singularity on˜ j , sayq j (α), where Π(q j (α)) = q j (α). This implies that˜ j \ {q j (α)} is a leaf ofF α biholomorphic to C. Therefore, the holonomy of this leaf is trivial, and this implies that the holonomy of the local separatrix ofq j (α) contained in˜ j is the identity. In particular, this holonomy is linearizable. It follows from a Theorem of Mattei and Moussu (cf. [18] ), thatF α is linearizable in a neighborhood ofq j (α). Since Π is a biholomorphism in a neighborhood ofq j (α), the same is true for F 4 α in a neighborhood of q j (α). Therefore, we can suppose that in a suitable holomorphic coordinate system (V, (u, v)) around q j (α), we have
where
Let us consider now the rational map H(x, y) = y 3 −1 is a rational first integral for F 4 ∞ . Now let P j , j ∈ {2, 3, 4}, be another subset of P as in Proposition 1. It follows from (c) of Proposition 1 that there exists an automorphism S of CP (2) 
This implies that H = H
Proof. -We will prove the proposition for α, β = ∞ and leave for the reader the case where either α = ∞ or β = ∞. Let us prove first thatF α andF β are transversal outside
, it is sufficient to prove that F (8)), we get:
This proves that F It remains to prove thatF α andF β are transversal in (
Observe that, (d) of Proposition 1 and Remark 7, imply that it is sufficient to prove that they are tranversal in D j \ L, for some j ∈ {1, . . . , 12}. Since p 1 = (0, 0) ∈ P, we will prove that they are tranversal in D 1 \ L, by doing a blowing-up π at 0 ∈ C 2 . Consider, for instance this blowing-up in the chart (u, x) ∈ C 2 , where π(u, x) = (x, u.x). A straightforward computation shows that the strict transform ofF α can be defined in this chart by:
where h 1 and h 2 are polynomials. In this chart, the equation of the divisor D 1 is (x = 0), so that the slopes ofF α andF β along D 1 are given by 
The idea of the proof of the main Theorem is to use Proposition 3, this fibration and the theory of foliations transversal to the fibers of a fibration (see for instance [12] or [6] ). According to this theory, if we fix one of the foliationsF α , α = ∞ and a fiber of h| V , say
, then there exists a group representation
called global holonomy representation, with the following properties:
Remark 8. -Since the foliationF α and the fibration h| V are holomorphic, it follows that all elements f ∈ G α are automorphims of the elliptic curve T a . Moreover, if we fix γ ∈ Π 1 (W, a) then we can define a map
where H α is the global holonomy ofF α . It follows from the theorem of holomorphic dependence of the solutions of a holomorphic differential equation with respect to parameters and initial conditions, that the map F γ is holomorphic in both variables.
On the other hand, ) is generated by the two closed paths γ 1 and γ 2 illustrated in Fig. 3 . We will denote by f α and g α the automorphisms of T a defined by
respectively. In particular, G α is generated by f α and g α . In the next result, we will see how f α and g α look like.
is biholomorphic to the torus C/Γ, where Γ = 1, j is lattice generated by 1 and j = e 2πi/3 .
(b) There exists a holomorphic map A : C → C/Γ, such that for every α ∈ C, the global holonomy group G α ofF α in the fiber T a , written in a suitable holomorphic universal covering
Proof. -Since the fibers of h| V are tranverse toF α , α = ∞, it follows that all these fibers are biholomorphic. The fact that they are biholomorphic to C/Γ is a consequence of the following:
It is well-known that an elliptic curve which admits an automorphism satisfying the properties of f α in the assertion is biholomorphic to C/Γ (cf. [1] ).
Proof of the assertion. -We will use (b.2) of Proposition 2. Consider the singular level
In particular, the foliationsF α and F 4 α are analytically equivalent in U k and U k , respectively. For simplicity, let us consider the case k = 1. In this case, there exists an analytic coordinate system (u, v) :
and H| U1 are equivalent. It follows from (ii) that the holonomy of the local separatrix
x 3 −1 , and so h has multiplicity one along the curve˜ 1 , that is, there exists an analytic coordinate system (
Let us suppose for a moment that |a| < δ and that the curve γ 1 is contained in D δ = {z; |z − 1| < δ}. In this case, the fiber
, where f is the holonomy of the local separatrix (v 1 = 0) as in (iv) (observe that γ 1 in Fig. 3 is oriented in the negative sense of C). Since f α is holomorphic, (iv) implies that f α = id and f 3 α = id . The proof of the assertion in the general case, that is γ 1 ⊂ D δ , follows from this case. In fact, it is enough to observe that
is the global holonomy of a simple curve joining a to 1 + δ 2 (see Fig. 3 ). This proves the assertion. ✷ Remark 9. -It follows from Remark 8 that the assertion is also true for α ∈ {1, j, j 2 }.
Let us fix a holomorphic universal covering P : C → T a , with associated lattice Γ. It follows from the assertion, that the liftings of f α and g α , which we will denote by the same symbols, can be written as
where a : C → C/Γ and b : C → C/Γ are holomorphic (observe that the senses of γ 1 and γ 2 were chosen in Fig. 3 in such a way that f α = g α = j) . On the other hand, the point z o (α) = a(α) 1−j is a fixed point of f α , so that k where A(α) = b(α) − a(α) , we obtain that in the covering P α = P • k α : C → T a the generators f α and g α of the global holonomy, are written as in (b). This proves (b).
In order to prove (c), it is enough to exhibit two foliationsF α1 andF α2 , such that the global holonomy groups, G α1 and G α2 are finite and have a different number of elements. In fact, we will prove that, in the representation of (b), G 1 has three elements (in this case G 1 = j.z and f 1 (z) = g 1 (z) = j.z) and G 0 has at least nine elements, so that A(1) = 0 (mod Γ) and A(0) = 0 (mod Γ).
(c.1) We assert that G 1 has three elements.
In fact, as we have seen in (c) of Proposition 2, F 4 1 has a rational first integral, say
, where p 1 and q 1 are the product of three lines which pass through two of the points of
2 ), (j 2 , j)}, so that we can take
It follows from Bézout's Theorem, that the general fiber H −1 ∞ (a) in each of these points is one. This implies that, the general leaf ofF 1 cuts the fiber h −1 (a) = T a in 3 = 9 − 6 points, so that #G 1 = 3. Therefore f 1 (z) = g 1 (z) = j.z and G 1 = j.z .
(c.2) We assert that G 0 has at least nine elements, so that G 0 = G 1 and A(0) = 0 (mod Γ). First of all observe that
is a rational first integral of F 4 0 . In fact, we have
which implies that H 0 is a first integral of F 4 0 (see (8)). Now, the line = (x = 0), which is contained in H −1 0 (0), cuts the general level H −1 (a) in three points, (0, y k ), where y 1 , y 2 , y 3 are cubic roots of 1 − a. Since H 0 has multiplicity three along (x = 0), it follows that, if |b| is small, then H −1 0 (b) cuts H −1 (a) in at least nine points, which are near the points (0, y k ), k = 1, 2, 3. But (0, y k ) / ∈ P, k = 1, 2, 3, so that if |b| is small, none of these nine points is in P. This implies that h −1 (a) contains at least nine points of the generic leaf ofF 0 . Therefore, #(G 0 ) 9, which proves (c.2) and the proposition. ✷
In the next result, we will see how a group G of the form j.z, j.z + A looks like. We will also characterize the finite groups of this form. 
In particular, the following assertions are equivalent:
Proof. -We will prove (14) and leave the proof of the equivalence between (a), (b) and (c) for the reader. Set
On the other hand, since f and g have order three and G = f, g , any k ∈ G can be written as a word
where r 1, 0 α 1 , β r 2, 1 α m , β n 2, if 2 m r and 1 n r − 1. Let us define the length of the word k as |k| := α 1 + · · · + α r + β 1 + · · · + β r and prove that any k ∈ G 1 is in G, by induction on |k|. If |k| = 0 then k is the identity map, so that k ∈ G 1 . Suppose that for any element k ∈ G with 1 |k| < n we have k ∈ G 1 . Let h ∈ G be of length n. 
and so d(α)
On the other hand, given A ∈ C * such that there exists n ∈ Z with n.A ∈ Γ, let
Then, it is not difficult to see from (14) 
It is not difficult to see that E ko is finite and that
o . This implies (b) of the main Theorem. It remains to prove (c) for the family (F 4 α ) α∈C . We need a definition. DEFINITION 2. -Let G = j.z, j.z + A . We say that b ∈ C/Γ is generic for G, if for any f ∈ G \ {id } the point b is not a fixed point of f . We observe that the set of points b ∈ C/Γ which are not generic for G is countable. In particular, the set of generic points is dense and non countable in a fundamental domain of Γ.
Let α ∈ C and L be a leaf of
(ii) LetL be a leaf ofF α such that Π(L) = L. Then T a ∩L contains a point b which is generic for G α . We will say also thatL is generic. We observe that condition (ii) does not depend on the point b ∈ T a ∩L. Moreover, for all α ∈ C, the set of generic leaves ofF α contains a non countable and dense set of leaves. We would like to observe also that, the leaves ofF α which contain the local separatrices of the saddle points of this foliation are not generic (see the proof of (b) of Proposition 4). Assertion (c) of the main Theorem will follow from the next result. 
where c = j m1+n1+···+mr +nr . Since c = 1, it follows that 3 divides m 1 + n 1 + · · · + m r + n r . Now, let K be the global holonomy of γ m with respect to the foliationF 1 . As we have seen in (c.1) of the proof of Proposition 4, (1) . In the same way, we can extend
ASSERTION 2. -π is holomorphic inL. Moreover, it is a local homeomorphism in a neighborhood of each point q ∈L \ L.
Proof. -Let q ∈L ∩ h −1 {0, 1, ∞}. We can suppose without lost of generality that q ∈ L ∩ h −1 (1) , so that q ∈L ∩ D 1 . Let us consider the case where q is in the domain of the chart (u, x) in which the blowing up at 0 ∈ C 2 is written as Π(u, x) = (x, ux). In this chart, we have
1−e , 0) and ∈ E andL be a generic leaf ofF α . Let π :L →L 1 C/Γ be the covering of Proposition 6. SinceL is not compact (see (c) of the Corollary of Proposition 5), we must haveL C orL C * . Since the holomorphic universal covering of C * is C, in both cases there exists a holomorphic non-constant mapf : C →L. 
as the reader can check. This contradiction finishes the proof of Remark 3.
The family of degree three
In order to construct the family of degree three, we observe that the equations in (8) and (9), which define the family (F S(x, y) = (y, x). It is possible to prove that any foliaton with this property is the pull-back of another foliation by the map T (x, y) = (x + y, x.y). In our case, the vector field which defines the foliation F 4 α is Z α = X − α Y , where
As the reader can check, we have X = T * (X) and Y = T * (Y ), where
and
, where Z α = X − αY . Observe that, although the vector field Z α has degree four, its homogeneous part of degree four is u
, so that the foliation defined by Z α has degree three. We will denote this foliation by F 3 α . The foliation F 3 ∞ will be the foliation defined by the vector field Y , which is also of degree three.
In order to study the foliation F In Fig. 4 , we sketch the five curves and the points. Since the five curves are invariant for F 3 α , for all α ∈ C, it follows that all points in the intersections of the curves are singularities for F 3 α . As we will see, if α / ∈ {0, 1, j, j 2 , ∞}, then the foliation F 3 α has five more singularities, one in each curve of the configuration sketched in Fig. 4 . In the next result we precise how the family of foliations (F 
α has a local holomorphic first integral in a neighborhood of each of these singularities, of the following types: z 6 .w = cte in a neighborhood of P 1 (α) ∈ C 1 and z 3 .w = cte in a neighborhood of the others. Proof. -We observe that most of the above assertions follow from the analysis that we have done for the family F Let us prove that A 3 = {0, 1, j, j 2 , ∞} and assertions (a.1) and (a.2). Observe first that the eight intersection points of the five curves are singularities of F 3 α . Moreover, in each of the five invariant curves, F 3 α has a unique singularity contained in T {q 1 (α), . . . , q 9 (α)} (see Proposition 2). These singularities are:
If α / ∈ {0, 1, j, j 2 , ∞}, then these singularities do not coincide with the points in the intersections of the curves. Therefore, in this case, F 3 α has 8 + 5 = 13 = 3 2 + 3 + 1 distinct singularities, which implies that all singularities are non-degenerate.
In order to prove (a.1) and (a.2), we will study the map T near the points of sing(F 
Moreover, there exists a holomorphic coordinate system, (W 1 , (z 1 , w 1 ) ) in a neighborhood of m and (W 2 , (z 2 , w 2 )) in a neighborhood of 
where k ∈ C * . In particular, u p v q is a meromorphic first integral of Z in a neighborhood of 0. Proof. -If p, q 2 then Z has no resonance at 0 and the Poincaré's linearization Theorem implies that Z is linearizable (cf. [2] ). Therefore, we can suppose that p = 1 and q 1. In this case, Dulac's normal form (cf. [2] ) implies that in a suitable coordinate system (W, (u, v)) such that 0 ∈ W and u(0) = v(0) = 0, the vector field Z can be written as
where k ∈ C * . Let us prove that hypothesis (b) implies that b = 0. Observe that, if this is the case, then v/u q is a local meromorphic first integral of Z. Suppose by contradiction that b = 0. In this case, the function F :
is a first integral of Z, as the reader can check. Observe that Z has a holomorphic local analytic separatrix through 0: (u = 0). If it had another local separatrix through 0, then it would be contained in a level curve of F , say (F = c), where c = 0. But (u = 0) is an essential singularity of F , and so these level curves are not analytic at 0 ∈ C 2 . ✷ Proof. -It is sufficient to prove that the characteristic numbers of Z at 0 are 2 and 1/2. Let γ 1 , γ 2 be the smooth invariant separatrices through 0. Since they have a tangency of order two at 0, there is a holomorphic coordinate system (W, (u, v) 
is invariant for Z, in this coordinate system Z can be written as
where the linear part of Z at 0 is (au + bv)
and the characteristic numbers are c/a, a/c. Now, since γ 2 is invariant for Z, we must have
where f is holomorphic. By comparing the two jets of −2u(au + bv + r 1 (u, v)) and f (u, v).
The above result implies that F 3 α has a meromorphic first integral of the form z 2 w in a neighborhood of each one of the singularities p 0 , p 1 , p 2 , q 1 and q 2 , because each of those singularities belongs to C 1 and to another one of the four other invariant curves, and C 1 has a tangency of order two with the curve at the point (see Fig. 4 ).
We have already proved (a.1) of Proposition 7. In order to finish the proof of (a.2), it remains to prove that F 3 α has a holomorphic first integral of the form z 6 .w = cte in a neighborhood of P 1 (α) ∈ C 1 . We will use (iii). Since
. We assert that the characteristic numbers of F 3 α at P 1 (α) are −6 and −1/6. Observe first that F 3 α can be represented in the coordinate system (z 2 , w 2 ) by a differential equation of the form
where the characteristic numbers are −6/a and −a/6, because (
α is represented in a neighborhood of q 1 (α) by
By using the local form of F 4 α in a neighborhood of (
, it follows that a = 1, which proves that the characteristic numbers of F 3 α at P 1 (α) are −6 and −1/6. Moreover, after a linear change of coordinates, we can suppose that the linear part in (18) is z 2 dw 2 + 6w 2 dz 2 = 0. We want to prove that the foliation F 3 α is linearizable in a neighborhood of P 1 (α), which means that F 3 α can be represented by z dw + 6w dz = 0, after a holomorphic local change of coordinates. In order to prove this fact we use the following:
α has a holomorphic first integral in a neighborhood of q 1 (α) (Proposition 2). (vii) If there is a neighborhood V of P 1 (α) such that the leaves of the restricted foliation
α has a holomorphic first integral in (a possibly smaller) neighborhood U of P 1 (α) (cf. [18] ). In particular,
. This finishes the proof of (a.2). Let us prove that the family (F 3 α ) α∈C satisfies (b) of the main Theorem. First of all, observe that the rational map
As we have seen in the beginning of the proof, F 3 α has a rational first integral, say R α , which we suppose primitive (that is, with irreducible generic level curve) and of degree d α . It follows from Bézout's Theorem, that the generic level (R α = c 1 ) cuts the generic level (R = c) in 6d α points, counted with multiplicities. On the other hand, the foliations F 
This implies that the intersection number of (R = c) and 
2 , where k(A) is like in (15) . This proves that the family (F 3 α ) α∈C satisfies (b) of the main Theorem. Now, let us see how the resolution of the elements of the family looks like. We have seen that F 3 α has eight dicritical singularities, three radial and five with local meromorphic first integrals of the type z 2 w = cte. The resolution of each of these five singularities is done with two blowing-ups, as sketched in Fig. 5 .
In Fig. 5 , π 1 and π 2 are the two blowing-ups, D 1 and D 2 the two divisors, and m is a singularity of π * (F 3 α ), in which this foliation has a local holomorphic first integral of the type
, whereas D 2 is not. It follows that the resolution of F 3 α involves a total of 13 blowing-ups, one at each radial singularity and two at each singularity as in Fig. 5 . We call M 1 the manifold obtained from CP(2) after these blowing-ups, and Π 1 : M 1 → CP(2) the blowing-up map. We denote byF α the strict transform of F 3 α by Π 1 . 
, which is a ramified covering of degree at most two (see (ii) in the proof of Proposition 7). Moreover, since L is a transcendent leaf ofF α , then L 1 is also transcendent. When L is a generic leaf ofF α , then L C and we have a ramified covering T L : C L → L 1 of degree at most two. This implies that L 1 is biholomorphic to C and finishes the proof of Proposition 7. ✷
The family of degree two
The family of degree two is obtained from F 3 α by a Cremona transformation, as illustrated in Fig. 6 .
In this figure, we denote by π 1 : N → CP(2) the blowing-up at the three points p 01 , p 02 and p 12 . After this blowing-up process, we obtain three divisors,
, because p 01 , p 02 and p 12 are radial singularities (α / ∈ {0, 1, j, j 2 , ∞}). Moreover, the strict transforms of 0 , 1 and 2 , sayˆ 0ˆ 1 andˆ 2 , have self-intersection −1 in N , so that we can blow down these three curves, obtaining another surface, say N 1 , with three points, J, K, L ∈ N 1 and blowing-up map π 2 : N → N 1 , such that π
−1 is well defined, holomorphic and injective outside j j . This type of blowing-up-blowing-down process is known in the literature as a "Cremona transformation". It is well-known that the surface N 1 , obtained after a Cremona transformation in CP (2), is again CP(2).
The curve indicated by C 1 in Fig. 6 .2 is the strict transform of the curve C 1 . This curve is sent by π 2 to the curve Q of Fig. 6.3 . This curve has degree four. In fact, the conics through the base points p ij of π are sent by π to straight lines. Since a generic conic passing through these points cuts C 1 in four points, its image by π has intersection number four with Q, so that Q has degree four. Observe that the curve C 2 is conic passing through the base points of π, therefore it is transformed by π into a line, indicated by R in Fig. 7 . The quadric Q has three cuspidal points, We will see that the foliation F 2 α has degree two for all α ∈ C, but first let us study the singularities of F 2 α for α / ∈ {0, 1, j, j 2 , ∞}. We begin by observing that the foliation F 3 α has four non-degenerate singularities outside Fig. 4 ). These singularities are sent by π into singularities of the same analytic type, because π is a biholomorphism outside 2 k=0 k . After the three blowing-ups π 1 , each of the invariant curvesˆ k contains two non-degenerate singularities, p k and q k (α). This implies that after the blowing-down π 2 , these curves are contracted in the three points J , K and L, which are singularities of F 2 α . Therefore, the singularities of F 2 α are J , K, L and the four non-degenerate singularities π{q 1 , q 2 , P 1 (α), P 2 (α)}. We will use the same symbols to denote P j (α) and π(P j (α)), j = 1, 2. Since π(q 1 ) = M , π(q 2 ) = N and π(P 2 (α)) = P 2 (α) are non-degenerate, belong to line R and this line contains no other singularity of F 2 α , it follows that this foliation has degree two (see [17] ). This implies that J , K and L are also non-degenerate because if a foliation of degree two has 7 = 2 2 + 2 + 1 singularities, then these singularities are non-degenerate. Since π is a biholomorphism outside 6 .w = cte in a neighborhood of P 1 (α). (iii) Holomorphic of the type z 3 .w = cte in a neighborhood of P 2 (α). In order to prove that the family has singularities of fixed analytic type, we will prove that:
α has a local meromorphic of the type z 3 w 2 = cte in neighborhoods of J , K and L. This follows from the fact that the characteristic numbers of F 2 α at J , K and L are 2/3 and 3/2. In fact, the curve Q has cuspidal singularities at these points, that is in a convenient local chart (u, v) near one of them, Q has an equation of the form v 2 − u 3 = 0. As the reader can check, since F 2 α is non-degenerate and Q is invariant, this implies that the characteristic numbers are 2/3 and 3/2. Now, the Poincaré's linearization Theorem implies that F 2 α is linearizable near J , K and L, so that it has a local meromorphic first integral like in (iv).
We have proved that the family (F 2 α ) α∈C\{0,1,j,j 2 ,∞} is a family of degree two with singularities of fixed analytic type. Since this family is obtained from (F 3 α ) α∈C by a Cremona transformation, it is not difficult to see that it satisfies also (b) and (c) of the main Theorem. We leave the details for the reader.
Remark 10. -We would like to observe that in a suitable affine coordinate system, the foliation F 2 α is defined by the following differential equations:
In this coordinate system, the line R is the line at infinity and the quartic Q is given by
The finite singularities are
(α 2 +3) 2 ) ∈ Q and the singularities at the line R are M = [1 :
Proof of the Corollary
The families of degree greater than four are obtained by pulling back one of the families of §2. The idea is that, if f : S → T is a non-constant holomorphic map between two compact Riemann surfaces S and T , where T is an elliptic curve and f has k points of ramification, then
where X (S) is the Euler characteristic of S. We observe that (22) follows from RiemannHurwitz formula. In fact, if the ramification points are z 1 , . . . , z k and the ramification number of f at z j is n j 2, j = 1, . . . , k, then the Riemann-Hurwitz formula says that,
where dg(f ) is the topological degree of f .
The families of degree 3r − 1, r 2
Let us sketch how to obtain a family of degree 3r − 1, r 2, from the family of degree two. Consider homogeneous coordinates (X, Y, Z) on C 3 such that the invariant line R for all F 2 α is the line (Z = 0). Let F : CP(2) → CP(2) be a rational map which in this homogeneous coordinates in the target, is written as
where P and Q are homogeneous polynomials of degree r. We make the following generic assumptions on P and Q: (2) is the canonical projection. Then ∆ is a smooth curve of degree 2r − 2, transversal to the line L ∞ = Π(W = 0).
. In these coordinates, we have
Then C has two types of singularities: the points in F (P ), which are singularities of cuspidal type; and singularities of nodal type. If q o ∈ C is a singularity of nodal type, then F −1 (q o ) ∩ ∆ contains two points, which are not on P . Assumptions (ii)-(vii) are called Whitney's conditions. It is well-known that they are generic in the set of maps as in (23) . We impose another condition in the points of ∆ ∩ L ∞ . Observe that the critical points of the map 
where in the second equality, we have used Euler's identity. It is not difficult to see that, if p o ∈ Cr then there are holomorphic coordinate systems
where f is holomorphic. Now, we take the quartic Q, which is invariant for all F LEMMA 2. -There exists a finite subset F 0 ⊂ C, such that the family (G α ) α∈C\F0 is nondegenerate with singularities of fixed local analytic type. Moreover, the degree of any G α is 3r − 1.
Proof. -Let P 1 (α) ∈ Q and P 2 (α) ∈ R be as in (ii) and (iii) of §2.4. Observe that the maps α → P 1 (α) and α → P 2 (α) are 1- 
, which implies that one of the points of C ∩ Q is not a singularity of F 2 α . Another fact that we will use is that F (∆ 1 ) = C 1 := C \R. Let us consider an affine coordinate system (x, y) ∈ C 2 = CP(2) \ R, two polynomial vector fields X and Y such that X α = X + αY defines F 2 α in this system (see Remark 10) and a reduced polynomial f such that C 1 = (f = 0).
The fact that F 3 is finite follows easily from the following assertions:
is algebraic of dimension zero.
Proof of Assertion 1. -We will prove that if q ∈ ∆ 1 is such that F (q) ∈ C 1 but (α, F (q)) / ∈ A then, either q is not a singularity of G α , or q is a non-degenerate singularity of G α .
Let us observe first, that the conditions f (p) = g α (p) = h α (p) = 0 depend only on the divisor f and on the foliation F 
This follows from the fact that Z α = u.X α and f 1 = v.f where u, v ∈ O * (U ), as the reader can check.
Let q ∈ ∆ 1 and p = F (q) ∈ C 1 , so that f (p) = 0. Suppose that g α (p) = 0. Since g α = X α (f ) = df (X α ), it follows that p is neither a singularity of X α nor a singularity of f , so that p / ∈ P . Let us consider local coordinate systems
2 ), like in (v). In these coordinates, we have ∆ 1 ∩ W 1 = (v = 0) and C 1 ∩ W 2 = (w = 0). The vector field X can be written in the coordinate system (W 2 , (z, w)) as X α (z, w) = P (z, w)
so that η α (0) = 0 and q is not a singular point of G α .
Suppose now that g α (p) = 0, but h α (p) = 0. Since h α = X α (g α ), p is not a singularity of X α , but it can be a singularity of f . We can have one of the following cases: (I) p is not a singularity of f ; (II) p is a singularity of nodal type of f and (III) p is a cuspidal singularity of f .
Case (I). In this case we can consider local coordinate systems (W 1 , (u, v) ) and (W 2 , (z, w)) as before. Now, consider
Since g α (p) = 0 and h α (p) = 0 we must have Q(0, 0) = 0 and P (0, 0)Q z (0, 0) = 0, so that P (z, w) = a + h.o.t and Q(z, w) = bz + cw + h.o.t., where a, b = 0. It follows from (25) that G α can be represented in a neighborhood of q = (0, 0) by a vector field of the form
so that q is a non-degenerate singularity of G α . Case (II). In this case, we have local charts (W 1 , (u, v)) and (W 2 , (z, w)) in neighborhoods of q and p, as before. Moreover, we have that f = w.f 1 , where f 1 (z, w) = az + bw + h.o.t. where a = 0. On the other hand, a straightforward computation shows that
Case (III). In this case we take holomorphic coordinate systems (W 1 , (u, v)) and (W 2 , (z, w)) around q and p, respectively, such that
In these coordinates, we have
, where X α is as before, then
Therefore q is not a singularity of G α .
Proof of Assertion 2. -Since f , g α and h α are polynomials in the three variables (α, x, y), it is clear that A is an algebraic subset of C × C 2 . In order to prove that it has dimension zero, it is sufficient to show that their points are isolated. Fix a point (α 0 , p 0 ) = (α 0 , x 0 , y 0 ) ∈ A. Suppose first that p 0 is not a singularity of C 1 . Observe that there exists α 1 = α o such that F 2 α1 is transversal to C 1 at p 0 . Let X and Y be two polynomial vector fields on C 2 which represent F 2 α0
and F 2 α1 , respectively, and such that F On the other hand, since p = F (q) is not a singularity for F 2 α , this foliation has a local regular holomorphic first integral, say h, in a neighborhood of p. It follows that h • F is a local holomorphic first integral for G α . Since the characteristic numbers of G α at q are both −1, this first integral is of Morse type, so that it can be written in a suitable coordinate system as z.w = cte.
It remains to prove that G α has degree 3r − 1. We will use Baum-Bott formula in the proof (cf. [4] and [3] ). The Baum-Bott index of a foliation F in a non-degenerate singularity p is defined as follows. Let Z be a holomorphic vector field which represents F in a neighborhood of p and A = DZ(p). The number In particular, if the characteristic numbers of F at p are a and a −1 , then BB (F , p) = a + a −1 + 2. We would like to observe that the Baum-Bott index can be defined for any isolated singularity of F (cf [4] ), but we will use it only in the non-degenerate case. The Baum-Bott formula in CP(2) can be stated as follows (cf. [17] ): let F be a foliation of degree d in CP (2) . Then
2 .
In our case, if α / ∈ F 0 , then the singularities of G α are the following: Case (a). Therefore dg(G α ) = 3r − 1, which proves the lemma. ✷
We now finish the proof of the Corollary for this type of family. 
4.
Observe thatL c is transversal to C. In fact, if it was not transversal to C it would be tangent to C in a point p ∈L c ∩ C. This point is not a singular point of C, by assumption. Therefore p must be a tangency in a regular point of C, so that F −1 (p) contains some non-dicritical singularity of G α (see case (I) in the proof of Assertion 2 in Lemma 2), which contradicts the choice of L c . This implies thatL c ∩ C contains δ.d α points, δ = dg(C). Now, for each point p ∈L c ∩ C, let q(p) ∈ ∆ be such that p = F (q(p)). It is clear that the point q(p) ∈ L c is a ramification point of F | Lc , so that F | Lc has at least δ.d α ramification points. This implies that, ifL c is the normalization of L c , then X (L c ) −δ.d α , so that g(L c ) 1 + δ.dα 2 . It follows that {α ∈ E; the genus of the general integral curve of F α is k} is finite for any k > 0. ✷ This finishes the proof of the Corollary for families of degrees of the form 3r − 1, r 2. In order to obtain families of degrees of the form 3r and 3r + 1 we can use the same type of construction, but now using the families of degrees 3 and 4, respectively. In what follows, we will sketch how these families can be constructed. Since the proof of the Corollary for them is analogous to the previous case, we will only say how is the map F : CP(2) → CP(2) and how are the singularities of the families.
The families of degree 3r, r 2
Consider the family (F
