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1 Introduction
We consider ODE systems of the form
dxα
dt
= Fα(x), x = (x1, ..., xN), (1.1)
where xi are m×m-matrices and Fα are (non-commutative) polynomials. There exist systems
(1.1) integrable for any m. For example, the system
ut = u
2 v − v u2, vt = 0 (1.2)
is integrable by the Inverse Scattering Method for any size m of matrices u and v. If u is a
matrix such that uT = −u, and v is a constant diagonal matrix, then (1.2) is equivalent to the
m-dimensional Euler top. The integrability of this model was established by S.V. Manakov in
1976 ([8]).
In this paper we construct an integrable generalization of system (1.2) to the case of arbitrary
N using the bi-Hamiltonian approach [1]. This approach is based on the notion of a pair of
compatible Poisson brackets. Two Poisson brackets {·, ·}1 and {·, ·}2 are said to be compatible
if
{·, ·}λ = {·, ·}1 + λ{·, ·}2 (1.3)
is a Poisson bracket for any constant λ.
If the bracket (1.3) is degenerate, then a hierarchy of integrable Hamiltonian ODE systems
can be constructed via the following
Theorem 1 ([2, 3]). Let
C(λ) = C0 + λC1 + λ
2C2 + · · · , C¯(λ) = C¯0 + λC¯1 + λ
2C¯2 + · · · ,
be Taylor expansion of any two Casimir functions for the bracket {·, ·}λ. Then the coefficients
Ci, C¯j are pairwise commuting with respect to both brackets {·, ·}1 and {·, ·}2.
In the opposite case when, say, the bracket {·, ·}1 is nondegenerate, there is another way
to construct an integrable hierarchy. The ratio R = Π2Π
−1
1
, where Πi is the Poisson tensor
for {·, ·}i defines a so-called recursion operator, whose spectrum provides the set of functions
in involution with respect to both brackets. In this case the formula Πk = R
kΠ1 gives us an
infinite sequence of pairwise compatible Poisson brackets.
For an important class of Poisson brackets related to systems (1.1) the corresponding Hamil-
tonian operator can be expressed in terms of left and right multiplication operators given by
polynomials in x1, ..., xN [7]. Such brackets possess the following two properties:
• they are GLm-adjoint invariant;
2
• the bracket between traces of any two matrix polynomials Pi(x1, ..., xN), i = 1, 2 is a
trace of some other matrix polynomial P3.
Such brackets we shall call non-abelian Poisson brackets
In this paper we consider compatible pairs of non-abelian Poisson brackets, where the
bracket {·, ·}1 is linear and {·, ·}2 is quadratic.
2 Non-abelian Poisson brackets
We consider Poisson brackets of the following form:
{xji,α, x
j′
i′,β} = b
γ
α,βx
j′
i,γδ
j
i′ − b
γ
β,αx
j
i′,γδ
j′
i , (2.4)
and
{xji,α, x
j′
i′,β} = r
γǫ
αβx
j′
i,γx
j
i′,ǫ + a
γǫ
αβx
k
i,γx
j′
k,ǫδ
j
i′ − a
γǫ
βαx
k
i′,γx
j
k,ǫδ
j′
i , (2.5)
where xji,α are entries of the matrix xα and δ
j
i is the Kronecker delta. The summation with
respect to repeated indexes is assumed. Here and in the sequel we use Latin indexes for the
entries of matrices. They vary from 1 to m. The Greek indexes varying from 1 to N are used
for numbering of matrices.
Theorem 2. Brackets of the form (2.4) and (2.5) are both invariant with respect to GLm-
action xα → uxαu
−1, where u ∈ GLm. Moreover, these brackets satisfy the following property:
the bracket between traces of any two matrix polynomials is a trace of a matrix polynomial.
Any linear (respectively quadratic) Poisson bracket satisfying these two properties has the form
(2.4) (respectively (2.5)).
There are a lot of publications devoted to quadratic Poisson brackets that appeared in the
classical version of Inverse Scattering Method [6]. However, these brackets do not satisfy the
properties of Theorem 2.
Theorem 3. 1) Formula (2.4) defines a Poisson bracket iff
b
µ
αβb
σ
µγ = b
σ
αµb
µ
βγ ; (2.6)
2) Formula (2.5) define a Poisson bracket iff the following relations hold:
rσǫαβ = −r
ǫσ
βα, (2.7)
rλσαβr
µν
στ + r
µσ
βτ r
νλ
σα + r
νσ
ταr
λµ
σβ = 0, (2.8)
aσλαβa
µν
τσ = a
µσ
ταa
νλ
σβ , (2.9)
aσλαβa
µν
στ = a
µσ
αβr
λν
τσ + a
µν
ασr
σλ
βτ . (2.10)
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and
aλσαβa
µν
τσ = a
σν
αβr
λµ
στ + a
µν
σβr
σλ
τα. (2.11)
Formula (2.6) mean that bσαβ are structure constants of an associative algebra. Similar
Poisson brackets were considered in ([9],[15]). Let us consider the quadratic Poisson brackets
(2.5).
Under change of basis xα → g
β
αxβ the constants are transformed in a standard way:
r
γσ
αβ → g
λ
αg
µ
βh
γ
νh
σ
ǫ r
νǫ
λµ, a
γσ
αβ → g
λ
αg
µ
βh
γ
νh
σ
ǫ a
νǫ
λµ, (2.12)
Here gβαh
γ
β = δ
γ
α.
The system of identities (2.7)-(2.11) admits the following discrete involution:
r
γσ
αβ → r
γσ
βα, a
γσ
αβ → a
σγ
βα. (2.13)
This involution corresponds to the matrix transposition xα → x
T
α . Two brackets related by
(2.12),(2.13) are called equivalent.
There exists one more discrete involution:
r
γσ
αβ → r
αβ
γσ , a
γσ
αβ → a
αβ
γσ . (2.14)
The brackets related by (2.14) in principle may have different properties, for example different
sets of Casimir functions.
Let V be a linear space with a basis vα, α = 1, ..., N . Define linear operators r, a on the
space V ⊗ V by
rvα ⊗ vβ = r
σǫ
αβvσ ⊗ vǫ, avα ⊗ vβ = a
σǫ
αβvσ ⊗ vǫ.
Then the identities (2.7)-(2.11) can be rewritten in the following form:
r12 = −r21, r23r12 + r31r23 + r12r31 = 0,
a12a31 = a31a12,
σ23a13a12 = a12r23 − r23a12,
a32a12 = r13a12 − a32r13.
Here all operators act in V ⊗V ⊗V , by σij we mean the transposition of i-th and j-th component
of the tensor product and aij , rij mean operators a, r acting in the product of the i-th and
j-th components.
The involution (2.14) corresponds to a → a∗, r → r∗, where a∗, r∗ act in dual space V ∗;
(2.13) corresponds to a→ σaσ, r → σr where σ acts by the permutation of vector spaces in the
space V ⊗ V . The equivalence transformation (2.12) corresponds to a→ GaG−1, r → GrG−1,
where G = g ⊗ g and g ∈ GL(V ).
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There is a subclass of brackets (2.5) that corresponds to the tensor a equals to 0. Relations
(2.7), (2.8) mean that r is a constant solution of the associative Yang-Baxter equation ([5],[17]).
Such tensors r can be constructed in the following algebraic way.
An anti-Frobenius algebra is an associative algebra A (not necessarily with unity) with
non-degenerate anti-symmetric bilinear form ( , ) satisfying the following relation
(x, yz) + (y, zx) + (z, xy) = 0 (2.15)
for all x, y, z ∈ A. In other words the form ( , ) defines a cyclic 1-cocycle on A.
Theorem 4. There exists one-to-one correspondence between solutions of (2.7), (2.8) up
to equivalence and exact representations of anti-Frobenius algebras up to isomorphism.
Proof. Tensor r can be written as rijkl =
∑p
α,β=1 g
αβyik,αy
j
l,β, where g
αβ = −gβα, the matrix
G = (gαβ) is non-degenerate and p is the smallest possible. Substituting this representation
into (2.7), (2.8), we obtain that there exists a tensor φγαβ such that y
i
k,αy
k
j,β = φ
γ
αβy
i
j,γ. Let
A be the associative algebra with the basis y1, ..., yp and the product yαyβ = φ
γ
αβyγ. Define
the anti-symmetric bilinear form by (yα, yβ) = gαβ , where (gαβ) = G
−1. Then (2.7), (2.8) is
equivalent to anti-Frobenius property (2.15).
Example 1 (cf. [4]). Let A be associative algebra of N × N -matrices with zero N -th
row, l be generic element of A∗. Then (x, y) = l([x, y]) is a non-degenerate anti-symmetric
bilinear form satisfying (2.15). Let (x, y) = trace([x, y] kT ), where k ∈ A. Then we can put
kij = 0, i 6= j, kii = µi, where i, j = 1, ..., N−1, and kiN = 1, i = 1, ..., N−1. The corresponding
bracket (2.5) is given by the following tensor r:
riiNi = −r
ii
iN = 1, r
ij
ij = r
ji
ij = r
ii
ji = −r
ii
ij =
1
µi − µj
, i 6= j, i, j = 1, ..., N − 1. (2.16)
The remaining elements of the tensor r and all elements of the tensor a supposed to be zero.
Notice that this tensor is anti-symmetric with respect to involution (2.13). The bracket (2.16)
is equivalent to
r
αβ
αβ = r
βα
αβ = r
αα
βα = −r
αα
αβ =
1
λα − λβ
, α 6= β, α, β = 1, . . . , N. (2.17)
Here λ1, . . . , λN are arbitrary pairwise distinct parameters. For m = 1 we have the following
scalar Poisson bracket
{xα, xβ} =
(xα − xβ)
2
λβ − λα
, α 6= β, α, β = 1, ..., N.
If N is even, then the Poisson structure (2.17) is non-degenerate, i.e. the rank of the Poisson
tensor Π is equal to Nm2. In the odd case rankΠ = (N − 1)m2.
There is the following known way (the so-called argument shift method) for constructing a
linear Poisson bracket compatible with a quadratic one. A vector µ = (µ1, ..., µm) is said to be
admissible if for any α, β
(aσǫαβ − a
ǫσ
βα + r
σǫ
αβ)µσµǫ = 0.
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For any admissible vector the argument shift xα → xα + µα Id yields a linear Poisson bracket
with
bσαβ = (a
ǫσ
αβ + a
σǫ
αβ + r
σǫ
αβ)µǫ,
compatible with the quadratic one. For Example 1 any admissible vector is proportional to
(1, 1, ..., 1) and the corresponding linear bracket is trivial.
Example 2. Applying the involution (2.14) to (2.17), we get one more example with zero
tensor a:
r
αβ
αβ = r
αβ
βα = r
βα
αα = −r
αβ
αα =
1
λα − λβ
, α 6= β, α, β = 1, . . . , N. (2.18)
It is easy to verify that in this case any vector (µ1, ..., µN) is admissible. All entries of the
matrix
∑N
1
xα are Casimir functions for both quadratic Poisson bracket {·, ·}2 of Example 2
and for the corresponding linear bracket {·, ·}1. Thus we can fix
N∑
1
xα = C,
where C is a constant matrix. Hamiltonians of the hierarchy commuting with respect to both
{·, ·}2 and {·, ·}1 are given by
tr xkα, trx
k
α
∑
β 6=α
xβ
λα − λβ
, k = 1, 2, ....
The Casimir functions of {·, ·}1 belong to this set, which gives a constructive way to find the
whole hierarchy.
The dynamical system corresponding to the simplest Hamiltonian tr xN and the Poisson
structure {·, ·}2 has the form
dxα
dt
=
xNxα − xαxN
λN − λα
, α = 1, . . . , N − 1.
The linear Casimir functions for {·, ·}1 are trxα, where α = 1, . . . , N. There exists the
following quadratic Casimir function:
H =
1
2
N∑
α=1
1
µα
tr x2α.
The non-abelian system corresponding to this Hamiltonian and the Poisson bracket {·, ·}2 is
given by
dxα
dt
=
∑
β 6=α
xαx
2
β − x
2
βxα
(λα − λβ)µβ
+
∑
β 6=α
xβx
2
α − x
2
αxβ
(λα − λβ)µα
. (2.19)
The system (2.19) can be written in the following bi-Hamiltonian form:
dx
dt
= {x, grad (trH)}2 = {x, grad (trK)}1,
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where
K =
1
3
N∑
α=1
1
µ2α
trx3α.
If N = 2, then system (2.19) is equivalent to (1.2).
3 Conclusions and outlooks
We have proposed some examples of linear and quadratic Poisson brackets naturally related
to some matrix ODE. Similar Poisson, symplectic and many other interesting algebraic struc-
tures were appeared recently in the framework of the M.Kontsevich’s approach to the Non-
Commutative Symplectic Geometry ([10]). We mention here the works of P.Etingof, V. Ginzburg,
W. Crawley-Boevey ([13],[14]), L. Le Bryun ([12]), M. Van den Bergh ([11]) and many others
on Calogero-Moser spaces, symplectic and Poisson geometry of Quiver Path algebras, necklace
and double Poisson structures, Leibniz-Loday algebras, Rota-Baxter algebras etc.
A forthcoming paper [16] establishes the place of our non-abelian Poisson structures in
the realm of these non-commutative algebro-geometric notions.We shall discuss the relations
of our quadratic Poisson structures to the Poisson geometry of the affine variety associated
with the representation spaces modulo adjoint GL−action, describe classification results for
quadratic brackets for a free associative algebra case and the link with the “quadratic” double
Poisson structures. We shall describe their symplectic foliations and Casimirs as well as the
correspondent integrable systems.
Another interesting and intriguing problem relates to the quantization of the non-abelian
brackets, their relations to different versions of dynamical Yang-Baxter equations and their
generalizations, the quantization of the non-abelian integrable equations. All that is beyond
the scope of the papers. We hope to return to this subject elsewhere.
Acknowledgments. The authors are grateful to A. Alekseev, J. Avan, E.B. Vinberg, M.
Kontsevich, A. Polishchuk and M. Semenov-Tian-Shansky for useful discussions. VS is grateful
to Angers, Brock and Dijon Universities for hospitality while the paper was written. VS and
VR are grateful to MATPYL project ”Non-commutative integrable systems” and the ANR
“DIADEMS” project for a financial support of VS visits in Angers. They were also partially
supported by the RFBI grant 11-01-00341-a.
7
References
[1] F. Magri, A simple model of the integrable Hamiltonian equation, J. Math. Phys., 19,
(1978) 1156–1162.
[2] F. Magri, P. Casati, G. Falqui, M. Pedroni, Eight lectures on Integrable Systems, In:
Integrability of Nonlinear Systems (Y. Kosmann-Schwarzbach et al. eds.), Lecture Notes
in Physics 495 (2nd edition), 2004, pp. 209-250.
[3] I. M. Gelfand, I. Zakharevich, Lenard schemes, and the local geometry of bi-Hamiltonian
Toda and Lax structures. Selecta Math. (N.S.) 6, (2000), no. 2, 131183.
[4] A. G. Elashvili, Frobenius Lie algebras. (Russian) Funktsional. Anal. i Prilozhen. 16
(1982), no. 4, 9495. English translation: Functional Anal. Appl.16 (1982), no. 4, 326–328
(1983).
[5] M. Aguiar, On the associative analog of Lie bialgebras, J.Alg., 244 (2001), no. 2, 492-532.
[6] A.G. Reyman and M.A. Semenov-Tian-Shansky, Compatible Poisson structures for Lax
equations: an r-matrix approach, Phys. Lett. A , 130(8-9), 456–460, 1988.
[7] A.V. Mikhailov and V.V. Sokolov, Integrable ODEs on Associative Algebras. Comm.
Math. Phys. 211, 231-251, 2000.
[8] S.V. Manakov, Note on the integration of Euler’s equations of the dynamics of an n-
dimensional rigid body, Funct. Anal. Appl. 10, no.4 (1976), 93-94
[9] A.V. Odesskii and V.V. Sokolov, Integrable matrix equations related to pairs of compatible
associative algebras, Journal Phys. A: Math. Gen., 2006, 39, 12447–12456.
[10] M. Kontsevich, Formal (non)commutative symplectic geometry. The Gel’fand Mathemat-
ical Seminars, 1990–1992, 173–187, Birkha¨user Boston, Boston, MA, 1993.
[11] M. Van den Bergh, Double Poisson algebras. Trans. Amer. Math. Soc. 360, (2008), no.
11, 57115769.
[12] L. Le Bruyn, Noncommutative geometry and Cayley-smooth orders. Pure and Ap-
plied Mathematics (Boca Raton), 290. Chapman and Hall/CRC, Boca Raton, FL, 2008.
lxiv+524 pp.
[13] W. Crawley-Boevey, P. Etingof, P. Ginzburg, Noncommutative geometry and quiver alge-
bras. Adv. Math. 209 (2007), no. 1, 274336.
[14] W. Crawley-Boevey, Poisson structure on moduli spaces of representations. J.
Alg.325(2011),205–215.
8
[15] A. Pichereau and G. Van den Weyer, Double Poisson cohomology of path algebras of
quivers. J. Algebra, 319 (2008), no. 5, 2166–2208.
[16] A.V. Odesskii, V. Rubtsov and V. V. Sokolov Non-abelian quadratic Poisson brackets:
algebraic aspects, in preparation
[17] T. Schedler, Trigonometric solutions of the associative Yang-Baxter equation, Math. Res.
Lett., 10 , 2003, no. 2-3, 301-321.
9
