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Abstract
We define and study the vanishing sequence along a real valuation of sections
of a line bundle on a normal projective variety. Building on previous work of the
first author with Huayi Chen, we prove an equidistribution result for vanishing
sequences of large powers of a big line bundle, and study the limit measure; in
particular, the latter is described in terms of restricted volumes for divisorial
valuations. We also show on an example that the associated concave function
on the Okounkov body can be discontinuous at boundary points.
1 Introduction
The aim of this paper is to define and study a natural higher dimensional generaliza-
tion of the classical notion of ’vanishing sequence’ in the theory of algebraic curves.
Our approach builds on that of [BC11], which studied fairly general filtrations of
section rings ; the current paper can be viewed as a detailed study of a special class
of filtrations induced by valuations. More general filtrations are in turn closely re-
lated to the so-called ’test configurations’ in Donaldson’s definition of K-stability
[Don02, WN10, Sze11].
We work over an algebraically closed field k of arbitrary characteristic. If L is a
line bundle on a smooth projective curve X with H0(L) 6= 0, the vanishing sequence
of H0(L) at a point p ∈ X is classically defined as the set
amin(L, p) = a1(L, p) < ... < aN (L, p) = amax(L, p)
of vanishing orders at p of non-zero sections of L (see for instance [HM98, p.256]).
The valuation v := ordp defines a decreasing, real filtration
F
t
vH
0(L) :=
{
s ∈ H0(L) | v(s) > t
}
(t ∈ R), (1)
and we then have
aj(L, p) = inf
{
t ∈ R | codimFtvH
0(L) > j
}
(2)
for j = 1, ..., N , and hence N = h0(X,L).
Using the trivial bound amax(mL, p) 6 m degL, it is easy to see that the scaled
version (m−1aj(mL, p))j of the vanishing sequence at p of H
0(mL) equidistributes
as m→∞ with respect to the Lebesgue measure on the interval [0,degL] ⊂ R.
2If X is now a normal projective variety of arbitrary dimension and L is a line
bundle with H0(L) 6= 0, the filtration (1) makes sense for any real valuation v on
X, and we use (2) to define the vanishing sequence
amin(L, v) = a1(L, v) 6 ... 6 aN (L, v) = amax(L, v)
of H0(L) along v, again with N = h0(L). As a set, it coincides with the set of values
of v on non-zero sections of L, but this time repetitions may occur (unless v has
transcendence degree zero, see Lemma 2.4 below).
Assuming that L is big, so thatH0(mL) 6= 0 for allm≫ 1, a simple subadditivity
argument proves the existence of
amin(‖L‖, v) := lim
m→∞
m−1amin(mL, v) ∈ [0,+∞)
and
amax(‖L‖, v) := lim
m→∞
m−1amax(mL, v) ∈ (0,+∞].
The first invariant amin(‖L‖, v) coincides by definition with the asymptotic invariant
v(‖L‖) as defined in [ELMNP06]. In particular, it is non-zero iff the center of v on
X lies in the non-nef locus B−(L).
We say that v has linear growth when amax(‖L‖, v) is finite, i.e. when the values
of v on sections in H0(mL) grow at most linearly with m. This condition is easily
seen to be independent of the choice of the big line bundle L and ofX in its birational
class; it is thus an intrinsic property of the valuation v on the function field K of X.
We prove that any divisorial valuation (and, more generally, any Abhyankar
valuation) has linear growth. For a valuation v centered at a closed point, we prove
that v has linear growth iff it has volume zero in the sense of [ELS03, LM09, Cut12]
(cf. Theorem 2.16).
Our first main result describes the asymptotic behavior of the vanishing sequence
along v of H0(mL) as m→∞.
Theorem A. Let L be a big line bundle on a normal projective variety X, and set
Nm := h
0(mL).
(i) For any real valuation v on X, the scaled vanishing sequence(
m−1aj(mL, v)
)
16j6Nm
equidistributes as m→∞, in the sense that the sequence of discrete probability
measures
νk :=
1
Nm
∑
j
δm−1aj(mL,v)
converges weakly to a positive measure µL,v on R.
(ii) If v has linear growth, then µL,v is a probability measure supported on the
interval [amin(‖L‖, v), amax(‖L‖, v)], and its singular part with respect to the
Lebesgue measure consists of at most a Dirac mass at amax(‖L‖, v).
(iii) When v doesn’t have linear growth we have µL,v = 0.
When the base field k has characteristic 0 and v is Abhyankar, we prove more
precisely that µL,v is absolutely continuous with respect to the Lebesgue measure,
i.e. that no Dirac mass can occur at amax(‖L‖, v). When v is divisorial, we can even
3provide an explicit formula for the density of µL,v in terms of restricted volumes
[ELMNP09], using the differentiability property of the volume function proved in
[BFJ09, LM09].
When v has linear growth on L, Theorem A turns out to be a special case of the
main result of [BC11], which also provides a description of the limit measure µL,v
as the push-forward of the normalized Lebesgue measure on the Okounkov body
∆(L) ⊂ Rn (with respect to any given flag of subvarieties, see [LM09, KaKh12,
Bou12]) by a concave non-negative usc function
GL,v : ∆(L)→ R+,
the concave transform of v on ∆(L). Note that ∆(L) and GL,v will depend on
the reference flag in general, while the image measure µL,v does not. Just like the
Okounkov body itself, we prove that GL,v only depends on the numerical equivalence
class of L. Since it is concave and usc, a simple result from convex analysis guarantees
that GL,v is continuous up to the boundary of ∆(L) when the latter is a polytope.
Our second main result shows that continuity may fail in general when ∆(L) has a
more erratic boundary:
Theorem B. For an appropriate choice of flag on the blow-up X of P3 along an
adequate smooth curve C, there exists an ample prime divisor D on X such that
GD,ordD is not continuous up to the boundary of ∆(D).
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2 Vanishing sequences
We work over an algebraically closed field k, whose characteristic is arbitrary unless
otherwise specified. An algebraic variety is by definition an integral k-scheme of
finite type.
2.1 Real valuations
We use [ZS75, Chapter VI] and [ELS03] as general references on valuations. A
real valuation v on an algebraic variety X is a valuation on the function field K of
X, trivial on k, with values in the ordered group (R,+) (i.e. of real rank 1) and
admitting a center on X. By definition, the latter is a scheme point cX(v) ∈ X
4such that v > 0 on the local ring at cX(v) and v > 0 on its maximal ideal. By
the valuative criterion of separatedness, this condition uniquely determines cX(v),
while its existence is guaranteed when X is proper, by the valuative criterion of
properness.
The rational rank rat.rk(v) is defined as the maximal number of Q-linearly inde-
pendent elements in the value group v(K∗) ⊂ R. The transcendence degree tr.deg(v)
is defined as the transcendence degree over k of the residue field
k(v) := {v > 0}/{v > 0},
and can alternatively be described as the maximal possible dimension of the (closure
of the) center of v on a birational model of X. The Abhyankar-Zariski inequality
states that
rat.rk(v) + tr.deg(v) 6 dimX,
and an Abhyankar valuation is by definition a valuation v for which equality holds.
By the main result of [KnKu05], Abhyankar valuations can be more explicitely
characterized as quasimonomial valuations, i.e. those valuations that become mono-
mial on a birational model of X (see also [ELS03, Proposition 2.8] for a simple proof
in characteristic zero). More precisely, v is quasimonomial iff there exists a bira-
tional model X ′ of X, proper over X and non-singular at ξ = cX′(v), and a regular
system of parameters (z1, ..., zr) at ξ
′ (with r = rat.rk(v), necessarily) such that v is
given as a monomial valuation
v
(∑
α∈Nn
aαz
α
)
= min
{∑
i
ciαi | aα 6= 0
}
on the formal completion ÔX′,ξ ≃ k(ξ
′)[[z1, ..., zr ]], for some Q-linearly independent
weights c1, ..., cr ∈ R+.
In particular, the value group of an Abhyankar valuation is finitely generated
(and hence a free abelian group), in stark contrast with more general valuations:
according to [ZS75, p.102], any subgroup of (Q,+) can be realized as the value
group of a real valuation on X = P2.
As an important special case, an Abhyankar valuation v with rat.rk(v) = 1 is
the same thing as a divisorial valuation, i.e. a valuation of the form v = c ordE with
c > 0 and E ⊂ X ′ a prime divisor on a birational model X ′ of X, proper over X.
At the other end of the spectrum, a valuation v of maximal rational rank (i.e.
such that rat.rk(v) = dimX) also is an Abhyankar valuation. Its center on every
model is then a closed point, i.e. tr.deg(v) = 0, and this property easily implies that
#v (E \ {0}) = dimE (3)
for every finite dimensional subspace E ⊂ K (see for instance [Bou12, Proposition
2.23]).
The following simple consequence of the above description of Abhyankar valua-
tions will come in handy later on.
Lemma 2.1. If v is an Abhyankar valuation on X, then there exists a divisorial
valuation v′ such that v 6 v′ on the local ring of X at cX(v).
Proof. As recalled above, there exists a proper birational morphism π : X ′ → X
which is smooth at ξ′ := cX′(v) and a regular system of parameters (z1, ..., zr) at ξ
′
5with respect to which v is monomial. Setting ci := v(zi) we pick rational numbers
c′i > ci and denote by v
′ the corresponding monomial valuation. Then v′ is divisorial
since it is Abhyankar with rat.rk(v) = 1, and we have v 6 v′ on OX′,ξ′ , hence also
on OX,cX(v).
2.2 The vanishing sequence along a valuation
We assume from now on that X is a normal projective variety, and let v be a real
valuation on X. For each line bundle L on X and each non-zero section s ∈ H0(L),
we can make sense of v(s) ∈ [0,+∞) by trivializing L near the center cX(v), which
identifies s with a local regular function. Since any two local trivializations of L
differ by a unit, this is well-defined, and the usual property
v(s + s′) > min
{
v(s), v(s′)
}
is satisfied for any two sections s, s′ ∈ H0(L) (with the usual convention that v(0) =
+∞). As a consequence, the function
v : H0(L)→ [0,+∞]
is uniquely determined by the corresponding (decreasing, real) filtration Fv of H
0(L)
by linear subspaces, defined by
F
t
vH
0(L) :=
{
s ∈ H0(L) | v(s) > t
}
for all t ∈ R.
Definition 2.2. Let L be a line bundle on X such that N := h0(L) is non-zero.
The vanishing sequence along v of H0(L) is the sequence
amin(L, v) = a1(L, v) 6 ... 6 aN (L, v) = amax(L, v)
defined by
aj(L, v) = inf
{
t ∈ R | codimFtvH
0(L) > j
}
for j = 1, ..., N .
Remark 2.3. In [BC11, Definition 1.2], the jumping numbers of the filtration Fv
are defined as
ej = sup
{
t ∈ R | dimFtvH
0(L) 6 j
}
.
They relate to the vanishing sequence by ej = aN−j .
As a set, the vanishing sequence coincides with v
(
H0(L) \ {0}
)
⊂ R+, with
amin(L, v) and amax(L, v) being respectively the smallest and largest value taken by
v on a non-zero section of L. But there will be repetitions in general, counted in
such a way that the basic formula
−
d
dt
dimFtvH
0(L) =
N∑
j=1
δaj (L,v) (4)
holds as distributions on R (compare [BC11, (1.3)]). We note:
6Lemma 2.4. If the real valuation v has transcendence degree 0 (in particular, if v
has maximal rational rank), then the vanishing sequence along v of H0(L) admits
no repetition, i.e. ai(L, v) < aj(L, v) for i < j.
Proof. As mentioned above, a valuation v with transcendence degree 0 satisfies (3)
for any finite dimensional linear space E of rational functions, see [Bou12, Proposi-
tion 2.23]. In particular, we have
#v
(
H0(L) \ {0}
)
= h0(L),
which implies that the vanishing sequence along v of H0(L) admits no repetion.
Finally, we record the following birational invariance property of vanishing se-
quences:
Lemma 2.5. If π : X ′ → X is a birational morphism between normal projective
varieties and L is a line bundle on X with H0(L) 6= 0, then we have for each real
valuation v
aj(π
∗L, v) = aj(L, v) for j = 1, ..., N.
Proof. We have π∗OX′ = OX since π is birational and X is normal, and the projec-
tion formula therefore shows that π∗ induces an isomorphism
F
t
vH
0(L) ≃ FtvH
0(π∗L)
for all t ∈ R.
2.3 Linear growth and the volume
Given any two line bundles L,L′ and sections s, s′ of L,L′ respectively, we plainly
have
v(s ⊗ s′) = v(s) + v(s′).
This yields in particular the super and subadditivity properties
amax((m+m
′)L, v) > amax(mL, v) + amax(m
′L, v)
and
amin((m+m
′)L, v) 6 amin(mL, v) + amin(m
′L, v)
for all m,m′ ∈ N such that H0(mL) and H0(m′L) are non-zero. By the so-called
’Fekete lemma’, we infer:
Lemma 2.6. If L is a big line bundle, then m−1amax(mL, v) and m
−1amin(mL, v)
admit limits amax(‖L‖, v) ∈ (0,+∞] and amin(‖L‖, v) ∈ [0,+∞) as m → ∞. In
fact, we have
amax(‖L‖, v) = sup
m>m0
m−1amax(mL, v)
and
amin(‖L‖, v) = inf
m>m0
m−1amin(mL, v)
for any choice of m0 > 1 such that H
0(mL) 6= 0 for m > m0.
7Remark 2.7. Subadditivity of the smallest jumping number can fail for general
multiplicative filtrations on the algebra of sections
R(L) :=
⊕
m∈N
H0(mL),
as considered in [BC11]. What is special with Fv is the mutiplicativity of the corre-
sponding norm with respect to the trivial valuation of k on the algebra R(L).
In the notation of [ELMNP06, §2], we have
amin(‖L‖, v) = v(‖L‖)
We thus get
amin(‖L‖, v) > 0 =⇒ cX(v) ∈ B−(L),
where the right-hand side denotes the restricted base locus (aka non-nef locus). In
particular, amin(‖L‖, v) is always zero when L is nef.
The converse implication holds at least whenX is smooth and k has characteristic
0, by [ELMNP06, Proposition 2.8].
Lemma 2.8. If amax(‖L‖, v) is finite for a given big line bundle on a given normal
projective variety X, then amax(‖L
′‖, v) is also finite for any big line bundle on any
normal projective variety X ′ birational to X.
Proof. By the birational invariance property of Lemma 2.5, we may assume that
X ′ = X. Since L is big, there exists a≫ 1 and a non-zero section σ ∈ H0(aL−L′),
so that for each m ∈ N H0(mL′) injects into H0(kaL) via s 7→ s ⊗ σk. It follows
that
amax(mL
′, v) 6 amax(mL
′, v) + kv(σ) 6 amax(kaL) = O(m),
and hence amax(‖L
′‖, v) < +∞.
We may thus introduce:
Definition 2.9. A real valuation v on the function field K/k has linear growth if
amax(‖L‖, v) is finite for some (hence any) big line bundle L on some (hence any)
normal projective model X of K.
Here is an equivalent formulation:
Proposition 2.10. A real valuation v on a normal projective variety X has linear
growth iff for each big numerical class α ∈ N1(X)R we have
sup
D≡α
v(D) < +∞,
where D ranges over all effective R-Cartier divisors in the classe of α (and the value
of v on an R-divisor is defined by linearity).
Proof. One direction is clear, since D := 1m div(s) is in particular an effective Q-
divisor in the numerical class of L for each non-zero section s ∈ H0(mL).
Conversely, assume that v has linear growth. Given a big class α, we may find a
big line bundle L on X such that c1(L) − α is the class of an effective R-divisor E.
We then have
v(E) + sup
D≡α
v(D) 6 sup
D′≡L
v(D′),
8and we may thus assume wlog that α = c1(L) is the numerical class of a big line
bundle L. By Lemma 2.11 below and linearity, we are reduced to proving that
v(D) = O(m) for all effective Cartier divisors D numerically equivalent to mL.
We can then follow the usual argument relying on [Laz04, Lemma 2.2.42]. The
latter yields the existence of a very ample line bundle A such that A + N is very
ample for every nef line bundle N . Since mL − D is by assumption numerically
trivial, it follows in particular that A+mL−D has a non-zero section.
Since L is big, we may assume thatm is large enough to guarantee that H0(mL−
A) 6= 0. Twisting the canonical section σD of OX(D) by a non-zero section of
H0(mL − A) and a non-zero section of A +mL−D yields a section s of mL, and
we thus get as desired
v(D) 6 v(s) = O(m).
Lemma 2.11. If α ∈ N1(X)Q is a rational numerical class, then every effective R-
Cartier divisor D ≡ α can be written as a convex combination of effective Q-Cartier
divisors in the class of α.
Proof. If we let Ei be the irreducible components of D, then the affine subspace
W of
∑
iREi consisting of R-Cartier divisors supported on
∑
iEi and lying in the
numerical class α is rational. As a consequence, D ∈ W ∩
∑
iR
∗
+Ei can be written
as a convex combination of elements in WQ ∩
∑
iR
∗
+Ei, and the result follows.
Proposition 2.12. Every Abhyankar valuation has linear growth.
Proof. Let L be a big line bundle on X. We start with a simple observation: if v
and v′ are two real valuations on X such that v 6 v′ on the local ring of X at cX(v),
then amax(‖L‖, v) 6 amax(‖L‖, v
′), so that v has linear growth whenever v′ does.
By Lemma 2.1, we are thus reduced to the case of a divisorial valuation v. By
Lemma 2.5, we may replace X with a higher birational model and assume that
v = ordE with E a prime divisor on X. Pick an ample line bundle A on X. For
each non-zero section s ∈ H0(mL) we then have
ordE(s)
(
(A|E)
dimX−1
)
6 m
(
L · AdimX−1
)
,
which shows as desired that amax(mL, v) = O(m).
Remark 2.13. In characteristic zero, the result is a weak consequence of [BFJ12,
Theorem B], and can also be deduced from [ELS03, Theorem A].
The converse of Proposition 2.12 fails in general, since already in dimension 2
there exist non-Abhyankar real valuations v that can be dominated by a divisorial
valuation.
Example 2.14. Let
γ(t) :=
∑
j>0
ajt
βj
be a generalized Puiseux series with aj ∈ k and βj an increasing sequence of posi-
tive rational numbers bounded above by C ∈ [1,+∞) (and hence with unbounded
denominators). Then γ defines a valuation centered at the origin of A2 by setting
v(P ) := ord0 P (t, γ(t))
9for P ∈ k[x, y]. Using βj 6 C for all j, it is straightforward to check that v 6 Cv0
on k[x, y], where v0 is the divisorial valuation on A
2 given by vanishing order at the
origin. Since v0 has linear growth, so does v. On the other hand, it follows from
[FJ04, Chapter 4] that v is not an Abhyankar valuation.
We may however ask:
Conjecture 2.15. A real valuation v has linear growth iff there exists a divisorial
valuation v′ such that v 6 v′ at the center of v on some birational model.
As we shall see, the conjecture holds at least when v is centered at a closed point
on some birational model.
To this end, we will relate the linear growth condition to notion of volume of a
valuation. Let v be a real valuation v with center cX(v) = ξ and valuation ideals
am := {v > m} ⊂ OX
for m ∈ N, and set d = dimOX,ξ. By [ELS03, LM09, Cut12], the limit
volX(v) := lim
m→+∞
d!
md
length (OX,ξ/am)
exists in [0,+∞), and is called the volume of v. It can also expressed in terms of
the Hilbert-Samuel multiplicities of the valuation ideals:
volX(v) = lim
m→+∞
e (am)
md
.
Theorem 2.16. For a real valuation v centered at a closed point x of a normal
projective variety X, the following conditions are equivalent.
(i) v has linear growth.
(ii) volX(v) > 0.
(iii) there exists a divisorial valuation w centered at x such that v 6 w on OX,x.
Proof. (i)=⇒(ii) is elementary. Indeed, pick any big line bundle L on X and a
rational c > amax(‖L‖, v). By definition of the latter, we have
H0(X,O(mL) ⊗ amc) = 0
for all m≫ 1, which means that the restriction map
H0(X,mL)→ OX(mL)⊗ (OX,x/amc)
is injective. Setting n := dimX, it follows that
n!
mn
h0(mL) 6
(mc)n
n!
length (OX,x/amc) ,
and hence vol(L) 6 cn volX(v) in the limit. This implies that volX(v) > 0, and more
precisely
amax (‖L‖, v) >
(
vol(L)
volX(v)
)1/n
∈ (0,+∞].
The proof of (ii)=⇒(iii) is more involved. By Lemma 2.17, for each sufficiently large
multiple L of a given very ample line bundle H, OX(mL)⊗ am is globally generated
10
for all m > 1, and further satisfies H1(X,OX (mL)⊗ am) = 0. The latter condition
yields the surjectivity of the restriction map
H0(X,mL)→ OX(mL)⊗ (OX,x/am) ,
and hence
h0(OX(mL)⊗ am) = h
0(mL)− dim (OX,x/am) .
If we take L to be a large enough multiple of H, we can also achieve that
amax(‖L‖, v) > 1,
simply by homogeneity with respect to L. Thanks to [BC11, Lemma 1.6], this
condition implies that the graded algebra
S :=
⊕
m∈N
H0 (X,OX(mL)⊗ am)
contains an ample series, which implies in turn the existence in (0,+∞) of
vol(S) = lim
m→∞
n!
mn
h0(OX(mL)⊗ am),
by [LM09, Proposition 2.1]. Note also that vol(S) = vol(L) − volX(v) by what we
have just seen.
If we assume that volX(v) > 0, then vol(S) < vol(L), and the first author’s
appendix to [Sze11] (which relies on Izumi’s theorem) yields a divisorial valuation
w such that w(s) > m for all s ∈ H0(OX(mL)⊗ am).
Let us now check that w(f) > v(f) for each f ∈ OX,x. Given j > 1, define
mj := ⌊jv(f)⌋, so that f
j belongs to amj . Since OX(mjL)⊗amj is globally generated,
we can find a section sj ∈ H
0(X,OX (mjL)⊗ amj ) such that sj = τjf
j at x for some
local trivialization τj of mjL. We thus get
w(f) = j−1w(sj) > j
−1mj,
hence w(f) > v(f) after letting j →∞.
Finally, (iii)=⇒(i) is a consequence of Proposition 2.12.
The next lemma is a simple variant of [LM09, Lemma 3.9].
Lemma 2.17. Let H be very ample line bundle on a projective variety X, and
(am)m∈N be a graded sequence of non-zero ideals cosupported at a fixed closed point
x. For each l≫ 1, L := lH satisfies
(i) Hq(X,OX (mL)⊗ am) = 0 for all m, q > 1;
(ii) OX(mL)⊗ am is globally generated for all m > 1.
Proof. Property (i) follows directly from [LM09, Lemma 3.9]. In order to get (ii),
we rely on the Castelnuovo-Mumford critetion for global generation (cf. [Laz04,
Theorem I.1.8.3]), which reduces us to proving the existence of l0 such that
Hq(X,OX(mlH − qH)⊗ am) = 0
for all q > 1, l > l0 and all m > 1. This vanishing is then checked exactly as in the
proof of [LM09, Lemma 3.9].
11
Remark 2.18. When X is 2-dimensional and smooth at x, the equivalence between
volX(v) > 0 and linear growth also follows from [FJ04, Remark 3.3], which gives
more precisely that v 6 volX(v)
−1 ordx on OX,x.
Example 2.19. A simple example of a valuation v on P2 with volX(v) = 0 (and
hence nonlinear growth) is given in [ELS03, Remark 2.6]: let v be the valuation
centered at 0 ∈ A2 given by the vanishing order at t = 0 on the formal arc t 7→
(t, et − 1). By [ELS03, Example 1.4 (iv)], the valuation ideal am = {v > m} is
generated by xm and y − (x + ... + xm−1/(m − 1)!), hence has colength m, and it
follows that volX(v) = 0.
2.4 Equidistribution of vanishing sequences
In this section we prove our first main result (Theorem A in the introduction), which
describes the asymptotic behavior of vanishing sequences.
Theorem 2.20. Let L be a big line bundle on a normal projective variety X, and
set Nm := h
0(mL).
(i) For any real valuation v on X, the scaled vanishing sequence(
m−1aj(mL, v)
)
16j6Nm
equidistributes as m→∞, in the sense that the sequence of discrete probability
measures
νk :=
1
Nm
∑
j
δm−1aj(mL,v)
converges weakly to a positive measure µL,v on R.
(ii) If v has linear growth, then µL,v is a probability measure with support in
[amin(‖L‖, v), amax(‖L‖, v)], and whose singular part with respect to the Lebesgue
measure consists at most of a Dirac mass at amax(‖L‖, v).
(iii) If v doesn’t have linear growth, then µL,v = 0.
Remark 2.21. When v has linear growth, Theorem 2.20 is actually a special case
of the main result of [BC11]. Indeed, the filtration Fv is linearly bounded in the
sense of [BC11] in that case, and [BC11, Theorem 1.11] directly implies (i), with µL,v
given as the push-forward of the (normalized) Lebesgue measure on the Okounkov
body of L by the concave transform of the filtration (see §3 below for more details).
In case (iii) however, [BC11] doesn’t a priori apply.
The main ingredient in the proof is:
Lemma 2.22. Set n := dimX. For each t < amax(‖L‖, v),
vol(L, v > t) := lim
m→∞
n!
mn
dimFmtv H
0(mL)
exists in (0,+∞), and t 7→ vol(L, v > t)1/n is furthermore concave and non-
increasing on (−∞, amax(‖L‖, v)), and constant on (−∞, amin(‖L‖, v)].
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Proof. If we introduce as in [BC11] the graded algebra
R(L, v > t) :=
⊕
m∈N
F
mt
v H
0(mL),
then R(L, v > t) contains an ample series for each t < amax(‖L‖, v), by [BC11,
Lemma 1.6]. The existence of the limit is thus a consequence of [LM09, Proposition
2.1], which further shows that
vol(L, v > t) = n! vol (∆(L, v > t))
where ∆(L, v > t) denotes the Okounkov body of R(L, v > t) with respect to any
fixed flag of subvarieties of X. Using that
F
t
vH
0(mL) · Ft
′
H0(m′L) ⊂ Ft+t
′
v H
0((m+m′)L),
it is easy to check that
(1− λ)∆(L, v > t) + λ∆(L, v > t′) ⊂ ∆(L, v > (1− λ)t+ λt′)
for all t, t′ ∈ R and 0 6 λ 6 1 (compare [BC11, (1.6)]), and hence
vol
(
∆(L, v > (1− λ)t+ λt′)
)1/n
> (1−λ) vol (∆(L, v > t))1/n+λ vol
(
∆(L, v > t′
)1/n
by the Brunn-Minkowski inequality. This shows as desired that vol(L, v > t)1/n is a
concave function of t < amax(‖L‖, v).
Proof of Theorem 2.20. For each m ∈ N define hm : R→ R by
hm(t) :=
1
Nm
dimFktH0(mL),
which satisfies
−
d
dt
hm = νm
by (4). If h : R→ R is defined by
h(t) =
vol(L, v > t)
vol(L)
for t < amax(‖L‖, v) and h(t) = 0 for t > amax(‖L‖, v), then we get hm(t) →
h(t) for all t 6= amax(‖L‖, v), using Lemma 2.22 and the fact that hm(t) = 0 for
all m and all t > amax(‖L‖, v). Since 0 6 hm 6 1 is uniformly bounded, the
dominated convergence theorem implies that hm → h holds in L
1
loc topology, and
hence − ddthm = νm converges weakly on R to
µL,v := −
d
dt
h,
which is necessarily a positive measure (as the weak limit of such measures), and
is supported on [amin(‖L‖, v), amax(‖L‖, v)] since h is constant outside this inter-
val. On (−∞, amax(‖L‖, v)) h
1/n is further concave, hence locally Lipschitz contin-
uous, and it follows that µL,v has L
∞
loc density with respect to Lebesgue measure on
(−∞, amax(‖L‖, v)).
If v has linear growth, then all probability measures νm are supported in the
fixed compact set [0, amax(‖L, ‖, v)], and it follows that the weak limit µL,v also is a
probability measure.
Otherwise, amax(‖L‖, v) is infinite, and h
1/n is thus concave and non-increasing
on R. Since it is also bounded below (by 0), it has to be constant, which proves that
µL,v = 0 is that case.
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For later use, we note:
Lemma 2.23. If v has linear growth, then
vol(L, v > t)
vol(L)
= µL,v(x > t)
for all t < amax(‖L‖, v). In particular, µL,v has no atom at amax(‖L‖, v) iff
lim
t→amax(‖L‖,v)−
vol(L, v > t) = 0.
2.5 The limit measure for Abhyankar valuations in characteristic zero
In this section we assume that the base field k has characteristic 0, in order to rely
on resolution of singularities.
Recall that the restricted volume of a line bundle L on a subvariety Y ⊂ X is
defined as
volX|Y (L) := lim sup
m→∞
d!
md
h0(X|Y,mL),
where d := dimY and h0(X|Y,mL) is the rank of the restriction map H0(X,mL)→
H0(Y,mL).
Theorem 2.24. Assume that k has characteristic zero. Let v be a divisorial valu-
ation and L be a big line bundle on X. By birational invariance and homogeneity,
we may assume wlog that X is smooth and v = ordE with E ⊂ X a prime divisor,
and we then have
amax(‖L‖, v) = sup {t > 0 | L− tE big}
and
µL,v =
n volX|E (L− tE)
vol(L)
dt.
Proof. In the present case we have FtvH
0(mL) ≃ H0(m(L− tE)), hence
0 < vol(L, v > t) = vol(L− tE)
for t < amax(‖L‖, v), which proves that
amax(‖L‖, v) 6 sup {t > 0 | L− tE big} .
Conversely, for each t > 0 such that L− tE is big we have
F
t
vH
0(X,mL) ≃ H0(m(L− tE) 6= 0
for all m≫ 1, which implies that t 6 amax(‖L‖, v).
By continuity of the volume function [Laz04], we thus have
lim
t→amax(‖L‖,v)
vol(L, v > t) = 0,
which proves that µL,v is absolutely continuous with respect to Lebesgue measure
by Lemma 2.23. On (−∞, amax(‖L‖, v)), µL,v is the weak derivative of
−
vol(L, v > t)
vol(L)
= −
vol(L− tE)
vol(L)
.
The result now follows from the differentiability property of the volume function
[BFJ09, Corollary C], [LM09, Corollary C].
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For a general Abhyankar valuation we prove:
Proposition 2.25. Let v be an Abhyankar valuation, and L be a big line bundle on
X. Then µL,v is absolutely continuous with respect to Lebesgue measure.
Proof. Arguing as in the proof of Lemma 2.1 shows the existence of a sequence of
divisorial valuations vj such that
vj 6 v 6 (1 + εj)vj
on the local ring of X at cX(v), for some sequence εj → 0. It follows that
F
mt
vj H
0(mL) ⊂ FtvH
0(mL) ⊂ F
mt(1+εj )
−1
vj H
0(mL) (5)
for all m, j and all t ∈ R. If we define gj : R → R by gj(t) = vol(L, vj > t) if
t < amax(‖L‖, vj) and gj(t) = 0 otherwise, then gj is continuous on R by Theorem
2.24, and (5) easily implies that gj converges uniformly on R to the function g :
R → R defined by g(t) = vol(L, v > t) for t < amax(‖L‖, v) and g(t) = 0 for
t > amax(‖L‖, v). In particular, g is continuous, and we get as desired
lim
t→amax(‖L‖,v)
vol(L, v > t) = 0.
Question 2.26. Is it true that µL,v is absolutely continuous for all real valuations
v with linear growth?
3 The concave transforms of a valuation on the Okounkov body
3.1 The concave transform of a filtration
Let X be a projective variety of dimension n. To a flag of subvarieties
X = Y0 ⊃ Y1 ⊃ ... ⊃ Yn = {p}
with codimYi = i and such that all Yi’s are smooth at the (closed) point p ∈ X,
one attaches a rank n valuation νflag : k(X)
∗ → Zn whose components are given by
successive vanishing orders along the Yi’s. Until further notice, we fix the choice of
such a flag.
Given a graded subalgebra R of the algebra of sections R(L) of a line bundle L
on X, the Okounkov body ∆(R) of R is defined as the closure in Rn of⋃
m>1
{
m−1νflag(s) | s ∈ Rm \ {0}
}
.
It is a compact convex subset of Rn, contained in the quadrant Rn+. We refer to
[LM09, KaKh12, Bou12] for more information on this construction.
Assume now that L is big, so that ∆(L) has non-empty interior, i.e. is a bona
fide convex body. For each m ∈ N, let (FtH0(mL))t∈R+ be a decreasing filtration
of H0(mL), and assume that the corresponding filtration F of the graded algebra
R(L) is multiplicative, in the sense that
F
tH0(mL) · FsH0(mL) ⊂ Ft+sH0((k +m)L)
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for all s, t ∈ R+, k,m ∈ N. For each t ∈ R+, one introduces as in [BC11] a graded
subalgebra Rt of R(L) with graded pieces
Rtm := F
mtH0(mL).
If F is linearly bounded above, i.e. if
emax(F) := sup
m>1
(
m−1 sup
{
t ∈ R+ | F
tH0(mL) 6= 0
})
is finite, then it is shown in [BC11] that
∆t(L) := ∆(Rt) ⊂ ∆(L)
is a convex body for each t < emax(F). The concave transform of F is the concave
usc function GF : ∆(L)→ [0,+∞) defined by
GF(x) := sup
{
t ∈ R+ | x ∈ ∆
t(L)
}
. (6)
By the main result of [BC11], the push-forward by GF of the Lebesgue measure
describes the asymptotic distribution as m →∞ of the scaled jumping numbers of
F
tH0(mL).
Specializing this to the filtration Fv induced by a real valuation v with linear
growth we set GL,v := GFv , and call it the concave transform of the valuation v.
The limit measure µL,v in Theorem 2.20 can now be described as the push-forward
by GL,v of the Lebesgue measure λ on ∆(L), normalized to mass 1.
Recall from [LM09, Proposition 4.1] that ∆(L) only depends on the numerical
equivalence class of L. We similarly show:
Proposition 3.1. Let L be a big line bundle on X. For any real valuation v, the
limit measure µL,v only depends on the numerical equivalence class of L, and the
same property holds for the concave transform
GL,v : ∆(L)→ R
when v has linear growth on R(L).
Proof. Fix an arbitrary numerically trivial line bundle P on X and set L′ := L+P .
Following the train of thought of the proof of [LM09, Proposition 4.1 (i)], we will
show that
∆(L′, v > t) = ∆(L, v > t)
for all t ∈ R+, which will yield both results.
By [Laz04, Lemma 2.2.42], there exists a very ample line bundle A on X such
that A +N is very ample for every nef line bundle N , and in particular A + lP is
very ample for all l ∈ Z.
Since L is big, we may find m≫ 1 and a non-zero section σ ∈ H0(mL−A). We
write
(k +m)L′ = mL+ (mL−A) + (A+ (k +m)P ).
By very ampleness, for each k we can find a section τm ∈ H
0(A + (k +m)P ) that
does not vanish at the center on X of the flag valuation νflag, so that νflag(τk) = 0.
For each s ∈ Fktv H
0(mL), setting s′ := s ·σ ·τk defines a section in F
kt
v H
0((k+m)L′),
and we have
νflag(s
′) = νflag(s) + νflag(σ).
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It follows that
νflag
(
F
ktH0(mL) \ {0}
)
+ νflag(σ) ⊂ νflag
(
F
ktH0((k +m)L) \ {0}
)
,
and hence
∆
(⊕
m∈N
F
ktH0(mL)
)
⊂ ∆
(⊕
m∈N
F
ktH0(mL′)
)
.
In other words, we have proved that ∆(L, v > t) ⊂ ∆(L′, v > t), and the result
follows by symmetry.
We now consider three examples where GL,v can be explicitely described.
Example 3.2 (Curves). If X is a curve and L is a big (hence ample) line bundle,
then the Okounkov body with respect to any point p ∈ X is the line segment
∆(L) = [0,degL] ⊂ R. For v = ordq with q ∈ X, it is straightforward to check that
the concave transform GL,v : [0,degL]→ R is given by
GL,v(x) = x
when q = p, and
GL,v(x) = deg(L)− x
otherwise.
We next consider a less trivial 2-dimensional example.
Example 3.3 (Projective plane). Set L = P2, L = O(1), and consider the flag
defined by a point p on a line ℓ. We then have
∆(L) =
{
(x, y) ∈ R2+ | x+ y 6 1
}
Let v = ordz for a point z ∈ X. One can then check that
GL,v(x, y) = x+ y
for z = p, and
GL,v(x, y) = 1− x
otherwise.
Example 3.4 (One-point blow-up of the projective plane). Let now f : X =
Blq P
2 → P2 be the blow up of the projective plane in a point q, with exceptional
divisor F . Let p ∈ ℓ ⊂ X be the flag given by taking the strict transform of a
point on a line not passing through q. We work with a Q-divisor Lλ = f
∗H − λF
with H = O(1), for some fixed λ ∈ Q ∩ [0, 1]. A direct computation using [LM09,
Theorem 6.2] gives that the Okounkov body of Lλ has the shape
1− λ0
1
∆(Lλ)
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Consider the divisorial valuation v = ordz attached to a point z ∈ X. For z = p,
we find as before GL,v(x, y) = x + y. Assume now that z is a point not on the
exceptional divisor F (hence z can be considered also as a point on P2) and not on
the line through p and q. We have now for (x, y) ∈ ∆(Lλ)
GL,v(x, y) =
{
1− x for x+ y 6 1− λ
2− 2x− y − λ for 1− λ 6 x+ y 6 1
To see this, we may assume by continuity that x, y ∈ Q. By construction, GL,v(x, y)
is then the maximal vanishing order at z of all effective Q-divisors D on P2 with
D ∼Q O(1) and vanishing
a) along ℓ to order x;
b) in q to order λ;
c) in p to order x after dividing by the equation of ℓ in power x and after re-
stricting to ℓ.
Condition a) ”costs” xH, so we are left with (1−x)H−λF to take care of conditions
b) and c). If y 6 1 − x − λ, then we take a line through the points z and q with
multiplicity λ and the line through z and p with multiplicity 1− x−λ. Their union
has multiplicity λ+(1−x−λ) = 1−x at q and satisfies b) and c). Moreover, there
is no Q-divisor equivalent to (1 − x)H − λF with higher multiplicity at z, which
follows easily from Be´zout’s theorem intersecting with both lines.
The argument in the remaining case y > 1− x − λ is similar. We want to split
the divisor so that it produces a high vanishing order towards condition c) first and
then, after arriving to the threshold
y′ = 1− x′ − λ′, (7)
we take again the union of two lines as above. Thus, we start with the conic through
q and z tangent to ℓ at p. We take this conic with multiplicity α subject to condition
that
y − 2α = 1− x− 2α − (λ− α),
which means that the divisor (1−x−2α)H− (λ−α)F satisfies (7) with y′ = y−2α,
x′ = x+ 2α and λ′ = λ− α. The constructed Q-divisor, consisting of the conic and
two lines has then multiplicity
x+ y + λ− 1 + (1− x− 2(x+ y + λ− 1)) = 2− 2x− y − λ.
Be´zout’s theorem shows then that there is no divisor of higher multiplicity.
3.2 Continuity of concave transforms on Okounkov bodies
We start by relating the continuity of concave transforms to the geometry of Ok-
ounkov bodies. Let ∆ be a convex body in Rn. The extremal function of ∆ at a
point p ∈ ∆ is the concave usc function E∆,p : ∆→ [0, 1] defined by
E∆,p(x) = sup {t ∈ [0, 1] | x ∈ tp+ (1− t)∆} .
It is elementary to check that the following properties are equivalent (see [How88,
Proposition 3]):
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(i) ∆ is conical at p, in the sense that ∆ coincides in a neighborhood of p with a
closed convex cone with apex p;
(ii) E∆,p is continuous at p;
(iii) every bounded concave usc function on ∆ is continuous at p.
Further, ∆ is conical at each of its (boundary) points iff it is a polytope. In partic-
ular, every concave usc function on a polytope is continous up to the boundary.
Example 3.5. Since Okounkov bodies on surfaces are polygones [KLM12, Theorem
B], all concave transforms on Okounkov bodies in dimension two are continuous.
In a similar vein, if X is a normal projective variety of arbitrary dimension and
L is a big line bundle with a finitely generated section ring R(L), then by [AKL12,
Theorem 1] the flag of subvarieties of X can be chosen in such a way that ∆(L)
is a (rational) simplex. As a consequence, any concave transform on ∆(L) is again
continuous.
Lemma 3.6 (A non-continuity criterion). Let D ⊂ X be a big prime divisor. Then
GD,ordD coincides with the extremal function of ∆(D) at p = νflag(D). In particular,
∆(D) is conical at p iff GD,ordD is continuous at p.
Proof. For all t ∈ R+ and m ∈ N, we have
H0 ((k − ⌈t⌉)D) ≃ FtordDH
0(kD).
It follows easily that amax(‖D‖, ordD) = 1 and
∆t(D) = tp+ (1− t)∆(D)
for t ∈ [0, 1], hence the result.
We will also use the following result, which is a consequence of [Bou12, Propo-
sition 4.10]:
Lemma 3.7. Let X be a normal projective variety of dimension n and
X = Y0 ⊃ ... ⊃ Yn = {p}
be a flag of subvarieties with Yi+1 Cartier in Yi and such that each Yi with i > 1 has
the property that every effective divisor on Yi is nef (this condition being automatic
for i = n− 1 and n). Let also L be an ample line bundle on X. Then ∆(L) and⋂
i>1
{
(x1, ..., xn) ∈ R
n
+ | L|Yi − x1Y1|Yi − ...− xi+1Yi+1 ∈ Nef(Yi)
}
coincide in the half-space {x1 6 a} for 0 < a≪ 1.
When n = 3, the assumption reduces to the fact that the surface Y1 contains no
curve with negative self-intersection, and the nef cone of Y1 is then (the closure of)
one of the two connected components of the positive cone of the intersection form.
If we require
(i) (Y 22 )Y1 > 0
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then a numerical class α ∈ N1(Y1) is nef iff (α
2)Y1 > 0 and (α · Y2)Y1 > 0, and
Lemma 3.7 therefore shows that ∆(L) coincides near the plane (x1 = 0) with the
intersection of the quadrant R3+, of the solid quadric
q(x1, x2, x3) := (L|Y1 − x1Y1|Y1 − x2Y2)
2
Y1
> 0
and of the half-space
x1(Y1 · Y2)X + x2(Y
2
2 )Y1 + x3 6 (L · Y2)X .
If we further assume that the divisor class Z := L|Y1 − Y2 on Y1 satisfies
(ii) (Z2)Y1 = 0 and
(iii) (Z · Y2)Y1 > 0,
then p = (0, 1, 0) lies in the interior of the above half-space, so that ∆(L) locally
coincides near p with R3+ ∩ {q > 0}. Since we also have q(p) = 0 and
∂q
∂x2
(p) =
−2(Z · Y2)Y1 is non-zero, we conclude that ∆(L) is not conical at p.
It remains to construct an example satisfying (i)–(iii) above and such that L can
be represented by a prime divisor D 6= Y1 with
(iv) ordY2 (D|Y1) = 1.
Indeed, we can then set Y3 to be any point of Y2 not on D|Y1 to get νflag(D) =
(0, 1, 0) = p, and it will follow from the above discussion and Lemma 3.6 that
GD,ordD is not continuous at p.
To guarantee that D is prime, we will rely on the following simple criterion:
Lemma 3.8. Let Y ⊂ X be smooth projective varieties such that the restriction
map N1(X) → N1(Y ) is injective. Let D be an effective divisor on X that doesn’t
contain Y in its support and such that D|Y = E1 + E2 with E1, E2 prime divisors
and [E1] ∈ N
1(Y ) not in the image of N1(X). Then D is a prime divisor.
Note that the injectivity of N1(X) → N1(Y ) is automatic if Y is an ample
divisor and dimX > 3, by the Lefschetz hyperplane theorem.
Proof. Assume by contradiction that D = D′ + D′′ with D′,D′′ non-zero effective
divisors on X. Then [D′], [D′′] ∈ N1(X) are non-zero since X is projective, and
D′|Y ,D
′′|Y are non-zero as well by assumption. Since E1 + E2 = D
′|Y + D
′′|Y ,
E1 must coincide with D
′|Y , say, which contradicts the fact that [E1] is not the
restriction of a class from X.
Example 3.9 (Proof of Theorem B). We work over k = C. As in [KLM12], we
can use [Cut00] to obtain the existence of a smooth quartic surface S ⊆ P3 without
(−2)-curve (and hence such that every effective divisor is nef) and of two smooth
irreducible curves C,C ′ ⊂ S such that C,C ′ and OS(1) generate the Ne´ron-Severi
group of S. Let π : X → P3 be the blow-up along C, with exceptional divisor
E, and denote by Y1 the strict transform of S, so that π induces an isomorphism
Y1 ≃ S under which Y1 ∩ E corrresponds to C. Since N
1(X) is generated by [E]
and [π∗O(1)], it follows that N1(X)→ N1(Y1) is injective, and that [C
′] (viewed as
a class on Y1) is not in the image of N
1(X).
Now let L be any ample line bundle on X, ample enough to ensure that L|Y1−C
′
is very ample and H0(L)→ H0(Y1, L|Y1) is surjective. We can then choose a smooth
irreducible curve Y2 ∈ |L|Y1 −C
′| and an effective divisor D ∈ |L| such that D|Y1 =
C ′ + Y2. By Lemma 3.8, it follows that D is prime, and (i)–(iv) are satisfied. This
concludes the proof of Theorem B.
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