Sowing plant available water (PAW s ) can impact wheat (Triticum aestivum L.) stand establishment, early crop development, and yield. Consequently, PAW s is an essential input in crop simulation models and its estimation can improve agronomic decisions. Our objective was to identify eff ective methods to predict PAW s in continuous winter wheat by exploring empirical and mechanistic models based on the preceding 4-mo summer fallow. Th e mechanistic soil water balance models dual crop coeffi cient (dual K c ) and simple simulation model (SSM) were calibrated, validated, and tested using soil moisture datasets collected from 2009 to 2013 in Oklahoma totaling 29 site-years. Additionally, PAW s was predicted using empirical nonlinear models based on cumulative fallow precipitation and the soil's plant available water capacity (PAWC). Both the dual K c and SSM models resulted in normalized root mean squared error (RMSE n ) below 12% (20 mm) for the calibration and validation datasets. Modeled PAW s for the prediction dataset was within ±30% of fi eld observations in 67% of the site-years for both dual K c and SSM models, with RMSE n of 27 and 32%. An inverse-exponential and a logarithmic model of PAW s using cumulative fallow precipitation and PAWC both resulted in RMSE n = 23 and 29% in the calibration and validation datasets. Th e dual K c model was slightly superior to empirical models based on nonlinear regression analysis, and was superior to the SSM model. Initializing the dual K c at the start of the preceding fallow or using empirical relationships allow for acceptable predictions of PAW s , eliminating the need for subjective PAW s values.
H ard red winter wheat is the dominant crop in the southern Great Plains with a planted area of approximately 8 million hectares per year in Kansas, Oklahoma, and Texas (USDA-NASS, 2014) . In this region, the long-term (30-yr) annual precipitation ranges from ~400 mm in the west to more than 1100 mm in the east. Th e precipitation regime during the wheat growing season (October through June) follows the same geospatial gradient as the annual precipitation, ranging from 200 mm to more than 500 mm (Lollato, 2015) . For the same period, the cumulative reference evapotranspiration (ET o ) ranges from 700 to 900 mm (Musick and Porter, 1990) , substantially exceeding growing season rainfall. Th e resulting atmospheric water defi cit creates a challenging environment for rainfed winter wheat systems (Norwood, 2000) , in which PAW s can account for a signifi cant fraction of the total crop water requirement during the growing season (Stone and Schlegel, 2006 ).
Adequate PAW s can improve wheat germination, emergence, stand establishment, and winter hardiness, resulting in greater wheat yield potential (Paulsen, 1987) . As a result, PAW s is an important factor in determining both grain-only and dualpurpose wheat systems productivity in the southern Great Plains. In dual-purpose wheat systems, wheat is grazed early in the growing season and is later harvested for grain, and an increase in PAW s from 40 to 60% PAW (~36 mm) can increase wheat forage production in as much as 28% (~826 kg ha -1 ) (Garbrecht et al., 2010) . Additionally, a simulation analysis using long-term weather data in central Oklahoma indicated that wheat yields increase with increased PAW s in dry growing seasons but are not as responsive when the growing season has abundant precipitation (Zhang, 2003) . Th e simulations by Zhang (2003) were performed in a region where the 28-yr growing season precipitation average was ~485 mm, suggesting that PAW s may be a stronger limiting factor to wheat grain yields in the western portion of the Great Plains, region characterized by lower growing season precipitation. Indeed, Lyon et al. (2007) , Norwood (2000) , and Stone and Schlegel (2006) found reduced wheat yields associated with reduced PAW s in Colorado and western Kansas, highlighting the positive linear relationship between PAW s and rainfed wheat yields in wheat-fallow systems in the Great Plains.
Knowledge of PAW s can help identifying favorable planting dates and lead to better management decisions such as appropriate plant population, timing of nutrient application, irrigation scheduling (Grassini et al., 2010) , and grazing intensity (Garbrecht et al., 2010) . Furthermore, PAW s is often a required input in crop simulation models to describe the initial soil moisture conditions (Sinclair et al., 2007) . Generally, an arbitrary value of PAW s is assumed when running a soil water balance (e.g., Garbrecht et al., 2010; Zhang, 2003) . However, choosing arbitrary values can result in erroneous predictions when using crop models, especially in water-limited regions like the southern Great Plains. Therefore, a reliable methodology to predict PAW s not only has the potential to improve on-farm management decisions, but also to increase the reliability of regional assessments based on crop simulation models by reducing uncertainties in the initial conditions.
Existing approaches to predict PAW s typically rely on regression techniques that use observed weather information during the preceding fallow period. Grassini et al. (2010) developed a linear-plateau regression model based on the remaining plant available water (PAW) from the previous crop, cumulative precipitation during the fallow period, and the soil's plant available water capacity (PAWC) to estimate PAW s for maize in the western Corn Belt. A similar approach including more explanatory variables was developed by Nielsen and Vigil (2010) to estimate precipitation storage efficiency of wheat-fallow systems (14-mo fallow) in the central Great Plains based on linear regression including tillage practices, rainfall and snowfall, vapor pressure deficit, wind speed, and average solar radiation. However, the 14-mo fallow periods in wheat-fallow systems in the central Great Plains (Colorado) greatly differs from the 4-mo summer fallow periods in continuous wheat in the southern Great Plains, as the latter is shorter, has higher evaporative demand, and lower water storage (Mathews and Army, 1960) . Thus, extrapolation of the empirical relationships developed for other regions is not a prudent approach to predict PAW s in continuous wheat systems of the southern Great Plains.
A plausible alternative to the aforementioned empirical models to predict PAW s is by simulating the soil water dynamics of the preceding fallow period using a soil water balance model with daily time steps. Although this approach does not eliminate the need to set the initial soil moisture conditions of the water balance, prior research studies have shown that soil water balance models initialized at different soil moisture contents tend to converge toward a single soil moisture value . This convergence seems to rely on the total rainfall during the simulated period, the depth of the soil profile, and the length of the simulated period ). An initially wet soil profile may experience greater water losses than initially dry soil profiles when subjected to the same environmental conditions and, conversely, dry soil profiles may experience greater water storage due to greater infiltration and decreased losses . This phenomenon has been successfully used to predict initial soil water content for regional-scale meteorological and hydrological models in northeastern United States with the period required for model convergence ranging from few weeks to several months Grunmann, 2005; Smith et al., 1994) . Given the notable difference in meteorological characteristics and precipitation totals, results obtained for the northeastern part of the United States may not be applicable in the southern Great Plains. Therefore, there is need to examine the effectiveness of soil water balance models to predict PAW s in continuous wheat systems in the southern Great Plains.
We hypothesize that PAW s can be effectively predicted by initializing a soil water balance model at the beginning of the preceding summer fallow period using arbitrary initial plant available water (PAW i ) value within the PAWC interval. The objective of this study was to identify effective methods to predict PAW s in continuous winter wheat (i) by simulating the soil water dynamics of the preceding summer fallow period, and (ii) by using empirical nonlinear models to predict PAW s using observed weather during the summer fallow period.
MATERIAL AND METHODS

Site Description
The study was conducted at 10 sites across the state of Oklahoma (34.5°-36.8° N; 97°-99.3° W), spanning a geographic range that encompasses the majority of Oklahoma's wheat cropland (Fig. 1) , 2011 (Patrignani et al., 2012 . A separate prediction set that consisted of wheat PAW s of four summer fallow periods (2009) (2010) (2011) (2012) for the no-till treatment at Lahoma (Patrignani et al., 2012) and 20 site-years obtained during the summer fallows of 2012 and 2013 ( Fig. 1 ) was used to assess the predictive power of the models. The selected fields for the 2012 and 2013 summer fallows were part of the Oklahoma State University Small Grains Variety Performance Tests and are representative of a wide variety of agricultural soils and typical planting dates for the cultivated wheat producing region of the southern Great Plains (Edwards et al., 2013 (Edwards et al., , 2014 .
Measured Soil Variables
Calibration and Validation Datasets. The calibration and validation datasets consisted of soil moisture measured to a depth of 1.2 m using a neutron moisture meter (CPN, Model 503 DR). Galvanized metal tubes of 3.8 cm i.d. were installed in four replications to facilitate the access of neutron probe into the soil. Readings were taken at 0.1, 0.3, 0.5, 0.7, 0.9, and 1.1 m belowground with the neutron probe device placed on a depth control stand (Evett et al., 2003) . Two extra access tubes were installed in each field to calibrate the neutron probe readings against volumetric water content (q v , m 3 m -3 ) under dry and wet soil conditions. During both the dry and the wet calibrations of the neutron probe, a total of four 1.2-m depth 4.02-cm diam. soil cores were taken adjacent to the access tube using a Giddings hydraulic probe (no. 25-TS Model HDGSRTS, Soil Exploration Equipment, Windsor, CO) and each core was divided into 0.2-m intervals. Soil samples were weighed and oven dried at 105°C for 72 h for determination of soil water content by the thermo-gravimetric method. Bulk density was determined for each sample using the core method. Volumetric soil water content of each sample was calculated using the gravimetric water content and the bulk density, and the relationship between neutron counts and volumetric water content was determined using linear regression. Separate regression equations were generated for the top layer and the rest of the profile. Soil porosity was estimated based on the soil bulk density and an assumed particle density of 2.65 Mg m -3 (Danielson et al., 1986) . Particle size analysis was performed using the hydrometer method (Gavlak et al., 2003) . Soil water content at the lower limit (q LL , m 3 m -3 ) was assumed to be the soil water retention at -1500 kPa, measured using the pressure plate method (Klute, 1986; Richards and Weaver, 1943) . Volumetric soil water content at the drained upper limit (q DUL , m 3 m -3 ) for the calibration and validation datasets were measured in field conditions by collecting soil samples after thoroughly wetting the soil profile and allowing water to drain (Ratliff et al., 1983) . Efforts to wet the soil profile included adding approximately 170 mm of water at biweekly intervals to a portion of the field isolated with a soil barricade and covered with a plastic sheet to decrease evaporative losses (Ratliff et al., 1983) . After 2 to 3 mo of periodically wetting the soil profile (cumulative water added >1000 mm), soil samples were collected 48 to 72 h after no water was present on the soil surface from the last application. The PAWC of the soil was calculated for each layer as the difference between q DUL and q LL multiplied by the soil layer thickness (Ritchie, 1981) . Plant available water (PAW) was calculated as the difference between the measured soil water content and the q LL . Average soil physical properties for each site are given in Table 2 .
Percent residue cover at the beginning of the fallow for the calibration and validation datasets was estimated from four downward-facing images that covered 1 m 2 of ground near each individual neutron probe access tube. Digital images were analyzed using SamplePoint software (Booth et al., 2006) using a total of 100 pixels automatically selected for each image and manually classified as residue or soil.
Prediction Dataset. At each location within the prediction dataset, four soil cores (0-to 1.2-m depth) were collected using the Giddings probe from the plots planted to the winter wheat variety Iba in the Small Grains Variety Performance Tests the same day wheat was planted. Cores were divided into 0.2-m intervals, weighed, and oven dried. Soil moisture was calculated by the thermo-gravimetric method and soil texture, bulk density, q S , and q LL , were determined following the methodology previously described. To estimate q DUL in the prediction dataset, we used the relationships described by Saxton and Rawls (2006) . Percent residue cover in the prediction dataset was not measured, so an arbitrary but reasonable value was Table 2 . Soil texture, percent sand and clay, volumetric soil water content at saturation (θ S ), at drained upper limit (θ DUL ), and at lower limit (θ LL ), bulk density (ρ b ), plant available water capacity (PAWC), runoff curve number (CN), drainage factor (Dr. F.), albedo (Alb.), and fraction residue cover (Residue) for the sites used for model calibration, validation, and prediction throughout central-western Oklahoma. Soil physical properties represent the average of the top 1.2 m of the soil profile. assigned based on tillage practices adopted in each site (CTIC, 2002) . A fraction residue cover of 0.85 and 0.2 were adopted for no-till and conventional-till, respectively, and drainage factor, curve number (CN), and soil albedo values were assigned to each soil based on the particle size distribution analysis (Table 2) . Daily weather data used in the calibration, validation, and prediction simulations were obtained from the nearest Oklahoma Mesonet station, an automated environmental network of 120 stations across the state of Oklahoma (McPherson et al., 2007) . Monitoring stations were located within 800 m from the experimental plots in the calibration and validation datasets, and within 1500 m from fields in the prediction dataset.
General Description of the Soil Water Balance Models
The FAO 56 dual crop coefficient model (Allen et al., 1998 ) and the water budget described within the SSM model (Soltani and Sinclair, 2012) were used to simulate the soil moisture dynamics of summer fallow periods, from which we obtained PAW s . The soilwater balance in both models is represented by:
where PAW t represents plant available water in the root zone at time t, PAW t-1 is the PAW in the previous time step, P t is precipitation, I t is irrigation, D t is deep drainage, RO t is surface runoff, E t is soil evaporation, and T t is plant transpiration. Both models compute the soil water balance using a two-layer soil profile at daily time steps. The use of a two-layer soil profile is a common technique to improve estimations of surface evaporative losses while maintaining model parsimony. The subroutines of each model were implemented using Matlab R2014a (The MathWorks Inc., 2014). Dual Crop Coefficient. The dual K c model is a soil water balance that estimates crop evapotranspiration based on the evapotranspiration of a well-watered reference crop (ET o ) according to the Penman-Monteith equation and a set of empirical crop coefficients that change with the development of the crop (Allen et al., 1998) . Weather variables needed to calculate daily ET o are wind speed (m s -1 ), maximum and minimum temperatures (T max and T min , °C), maximum and minimum relative humidity (or alternatively vapor pressure deficit), incident solar radiation (Rs, MJ m -2 d -1 ), and site elevation (m). Missing relative humidity, Rs, and wind speed values were calculated using T max and T min (Allen et al., 1998) . Soil inputs are q LL and q DUL , depth of simulated water dynamics (1.2 m), depth of surface soil layer subjected to soil E (Ze), initial soil water content (PAW i ), and fraction of surface covered by residue. The dual K c method also requires as input the empirical crop basal coefficient (K cb ), crop minimum coefficient (K c min ), and depletion coefficient for water stress. Soil E is simulated using a two stage model similar to that suggested by Ritchie (1972) , and reduction of soil E in Stage II is assumed to be proportional to the cumulative E (Allen et al., 2005) . The dual K c model allows the soil surface to dry to values lower than the q LL . Drainage is simulated by assuming that soil water exceeding q DUL is lost from the root zone the same day as the wetting event, and surface runoff is estimated following the USDA CN procedure (Hawkins et al., 1985) .
Simple Simulation Model. The SSM model calculates E and T independently and does not require calculation of daily ET o . Soil E is calculated using a simplified Penman equation taking into account the slope of saturated vapor pressure curve as a function of air temperature. Transpiration was not simulated in our study due to the lack of actively growing vegetation during the summer fallow; thus, we used a modified SSM model. Weather data needed to run the SSM model are daily values for T max , T min , Rs, and precipitation (mm) and soil input consists of PAWC, volumetric water content at saturation (q S , m 3 m -3 ), Ze, CN, drainage factor, soil albedo, percent residue cover, and PAW i . In the SSM model, reduction of soil E is a function of the square root of time since wetting (Amir and Sinclair, 1991; Ritchie, 1972) , and the lowest possible soil moisture content is equal to the q LL . Daily drainage is simulated as the product of excess of water (q v > q DUL ) and a drainage factor that depends on the soil texture. Surface runoff is estimated using a simplified CN procedure (Williams, 1991) that takes into account actual soil water content in the top layer (Ritchie, 1998) and surface residue (Chapman et al., 1993) . Drainage factor, CN, and soil albedo values were assigned to each soil based on the particle size distribution ( Table 2) . The original SSM model considers an increasing soil layer thickness determined by root growth simulation. Since our simulations were performed for fallow period, a fixed soil profile of 1.2 m was considered and the T subroutine was not implemented.
Calibration and Validation of Soil Water Balance Models
Models were calibrated using a soil moisture dataset collected during the summer fallow of 2013 at Stillwater and during the summer fallow of 2009 at Lahoma, and model validation used soil moisture data from the conventional till summer fallows of 2010, 2011, and 2012 recorded at Lahoma (Patrignani et al., 2012) , as previously described. Simulations were performed for the summer fallow periods, which started 1 d after the harvest date of the preceding wheat crop and ended at wheat planting. The soil moisture recorded at wheat harvest was used as input in simulations as the initial plant available water at the beginning of the summer fallow (PAW i ).
The depth of the surface layer in which evaporative losses are assumed to happen (Ze) is a parameter common to both dual K c and SSM models. In fact, it is the only parameter to be calibrated in the SSM model when simulating soil water dynamics during fallow periods. The Ze parameter for the SSM model was calibrated by running simulations for the fallows of Stillwater 2013 and Lahoma 2009 using Ze values ranging from 5-to 60-cm depth (Fig. 2a) . The optimum value of Ze was determined as that with lowest difference between measured and simulated PAW. In the dual K c model, evapotranspiration is estimated by an empirical basal crop coefficient (i.e., K cb ). Allen et al. (1998) suggests that this parameter should be set equal to zero when simulating soil water balance during fallow periods, assumption that forces the model to simulate soil E only from the top layer (i.e., Ze). However, our data provided empirical evidence to suggest a slow decrease in soil water content at deeper layers during long periods without rainfall. To account for these evaporative losses, we tested setting the empirical coefficient K cb to values ranging from 0 to 0.1 across the range of tentative Ze (Fig. 2b) .
Evaluation of Model Robustness
The comparison between predicted and measured PAW to 1.2-m depth was performed using absolute and normalized root mean square error (RMSE and RMSE n , respectively), and the index of agreement of Willmott (1982) . Linear regression was used test the predictive power of each model. The RMSE n is calculated according to Loague and Green (1991) and gives a percent measure of the relative difference between predicted and measured data:
where P i is the predicted value, M i is the measured value, n is the number of observations, and M is the mean of the measured variable. Thresholds for RMSE n when evaluating model performance were suggested by Jamieson et al. (1991) , where RMSE n <10% is considered excellent, 10 to 20% is considered good, 20 to 30% is considered fair, and >30% is considered poor. The index of agreement (d) proposed by Willmott (1982) is a descriptive measurement that has values ranging from 0 to 1:
where n is the number of observations, P i is the predicted value, M i is the measured value, and M is the mean of the measured variable. High values of d indicate good agreement between predicted and measured variables.
Prediction of Plant Available Water at Sowing Using the Mechanistic Approach
After the soil water balance models were calibrated and validated, we simulated PAW s for the 24 site-years across Oklahoma in the prediction dataset. Data regarding PAW left by the previous wheat crop at the beginning of the fallow for these fields was not available (unknown PAW i ); therefore, we tested whether initializing the soil water balance models at different PAW i values would result in convergence of simulated PAW dynamics during the summer fallow period as well as a reliable prediction of wheat PAW s in this dataset. Soil moisture dynamics during the summer fallow periods were initialized 1000 times using randomly generated PAW i drawn from a lognormal distribution within the range delimited by q LL to q DUL (i.e., PAWC). The log-normal distribution was chosen because it represents the actual distribution of 58 sampled PAW i values available for this study (data not shown). Log-normal distribution was built using the mean and standard deviation of PAW i / PAWC of the 58 samples, which was 0.33 and 0.22, respectively. The lognormal equivalent of the mean and standard deviation of the 58 samples were -1.65 and 1.05, respectively. For all cases, simulations started on 15 June, a representative date for wheat harvest in the region, and ended same day wheat was planted and PAW s measured, which happened during October at all site-years. Simulations for a site-year with different PAW i were considered to converge when all simulated PAW s resulted in a single PAW s value regardless of PAW i . The mean and standard deviation of the 1000 simulated PAW s were compared to mean and standard deviation of measured PAW s when evaluating model performance. Model stability of prediction was tested by categorizing the prediction dataset into three classes (i.e., low, average, and high) of (i) PAW s , (ii) PAW s / TTSW, and (iii) fallow precipitation/TTSW; and identifying trends in RMSE n between measured and modeled PAW s along the different classes.
Empirical Model to Predict Wheat Plant Available Water at Sowing
Empirical models were developed using the same 5 site-years used for calibration and validation of the mechanistic models (Table 3) , in addition to 37 site-years of PAW s data reported in the literature for continuous wheat following summer fallow in the southern Great Plains. The latter included PAW s data reported for 7 site-years and three tillage practices in El Reno, OK (Dao, 1993) ; two tillage practices and 3 site-years in Lahoma, OK (Heer and Krenzer, 1989) ; and 10 site-years in Bushland, TX (Jones and Popham, 1997) . Tillage practices were not discriminated when creating the empirical models. The empirical models were then validated using the same 24 site-years used for prediction with the mechanistic approach (Table 3) , which allowed for comparison between mechanistic and empirical model performance against the same independent dataset of PAW s . Cumulative precipitation during the summer fallow was used as independent variable to predict PAW s (dependent variable) at a given site-year, both variables normalized by the soil's PAWC as efforts to avoid the confounding effects of different soil types in the analysis. Visual evaluation of the resulting graph between PAW s /PAWC and precipitation/PAWC indicated that the relationship between both variables would either be inverse-exponential rise to an asymptotic maximum or logarithmic, due to the rapid increase in PAW s at low cumulative precipitation levels, followed by slower rates of increase with increased cumulative precipitation. Both inverse-exponential rise to maximum and logarithmic models were created using SigmaPlot 11 (Systat Software, Point Richmond, CA), and residuals were tested for normality using the Shapiro-Wilk test (Shapiro and Wilk, 1965) , for autocorrelation using the Durbin-Watson test (Durbin and Watson, 1950) , and for constant variance using p values. Model stability of prediction was evaluated using the same procedure of that used for the mechanistic models.
RESULTS AND DISCUSSION Measured Plant Available Water at Sowing in the Calibration, Validation, and Prediction Datasets
Plant available water at sowing measured to a depth of 1.2 m ranged from 133 mm in Stillwater (2013) to 161 mm in Lahoma (2009) in the calibration dataset, and from 117 to 143 mm in Lahoma 2010 to 2012 in the validation dataset (Table 3) . Among the 24 site-years in the prediction dataset, measured PAW s ranged from 18 mm in the westernmost site Altus to 174 mm at Chickasha (Table 3) . Interestingly, both extreme values within the prediction dataset were recorded after the summer fallow of 2013. Wheat PAW s was lower than 0.4 PAWC in 25% of the evaluated site-years, 33% resulted in PAW s between 0.4 and 0.6 PAWC, 29% had PAW s between 0.6 and 0.8 PAWC, and only 13% resulted in wheat PAW s between 0.8 and 1.0 PAWC. These results indicate that the assumption of a fully recharged soil profile at the beginning of the growing season is typically not justified when modeling continuous wheat systems in the southern Great Plains. Table 3 . Cumulative precipitation (P) and reference evapotranspiration (ET o ) during the fallow period preceding wheat sowing, sowing date, mean plant available water at wheat sowing (PAW s ) and standard deviation (SD) measured at the 29 site-years included in this study. Fallow is defined as the period from 15 June through the specified sowing date. Dataset to which each site-year belongs is shown. 
Mechanistic Approach
Calibration of Dual Crop Coefficient and Simple Simulation Model
Simulated PAW s was within 7% of measured PAW s by both dual K c and SSM models for the two locations in the calibration set (Fig. 3) . Measured PAW s following the summer fallow at Stillwater in 2013 was 133 mm and the simulated values were 127 mm for the dual K c model and 144 mm for the SSM model. At Lahoma in 2009, measured PAW s was 161 mm and the simulated PAW s was 164 mm for both dual K c and SSM models. Also, both models were able to capture the observed soil moisture dynamics (peaks and valleys) throughout the simulated period for the summer fallows at Stillwater 2013 and Lahoma 2009 (Fig. 3a  and 3b) . The dual K c model tended to dry the profile faster than the SSM model after rainfall events. We hypothesize two possible reasons behind this observation. First, the faster drying of the soil profile by the dual K c may be a result of draining all the excess water in the profile in a single day (Allen et al., 1998) , while the SSM model typically requires up to 5 d to drain the soil profile depending drainage factor (Soltani and Sinclair, 2012) . Another possible explanation for higher water depletion by the dual K c is that this model allows the Ze layer have soil moisture content below the q LL due to evaporative losses. These differences between models resulted in greater underestimation of PAW by the dual K c model (mean residual of -8.71 mm) than by the SSM model (mean residual of 0.29 mm) in the calibration set. Both the SSM and the dual K c models showed good predictive power for PAW, with r 2 values of 0.91 and 0.93 for the linear regression of simulated vs. measured PAW, and a total of 83 and 90% of simulated PAW values were within 20% of measured PAW values (Fig. 3c) . Overall, both models accurately reproduced wheat PAW s and effectively simulated PAW dynamics during the summer fallow periods for the calibration set.
The Ze that minimized the RMSE n for the SSM model for the calibration set of Stillwater 2013 and Lahoma 2009 was 25 cm, which resulted in RMSE n of 6.9% for Stillwater in 2013 and 7.8% for Lahoma in 2009 (Fig. 2a) . The magnitude of the estimated Ze parameter was consistent with empirical data from Stillwater in 2013 which demonstrated water losses below the 0.2 m depth during a period of 38 d without measurable rainfall (Table 4) . Results from this analysis indicate that the upper 0.2 m lost 38.2 mm in a period of 38 consecutive days without rainfall, which is equivalent to a loss of 1.03 mm d -1 mainly due to soil evaporation. In the layer from 0.2 to 1.2 m, water losses totaled 15.28 mm during the same period, with greater losses in the 0.2 to 0.4 m and 0.4 to 0.6 m layers (i.e., 6.41 and 3.14 mm, respectively). To account for the losses below the top 0.2 m of the soil profile in the dual K c model, we first assumed that the change in soil water storage was due to evaporative losses, and then we estimated the K cb from measured data as the ratio of the change in storage to the cumulative ET o during the period (233 mm). The procedure to simultaneously calibrate both the Ze and K cb for the dual K c model is illustrated in Fig. 2b . The combination that minimized average RMSE n for the 2009 summer fallow at Lahoma (RMSE n = 14.4%) and 2013 summer fallow at Stillwater (RMSE n = 9%) for the dual K c model was a Ze of 20 cm and a K cb of 0.01. In this manuscript we provide supporting evidence that in the southern Great Plains small K cb values may be required to account for diffusive water losses below the evaporative layer.
Validation of Dual Crop Coefficient and Simple Simulation Models
Models were validated using data from the Lahoma crop rotation experiment for the summer fallows of 2010, 2011, and 2012 for wheat under conventional till (Table 3 ). The dual K c simulated PAW remarkably well with 96% of the simulated PAW values within ±20% of measured values throughout the three fallow periods (Fig. 4) . Statistics of model validation were RMSE = 13.5 mm, RMSE n = 8.8%, and d = 0.78, which is excellent. Still, mean residual between simulated and observed PAW was -7.52 mm, indicating a negative bias for PAW by the dual K c model. For the dual K c model, linear regression between simulated and measured PAW resulted in an r 2 of 0.53 with intercept statistically equal to zero and slope equal to one (data not shown). The dual K c was very robust in predicting PAW s , as predicted values were within 2 to 6% of measured wheat PAW s for the three studied fallow periods.
The SSM model simulated PAW reasonably well with 76% of simulated values falling within ±20% of measured PAW values (Fig. 4) . Statistics for model fit were RMSE = 19.2 mm, RMSE n = 11.9%, and d = 0.62. The SSM model tended to overestimate PAW as compared to measured values, with a mean residual of 12.3 mm. Similarly to the dual K c model, linear regression between measured PAW and PAW simulated by the SSM model and also resulted in an r 2 of 0.53, with intercept statistically equal to zero and slope equal to one (data not shown). The wheat PAW s values predicted by the SSM model were within 14 to 28% of measured PAW s for the three studied fallow periods, indicating weaker predictive power relative to the dual K c model.
The validation of the dual K c model resulted in excellent (RMSE n = 8.8%) and the SSM model in good (RMSE n = 11.85%) simulations of PAW during summer fallow periods in continuous wheat systems in the studied region. These results suggest that the SSM model with Ze = 25 cm and the dual K c model with Ze = 20 cm and K cb = 0.01 can be used to simulate PAW dynamics during summer fallow periods and to predict wheat PAW s in continuous wheat systems in the southern Great Plains.
Convergence of Simulated Plant Available Water
The 1000 simulations of PAW dynamics using log-normally distributed PAW i values for each of the 24 site-years revealed two major patterns. The first pattern is characterized by the convergence of the soil moisture dynamics as shown in Fig. 5a . The PAW dynamics from simulations with different PAW i converged at some point during the summer fallow. As a result of convergence, the 1000 simulated PAW s had the same or similar values with minimal standard deviation (data not shown). Convergence occurred for both dual K c and SSM models in 2009, 2010, 2011, and 2013 at Lahoma, and at Alva, Apache, Cherokee, Perkins, and Chickasha following the 2013 summer fallow period (9 out of 24 site-years). Convergence of simulated PAW occurred when fallow periods had above-average precipitation totals (386 vs. 320 mm 16-yr mean) and average cumulative ET o of 737 mm, which is close to the 16-yr mean (742 mm). Above-average precipitation during the ~125-d summer fallow forced the simulations starting at different PAW i to converge due to higher simulated water losses when assumed PAW i was high (greater surface runoff, soil E, and deep drainage due to an already wet soil condition), as opposed to minimal simulated water losses and greater water infiltration when assumed PAW i was low . The second observed pattern consisted in the absence of soil moisture convergence and occurred for both models (Fig. 5b) . In this case, the distribution of the 1000 simulated PAW s values was similar to the distribution of PAW i (i.e., log-normal) following summer fallows with less than 200 mm cumulative precipitation (data not shown). When cumulative precipitation during the summer fallow was between ~200 and 350 mm, distribution of PAW s shifted toward a normal one (data not shown). Standard deviation of the 1000 simulated PAW s decreased with increased cumulative fallow precipitation, as an indication of the influence of fallow precipitation total on model convergence (p < 0.001). Simulated PAW did not converge in 15 out of the 24 summer fallow periods, namely all sites during the 2012 fallow periods and for Altus, Alva, and Marshall during the 2013 fallow period. Fallow periods when convergence did not occur were characterized by lower precipitation totals (average 199 mm) and higher than normal atmospheric evaporative demand (average ET o : 807 mm). Simulations that started with values of PAW i closer to q LL resulted in dry simulated soil profiles at wheat sowing, while values of PAW i closer to q DUL resulted in overestimation of PAW s . The dependence of PAW s on PAW i for approximately two-thirds of the studied cases means that simulations of fallow PAW dynamics starting on 15 June and using a random PAW i will not always result in accurate estimation of wheat PAW s in continuous wheat systems in the southern Great Plains. Similarly, Grunmann (2005) found that convergence of simulations starting at contrasting soil moisture contents (saturated vs. dry soil) took as long as 5 yr to occur in Illinois, depending on environmental conditions. Although starting simulations earlier than 15 June may result in model convergence in a greater number of years, the objective of this study was to predict PAW s in continuous wheat systems only considering simulations during the preceding summer fallow period to avoid simulating prior wheat growing seasons, which would require additional model parameters.
Predicted Plant Available Water at Sowing and Associated Uncertainty
The mean of the 1000 simulated PAW s was within ±30% from measured PAW s in 67% of the site-years for both models (Fig. 6) . The dual K c model resulted in average residual between measured and mean simulated PAW s of 1 mm, RMSE = 29 mm, and RMSE n = 27% (Fig. 6a) . In contrast, the SSM model overestimated PAW s with average residual of 26 mm, RMSE = 34 mm, and RMSE n = 32% (Fig. 6b) . Standard deviation around the mean for PAW s simulated by the dual K c model overlapped with measured PAW s standard deviation in 15 out of 24 site-years, and in 13 out of 24 site-years for the SSM model. Errors in simulated PAW s were function of variability and uncertainty in PAW i , and standard deviation around the simulated mean decreased with increased fallow precipitation total for both models (p < 0.001), leading to convergence of simulated PAW. Errors associated with measured PAW s were related to subfield scale variability in soil properties, and tended to decrease with increased fallow precipitation total (p = 0.09). Stability of prediction analyses indicated that models performed similarly in average scenarios of PAW s , PAW s /TTSW, and fallow precipitation/TTSW, but there was a marked advantage to the dual K c model in wetter or drier scenarios (data not shown).
The dual K c model resulted in more accurate prediction of PAW s than the SSM model. The dual K c model has been proven to be more accurate in simulating components of the soil water balance when compared to other models (Paredes et al., 2015) . However, it is important to notice that the original SSM model was developed as a subroutine in a crop simulation model and not solely a soil water balance model (Soltani and Sinclair, 2012) . In fact, the soil water balance only accompanies the crop model, which is the most complex portion of the SSM model. In this manuscript, we modified the original SSM model to simulate fallow periods without accounting for T, which is an important component of the original soil water budget in the SSM model (Soltani and Sinclair, 2012) . Removing the T component may be the cause of some of the discrepancies between simulated and measured PAW, as the SSM model resulted in accurate simulations of PAW under a developing wheat crop for a wide range of environments (Lollato, 2015) . Comparing the SSM model to dual K c under a developing crop canopy may provide different results to the ones we reported given the mechanistic nature of T simulation in the SSM model.
These results indicate that stochastic simulations drawing PAW i from a lognormal distribution with mean in the dry range of the PAWC interval using the dual K c model will provide fair (±30%) predictions of PAW s and its associated uncertainty for continuous wheat systems. Perhaps, an alternative to initialize the PAW at the beginning of the fallow period, PAW i , without relying on statistical distributions is to assimilate soil moisture observations from a nearby soil moisture monitoring station deployed under similar land use. Examples of automated soil moisture monitoring networks around the globe include the Oklahoma Mesonet (McPherson et al., 2007) , the Soil Climate Analysis Network of the USDA-SCAN (Schaefer et al., 2007) , and the NOAA Climate Reference Network. Accounting for the uncertainty in PAW s in subsequent simulations of wheat growth and development can improve the accuracy of the final simulated yields, leading to probabilistic distributions rather than deterministic predictions, which should be the nature of forecasts (Garbrecht et al., 2010) .
Low PAW i , as indicated by a distribution of measured PAW i with a mean in the dry range of PAWC, is a consequence of the great water demand of the previous wheat crop late in the spring during reproductive stages (Lollato and Edwards, 2015) . If no significant rain occurs after wheat approaches physiological maturity late in the spring, the soil profile is not replenished and the summer fallow starts with reduced PAW i (Patrignani et al., 2012) . Simulated wheat PAW s was overestimated by both the dual K c and SSM models at the western sites, Altus and Alva, following the 2013 summer fallow period. Western Oklahoma, including Altus and Alva, went through a severe drought during the years of 2012 and 2013, which resulted in extremely low PAW s for the wheat crop sown in October 2012 and 2013 (Edwards et al., 2013; Edwards et al., 2014) . Neither model was capable of reproducing the low PAW s caused by the severe drought, and overestimation of wheat PAW s at these locations was probably an effect of the longterm water deficit accumulation.
Empirical Nonlinear Models for Prediction of Plant Available Water at Sowing
Logarithmic and inverse-exponential rise models were created using cumulative precipitation during the fallow period as independent variable to predict PAW s , both variables normalized by PAWC. Both models performed similarly in the calibration (Fig. 7a , RMSE n = 23%) and validation datasets (Fig. 7b , RMSE n = 29%). Performance of the empirical models in the validation dataset was inferior to the dual K c model (RMSE n = 27%), but superior to the modified SSM model (RMSE n = 32%). While the diminishing rate of increase in PAW s with increasing cumulative precipitation was well represented by both empirical models (Fig. 7) , models differed in simulated PAW s at low cumulative fallow precipitation totals (precipitation/PAWC < 0.65 PAWC). The inverse-exponential rise model resulted in higher predicted PAW s than the logarithmic model when the summer fallow preceding wheat planting was characterized by low cumulative precipitation (Fig. 7) . Stability of prediction analyses indicated that both empirical models evaluated in this study performed similarly at most scenarios, but the logarithmic model had slightly better predictive power when fallow precipitation/PAWC < 0.95 (data not shown).
The diminishing rate of increase in PAW s with increased fallow precipitation may be function of a wetter soil profile in summer fallows with greater precipitation totals, which would increase water losses through runoff, E, and deep drainage. Both models were congruent in indicating that PAW s may approach the soil's PAWC when fallow precipitation exceeds approximately three times the soil's PAWC, but will rarely reach full profile at sowing. This is in agreement with our data, in which only 13% of the site years had PAW s greater than 0.8 PAWC. An additional interesting feature in the logarithmic model in Fig. 7 is the positive x intercept, which indicates inevitable water losses during the summer fallow period. The value of the x intercept suggests that approximately 43 ± 6% of the soil's PAWC is unavoidably lost during the fallow period. Figure 7 also indicates that wheat PAW s is highly variable, with high variation around either fitted line. This variation is likely caused by differences in precipitation distribution during the fallow period or differences in tillage practices, which are not accounted for in this model. Grassini et al. (2010) developed nonlinear models to predict maize PAW s following winter fallow in the central Great Plains. Similarly to our findings, PAW s in continuous maize systems increase with an increase with non-growing season precipitation and reach an asymptotic maximum, approaching but not reaching full profile. Additionally, unavoidable water losses during the non-growing season, represented by the x intercept, seem to be greater in continuous wheat systems in the southern Great Plains (43% of soil's PAWC) than in continuous maize systems in the central Great Plains (21% of soil's PAWC), likely due to greater evaporative demand in the former.
The simple empirical approach can be easily implemented to predict PAW s using as input data the cumulative precipitation during the fallow period and PAWC, which can be retrieved for dominant soil series from soil databases as the Web Soil Survey (USDA-NRCS, 2014). The inherent weakness of the empirical approach is its failure to account for fallow periods with similar precipitation totals but different precipitation distribution. In contrast, soil water balance models account for year-to-year and site-specific variation in precipitation distribution and evaporative demand. For instance, the summer fallow of 2012 in Chickasha Fig. 7 . Logarithmic and inverse-exponential rise models of plant available water at sowing normalized by the soil's plant available water capacity (PAW s /PAWC) as a function of cumulative fallow precipitation (Precip.) normalized by PAWC (a) for five locations in the current study and literature used for model development; and (b) for 24 site-years used for model validation with data collected in the current study. Statistics of model performance were the same for both models in both the calibration and validation datasets.
had total precipitation of 225 mm and McLoud had 213 mm in the same fallow period (Table 3) . Despite the similar precipitation totals, the 31-d period preceding wheat sowing had a total of 119 mm precipitation in Chickasha (53% of total precipitation), while only 69 mm were recorded in the same period at McLoud (32% of total precipitation), meaning that most of the precipitation fell in the beginning of the fallow period in McLoud and was subjected to water losses (i.e., E and D) for a greater period of time. As a result of differences in precipitation distribution, measured PAW s differed greatly between the two sites (i.e., 152 mm in Chickasha vs. 84 mm in McLoud). The empirical models of wheat PAW s based on cumulative precipitation and PAWC resulted in prediction of similar PAW s values following both fallow periods (i.e., 105 mm in Chickasha by both models, and 121 or 126 mm in McLoud by the inverse-exponential rise and logarithmic models, respectively), whereas prediction of PAW s using the soil water balance method was sensitive to rainfall distribution and PAW s was predicted within 30% of measured values for both cases (predicted PAW s : 101 mm in McLoud, 140 mm in Chickasha).
Since PAW s in continuous wheat systems of the southern Great Plains can be estimated with fair accuracy (±30%) using simple mechanistic and empirical nonlinear models, modeling studies can be used to improve fall forage production estimates (Garbrecht et al., 2010) , identify favorable winter wheat planting dates (Stone and Schlegel, 2006) , and better estimate plant population, timing of nutrient application, and irrigation scheduling (Grassini et al., 2010) . Additionally, the methods that we tested in this manuscript can be used to increase the reliability of regional assessments based on crop simulation models by reducing the uncertainty in the initial conditions.
CONCLUSIONS
In this manuscript we explored objective approaches to estimate plant available water at winter wheat sowing in the southern Great Plains. Simple mechanistic soil water balance models and nonlinear empirical regression models (i.e., logarithmic or inverse-exponential rise) were used to predict PAW s using observed weather conditions during the preceding summer fallow period. To our knowledge, this is the first comparison of empirical and mechanistic models in predicting wheat PAW s in the southern Great Plains. For the mechanistic models, the ~125-d summer fallow period was insufficient to force convergence of simulated PAW in 15 out of 24 fallow periods. However, stochastic simulations drawing PAW i from log-normal distribution predicted wheat PAW s within ±30% of measured values in 16 out of 24 cases, implying that scenario analysis can be used to predict PAW s regardless of model convergence. Simulation of the soil moisture dynamics during the fallow period using multiple PAW i values allows for quantification of the uncertainty associated with PAW s estimation, information that can be incorporated in subsequent simulations during the growing season. The logarithmic or inverse-exponential regression models developed to predict wheat PAW s based on cumulative precipitation during the summer fallow period and the soil's PAWC may be a suitable alternative against arbitrary choices to predict wheat PAW s for continuous wheat systems in the studied region, although this approach should be used with caution because it does not account for precipitation distribution during the fallow or tillage practices. Plant available water at sowing was <0.8 PAWC in 87% of the studied site-years, indicating that the assumption of a full profile at the beginning of the growing season should not be adopted in continuous winter wheat systems in the southern Great Plains. Initializing a mechanistic soil water balance model at the beginning the summer fallow period can eliminate the need for arbitrary choices of initial soil moisture at wheat sowing when using crop simulation models, and may provide a basis for determining optimal planting dates for winter wheat based on scenario analysis.
