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BAB III 
METODOLOGI PENELITIAN 
 
A. Jenis dan Pendekatan Penelitian 
Jenis penelitian yang digunakan dalam penelitian ini adalah penelitian 
kuantitatif, yakni dengan mengumpulkan data yang berupa angka. Kemudian data 
tersebut diolah dan dianalisis untuk mendapatkan suatu informasi ilmiah di balik 
angka-angka tersebut.32 
Pendekatan penelitian yang digunakan dalam penelitian ini adalah 
pendekatan regresi, yakni hubungan antara variabel dependen dan variabel 
independen berkaitan erat dengan hubungan yang bersifat statistik, bukan 
hubungan yang pasti. 
B. Variabel Penelitian 
Variabel penelitian adalah suatu atribut atau sifat atau nilai dari orang, objek atau 
kegiatan yang mempunyai variasi tertentu yang ditetapkan oleh peneliti untuk 
dipelajari dan ditarik kesimpulannya. Dalam penelitian ini didefinisikan menjadi 
dua variabel yaitu variabel terkait (dependent variable) dan variabel bebas 
(independent variable). 
1) Variabel terkait (Y) merupakvariabel yang dipengaruhi atau yang menjadi akibat 
karena adanya variabel bebas33 . Variabel terkait dalam penelitian ini adalah 
profitabilitas yang diproksikan dengan return on equity (ROE) perbankan. 
2) Variabel bebas (X) merupakan variabel yang mempengaruhi atau yang menjadi 
sebab perubahannya atau timbulnya variabel terkait. Variabel bebas dalam 
penelitian ini sebagai berikut34: 
a) Debt to Equity Ratio (X1) 
Variabel yang digunakan untuk mengukur perimbangan antara kewajiban 
yang dimiliki perusahaan dengan modal sendiri. Secara formulasi pengukuran 
debt to equity ratio dapat dirumuskan sebagai berikut: 
𝐷𝑒𝑏𝑡 𝑡𝑜 𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑎𝑡𝑖𝑜 =
𝑇𝑜𝑡𝑎𝑙 𝐻𝑢𝑡𝑎𝑛𝑔
𝑀𝑜𝑑𝑎𝑙 𝑆𝑒𝑛𝑑𝑖𝑟𝑖
 𝑥 100% 
                                                             
32Nanang, Martono, Metode Penelitian Kuantitatif: Analisis Isi Dan Analisis Data Sekunder, (Jakarta: Rajawali 
Press, 2010), hal.19 
33 Sugiyono, Metode Penelitian Kuantitatif dan Kualitatif. 2009:59. 
34 Kasmir, Manajemen Perbankan. (Jakarta: PT. Raja Grafindo Persada) 2009:156-163. 
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Satuan pengukuran debt to equity ratio dinyatakan dalam bentuk persentase (%) 
yang diukur dalam periode penelitian tahun 2010-2016. 
b) Debt to Asset Ratio (X2) 
Variable ini digunakan untuk mengukur seberapa besar jumlah aktiva 
perusahaan dibiayai dengan total hutang. Secara formulasi pengukuran debt to 
asset ratio dapat dirumuskan sebagai berikut: 
𝐷𝑒𝑏𝑡 𝑡𝑜 𝐴𝑠𝑠𝑒𝑡 𝑅𝑎𝑡𝑖𝑜 =
𝑇𝑜𝑡𝑎𝑙 𝐻𝑢𝑡𝑎𝑛𝑔
𝑇𝑜𝑡𝑎𝑙 𝐴𝑘𝑡𝑖𝑣𝑎
 𝑥 100% 
 Satuan pengukuran debt to asset ratio dinyatakan dalam bentuk persentase 
(%) yang diukur dalam periode penelitian tahun 2010-2016. 
c) Longterm Debt to Equity Ratio (X3) 
Variabel ini digunakan untuk mengukur seberapa besar perbandingan 
antara hutang janga panjang dengan modal sendiri atau seberapa besar hutang 
jangka panjang dijamin oleh modal sendiri. Secara formulasi pengukuran long 
debt to equity ratio dapat dirumuskan sebagai berikut: 
𝐿𝐷𝐸𝑅 =
𝑇𝑜𝑡𝑎𝑙 𝐻𝑢𝑡𝑎𝑛𝑔 𝐽𝑎𝑛𝑔𝑘𝑎 𝑃𝑎𝑛𝑗𝑎𝑛𝑔
𝑀𝑜𝑑𝑎𝑙 𝑆𝑒𝑛𝑑𝑖𝑟𝑖
 𝑥 100% 
Satuan pengukuran long debt to asset ratio dinyatakan dalam bentuk 
persentase (%) yang diukur dalam periode penelitian tahun 2010-2016. 
d) Longterm Debt to Asset Ratio (X4) 
Variabel ini digunakan untuk mengukur seberapa besar perbandingan 
utang jangka panjang dengan aset total. Secara formulasi pengukuran long debt 
to asset ratio dapat dirumuskan sebagai berikut: 
𝐿𝐷𝐴𝑅   =
𝑇𝑜𝑡𝑎𝑙 𝐻𝑢𝑡𝑎𝑛𝑔 𝐽𝑎𝑛𝑔𝑘𝑎 𝑃𝑎𝑛𝑗𝑎𝑛𝑔
𝑇𝑜𝑡𝑎𝑙 𝐴𝑘𝑡𝑖𝑣𝑎
 𝑥 100% 
Satuan pengukuran long term debt to asset ratio dinyatakan dalam 
bentuk persentase (%) yang diukur dalam periode penelitian tahun 2010-2016. 
C. Populasi dan Sampel 
Populasi adalah keseluruhan objek atau subjek yang berada suatu wilayah 
dan memenuhi syarat-syarat tertentu berkaitan dengan masalah penelitian. Populasi 
dalam penelitian ini yaitu Bank Umum Syariah di Indonesia berjumlah 13 bank. 
Sampel merupakan dari populasi dan terdiri dari beberapa anggota populasi. 
Contoh ini diambil karena dalam banyak kasus tidak mungkin meneliti 
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seluruh anggota populasi sehingga dibentuk perwakilan populasi.
35 Peneliti menggunakan 5 sampel antara lain Bank Muamalat, Bank 
Syariah Mandiri, Bank Rakyat Indonesia Syariah, Bank Panin Syariah, dan Bank 
Negara Indonesia Syariah. 
Teknik sampling merupakan metode atau cara menentukan sampel dan 
besar sampel. Pada penelitian ini, penulis menggunakan teknik purposive 
sampling. Teknik sampling non random sampling dimana peneliti menentukan 
pengambilan sampel dengan cara menetapkan ciri-ciri khusus yang dapat 
memenuhi kriteria-kriteria sesuai dengan tujuan penelitian. 36 
Table 2.1 
Kriteria Bank 
Langkah 
ke 1 
Langkah 
ke 2 
Langkah 
ke 3 
Sampel  
Tinggi  3 2 5 
Sedang  3 2 
Rendah  7 1 
Populasi  13 5 
Presentase  100% 45% 
  
Langkah langkah teknik purposive sampling penelitian ini: 
a) Periode penelitian yang saya teliti dari tahun 2010 sampai 2016 atau 7 tahun  
b) Peneliti membuat 3 kreteria atau strata yaitu tinggi, sedang, dan rendah 
c) Setelah membagi 13 pupulasi ke dalam 3 kreteria yaitu 3 kreteria tinggi, 3 kreteria 
sedang, dan 7 kreteria rendah. 
d) Selanjutnya melakukan menentukan pengambilan sampel dengan cara menetapkan ciri-
ciri khusus yang dapat memenuhi kriteria-kriteria sesuai dengan tujuan penelitian yang 
menghasilkan 5 sampel. 
e) 5 sampel antara lain 
2 dari kreteria tinggi yaitu Bank Mumalat dan Bank Syariah Mandiri 
2 dari kreteria sedang yaitu Bank Rakyat Indonesia Syariah dan Bank Panin Syariah 
1 dari kreteria rendah yaitu Bank Negara Indonesia Syariah 
                                                             
35 Augusty, Ferdinand, Metode Penelitian Manajemen,(Semarang: Badan Penerbit Universitas Diponegoro: 
2006) 
36 Burhan Bungin, Metodologi Penelitian Kuantitatif, (Jakarta: Prenadamedia Group, 2005:125) 
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f) Sampel diperoleh dari 5 sampel bank di kalikan dangan 7 tahun periode penelitian. 
D. Metode Pengumpulan Data 
Metode pengumpulan data dalam penelitian ini dilakukan dengan 
dokumentasi yang berupa laporan keuangan tahunan dari masing-masing web Bank 
Umum Syariah tahun 2010-2016. 
E. Teknik Analisis Data 
1) Uji Asumsi Klasik  
 Uji asumsi klasik terdapat model regresi yang digunakan agar diketahui 
apakah model regresi tersebut merupakan model yang baik atau tidak. Syarat uji 
asumsi klasik antara lain
37 
a. Uji Multikolonieritas  
  Uji multikolonieritas bertujuan untuk menguji apakah model regresi 
ditemukan adanya korelasi antar variabel bebas (independen). Model regresi 
yang baik seharusnya tidak terjadi korelasi di antara variabel independen. Jika 
variabel independen saling berkorelasi, maka variabel-variabel ini tidak 
orthogonal. Variabel ortogonal adalah variabel independen yang nilai korelasi 
antara sesama variabel independen sama dengan nol.  
b. Uji Heteroskedastistas 
 Uji heteroskedastistas bertujuan menguji apakah dalam model regresi 
terjadi ketidaksamaan variance dari residual satu pengamatan ke pengamatan 
yang lain. Jika variance dari residual satu pengamatan ke pengamatan lain tetap, 
maka disebut Homoskedastisitas dan jika berbeda disebut Heteroskedastisitas. 
Model regresi yang baik adalah yang Homoskesdastisitas atau tidak terjadi 
Heteroskesdatisitas. Kebanyakan data crossection mengandung situasi 
heteroskesdatisitas karena data ini menghimpun data yang mewakili berbagai 
ukuran (kecil, sedang, besar).  
  Ada beberapa cara untuk mendeteksi ada atau tidaknya 
heteroskedastisitas melihat grafik plot antara nilai prediksi variabel terkait 
(dependen) yaitu ZPRED dengan residualnya SRESID. Deteksi ada tidaknya 
heteroskedatsisitas dapat dilakukan dengan melihat ada tidaknya pola tertentu 
                                                             
3737 Imam Ghozali, Aplikasi Analisis Multivariete Dengan Program IBM SPSS 23. (Semarang: Universitas 
Diponegoro) 2016. 
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pada grafik scatterplot antara SRESID dan ZPRED dimana sumbu Y adalah Y 
yang telah diprediksi, dan sumbu X adalah residual (Y prediksi – Y 
sesunguhnya) yang telah di-stundentized. 
c. Uji Autokorelasi  
  Uji autokorelasi bertujuan untuk menguji apakah dalam model regresi 
linear ada korelasi antara kesalahan pengganggu pada periode t dengan 
kesalahan pengganggu pada periode t-1 (sebelumnya). Uji outokorelasi dalam 
penelitian ini dilakukan dengan uji durbin-waston (DW-test), dimana nilai 
dubirin-waston terletak antara batas atas atau upper bound (dU) dan 4- dU, 
maka koefisien autokorelasi sama dengan nol, berarti tidak ada autokorelasi.   
d. Uji Normalitas 
  Uji normalitas bertujuan untuk menguji apakah dalam model regresi, 
variabel pengganggu atau residual memiliki distribusi normal. Seperti diketahui 
bahwa uji t dan F mengasumsikan bahwa nilai residual mengikuti distribusi 
normal. Kalau asumsi ini dilanggar maka uji statistik menjadi tidak valid untuk 
jumlah sampel kecil. Ada dua cara untuk mendeteksi apakah residual 
berdistribusi normal atau tidak yaitu dengan analisis grafik dan uji statistik.  
2) Regresi linear berganda 
 Penelitian yang digunakan untuk mengetahui Pengaruh Struktur Modal 
Terhadap Profitabilitas Pada Perusahaan Perbankan Syariah Periode 2010-2016, 
menggunakan analisi data regresi linear berganda digunakan untuk mengetahui 
atau memperoleh gambaran mengenai pengaruh variabel X1 sampai X4 terhadap 
variabel Y mengalami kenaikan atau penurunan. Analisis linier berganda kita dapat 
membut model variabel-variabel yang memiliki pengaruh terhadap variabel Y. 
Hubungan antara variabel dalam analisis regresi bersifat kasualitas atau sebab 
akibat yang hasilnya positif atau negatif.38 Persamaan regresi yang dihasilkan dari 
model uji ini adalah standardized coefficients fructis sebagai berikut39:  
   Ŷ = β1X1 + β2X2 + β3X3 + β4 X4 + ∑1 
Keterangan:  
 Ŷ    =    Profitabilitas (ROE) 
1X =     Debt to Equity Ratio (DER) 
                                                             
38 Agus, Widarjono, Ekometrika. (Yogyakarta: UPP STIM YKPN, 2016), hal.16 
39 Sugiyono, Metode Penelitian Kuantitatif dan Kualitatif. (Bandung: CV Alfabeta, 2009), 227. 
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2X =     Debt to Asset Ratio (DAR) 
3X =     Long Term Debt to Equity Ratio (LDER) 
4X = Long Term Debt to Asset Ratio (LDAR) 
∑1 = Variabel pengganggu 
β1 = Koefisien regresi Debt to Equity Ratio (DER) 
β2 = Koefisien regresi Debt to Asset Ratio (DAR) 
β3 = Koefisien regresi Long term Debt to Equity Ratio (LDER) 
β4 = Koefisien regresi Long term Debt to Asset Ratio (LDAR 
3) Uji F 
  Uji statistic F pada dasarnya menunjukkan apakah semua variabel 
independent atau bebas yang dimasukkan dalam model mempunyai pengaruh 
secara bersama-sama terhadap variabel dependen (terkait).40 Uji signifikan 
keseluruhan dari regresi sampel tidak seperti uji t yang menguji signifikansi 
koefisien parsial regresi secara individu dengan uji hipotesis terpisah bahwa setiap 
koefisien regresi sama den gan nol. Uji F menguji joint hipotesia bahwa b1, b2, dan 
b3 secara simultan sama dengan nol. 
H0 : b1 = b2  = ……..= bk = 041 
HA : b1 ≠ b2 ≠……≠ bk ≠ 0 
  Uji hipotesis seperti ini dinamakan uji signifikansi secara keseluruhan 
terhadap garis regresi yang diobservasi maupun estimasi, apakah Y berhubungan 
linear terhadap X1, X2, dan X3.42 
4) Uji t 
  Uji statistik t pada dasarnya menunjukan seberapa jauh pengaruh satu variabel 
penjelas/independen secara individual dalam menerangkan variabel-variabel 
dependen.43 Hipotesis nol (Ho) yang hendak diuji adalah apakah suatu parameter 
(bi) sama dengan nol, atau: 
                                                             
40 Imam Ghozali, Aplikasi Analisis Multivariate Dengan Program IBM SPSS 19. (Semarang: Universitas 
Diponegoro, 2011), 98. 
41 Imam Ghozali, Aplikasi Analisis Multivariete Dengan Program IBM SPSS 19, (Semarang:Universitas 
Dponegoro, 2011), 98. 
42 Imam Ghozali, Aplikasi Analisis Multivariete Dengan Program IBM SPSS 23,(Semarang:Universitas 
Diponegoro, 2016), 96. 
43 Imam Ghazali, Aplikasi Analisis Multivariate Dengan Program IBM Spss 19, (Semarang:Universitas 
Diponegoro, 2011), 98-99. 
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Ho: bi = 044 
Artinya apakah suatu variabel independen bukan merupakan penjelas yang 
signifikan terhadap variabel dependen. Hipotesis alternatifnya (HA) parameter 
suatu variabel tidak sama dengan nol, atau: 
HA: bi ≠ 0 
  Artinya, variabel tersebut merupakan penjelas yang signifikan terhadap 
variabel dependen.45 
5) Koefisien Determinasi  
  Koefisien determinasi (𝑅2) pada intinya mengukur seberapa jauh 
kemampuan model dalam menerangkan variabel-variabel dependen. Nilai koefisien 
determinasi adalah antara nol dan satu. Nilai 𝑅2  yang kecil berarti kemampuan 
variabel-variabel independen dalam menjelaskan variasi variabel dependen amat 
terbatas. Nilai yang mendeteksi satu berarti variabel-variabel independen 
memberikan hampir semua informasi yang dibutuhkan untuk memprediksi 
variabel-variabel dependen. 
  Secara umum koefisien determinasi untuk data silang  relatif rendah 
karena adanya variasi yang besar antara masing-masing pengamatan, sedangkan 
untuk data runtun waktu biasanya mempunyai nilai koefisien determinasi yang 
tinggi46. 
 
 
 
 
 
 
                                                             
44 Ibid   
45 Imam Ghozali, Aplikasi Analisis Multivariete Dengan Program IBM SPSS 2,(Semarang:Universitas 
Diponegoro, 2016), 97. 
46 Ibid 
 
 
