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We incorporate recent calculations of one-loop corrections for the reduced Ioffe-time pseudo-
distribution M(ν, z23) to extend the leading-logarithm analysis of lattice data obtained by Orginos
et al. We observe that the one-loop corrections contain a large term reflecting the fact that effective
distances involved in the most important diagrams are much smaller than the nominal distance z3.
The large correction in this case may be absorbed into the evolution term, and the perturbative
expansion used for extraction of parton densities at the µ ≈ 2 GeV scale is under control. The
extracted parton distribution is rather close to global fits in the x > 0.1 region, but deviates from
them for x < 0.1.
PACS numbers: 12.38.-t, 11.15.Ha, 12.38.Gc
I. INTRODUCTION
Feynman’s parton distribution functions (PDFs) [1]
f(x) are the crucial building blocks in the description
of hard inclusive processes in quantum chromodynam-
ics (QCD). Accumulating nonperturbative information
about the hadron structure, the PDFs are a natural sub-
ject for a lattice study. However, straightforward defini-
tions of PDFs refer to matrix elements of bilocal opera-
tors on the light cone z2 = 0, the intervals inaccessible
on the Euclidean lattice.
The ideas of how to get information from space-like in-
tervals date to the pioneering paper of W. Detmold and
D. Lin [2] who proposed a lattice study of the deep-
inelastic-type Euclidean correlators of heavy-light cur-
rents. Later, V. Braun and D. Müller [3] proposed to use
Euclidean correlators to extract the pion distribution am-
plitude, another function [4] playing a fundamental role
in perturbative QCD studies of hard exclusive processes.
The use of correlators in the form of “lattice cross sec-
tions” was more recently advocated in the papers by Qiu
and collaborators [5, 6].
The current correlators involve a quark propagator
connecting the current vertices. This factor is avoided in
the proposal by X. Ji [7] to study the quasi-PDFs Q(y, p3)
that describe the distribution of the spatial z3-component
of the hadron momentum p3. While being different from
the Feynman PDFs f(y) describing the distribution of the
hadron’s “plus”-momentum p+ = p0 + p3, they coincide
with f(y) in the infinite momentum limit p3 →∞.
Both on the lattice and in the usual continuum space,
the basic object for all types of PDFs is the matrix
element M(z, p) generically (i.e. ignoring the inessen-
tial spin complications) written as 〈p|φ(0)φ(z)|p〉. By
Lorentz invariance, it is a function of the Ioffe time
(pz) ≡ −ν [8] and the interval z2, M(z, p) ≡M(ν,−z2).
In the (formal) light-cone limit z2 = 0, the Fourier
transform of M(ν, 0) with respect to ν gives f(x). In
this sense, the ν-dependence of the Ioffe-time distribu-
tion (ITD)M(ν,−z2) reflects the longitudinal structure
of the PDFs. As shown in Ref. [9], the z2-dependence
of M(ν,−z2) determines the k⊥-dependence of the
(straight-link in the case of QCD) transverse momentum
dependent parton distributions (TMDs) F(x, k⊥).
Since the quasi-PDFs Q(y, p3) are given by the Fourier
transform of M(z3p3, z23) with respect to z3, their
shape is distorted by nonperturbative transverse mo-
mentum effects entering through the second argument
of M(z3p3, z23). While, in a general perspective, the
k⊥-dependence of F(x, k⊥) provides information about
the three-dimensional structure of hadrons, in the case
of the quasi-PDFs it is a nuisance responsible for the un-
wanted difference between Q(y, p3) and f(y) that is very
strong at momenta reached in existing lattice calculations
of quasi-PDFs.
To decrease the impact of the z2-dependence of the
ITDM(ν,−z2), it was proposed [10] to consider the re-
duced ITD M(ν,−z2) given by the ratio of M(ν,−z2)
and the rest-frame distribution M(0,−z2). Though
there are no first-principle grounds that the nonpertur-
bative part of the z2-dependence disappears in this ratio,
it is natural to expect that it is strongly reduced.
The ideal case when M(ν,−z2) is just a function of
ν corresponds to factorization of the x and k⊥ depen-
dencies of the TMD F(x, k⊥). In fact, the idea that
F(x, k⊥) = f(x)K(k⊥) in the soft region k2⊥ . 1 GeV2
is a standard assumption of the TMD practitioners (see,
e.g., Ref. [11]), with a Gaussian being the most popular
form for K(k⊥).
An exploratory lattice study of the reduced ITD was
performed in Ref. [12] (and also described in Ref. [13]).
The results show that M(ν, z23) is basically a universal
function of ν, with small deviations from the common
curve for the points corresponding to the smallest values
of z3.
As demonstrated in Ref. [12], these deviations may
be explained by perturbative evolution. While the lead-
ing logarithmic approximation (LLA) used in Ref. [12] is
sufficient to analyze the ln z23 dependence, one needs to
go beyond it to specify the scale µ which should be at-
tributed to the extracted scale-dependent PDFs f(x, µ2).
To this end, one needs complete expressions for one-
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2loop corrections to ITDs. Recently, such calculations
have been reported in Refs. [14, 15]. Our goal here is
to give a more detailed discussion of the LLA treatment
of the evolution, and also to extend the analysis beyond
the LLA. As we will show, the one-loop correction con-
tains a large contribution that considerably changes the
results obtained in the LLA.
To make this article self-contained, we outline in
Sec. II the basics of the Ioffe-time distributions and
pseudo-PDFs. In Sec. III, we discuss the structure of
one-loop corrections. In Sec. IV, we describe the evo-
lution effects revealed in the lattice study of Ref. [12],
and convert the data for the reduced ITD M(ν, z23) into
the standard parton densities f(x, µ2) defined in the MS
scheme. The summary of the paper and conclusions are
given in Sec. V.
II. IOFFE-TIME DISTRIBUTIONS AND
PSEUDO-PDFS
The basic object for defining parton distributions is
a matrix element of a bilocal operator that (skipping
inessential details of its spin structure) may be written
generically like 〈p|φ(0)φ(z)|p〉. Due to invariance under
Lorentz transformations, it is given by a function of two
scalars, the Ioffe time (pz) [8] (which will be denoted by
−ν) and the interval z2
〈p|φ(0)φ(z)|p〉 =M(−(pz),−z2) =M(ν,−z2) (1)
(again, the sign for the second argument is chosen so as to
have a positive value for spacelike z). One can demon-
strate [9, 16] that, for all relevant Feynman diagrams,
its Fourier transform P(x,−z2) with respect to (pz) has
−1 ≤ x ≤ 1 as support, i.e.,
M(−(pz),−z2) =
∫ 1
−1
dx e−ix(pz) P(x,−z2) . (2)
In this covariant definition of x, one does not need to
assume that z is on the light cone z2 = 0 or that p is
light-like p2 = 0.
On the light cone z2 = 0, we formally have
P(x, 0) = f(x). Hence, the function P(x,−z2) may be
treated as a generalization of the concept of PDFs onto
non-lightlike intervals z2, and following [10] , we will re-
fer to it as the pseudo-PDF. In view of lattice applica-
tions, we will take the separation z = {0, 0, 0, z3} ori-
ented in the direction specified by the hadron momentum
p = {E, 0, 0, P}.
In renormalizable theories (including QCD), the func-
tion M(ν,−z2) has logarithmic ∼ ln(−z2) singulari-
ties. In deep inelastic scattering (DIS), they result in
a logarithmic scaling violation with respect to the pho-
ton virtuality Q2. A wide-spread statement is that the
Q2-dependent DIS structure functions W (xB , Q2) probe
the hadron structure at distances ∼ 1/Q. In the case of
the pseudo-PDFs P(x, z23), one may say that they liter-
ally describe the hadron structure at the distance z3.
Just like the DIS form factors W (xB , Q2) are written
in terms of the universal parton densities f(x,Q2), the
pseudo-PDFs obtained from lattice calculations may be
expressed through the usual parton distributions. The
latter are defined by the operators on the light cone
z2 = 0, i.e., in a logarithmically singular limit. In the ap-
proach based on the operator product expansion (OPE),
the standard procedure is to remove these singularities
with the help of some prescription.
The most popular of them is the MS scheme based on
the dimensional regularization. Consequently, the result-
ing PDFs have a dependence on the renormalization scale
µ, and therefore one should write the PDFs as f(x, µ2).
Switching from x to the Ioffe time ν gives the functions
I(ν, µ2) =
∫ 1
−1
dx eixν f(x, µ2) (3)
introduced in Ref. [17] and called there the Ioffe-time
distributions. In this context, the functions M(ν,−z2)
that are the Fourier transforms of pseudo-PDFs, should
be called the Ioffe-time pseudo-distributions or pseudo-
ITDs.
To get a relation between the pseudo-PDFs P(x, z23)
and the MS parton densities f(x, µ2), one can use the
nonlocal light-cone OPE [18, 19] (see also [15]) for the
matrix element defining P(x, z23), i.e., for the pseudo-
ITD. The result
M(ν,−z2) =
∑
i
∫ 1
−1
dwCi(w, z
2µ2, αs) Ii(wν, µ2)
+O(z2) , (4)
has the structure similar to that of the usual OPE for the
DIS structure functionsW (x,Q2). In this expression, the
twist-2 coefficient functions Ci are given by an expansion
in the strong coupling constant αs, while O(z2) symbol-
izes higher-twist terms.
However, the application of the OPE to the pseudo-
ITDs and pseudo-PDFs in QCD faces complications re-
lated to the gauge link. Namely, when z is off the light
cone, the link generates linear ∼ z3/a and logarithmic
∼ ln(1 + z23/a2) ultraviolet (UV) divergences, where a is
an UV regulator with the dimension of length (it may be
a finite lattice spacing). Though disappearing for z3 = 0,
these divergences require an additional UV regularization
when z3 is finite.
Fortunately, these divergences are multiplicative
[20–24] (see also recent Refs. [25–27]), and cancel in the
ratio, the reduced Ioffe-time distribution,
M(ν, z23) ≡
M(ν, z23)
M(0, z23)
, (5)
introduced in our paper [10], and partially motivated
by this cancellation. The remaining ln z23 singularities,
3present only in the numerator of the ratio, are described
by the nonlocal light-cone OPE.
As stated in Ref. [12], for small spacelike intervals
z2 = −z23 , and at the leading logarithm level, the reduced
pseudo-PDFs are related to the MS distributions by a
simple rescaling of their second arguments, namely,
µ2 = 4e−2γE/z23 , (6)
where γE is the Euler’s constant (a more detailed discus-
sion will be given later on). This rescaling factor is very
close to 1, since 2e−γE = 1.12. However, this factor may
be changed by the O(αs) terms present in the coefficient
function.
III. STRUCTURE OF ONE-LOOP
CORRECTIONS
A. Confinement and infrared cut-offs
There are several standard techniques to calculate
gluon radiative corrections in QCD. Most of them are
oriented to work in the region of absolute perturbative
QCD (pQCD) applicability. A straightforward use of
such methods, however, may need some care in applica-
tions involving energy scales that are not very large. For
this reason, let us discuss some features of calculations
on the border of applicability of perturbative methods.
To begin with, one should remember that quarks and
gluons are confined, i.e. the propagators of all diagrams
(even in a continuum case) are embedded in a finite vol-
ume whose size is determined by the hadron’s radius.
The confinement effects lead, in particular, to a rapid
decrease of correlators like ITDs or pseudo-PDFs at dis-
tances z3 larger than the hadronic radius R. Still, at
short distances one can use asymptotic freedom and ob-
tain, in particular, the ln z23 singularities.
Thus, it makes sense to treat pseudo-ITDs and pseudo-
PDFs as sums of the soft and hard parts. The soft part
basically reflects the size of the system and is assumed to
be finite for z3 = 0. The hard part is singular for z3 → 0,
and is produced by perturbative interactions. The hard
part may be visualized then as generated from the soft
part through a hard exchange kernel H(0, z; z1, z2),
Mhard(ν,−z2 = z23)
=
∫
d4z1 d
4z2H(0, z; z1, z2)Msoft(z1, z2) . (7)
In the standard pQCD factorization approaches, the
soft part is mimicked by on-shell parton states, and the
ln z23-singularities appear either as ln(z23m2), where m is
the parton mass or ln(z23µ2IR), where µIR is the scale used
in dimensional regularization of infrared singularities in
the case of massless partons.
Since Msoft(z1, z2) in Eq. (7) rapidly decreases for
large separations |z1−z2|, the hadronic size R provides an
infrared cut-off for the integral, even when the quarks are
massless. While at short distances one gets the ln(z23/R2)
behavior, the logarithmic form is just an approximation
valid for z3  R. Such a restriction may be hard to
implement on the lattice.
Of course, the exact form of the IR regularization im-
posed by confinement is not known. To get a feeling,
let us take an infrared regularization by a mass term. A
typical integral producing the ln z23 singularity then has
the form
IK(z
2
3) =
∫ ∞
0
dα
α
e−z
2
3/4α−αm2 , (8)
where α is the Schwinger’s α-parameter and m is the
infrared regulator. One can see that
IK(z
2
3) =2K0(mz3)
= − ln(m2z23) + 2 ln(2e−γE ) +O(z23) , (9)
where K0(mz3) is the modified Bessel function. Its
expansion for small z3 explicitly shows the expected
ln(z23m
2) singularity.
The usual pQCD factorization procedure is to split
ln(z3/R) into the short-distance part ln(z3µ) that is at-
tributed to the coefficient function and the long-distance
part ln(1/µR) that is absorbed into the “renormalized”
PDF f(x, µ2). Given the commonly used lattice spacing
a ∼ 0.1 fm and the hadron size R . 1 fm, the question is
whether there is enough interval for the logarithmic part
of the z3-dependence to be visible in the data at all.
An important feature of the Bessel function K0(mz3)
is that it exponentially decreases when z3 exceeds the in-
frared cut-off 1/m. Thus, if instead of the short-distance
approximation of IK(z23) by ln(1/z23), one would use the
“exact” IK(z23) function for the evolution term, there will
be no evolution corrections for large z3. In other words,
the logarithmic evolution disappears at large distances.
B. Rescaling relation
To fix a relation between the pseudo-PDF scale z3 and
the MS scale µ, one should take into account constant
terms, like 2 ln(2e−γE ) in Eq. (9). In the MS-OPE ap-
proach, one takes z2 = 0 and then applies the dimen-
sional regularization which adds the α factor into the
integral (8) making it convergent. After that, one uses
the MS-prescription, which is arranged to produce ex-
actly ln(µ2/m2) as the result in this case,
IDm(µ
2) =
∫ ∞
0
dα
α
(αµ2eγE )e−αm
2
= Γ()
(
µ2eγE
m2
)
→ 1

+ ln(µ2/m2) . (10)
Thus, the constant term in Eq. (9) provides the leading-
logarithm rescaling coefficient 2e−γE between the pseudo-
PDFs and MS parton distributions expressed by Eq. (6).
4One may ask what happens if one uses another type of
the IR regularization. In particular, the Gaussian mod-
els for TMDs suggest that the decrease for large z3 is
also Gaussian. One may expect that the hard correc-
tion should resemble, for large z3, the behavior of the
soft part. Thus, the exponential e−m|z3| fall-off of the
modified Bessel function may look too slow. A Gaussian
decrease can be easily provided by a sharp IR cut-off
IG(z
2
3) =
∫ z20/4
0
dα
α
e−z
2
3/4α = Γ[0, z23/z
2
0 ] (11)
applied to Eq. (8). For small z23 , the incomplete gamma-
function Γ(0, z23/z23) has a logarithmic singularity
Γ(0, z23/z
2
0) = ln(z
2
0/z
2
3)− γE +O(z23) , (12)
while for large z23 , the function IG(z23) has a Gaussian
e−z
2
3/z
2
0 fall-off. Again, we can calculate the z3 = 0 ver-
sion of Eq. (11) using the MS-scheme to obtain
IDG(µ
2) =
∫ z20/4
0
dα
α
(αµ2eγE ) =
1

(
z20µ
2eγE
4
)
→ 1

+ ln(z20µ
2)− 2 ln(2e−γE )− γE . (13)
One can see that the pseudo-PDF/PDF rescaling (6) re-
mains intact. This is a natural result, because the rela-
tion between the finite-z3 and MS cut-offs concerns only
the short-distance properties of the bilocal operator.
C. One-loop correction
The discussion given in the previous section addresses
only the overall rescaling between two regularization
schemes (just like the relation between the values of the
QCD scale Λ in, say, MOM and MS schemes). To estab-
lish a connection between the pseudo-PDFs and the MS-
PDFs, we need, in addition, the constant part of the one-
loop coefficient function in the nonlocal OPE of Eq. (4).
It was given in Refs. [14] and [15], with some differences
between them. After rechecking our calculation and fix-
ing typos, we present our result in the form
M(ν, z23) =M
soft(ν, 0)− αs
2pi
CF
∫ 1
0
dw
{
1 + w2
1− w
×
[
ln
(
z23m
2 e
2γE
4
)
+ 1
]
+4
ln(1− w)
1− w
}[
Msoft(wν, 0)−Msoft(ν, 0)] . (14)
Turning to the PDF counterpart, we take z2 = 0 and
using the MS scheme for the UV divergence, obtain
I(ν, µ2) =Msoft(ν, 0)
− αs
2pi
CF
∫ 1
0
dw
[
Msoft(wν, 0)−Msoft(ν, 0)]
×
{
1 + w2
1− w ln(m
2/µ2) + 2(1− w)
}
. (15)
The logarithmic part here involves a convolution that
may be symbolically written as B ⊗M (ν) where
B(w) =
[
1 + w2
1− w
]
+
(16)
is the Altarelli-Parisi kernel [28].
Combining Eqs. (14) and (15), we obtain the relation
I(ν, µ2) =M(ν, z23) +
αs
2pi
CF
∫ 1
0
dwM(wν, z23)
×
{
B(w)
[
ln
(
z23µ
2 e
2γE
4
)
+ 1
]
+
[
4
ln(1− w)
1− w − 2(1− w)
]
+
}
(17)
which is in agreement with a recent result of Ref. [29]
(see also Ref. [30]). Eq. (17) allows one to convert the
data points forM(ν, z23) into the “data” for I(ν, µ2).
The first contribution in the second line is an obvious
term reflecting the general multiplicative scale difference
between the z2 and MS cut-offs. If all the further terms
are neglected, then the only difference between M(ν, z23)
and I(ν, µ2) is just the rescaling µ2 = 4e−2γE/z23 . In that
case, one can evolve the M(ν, z23) data to a particular z3
value z0, and treat (in this approximation) the resulting
function M(ν, z20) as the MS ITD corresponding to the
scale µ = 2e−γE/z0, which is numerically close to 1/z0.
This simple rescaling relation (used in Ref. [12]) is
modified when the further terms of Eq. (17) are in-
cluded. In particular, the term proportional to the
Altarelli-Parisi kernel B(w) may be absorbed into the
ln z23 term, which would just change the rescaling rela-
tion into µ = 2e−1/2−γE/z0.
The term with [ln(1 − w)]/(1 − w) produces a large
negative contribution. In Feynman gauge, according to
Ref. [15], it comes from the evolution part of the vertex
diagrams involving the gauge link (see Fig.1). The key
point is that the gluon is attached there to a running tz3
position on the link. After integration over t, etc., the
net outcome is that the z3-dependence of these diagrams
is generated by an effective scale smaller than z3. Indeed,
let us combine the [ln(1−w)]/(1−w) term with the ln z23
5tz3 tz3z3 z30 0
FIG. 1. Coordinate representation for diagrams producing a
large one-loop correction.
logarithm by rewriting Eq. (17) as
I(ν, µ2) =M(ν, z23) +
αs
pi
CF
∫ 1
0
dwM(wν, z23)
×
{
1 + w2
1− w ln
[
(1− w)z3µe
γE+1/2
2
]
+ [(w + 1) ln(1− w)− (1− w)]
}
+
. (18)
We see that z3 enters now through a running (1 − w)z3
location. The remaining (w + 1) ln(1− w) term is much
less singular than B(w) for w = 1, and does not produce
large contributions.
Thus, the magnitude of the one-loop correction is gov-
erned by the combined evolution logarithm. It cannot be
made zero by a particular choice of µ because it depends
on the integration variable w. Still, the w-integrated con-
tribution will vanish for some µ that we may write as
µ =
2e−1/2−γE
〈1− w〉
1
z3
, (19)
where 〈1 − w〉 is the “average” value of 1 − w. Since
B(w) is strongly enhanced for w = 1, we should expect
that 〈1− w〉 is numerically small, leading to a µ ∼ k/z3
rescaling with a rather large coefficient k. As we will see,
k ∼ 4 in this case.
Again, one may ask if the perturbative formula (17)
involving the ln z23 logarithm may be applied to actual
lattice data. In particular, our exercise with the mass-
term IR regularization and the resulting Bessel function
shows that the logarithmic behavior ln z23 of the hard
term is valid only for z3 values well below the IR cut-off
R, which is given by the hadron size in our case. Hence, a
practical question is whether the data really show a log-
arithmic evolution behavior in some region of small z3.
IV. EVOLUTION IN LATTICE DATA
A. General features
An exploratory lattice study of the reduced pseudo-
ITDM(ν, z23) for the valence uv − dv parton distribution
in the nucleon has been reported in Ref. [12]. An amaz-
ing observation made there was that, when plotted as
functions of ν, the data both for real and imaginary parts
lie close to respective universal curves. The data show no
polynomial z3-dependence for large z3. Given that z23/a2
changes in the explored range from 1 to about 200, we
interpret this result as the total absence of higher-twist
terms in the reduced pseudo-ITD.
As explained in Refs. [10, 12] and in the Introduction,
such an outcome corresponds to a factorization of the ν-
and z23-dependences of the soft part of the Ioffe-time dis-
tribution M(ν, z23) = M(ν)M(0, z23). In terms of TMD
F(x, k2⊥), this corresponds to factorization of its x- and
k2⊥-dependences in the region of soft k⊥. However, as ob-
served in Ref. [12], there is quite visible z3-dependence
for small values of z3, namely, z3 . 6a, that may be
explained by perturbative evolution.
Let us consider first the real part. It corresponds to
the cosine Fourier transform
R(ν) ≡ ReM(ν) =
∫ 1
0
dx cos(νx) qv(x) (20)
of the function qv(x) corresponding to the valence com-
bination, i.e., the difference qv(x) = q(x)− q¯(x) of quark
and antiquark distributions. In our case, q = u− d.
In Ref. [12], it was found that the data for the real part
are very close (see Fig. 2) to the curve Rf (ν) generated
by the function
f(x) =
315
32
√
x(1− x)3 . (21)
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FIG. 2. Real part ofM(ν, z23) plotted as a function of ν = Pz3
and compared to the curve given by Eqs. (20), (21).
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FIG. 3. Real part of M(ν, z23) for z3 ranging from 7a to 13a.
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FIG. 4. Real part of M(ν, z23) for z3 ranging from a to 6a.
This shape was obtained by forming cosine Fourier trans-
forms of the normalized xa(1 − x)b-type functions and
fixing the parameters a, b through fitting the data.
While all the data points have been used in the fit, the
shape of the curve is obviously dominated by the points
with smaller values of Re M(ν, z23). To give a more de-
tailed illustration, we show in Fig. 3 the points corre-
sponding to z3 values in the range 7a ≤ z3 ≤ 13a. As
one can see, there is some scatter for the points with the
largest values of ν in the region ν & 10, where the finite-
volume effects become important. Otherwise, practically
all the points lie on the universal curve based on f(x). In
this sense, there is no z3-evolution visible in the large-z3
data.
In Fig. 4, we show the points in the region a ≤ z3 ≤ 6a
(note that, on the lattice, z3 = 0 means that also ν = 0,
and M(0, 0) = 1 by definition). In this case, all the
points lie higher than the universal curve. We recall that
the perturbative evolution increases the real part of the
pseudo-ITD when z3 decreases. Thus, one may conjec-
       






z3/a
Re M(⌫, z23)
FIG. 5. Dependence on z3 for ν = 3pi/4 ≈ 2.3562.
ture that the observed higher values of R for smaller-z3
points may be a consequence of the evolution.
A typical pattern of the z3-dependence of the lattice
points is shown in Fig. 5 for a “magic” Ioffe-time value
ν = 3pi/4 that may be obtained from five different com-
binations of z3 and P values used in Ref. [12]. The shape
of the eye-ball fit line is given by the incomplete gamma-
function Γ(0, z23/30a2). This function entirely conforms
to the expectation that the z3-dependence has a “pertur-
bative” logarithmic ln(1/z23) behaviour for small z3, and
rapidly vanishes for z3 larger than 6a.
As expected, R(ν, z23) decreases when z3 increases. We
also see that the evolution “stops” for large z3. In this
context, the overall curve based on Eq. (21) corresponds
to the “low normalization point”, i.e., to the region, where
the perturbative evolution is absent.
B. Building MS ITD
Thus, we see that the data of Fig. 5 show a logarith-
mic evolution behavior in the small z3 region. Still, the
z3-behavior starts to visibly deviate from a pure loga-
rithmic ln z23 pattern for z3 & 5a. This sets the boundary
z3 ≤ 4a on the “logarithmic region”. So, let us try to use
Eq. (17) in that region to construct the MS ITD.
It is instructive to split the contributions in Eq. (17),
where we will denote Re I(ν, µ2) ≡ IR(ν, µ2). The first,
“evolution” part, given by
IevR (ν, µ2) =R(ν, z23) +
αs
2pi
CF
∫ 1
0
dwR(wν, z23)
×B(w) ln
(
z23µ
2 e
2γE
4
)
(22)
(recall that R(ν, z23) ≡ ReM(ν, z23)) corresponds to the
leading logarithm approximation used in Ref. [12]. For
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FIG. 6. Functions B ⊗ Rf (upper line) and L ⊗ Rf (lower
line) of Eq. (24).
z3 = 2e
−γE/µ, the logarithm vanishes, and we have
IevR (ν, µ2) =R(ν, (2e−γE/µ)2) = R(ν, (1.12/µ)2) . (23)
This happens, of course, only if, for an appropriately
chosen αs, the ln z23-dependence of the one-loop correc-
tion cancels the actual z23-dependence of the data, visible
as scatter in the data points in Fig. 4. In Ref. [12], it
was found that this happens when αs/pi ≈ 0.1. Thus,
Eq. (17) is accurate only in the region, where the data
show a logarithmic dependence on z3, i.e., z3 ≤ 4a in our
case.
Since the difference between R(wν, z23) and Rf (wν) is
O(αs), we may replace R(wν, z23) by Rf (wν) in Eq. (22)
(recall that Rf (ν) corresponds to the PDF of Eq. (21)).
The remaining part of I(ν, µ2) (where we have already
substituted R(wν, z23) by Rf (wν))
INLR (ν) =
αs
2pi
CF
∫ 1
0
dwRf (wν)
×
{
B(w) +
[
4
ln(1− w)
1− w − 2(1− w)
]
+
}
≡ αs
2pi
CF [B ⊗Rf + L⊗Rf ] (24)
is due to corrections beyond the leading logarithm ap-
proximation.
As we have discussed, the L⊗Rf term reflects the fact
that the actual scale in the evolution part of the vertex
diagrams is less than z3. To illustrate its impact, we
show, in Fig. 6, the functions B ⊗Rf and L⊗Rf . One
can see that the last one is negative and rather large. Its
ν-dependence is similar to that of the B⊗Rf function. In
fact, in the ν < 5 region, we have L⊗Rf ≈ −3.5B⊗Rv.
Thus, the combined effect of these two terms is close to
that of −2.5B ⊗ Rf . As a result, the inclusion of these
terms may be approximately treated as a LLA evolution
⌫
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FIG. 7. Function IR(ν, µ2) for µ = 1/a calculated using the
data with z3 from a to 4a. The upper curve corresponds to
the ITD of the CJ15 global fit PDF.
with a modified rescaling factor. Specifically, we may
write
IR(ν, µ2) ≈R(ν, (2e1.25−γE/µ)2) ≈ R(ν, (4/µ)2) . (25)
Thus, the rescaling factor has changed by a factor of 4
compared to the original LLA value!
We may use µ ≈ 4/z3 as a guide, but the actual numer-
ical calculations should, of course, be done using the “ex-
act” Eq. (17). To proceed, we choose the value µ = 1/a
which, at the lattice spacing of 0.093 fm used in Ref.
[12] is approximately 2.15 GeV. The estimate (25) tells
us that the ITD IR(ν, µ2) at this scale should be close
to the pseudo-ITD R(ν, z23) for z3 ≈ 4a, a distance that
is on the border of the z3 ≤ 4a region. Taking the value
αs/pi = 0.1 used in Ref. [12] and applying the full one-
loop relation (17) to the data with z3 ≤ 4a, we generate
the points for IR(ν, (1/a)2).
As seen from Fig. 7, all the points are close to some
universal curve with a rather small scatter. The curve it-
self was obtained by fitting the points by the cosine trans-
form of a normalizedNxa(1−x)b distribution, which gave
a = 0.35 and b = 3. The magnitude of the scatter illus-
trates the error of the fit for the ITD in the ν ≤ 4 region.
In Fig. 7, we compare our µ = 1/a ITD with the ITD
obtained from the global fit PDFs corresponding to the
CJ15 [31] global fit. One can see that our ITD is system-
atically below the curve based on the global fit PDFs.
The reason for the discrepancy may be under-
stood from Fig. 8, where we compare the normal-
ized Nx0.35(1− x)3 ≡ qv(x, µ = 2.15 GeV) distribution
to CJ15 [31] and MMHT 2014 [32] global fit PDFs, taken
at the scale µ = 2.15 GeV. Unlike the ∼ x0.35 function,
these PDFs are singular for small x, which leads to the
enhancement of ITDs for large and moderate values of ν.
To fit the points for IR(ν, µ2), we have used the same
simplest Nxa(1−x)b Ansatz for the PDF as in Ref. [12].
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FIG. 8. Curve for uv(x) − dv(x) at µ = 2.15 GeV built from
the data shown in Fig. 7 and compared to CJ15 and MMHT
global fits.
In principle, one may use more complicated models for
PDFs and get practically the same fitted curve for the
ITD in the ν ≤ 4 region, while a somewhat different curve
for PDF qv(x). The reason is simple: the inverse cosine
Fourier transform is unique only when one exactly knows
the ITD in the whole 0 ≤ ν <∞ region. Performing such
a transform from a limited ν ≤ 4 region, one needs to add
some assumptions either about the behavior of the ITD
outside this region or about a functional form of the PDF
qv(x). We fixed our choice by taking qv(x) ∼ xa(1− x)b.
The study of how the shape of qv(x) varies if one uses
more complicated forms, in particular, those used in the
global fits [31, 32] is an interesting problem that, however,
goes beyond the scope of the present paper.
Comparing to the LLA results of Ref. [12], we observe
that the large negative one-loop correction in Eq. (17)
has visibly changed the extracted PDF, which is now
further from the global fit PDFs. The main reason is
that the z0 = 2a pseudo-ITD constructed in Ref. [12]
was treated there as corresponding to the µ ≈ 1 GeV
scale, while according to the modified rescaling relation
(25), it should correspond to µ ≈ 4 GeV. Hence, to get
the µ ≈ 2 GeV curve, one needs to evolve it down in µ.
Still, the guiding idea of Ref. [12], that the MS ITDs
IR(ν, µ2) can be obtained from the reduced pseudo-ITDs
R(ν, z23) by an appropriate rescaling µ = k/z3, works
with a rather good accuracy for all z3 ≤ 6a if one takes
k ≈ 4. By this rescaling relation, the µ = 1/2a ≈ 1
GeV ITD corresponds to the z3 ≈ 8a reduced pseudo-
ITD. As we discussed, a boundary point beyond which
the evolution stops, is z3 ≈ 6a. Hence, the pseudo-ITD
at this distance is given by the ITD Rf (ν) corresponding
to the universal fit function f(x) of Eq. (21). This result
may be also obtained by a direct numerical calculation
based on Eq. (17).
Using Eq. (17) one may also evolve the MS ITD below
µ = 1/2a, and the resulting functions will be changing
with µ. On the other hand, the pseudo-ITDs do not
change with z3 when z3 & 6a. Hence, the rescaling con-
nection IR(ν, µ2) ≈ R(ν, (4/µ)2) in this region becomes
less and less accurate when µ decreases, and eventually
makes no sense.
C. Imaginary part
Imaginary part of the pseudo-ITD may be considered
in a similar way. It corresponds to the sine Fourier trans-
form
ImM(ν) =
∫ 1
0
dx sin(νx) [q(x) + q¯(x)] (26)
of the function given by the sum q(x) + q¯(x) of quark
and antiquark distributions. This function differs from
the valence combination qv(x) = q(x)− q¯(x) by 2q¯(x) =
2[u¯(x) − d¯(x)]. In Fig. 9, we show the data for large z3
values z3 ≥ 7a. Just like in the case of the real part (see
Fig. 3), the points with ν . 10 are close to a universal
curve. Representing q(x) + q¯(x) = qv(x) + 2q¯(x) and
taking f(x) of Eq. (21) as qv(x), we find
q¯(x) ≈ 0.1 [20x (1− x)3] . (27)
Note that in Ref. [12], the fit was made for all the z3
points (i.e. the points with z3 ≤ 6a have been also in-
cluded), and the overall coefficient for q¯(x) was obtained
to be 0.07 rather than 0.1.
In Fig. 10, we show data with z3 ≤ 4a. As one can see,
all these points are below the curve obtained by fitting
the z3 ≥ 7a data. This is in agreement with the fact that,
in the region ν . 6, the perturbative evolution decreases
       

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 ImM(⌫, z23)
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FIG. 9. Imaginary part of M(ν, z23) for z3 ranging from 7a to
13a. The curve corresponds to q(x) + q¯(x) = f(x) + 2q¯(x),
with f(x) given by Eq. (21) and q¯(x) given by Eq. (27)
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FIG. 10. Imaginary part of M(ν, z23) for z3 ranging from a to
6a. The curve is the same as in Fig. 9.
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FIG. 11. Function II(ν, µ2) for µ = 1/a calculated using the
data with z3 from a to 4a. The curve is described in the text.
the imaginary part of the pseudo-ITD when z3 decreases.
Note that the 1-loop relation holds for the whole function
M = ReM + i ImM. So, we should just separate there
real and imaginary parts, and the construction of the
MS function Im I(ν, µ2) ≡ II(ν, µ2) proceeds in the same
way as for the real part.
The results are shown in Fig. 11. Again, all the points
are rather close to a universal curve with a rather
small scatter. The curve shown corresponds to the sine
Fourier transform of the sum of the valence distribu-
tion qv(x, µ = 1/a) = Nx0.35(1− x)3 obtained from the
study of the real part, and the antiquark contribution
2q¯(x, µ = 1/a). The latter was found from the fit to be
given by q¯(x, µ = 1/a = 2.15 GeV) = 0.07[20x(1− x)3].
V. SUMMARY AND CONCLUSIONS
In this paper, we have extended the leading-logarithm
analysis of lattice data for parton pseudo-distributions
and reduced pseudo-ITDs performed in Ref. [12]. To
this end, we incorporated recent results for the reduced
pseudo-ITDs at the one-loop level [15] (see also [14, 29]).
It was found that the correction contains a large term
resulting in essential numerical changes compared to the
LLA. The large correction appears since effective dis-
tances involved in the most important diagrams are much
smaller than the nominal distance z3. This leads to a
change (from kLLA ≈ 1 to k ≈ 4 in the case of our par-
ticular ITDs) of the coefficient k in the rescaling rela-
tion µ = k/z3 that allows to (approximately) convert the
pseudo-PDFs P(x, z23) into the MS PDFs f(x, µ2).
While the rescaling relation serves as an instructive
guide for quick estimates and semi-quantitative analysis,
the MS ITDs may be directly constructed applying the
exact one-loop formula. Using it, we have obtained the
ITD I(ν, µ2) at the µ = 1/a ≈ 2.15 GeV MS scale using
the data in the 0 ≤ z3 ≤ 4a region.
We found that I(ν, µ2) at this scale is close to the re-
duced pseudo-ITD M(ν, z23) for z3 ∼ 4a. Since all the
data in the a ≤ z3 ≤ 4a region do not differ much
from the z3 = 4a ones (see Fig. 4), the conversion of
the M(ν, z23) data into I(ν, 1/a2) does not involve large
changes, i.e., the perturbative expansion for MS ITD
I(ν, µ2) in terms of the reduced pseudo-ITDsM(ν, z23) is
under control. A formal reason is that the large correc-
tion in this case can be absorbed into the z23-dependent
evolution term, with remaining corrections being small.
Phenomenologically, the PDF extracted in this way fol-
lows the trend of those given by the global fits in the
x > 0.1 region, but does not reproduce their singular
behavior in the x < 0.1 region. The latter is usually
related to the x−0.5 pattern of the ρ-meson Regge tra-
jectory. Since the ρ-meson is essentially a rather narrow
resonance in the pipi system, one should not expect to
accurately reproduce the ρ-meson properties in a lattice
simulation in which the pions are as heavy as 600 MeV.
Thus, one may hope that using simulations at physical
pion mass would produce a better agreement with the
global fits in the small-x region. This hope is supported
by recent extractions [33, 34] of qv(x) using the quasi-
PDF lattice simulations at physical pion mass.
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