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vAbstract
Numerical Methods for Inversion of the One-Dimensional Diﬀusion Equation
Alexander Karlovitz
The one-dimensional diﬀusion equation comes up in a variety of physical circumstances. Both
analytical and numerical methods are well understood for the forward problem. However, methods
for the inversion of this equation remain of interest in the mathematical community. In this paper,
two novel inversion methods are presented, along with preliminary results from testing. The ﬁrst
method involves heavy use of the Lanczos Method, an algorithm which converts a basis into an
orthonormal basis with some other useful properties. The second involves a direct linearization of
the equation before numerical inversion.

1Chapter 1: Introduction
An inverse problem involves looking at a set of observations and attempting to calculate the factors
that caused them. Take optical tomography as an example. In this process, light's intensity is
measured after it passes through an object and is then used to reconstruct an image of the object.
This is most commonly used for medical imaging. To reformulate this problem mathematically, one
uses the diﬀusion equation, which models light propagation in a highly scattering medium.
Solving inverse PDEs in as few as three spatial dimensions is often very diﬃcult. A common idea
for rectifying this is to look at the problem in lower dimensions, develop a method that works, and
then attempt to extend that method to higher-dimensional problems. In this paper, we consider the
diﬀusion equation in one dimension.
Another common idea when considering elliptic operators, which appear in the diﬀusion equation,
is the use of a reduced order model. In general, problems involving the inversion of elliptic operators
tend to be ill-posed, so the number of parameters for which it is possible to get a reconstruction is
limited. Therefore, we look at a ﬁnite dimensional model on the order of the number of parameters
we expect to reconstruct. This has the added advantage of greatly reducing computational cost,
making reduced order models more eﬃcient in application.
In this paper, we explore two novel reduced order model approaches to the inversion of the one-
dimensional diﬀusion equation. In particular, we have the following goals: to describe the inversion
in one dimension; to describe each of the reduced order model approaches; and to show preliminary
results from numerical experiments.
2Chapter 2: Statement of Problem
In this chapter, we describe the problem and provide some background results which are necessary
for an understanding of the numerical methods.
2.1 The Problem
Consider the 1-dimensional heat equation:

ft(x, t) = ∆xf(x, t)− q(x)f(x, t)
f(x, 0) = δ(x), f(L, t) = 0
(2.1)
where L > 0, f : [0, L]× [0,∞)→ R, q : [0, L]→ R, and q(x) > 0 for all x ∈ [0, L].
Now, if we take the Laplace transform of (2.1), we are left with the following:

u′′s − (q + s)us = δ
us(L) = 0
(2.2)
where us(x) = u(x, s) := Lt[f(x, t)](s). One can show by looking at variational formulations that
(2.2) is equivalent to the following:

u′′s − (q + s)us = 0
−u′s(0) = 1, us(L) = 0
(?)
We will work with (?) instead of (2.2). Note that for a ﬁxed value of s, (?) is an ODE in x.
Next, we deﬁne the function F by F (s) := us(0), where us′ is the solution of (?) with s = s
′.
Suppose we are given a set of spectral values {s1, . . . , sm} as well as the data
F (sj), F
′(sj), for j = 1, . . . ,m.
3Assuming that the data comes from the system (?), we would like to estimate q on [0, L].
2.2 Variational Formulation, S, and M
We begin to see the usefulness of the spectral data when we see its relation to the stiﬀness and mass
matrices S and M . To that note, we look at the variational formulation of (?). Set
V := {v ∈ H1(0, 1) : v(1) = 0}.
Then (?) may be rewritten as the following:

Find u ∈ V such that
∫ 1
0
(u′v′ + quv + suv)dx = v(0) ∀ v ∈ V
(2.3)
Next, we restrict the problem to a ﬁnite dimensional subspace of V . For j = 1, . . . ,m, let
uj(x) be the solution of (2.3) for s = sj . Then deﬁne Um := span{u1, . . . , um}. Since Um is ﬁnite
dimensional, we can write down the variational formulation (restricted to Um) as a set of m integral
equations: 
Find u ∈ Um such that
∫ 1
0
(u′u′j + quuj + suuj)dx = uj(0) ∀ j = 1, . . . ,m
(2.4)
Now since we have a basis for Um, we can rewrite this problem in terms of coeﬃcients in the basis.
So for our unknown u ∈ Um, write u =
∑m
k=1 ckuk where c1, . . . , cm ∈ R. Then compute for each
j = 1, . . . ,m: ∫ 1
0
(u′u′j + quuj + suuj)dx = uj(0)
=⇒
m∑
k=0
ck
∫ 1
0
(u′ku
′
j + qukuj + sukuj) = uj(0)
This leads to a natural deﬁnition of the stiﬀness and mass matrices S and M . Deﬁne S,M ∈ Rm×m
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Sjk =
∫ 1
0
u′ju
′
kdx+
∫ 1
0
qujukdx, Mjk =
∫ 1
0
ujukdx, j, k = 1, . . .m
Substituting these deﬁnitions into the above computations, we see that for each j = 1, . . . ,m, we
have
m∑
k=1
ck(Sjk + sMjk) = uj(0)
Writing F := [F (s1) . . . F (sm)]
T = [u1(0) . . . um(0)]
T , this is equivalent to the linear system
(S + sM)c = F
In short, the restriction of V to Um - that is, switching from (2.3) to (2.4) - turns the original
problem into ﬁnding the coeﬃcients of u =
∑m
k=1 ckuk via solving an m×m linear system.
2.3 Spectral Data Formulas for S and M
The computations in Section 2.2 may seem unilluminating to the skeptical reader. If we don't know
q, we can't hope to compute the solutions to (2.3) for s1, . . . , sm. However, despite not knowing the
solutions u1, . . . , um, we in fact can compute S andM exactly from the spectral data. The formulas
themselves are as follows:
Sjk =

sjFj−skFk
sj−sk , j 6= k
sjF
′
j + Fj , j = k
, Mjk =

Fk−Fj
sj−sk , j 6= k
−F ′j , j = k
Let us derive these.
Suppose j 6= k. Consider the variational formulation (2.3) ﬁrst with u = uj , v = uk and second
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
(i) Sjk + sjMjk = Fk
(ii) Sjk + skMjk = Fj
Subtracting (ii) from (i) clearly gives our desired formula Mjk =
Fk−Fj
sj−sk . Multiplying (i) by sk and
(ii) by sj before subtracting then gives our formula Sjk =
sjFj−skFk
sj−sk . Finally, the j = k case may
be derived from the j 6= k case by taking the limit as sk → sj . This works because F is a function
of s.
2.4 Coeﬃcient Vectors
We will think of vectors in Rm as coeﬃcients for elements of Um. That is, when we consider
c = [c1 . . . cm]
T , we associate it with the following element of Um:
m∑
k=1
ckuk
Next, it turns out that with the spectral data we are able to compute the coeﬃcients of the δ
function in Um. Call the coeﬃcient vector d. We claim that
d = M−1F
where F := [F (s1) . . . F (sm)]
T = [u1(0) . . . um(0)]
T as before. To prove this claim, we need to show
that if we deﬁne
δ =
m∑
k=1
dkuk
that we have ∫
ujδ = uj(0) ∀ j = 1, . . . ,m.
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∫
ujδ =
∫
uj
m∑
k=1
dkuk =
m∑
k=1
∫
ujukdk
=
m∑
k=1
Mjkdk = (Md)j = Fj = uj(0)
as needed.
Next, we deﬁne an inner product on coeﬃcient vectors as follows: let u, v ∈ Um, and let b, c ∈ Rm
be their associated coeﬃcient vectors. Then let the inner product on b and c be the L2 inner product
of u and v; that is,
〈b, c〉 := 〈u, v〉2 =
∫
uv
It turns out that with the matrix M , we can compute this inner product without ever needing the
explicit functions in Um. To see this, we compute
〈u, v〉2 =
〈
m∑
j=1
bjuj ,
m∑
k=1
ckuk
〉
2
=
m∑
j,k=1
bjck〈uj , uk〉2 = b · (Mc) = bTMc
So we have shown that our above inner product on coeﬃcient vectors may be computed via 〈b, c〉 =
bTMc.
2.5 Lanczos Method on d and M
For a description of the Lanczos method, see Appendix A.
An important idea in our ﬁrst inversion method is that of running the Lanczos algorithm on input
matrixM−1S and input vector d. The inner product we use is the inner product on coeﬃcient vectors
deﬁned in Section 2.4. The outputs of the algorithm will be the matrices Y, T ∈ Rm×m, where Y is
orthonormal and T is tridiagonal and symmetric. We now make some claims about Y and T .
Claim: M−1S is Hermitian with respect to the coeﬃcient vector inner product. Note that this
claim is a necessary condition for running the Lanczos algorithm. To prove the claim, we simply
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〈M−1Sb, c〉 = bTSM−1Mc = bTSc
〈b,M−1Sc〉 = bTMM−1Sc = bTSc
Claim: Y TSY = T . To prove this claim, we recall that after Lanczos, T is tridiagonal and
symmetric with easily deﬁned entries. Write α = [α1 . . . αm]
T for the diagonal of T and β =
[β2 . . . βm]
T for the super diagonal. Recall that
αj = 〈Yj ,M−1SYj〉, βj = 〈M−1SYj , Yj−1〉.
We may then compute:
αj = 〈Yj ,M−1SYj〉 = Y Tj MM−1SYj = Y Tj SYj
βj = 〈M−1SYj , Yj−1〉 = Y Tj MM−1SYj−1 = Y Tj SYj−1 = Y Tj−1SYj
and for ‖j − k‖ ≥ 2
0 = 〈Yj ,M−1SYk〉 = Y Tj MM−1SYk = Y Tj SYk.
So we have proven the claim.
Claim: Y TSY = Sˆ where Sˆij =
∫
uˆ′iuˆ
′
j +
∫
quˆiuˆj and uˆj = UYj . To prove this, ﬁrst write
S = P + Q where Pij =
∫
u′iu
′
j , Qij =
∫
quiuj . We will prove the claim just for P , since every
portion of the proof holds for Q and is linear (and hence may be extended to P +Q). With this in
mind we make the following computations
• Uˆ = UY =⇒ uˆi = UYi =
∑m
k=1 ukYki
• (PY )ij =
∑m
k=1 PikYkj =
∑m
k=1
∫
u′iu
′
jYkj =
∫
u′i
∑m
k=1 u
′
kY kj =
∫
u′iuˆ
′
j
• (Y TPY )kl =
∑m
t=1 Y
T
tk (PY )tl =
∑m
t=1 Ytk
∫
u′tuˆ
′
l =
∫
(
∑m
t=1 Ytku
′
t) uˆ
′
l =
∫
uˆ′kuˆ
′
l
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We now have the necessary background to describe the ﬁrst of our two inversion methods. This
method involves the following:
1. Guess a function for q, say q˜, and solve for the mass and stiﬀness matrices in this reference
medium.
2. Use the data to get the true mass and stiﬀness matrices.
3. Use the Lanczos algorithm (on both the reference and the true mediums) to turn the basis
functions u1, . . . , um into an orthogonal basis for Um.
4. Perform an inversion to solve for δq := q − q˜.
We describe this process in more detail in the following subsections.
3.1 Advantages of Orthogonalization
For clarity, let us use a tilde to describe any object in the reference medium, and no tilde to
describe objects in the true medium. Recall that we are working in ﬁnite dimensional subspaces of
V := {v ∈ H1(0, L) : v(L) = 0}. Call the subspaces Um and U˜m and the basis functions
u1, . . . , um, and u˜1, . . . , u˜m
for the true and reference mediums, respectively. Recall that uj is the solution to (?) for s = sj ,
and u˜j is the same except with q replaced with our reference function q˜. If q and q˜ are close to each
other, we of course expect each uj and u˜j to be close. However, if q and q˜ are too far apart, this
will no longer be true.
Orthogonalization ﬁxes this problem. Recall that the output of the Lanczos method includes
orthonormal bases for Um and U˜m. It turns out that the method does this by localizing the functions;
9that way, the functions have approximately disjoint support, forcing their H1 inner products to be
very small. Furthermore, this localization removes some of the dependence on q. We demonstrate
this with an example.
Let the true and reference mediums be described by the functions q and q˜, respectively, deﬁned
here:
q(x) = 1, q˜(x) =

1 x ∈ [0, 0.3] ∪ [0.7, 1]
10 x ∈ (0.3, 0.7)
Note that in this example, L = 1. Since we have explicit formulas for these functions, we are able to
compute the mass and stiﬀness matrices. We wrote a MATLAB program to do just that, and after
the application of the Lanczos method, we achieve the orthogonal basis functions shown in Figure
3.1.
0 0.5 1
-5
0
5
Orthogonal Basis Function 1
0 0.5 1
-5
0
5
Orthogonal Basis Function 2
0 0.5 1
-5
0
5
Orthogonal Basis Function 3
0 0.5 1
-5
0
5
Orthogonal Basis Function 4
0 0.5 1
-5
0
5
Orthogonal Basis Function 5
0 0.5 1
-5
0
5
Orthogonal Basis Function 6
Reference Medium
True Medium
Figure 3.1: Basis Functions in Both Mediums
Despite the rather large diﬀerence in absolute value between q and q˜, we see that the basis
functions for Um and U˜m are practically on top of each other. This diﬀerence being very small is
essential if this method is to be successful. In time-domain problems, this idea has recently been
used with great success [1],[2].
3.2 The Inversion
Let us describe the inversion method in detail. Suppose we have chosen a reference medium q˜, and
we have the data for the unknown true medium q. From the data, we produce the mass and stiﬀness
Chapter 3: Inversion Method 1: Orthogonal Basis 3.2 The Inversion
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matrices M and S for the true medium, and we directly compute the mass and stiﬀness matrices
M˜ and S˜ for the reference medium. We may then use the Lanczos method as described in Section
2.5 to produce the tridiagonal matrices T and T˜ . Section 2.5 also proves that these matrices are
equivalent to the following:
Tij =
∫
v′iv
′
j +
∫
qvivj , T˜ij =
∫
v˜′iv˜
′
j +
∫
q˜v˜iv˜j
where the vj 's and v˜j 's are the orthogonalized basis functions for Um and U˜m, respectively.
Now, we argued in Section 3.1 that vj ≈ v˜j . Taking this to be an equality, and hoping that this
introduces minimal error, we produce the following equation:
Tij − T˜ij =
∫
δqv˜iv˜j (3.1)
where δq := q− q˜. Since T and T˜ are tridiagonal and symmetric, there are actually 2m−1 nontrivial
equations described by Equation (3.1). Note that everything in the equation is known except δq.
Thus, we may use any numerical method to extract δq, e.g., discretizing the functions and using
Simpson's rule on the right hand side, then running least squares.
3.3 Method Results
Consider a reference medium q˜ ≡ 0 and a true medium
q(x) =

1 x ∈ [0, 0.3] ∪ [0.7, 1]
1.1 x ∈ [0.4, 0.6]
on [0, 1]. The gaps from (0.3, 0.4) and (0.6, 0.7) are connected by a cubic spline. We used the true
medium to generate exact data, then fed this data along with the reference medium into our method.
The results of this can be seen in Figure 3.2. Note that, since q˜ ≡ 0 in this example, δq = q. There
is some promise to this method, as the δq we see in Figure 3.2 seems to capture the magnitude of
the change (i.e., 0.1) in the center of the domain. However, there is clearly much work to be done.
Chapter 3: Inversion Method 1: Orthogonal Basis 3.3 Method Results
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Figure 3.2: δq := q − q˜
Part of the reason for the error in this method comes from the magnitude of the derivatives in
the basis functions. Recall from Section 3.1 that vj ≈ v˜j for each j. Every experiment conﬁrmed
this approximation; however, does this imply v′j ≈ v˜′j? Note in Figure 3.1 that some of the basis
functions are quite steep, notably the ﬁrst three. This suggests that ‖v′j − v˜′j‖ is much greater than
‖vj − v˜j‖. Now consider the diﬀerence
Tij − T˜ij =
∫ (
v′iv
′
j − v˜′iv˜′j
)
+
∫
(qvivj − q˜v˜iv˜j) =: I ′ + I (3.2)
where I ′ and I represent the two integrals. By assuming vj ≈ v˜j , we introduce error into both I ′ and
I. q and q˜ appear only in I, so if the error introduced into I ′ is greater than the error introduced
into I, we cannot hope to extract δq.
In fact, experiments show that this is exactly the case. Since the v′j 's and v˜
′
j 's were so large in
magnitude, the error introduced into I ′ dominated that of I. As an interesting aside, we exper-
imented some with the inversion in which we ignored I ′. This is, of course, impossible in a real
problem where we don't know q; but if we choose q for ourselves, we may remove I ′ from the equa-
tion. In these experiments, the inversion worked correctly, and we were able to solve for δq. This
conﬁrms that the failure in this method was caused by the error introduced in the derivatives of the
Chapter 3: Inversion Method 1: Orthogonal Basis 3.3 Method Results
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basis functions.
Chapter 3: Inversion Method 1: Orthogonal Basis 3.3 Method Results
13
Chapter 4: Method 2: Direct Linearization and Inversion
This method is simpler in that we do not use the Lanczos method to orthogonalize the basis vectors.
Instead, we write down relationships between the true medium and the reference medium, then
extract δq from these equations. Note. This is a local method; we assume values which are O(δq2)
may be taken to be negligible.
4.1 Relationships Between Diﬀerent Mediums
Let q denote the unknown function and q˜ denote our ﬁrst guess, i.e., the reference medium. Recall
the ODE of interest 
u′′ − (q + s)u = 0
u′(0) = −1, u(L) = 0
(?)
Let u1, . . . , um be the solutions to (?) for the unknown medium with s = s1, . . . , sm, respectively.
Similarly, let u˜1, . . . , u˜m be the corresponding solutions for the reference medium.
Write
uj = u˜j + δuj , q = q˜ + δq, j = 1, . . . ,m
We hope to use facts about the variational formulation and the entries of S (which we are able to
compute from the data) to extract δuj and δq. (Note that δuj = O(δq) for all j = 1, . . . ,m).
We now make a few computations. Recall the deﬁnitions of the stiﬀness matrices S, S˜ ∈ Rm×m:
Sjk :=
∫
u′ju
′
k +
∫
qujuk, S˜jk :=
∫
u˜′j u˜
′
k +
∫
q0u˜j u˜k,
Substituting our deﬁnitions for δuj and δq, one can derive the following relationship:
Sjk − S˜jk =
∫
u˜′jδu
′
k +
∫
u˜′kδu
′
j +
∫
u˜j u˜kδq +
∫
q0u˜kδuj +
∫
q0u˜jδuk +O(δq
2) (4.1)
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This is the equation on which we will perform the inversion.
4.2 Extracting δq
The outline of the process is as follows:
1. Choose a set of basis functions for the δuj 's and another set for δq.
2. Convert 4.1 into a linear system and solve for the coeﬃcients of the basis functions.
3. Update our guess for q˜ by taking q˜new = q˜ + δq.
4. Repeat these steps until some stopping criterion.
The hope is that each new guess is closer to q than the previous guess, since the error from dropping
the quadratic terms O(δq2) should be shrinking.
We now give a more detailed description of the process. The δuj 's are functions on [0, L]. So, to
extract them, we need to make some sort of assumption about their shape. To that note, take a set
of N basis functions {ρi}Ni=1 and let each δuj be a linear combination of them:
δuj =
N∑
i=1
cjiρi, cij ∈ R
Similarly, take M basis functions {φi}Mi=1 and assume
δq =
M∑
i=1
ciφi, ci ∈ R
Then the unknowns are the cji's, j = 1, . . . ,m, i = 1, . . . , N and the ci's, i = 1, . . . ,M . Thus, there
are mN + M unknowns. Note that in equation (4.1), there are m(m + 1)/2 equations since j and
k range from 1 to m and the system is symmetric. So depending on our choice of N and M , we
could have a square system (in which case we would invert directly) or an underdetermined system
Chapter 4: Method 2: Direct Linearization and Inversion 4.2 Extracting δq
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(in which case we would run least squares). The linear system may be written as follows:
Sjk − S˜jk =
N∑
i=1
cki
∫
u˜jρ
′
i +
N∑
i=1
cji
∫
u˜kρ
′
i +
N∑
i=1
cki
∫
q0u˜jρi +
N∑
i=1
cji
∫
q0u˜kρi +
m∑
i=1
ci
∫
u˜j u˜kφi
(4.2)
4.3 Method Results
Consider a reference medium q˜ ≡ 1 and a true medium
q(x) =

1 x ∈ [0, 13] ∪ [ 23 , 1]
1.1 x ∈ ( 13 , 23)
on [0, 1]. We used the true medium to generate exact data, then fed this data along with the reference
medium into our method.
The reconstructions of q were fairly inaccurate until we made one major change. In Equation
(4.2), suppose the cki's and cji's are known. In other words, suppose the δuj 's are known exactly.
Then the reconstruction worked quite well, as can be seen in Figure 4.1.
0 0.2 0.4 0.6 0.8 1
-0.02
0
0.02
0.04
0.06
0.08
0.1
Figure 4.1: δq := q − q˜
Note that δq should be 0 on
[
0, 13
]
and
[
2
3 , 1
]
, and 0.1 on
(
1
3 ,
2
3
)
. Our δq does a very good job
of approximating this; most notably, the magnitude of the jump is very close to 0.1. Of course, we
are cheating in using the exact values for the δuj 's. In practice, these values would not be known.
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Running experiments with these values known is simply a proof of concept; it suggests that if we
could estimate these values more exactly, the method would work well. More experimentation is
necessary to make this a viable method.
Chapter 4: Method 2: Direct Linearization and Inversion 4.3 Method Results
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Appendix A: The Lanczos Method
The Lanczos method takes as input a vector b ∈ Rn and a Hermitian operator A : Rn → Rn×n.
It is well-known that this method is the application of Gram-Schmidt orthogonalization to the
following vectors: {b, Ab,A2b, . . . , An−1b}. The output is two matrices Y, T ∈ Rn with the following
remarkable properties:
1. Y is orthonormal
2. The columns of Y form a basis for span{b, Ab,A2b, . . . , Am−1b}
3. T = Y TAY
4. T is tridiagonal and symmetric
We provide the algorithm below, and as an exercise, we give a computational proof of the four
properties.
A.1 The Algorithm
The algorithm to produce the above results from starting vector b and operator A is the following.
• Set β1 = ‖b‖, Y1 = bβ1 , α1 = 〈Y1, AY1〉
• Set v2 = AY1 − α1Y1, β2 = ‖v2‖, Y2 = v2β2
• For j = 2, . . . , n− 1, do
 set αj = 〈Yj , AYj〉
 set vj+1 = AYj − αjYj − βjYj−1
 set βj+1 = ‖vj+1‖
 set Yj+1 =
vj+1
βj+1
• Set αn = 〈Yn, AYn〉
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• Set T to be the zero matrix in Rn×n, then set its main diagonal to [α1 . . . αn] and its ﬁrst sub-
and super-diagonals to [β2 . . . βn]
• Set the jth column of Y to Yj
A.2 Proof of Properties 1-4
Let us begin by proving orthonormality. The fact that each Yj has norm 1 is clear from the algorithm,
since we normalized the vj 's in the algorithm to produce the Yj 's. Next, we show by induction that
the Yj 's are orthogonal. First, consider j = 2. By the deﬁnition of v2, we see that
〈v2, Y1〉 = 〈AY1, Y1〉 − α1〈Y1, Y1〉 = α1 − α1 = 0
as needed. Since v2 is a scalar multiple of Y2, this shows Y2 ⊥ Y1.
Next, we consider j = 3. We now want to show Y3 ⊥ {Y1, Y2}; or equivalently, v3 ⊥ {Y1, Y2}.
Using the deﬁnition of v3, we have
〈v3, Y1〉 = 〈AY2, Y1〉 − α2〈Y2, Y1〉 − β2〈Y1, Y1〉 = 〈AY2, Y1〉 − β2
We claim that this last expression equals 0, as needed. To see this, we look at the following equivalent
statements:
〈AY2, Y1〉 − β2 = 0 ⇐⇒ 〈Y2, AY1〉 = β2
⇐⇒ 〈AY1 − α1Y1, AY1〉 = β22 ⇐⇒ 〈AY1 − α1Y1, AY1〉 = 〈AY1 − α1Y1, AY1 − α1Y1〉
⇐⇒ 〈AY1 − α1Y1,−α1Y1〉 = 0 ⇐⇒ −α1〈v2, Y1〉 = 0,
and we proved the ﬁnal equality before. So we have shown v3 ⊥ Y1. Next, we compute
〈v3, Y2〉 = 〈AY2, Y2〉 − α2〈Y2, Y2〉 − β2〈Y2, Y1〉 = α2 − α2 = 0
and we have v3 ⊥ Y2 as needed.
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Finally, we perform the induction step. Consider any j ∈ {4, . . . , n}, and assume that the set
{Y1, . . . , Yj−1} is orthogonal. We want to show vj ⊥ Yk for k = 1, . . . , j−1. First, suppose k = j−1.
Then we have
〈vj , Yj−1〉 = 〈AYj−1, Yj−1〉 − αj−1〈Yj−1, Yj−1〉 − βj−1〈Yj−2, Yj−1〉 = αj−1 − αj−1 = 0
as needed. Next, suppose k = j − 2. Then we have
〈vj , Yj−2〉 = 〈AYj−1, Yj−2〉 − αj−1〈Yj−1, Yj−2〉 − βj−1〈Yj−2, Yj−2〉 = 〈AYj−1, Yj−2〉 − βj−1
We claim that this last expression equals 0, as needed. To see this, we work with the following
equivalent statements:
〈AYj−1, Yj−2〉 − βj−1 = 0 ⇐⇒ 〈Yj−1, AYj−2〉 = βj−1
⇐⇒ 〈AYj−2 − αj−2Yj−2 − βj−2Yj−3, AYj−2〉 = β2j−1
⇐⇒ 〈AYj−2−αj−2Yj−2−βj−2Yj−3, AYj−2〉 = 〈AYj−2−αj−2Yj−2−βj−2Yj−3, AYj−2−αj−2Yj−2−βj−2Yj−3〉
⇐⇒ 〈AYj−2−αj−2Yj−2−βj−2Yj−3,−αj−2Yj−2〉 = 〈AYj−2−αj−2Yj−2−βj−2Yj−3,−βj−2Yj−3〉 = 0
⇐⇒ −αj−2〈vj−1, Yj−2〉 = −βj−2〈vj−1, Yj−3〉 = 0,
where the ﬁnal equalities hold by the induction hypothesis. For the ﬁnal step, suppose k ∈ {1, . . . , j−
3}. Then the orthogonality follows directly from the induction hypothesis:
〈vj , Yk〉 = 〈AYj−1, Yk〉 − αj−1〈Yj−1, Yk〉 − βj−1〈Yj−2, Yk〉 = 0.
Thus, we have ﬁnished proving the orthonormality of Y .
We omit the proof that the column span of Y is equal to span{b, Ab, . . . , An−1b}. This follows
rather clearly from the deﬁnition of the vj 's and the fact that they are all orthonormal.
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To complete the proof, we must show that T = Y TAY . It is important to note that for each
j = 2, . . . ,m, βj = 〈AYj , Yj−1〉. We proved this fact during the proof of orthonormality. Now we
prove the equality by looking at each entry of T and Y TAY . First, using the deﬁnition of αj , we
have
(Y TAY )j,j = 〈Yj , AYj〉 = αj = Tj,j
Next, using the fact about the βj 's
(Y TAY )j−1,j = (Y TAY )j,j−1 = 〈Yj , AYj−1〉 = 〈AYj , Yj−1〉 = βj = Tj,j−1 = Tj−1,j
Finally, oﬀ the main diagonal and ﬁrst oﬀ-diagonals, we prove the claim. Since Yj ⊥ {Y1, . . . , Yj−1}
and span{Y1, . . . , Yj−1} = span{b, Ab, . . . , Aj−2b}, we have for ‖j − k‖ ≥ 2:
(Y TAY )j,k = 〈Yj , AYk〉 = 0 = Tj,k.
This completes the proof.
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