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The Navier problem is to ﬁnd a solution of the steady-state
Navier–Stokes equations such that the normal component of the
velocity and a linear combination of the tangential components
of the velocity and the traction assume prescribed value a and
s at the boundary. If Ω is exterior it is required that the
velocity converges to an assigned constant vector u0 at inﬁnity.
We prove that a solution exists in a bounded domain provided
‖a‖L2(∂Ω) is less than a computable positive constant and is
unique if ‖a‖W 1/2,2(∂Ω) + ‖s‖L2(∂Ω) is suitably small. As far as
exterior domains are concerned, we show that a solution exists
if ‖a‖L2(∂Ω) + ‖a − u0 · n‖L2(∂Ω) is small.
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1. Introduction
The stationary motions of a viscous incompressible ﬂuid are governed by the Navier–Stokes equa-
tions1
νu − u · ∇u − ∇p = 0 in Ω,
divu = 0 in Ω, (1)
* Corresponding author.
E-mail addresses: a.russo@unina2.it (A. Russo), alfonsina.tartaglione@unina2.it (A. Tartaglione).
1 Unless otherwise stated, we use the notation of [7]; In particular, D1,q(Ω) = {ϕ ∈ L1loc(Ω): ‖∇ϕ‖Lq (Ω) < +∞}, D1,q0 (Ω) and
D1,q(Ω) are the completions of C∞0 (Ω) and C∞0 (Ω) with respect to ‖·‖D1,q(Ω); Vσ , where V ⊂ L1loc(Ω), stands for the subset of
V of all vector ﬁelds u such that
∫
Ω
u ·∇ϕ = 0, for all ϕ ∈ C∞0 (Ω); SR = {x: r = |x| < R}; C2(Ω, r) = {ϕ ∈ C2(Ω): rϕ ∈ L∞(Ω)};
δ = dist(x, ∂Ω); the symbol c is reserved to denote a positive constant whose numerical value is unessential to our purposes.0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.07.001
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and pressure ﬁelds, and ν is the kinematic viscosity coeﬃcient. In order to select physical meaningful
solutions we have to complete (1) by suitable boundary conditions. For large value of ν it is natural
to require that
u(ξ) = a(ξ), (2)
for all ξ ∈ ∂Ω .2 Moreover, if Ω is unbounded, for instance an exterior domain, to (1) and (2) we
append the condition at inﬁnity
lim
r→+∞u(x) = u0, (3)
where u0 is an assigned constant vector. The above problem is very popular and has been the object
of a great deal of researches, starting from a classical paper of J. Leray [16]. We quote the monographs
[7,15,25,27] for an exhaustive collection of results about existence and uniqueness of solutions.3
Some different boundary conditions are available. From a historical point of view, the ﬁrst one
appearing in the literature is due to the discover of Eqs. (1). In order to explain a contradiction with
some experimental results on the uniform ﬂow in a pipe of rectangular section (see [3, p. 114])
C.L.M.H. Navier (1822) proposed that at the boundary of the pipes the ﬂuid behaves according to4
u · n = 0,
γ uτ +
[
T (u, p) · n]
τ
= 0, (4)
where γ is a constant which depends on ν and ∂Ω . Clearly, (4) reduces to (2) (with a = 0) when
(formally) γ = +∞. Differently, when γ is ﬁnite, (4) generalizes (2) and γ is naturally interpreted as
the dynamical friction coeﬃcient [13].
Nowadays (4) are known as Navier boundary conditions and the search of solutions of (1) which
satisfy
u · n = a,
γ uτ +
[
T (u, p) · n]
τ
= s on ∂Ω, (5)
and (3) for Ω exterior, where a and s are assigned ﬁelds on ∂Ω , is known as Navier’s problem. As
fas as we are aware, this problem has not been extensively treated and we do not know general
existence theorems as for (1)–(2) and (1)–(3); for instance, in the physical meaningful case where Ω
is an exterior domain and a = 0 we do not know whether (1), (3), (5) has a solution for all values of
ν , γ , s and u0.
The main purpose of this paper is just to provide suﬃciently general existence theorems for the
Navier equations in bounded and exterior domains. We essentially use the only approaches known
to attack the existence problem for the steady-state Navier–Stokes equations with not (necessarily)
small boundary data, which comes back to J. Leray [16] and to a more recent paper of H. Fujita
and H. Morimoto [6]. Differently from what happens in problems (1)–(2) and (1)–(3) we have to
suitably modify the arguments to treat the new boundary conditions (5) we shall assume also belong
to the more general Lebesgue spaces Lq(∂Ω) (Theorem 3). We shall prove, in particular, that if Ω
2 Clearly, for a = 0 the ﬂuid adheres to the boundary.
3 Existence of a solution u to (1)–(2) (for Ω bounded) and (1)–(3) (for Ω exterior), with‖∇u‖L2(Ω) < +∞ is assured by
the conditions: Ω is Lipschitz, a ∈ W 1/2,2(∂Ω) and (1/4π)∑mi=1 ν|xi | |
∫
∂Ωi
a · n| < 1, where Ωi are the bounded connected
components of Ω and xi are ﬁxed points in Ωi [2,7,22].
4 T (u, p) = 2ν∇ˆu − p1 is the Cauchy stress tensor associated with the ﬂow (u, p), where ∇ˆu denotes the symmetric part
of ∇u; un = (u · n)n and uτ = u − un , where n is the outward (with respect to Ω) unit normal to ∂Ω .
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constant depending only on Ω , then (1), (5) has a solution which is unique for small ‖a‖W 1/2,2(∂Ω) +‖s‖L2(∂Ω) . If Ω is an exterior Lipschitz domain, we show that existence of a solution of (1), (3), (5)
holds, provided ‖a‖L2(∂Ω) +‖a− u0 ·n‖L2(∂Ω) is small. We shall also consider boundary value obeying
the Fujita–Morimoto decomposition
a = F ∂nβ + ξ,
s = F s0 +ω,
where F ∈ R, β is a harmonic function and s0 = γ (∇β)τ + [T (∇β, p0) · n]τ , with p0 constant. Fol-
lowing an idea of H. Fujita and H. Morimoto [6,20] we prove existence of a solution of the Navier
problem in bounded as well as exterior domains for every ﬂux F ∈ R \ G with G countable subset
of R. For Ω bounded of class C2,μ we are able to show existence for ξ ∈ L2(∂Ω). Moreover, we ob-
serve as some of the above results can be stated also for two-dimensional exterior domains and for
the classical Robin problem.
2. Preliminary results
For simplicity, throughout the paper we shall assume that the boundaries of the domains we shall
consider are connected.
Let us recall some well-known results that we shall need to get our existence and uniqueness
theorems.
The Navier problem for the Stokes system is to ﬁnd a solution of the equations
νu − ∇p = 0 in Ω,
divu = 0 in Ω,
u · n = a on ∂Ω,
γ uτ +
[
T (u, p) · n]
τ
= s on ∂Ω. (6)
It holds:
(i) if Ω is a bounded Lipschitz domain, standard variational techniques (see, e.g., [24,26]) allow
to prove that for a ∈ W 1/2,2(∂Ω) and s ∈ W−1/2,2(∂Ω) (6) has a unique variational solution (u, p) ∈
[W 1,2σ (Ω) ∩ C∞(Ω)] × [L2(Ω) ∩ C∞(Ω)] such that
‖u‖W 1,2(Ω) + ‖p‖L2(Ω)  c
{‖a‖W 1/2,2(∂Ω) + ‖s‖W−1/2,2(∂Ω)}; (7)
(u, p) takes the boundary value (6)3,4 in the weak sense;
(ii) if Ω is a bounded domain of class C2,μ by the layer potential theory developed in [12] one
can show that for a, s ∈ L2(∂Ω) (6) has a solution (u, p) ∈ C∞(Ω) × C∞(Ω) such that
‖√δu‖W 1,2(Ω) + ‖
√
δp‖L2(Ω)  c
{‖a‖L2(∂Ω) + ‖s‖L2(∂Ω)}; (8)
the boundary values are taken in a suitable weak sense, in particular
lim
t→0+
(u · n)(ξ − tκ) = a(ξ), (9)
for almost all ξ ∈ ∂Ω and for all unit vectors κ such that ξ − tκ ∈ Ω , and if a ∈ W 1,2(∂Ω), then
lim
t→0+
{
γ uτ +
[
T (u, p) · n]
τ
}
(ξ − tκ) = s(ξ); (10)
if ∇a and s are Hölder continuous, then (9), (10) hold for all ξ ∈ ∂Ω .
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′
, a ∈ C1,μ(∂Ω) and s ∈ C0,μ(∂Ω), μ < μ′ , then (6)
has a unique classical solution [12] (u, p) ∈ [C2,μ(Ω) ∩ C∞(Ω)] × [C1,μ(Ω) ∩ C∞(Ω)] such that
‖u‖C2,μ(Ω) + ‖p‖C1,μ(Ω)  c
{‖a‖C1,μ(∂Ω) + ‖s‖C0,μ(∂Ω)} (11)
and
∇ku = O
(
r−1−k
)
, ∇k p = O
(
r−2−k
)
for all k ∈N0. In (7), (8) and (11) c depends only on Ω , ν and γ .
Let Ω be a bounded Lipschitz domain. There are positive constants cp and cσ depending only on
Ω such that [11]
∫
Ω
|u|2  cp
{ ∫
Ω
|∇u|2 +
∫
∂Ω
|un|2
}
, Poincaré’s inequality,
‖u‖L6(Ω)  cσ
(‖∇u‖L2(Ω) + ‖un‖L2(∂Ω)), Sobolev’s inequality, (12)
for all u ∈ W 1,2(Ω). There is a constant cκ depending only on Ω such that [14]
∫
Ω
|∇u|2  cκ
{ ∫
Ω
|∇ˆu|2 +
∫
∂Ω
|u|2
}
, Korn’s inequality, (13)
for all u ∈ W 1,2(Ω). Moreover, if Ω cannot be obtained by revolution around a vector, then
∫
Ω
|∇u|2  cκ
{ ∫
Ω
|∇ˆu|2 +
∫
∂Ω
|un|2
}
, (14)
with cκ depending only on Ω .
Let Ω be an exterior Lipschitz domain. Then [14]
‖u‖L6(Ω)  cσ ‖∇u‖L2(Ω),
‖∇u‖L2(Ω)  cκ‖∇ˆu‖L2(Ω),
‖u/r‖L2(Ω)  ch‖∇u‖L2(Ω), Hardy’s inequality, (15)
for all u ∈ D1,20 (Ω), where cσ , cκ and ch depend only on Ω .
The fundamental solution of Eqs. (6) is deﬁned by
U (x− y) = − 1
8πν
{
1
|x− y| +
(x− y) ⊗ (x− y)
|x− y|2
}
,
q(x− y) = − x− y
4π |x− y|3 . (16)
The volume potential with density f is the pair
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∫
Ω
U (x− y) · f (y)dv y,
Q[ f ] =
∫
Ω
q(x− y) · f (y)dv y . (17)
It is a solution of the equations
νu − ∇p = f in Ω,
divu = 0 in Ω.
If Ω is bounded, then E is continuous from Ws−2,q(Ω) into Ws,q(Ω) for s ∈ [0,1] and q ∈ (1,+∞).
Let us consider now the classical Stokes problem
νu − ∇p = 0 in Ω,
divu = 0 in Ω,
u = a on ∂Ω, (18)
with a ∈ L2(∂Ω) and Ω Lipschitz domain. It is well-known that (18) has a solution (u, p) which for
Ω bounded satisﬁes the estimate [5,22]
‖u‖L3(Ω)  c‖a‖L2(∂Ω). (19)
Moreover, if Ω is an exterior domain of Rm , m = 2,3, then (18) has a solution (u, p) expressed by5
u = v + σ , (20)
with
σ = − F x
2(m − 1)π |x|m , F =
∫
∂Ω
a · n, (21)
and
∫
∂Ω
v · n = 0. (22)
Let g be a regular function in R3, equal to 1 in S R¯ and to zero outside S2R¯ . The problem
divη+ div(gv) = 0 in S2R¯ \ S R¯
has a solution η ∈ C∞0 (S2R¯ \ S R¯) and the ﬁeld
5 (v, p) behaves at inﬁnity as the fundamental solution (16) of the Laplace equation.
2392 A. Russo, A. Tartaglione / J. Differential Equations 251 (2011) 2387–2408h = ζ + σ , ζ =
⎧⎨
⎩
v, in ΩR¯ ,
η+ gv, in S2R¯ \ S R¯ ,
0, in S2R¯
(23)
is a divergence free extension of a in Ω , which coincides with σ at large distance and satisﬁes the
estimate
‖h‖Lq(Ω)  c‖a‖L2(∂Ω), (24)
for q ∈ (3/2,3] and m = 3.
3. Existence and uniqueness in bounded domains
We are now in a position to deal with the Navier problem in a bounded domain
νu − u · ∇u − ∇p = 0 in Ω,
divu = 0 in Ω,
u · n = a on ∂Ω,
γ uτ +
[
T (u, p) · n]
τ
= s on ∂Ω, (25)
where a satisﬁes the necessary condition
∫
∂Ω
a = 0. (26)
The following theorem holds.
Theorem 1. Let Ω be a bounded Lipschitz domain of R3 and let
a ∈ W 1/2,2(∂Ω), s ∈ L2(∂Ω). (27)
If a satisﬁes (26),
ck
[
ct(cp + 1) + ccσ
]‖a‖L2(∂Ω) < 2ν (28)
and γ > 1 if Ω is obtained by a revolution around a vector, then (25) has a variational solution which is
unique provided
‖us‖L3(Ω) +
( cκc3σ |Ω|1/3‖us‖L3(Ω)‖∇us‖2L2(Ω)
2ν − 2cκcσ ‖us‖L3(Ω)
)1/2
<
ν
ckcσ
, (29)
where us is the solution of (6) with data (27).
Proof. For simplicity we prove the theorem for Ω not obtained by a revolution around a vector. The
proof in the last case follows the same steps, using (13) and hypothesis γ > 1. For every u ∈ W 1,2σ (Ω)
set
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∫
Ω
U (x− y) · [(u · ∇u)(y)]dv y,
P[u](x) =
∫
Ω
q(x− y) · [(u · ∇u)(y)]dv y . (30)
Since u · ∇u ∈ L3/2(Ω), by Calderòn–Zygmund theorem V[u] ∈ W 2,3/2(Ω) and P[u] ∈ W 1,3/2(Ω)
so that by the trace theorem (cf., e.g., [19]) V[u]|∂Ω ∈ W 1,2(∂Ω). Let (Z[u],S[u]) the variational
solution of the Navier problem for the Stokes system in Ω with zero body force and boundary data
(−V[u]n,−γV[u]τ − [T (V[u],P[u])]τ ). By Rellich theorem V is compact from W 1,2(Ω) into itself
and
∥∥V[u]∥∥W 1,2(Ω)  c‖u‖2W 1,2(Ω). (31)
Moreover, by (7) and the trace theorem we have
∥∥Z[u]∥∥W 1,2(Ω)  c{
∥∥Z[u]n∥∥W 1/2,2(∂Ω) +
∥∥(T (Z[u],S[u]) · n)
τ
∥∥
W−1/2,2(∂Ω)
}
 c
∥∥V[u]∥∥W 1,2(Ω).
Hence it follows that the operator
V + Z :W 1,2σ (Ω) → W 1,2σ (Ω)
is compact.
Let (us, ps) be the solution of the Navier problem for the Stokes system with data (27) and con-
sider the functional equation
u′ = us + (V +Z)[u] (32)
in W 1,2(Ω). It is evident that a ﬁxed point u of (32) gives a variational solution of (25) with associ-
ated pressure ﬁeld
p = ps +P[u] + S[u].
In virtue of the classical Leray–Schauder ﬁxed point theorem [17] to prove the existence of a ﬁxed
point u of (32) it is suﬃcient to show that (see, e.g., [16] and [4, p. 226]) there is a positive constant
c such that for every solution of the equation
u = us + λ(V + Z)[u] (33)
and for every λ ∈ [0,1], it holds
‖u‖W 1,2(Ω)  c. (34)
Of course, a solution of (33) satisﬁes the equations
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divu = 0 in Ω,
u · n = a on ∂Ω,
γ uτ +
[
T (u, p) · n]
τ
= s on ∂Ω. (35)
Multiplying (35)1 by u and integrating over Ω , we have6
2ν
∫
Ω
|∇ˆu|2 = −λ
2
∫
∂Ω
|u|2u · n+
∗∫
∂Ω
u · T (u, p) · n. (36)
Hence by (14) it follows
2ν
cκ
∫
Ω
|∇u|2 + γ
∫
∂Ω
|uτ |2
 2ν
∫
∂Ω
a2 − λ
2
∫
∂Ω
|u|2adσ +
∫
∂Ω
s · uτ +
∗∫
∂Ω
an · T (u, p) · n. (37)
By Schwarz’s inequality, the trace theorem and Poincaré’s inequality
∣∣∣∣
∫
∂Ω
|u|2a
∣∣∣∣ ‖a‖L2(∂Ω)‖u‖2L4(∂Ω)  ct‖a‖L2(∂Ω)‖u‖2W 1,2(Ω)
 ct(cp + 1)‖a‖L2(∂Ω)
{‖∇u‖2L2(∂Ω) + ‖a‖2L2(∂Ω)
}
. (38)
Moreover, by the arithmetic–geometric mean inequality
|s · uτ | α−1|s|2 + α|uτ |2 (39)
for all α > 0. Therefore, choosing α suitably small, (37) yields
(
2ν
ck
− ct(cp + 1)‖a‖L2(∂Ω)
)∫
Ω
|∇u|2 + c‖uτ ‖2L2(∂Ω)

∣∣∣∣
∗∫
∂Ω
an · T (u, p) · n
∣∣∣∣+ c{‖s‖2L2(∂Ω) + ‖a‖2L2(∂Ω) + ‖a‖3L2(∂Ω)
}
. (40)
Let v be the solution of the Stokes problem with the adherence condition v = an on ∂Ω . Then
∗∫
∂Ω
an · T (u, p) · n = 2ν
∫
Ω
∇ˆv · ∇ˆu +
∫
Ω
u · ∇u · v.
6 The symbol
∫ ∗
∂Ω
u · T (u, p) · n stands for the value of the functional T (u, p) · n ∈ W−1/2,2(∂Ω) at u ∈ W 1/2,2(∂Ω).
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‖v‖L3(Ω)  c‖a‖L2(∂Ω),
‖∇v‖L2(Ω)  c‖a‖W 1/2,2(∂Ω),
by using Hölder’s inequality and Sobolev’s inequality, we get
∣∣∣∣
∫
Ω
u · ∇u · v
∣∣∣∣ ‖v‖L3(Ω)‖u‖L6(Ω)‖∇u‖L2(Ω)
 c‖a‖L2(∂Ω)‖u‖L6(Ω)‖∇u‖L2(Ω)
 ccσ ‖a‖L2(∂Ω)
{‖∇u‖2L2(Ω) + ‖a‖2L2(∂Ω)}
and
∣∣∣∣
∫
Ω
∇ˆv · ∇ˆu
∣∣∣∣ c‖∇v‖2L2(Ω) + α‖∇u‖2L2(Ω)  c‖a‖2W 1/2,2(∂Ω) + α‖∇u‖2L2(Ω). (41)
Collecting the above estimates, we see that under assumption (28), (34) is satisﬁed and existence
of a variational solution of (25) is proved.
To prove uniqueness denote by (u, p), (u + w, p + Q ) two variational solutions of (25). Then the
pair (w, Q ) is a variational solution of the system
νw − (u + w) · ∇w − w · ∇u = ∇Q in Ω,
divw = 0 in Ω,
w · n = 0 on ∂Ω,
γ wτ +
[
T (w, Q ) · n]
τ
= 0 on ∂Ω. (42)
Multiply (42) scalarly by w and integrate over Ω . Then we have
2ν
∫
Ω
|∇ˆw|2 + γ
∫
∂Ω
|wτ |2 =
∫
Ω
w · ∇w · u − u · ∇w · w. (43)
Hence, by making use of Korn’s inequality and Sobolev’s inequality, it follows
2ν
cκ
∫
Ω
|∇w|2 + γ
∫
∂Ω
|wτ |2  2‖u‖L3(Ω)‖w‖L6(Ω)‖∇w‖L2(Ω)
 2cσ ‖u‖L3(Ω)‖∇w‖2L2(Ω).
Hence it follows
2
(
ν − cκcσ ‖u‖L3(Ω)
)∫
Ω
|∇w|2 + c
∫
∂Ω
|wτ |2  0. (44)
Write u = us + z. Then the usual computation yields
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Ω
|∇z|2 + c
∫
∂Ω
|zτ |2  cκ
∣∣∣∣
∫
Ω
us · ∇z · z − z · ∇z · us
∣∣∣∣+ cκ
∣∣∣∣
∫
Ω
us · ∇us · z
∣∣∣∣.
Hence, using the inequalities
∣∣∣∣
∫
Ω
us · ∇z · z − z · ∇z · us
∣∣∣∣ 2cσ ‖us‖L3(Ω)‖∇z‖2L2(Ω),
∣∣∣∣
∫
Ω
us · ∇us · z
∣∣∣∣ cσ ‖us‖L3(Ω)‖∇us‖L2(Ω)‖∇z‖L2(Ω),
it follows
{
2ν − 2cκcσ ‖us‖L3(Ω)
}‖∇z‖2L2(Ω)  cκcσ ‖us‖L3(Ω)‖∇us‖2L2(Ω),
which, taking into account (29) and the well-known inequalities
‖u‖L3(Ω)  ‖us‖L3(Ω) + ‖z‖L3(Ω),
‖z‖L3(Ω)  |Ω|1/6‖z‖L6(Ω)  cσ |Ω|1/6‖∇z‖L2(Ω),
implies
‖u‖L3(Ω)  ‖us‖L3(Ω) +
( cκc3σ |Ω|1/3‖us‖L3(Ω)‖∇us‖2L2(Ω)
2ν − 2cκcσ ‖us‖L3(Ω)
)1/2
. (45)
Therefore, (45), (29) and (44) yield w = 0. 
Remark 3.1. It is not diﬃcult to see that the above technique gives existence of a variational solution
of the system
u − u · ∇u − ∇p = f in Ω,
divu = 0 in Ω,
u · n = a on ∂Ω,
γ uτ +
[
T (u, p) · n]
τ
= s on ∂Ω, (46)
provided f deﬁnes a linear and continuous function on W 1,2σ ,0(Ω).
Remark 3.2. Note that uniqueness in Theorem 1 has been established upon an assumption on small-
ness of the solution of the linear Navier problem. Of course, a fortiori this is assured if the quantity
‖a‖W 1/2,2(∂Ω) + ‖s‖L2(∂Ω)
is suitably small.
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a pressure ﬁeld p0 = −|∇β|2/2. Therefore, (∇β, p0) is a solution of the Navier problem corresponding
to the boundary data
a0 = ∂nβ, s0 = γ (∇β)τ +
[
T (∇β, p0) · n
]
τ
(47)
on ∂Ω . We consider now a “perturbation” of F (a0, s0), F ∈ R,
a = F a0 + ξ,
s = F s0 +ω (48)
and, following an idea of H. Fujita and H. Morimoto [6], we look for some condition on F and (ξ,ω)
assuring that system (25) has a variational solution.
Theorem 2. Let Ω be a bounded Lipschitz domain of R3 and let (a, s) be given by (47), (48), with β ∈
W 2,2(Ω) harmonic function, F ∈ R, ω ∈ W−1/2,2(∂Ω) and ξ ∈ W 1/2,2(∂Ω) satisfying
∫
∂Ω
ξ = 0. (49)
There is a countable subset G of R such that if F /∈ G, then there is a positive constant c(F , β,Ω) such that
for
‖ξ‖W 1/2,2(∂Ω) + ‖ω‖W−1/2,2(∂Ω)  c
system (25) has a variational solution.
Proof. Consider the problem
νv − F ∇β · ∇v − F v · ∇∇β − ∇Q = ϕ in Ω,
div v = 0 in Ω,
v · n = 0 on ∂Ω,
γ vτ +
[
T (v, Q ) · n]
τ
= 0 on ∂Ω. (50)
The pair F (H[u],J [u]) deﬁned by
H[v](x) =
∫
Ω
U (x− y)[∇β · ∇v + v · ∇∇β](y)dv y,
J [v](x) =
∫
Ω
q(x− y)[∇β · ∇v + v · ∇∇β](y)dv y (51)
is a solution of Eqs. (50)1,2, with ϕ = 0, and H[u] maps compactly W 1,2σ (Ω) into itself. Moreover,
denoting by Z[u] the solution of the linear Navier problem with boundary data
−H[u] · n, −γH[u]τ −
[
T
(H[u],J [u]) · n] ,τ
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theory it follows that there is a countable subset G of R such that, if F /∈ G , then the equation
L[v] = v − F (H + Z)[v] = ϕ (52)
is uniquely solvable in W 1,2σ (Ω).
Denote by uξ the solution of the linear Navier problem with boundary data (ξ,ω). Let u ∈
W 1,2σ (Ω), let W[u] be the solution of the linear Navier problem with boundary data7 (V[u]n,
−γV[u]τ − [T (V(u),P[u])]τ ) and set M[u] = V[u] +W[u]. By what we said above, the ﬁeld
v = −1L [uξ ] +
−1
L
[M[u]] (53)
is uniquely determined for F /∈ G . Since by continuity of the operators it holds
∥∥∥−1L [M[u]]
∥∥∥
W 1,2(Ω)
 c0‖u‖2W 1,2(Ω),
if
∥∥∥−1L [uξ ]
∥∥∥
W 1,2(Ω)
<
1
4c0
,
then (53) is contractive in the ball
{
u ∈ W 1,2σ (Ω): ‖u‖W 1,2(Ω) <
1
2c0
}
,
where by a classical theorem of S. Banach it has a unique ﬁxed point u:
u = −1L [uξ ] +
−1
L
[M[u]].
Hence it follows that u is a variational solution of the equations
u − F ∇β · ∇u − F u · ∇∇β − u · ∇u = ∇p in Ω,
divu = 0 in Ω,
u · n = ξ on ∂Ω,
γ uτ +
[
T (u, Q ) · n]
τ
=ω on ∂Ω, (54)
for a suitable pressure ﬁeld p. Therefore, the pair
(
u + F ∇β, p − 1
2
F |∇β|2
)
(55)
is a variational solution of system (25) with boundary data (48). 
7 V and P are deﬁned in (30).
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W 1,q(Ω) (q > 3) harmonic function such that trβ|∂Ω ∈ L2(∂Ω), and let F ∈ R, ξ ∈ L2(∂Ω), ω ∈ L2(∂Ω). If
ξ satisﬁes (49), then there is a countable subset G ⊂ R such that ifF /∈ G, then a positive constant c(F , β,Ω)
exists such that for
‖ξ‖L2(∂Ω) + ‖ω‖L2(∂Ω)  c
system (25) has a solution.
Proof. Taking into account (ii), since ∇β ∈ Lq(Ω), q > 3, the operator H + Z deﬁned in the proof
of Theorem 2 maps boundedly L3σ (Ω) into W
1,s
σ (Ω), with s > 3/2. Hence by Rellich theorem it fol-
lows that it is compact from L3σ (Ω) into itself so that (52) is invertible in L
3
σ (Ω) modulo a countable
subset G ⊂ R. Moreover, it is not diﬃcult to see that M maps L3σ (Ω) into itself and the machinery
developed in the proof of Theorem 2 can be repeated to see that if ‖ξ‖L2(∂Ω) + ‖ω‖L2(∂Ω) is suﬃ-
ciently small, then (54) has a solution in L3σ (Ω) and the pair (55) gives the desired solution of the
Navier problem. 
Remark 3.3. In virtue of the regularity properties of the operators V , Z , H and J , the solutions
in Theorems 1, 2 and 3 enjoy the same regularity properties as the solutions of the linear Navier
problem.
4. Existence theorems in exterior domains
Let us pass to deal with the nonlinear Navier problem in an exterior domain
νu − u · ∇u − ∇p = 0 in Ω,
divu = 0 in Ω,
u · n = a on ∂Ω,
γ uτ +
[
T (u, p) · n]
τ
= s on ∂Ω,
lim
r→+∞u(x) = u0. (56)
The following theorem holds.
Theorem 4. Let Ω be an exterior Lipschitz domain of R3 and let a ∈ W 1/2,2(∂Ω), s ∈ L2(∂Ω). There is a
positive constant c depending only on Ω such that if
‖a‖L2(∂Ω) + ‖a − u0 · n‖L2(∂Ω)  c,
then (56) has a solution (u, p) ∈ D1,2σ (Ω) × L3(SR0 ).8
Proof. Consider the system
νu − u · ∇u − ∇p = 0 in Ωk,
divu = 0 in Ωk,
8 SR0 is a ball containing Ω .
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γ uτ +
[
T (u, p) · n]
τ
= s on ∂Ω,
u = u0 + σ on ∂ Sk, (57)
where Ωk = Ω ∩ Sk and k > k0  diamΩ and σ is deﬁned by (21). If a satisﬁes the hypotheses of
Theorem 1, then for every k ∈ N, (57) has a variational solution (uk, pk). Multiply (57)1 scalarly by
uk − u0 and integrate over Ωk . Then, integrating by parts, we have
2ν
∫
Ω
|∇ˆuk|2 = −12
∫
∂Ω
a|uk − u0|2 +
∫
∂Ω
(uk − u0) · T (uk, pk) · n
+
∫
∂ Sk
σ · T (uk, pk) · n+ 2ν
∫
Sk
|∇σ |2, (58)
where we extended uk to the whole of Ω by setting uk = u0 + σ in Sk . Hence by (57)4, (15)2 and
the inequalities
∣∣s · (uk − u0)τ ∣∣ α−1|s|2 + α∣∣(uk − u0)τ ∣∣2,
∣∣u0τ · (uk − u0)τ ∣∣ α−1|u0|2 + α∣∣(uk − u0)τ ∣∣2,
for all positive α, it follows
2ν
cκ
∫
Ωk
|∇uk|2 + (γ − 2α)
∫
∂Ω
∣∣(uk − u0)τ ∣∣2
−1
2
∫
∂Ω
a|uk − u0|2 + c
∫
∂Ω
|s|2 +
∫
∂Ω
(a − u0 · n)n · T (uk, pk) · n
+
∫
∂ Sk
σ · T (uk, pk) · n+ c
∫
Ω
|∇σ |2 + c|u0|2. (59)
By Schwarz’s inequality, the trace theorem and Hardy’s inequality
∫
∂Ω
|a||uk − u0|2  ‖a‖L2(∂Ω)‖uk − u0‖2L4(∂Ω)
 c
(
R ′
)‖a‖L2(∂Ω){∥∥(uk − u0)/r∥∥2L2(ΩR′ ) + ‖∇uk‖2L2(ΩR′ )
}
 c
(
R ′
)‖a‖L2(∂Ω)‖∇uk‖2L2(Ω), (60)
for all R ′ such that Ω ⊂ SR ′ . Let h be the extension of (a − u0 · n)n constructed in (23). Then
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∂ Sk
σ · T (uk, pk) · n+
∫
∂Ω
(a − u0 · n)n · T (uk, pk) · n
= 2ν
∫
Ωk
∇ˆh · ∇ˆuk +
∫
Ωk
(uk − u0) · ∇uk · h +
∫
Ωk
u0 · ∇uk · h.
By (24)
‖h‖Lq(Ωk)  c‖a − u0 · n‖L2(∂Ω),
for all q ∈ (3/2,6]. Then, by Hölder’s inequality and Sobolev’s inequality we get
∣∣∣∣
∫
Ωk
(uk − u0) · ∇uk · h
∣∣∣∣ ‖h‖L3(Ωk)‖uk − u0‖L6(Ω)‖∇uk‖L2(Ω)
 ccσ ‖a − u0 · n‖L2(∂Ω)‖∇uk‖2L2(Ω),
∣∣∣∣
∫
Ωk
u0 · ∇uk · h
∣∣∣∣ |u0|‖h‖L2(Ω)‖∇uk‖L2(Ω)  c‖a‖2L2(∂Ω) + α‖∇uk‖2L2(Ω),
∣∣∣∣
∫
Ωk
∇h · ∇ˆuk
∣∣∣∣ ‖∇h‖L2(Ω)‖∇uk‖L2(Ω).
Collecting the above estimates and taking into account (41), we see that there is a positive constant
c independent of k such that
∫
Ω
|∇uk|2  c. (61)
Therefore, from {uk}k∈N we can extract a subsequence which converges weakly in D1,2(Ω) and
strongly in Lqloc(Ω) to a ﬁeld u ∈ D1,2σ ,0(Ω) that a well-known argument (see, e.g., [25, Chapter 5])
shows to be a solution of (56). Condition (56)4 is satisﬁed uniformly (see [7, Chapter IX]). 
Remark 4.4. Of course, (u, p) is a C∞ solution of the Navier–Stokes equation taking the value u|∂ SR0
on ∂ SR0 , converging uniformly to u0 at inﬁnity and such that ∇u ∈ L2(SR0). By the well-known
results about the classical theory of the Navier–Stokes equations if u0 = 0, then (see, e.g., [7, Chap-
ter IX])
u − u0 ∈ Lq(Ω), q > 2,
∇u ∈ Ls(SR0), s > 4/3,
p ∈ Lt(Ω), t > 3/2. (62)
Theorem 5. Let Ω be an exterior domain of R3 of class C2,μ
′
, let u0 = 0 and let a, s be given by (47), (48),
with β regular harmonic function in Ω , F ∈ R, ξ ∈ C1,μ(∂Ω), ω ∈ C0,μ(∂Ω), μ < μ′ . There is a countable
subset G of R such that if F /∈ G, then there is a positive constant c(F , β,Ω) such that for
‖ξ‖C1,μ(∂Ω) + ‖ω‖C0,μ(∂Ω)  c (63)
system (25) has at least one regular solution.
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tor
H0[v]i(x) = ∂k
∫
Ω
Uij(x− y)(v j∂kβ + vk∂ jβ)(y)dv y
maps boundedly C2(Ω, r) into C2(Ω, r1+) ∩ C2,μloc (Ω), for all  ∈ (0,1) and μ ∈ (0,1). It is a solution
of Eqs. (50)1,2 for ϕ = 0, with associate pressure ﬁeld
J0[v](x) = ∂k
∫
Ω
q j(x− y)(v j∂kβ + vk∂ jβ)(y)dv y .
Let {vk}k∈N be a bounded sequence in C2(Ω, r). Since H0[vk] is bounded in C2,μloc (Ω), by the
Ascoli–Arzelà theorem we can extract from it a subsequence, we denote by the same symbol, which
converges uniformly on compact sets of Ω to a ﬁeld v ∈ C2loc(Ω). Then we have
∥∥H0[v − vk]∥∥C2(Ω,r) 
∥∥H0[v − vk]∥∥C2(Ω R ) +
1
R
∥∥H0[v − vk]∥∥C2(SR ,r1+ )

∥∥H0[v − vk]∥∥C2(Ω R ) +
c
R
.
Hence, letting ﬁrst k → +∞, then R → +∞, it follows that H0[vk] tends to H0[v] in C2(Ω, r).
Therefore, H0 is a compact map. Let Z0[v] be the solution of the Navier problem for the Stokes
problem with boundary data
−H0[v] · n, −γH0[v]τ −
[
T
(H0[v],J0[v]) · n]τ .
Since
∥∥Z0[v]∥∥C2(Ω,r)  c{
∥∥H0[v] · n∥∥C1,μ(∂Ω) +
∥∥γH0[v]τ + [T (H0[v],J0[v]) · n]τ
∥∥
C0,μ(∂Ω)
}
 c
∥∥H0[v]∥∥C2(Ω,r),
we see that also Z0 is compact. Therefore, from Fredholm’s theory it follows that there is a countable
subset G of R such that, if F /∈ G , then the equation
L0[v] = v − F (H0 + Z0)[v] = ϕ (64)
is uniquely solvable in C2(Ω, r). Let uξ be the solution of the linear Navier problem with boundary
data (ξ,ω). Let
V0[u]i(x) = ∂k
∫
Ω
Uij(x− y)(u juk)(y)dv y,
P0[u](u)(x) = ∂k
∫
q j(x− y)(u juk)(y)dv y .
Ω
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Stokes problem with boundary data
(−V0[u]n,−γV0[u]τ − [T (V0(u),P0[u])]τ )
and set M0[u] = V0[u] +W0[u]. By what we said above, the ﬁeld
v = −1L 0[uξ ] +
−1
L 0
[M0[u]] (65)
is uniquely determined for F /∈ G . Since by continuity of the operators
∥∥∥−1L 0[M0[u]]
∥∥∥
C2(Ω,r)
 c0‖u‖2C2(Ω,r)
if
∥∥∥−1L 0[uξ ]
∥∥∥
C2(Ω,r)
<
1
4c0
,
then (65) is contractive in the ball
{
u: ‖u‖C2(Ω,r) <
1
2c0
}
,
where it has a unique ﬁxed point u:
u = −1L 0[uξ ] +
−1
L 0
[M[u]].
Hence it follows that u is a regular solution of (54) for a suitable pressure ﬁeld p, and the pair
(u + F ∇β, p − 12F |∇β|2) gives the desired solution of (25). 
Remark 4.5. When ∂Ω is frictionless (γ = 0) (25) reduces to a problem with pure slip conditions
νu − u · ∇u − ∇p = 0 in Ω,
divu = 0 in Ω,
u · n = a on ∂Ω,
[
T (u, p) · n]
τ
= s on ∂Ω. (66)
If Ω is a bounded Lipschitz domain existence of a solution of (66) is proved by showing that (32)
has a ﬁxed point. Indeed, assuming for simplicity that Ω cannot be obtained by revolution around a
vector, if (u, p) is a variational solution of (66), then from (36) we have
2ν
cκ
∫
|∇u|2  2ν
∫
a2 − λ
2
∫
|u|2a +
∫
s · uτ +
∗∫
an · T (u, p) · n. (67)Ω ∂Ω ∂Ω ∂Ω ∂Ω
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∣∣∣∣
∫
∂Ω
s · uτ
∣∣∣∣ α−1
∫
∂Ω
|s|2 + α
∫
∂Ω
|u|2
and by the trace theorem and Poincaré’s inequality
∫
∂Ω
|u|2 
∫
Ω
(|u|2 + |∇u|2) c
∫
Ω
|∇u|2 +
∫
∂Ω
|a|2,
treating the remaining integrals at the right-hand side of (67) as we did in the proof of Theorem 1 and
choosing α suitably small, we see that u satisﬁes (34) with c independent of (u, p). Hence existence
of a variational solution of (66) follows by the Leray–Schauder theorem. It is quite evident that the
other theorems also hold for (66).
5. An existence theorem for two-dimensional exterior domains
Of some interest is the Navier problem for a two-dimensional domain of R2. If Ω is bounded the
proof of Theorems 1, 2 can be repeated ad litteram. Of different depth is the exterior problem, as in
the case of the classical Navier–Stokes problem (1), (2), (3) [1,8,21]. To deal with this complicated
problem we need the following Lemmas we prove for the sake of completeness.
Lemma 1. Let Ω be an exterior Lipschitz domain. If u ∈ D1,2(Ω), then there is a constant c depending only on
Ω such that
∫
Ω
|u|2
r2 log2 r
 c
{ ∫
Ω
|∇u|2 +
∫
∂Ω
|u|2
}
. (68)
Proof. We give a proof for the sake of completeness. Let (r, θ) be a polar coordinate system centered
at the centroid o of Ω and assume ﬁrst that ∂Ω has equation r = ψ(θ), with ψ Lipschitz continuous.
Then a simple computation yields
∫
ΩR
|u|2
r2 log2 r
= −
2π∫
0
R∫
ψ(θ)
d
dr
|u|2
log r
+ 2
2π∫
0
R∫
ψ(θ)
u · ∂ru
log r

2π∫
0
|u|2
logψ(θ)
+ 2
2π∫
0
R∫
ψ(θ)
u · ∂ru
log r
.
Hence by the arithmetic geometric mean inequality
2u · ∂ru
log r
 2|∂ru|2r + |u|
2
2r log2 r
,
we have
∫ |u|2
r2 log2 r
 4
∫
|∇u|2 + 2
min[0,2π ] logψ(θ)
∫
|u|2. (69)Ω Ω Ω
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star-shaped surfaces and introducing a suitable partition of unity subordinate to the cover {Σi}i . 
Lemma 2. If u ∈ D1,2σ (SR), then
∣∣∣∣
∫
SR
u · ∇u · x
r2
∣∣∣∣
∫
SR
|∇u|2. (70)
Proof. Since
∫
SR
u · ∇u · x
r2
=
+∞∫
R
1
r
2π∫
0
(u1∂θu2 − u2∂θu1),
(70) follows from the well-known inequality of D. Gilbarg and H.F. Weinberger [10]
∣∣∣∣∣
2π∫
0
(u1∂θu2 − u2∂θu1)(r, θ)
∣∣∣∣∣ r2
2π∫
0
|∇u|2(r, θ). 
Theorem 6. Let Ω be an exterior Lipschitz domain of R2 and let a ∈ W 1/2,2(Ω) ∩ L∞(∂Ω), s ∈ L2(∂Ω). If
‖a‖L∞(∂Ω) is suﬃciently small, then (1), (5) has a solution (u, p) ∈ D1,2(Ω) ∩ D1,2(SR0 ),
lim
x→∞ p(x) = 0 (71)
and there is a constant vector κ such that
lim
r→+∞
2π∫
0
|u − κ |(r, θ) = 0. (72)
Proof. Let (uk, pk) be a variational solution of (57) with u0 = 0. From (58) and the hypothesis on a
we have
2ν
∫
Ω
|∇ˆuk|2 +
(
γ − ‖a‖L∞(∂Ω) − α
) ∫
∂Ω
∣∣(uk)τ ∣∣2
 c
∫
∂Ω
(|a|3 + |s|2)+
∗∫
∂Ω
an · T (uk, pk) · n+
∫
∂ Sk
σ · T (uk, pk) · n+ 2ν
∫
Sk
|∇σ |2. (73)
By (23)
∗∫
∂Ω
an · T (uk, pk) · n+
∫
∂ Sk
σ · T (uk, pk) · n =
∫
Ω
uk · ∇uk · ζ − F2π
∫
Ω
uk · ∇uk · xr2 .
By (23) and Lemma 1
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∫
Ω
uk · ∇uk · ζ
∣∣∣∣=
∣∣∣∣
∫
S2R¯\S R¯
uk · ∇uk · ζ
∣∣∣∣

∥∥(r log r)ζ∥∥L∞(S2R¯\S R¯ )
{ ∫
Ω
|uk|2
r2 log2 r
+
∫
Ω
|∇uk|2
}
 c‖a‖L∞(∂Ω)
{ ∫
Ω
|∇uk|2 +
∫
∂Ω
|a|2 +
∫
∂Ω
∣∣(uk)τ ∣∣2
}
. (74)
Moreover, by Lemmas 1 and 2
∣∣∣∣F
∫
Ω
uk · ∇uk · xr2
∣∣∣∣
∣∣∣∣F
∫
ΩR′
uk · ∇uk · xr2
∣∣∣∣+
∣∣∣∣F
∫
SR′
uk · ∇uk · xr2
∣∣∣∣
 |F | log R ′
∫
ΩR′
|uk||∇uk|
r log r
+ |F |
∫
Ω
|∇uk|2
 c
(
R ′
)|F |
{ ∫
Ω
|uk|2
r2 log2 r
+
∫
Ω
|∇uk|2
}
 c‖a‖L∞(∂Ω)
{ ∫
Ω
|∇uk|2 +
∫
∂Ω
|a|2 +
∫
∂Ω
∣∣(uk)τ ∣∣2
}
, (75)
for all R ′ such that Ω ⊂ SR ′ . Therefore, using (74), (75) in (73) and choosing ‖a‖L∞(∂Ω) suitably
small, we have (61). Hence existence follows. (71), (72) are proved by the methods of [8,9]. 
6. Some remarks on the Robin problem
It is clear that the presence of the term
∫
∂Ω
un|u|2
in (36) allows to get the uniform estimate (34) in a boundary value problem where un is assigned.
In other problems like that in which we assign the tangential component of the velocity and a linear
combination of the normal components of the velocity and the traction, to the best of our knowledge
the most general method we can use, is that of Fujita and Morimoto we outlined in Section 3. In this
section we aim at showing as this technique allow to get an existence theorem for the classical Robin
problem
νu − u · ∇u − ∇p = 0 in Ω,
divu = 0 in Ω,
R[u, p] = γ u + T (u, p) · n = s on ∂Ω, (76)
under very weak assumptions on s, where γ is a positive constant. To this end we recall the following
result proved in [23].
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νu − ∇p = 0 in Ω,
divu = 0 in Ω,
R[u, p] = s on ∂Ω (77)
has a solution (u, p) ∈ C∞(Ω) × C∞(Ω) such that
‖u‖L3(Ω)  c‖u‖W 1/2,2(Ω)  ‖
√
δu‖W 1,2(Ω) + ‖
√
δp‖L2(Ω)
 c‖s‖W−1,2(∂Ω).
Moreover, if s ∈ L2(∂Ω), then
‖√δu‖W 2,2(Ω) + ‖
√
δp‖W 1,2(Ω)  c‖s‖L2(∂Ω).
The following theorem holds.
Theorem 7. Let Ω be a bounded Lipschitz domain of R3 and let
s = F R
[
∇β,−1
2
|∇β|2
]
+ω
with ω ∈ W−1,2(∂Ω) and β harmonic function in W 1,q(Ω) (q > 3) such that R[∇β,− 12 |∇β|2] ∈
W−1,2(∂Ω). There is a countable subset G ofR such that ifF /∈ G, then there is a positive constant c(F , β,Ω)
such that for ‖ω‖W−1,2(∂Ω)  c, system (25) has a solution
(u, p) ∈ [W 1/2,2σ (Ω) ∩ C∞(Ω)]× [W−1/2,2(Ω) ∩ C∞(Ω)]
and if s ∈ L2(∂Ω), then
(u, p) ∈ W 3/2,2σ (Ω) × W 1/2,2(Ω).
Proof. Consider the operator (51)1 from L3σ (Ω) into W
1,3/2
σ (Ω). Since R[H[u],J [u]] ∈
W−2/3,3/2(∂Ω), by Lemma 3 Eqs. (77)1,2 with the boundary value −R[H[u],J [u]] have a solu-
tion ZR[u] and the operator H + ZR is compact from L3σ (Ω) into itself. Let WR[u] be the solution
of Eqs. (77)1,2 with the boundary datum R[V[u],P[u]], where V and P are deﬁned by (30). Denot-
ing by uξ the solution of (77) and proceeding as we did in the proof of Theorem 2 it is not diﬃcult
to see that for small ‖ω‖W−1,2(∂Ω) the equation
u − F (H +ZR)[u] = uξ + (V +WR)[u]
has a ﬁxed point u ∈ L3σ (Ω), for all F ∈ R \ G with G countable subset of R, and the ﬁeld F ∇β + u
is a solution of (76) for a suitable pressure ﬁeld p ∈ W−1/2,2(Ω). The regularity properties of (u, p)
follows from the analogous ones of the solution of the linear problem and from the embedding of
W 1,3/2(Ω) into W 1/2,2(Ω). 
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