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VOORWOORD 
Als voormalig deelnemer aan een opleiding voor landmeter valt je de afstand op, die 
gegroeid is tussen twee van de oudste wetenschappen: wiskunde en aardrijkskunde. In de 
eeuwen rond het begin van onze jaartelling was de landmeter, wiskundige en geograaf 
nog één persoon. 
Nu de samenleving de rekening krijgt aangeboden van een verkeerde aanwending van 
de technologie, wordt het evenwel hoog tijd de genoemde afstand te overbruggen. Het is 
niet goed, dat een wiskundige aan de kant blijft staan met de opmerking: Wat ginds 
gebeurt, is de moeite niet waard. En de geograaf dient goed te beseffen, hoe hij invloed 
kan uitoefenen op de richting, die de technologie in dit computertijdperk kan nemen. 
Met Bunge, die we citeren aan het begin van deze studie kunnen we dan zeggen, dat 
we nog nauwelijks met ons werk zijn begonnen. Het voor U liggende werk is een eerste 
verkenning in het niemandsland tussen wiskunde en aardrijkskunde. De sociaal geograaf 
en de beoefenaar van de sociale wetenschappen in het algemeen spreken een andere taal 
dan de wiskundige of technoloog. Wat voor de eerste een factor is, is voor de laatste een 
eigenvector, terwijl deze onder een factor iets heel anders verstaat. 
In de systeemtheorie vindt men een poging om de wetenschappen op één lijn te 
krijgen. Belangrijke begrippen hieruit als entropie, diffusie en vooral allometrie spelen 
een grote rol in deze studie. Het besef hoe een aantal alternatieven kunnen worden 
vergeleken bij de modelkeuze vormt "de rode draad door dit verhaal". Hoe geschiedt de 
keuze en hoe had ze kunnen of misschien moeten geschieden: allometrie of lognormale 
verdeling, factoranalyse of correspondentie-analyse. Van belang is hierbij welk criterium 
de keuze bepaalt: wordt eenvoud of beter gezegd "parsimony" uit het Engels vooropgezet 
of wordt uit twee of meer modellen het best passende in een goed gekozen maat gezocht? 
Om bovengenoemde afstand te overbruggen, is een adequaat gebruik van grafieken 
heel belangrijk. Dit kan de keuze uit alternatieven voor de onderzoeker aanmerkelijk 
verhelderen. Zie hiervoor de keuze uit associatiematen (figuur 1 uit hoofdstuk 2 op blz. 
25) of de keuze uit factoranalyse en correspondentieanalyse in hoofdstuk zeven en acht. 
Een goede ontwikkeling en integratie van grafisch en overig computergebruik kan hierbij 
in de toekomst vooruitgang teweegbrengen. 
Zonder steun van mijn omgeving was dit werk niet tot stand gekomen. Naast de 
wiskundeleraar van de middelbare school, die mijn studiekeuze heeft beïnvloed, denk ik 
dan aan de wiskunde aan de Rijksuniversiteit van Utrecht, speciaal de professoren H. 
Freudenthal en F. v.d. Blij. De laatst genoemde heeft met onvermoeibare ijver een aantal 
malen concepten voor deze studie doorgenomen en heeft een waardevolle bijdrage 
geleverd aan de leesbaarheid van het geheel. Hij heeft zelf gekozen voor een bescheiden 
rol als adviseur op de achtergrond. Hem wil ik speciaal bedanken. Hoofdstuk vijf is 
bijgesteld, nadat Drs. Ph. v. Eiteren, gepensioneerd directeur van de Mathematisch 
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Statistische Adviesafdeling van deze universiteit, dit hoofdstuk nauwlettend had bekeken. 
Onder mijn omgeving mag ik mijn familie niet vergeten: mijn overleden ouders, de 
stimulerende kracht van mijn vrouw en de belangstelling van mijn vier kinderen. Van 
hen heeft mijn dochter Astrid de bulk van het typewerk verricht aan het toetsenbord van 
een computerterminal. Dank aan allen. 
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PREFACE 
If one has received an early training in geodetics, one now recognizes the great split 
that has developed between two of the oldest sciences: mathematics and geography. 
Around the time of Christ the geodesist was both mathematician and geographer 
combined into one person. 
Society must now pay the price of this unfortunate development, as well as numerous 
other communication problems and mistaken applications of technology. A bridge is 
needed between mathematics and geography. The mathematician must not stand aside 
and say, "It's not worth the effort". The geographer has to become aware of the possible 
influence he may exert on the direction which technology must take in this age of 
computers. 
As Bunge stated (cited early in this study), we have barely begun our work. This 
dissertation is a first attempt to explore the gap between mathematics and geography. The 
social geographer or social scientist usually speaks a different language than the 
mathematician. The former would use the term "factor", while the latter might use 
"eigenvector"; the term "factor" to a mathematician means something else than it does to 
a geographer. 
In system theory one finds an attempt to bring the sciences together. Important 
concepts such as: entropy, diffusion, and allometry play a great role in this study. The 
idea that various alternatives should be compared before making a choice of a model, 
forms a critical theme in this study. How does one make a choice? How does or must one 
separate: allometry or lognormal distributions, factor or correspondence analysis. Which 
criterium determines the choice: the principle of parsimony or must one choose from two 
or more models, the one which best fits in an appropriate measure? 
To bridge the gap previously mentioned, an adequate use of graphics is 
recommended. This can greatly clarify the choices available to the researcher. See hereof 
the choices between association measures (Chapter 2, Fig. 1, page 25) or the choice 
between factor and correspondence analysis covered in Chapters 7 and 8. A good 
development and integration of graphics and other computer usage can stimulate proper 
future progress. 
This work could not be completed without the support of my teachers and colleagues. 
Aside from the help of my high school mathematics teacher who influenced my choice 
for a profession, I refer to Professors H. Freudenthal and F. v.d. Blij, affiliated with the 
Mathematical Institute at the University of Utrecht. The latter gave me much support and 
guidance in preparing this study. He also chose to play the modest role of background 
advisor. I am especially indebted to him. Chapter five was changed after Drs. Ph. v. 
Eiteren, retired director of the Mathematical and Statistical Advice Dept. in Nijmegen 
offered his assistance. 
xi 
I must also not forget my family, my deceased parents, the stimulating strength of my 
wife and interest of my four children. My daughter Astrid helped in typing the bulk of 
this study behind a computer terminal. To all of them I am thankful. 
xu 
Chapter 1 
PROBLEM OF CHOICE 
1.1 INTRODUCTION 
"it is really lack of perspective that makes some geographers sad to see certain aspects of 
geography solved. All geographers have essentially the same problem, to make sense out of the 
globe. The Geographic Puzzle is one of the deepest natural games in front of the human mind. We 
liave barely begun our work." (Bunge,1966 JCVII) 
There is a gap between mathematics and geography as well as between methods and 
applications in geography. Nowadays, the effort is more concentrated on the developing 
of theories, methods or models on the one hand, and their use for practical research on the 
other. Not much can be found about the choosing of models and the difficulties this 
choice presents for researchers. The choice has become more difficult by the improper 
use of large statistical computer packages. These are the reasons why this study has been 
devoted to the subject. 
In this study the term 'models' will be used as an abbreviation of 'mathematical 
models'. To quote Chorley (1967): 
"A mathematical model is an abstraction in that it replaces objects, forces, events, etc., by an 
expression containing mathematical variables, parameters and constants involving the adoption of 
a number of idealizations of the various phenomena studied and in ascribing to the various entities 
involved some strictly defined properties". 
He borrowed the first part of this definition from W.C. Krumbein and F.A. Graybill and 
the last part from J. Neyman and E.L. Scott. 
Several aspects of this choice of models will be studied: 
• Which model has been chosen and if feasible why has it been done? 
• Which alternatives could have been chosen? 
• What is the best choice in the light of the criteria developed within the aims of 
research? 
Of course it is impossible to cover the field in its entirety so emphasis will be laid on 
the spatial sciences, e.g. geography, spatial economics or spatial planning. The necessary 
foundations will be included of course, e.g. the choice of unit of research and the level of 
measurement. These will be of interest not only to the spatial sciences, but also for the 
social sciences in general. 
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In this study, spatial science will be defined as a science in which the location of the 
phenomena on the earth's surface is an important aspect of research. 
The problem is: how can the geographer make a valid and effective choice of a model 
for his own research. Within geography the emphasis will be on social geography as this 
has developed from geography in general and also includes geodesy and cartography. 
The important question at this time is the question of validity of choice. Are the 
assumptions met for using the chosen model? Often the researcher is disappointed about 
the model. However it is not the model itself that caused problems but the fact that the 
researcher did not answer the previous question. If he tries to fit a straight line to a 
number of given measurements of two variables and wants to test the model, the 
assumptions of linearity, independence and homoscedasticity should be fulfilled, see 
p.75-81. It may tum out that a nonlinear model should have been chosen or a model on a 
lower level of analysis. 
This is only an example of a general choice problem. In geography there are typical 
problems to which we return at several places in this study; the first time at the end of the 
next section. 
One thing that might make the choice so difficult for the researcher nowadays might 
be the communication gap mentioned above. Good communication is especially 
important for the geographer who is not skilled in mathematics (see p.4-7). 
1.2 HISTORICAL PERSPECTIVE 
The first applications of mathematics in geography deal with surveying and 
cartography. The oldest products of cartography known are Babylonian clay-tablets from 
several thousand years before Christ. Egypt is the birthplace of surveying, as is known 
from the famous Papyrus Rind and the Moscower Papyrus, written between 1500 and 
2000 B.C. Whereas Egyptian and Babylonian mathematics were oriented towards the 
application of mathematics, we find pure mathematics, that is, deductions from axioms to 
theorems and proofs, in the culture of the Greeks. 
The most famous example has been shaped by the elements of Euclid (about 300 
B.C.), which provide the foundations for geometry. These were actually the only 
foundations for geometry until the beginning of the previous century. Although Greek 
mathematics are pure in principle one finds exceptions, e.g. the cartographer and 
surveyor Erathostenes (about 250 B.C.), who calculated a more accurate approximation 
of the circumference of the earth than did his predecessors Aristotle and Archimedes 
(Sarton, 1952). Ptolemaios (90-168) is another exception. Erasthostenes, Hipparchos and 
Ptolemaios can be seen as the founders of mathematical geography with Aristotle as a 
predecessor (Sarton,1927). 
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Under the regime of the caliphs of Bagdad the revival of applied mathematics began 
in about 800 AD. One can trace influences from Babylonian, Greek and Indian 
mathematics. It is from this last that the decimal system has been taken. In Bagdad under 
the caliph Al-Ma'mun, the mathematician, geographer and astronomer Abu'Abdallah 
Muhammad ibn Musa al-Khwarizmi worked between 835 and 850 AD. He was bom in 
Chwarizm, nowadays Chiwa, situated between The Aral Lake and the Persian border in 
Uzbekistan. Because his name was so difficult to pronounce, the word 'algorithm' was 
created, a concept wich nowadays forms one of the bases for computer programs. The 
title of his second book, 'Hisab al-jabr wal-muqabala' (the doctrine of equations), evolved 
to algebra, which apart from analysis is the most important part of modem mathematics, 
in which geometry is chiefly interwoven with algebra and analysis. 
Algebra and geometry are the oldest parts of mathematics. Analysis was not 
developed until the 16th century, by Newton and Leibniz among others. The paradox of 
Zenon (450 B.C.) in Greek mathematics however gives one of the earliest philosophical 
backgrounds for the development of analysis. The paradox concerns Achilles, who could 
not catch up with the tortoise (Struik, 1948 or 1965). With the Renaissance, where 
algebra also survived, the building of European mathematics began. Here the accent 
alternates between pure and applied mathematics. One of the mathematicians, who 
worked in both fields is C.F. Gauss (1777-1855). He proved the fundamental theorem of 
algebra, developed the least squares method and applied this to geodesy. He also 
developed a theory of "magnetismus", inspired by A.von Humboldt (1769-1859), one of 
the founders of physical geography. CF. Gauss also claims the invention of 
non-euclidean geometry. This was published however by J. Bolyai and N.I. 
Lobatchewsky in the years between 1829 and 1832. 
Today there is an ever growing number of applications of mathematics in an 
increasing proportion of all scientific disciplines from which social geography is one of 
the last (see p.7-8). 
Social geography was developed in the Nineteenth and Twentieth centuries, see e.g. 
Dickinson(1969) and James(1972). Besides the physical distance of two locations on the 
earth's surface, the so-called "social distance", appeared before the footlights. This 
depends on possibilities of communication between the two locations, where aspects of 
cost, time, or a psychological threshold might be important, see e.g. Gatrell(1983). In 
the comparison of regions not only distance but also a number of other aspects play a 
role. So multivariate analysis appears, but has often been misused or misunderstood by 
the geographer and not only by him (see p.87-90). 
In geography distance is only an example of a typical geographical concept. But 
geography presents a challenge to the researcher. Marble (1970,p.2) says: 
"...it is clear that there are no completely solved problems in geography. Many research thrusts 
have been frustrated by the fact that the analysis of spatial data presents problems tliat are quite 
different from the analysis of the data structures encountered in the social sciences." 
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Therefore Marble applies simulation on Hägerstrand's model for diffusion of innovations, 
for migration or for systems of cities. 
Recently Upton & Fingleton (1985) gave an overview of a number of typical 
geographical problems. This book is one of the exceptions which try to fill the gap 
between mathematics and geography. It is only regrettable that they don't refer to the 
valuable contribution of Rogers (1974) to the study of spatial point distributions (see 
p.63-69), but Upton and Fingleton throw light on the difficulties of geographic research. 
1.3 INTERDISCIPLINARY COMMUNICATION 
In Babylonian and Egyptian culture the mathematician and the geographer were often 
one and the same person. In Greek and Arab culture the divide between mathematics and 
geography grew, but there were no serious communication problems. Since the time of 
Alexander von Humboldt the geographer, a friend of the mathematician Carl Friedrich 
Gauss, the distance has widened again. Nowadays mathematicians and geographers 
frequently find it hard to understand each other. This is especially true of social 
geography, which includes economic and political geography in the Netherlands. 
Social geography has been much influenced by other social sciences: economics, 
political science, psychology and sociology. Communication gaps similar to those 
between mathematics and geography can be found between mathematics and the social 
sciences as well. These however, are not always wide, as for instance in mathematical 
psychology. 
The social science disciplines have developed recently alongside old disciplines, like 
the natural sciences and medicine. The mathematician likes to define and systematize 
elements found empirically. This is not always possible. There remains a gap between the 
real world and the model built by the mathematician. This gap is larger in the recent 
social sciences than in the older natural sciences. 
The communication gap is also a language gap, both in "natural" and "formal" 
language. Let us look at an example in "natural" language. The British psychologist 
Charles Spearman introduced factor analysis in the beginning of the 20th century. He 
attempted to explain human intelligence from underlying factors, e.g. verbal and 
mathematical capacity. In mathematics, factors are numbers in a product. Hotelling tried 
to change the situation by introducing the word "component" instead of "factor" 
(Hotelling,1933), but this resulted in a confusion between principal component analysis 
(PCA) and factor analysis. Today the difference is unclear to most researchers. In 
mathematics "principal components" are called "eigenvectors". PCA can now be 
interpreted as a data-reduction from the original data-matrix to the eigenvectors 
belonging to the largest eigenvalues of the correlation or covariance matrix, built from 
the columns or rows of the data-matrix. We will return to this point on p.75-81. One of 
the most serious communication problems is caused by the vagueness of some 
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definitions. It is not clear in geography what is precisely meant by agglomeration, nodal 
region, etc. In most cases there is an element of subjectivity in the definition. In the 
following we shall concentrate on the differences between natural and the various formal 
languages. 
As an example we can look at the following alternative definitions: 
1. The square of the standard deviation is the sum of the squares of the deviations 
from the mean of the observations under consideration. 
2. о^ЦХ.Х) 2 /« ого* = £>г> 
v/ithx—X-X and Χ, are the observations with l<,i<n. 
In the formula there is yet more information. You might distinguish between σ, and ay by 
defining the latter in an obvious way. Furthermore, if there is some standardization in the 
use of formulas and one is used to it, one can more quickly see what is meant by the 
author. 
Unfortunately, in the use of mathematical formulas, it is even worse since there is no 
standardization. Let us look at our example, elaborated in a mathematical and a statistical 
language by studying the correlation between variables. 
Mathematical language: 
One has a cartesian space Я, over the 
real numbers with inner product, 
defined by: 
(a,b) = ЪаЬ 
Statistical language: 
If χ and у are variables with mean 
zero, one can define the covariance 
between χ and у by: 
Zx?i 
where a, and ¿j.are the Cartesian[l] 
coordinates of the vectors a and b 
and i varies from 1 to n. If the length 
of the vector a is given by 
Ы = (а,а), 
then the cosine of the angle alpha 
between the vectors a and b can be 
found by dividing the inner product 
by the product of the lengths of a and 
b: 
cosa = lal 161 ' 
Now the correlation between χ and 
у can be found by dividing the 
covariance by the product of the 
standard deviations of χ and y: 
σσ 
г has been called Pearson'sfZ] 
product moment correlation 
coefficient between χ and y. 
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The diligent reader wül have found that г is the same as cosa if a is the same as χ and b is 
the same as y, because 
Σχν 
η _
Zx?, _ Ь Л _ **?, _ (т.у) 
„v¿v¿ ^ ^ 
г = 1 means complete positive correlation, in which case cosa=l or a=0o. 
r = -1 means complete negative correlation, in which case cosa=-l or a=180o. 
г = 0 means no correlation, in which case cosa=0 or №=90°. Now the first vector is 
perpendicular to the second one. 
In reporting technical results to non-mathematical readers one has to avoid 
mathematical formulas. As an example we mention the authors of the second report to the 
Club of Rome project (Mesarovic & Pestel,1974), who try to explain the amount of 
population growth to a large public, by using the so-called, "rule of seventy" 
(1974,p.l81). 
This is an approximation of the number of years in which the population size is doubled 
if the growth rate is constant, e.g. 2%. This rule states in this case that the number of 
years in which population size is doubled is approximately 70 divided by 2 or 35. 
This is a popular form of the next more accurate calculation: 
If η = number of years studied and i — constant growth rate (here 
i=0.02 or 2%), then (l+/)"=2, so nln(l+i)=ln(2) where In is the natural 
logarithm. So 
ln(2) 0.6931 
π - ln(l+0 ln(l+i) 
This can be approximated by — • — because ln(l+i) is equal to i for 
ƒ 
small i. 
The problem of mathematical notation will become more complicated of course if we 
have to switch from two to several variables or from bivariate to multivariate analysis. 
We will return to this problem in Chapter 7. 
It is also important to illustrate the problems with geometric figures such as Figure 1 
which shows the gap between mathematical and statistical language above. 
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vector a = v a r i a b l e χ 
n 
Ixl cos α 
_^ vector b = v a r i a b l e y 
Figure 1 The inner product between vectors a and b (|a| |b| cosa) or the correlation r 
between the variables χ and y (r= cosa). These are the same if |a |=|b |=l. 
1.4 POSmON OF THE GEOGRAPHIC RESEARCHER 
In history the geographer and the mathematician have often been the same person 
(see the earlier mentioned historical perspective). Social geography is young however, as 
its emergence is related to that of the other social sciences. The acceptance within these 
sciences of mathematical methods on a large scale started with psychology and 
economics in the decades around the last turn of the century. Social geography is very 
late with that acceptance which has been felt by them as a revolution, the so-called 
"quantitative revolution". Burton (1963) says: 
"Although its antecedents can be traced far back, the quantitative revolution in geography began in 
the late 1940's, it reached its culmination in the period from 1957 to 1960, and is over now" 
The quantitative revolution would continue however for at least another decade in 
England as can be concluded from a more recent article by Taylor (1976), titled: An 
interpretation of the quantification debate in British geography. Burton's article is also 
published in a reader edited by Berry and Marble (1968), who give a good impression of 
the state of the art of "statistical geography" at that time. Burton regrets however the 
debate between qualifiers and quantifiers, caused by the term "quantitative revolution". 
He sees qualitative analysis as a first step to quantitative analysis and says: 
"The desire to avoid this confusion reinforces my inclination to side-step the quality-quantity issue, 
and to view the movement toward quantification as a part of the general spread and growth of 
scientific analysis into a world formerly dominated by a concern with the exceptional and unique " 
Part of the quantitative revolution is the acceptance of inferential statistics. See 
Chapter 5 in which its value to the development of geography will be evaluated. Chorley 
and Haggett (1967) are very optimistic about the results of the quantitative revolution: 
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"Geography, coming late in the paradigm race, has the compensating advantage tliat it can study at 
leisure the 'take-off" paradigms of other sciences There is good reason to think that those subjects 
which have modelled their forms on mathematics and physics have climbed considerably more 
rapidly than those which have attempted to build internal or ideographic structures " 
Boulding (1966,p.l08) is even more optimistic about the position of geography: 
"turning now to the borderline disciplines between the social sciences, and humanities, such as 
history and geography, one finds a sinking contrast Geography is in a state of great intellectual 
ferment, busy absorbing new methods, on all sides, and quite self consciously aware of Us role of 
integrator of many social sciences and natural sciences besides Of all the disciplines, geography is 
the one that has caught the vision of the study of the earth as a total system, and it has strong claims 
to be the queen of the social sciences " 
To become a good queen, however, a lot remains to be done. There are only a few 
geographers who are now able to play the role of integrator of many scientific disciplines. 
The vision of the whole as it relates to its parts has still to be studied more carefully in 
relation to the problems of mankind (See p. 12-15 in this study and the book of the 
geographer Coffey, 1981 as an example of a step in the good direction). 
It is also necessary to fill the gap between geography and the other disciplines and 
this is a task of scientific education. The situation now is not very encouraging. One sees 
that the geographic researcher lacks mathematical skills to distinguish between the 
tremendously increasing number of models which he could adopt for solving his 
problems. In the Netherlands there are only a few students in geography who get a 
thorough treatment of data analysis on many variables, mostly known under the name 
multivariate analysis (see e.g. Dieleman & Op't Veld,1981). The related communication 
problems are more serious then mentioned in the previous section (see Chapter 7). 
We conclude that social geography is a science which still has much to learn from 
other disciplines. This statement must be true in reverse. In this age of revolution of 
information technology it is necessary for the geographer to keep pace with the 
developments. He must be able to answer the questions of technology. Only then is it 
possible to contribute to new directions chosen to solve the problems of human society. 
1.5 OUTLINE OF THIS STUDY AND NOTATION 
The choice of models depends on choice among available theories, fundamentals and 
criteria suitable within the aims of research. Theories are dealt with in Chapter 2, 
fundamentals in Chapter 3 and criteria in Chapter 5. All these choices only make sense if 
we know the goal of research to which issue we return on ρ 41-44. An attempt to classify 
models is presented in Chapter 4 including typical geographical models. 
In the first five chapters we limit ourselves mainly to the analysis of at most two 
variables. Important applications of these chapters in geography are highlighted m 
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Chapter 6. There it will be also shown that actual choices made are not always efficient; 
they also depend on past choices made by other researchers and often on the needs of 
society. 
If many variables are involved in the analysis, a search for order or system is more 
difficult, but also more needed. These difficulties will be shown in Chapter 7 where an 
attempt has been made to find the geographical component which depends on the 
location of the observed phenomenons on the earth's surface and also to find the 
deviations from this component which can give rise to new research. In Chapter 8, a 
framework for multivariate analysis has been given. 
Chapter 9 concludes this study and states what remains to be done (which is a lot). 
This is in agreement with the citation at the very start of this chapter closing with: "We 
have barely begun our work." 
The hurried reader might go from here to Chapter 9, then add the middle chapter and 
end with Chapter 2 and the beginning of Chapter 7. The more practical reader finds an 
example of choice of association coefficients on p. 19-27, a search of spatial pattern in 
Chapter 4 and models for population distribution in Chapter 6. The more interested reader 
should not omit Chapter 3 and can then find motives for an effective choice of 
multivariate models in the Chapters 7 and 8. Without some background in linear 
algebra[3] the reader has to skim the more technical parts of these chapters. These parts 
are reproduced in another lettertype (Courier). 
Notation: Boldface capital letters will be used to denote matrices, boldface small 
letters to denote vectors. The symbol pair := will be used in the definition of 
mathematical functions to be distinguished from the equality sign = in mathematical 
equations. With log, the logarithm with base 10 will be designated, except in Chapter 2, 
where 2 is the base. With In, the natural logarithm will be meant. Numbers within square 
brackets refer to notes at the end of each chapter. 
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Notes: 
[1] 'Cartesian' comes from 
Cartesus, the Latin name of the 
philosopher and mathematician 
Rene Descartes (1596-1650). 
[2] Karl Pearson is a famous British 
statistician who lived from 1857 
to 1936. 
[3] including experience with eigenvectors being the same as components or factors for 
the researcher analysing many variables. 
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Chapter 2 
CHOICE AMONG THEORIES 
2.1 INTRODUCTION 
Before the choice of a model can be made it is important to know if there is any 
theory which will be used as a starting point or background. 
• Factor analysis, introduced on p.4-7, needs a theory about the factors to be expected 
while principal component analysis can be used as a data reduction technique 
without any theory. The required theory is an example of an empirical theory 
starting from knowledge about reality 
• A theory can also be a mathematical theory containing a number of theorems 
deducted from each other or from a set of axioms where no relation with reality is 
necessary. 
• Thirdly, a theory might be a framework for analysis which can possess both aspects 
mentioned before, e.g. system theory dealt with in the next section. 
One should not confuse theories with models. Curry (1962) says: 
"Methods of representing various phenomena of nature and speculation about their 
interrelationships are closely tied together It is too often forgotten tliat geographical studies are 
not descriptions of the real world, but rather perceptions passed through the double filter of the 
author's mind and his available tools of argument and representation We cannot know reality, we 
can have only an abstract picture of aspects of it All our descriptions of relation or process are 
theories or, when formalized, better called models " 
In this citation Curry's theories should be seen as empirical ones. If we look at the factor 
analysis model using some theory about human intelligence as a common factor, we have 
a possible realization of the model starting from an empirical theory. Models can also be 
taken from a mathematical theory, e.g. a linear model for a relationship between two or 
three variables can be taken from linear algebra. 
Within social geography it is difficult to find original contributions to theory budding 
in the social sciences. One exception is without any doubt the empirical theory on 
hierarchy of markets in a homogeneous area developed by Christaller (1933) (see also 
Chapter 6). Because social geography is a science leaning for an important part on other 
disciplines, it is relevant to look at theories which have been applied as models in a 
number of disciplines such as system theory, information theory, catastrophe theory or 
diffusion theory. 
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From these, system theory is important for geography because it improves the 
communication mentioned in the previous chapter. In system theory both aspects of 
mathematical and empirical theory can be found. Information theory is an empirical 
theory developed after the last world war out of problems in telephone and telegraph 
communications and has been applied to a number of other contexts. It is not the same as 
the Dutch word, "informatica", which is more related to computer science. From 
information theory especially the applications to measurement are important for the 
spatial researcher. So we will compare this with classical measurement as an example of 
model choice. Catastrophe theory is clearly a mathematical theory and is relatively new. 
Its application has become popular in a short time in a large number of fields. 
Catastrophe theory is important because it promises improvement of a number of 
qualitative problems we are faced with. The application of diffusion theory which is 
important for geography is concerned with diffusion of innovations. From one of the 
unifying concepts of system theory the allometric equation has been chosen as important 
to interdisciplinary research and therefore also important for the spatial researcher. 
2.2 SYSTEM THEORY 
This is not a theory which can be true or false. It is more a methodology that tries to see 
natural and social science as a whole with many interrelated disciplines and that tries to 
develop a common language. Of course this is very useful, as we argued in the first 
chapter. Nevertheless system theory hasn't so far achieved its own objectives. In most 
cases the relationships are so complicated, that we don't reach practical solutions for the 
problems with which we are confronted. System theory has its roots in cybernetics by 
Wiener (1948) and thermodynamics. See Brillouin (1962) for an historical perspective. 
The value of system theory can be found in the unifying concepts which have been 
developed, e.g. feedback, entropy and allometry. Ludwig von Bertalanffy(1968,p.l64) 
approached this from biology in 1937 and defined "the allometric equation" as follows: 
"the ratio of the relative increase of variable y to that of χ is constant", or: 
(1) J L = β where y'=Q- andx'=— 
χ dt dt. 
χ 
The solution of this allometric equation is the power function, given by 
(2))-:= a/. 
V >! In most instances — and — are (say) constants с and d, 
У χ 
with — = β, in which case у and χ are exponential functions of t: 
d 
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(2a) y.^fe andx:= be 
It is however not necessary that y and χ grow exponentially; they might grow according 
to another law. See p.34-38 (Lumer,1937). We will return to this equation in the fourth 
section of this chapter. The entropy concept will be introduced in the next section. K.E. 
Boulding used system theory as the skeleton of science (Boulding,1956a). Together, they 
built an informal hierarchy of systems with 9 levels. See Table 1 and also Keuning,1973. 
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Table 1 Hierarchy of systems (Source: Bertalanffy, 1968,p.28/29) 
An Informal Survey of Main Levels in the Hierarchy of Systems. 
Partly in pursuance in Bou Ming, 1956b 
DESCRIPTION AND 
EXAMPLES 
THEORY AHD 
MODELS 
Static structures 
Clock works 
Control mechanisms 
Open systems 
I ¿»wer organisms 
Animals 
Man 
Symbolic systems 
Atoms, molecules, crystals, 
biological structures from 
the electron-microscopic to 
the macroscopic level 
Clocks, conventional 
machines in general, 
solar systems 
Thermostat, servo-
mechanisms, homeostatic 
mechanism in organisms 
Flame, cells and organisms 
in general 
"Plant-like" organisms: 
Increasing differentiation 
of system (so-called "divi-
sion of labor" in the 
organism) ; distinction of 
reproduction and func-
tional individual ("germ 
track and soma") 
Increasing importance of 
traffic in information 
(evolution of receptors, 
nervous systems) ; learn-
ing; beginnings of con-
sciousness 
Symbolism; past and 
future, self and world, 
self-awareness, etc., as 
consequences; communica-
tion by language, etc. 
Populations of organisms 
(humans included) ; 
symbol-determined com-
munities (cultures) in 
man only 
E.g. structural formulas 
of chemistry; crystallogra-
phy; anatomical 
descriptions 
Conventional physics such 
as laws of mechanics 
(Newtonian and 
Einsteinian) and others 
Cybernetics; feedback and 
information theory 
(a) Expansion of physical 
theory to systems 
maintaining them-
selves in now of 
matter (metabolism). 
(b) Information storage 
in genetic code 
(DNA). 
Connection of (a) and 
(b) presently unclear 
Theory and models 
almost lacking 
Beginnings in automata 
theory (S-R relations) , 
feedback (regulatory 
phenomena) , autonomous 
behavior (relaxation 
oscillations) , etc. 
Incipient theory of 
symbolism 
Socio-cultural Statistical and possibly 
systems  dynamic laws in popula-
tion dynamics, sociology, 
economics, possibly 
history. 
Beginnings of a theory 
of cultural systems. 
Algorithms of symbols 
(e.g. mathematics, 
grammar) ; "rules of the 
game" such as in visual 
arts, music, etc. 
NB,—This survey is impressionistic and intuitive with no claim for logical 
rigor. Higher levels as a rule presuppose lower ones (e.g. life phenomena 
those at the physico-chemical level, socio-cultural phenomena the level of 
human activity, etc.) ; but the relation of levels requires clarification in each 
case (cf. problems such as open system and genetic code as apparent pre-
requisites of "life"; relation of "conceptual" to "real" systems, etc.) . In this 
sense, the survey suggests both the limits of reductionism and the gaps 
in actual knowledge. 
Language, logic, 
mathematics, sciences, 
arts, morals, etc. 
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Besides this building of system theory from the viewpoint of applications, called the 
"general system theory", we have the formal or "mathematical system theory". There is a 
gap between those theories, similar to the one already mentioned in the first chapter of 
this study. The formal system becomes complicated when we try to approach the 
sophisticated real world. This can be seen clearly in the formal treatments given by 
Kaiman et al. (1969), or Mesarovic et al. (1970). 
A better demonstration of the distance between the real world and the system applied 
for its description can be given by the two reports to the Club of Rome (Meadows, 1972; 
Mesarovic & Pestel,1974). The authors apply system theory with the objective of 
studying the relations and interactions between: population growth, food production, 
industrialization, exhaustion of natural resources and pollution. The authors are aware of 
the problems they are faced with: 
"It is the predicament of mankind tliat mankind can perceive the problématique, yet, despite his 
considerable knowledge and skills, he does not understand the origins, significance, and 
interrelationships of its many components and thus is unable to devise effective responses." 
(Meadows.I972,p.ll) 
From the authors who apply system theory in a spatial context we mention van 
Naelten(1970), Chapman(1977) and Bennett(1979). Chapman tries to find practical 
applications of system theory. Only in one of the three attempts does the author reach his 
own objectives. This has been applied in one case to Indian farming. Van Naelten 
applies factorial analysis in a system theoretical context to the urban system in Randers. 
Bennett's book is a rather comprehensive effort to give an encyclopedic survey of what is 
going on. 
We conclude this section by saying that system theory tries to fill the communication 
gap between the disciplines but meets considerable problems in these attempts. The most 
valuable contribution of system theory to the development of science is their unifying 
concepts. 
2.3 INFORMATION THEORY 
Information theory has been developed from communication theory, expounded by 
Shannon and Weaver(1948) and cybernetics by Wiener(1948). Communication theory 
started from telephone or telegraph messages and the problems of noise which can 
destroy or distort the information content for the receiver. One of the pioneers among 
other Russian mathematicians is Khinchin (1957, English translation of two Russian 
articles, published in 1953 and 1956). Jaynes(1957) connects information theory with 
statistical mechanics. Kullback(1959) relates the theory to statistics, starting with 
Fisher(1925). 
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After this came a growing number of publications in several fields. We mention 
Brillouin(1962) for the relation with natural language, computing and physics, especially 
thermodynamics and Theil(1967) for the relation with economics. For an historical 
account of the development of information theory, see Kendall (1973). 
In geography one can also see a growing interest in information theory. We mention 
Wilson(1967,1969&1970), Medvedk:ov(1970), Chapman (1970, 1977), Batty(1974), 
Sheppard(1975), Webber<1979) and Thomas (1981). 
Information theory has been built around the central concepts of information and 
entropy. The word information is misleading in the sense, that it does not give the 
meaning of the message for the receiver, but only the ordered set of symbols or simply 
the number of symbols as a measure of information, if the symbols have equal probability 
of appearance. 
The best introduction to this theory for the non-mathematical reader is Theil (1967), 
whose work has had a great impact on the application of information theory in 
economics. He introduces the concept of information by the example of the dog who is 
on one of the 64 squares of a field like a chess-board. By asking as few questions as 
possible the owner must come to know in which square his dog can be found. We will not 
introduce the answer in the style of Theil, but give it immediately: six questions are 
sufficient in each case by repeated bisection of the field, e.g. firstly into an upper and a 
lower half and then bisection of each part. So after two questions one knows in which 
quarter of the field the dog is, etc. 
2.3.1 The concept of Information 
For the information measure of the message one usually chooses the logarithm of the 
reciprocal of the probability of the message. In the case of equiprobability of the 
messages, one has in our example: 
• the probability of the message is 1/64. 
the logarithm of its reciprocal is log 64 = 6 log 2. 
The most important reason for the choice of the logarithm is its property of changing 
products of chances from probability theory into sums, so the information of two 
messages is the sum of the information of these messages. This is obvious in our 
example, e.g. if we divide our message into two parts each with three answers: 
log (8x8) = log 8 + log 8 = 31og 2 + 31og2. 
If we choose two as the base of our logarithms, the information measure in the case of 
equiprobability is the number of symbols in the message. This is six in our examples. We 
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say that the information content of the message has been measured in binary digits or 
bits. If we have another base, the measure has to be multiplied by a constant factor. For 
natural logarithms, we have 
In 64 = 61n 2 = 6 χ 0.6931 = 4.16. 
Following Theil we can say that the infoimation measure is 4.16 nits or 4.16 natural 
units. The reason why the natural logarithm is sometimes preferred, is a theoretical one. 
In this case it is easier to take derivatives or to expand in series[l]. The natural logarithm 
is also the inverse of the exponential function, see formula (2a): if y = e', then t = In y. 
Of course this introductory example is rather trivial and not meant to convince the 
potential user. Therefore we have to leave equiprobability so that we get more 
information from the receipt of a message with lower probability than from a message 
with high probability. One extreme is a message which is peifectly certain in which case 
the information is zero: log 1 = 0. In the other extreme the probability tends to zero, its 
reciprocal goes to infinity, so does its logarithm. So the information from a message with 
extreme low probability, is extremely high. 
2.3.2 The concept of entropy; applications of Information theory 
The entropy of a complete system of events Λ,,Α^ ,/!„ has been introduced by 
Khmchin(1957) as a suitable measure of uncertainty: 
ΜΡι#2,·-·Ρη) = - Ei>tlogpè, 
where pk = probability of the event At (k = l,2,....,n), the events Ak being mutually 
exclusive with Ipt = 1 (e.g-A,^,....,^ are outcomes of the throws of a die; Al^2 is heads 
or tails in tossing a coin). 
Within information theory the entropy of a possible number of messages А1Л2--Л„ 
can be seen as the expected information content of these messages: pk is the probability of 
receiving the message Ak, having an information content of 
log 
(seeTheil,1967). 
If the only constraints on the probabilities are: Ipk = 1, then the entropy reaches for 
fixed η its maximum in the case of equal probabilities: pk = —,(k=l,...n). l{pk= Iforsome 
η 
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к, the entropy is zero. The expected information from a message which is certain is zero. 
One expects the most information from the most uncertain case: equiprobability of the 
possible messages. The perfect die has maximum entropy under all cases where n=6. All 
probabilities are equal to 1/6. 
The word entropy was introduced into thermodynamics during the Nineteenth 
century. To see the connection with information theory, Brillouin (1962) reintroduces this 
concept as negentropy, being Maxwell's entropy, so negentropy = -entropy. See 
Marchand (1971), who explains the confusion caused by this difference. The entropy 
measures disorder and negentropy measures order of a system. 
The entropy concept can be generalized to bivariate information theory, if we 
introduce prior and posterior probabilities of a message. Take as an example a good 
weather forecast 24 hours before the beginning of a day. This message decreases the 
uncertainty of the receiver. The probability assigned to the event, being some type of 
weather on the next day, changes with the receipt of the message from a prior to a 
posterior probability. This presents to him some information. So the message sent 
entropy is given by 
H(X) = - LXJog X with ΣΧ =l,X = probability, tlwt tlie messageX is sent, ι = 1 π 
The message received entropy is 
H(Y) = - EyJog У with ΣΪ = 1, Y = probability, that the message Y is received, i = I, η 
The joint entropy of the message is 
H(X,Y) = - ΣΣρ log ρ with ρ = probability that the message X is sent and the message Y is received. 
The marginal probabilities XI and Y can be found by adding the joint probabilities ρν over 
the index i or j , respectively. The relationships between the entropies can be given after 
introducing the expected mutual information: 
ΐ(χ,Υ) = Στρ
ι
ΐο&-^-. 
Now it can be shown that 
κχ,γ)=яда+H(Y)- H(x,Y) 
and that I(X,Y) is nonnegative (See The il, 1967, pp34-35). Theil also gives examples of 
weather forecasts and predictions of increase, decrease and no change to clarify the 
concepts. 
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We will not continue to explain all the concepts and applications of information 
theory. It is possible to do so for aggregation theory with the concepts of information 
inaccuracy, within set entropy and between set entropy (Theil,1967, Ch.2). One can use 
those concepts to examine trip distributions within transportation research. It is in such a 
way that Wilson finds an alternative to the gravity model (Wilson, e.g. 1967,1969,1970). 
One can extend univariate information theory by introducing new constraints on the 
probabilities, see Sheppard, 1975, pp. 18-35. He gives maximum entropy solutions for 
exponential, normal and Poisson distributions among others. Sheppard also applies 
information theory to geographical analysis by comparing two concepts of spatial 
entropy. In the first case the uniform distribution has maximum entropy and the 
completely concentrated distribution, where the events occur on one single location, has 
an entropy of zero. In the second case the uniform distribution has an entropy of zero and 
the random distribution has maximum entropy , with the concentrated distribution falling 
in between (Sheppard, 1975, pp 68-71). 
2.3.3 Use of Information theory 
Information theory has been applied in a wide range of fields. It may be doubted whether 
it is useful in all kinds of applications. So in the field of spatial distributions mentioned in 
the previous section, it is better to measure deviation from the Poisson distribution or 
other ones by the conventional χ2 of Pearson (See e.g. Rogers, 1974). In this case the 
concept of maximum entropy or disorder of a system is confusing. As we already noticed 
in the previous section, this is demonstrated by E.S. Sheppard(1975,p 68-71), who 
mentions two definitions: 
1. This is based on independence of events(In one dimension the event is the receipt 
of one point in an interval). 
2. The event depends on events in the neighbourhood: the probability increases if 
events have taken place in the neighbourhood(This is positive autocorrelation). 
• In the first definition the uniform distribution gives the situation of equiprobability. 
This has therefore most entropy, where as the concentrated one has an entropy of 
zero. The random or Poisson distribution lies somewhere in between. So the entropy 
is not suitable to measure the devation from the random distribution. 
• In the second definition the Poisson distribution has maximum entropy and the 
uniform distribution has an entropy of zero. Now the concentrated distribution lies 
somewhere in between. This cannot be recommended either. 
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See the next three lines as an illustration: 
entropy 0 max. 
distribution (first definition) concentrated - Poisson - uniform 
distribution (second definition) uniform - concentrated - Poisson 
If we try to measure deviation from independence of the variables in bivariate data 
analysis (see p.70-74 and p.75-81), one cannot conclude that the infonnation-theory 
measure should be better than other ones. We illustrate this in the most simple case of 
two nominal variables each having two categories: the double dichotomy. We define the 
following frequency table, in which η members are classified as possessing or 
not-possessing the attributes A and B: 
О В not В Totals 
A a b a+b 
not А с d c+d 
Totals a+c b+d η 
If the variables are independent, a:c=b:d or a:(a-t-c)=b:(b+d) or a:(a+c)=(a+b):n. If all 
totals are fixed, the expected frequency in cell AB of the table is (a+b)(a+c)/n. The 
observed frequency in this cell is a. So the deviation from independence D = 
a-(a+b)(a+c)/n = (ad-bc)/n. 
Because there is only one degree of freedom if all totals are fixed, the other elements b, с 
and d have the same deviation D from independence. 
Pearson(1904,p.5) called any measure of this "deviation of the classification from 
independent probability a measure of its contingency." 
For such a measure one can assume: It is zero, if and only if ad-bc=0. 
This assumption is fulfilled for the following measures: 
1. Yule's coefficient Q = -^^-(Yule,1900,p.272). 
ad+bc 
2. Pearson's coefficient of mean square contingency 
, * ι (O -E f tf , • 
φ where φ = i -
 WIift v
2
 = Σ '¡ 'I = Σ— = Z > T — ; 
v
 η
 Λ
 E E E 
•J 'J ν 
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О = observed frequency and 
E = expected frequency in the i row and] column of the table. 
It can easily be verified that 
2 _ (ad-bcf 
(a+e)(a+c)(¿-KÍ)(c+íO 
(Pearson, 1904, p.21). 
3. Entropy measure =E(X,Y)= ^——— where X is the variable giving the row 
totals a+b and c+d ; Y gives the column totals a+c and b+d; for the definitions of 
H and I see the previous section. 
Now we can ask what is the value of the measure when the contingency reaches its 
maximum? 
• There are two situations where chisquare reaches its maximum: 
1. b=c=0, in which case we say: the association is perfectly positive. 
2. a=d=0, in which case the association is perfectly negative. 
In both cases the column totals are equal to the row totals and it is not difficult to 
show that χ2=/ι, so φ2=1. If the marginal totals are not equal, it can be shown that φ2 
does not reach its maximum of 1, e.g. if n=100, the column totals (50,50) and the 
row totals (60,40), the maximum of φ2 = 2/3. This will be reached if a=50, b=0( c=10 
and d=40. 
• In the case of Yule's coefficient the marginals need not be equal. We have perfect 
positive association with Q=l, if b=0 or c=0 and perfect negative association with 
Q=-l,ifa=0ord=0. 
Also Q is the only coefficient that makes distinction between positive and negative 
association. For the other measures we have to look at the sign of D: the association is 
positive if D > 0 and negative if D < 0. 
The table E of expected frequences under independence of the variables is given by: 
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Ε В not В Totals 
A a-D b+D a+b 
not A c+D d-D c+d 
Totals a+c b+d η 
If the marginal frequency distributions are equal, we define f = a+b = a+c and g = b+d = 
c+d. Then the Table E of expected frequences is given by: 
Ε В not В Totals 
A f2/n fg/n f 
not A fg/n gY/n g 
Totals f g η 
Let us examine now how the measures depend on D, if the marginal frequency 
distributions are equal (or b=c). In this case it is easy to derive that: 
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ß= 
nx + 2(x-l) D 
with χ = — 2
- D 
and 
D = maximum possible deviation from independence = — 
Derivation: 
a-D=I— and d-D=£— (compar Because (compare the 2 tables previously given 
\ 
ad = \i-+D 
( 2 ^ 
= ¿1 2
 η 
Because fe+D = ¿s. = c+D i s 
η 
 &-, 
 
и
2
 л \ η / η 
= 2 ( ^ . ) 2 + 2D2 + DÍ£tl¿ - i£p. = 2(^.-Z))2 + Ол = nD + 2(D-D
m
)2 
Now 
_ a</-frc nD . г. ad-bc 
β = —^—;— = -, because D = · oJ+bc „D+HD-D ) 2 
From this the above given relation follows by dividing the 
numerator and the denominator by D
m
. 
D e r i v a t i o n : 
2 -л- 1 _2 
χ = D Σ — = D η 
E.. 
ι . 2 . I ì
 D2ny+g)2 = DV 
/ * г N ti 
So 
The relation between the entropy measure and D is more complicated: If 
H(X)=H(Y), then the next relations hold with 2 as logarithmic base: 
a. 
b. 
Н(Х) ЩХ) Н(Х) 
Η(Χ,Υ) = log η - oH' + Uloçb + dlozd 
/ / W = log„-íl2l/±lÍ2ü.. 
a = í-+D\b = c = te~D ; d = -S-+D. 
e. 
D D =&-andx = 
m
 η D 
The entropy measure can be found in many textbooks, e.g. in Dutch in Abrahamse et 
al(1983) and v.d. Ende(1973). In the latter with a modification: 
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ΚΧ,Υ) 
min(H(X)J{(Y)) ' 
This gives the same result for equal marginal frequency distributions, because in that case 
H(X)=H(Y). In the following Figure 1 and Table 2 one can compare the measures for 
marginal frequency distribution (50, 50) and (90, 10) respectively with D
m
 = 25 and 9, 
resp. If D is negative one replaces D by IDI and then the measures aie comparable again 
in the same manner. 
—^ D/D
m
 with D = Deviation from independence = Contingency 
Figure 1 Comparison of three measures of association in a double dichotomy, see 
Table 2. Here n=f+g=100 which is Fixed. 
25 
Table 2 Three measures of association in a double dichotomy as a function of the deviation from 
independence D, if the marginal frequency distribution is (f,g) with f+g=n=100, which is fixed 
(a) 
D 
1 
2 
4 
8 
16 
24 
25 
f=50 and D 
Q 
0.080 
0.159 
0.312 
0.581 
0.908 
0.999 
1.000 
=25 
in 
* 
0.04 
0.08 
0.16 
0.32 
0.64 
0.96 
1.00 
E 
0.0012 
0.0046 
0.0186 
0.0752 
0.3199 
0.8586 
1.0000 
(b) 
D 
1 
2 
3 
4 
5 
6 
7 
8 
9 
f=90 and 
Q 
0.439 
0.671 
0.807 
0.889 
0.940 
0.971 
0.989 
0.998 
1.000 
V9 
Φ 
0.111 
0.222 
0.333 
0.444 
0.555 
0.666 
0.777 
0.888 
0.999 
E 
0.0156 
0.0554 
0.1149 
0.1928 
0.2896 
0.4075 
0.5510 
0.7310 
1.0000 
Now for positive association (0<x<l) we can prove: 
1. Q is a concave function of χ or Q"(x) < 0. 
2. φ is a linear function of x. 
3. E is a convex function of χ or E"(x) > 0. 
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1. Proof: 
ß'W = 
2n(l-x2)Dm 
{ги+2(дг-1)2О
т
12' 
n-2D (x-lfte+l) 
ß'V) = -4nD = ; ρ 
[nx+Hx-lfDj 
Now (JC-1) (x+2) has its maximum in x—0, with value 2. So 
20m(x--l)2(^ +2)<4Dmárt, because Dm has maximum value n/4 if f=g=n/2 
with η fixed and f variable. 
2. Proof: ф(д:)=;с, see above. 
3. Proof: 
яда 
The first derivative of E(X,Y) with respect to χ is 
D loga - 2logb + logt/ 
nH(X) 
The second derivative of E(X,Y) is 
1 2 1 
— + — + — 
P 2 a b d ; 
m
 n(ln2)H(X) 
(log χ is the logarithm of χ with base 2; In χ is the natural 
logarithm of x). The first derivative of E(X,Y) is positive if 
log a - 2 log b + log d > 0 or 
. ad „ ad , . ,2 log—->0 or — > 1 or ad>b . 
b b 
This is true if D>0 or 0<x<l. It is obvious that the second 
derivative of E(X,Y) is positive. 
2.3.4 Conclusion 
If we have to choose one of the three measures Q, φ and E, there is no obvious reason to 
prefer the entropy measure. One can only conclude that φ has the most simple relation to 
the deviation from independence, that it always lies between the two other measures and 
all three monotonically increase between the value of zero and one, if we have positive 
association. If the association is negative, only Q has a different sign. 
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So information theory is not superior in all fields, but still has some useful 
applications. This will be demonstrated on p.101-110 in the comparison with the Pareto 
distribution. In the field of spatial distributions of points, Pearson's χ2 is preferred over 
the entropy measures, if nothing else is known about the requirements of the measure 
from the viewpoint of the application. 
The same is true in measuring deviation from independence, also known under the 
name contingency, in bivariate data analysis. Moreover if the association measure should 
discriminate better for a large contingency, then the information theoretic measure is 
preferred. If the association measure should discriminate better for a small contingency, 
Yule's Q is preferred over Pearson's χ2. 
2.4 DETERMINISTIC THEORIES 
Building theories is an important step in the progress of the social sciences, but what 
is the character of these theories? In earlier sections we mentioned system theory and 
information theory. The first one, in the sense of "general systems theory" however is 
more a general concept important in an effort to improve communication between the 
scientific disciplines. The second one is more clearly a theory starting from some 
empirical assumptions and then deducting conclusions useful in communication science. 
The efforts to enlarge the application field to the social sciences are not as succesful as 
we argued in the previous section. The same can be said about catastrophe theory, 
introduced in France by the mathematician René Thorn (1972), see p.29-33. He applied 
the theory to biology first but also to other fields e.g. language. 
It is important to distinguish between stochastic and deterministic theories, the first 
one starting from probabilistic assumptions, while the second starts from the idea that 
there is a known cause for every event taking place. Stochastic theory can also be seen as 
built upon unknown causes. See the famous normal distribution, founded by A. de 
Moivre (1667-1745) and derived from the error distribution with the help of the binomial 
distribution due to Jacob Bemouilli(1654-1705). 
So information theory can be seen as a stochastic theory, where as catastrophe theory 
is a deterministic one, because it is based upon detenninistic relations between the 
implied variables. Apart from a subset called catastrophe set, the value of one variable 
determines the value of another one. In the catastrophe set a limited number of discrete 
values are determined. Other detenninistic theories which claim to be useful in a number 
of disciplines are based upon allometry and diffusion (see p.34-38). 
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2.4.1 Catastrophe Theory 
Catastrophe theory has stronger claims to be succesful over a broader range of 
applications than information theory, mentioned in the previous section. Some people 
see it even as a shift of research paradigm (e.g.Haggett,1979). There are also people who 
attack the theory very strongly (e.g.Sussman,1978). Nevertheless it has been applied in 
cultural antropology, see Thompson(1979). For the semantic applications see 
Wildgen(1982). A recent bibliography, with applications in geography including 
Marxian perspectives is composed and partially annotated by Machlachlan(1982). The 
theory was originally published in French by René Thorn (1972). He included many 
applications primarily in biology. The English translation of his book was published in 
1975. A good introduction to the theory, with emphasis on application to the natural 
sciences, was written by Poston & Stewart(1978). An introduction with several 
applications to urban and regional systems has been given by Wilson(1981). An attempt 
to relate the theory with connectivity and complexity in large scale systems was prepared 
by Casti(1979). It is beyond the scope of this book to elaborate the mathematics of 
catastrophe theory, (therefore see literature mentioned above) but we will give some 
examples to help explain the idea behind some of its concepts. It owes its prosperity also 
to the emergence of large computers in the previous decades. 
Thorn mentions seven elementary catastrophes in order of increasing complexity. 
Each represents a family of functions which exhibit the same behaviour in the 
neighbourhood of a so-called singularity of the function. To see what is meant by a 
singularity we look at the first elementary catastrophe. 
2.4.1.1 Example 1 : The fold catastrophe 
The potential function of the fold catastrophe (in French: le pli) is given by: 
3 
( 3 ) r : = i - + i a . 
This has one state variable χ and one control variable u. One can look for the places 
where ζ has a minimum or a maximum for the variable χ with fixed u. Therefore one has 
to set the derivatives of ζ with respect to χ to zero: 
(4) хг + и = 0. 
This has the solutions дг = ±^ufor и<и. The second derivative with respect to χ is 2x, so 
we find minima of ζ for positive values of x. See Figure 2 where JC2 + и=0 represents a 
parabola, where the top half is a solid curve representing the minima of z. The bottom 
half is dashed and represents the maxima of z. 
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*u 
Figure 2 The fold catastrophe 
The space of state variables and control variables is two dimensional in this case and the 
origin represents a singularity or structural instability of z. In the origin we have ζ := — л;3 
which has a point of inflexion for χ = 0 (see Figure 3(b) ). By changing u to a negative 
value, ζ gets a maximum and a minimum (see Figure 3(a) ). By changing u to a positive 
value, ζ maintains its strict monotone character (see Figure 3(c) ). 
»/и* 
°)lci 
Figure 3 The potential function of the fold catastrophe for a value of u<0 (a), u=0 
(b) and a value of u>0 (c) 
So the function represented by ζ := — + их represents a family of functions having the 
same behaviour near the origin of the (x.u) space. In three dimensional space with ζ as 
vertical axis and (x,u) as the plane of horizontal axes, the origin is the start position of an 
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upward fold for the octant u<0, x<0 and z>0 and a downward fold for the octant u<0, x>0 
and z<0. All points of the u-axis are on the surface of the manifold. For u>0 the 
intersection with the plane perpendicular to the u-axis is strictly monotonically increasing 
for increasing χ (see Figure 3). See also Figure ЗА, where the upward fold especially 
attracts attention. Figures ЗА and 4A are drawn by computer programs using the package 
DISSPLA. 
Figure ЗА Surface of the potential function of the fold catastrophe 
2.4.1.2 Example 2: The cusp catastrophe and modal choice 
The second elementary catastrophe is the cusp (in French: la fronce). Its potential 
function is given by 
4 2 
(5)
 r
 :=£_ + „ £ . + У,, 
4 2 
having one state variable χ and two control variables u and v. Compare this to the fold 
catastrophe with one state variable and one control variable. See formula (1). 
Now one can look for maxima and minima of ζ as a function of χ with fixed u and v. 
These states can be found by setting the derivatives of ζ with respect to χ to zero: 
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(6) χ + их + ν = 0. 
This equation can have either one or three real roots. It has three real roots if 
4M3 + 27v2<0. See the region with dots in Figure 4. This has been called the catastrophe 
set of the (u,v) plane. The potential function (see (5)) has two minima and one maximum 
there. If one passes the catastrophe set along the line in Figure 4 following the numbers 1 
to 9, to the left of 3 the potential function has only a minimum for x>0; between 3 and 7 
there are 2 minimums and to the right of 7 there is only one minimum for x<0. So 
somewhere between 3 and 7 there will be a jump from the minimum with positive x, to 
the minimum with negative x. 
Figure 4A Surface of the potential function of the cusp catastrophe for u=-l 
Figure 4A illustrates the potential function of the cusp catastrophe for u=-l. This 
function has two minima and a maximum in the catastrophe set, where 
4и3+27 2<0 or 27v2-4<0 for u=-l. This is true for lvl< N
 27 
0.385. If we take the 
intersection for v=0, we obtain two equal minima and one maximum. The maximum is 
reached for x=0 with as its value z=0. See Wilson (1976) for a more detailed description 
of the cusp catastrophe. He also describes an application of catastrophe theory in urban 
modelling: the modal choice, this is the choice of transport mode. In this application u is 
a habit function and ν is a linear function of the differences in costs of two transport 
modes. Choice of mode 1 is represented by x<0, choice of mode 2 by x>0. If u>0 the 
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habit is not important, so change of transpon mode takes place immediately when one of 
them becomes cheaper than the other one. If u<0 the habit plays an important role in 
which case passing of the catastrophe set results in a jump from mode 1 to mode 2 or 
reversed but with a certain delay until the set must be left. See the dashed line in Figure 5. 
The catastrophe set corresponds with the interval: -λ^ν^λ The curve in the figure is the 
curvature of the equilibrium surface represented by the solutions of equation(6) in a plane 
perpendicular to the u-axis in the three dimensional space of the state variable χ and the 
control variables u and v. 
Splitting 
factor 
+i 
№ 
г- \ 
€1. г-г-тЧ 
Figure 4 The (u,v) plane of the cusp Figure 5 Section perpendicular to the 
catastrophe with plots of the potential u-axis for the cusp catastrophe 
function at 11 points Source: Source: Wilson(1981,p.9) 
Wilson(1981,p.26) 
Following the dashed line the jump will not occur at v=0, where the costs of the two 
transport modes are the same, but the jump from mode 2 to mode 1 will be delayed until 
ν reaches some positive value, say λ . 
2.4.1.3 Conclusion 
Catastrophe theory gives a general classification of singularities of a function which 
corresponds with jumps or sudden changes in the behaviour of such a function in the 
neighbourhood of those singularities. So the emphasis in the application has been laid on 
qualitative analysis and not on the quantitative aspects of catastrophe theory because the 
quantification aspects are more difficult to understand and are not explained in this brief 
first informal introduction into catastrophe theory. For further details see the literature 
cited above, e.g. WUson(1981). 
Choice of mode 
(x>0) 
¥ \ (proportKiiul 
to (he cost 
difference) 
Choice of mode 
lx<Ot 
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2.4.2 Diffusion theory and the allometric equation 
In "A mathematical theory of social change" (Hamblin et al.,1973) the basic 
equations are the allometric or power equation (1) and the logistic or diffusion equation, 
which can be described as a generalization of the exponential equation. This is a solution 
of the differential equation: 
(7) í- = uwithy'=4L. y dt 
The solution can be written as the exponential function 
(8)у:=аЛ 
Generalizing equation (7) we get: 
( 9 ) / = p 0 Ä l / o r f a t ( ? . 
For q=0 one has the special case 
(10)/ = ß l £ z W = ßy(l-£). 
and for k—»» one returns to (8). 
Through every point of the x-y plane with y^k and y^q passes one solution of the 
differential equation (9). This solution can be written as follows: 
{U)y:=q + -!^—. 
i+de^ 
Derivation: Solving of (9) gives 
iy-qW-y) k-q y-q y-k 
Let eC = d\ then £3- = d'e* k-y 
from which (11) follows easily. 
В or \А2Щ = ßf+C with С real 
\k-y\ 
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• If d=l we see the solution passing through the point: t=0 and y=——- For this 
solution q<y<k if q<k and y'>0. See Figure 6 between the two horizontal lines y=q 
and y=k where q=0 and k=2. 
• If d=-l and t<0 we get the solution which has the y-axis and the line y=q as its 
asymptotes. Then y<q and y'<0. See the lower curve in Figure 6. 
• If d=-l and t>0 we see the solution which has the y-axis and the line y=k as its 
asymptotes. Then y>k and y'<0. See the upper curve in Figure 6. 
In all other cases one gets a solution which can be found by shifting one of the curves in 
Figure 6 to the right or to the left. 
>-· ^ 
τ 1 1 1 
-«.(».0-2.0-1.0 0.0 1.0 2.0 3.0 4.0 
Figure 6 The general logistic function given by equation (11) 
One sees that y=k gives a stable and y=q gives an unstable equilibrium: after a 
perturbation of y from k, there is a tendency to return to the equilibrium point: y=k. If one 
increases y from q to «y+V^  or decreases y from q to ^-V^, then there is a tendency of 
staying away from the equilibrium point: y=q. 
For q=0 and d=l one gets the logistic function (see also 4.5) 
( 1 2 ) * = • 
l+e .-e-
(0<y<k). 
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The logistic function is also-called diffusion function. The line y=k gives the limiting 
capacity. There is a maximum growth for y=k/2 where y"=0 and the curve of the logistic 
function has an inflexion point. See Figure 6 with q=0. Applications are known for the 
diffusion of innovations, see e.g. Hamblin et al. (1973,p.33) for data on postage stamps 
from Pemberton(1936). The figure on that page is reproduced in Figure 7. The line 
represents a logistic equation. This has been found by a suitable transformation of the 
axes and linear regression. See Chapter 4. 
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Figure 7 First issues of postage stamps by independent countries in Europe and the 
Americas, plotted on arithmetic coordinates as an accumulated function of time (Data 
from Pemberton, 1936 ) 
If we replace the variable y in equation (10) by y2 one obtains 
By adding a constant, we get 
(13)/ = 1 β 2 £ η + β . 
2 * 
If we replace — ß by ß there follows: 
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y' = ßy-El-h, or y' = -io- '-^-a-i). 
к it ρ 
which is the derivative of the potential function (5) of the cusp catastrophe. See also Casti 
(1979,p.l63). Casti modifies one of the assumptions of the logistic model, namely that 
the decrement in intrinsic growth rate for each member of the population added, is linear 
in y. But he argues that in a lake pollution problem which he discusses, the relationship 
might be quadratic. He ascribes the constant a added to the effect of removal of species 
from the environment by death. So we get the cusp catatrophe as a natural extension of 
the logistic growth model. 
The allometric equation 
Returning now to the allometric equation (1) in 2.2 which has a power function as its 
solution, one can look at the table given by Bertalanffy(1968,p.l65), reproduced here as 
Table 3. If one takes the weight as the variable χ and the production as у (this is the 
product of the first two columns in Table 3), one gets Figure 8 on double logarithmic 
paper. 
Table 3 Metabolism in dogs (After RUBNER around 1880) 
weight in kg. cal.production cal. production per m2 
per kg. body surface 
3.1 85.В 1909 
6.5 61.2 1073 
11.0 57.3 1191 
17.7 45.3 1047 
19.2 44.6 1141 
23.7 40.2 1082 
30.4 34.8 984 
Source: Bertalanffy 1968, p. 165 
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Figure 8 Metabolic rate in cal. production of dogs as a function of their weight for the data 
of Table 3 The line is a linear regression from log y on log χ (see Section 4.4) 
By taking the logarithm for the power function (2) one gets 
(14) logy = log α + ß log дг. 
Linear regressioni see p.75-81) from log y on log χ now gives ß = 0.63 and α = 130.6. See 
Figure 8. So the number 2/3 given by Bertalanffy on page 165 is approximated by the 
constant ß . This number follows from a comparison of a surface with a volume, being 
proportional to a square or a cube of the unit of measurement in one dimension, e.g. the 
diameter. So the regression line of their logarithms has an expected slope of 2/3 - 0.67. 
The allometric equation is very old. It dates at least as far back as Galileo Galilei 
(1638). See Coffey (1981,p.l85), Bertalanffy (1968,p.l8-19) emphasizes the importance 
of this equation and other "principles of classical science" : 
"The progress of science has shown that the principles of classical science - first enunciated by 
Galileo and Descartes - are highly succesful in a wide realm of phenomena". 
Beitalanffy(1968,p.l65) also mentioned Samis and Rameaux who introduced the 
allometric equation to physiology in around 1840. The famous surface law of metabolism 
or law of Rubner[2] is based on this equation (see Table 3 for Rubner's original data). 
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2.5 CONCLUSION 
In this chapter we reviewed some theories which seem to be important for social 
geography because they claim to break interdisciplinary borders. From these, system 
theory is conceptually especially important. Its concepts play a unifying role crossmg the 
borders of scientific disciplines. In practical applications, system theory has not yet 
reached its own objectives. 
The classical Pearson's χ2 can be preferred over the information theoretic measures, 
if nothing else is known about the requirements of the measure from the viewpoint of the 
application. The same is true in measuring deviation from mdependence in bivariate data 
analysis. 
Catastrophe theory has been developed more recently than information theory. So it is 
too early to evaluate applications of catastrophe theory in social geography and to 
conclude that it is more than a new wave. In the rest of this study we restrict ourselves to 
older theories. 
Some important theories having a long history have been introduced on p.34-38. 
There we saw two deterministic theories starting from the allometric equation (1) and the 
logistic equation (10), claimed by Hamblin et al. (1973) to be basic to social change 
phenomenons. From these the allometric equation is the most important one, if we look at 
the large range of applications. In around 1900 the equation was introduced in political 
economy by Pareto (see Chapter 6). In Chapter 4 the functions mentioned will be treated 
more systematically and will be taken up in a classification of model choice. 
39 
Notes: 
[ 1 ] The derivative of In χ is — ; 
χ 
ln(l+x) can be expanded in the series: 
1 2 ^ 1 3 1 4 
X X + — X X + 
2 3 4 
forlxl<l. 
[2] "Metabolic rate in animals of different body weight does not increase in proportion 
to weight, but rather in proportion to surface", Bertalanffy (1968,p.l64). 
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Chapter 3 
FUNDAMENTS OF CHOICE 
3.1 INTRODUCTION AND AIMS OF RESEARCH 
In this chapter we concentrate on the basic questions that should precede the 
researcher's decision to make a choice among mathematical models. The fìrst question is: 
What are the aims of the research? 
1. Problem solving: a geographical problem is given which should be solved. An 
example that is basic to geographical ordering of regions will be given below. 
This first category includes all problems which cannot be assigned to one of the 
following categories. 
2. Explanatory: starting from a given theory, are there arguments which support or 
reject the theory? Assuming, for instance, a straight line defining a relationship 
between two variables, the quality of the fit in a number of experiments allows 
one to accept or reject the assumption. 
3. Exploratory: we want to order and describe observations, to find regularities or 
deviations from the rules found so far. The ultimate goal might be to develop a 
theory (see final point). In the case of two variables, a scatter diagram might 
suggest a straight line fitting the data. 
4. Building of models: there is a need of building a new model after mentioning a 
number of assumptions, e.g. the factor analysis model, developed by the 
psychologist Spearman (1904). 
5. Building of theory: This can be an empirical or a mathematical theory (see 
previous chapter). 
The aims of research mentioned until now can serve several ultimate goals which 
might be: to describe a situation, to predict events or to make plans. Often the researcher 
has little or no influence on this goal. Olsson (1975) gives an example of application of 
the Pareto model, mentioned in Chapter 6, to planning in Sweden. This is justified by 
describing the situation by this model. His critique is based upon an earlier article where 
he writes (1974,p.l7): 
"The starting point of the cntique is that both Pareto and those who performed the analytic studies 
in Sweden allegedly wrote on what people actually do and not on wltat they ought to do." 
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and on the same page: 
"Unnoticed to spectators and performers, the play was changed in the middle of the act. The ought 
of justice disappears in the wings, invisibly stabbed by the is of methodology Exit man with his 
precious visions, hopes and fears." 
In this study we will concentrate on category 3 and occasionally on category 1 and 2. 
In this section we will say something about category 1 and afterwards mention other 
fundamentals of choice which are important before a proper choice of model can be 
made. An important subcategory of category 1 is the fundamental problem of 
geographical ordering of regions, being nonoverlapping parts of a country or district. 
One typical example is the political decision of dividing a country into manageable 
parts. To see that it is not a trivial problem, we look at a country with 8 districts. We try 
to divide this country into 4 sub-areas by taking partitions of the 8 districts. What is the 
number of possibilities of doing this? 
• If we do not want to have sub-areas of only one district, this results in the partition 
(2,2,2,2). So there are C(8,2).C(6,2).C(4,2) : 4! possibilities, where C(n,m) is the 
number of ways we can choose m things out of η and 
и! = л(л-1)(л-2) 3.2.1 
is the number of permutations of η things. 
• If we restrict ourselves to only one sub-area with one district, the partition is 
( 1,3,2,2). So there are C(8,1).C(7,3).C(4,2) : 2 possibUities. 
• If we allow 2 sub-areas with one district, we can have the partition (1,1,2,4) with 
C(8,2).C(6,2) possibUities and the partition (1,1,3,3) with C(8,2).C(6,3) : 2 
possibilities. 
• The maximum number of sub-areas with one district is tluee in this case. We have 
the partition (1,1,1,5) with C(8,3) possibilities. 
Adding all possibilities we have 
28x15x6 . 8x35x6 
24 + 28(15+10) + 56 = 105 + 840 + 700 + 56 = 1701. 
Sometimes order of the sub-areas is unimportant. Griffith (1984,p.5) mentions the 
number of distributions of the set of values (0,2,3,3) over 4 sub-areas. Therefore he 
applies theorem 2 of Feller (1950,1968,p.37), giving the number of ways in which a 
population of η elements can be divided into к ordered partitions of which the first 
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contains r, elements, the second r2 elements, etc. with 
r, + r. + ... + r. = η and r >0. 
1 2 r ι 
This number of partitions in к sub-populations is 
и! 
r !r !.../· ! ' 
1 2 к 
In Griffith's example this number is 4!/(lll!2!)= 12. The division by 2 is necessary 
because the last two elements of the given set (0,2,3,3) are equal. The possible 12 
arrangements are 0233,0323,0332,2033,2303,2330,3023,3032,3203,3230,3302 and 3320. 
8! If we apply theorem 2 of Feller to the partition ( 2,2,2,2} we obtain : — = 2520. This 
result has to be divided by 4! because the ordering of the sub-areas is not important here. 
This can easily be seen by taking 4 districts A,B,C and D and 2 sub-areas. Feller's 
theorem now gives 4!/(2!2!) = 6but (AB,CD) is the same as (CD,AB),so the actual number 
of possibilities is 6/2 = 3: (AB,CD), (AC,BD) and (AD.BC). See also Griffith(1984,p.6), 
where the number "2520" is also mentioned. He does not make clear however that one 
must divide by 4! But his contribution shows how complicated it is to find all possible 
arrangements under various circumstances. He extends this to frequency distributions of 
the mean in spatial samples. 
For the example mentioned above we can reduce the number of possibilities by 
assuming that the sub-areas should contain only contiguous districts. Furthermore we can 
add assumptions like the intensity of the use of functions from the central district, where 
we have the government offices. In most cases the ultimate decision depends on many 
factors. Much remains to be done in this area. 
The reason that we will concentrate on category (3) is that geography has always been 
largely descriptive and not explanatory in nature. Another reason is that ordering and 
description should precede explanation and we cannot explain when we have no 
theory [1]. 
In this chapter we ask four other basic questions which influence the choice of model 
in exploratory research: 
• What is the scope of the study and the level of research? 
• What are the units into which we divide our research field? 
• What do we measure and how? 
• How do we arrange our measurements to make the description easier? 
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The last question in this chapter is useful in a wider context than only exploratory 
research, but e.g. also in explanatory research: "Can we use discrete or continuous 
models?" 
3.2 SCOPE AND LEVEL OF RESEARCH 
In exploratory research we have to define the scope of research, e.g. one is interested 
in the location of agricultural settlements in a country or in some of its districts. What is 
the spread of foreign workers in the country, etc. ? So we define a set of elements, e.g. 
settlements or workers. This set is often called "the universe of discourse" or universal 
set. It is also important to see if one has a sample of this universe and what kind of 
sample? This can be a natural sample, e.g. lengths of recruits from a certain year in one 
country. This is one realization from arrays of a fixed amount of positive real numbers. 
Or one has an artificial sample, e.g. a sample of a huge number of locations in a district in 
order to examine the type of soil use. 
An important question is also the scale of research: what subsets of the universal set 
are we going to look at? Conclusions over subsets might be totally different from 
conclusions over the individual elements of the universal set. This has been called: "the 
fallacy of the wrong level". 
The last important questions in this connection are: 
• Is the research cross-sectional: has the study been done at one moment for all the 
elements of the set? 
• Is the research longitudinal: has the study been done at several moments in time? 
The first type of research is a static one; the last a dynamic one. 
A good framework giving a general treatment can be found in Faden (1977). He uses 
measurement theory as the, "natural language for spatial economics, and indeed, for all 
social science" (p.3). The generality of this study can also be a disadvantage. Not in all 
descriptions is it necessary to start from a broad viewpoint. All problems in geography 
can be limited to finite sets. The measurements have a limited accuracy, so we can regard 
the number of possible states as finite. These so-called discrete problems are studied by 
several authors, e.g. Andersen (1980). The reason why a continuous model is sometimes 
chosen is only that it might make the analysis easier or feasible (see p.46-51). 
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3.3 CHOICE OF UNIT OF RESEARCH 
In the previous section the limits of a set are defined. One must also define the 
elements of the universal set which should be the units of research. These can be people, 
goods, houses, shops, but also collections of these, the so-called "regions" in geography. 
These regions can be districts in a city, cities or sub-areas in a country. The definition of 
the boundary of those regions has impact on the results of the research. Are cities defined 
as administrative areas or as agglomerations from which the boundary has been 
determined by decrease of population density below a certain level? How do we measure 
this? By a square grid size of 100 by 100 meters or 500 by 500 meters? Do we collect our 
data within the city per square grid or per city block? In every case we have to choose 
what the basic unit is and what is the size of its boundary. 
Within a city the definition of the unit of research can determine a certain degree of 
spatial autocorrelation. The units of research are not independent. We have positive 
spatial autocorrelation if contiguous units are more similar in certain aspects in which the 
researcher is interested, than units which are situated far from each other. This is based 
upon conditional probability: the probability that one unit receives a point depends on the 
number of points already present in neighbouring units; if this probability is larger than in 
the case of independence, we have spatial autocorrelation. If we have strong spatial 
autocorrelation, standard statistical inference, based on independence of units is not 
allowed. They may give erroneous results. 
These problems have been analyzed in Duncan et al. (1961), all sociologists. The 
related problem of aggregating research units has been previously reported by Robinson 
(1950). Conclusions drawn on something other than the analysis level, causes fallacy of 
the wrong level or ecological fallacy. Openshaw and Taylor (1981, p.62) extended this 
study by examining the effect of aggregating contiguous units on the results of 
correlation and regression. They call this "the modifiable areal unit": 
"For a small data set of 99 Iowa countries, 12 zone aggregations could be engineered that produce 
correlations between -0,97 and +0,99, a regression slope coefficient of between -12,7 and +12,2, 
and a level of fit which could be nearly perfect or incredibly poor. " 
Openshaw (1983) reports a number of other studies, e.g. by Yule and Kendall, who 
looked at the aggregation effect on the correlation coefficient: where as the number of 
areas decreased from 48 to 3, the correlation coefficient between wheat and potato-yield 
increased from 0.2189 to 0.9902 (1983,p.ll). Also Blalock looked at the aggregation 
effect on the correlation coefficient in this case between differences in income for black 
and whites on one hand and percentage of blacks for 150 southern USA counties on the 
other, which was found to be 0.54. Then he compares random grouping of areal units 
with random zoning. In the last case a larger unit is formed by choosing contiguous 
smaller units. In the former case the larger units can be formed from smaller ones, which 
are at a large distance from each other. Here the aggregation of contiguous units 
also-called random zoning, showing the effect of spatial autocorrelation, which has been 
45 
further studied by Openshaw (1983). 
Table 1 Blalock's aggregation experiment 
number of 
units 
75 
30 
15 
10 
random 
grouping 
0.67 
0 61 
0.62 
0.26 
random 
zoning 
0.63 
0.70 
0 84 
0.81 
Source: Openshaw 1983 p. 12 
From Table 1 we notice: With random aggregating, the correlation coefficient decreases. 
This same coefficient increases by random zoning. Openshaw concludes: 
"It has been argued that the 'modifiable areal unit problem' ts fundamentally a geographical 
phenomenon that is most unlikely to be solved by geographers who are blinkered by both a 
statistical perspective and fervent adherence to a paradigm that denies the very existence of the 
problem" (1983,ρ .37). 
For longitudinal research the change of definition of regions is a disaster. 
Unfortunately it is hardly possible to come to a long term agreement between countries of 
what the unit of data-collection should be. For the definition of agglomeration there are 
also methodological problems: the above mentioned boundary will change over time 
because the population density is not constant. 
3.4 HOW DO WE MEASURE? 
When the researcher has chosen his scope and unit of research, and if necessary the 
way he samples units, he can begin to measure the aspects of the units in which he is 
interested, e.g. age of persons, amount of arable land in a region, the income of a person, 
a household or a city. The researcher has to define these so-called attributes or variables 
and to determine the accuracy but also the required confidence of the measurements. 
If we want to know the percentage of population below the age of twenty in a 
country, by asking a random sample of persons how old they are, how can we trust the 
results in a developing country where there is no birth administration? 
An important point is also the choice of measuring unit, e.g. metre as a unit of 
distance, and the question of comparibility of measuring units for several variables. By 
this choice we can lie with statistics, e.g. exert influence on the steepness of the slope of 
a firms growth curve (see Huff,1954,Chapter 5). 
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It is clear that the method of measurement depends on the structure of the aspects we 
observe in the elements of the universe of discourse. Take a country as this universe and 
define cities as its elements. Now it is possible to map the universal set onto the set of 
names of the cities: to every element of the universal set belongs at least one name, but 
we assume in this section that there is only one name. 
1. Now the set of these names can be viewed as unstructured. Then the 
measurement level is said to be on a nominal level. 
2. If the set of names has been alphabetized, it is possible to map the set of cities 
onto a set of natural numbers dependent on their place in the alphabet of names 
after counting them from one. Now the measurement level is ordinal. The order 
is important now but it does not make sense to add or subtract the rankings. 
3. If the set of cities has been mapped onto the set of their heights above sea level, 
the measurement is done on an interval level. It makes sense to subtract two 
heights and say: city A is 200 metres higher than city B. However it is useless to 
say: the height of city A is two times the height of city B, because this depends on 
the definition of sea level. 
4. Now map the set of cities onto the set of their number of inhabitants. Then the 
measurement is done on a ratio level. It makes sense to now say: city A has two 
times the number of inhabitants of city B. Another example is the mean personal 
income of a city which gives a subset of the rational numbers. If the definition 
does not allow negative incomes, the measurement is also on ratio level. One can 
say that city С is two times as rich as city D. 
Starting with the lowest one, there is an increasing order in the above mentioned 
levels of measurement. Data may be analyzed at a lower level than they are measured. 
Nominal and ordinal level are sometimes called lower levels of measurement or the 
categorical level. The others, higher or numerical levels. 
How many higher levels do we have? Stevens (1959, p.32), Krantz et al. 
(1971,pp.ll&12) and Roberts (1979 pp.64&66) mention the next three levels of 
measurement: linear-interval, logarithmic-interval and ratio. They are based on the 
concept of admissible transformations: At the higher levels of measurement, there are 
fewer tranformations admitted. The idea is due to Stevens (1946,1951,1959). Roberts 
added the absolute level of measurement. Here only one scale is possible and no 
transformations are allowed. This is the highest level which is included to complete the 
overview (see Figure la). 
The ratio level is the next lower one, where only similarity transformations are 
allowed, so we can transform the scale represented by the real variable χ to the scale 
represented by the real variable у by defining у = ex with some real constant с So we 
have an absolute zero-point on the scale. Zero on one scale is transformed to zero on the 
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other scale (see Figure lb with с = 2). Examples of these transformations are quite 
common, e.g. choosing a measuring unit of 1 km. instead of 1 metre is allowed. 
-2 -1 0 ' 2 - 4 - 2 0 2 4 
2 - 1 0 1 2 
a)absolute scale 
2 1 0 ' 2 
b)ratio scale 
3 5 7 
-2 - 1 0 1 2 
c)linear-mterval scale 
4 V? 1 ? 4 
d)log-interval scale 
- 4 - 2 0 2 4 . 6 8 , 
α b с d e 
1 Э 1 2 
e)ordmal scale f)nominal scale 
Figure 1 Scales of measurement 
On the linear-interval level linear transformations are allowed: 
у = a + bx with a and b real. Now the zero-point is arbitrarily chosen, but equal 
intervals, before transformation, shift to equal intervals after transformation because if: 
yt =a + bxl andуг = a + bxv thenУ^У^Ь{хг-х^ 
(see Figure 1c with a = 3 and b = 2). The equal intervals have length 2 in this example. 
Another example is temperature in degrees Celsius (x) or degrees Fahrenheit (y) with the 
relation 
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y = a + bx with a = 32 and b = 9/5. 
On the log-interval level, power transformations are allowed: 
ρ y = <xx . 
Now equal ratios before transformation shift to equal ratios after transformation because 
if: 
yl = 0W| andуг = ал then — = 
fx V 
(see Figure Id with a = 8 and β = 2, see also the previous chapter and Chapter 6 for 
examples). 
We observe that the transformation on the log-interval level can be represented by the 
transfoimation on the linear-interval level, if we introduce я '= log л aw/ƒ = logy, 
because: 
logy = log(ow ) = loga + ßlogt 
or у' = a + ßj/ with a = log a. 
In this example we came from d) to c) by a logarithmic transformation of the axes with 
base 2, so: a = log α = log 8 = 3. 
In geography this is a very useful measurement level if we have a large range of 
values of the variable, e.g. the number of inhabitants from a human settlement or a 
countiy. So we can use powers of ten on the axes and use ten as our logarithmic base 
(see Doxiadis, 1968). The allometric function, mentioned in the previous chapter, 
formula (2) is also an example of the usefulness of the logarithmic interval level. If one 
uses double logarithmic paper one gets a straight line: 
(l)log)' = loga+ßlogAr. 
We have not found an example of a straight line in social science relations, unless one 
considers relationships between variables which are based on physical laws, such as the 
relation between distance s and time t, related by the concept of velocity v: s=vt. But 
there is an abundance of applications of the allometric equation (see also Chapter 6), so 
the logarithmic interval scale is at least equally important as the linear one. That is the 
reason to include this scale among the more usual ones. 
Now we can add the ordinal level of measurement where monotone transformations 
are allowed and all permutations for the lowest level: the nominal scale, see Figure le 
and If. 
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Now we present the next overview of levels of measurement: 
• Absolute level: y = χ, 
• Ratio level: y = ex (similarity transformation), 
— Linear-interval level: y = a + bx (linear transformation), 
— Logarithmic-interval level: y = а дср (power transformation), 
• Ordinal level: у = f(x) with f monotone (monotone transformation), 
• Nominal level: у = f(x) with f a permutation. 
See also Stevens (1959, p.32). The absolute level has been added to complete the 
overview. It has no practical value. Observe that the linear-interval level is not higher 
or lower than the logarithmic-interval level because of the possibility of transforming 
with an additive relation and there is no reason that the addition should be higher or lower 
than the multiplication. 
One can also observe that on the ratio level, equal ratios transform to equal ratios, 
because 
У ι "ι
 χ
ι 
So a ratio level is a special case of the logarithmic-interval level with β = 1. In practice it 
is not easy to distinguish between these levels (see Krantz et al., 1971, footnote on page 
11 and Roberts, 1979,p.69)[2]. However, the discrimination between the interval levels 
turns out to be more important than the discrimination between interval and ratio level. 
3.5 ORDERING OF MEASUREMENTS 
The last basic question in this chapter is: how do we arrange the data which we get 
from our observations or from secondary sources? This depends on the number of 
variables and its relation to the basic units of research, but also on the nature of the 
variables. 
In most cases however, it is practical to arrange the data in a list or matrix of two or 
more dimensions. In two dimensions it is usual that the columns represent the variables 
and the rows the units of research. If there is no such relationship between the row 
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elements or if there is only one variable, then the matrix representation is not useful. 
Hence if we have at least two variables which are related to the same subset of units 
of research we will use a matrix for the arrangement of the measurements of the variables 
if the goal is also multivariate analysis and not only paired comparisons. We should 
always have in mind that the ordering should be as easy as possible for the next stage of 
research: the analysis. So it is not practical to use a matrix if we have one real variable 
measured at a limited number of moments in time. In this case the goal might be a time 
series analysis to find an inflexion point where growth is no longer increasing but a new 
period is starting with diminishing growth. 
In multivariate analysis however we start from data arranged in a matrix. In 
geography we have the typical example that the rows of the matrix represent the 
categories of the nominal variable of location, having as its values a number of regions, 
settlements or persons. If we omit the location of a person, we can no longer speak about 
geographical research. We consider this as human psychological research if the 
concentration is on the behaviour of a person. See also the example mentioned in the 
previous section with cites as units of research represented by the rows of the matrix. 
The second dimension might be a number of vector variables related to the sample set: to 
every element in the sample set belongs a value of an element of each of these vector 
variables. These values might be names, the numbers zero and one, real numbers, etc. 
and these are arranged in the data matrix in this case. The second dimension might also 
be a nominal variable. If both dimensions are based on the same nominal variable the 
matrix is square. Of course there might be a third dimension, e.g. time measured at 
discrete moments. 
A particular form of geographical data matrix is the connection matrix which 
belongs to a network or graph. This is a square matrix where both dimensions are based 
on a nominal variable. The elements of this nominal variable are names of locations or 
regions. The elements of the matrix are zero if there is no direct connection nor a 
common boundary. Of course there are other matrices possible which belong to a graph if 
we know more about the kind or amount of relationship between each pair of locations or 
regions. 
We conclude this section with an example of a geographical data-matrix. 
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Table 2 Example of geographical data-matrix 
Location on sea 
Variable | Number of adjacent countries 
| | Maximum height above sea-level (m) 
| | | Total income in 1984 (million $) 
Region 
North 1 2 148.3 5284.5 
Middle 0 3 57.9 3208.4 
South 0 5 821.0 2153.2 
The first dimension is the nominal vector variable: name of a region with as its value 
one of the triple (north, middle, south). The second dimension is a collection of four 
vector-variables on the measurement levels: nominal, ordinal, interval[3] and ratio resp. 
The nominal variable is a special one: a dichotomy, because there are only two values 
possible, 1 which means locations on sea, and 0 which means location not on sea. The 
zero and one are dummy values which means that they do not have the meaning of 
numbers that can be interpreted in the normal sense: so the pair (0,1) can be replaced by 
any arbitrary pair of different numbers or names, e.g.(-10,+10) or (land,sea). To avoid 
confusion it is better to replace the pair (0,1) by (false.true). These values are sometimes 
called Boolean to distinguish them from the normal algebraic values. By combining 
dichotomies one has to apply Boolean algebra instead of normal algebra, where the 
numbers zero and one have a very special meaning in relation to addition and 
multiplication. 
One should be careful in combining the column variables of different measurement 
levels in one analysis. This is only allowed in special situations (see next chapter). It is 
for instance nonsense to take the mean of the first column variable. So a correlation 
coefficient which is based on the mean cannot be used here. See p.70-74. 
The choice of measuring units for several variables should also be done very carefully 
as we saw in the previous section. Otherwise it might be that variables are not 
comparable. The value of a tree and a car's parking place should be measured in the same 
unit. 
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3.6 DISCRETE OR CONTINUOUS MODELS 
Because the accuracy of the measurement is limited, the number of possible 
measurements is finite and so the sets are always discrete. Sometimes however the 
analysis has been done on continuous sets, because this is the only feasible analysis or 
because this is easier. Thus the binomial distribution is tabulated only for a limited range 
of natural numbers. If the sample size is 73 and the nearest sizes in the tables are 50 and 
100, one can approximate the binomial distribution by the normal one, which is 
continuous. 
Rules of thumb to see whether a normal or a Poisson approximation to the data is 
allowed can be found in a number of textbooks on elementary statistics. See for instance 
Norcliffe(1977), who wrote one of the introductory textbooks for geography students 
mentioned in Section 2 of the next chapter. See also Figure 2. 
• The normal approximation of the binomial distribution is allowed if p<— and np^5 
(the curve below the line ρ = — in Figure 2) on the one hand or if p>— and nqZS (the 
curve above the line p= 1 over 2 in Figure 2) with q=l-p on the other. 
• The Poisson approximation of the binomial distribution is allowed if 
rt£50 and for p<— and np<5 on one hand, or for pà— and iiq<5 on the other. One thus 
obtains two areas in Figure 2. 
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Figure 2 Rule of thumb for using the binomial distribution or their normal and Poisson 
approximates 
Source: Norcliffe(1977) 
To see how this rule works, the binomial and normal distribution are compared at 3 
points on the curve in Figure 2 in the next overview: 
η ρ raax.diff. reached Cum.bin. 
for k= 
10 0.5 -0.0027 
0.0027 
20 0.25 0.0180 
50 0.1 0.0245 
1 0.0107 
9 0.9893 
4 0.4148 
4 0.4312 
In the third column the difference with the maximum absolute value is given between the 
binomial distribution and its noimal approximation: 
ΣΟ' 
Л - * 1 
о 2я Ί· 
*(?)' dx with \l = np and σ = yñpq. 
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In the next overview the Poisson approximation to the binomial distribution is 
included. This is given by: 
Σ
Xe 
η 
50 
100 
100 
0 
0 
0 
Ρ 
10 
05 
10 
Bin-norm 
0.0245 
0.0266 
0.0177 
maximum 
reached 
for k= 
U 
4 
9 
Bin-
Poisson 
0.0113 
0.0054 
0.0229 
maximum 
reached 
for k= 
7 
7 
6 
From the overviews it can be concluded that the approximations are rather rough, but 
useful in most instances of spatial research where the measurement cannot be done very 
accurately. 
3.7 CONCLUSION 
In this chapter we mentioned some preliminary questions to be answered before a 
choice of model of description, or analysis can be made properly: 
• What are the aims and what is the ultimate goal of research? 
What is the scope of the study and the level of research? 
• What are the units in which we divide our research field? 
• What do we measure and how? 
• How do we arrange our measurements to make the description and the analysis 
easier? 
• Should we use discrete or continuous models? 
The last question may become less important in the future if every researcher has a 
good computer available with a good mathematical software package which obsoletes the 
limitations of the availability of tables. Normal or Poisson approximations to the 
binomial distribution are then no longer necessary. If the computer is fast enough the 
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problem of longer computation times needed for these approximations also become less 
important. 
In the previous chapter we also saw that an empirical theory is needed if the aims of 
research are of an explanatory nature. Too often the geographic researcher skips the 
questions mentioned above, or uses an analysis which needs a theory which is not 
available. Refer to the warnings of the geographers, Openshaw and Taylor mentioned on 
p.45^6. 
These basic questions are important for the rest of this study. It may not be possible to 
interpret results of factor analysis because some of the basic questions have not been 
answered. It will not be the first time that multivariate analysis has been performed on 
data which do not fulfill the assumptions. One should not be amazed at the number of 
researchers who try to apply factor analysis to ordinal data. 
Notes: 
[1] Most of the theories used in geography are developed in other disciplines. One 
exception is the theory of a hexagon hierarchical ordering of human settlements 
(Christaller, see p.65). 
[2] However his interpretation of the scale of loudness or brightness generated an 
ambiguity between ratio and logarithmic-interval levels. This is based on the 
Weber-Fechner law (see Plateau, 1872). 
[3] This height is an interval variable because sea-level is not defined as an absolute 
zero. There are different zero sea-levels possible. 
56 
Chapter 4 
A CLASSIFICATION OF MODEL CHOICE 
4.1 INTRODUCTION 
The goal of this chapter is to present classifications of mathematical models which 
may help the researcher to choose between alternatives after he has answered the 
questions posed in the preceding chapters. Five classifications are given from which the 
first two start from questions in the preceding chapter: 
1. From the last question depending on the nature of the data: 
a. discrete data: the number of elements in the universal set or set of 
discourse is limited. 
b. continuous data: between every pair of elements of the set another element 
can be found which differs from the previous two. This implies of course 
one of the higher levels of measurement, because the set of natural 
numbers is not continuous. 
In practice however we always have discrete data, because the accuracy of the 
measurement is limited. Hence the values of the measurements are rounded 
numbers. 
2. From the level of measurement, see p.46-51 : 
a. data on low level of measurement or categorical data 
i. nominal level 
ii. ordinal level 
b. data on high level of measurement or numerical data 
i. linear interval level 
ii. log interval level 
iii. ratio level 
It is important to distinguish between the level of measurement and the 
analysis level. It is possible to analyse high level data on a lower level, but the 
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opposite is not allowed. Thus one can analyse incomes on ordinal level by 
introduction of an income classification, e.g. low, medium and high, but it is 
forbidden to calculate the mean of ordinal or nominal data. It is nonsense to speak 
about the mean house number in a street, but the mean distance between those 
houses is meaningful. 
Often discrete data are analysed on a continuous level. It is important to notice 
that it is only allowed if the number of elements is large enough. The error made 
by the approximation of the continuous model should be small compared with the 
measurement accuracy of the data. So the normal distribution might be used as an 
approximation of the binomial one, in this case, if tables are not available or the 
calculation of the binomial distribution is cumbersome (see also p.51-53 in the 
previous chapter). 
3. Classification starting from the number and character of the variables in the 
analysis: 
a. univariate analysis: There is only one variable in the analysis, e.g. the 
number of inhabitants of a city. 
b. bivariate analysis: There are two variables in the analysis which we want 
to compare. 
с geo analysis: There are also two variables in the analysis. The two 
variables are coordinates of locations and the focus will be on the pattern 
of these locations and comparison of phenomenons observed there. The 
goal is however not to make a comparison between the two variables. 
These now have the same unit of measurement, being some distance, e.g. 
100 metres. The difference depends only on the chosen origin and the 
direction of the axes. 
d. multivariate analysis: There are at least 3 variables involved in the 
analysis which we want to compare. 
4. Classification starting from the kind of model chosen with numerical data: 
a. linear model: One expects a straight line fitting the given data. 
b. nonlinear model: There is no straight line but a curve of a special type 
fitting the data. 
с Other model: There is neither a linear nor a nonlinear model feasible, e. g. 
the case of a random pattern in two dimensions. 
58 
Example. 
If one has measurements of η real values of each of two variables, then the 
question can be asked how a mathematical model should be fitted to these data. 
Should the parameters of the model be changed to make a perfect fit? This is 
always possible by choosing a special nonlinear model e.g. a polynomial of degree 
n-1 through the points (see p.82-86). Or should we require some theory which 
states, for instance, that the best model is a straight line and calculate the 
parameters of this line by minimizing the squares of the deviations from this line in 
some direction for the given points (see p.75-81 ). See Figure 1, where as an 
example of a nonlinear model, a periodic function has been chosen instead of a 
polynomial. Sometimes the linear model is chosen without a theory, but only as a 
first step in an exploration. This can be useful in a comparison of the data with the 
mathematical model. Large deviations might give an indication for further 
exploration. 
-1 1 г 1 1 1 1 τ 1 г 
0 . 0 1 . 0 2.0 3.0 4.0 S.O 6.0 7.0 Θ.0 9.0 10.0 11.0 12.0 П.О M.O 15.0 16.0 
Figure 1 Fitting of a model to η given points 
For x=3,6,9,12,15 the following y-values are given: 2.6,1.9,1.6,0.9 and 0.6 
model 1: y:= 3 - - + 2 . 2 — forx<0 
6 χ 
model 2: v:= 3.02-— 7
 6 
5. Classification starting from a type of theory: 
a. deterministic: We know that velocity is distance divided by the time 
required: ν = — and this is a deterministic relation between ν and t which is 
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nonlinear. If χ is the temperature in degrees Fahrenheit and y is the 
9 
temperature in degrees Celsius: y = —χ + 32 is a deterministic relation 
between y and χ which is linear: It can be represented by a straight line on 
a graph. "Total number of cases = number of successes + number of 
failures" is another deterministic relation, which can be applied on low 
measurement level. 
b. stochastic: Sometimes one can add an error term, e.g. y:= ax + b + ε. Now 
χ can be fixed, but y is influenced by deviation from the straight line, 
given by y:= ax + b. These deviations can be stochastic or measurement 
errors. It does not matter if one says: one stochastic error is a sum of a 
large number of unknown deterministic causes or the result of 
probabilistic laws. 
From the five classifications mentioned, the first and last ones are less important to 
this study: the first for reasons mentioned already on p.55-56, the last because our goal of 
research is more exploratory and there is no assumption about type of errors. Of course it 
is possible to add an error analysis. 
From the classifications 2, 3 and 4 we derive the next hierarchy of models: 
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1. univariate analysis 
a. categorical 
b. numerical 
2. bivariate analysis 
a. categorical 
b. numerical 
i. linear 
il. non linear. 
3. geo analysis 
a. categorical 
b. numerical 
4. multivariate analysis 
a. categorical 
b. numerical 
In the following sections we combine some of these classifications. We distinguish: 
• univariate analysis and geo analysis: The emphasis will be laid on the comparison of 
theoretical and empirical frequency distributions. In geo analysis a distinction 
between distributions with and without one centre will be made. In the comparison 
of phenomenons observed, a typical geographical concept cannot be hidden: the 
so-called spatial autocorrelation which we already met on p.45-46. 
• categorical, numerical and linear bivariate analysis: The first step is to examine the 
association or correlation of the variables. If on numerical level the correlation is 
strong enough, it makes sense to look at a possible linear relationship between the 
two variables as a second step. 
• nonlinear bivariate analysis: After the two steps mentioned in the previous category, 
it might make sense to look at a possible nonlinear relationship between the 
variables. The nonlinear model might also be given by an empirical theory. 
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• multivariate analysis: Special care must be taken not to omit the steps mentioned in 
the above categories. 
On the lower or categorical levels of analysis we do not consider the errors which 
result by adding dummy variables in the normal algebraic sense. One can ask the 
preference for living in six cities, named x.y.z.UjV or w in the country by assigning the 
numbers one to six (1-6), to those cities. This is an ordinal dummy variable. Is it allowed 
to add those variables for a number of respondents? Let us look at the next example: 
χ y Z U V w 
6 5 4 3 2 1 
6 5 4 3 2 1 
6 5 4 3 2 1 
6 5 4 3 2 1 
1 6 5 4 3 2 
25 26 21 16 11 6 
Four out of five persons (pt-ps) prefer city χ over city y, but city y has a score of 
26 against 25 for x. So by this scoring system y has been chosen by the group. Should the 
majority rule be better? See next example: 
χ y ζ 
Pj 3 2 1 
P2 1 3 2 
РЗ 2 1 3 
6 6 6 
A majority ( p, апар3 ) prefers χ over y, but also a majority ( p, andp2 ) prefers у over ζ 
and ζ over χ ( p2 апарг ). From this data we can see that a majority decision can't be 
reached, so no group decision can be made. This is the voter's paradox or Condorcet's 
paradox. See e.g. Roberts (1976, Ch. 7) for an elementary introduction. Also the related 
impossibility theorem of Nobel prize winner Kenneth Arrow is introduced and proven 
here. See Arrow (1951) for the original proof. Actually this is an example where the 
analysis has been done on a high level and the data are measured on a low level. 
Pi 
P2 
Рз 
P4 
P5 
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4.2 UNI VARIA TE ANAL YSIS AND GEO ANAL YSIS 
For the sake of simplicity we consider the analysis of one or two variables as a 
separate category of multivariate analysis. 
Now we can apply the classification rules of the previous section to the analysis of 
one or two variables or to geo analysis found in books on elementary statistics in 
geography, e.g. FitzGerald(i974), Norcliffe (1977), Ebdon (1977), Silk (1979) in British 
geography or Bahrenberg & Giese (1975), de Lange (1982) in German geography. The 
first two subsections deal with univariate analysis and geo analysis as this depends on the 
measurement level. The next three subsections concentrate on the difference between 
observed and theoretical distribution, from which the last two distinguish between a 
distribution without and with one clear centre. The last subsection is concerned with a 
typical geographical concept: spatial autocorrelation introduced in p.45-46. It relates 
phenomenons observed in one region with phenomenons found in other near and distant 
regions in the universe of discourse. 
4.2.1 Elementary characteristics of frequency distributions of one variable 
Table 1 Elementary characteristics of frequency distributions of one variable 
level of central tendency dispersion variability 
measurement 
nominal mode 
ordinal median interquartile 
range 
numerical mean standard coefficient 
or high deviation of variation 
The first step in exploratory data analysis is often calculating or approximating the 
empirical frequency distribution of the data. On the higher levels of measurement one has 
to aggregate data by rounding or grouping before a frequency distribution makes sense. 
So before generating a personal income distribution on a set of reasonable size, one 
has to aggregate incomes into groups. Now the overview in Table 1 changes. The 
measures of central tendency, dispersion or variability are now approximated ones and 
mode has to be changed to modal class. Of course the result depends on the way the 
grouping has been done. If the research is longitudinal and we depend on secondary data 
this presents a new difficulty if the grouping has been accomplished in another way on 
every occasion. Also the change of definition of the variable may present problems. 
Table 1 is not complete. In some books one may find more characteristics of frequency 
distributions. 
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One remark about Table 1 is important: The allowed models are the models suitable 
for the level of measurement of the variable and the models mentioned for all lower 
levels. So on nominal level the median and mean have no meaning but on the higher 
levels of measurement one can use the mean but also the median or the mode. Now the 
actual choice might be a political one. The modal income class is suitable for 
trade-unions. The mean of incomes is very much biased by the few high incomes. So the 
employer might prefer this measure because in that case the salaries of his employees 
seem to be very high. The median might be preferred by the statistician who has to find a 
compromise between two extreme points of view. 
4.2.2 Elementary characteristics of frequency distributions In geo analysis 
Table 2 Elementary characteristics of frequency distributions in geo analysis 
level of measurement central tendency dispersion 
nominal modal class 
ordinal median center median distance 
numerical mean center standard distance 
or high 
In geo analysis the elementary characteristics of frequency distributions similar to 
the case of one variable can be found in the books mentioned above. In Table 2 an 
overview is given similar to the case of univariate frequency distribution in Table 1. The 
difference however is that coordinates in classical geo analysis are always measured on 
an interval level, so there is no constraint in using higher level models. In Section 4.5 we 
will generalize to modem geo analysis. In the overview of Table 2, the median center 
presents a difficulty. One can define horizontal and vertical median lines by requiring that 
there be an equal number of points on every side of these lines, but now the location of 
the intersection depends on the orientation of the median lines. 
We can choose the definition: Find the point (u,v) as to minimize 
Σ ν (x -и) + (у - ν) for given points (лд). i = 1,2...η. 
This is sometimes called: the point of minimum aggregate travel. The reason is obvious. 
But this definition is not suitable in all cases, e.g. if we have two points, every point on 
the straight line connecting the two points, which is located between these two points, is 
valuable. Bahrenberg & Giese (1975) describe a way to approximate the point of 
minimum aggregate travel by applying a refining grid. 
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The appropriate dispersion measure is the median distance, which is defined as the 
median of the distances from the mean center. This is the radius of a circle which has the 
median center as midpoint and which divides the given points into two sets with the same 
number of points. This can also be found by iteration. 
4.2.3 Comparison of empirical and theoretical distribution ot one variable 
The next step in the analysis of one variable might be the comparison of the empirical 
frequency distribution with a particular theoretical distribution. There are two reasons to 
justify this action: 
1. There is a theory that gives a direction to the choice of theoretical distribution. If 
one has, for example, a number of samples from the same population, the sample 
mean or a proportion of some attribute of the sample elements is known to be 
asymptotically normally distributed. 
2. One wants to use a (multivariate) model which assumes some particular 
distribution of the implied variables (see linear regression in the next section for 
an example). 
Andersen (1980) gives a broad class of theoretical distributions, the exponential 
family. Included are: the binomial, normal, Poisson, gamma and multinomial distribution. 
(See Andersen, 1980, pp 20-27. The exponential family is due to 
Fisher-Darmois-Koopman-Pitman,1934-1936.) 
4.2.4 Comparison ot empirical and non centralized theoretical distribution In 
geo analysis 
In geo analysis the Poisson distribution is important as a random distribution of 
points. We can compare this with the empirical frequency distribution and calculate the 
χ
2
 where 
and O; = observed frequency in i-th quadrat of a square grid formed by drawing parallel 
straight lines at mutual equal distances in East- West direction and in North South 
direction on the projection of the part of the earth surface under consideration. 
£, = expected frequency under the Poisson distribution with the density of points as 
parameter. This is the number of points divided by the number of quadrats. After this we 
can calculate the p-value: This is the probability that we find this value of χ2 or a larger 
deviation from the random distribution. If this p-value is small, (e.g. smaller than 10%) 
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and the observed number of quadrats with a small number of points (e.g. 0,1,..., n, where 
η = maximum number observed divided by four and rounded to a whole number) is 
below the expected number, the distribution can be said to be more clustered than 
random. If these observed numbers are higher than expected and the p-value is small, we 
have a more regular distribution. Observe that the squares in the grid can be interchanged 
without influence on the results of this type of analysis. This is the first step in the 
so-called quadrat analysis, see Rogers(1974). 
Another much used type of analysis in the comparison of empirical and 
noncentralized theoretical distributions of points in a two dimensional Euclidean space, is 
the nearest neighbour analysis, which compares the mean distance to the nearest 
neighbour with the theoretical one supposing a random distribution. See King(1962) for 
an application and Dacey(1960) for a one dimensional variant. 
• A disadvantage of the nearest neighbour analysis is that it is difficult to use another 
theoretical distribution. This can done more easily in quadrat analysis. See 
Rogers(1974). Here one can take e.g. the regular distribution, introduced in the 
central place theory of Christaller(1933,1966). 
• Another disadvantage of nearest neighbour analysis is the possibility that there are a 
large number of small clusters, e.g. farms in groups of two or three, in which case 
the analysis concludes a more clustered distribution, where the more regular one 
should be chosen. 
• Of course one has to be careful in the choice of grid in quadrat analysis and we need 
a reasonable number of points to have a successful χ2. 
4.2.5 Comparison of empirical and centralized theoretical distribution In geo 
analysis 
If one is interested in the distribution of points in geo analysis, the so-called spatial 
distribution, the Poisson distribution and the above mentioned alternatives to it are not the 
only theoretical distributions with which we compare the empirical distribution. If there 
are reasons to suppose that the distribution has one particular center, centralized 
theoretical distributions are useful, e.g. the two dimensional normal distribution. The 
normal probability density function can be given by: 
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-{αχ + рлу+чу ) ·„ s 1 I n 
δ e ι-j ν wtthO= •,n = y= ;P = 
; μ íi the mean of χ 
* = "- — 
2 0
г 
-; μ2 is the mean of χ 
ρ = Pearson's product moment correlation coefficient, see next section. 
1 1
 1 Д Г 
Σ — and σ, defined similarly. 
By taking p=0,0|=0|=a a/id μ1=μ2=0, we get a special form which is independent of 
the direction from the mean center[l] , which is in the origin, where x=y=0. The 
probability density function now is given by: 
2. 2 
V X 2 
2σ2 
2πσ2 
The standard distance is \ σ'+σ^ and we can count the number of points we expect 
between circles with radius of e.g. one half, one and a half, resp. two times the standard 
distance and compare this with the observed number of points. Then we can apply χ2 in 
a similar way as given in the previous section. For further details see Neft (1966). 
If we take the general normal probability density function, defined above, we count 
the number of points between ellipses instead of circles and we take into account that the 
dispersion might be dependent on the direction. See Ebdon (1977, p. 113-118) for a 
calculation of the two axes and angle of orientation of the standard deviational ellipse, a 
generalization of the circle whose radius is the standard distance. 
In effect this is a two dimensional principal component analysis (see p.75-81). This is 
the first case of a two dimensional analysis which we do not reduce to one dimension, as 
in the rotational symmetric normal distribution, where the distance is the only dimension; 
and in non-centralized geo analysis, where frequencies of quadrats with a certain number 
of points or the distance to the nearest neighbour is the only dimension taken into 
account. Of course we can reduce to one dimension by taking projections on the longest 
axes of the ellipses. 
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4.2.6 Spatial autocorrelation 
If the location of a region between others is important, one has to apply contiguity 
analysis or spatial autocorrelation. Now a dimension reduction is no longer possible and 
this can be seen as a typical geographical problem. In this domain much remains to be 
done. See, for instance, Dacey (1968), Cliff and Ord (1973), Silk(1979) and Cliff (1981). 
The formulas used by them to measure spatial autocorrelation are rather complicated and 
will not be reproduced here[2]. Instead of these, we suggest a simpler measure: 
Suppose a country, district or city which has been divided into η regions. Now 
paint the regions above the median for some phenomenon black; the others white 
and count all pairs of black regions with a common border and call this number 
BB. The same must be done for pairs of white regions which yield the number WW 
and finally BW is the number of pairs of contiguous regions with a white and a 
black partner. Then the spatial autocorrelation index is defined by: 
. , BB+WW 
A = log . 
6
 BW 
To see how this works we look at two examples of division of Nijmegen into 30 
regions. In the first example the ratio men/women has been counted in each region. 
35 A = log— = 0.026 in this case. In the second example the proportion of the 
population above 65 years has been calculated. Here A = log — = 0.38. See Figure 
2A and 2B. 
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Figure 2Α. Spatial autocorrelation of ratio men/women in Nymegen. 
Median 98.55. Data from v.Naelten(1978), based on Census 1971. 
/ 
Figure 2Β. Spatial autocorrelation of percentage above 65 in population of 
Nymegen. 
Median 9.45. Data from v.Naelten(1978), based on Census 1971. 
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In the first example one can say that the spatial autocorrelation is negligible, but in the 
second case, it is clearly positive. This means that elderly people live in more contiguous 
areas and so do younger people. For the division men/women the distribution of this ratio 
over the region can be seen as random. 
Let us look at the range of A. Therefore suppose η regions in a row with 
η even and the black regions first followed by the white ones. Then 
A=log(n-2). If white and black regions strictly alternate, A is not 
defined because BB+WW=0. Excluding this case, we allow one pair of black 
or white ones and i4=log =—log(n-2). If we divide A by log(n-2), the 
Я-2 
result is an index between -1 and 1 as is true for other correlation 
indices introduced in the next section. If η is odd we omit the region 
at the median and now the index A has to be divided by log(n-3) instead 
of log(n-2). This makes little difference for large n. 
See also p.45-46 on the choice of unit of research in Chapter 3. 
4.3 BIVARIATE ASSOCIATION OH CORRELATION 
In the previous sections the analysis of one variable and geo analysis which can be 
reduced largely to one dimension has been given. If we have two variables which have a 
different meaning, unit and level of measurement, one can distinguish between two 
questions: 
1. Are the variables independent and if this is not the case, how large is the deviation 
from independence? 
2. If the variables are not independent, are they linearly related and if so, how can 
we estimate the parameters of the straight line involved and how accurate is this 
estimation? 
The second question is useful if both variables have high level of measurement. 
Otherwise we return to examining the relation between the variables in a multivariate 
context (see the last section of this chapter). The models in this and the next section are 
very well known in social science in general and these are not typically geographical. 
4.3.1 Association or correlation of two variables 
For two dichotomies (also-called binary variables) we preferred Pearson's φ as a 
measure of association or deviation from independence, because — — . is independent of 
the marginal distributions, if these are equal (see p. 19-27). More generally, if both 
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variables are nominal, we use Cramer's V. The square of V is defined by 
2 
-"— where m = minimum of (r-1) and (c-1) 
nm 
and r=number of rows and c= number of columns in the contingency or frequency table 
(see Cramer, 1946). For r=c=2 we see that 
η 
If both variables have at least ordinal level of measurement, one uses Spearman's rank 
correlation coefficient r! or sometimes Kendall's τ. rs is a special case of Pearson's 
product moment correlation coefficient r (see next paragraph). Siegel (1956) compared r, 
and τ and concluded that τ has the advantage of having an extension to partial 
correlations. 
If the variables X and Y have a high level of measurement, one might consider using 
Pearson's product moment correlation coefficient r. This is defined by covariance (x,y) 
divided by the product of the standard deviations σ, and oy, 
where covariance (x,y) is l/y,, 
σ, = standard deviation of X, ay = standard deviation of Y. 
Here xi = Xi - X; y. = Yi - TCiuiuN); 
X=—IXi (mean ofX) and 7 = — ΈΥ. {mean of Y). 
It is easy to derive from this (see Siegel, 1956) 
r = 6 — if Χ = 11,2,...,N| and Y is a permutation ofX. 
' rf-N 
5 
Kendall's τ is defined by χ = where S is the number of consistent pairs minus 
N(N-\)I2 r 
the number of inconsistent pairs (No ties are assumed here. That is, there are no pairs 
with the same rankings. See Siegel,1956, who also considers ties.). Note that N(N-1 )/2 is 
the total number of possible pairs to take from N elements. Take as an example; 
X = (1,2,3,4) and Y= (2,1,3,4). The possible pairs are; (1.2),(1,3),(1,4),(2,3),(2,4) and (3,4). 
Only the first pair is inconsistent with the first pair of Y (the order is reversed). So 
S = 5-1 = 4 in this case. 
Now it can be shown that г, г
г
 and τ fall between -1 and +1, the lower bound means 
perfect negative, the upper bound perfect positive correlation, resp. One has perfect 
positive correlation if л, = y¡ which is equivalent to X. = УДаі^/ ). One has perfect negative 
correlation if X, = -YfiuiuN), which means 
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Χ-Χ = Τ-Υ
ι
 οι Χ
ι
 + Yi=X + T(lui<N). If one has ordinal level and no ties, this means 
X^Y^N+l because 
X= T = Σ— = ΕΰίΏ- = OÏL. in that case d =X1 - Y, = 2X, - (N+l), so N IN 2 ι . . . 
г = 0 means no correlation: £^^, = 0 or ЦХ-ХХУ-Т) = 0. 
Ν(Ν+\Ϋ 
• If r
s
 = 0 one can easily derive lxyl = — — if one has no ties. 
• If τ = 0 the number of consistent pairs is equal to the number of inconsistent pairs. 
Now from г = 0 follows ri = 0 and vice versa; but from τ = 0, rs = 0 does not necessary 
follow. Look at Table 3. 
Table 3 Correlation of two ordinal variables on a set of four elements 
1234 
12« 
1324 
1342 
2134 
1423 
2143 
2314 
3124 
1432 
2341 
2413 
3142 
3214 
4123 
2431 
3241 
3412 
4132 
3421 
4213 
4231 
4312 
4321 
Kendall 
s 
6 
4 
4 
4 
4 
2 
2 
2 
2 
0 
0 
0 
0 
0 
0 
-2 
-2 
-2 
-2 
-4 
-4 
-4 
-4 
-6 
's Τ 
τ 
1 
2/3 
2/3 
2/3 
2/3 
1/3 
1/3 
1/3 
1/3 
0 
0 
0 
0 
0 
0 
-1/3 
-1/3 
-1/3 
-1/3 
-2/3 
-2/3 
-2/3 
-2/3 
-1 
compared 
" ι ' 
0 
2 
2 
6 
2 
6 
4 
6 
6 
S 
12 
10 
10 
β 
12 
14 
14 
16 
14 
18 
14 
IS 
18 
20 
with 
г 
s 
1 
4/5 
4/5 
2/5 
4/5 
2/5 
3/5 
2/5 
2/5 
1/5 
-1/5 
0 
0 
1/5 
-1/5 
-2/5 
-2/5 
-3/5 
-2/5 
-4/5 
-2/5 
-4/5 
-4/5 
-1 
Spearman's 
T
-
r
s 
0 
-0 133 
-0 133 
0 267 
-0 133 
-0 067 
-0 267 
-0 067 
-0 067 
-0 2 
0 2 
0 
0 
-0.2 
0 2 
0 067 
0 067 
0 267 
0 067 
0 133 
-0 267 
0 133 
0 133 
0 
r
s 
correlation 
perfect 
strong 
strong 
strong 
weak 
weak 
weak 
? 
? 
no 
no 
? 
? 
weak 
weak 
weak 
strong 
strong 
strong 
positive 
positive 
positive 
positive 
positive 
positive 
positive 
positive 
positive 
negative 
negative 
negative 
negative 
negative 
negative 
negative 
negative 
perfect negative 
If r, = τ = 0 we can conclude that X and Y are not correlated. If ri = 0, but τ*0, this 
conclusion is not allowed. One can only say that X and Y are not correlated in the sense 
of Kendall's τ. If rj = 0 or r = 0 there is also linear independence between X and Y, 
because this is defined by the equation: Ixy¡ = 0. 
Now we can define a strong positive correlation if 0.5<τ<1 and 0.5·ο^<1 and weak 
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positive correlation if 0<τ<0.5 and Q<r<0.5. There are two cases left where we can only 
conclude positive correlation. Here we have the maximum difference between r¡ and 
τ: ±0.267. Similar conclusions are possible for negative correlation. 
The distinction between strong and weak correlation and the decision on whether 
there is correlation or not, depends of course on the choice of correlation measure. Other 
conclusions are discussed in Chapter 5. 
4.3.2 Correlation between two high level variables 
In the previous section we mentioned г as measure of correlation between two 
variables on one of the higher levels of measurement. Is г always suitable in this case? 
Therefore we look at the next example: 
X interval level with XI = 1,2,3, resp. 10 
Y interval level with YI = 3,2,1, resp. 10. Now 
._
 &
Л - 46 
because Λ:1 = .Υ Ι -Χ = Χ Ι - 4 = -3,-2,-1, resp. 6 andy, = -1,-2,-3, resp. 6. 
If we remove the last point with coordinates (10,10), the correlation is г = -1. So the 
conclusion changes from nearly perfect positive to perfect negative correlation by 
removing one point. 
How large is r
s
 in this case? rankY, = 1,2,3,4 and гапкУ, = 3,2,1,4. 
So d = -2,0,2,0,1^=8, r = 1-6Σ-^— = - ^ . = o.2 but τ = 0 as we saw in the previous 
rf-N 60 
section, so we hesitate between no correlation and weak positive correlation here. 
Hence we cannot use г in this case. The large difference between r, and r of 0.72 
should warn us that there is something wrong. In fact the outlier with coordinates (10,10) 
determines г largely, because the deviation from the mean is large. 
In general, if one has large deviations from the normal distribution with the mean and 
standard deviation as its parameters (see 4.2.5), one cannot tmst a measure which takes 
only the mean and standard deviation into account. If one cannot remove the outlier(s), 
one has to consider higher moments of distribution[3] or lowering the level of analysis, 
so use rj or τ instead of r. 
Another possibility is to transform the variables to render a more normal distribution. 
Let us look at Table 4. 
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Table 4 Geographical data-matrix of 18 randomly chosen countries 
Data from 
1979 
Israel 
Belgium 
Netherlands 
Greece 
Great Britain 
Sweden 
Thailand 
Kenya 
Chili 
Turkey 
Egypt 
Colombia 
Peru 
Zaire 
Argentin 
India 
Brazil 
и s 
Area in 
1000 km* 
Xl 
21 
31 
41 
132 
244 
450 
514 
583 
757 
781 
1001 
1139 
1285 
2345 
2767 
3288 
8512 
9363 
Population 
in mi] 
X. 
3 
9 
14 
9 
55 
8 
45 
15 
10 
44 
38 
26 
17 
27 
27 
659 
116 
223 
> 
8 
8 
0 
3 
9 
3 
5 
3 
9 
2 
9 
1 
1 
5 
3 
2 
5 
6 
11ions 
(1) 
(4) 
(6) 
(3) 
(15) 
(2) 
(14) 
(7) 
(5) 
(13) 
(12) 
(9) 
(8) 
(ID (10) 
(18) 
(16) 
(17) 
GNP per 
capita 
X3 
4150 
10920 
10230 
3960 
6320 
11930 
590 
380 
1690 
1330 
480 
1010 
730 
260 
2230 
190 
1780 
10630 
L 
(13) 
(П) 
(15) 
(12) 
(14) 
(18) 
(5) 
(3) 
(9) 
(8) 
W 
(7) 
(6) 
(2) 
(11) 
(1) 
(10) 
(16) 
Population 
density 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
VX2/X1 
18 (14) 
32 (17) 
34 (18) 
07 (12) 
23 (16) 
018 (6) 
089 (13) 
026 (9) 
0144 (5) 
057 (11) 
039 (10) 
023 (7) 
013 (3) 
012 (2) 
010 (1) 
20 (15) 
0137 (4) 
024 (8) 
Source World Development Report, 1981, World Bank 
Ranking numbers of increasing order are given in parentheses 
Pearson's correlation г between Xi and X2 is 0.42. 
Pearson's correlation г between logCY,) and log(X2) is 0.72. 
Spearman's rank correlation г sub s between X, and X2 is 0.71. 
Because the logarithm is a monotonie transformation, the ranks are not changed by the 
transformation. So rJ between logiX,) and log(X2) is also 0.71. To see if the distribution is 
more nonnal after the logarithmic transformation, we calculate the skewness and curtosis 
before and after the transformation. The results are as follows: 
X, logX, X2 logX2 
skewness 2.00 -0 44 3 25 0.85 
curtosis 2 69 -0.54 9 63 0 47 
In all cases the values are much nearer to zero after the transformation. The population 
distribution especially deviates from the normal one, thus we cannot trust Pearson's r. It is 
too greatly influenced by countries with a large population. With the transformation r 
increases, but this is not always true, as we will now see: 
Pearson's correlation г between Xj andX4 is 0.48. 
Pearson's correlation г between logCX,) and log(X4) is 0.30. 
Spearman's rank correlation г sub s between Xj and X4 is 0.25. 
Spearman's rank correlation r sub s between logCXj) and log(X4) is also 0.25. The reason 
is given above. The skewness and curtosis before and after the logarithmic 
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transformation are as follows: 
X3 logX3 Xi logX4 
skewness +0.95 -0.04 1.20 +0.38 
curtosis .0.73 -1.23 0.02 -1.33 
For both variables the skewness is much nearer to zero after the transformation, but the 
curtosis shows the opposite effect. The values of the curtosis after the transformation are 
not so large however to be worried about. Again we see a better normal distribution, 
after, rather than before transformation, but Pearson's г has been diminished. 
In every case the use of Pearson's г is dangerous if we have nonnormal distributions. 
It is not known whether they are too high or too low due to their deviation from 
normality. This warning has great implications for multivariate analysis, as we will 
especially see in Chapter 7. 
4.4 BIVARIATE LINEAR ANAL YSIS 
Given two variables X and Y on high level of measurement (for lower levels of 
measurement we refer to the last section of this chapter on multivariate analysis), where 
Y is a function of X (that is: for every value of X there is precisely one value of Y given 
by that function). This function may be linear or nonlinear. The latter will be considered 
in the next section. So here we suppose: 
Y = a + bX, where a and b are real parameters independent of X and Y, X and Y are real 
variables. X is the independent variable and Y the dependent variable. Now X and Y are 
latent variables in most cases, so we have to use a model, e.g. Graybill's model 1 
(Graybill,1961,p.l06). 
In the bivariate case this is defined by: 
Y = a + bX + t, 
where e is an error term with a measurement component and a stochastic component in 
most instances. The mean of e is supposed to be zero and the variance (the squared 
standard deviation) of ε is σ2 independent of X. The third assumption is that e is 
independent of X. 
X is fixed in this model, for instance, time measured at discrete moments. If X is also a 
stochastic variable we have GraybiU's model 3, which he calls: regression model. If X 
and Y have a joint normal distribution (see p.66-67), Pearson's г considered in the 
previous section can be applied most succesfully. (Look for example at the correlation 
between length and weight of adult males in a certain country). 
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We try to apply model 1 to the variables: 
X = time required to travel from home to work 
Y = distance from home to work. 
There are five pedestrians. The units of measurement are: 
6 minutes = 0.1 hour for X and 1 km for Y. We obtain the next observations: Xl = ι and 
YI = 3,1,6,2, resp. 8 for i = 1,2,3,4, resp. 5. How do we find our model, which in this case 
is a straight line? 
The model which is most used is Graybill's model 1, but we can choose the dependent 
variable. If we interchange the role of the variables we get another line. After the choice 
of dependent variable, usually "the method of least squares" will be applied to find the 
line. 
In this method the sum of squares of residuals Yi-a-bXl will be minimized. The foundation 
of the method is due to C.F.Gauss. The first indication can be found in the "Allgemeine 
Geographische Ephemeriden", see Gauss (1799). 
The method is dealt with in many textbooks, e.g. Silk (1979), so we give the solution 
without derivation: 
σ 
Y = a + bXwttltb = r.-Z- anda = 7-bX. 
σ 
We find: X=3;T' = 4; 
^V, II 
V s r V ^ 7 5 5 5 5 
= 0.5966 where χ =X -Xandy =Y -Y. 
¿•У 
2 2 
7 x 1 0 •> У 4 4 
σ = Σ — = — = 2 ; σ = 1.414;σ = Σ — = — =6.8;σ =2.608; 
я 5 * У η 5 У 
Ь = г А =
 0 5 9 6 6 x 2
·
6 0 8
 =i.i00flfida = r-CT = 4.3.3 = 0.7.5or=0.7 + l.lX. 
σ 1.414 
χ 
If we interchange the role of variables, we obtain the second line: 
σ 
Г = a'+bTmth V=r— = 0.3235 and а'=Х-ЬГ = 3-0 3235x4 = 1.706, 
σ 
у 
JO r=l.71+0.3241". 
The sum of squares of residuals can be found as (l-r^Ly2 or (l-r2)!* 1 resp. Here Σγ2 is 
the sum of squares of residuals in the case of a horizontal regression line, which passes 
through the mean center with coordinates X and 7. This is often called the total sum of 
squares. So the residual sum of squares is 0.644x34 = 21.90 for the first line and 
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0.644x10 = 6.44 for the second line. 
Because Γ = a+bX the regression line passes the mean center with coordinates X and Γ. 
Now if we shift the origin to the mean center, we get a special linear regression model 
with a=0. Thus there is only one parameter b left to be chosen; the slope of the regression 
line. 
The disadvantage of this kind of regression is the dependence of the chosen direction 
of the axes. Is it possible to find a model which is independent of this direction? 
The answer is in the affirmative but can usually not be found in the literature on 
regression. The first person who introduced the model, however, laid the proper 
connection with the above mentioned models: Karl Pearson (1857-1936) in 1901. He 
remarked that the residual sum of squares could be measured independently of the 
direction of the X-axis and Y-axis, by taking the distance from the given point 
perpendicular to the line searched for as the residual and minimizing the sum of the 
squares of these residuals. See Figure 3. 
Figure 3 Regression independent of chosen axes 
Pearson proved that the line should pass the mean center, through which also pass our 
lines mentioned above. Let us try to solve the problem for the data from the pedestrians 
given above, if we suppose a linear relationship between the variables. This is true if the 
pedestrians have the same velocity because χ = vy with ν = velocity in km/(0.1 hour) or 
in units of 10 km/hour. 
As the line passes the origin, we will seek a unit vector u in the direction of the line, 
so u'u = 1[4]. or ΣΜ ;2= 1. Let X be a matrix with 5 rows and 2 columns, defined by: 
X
n
 = X, and Y
a
 = У,(і = 1,2,3,4,5). 
If L is the line sought for, then Xu is the vector giving the projections of the given 
points on the line L. For each point the squared distance to L or squared residual is the 
77 
squared distance to the origin diminished by the squared projection (theorem of 
Pythagoras). Thus the sum of squared residuals can be minimized by maximizing the 
sum of squared projections; this is (Xu)'Xu = u'X'Xu. The maximizing has to be done 
under the constraint u'u = 1. This can be solved by introducing the so-called 
multiplicator of Lagrange: λ setting u'u-l = 0 and maximizing u'X'Xu - λ (u'u-l) 
Differentiating this expression with respect to u gives: 2X'Xu - 2 λ u = 0 or X'Xu = λ u. 
The maximum sought for is then u'X'Xu = λ u'u = λ . This is a well-known 
mathematical problem. The solution is the largest eigenvalue λ, of the matrix X'X. The 
corresponding eigenvector и, gives the direction of the line L (see Figure 4). This line 
found by PCA is also the line of best fit because the residual sum of squares of PCA is 
less or equal to the residual sums of the two regression lines, as Pearson proved. 
AU/S ОГЗ • ¥МГЛВи 
Figure 4. Fitting a straight line to given points in a two dimensional Euclidean 
space Source: Pearson (1901,p.566) 
C a l c u l a t i o n s : 
Л 
X'X: 55 71 
71 114 
ч 
Call this matrix A . Now det (Α-λ) = (55-λ) (114-λ) - 712 - 0. 
This quadratic equation has the solutions λ, = 161.4 and λ, 
Solving Au - λ|4 gives u' - (0.555,0.832). 
= 7.6. 
How can this problem be recognized by the geographical researcher? The concept of 
eigenvalue has the synonyms: characteristic root, proper value, or latent root in English 
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mathematical literature. See Wilkinson (1965). The concept of eigenvector has similar 
synonyms. 
Since 1933 this analysis has become known in English psychological literature as 
principal component analysis (PCA) (Hotelling, 1933). It is based on Pearson's article 
mentioned previously, but Hotelling introduced the name, "component", instead of the 
older name "factor", first introduced by the psychologist Spearman (1904). Since then a 
confusion remains between: factor analysis, where the solution depends on the theory of 
the expected factors; and PCA, where the solution is unique except for the signs of the 
coordinates of the eigenvector. For instance, if u is an eigenvector with length one, -u is 
also an eigenvector with length one corresponding to the same eigenvalue, because 
A (-u) = - Αιι = -λιι = λ (-u). Spearman introduced the idea of the underlying factor or 
factors by supposing that there was a common factor, "intelligence", which is due in part 
to the abilities of men, like verbal and mathematical ability. For the difference between 
PCA and factor analysis, see Kendall (1975). The interested mathematican can also read 
Lawley and Maxwell (1971) for more information. 
Now the principal component is the same as the eigenvector. What is the meaning of 
the eigenvalue in this context? 
As we previously saw, this is the sum of squared projections, which can be seen as 
the sum of squares "explained" by the model. The total sum of squares is in PCA the sum 
of squares of distances from the origin. This is the same as the sum of the eigenvalues. 
As before, the total sum of squares can be decomposed into the explained sum of squares 
and the residual sum of squares. Dividing by the number of given points η gives the total 
variance which can be decomposed into the explained variance, and the residual variance. 
In the example, the total sum of squares is 55 + 114 = 169; the explained sum of squares 
is lambda sub 1 = 161.4. So the residual sum of squares is 7.6. Now the proportion of 
explained sum of squares is 161.4/169 = 0.955 or 95.5 . So the percentage of explained 
variance is also 95.5 . 
Now Pearson and Hotelling shift the origin to the mean center and standardize the 
variables by dividing through the standard deviation. So the matrix A = X'X was a matrix 
of inner products of the column vectors of X, also-called the cross products matrix. 
After shifting the origin to the mean center we get a covariance matrix. After 
standardizing we get a correlation matrix. So we can distinguish between unshifted 
PCA, shifted but unstandardized PCA and standardized PCA. See the next two figures 
depicting the final alternatives. The last alternative is not often used unless the origin has 
some special meaning, as in the earlier example of the pedestrians. There, the time 
needed to walk a distance of zero should be zero. The difference in the last example is 
due to measurement errors. 
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first regression line (y on χ) 
— — first PCA axis 
second regression line (x on y) 
Figure 5 Example of shifted unstandardized PCA compared with regression alternatives 
first regression line (y on x) 
— first PCA axis 
second regression line (x on y) 
Figure б Example of standardized PCA compared with regression alternatives 
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Calculations : 
Shifted unstandardized PCA: covariance matrix 
/. to 11 
11 34 
/0.3634 
Largest eigenvalue 38.279; corresponding eigenvector Ι π gaol 
38.279 
Percentage of explained variance = • 
>
0.932, 
= 87 . (Total sum of 
10+34 
squares = sum of squares of distances to the origin in this 
case = lx2 + Σγ2 = 10+34 = 44; explained sum of squares = 38.279; 
residual sum of squares 44 38.279 = 5.721) 
Standardized PCA: correlation matrix 
f 1 0.59656 
0.59656 1 
Largest eigenvalue 1.5966; corresponding eigenvector 
І 2 
V' / 
Percentage of explained variance = 1.5966/2 
y 2 у 2 
squares = h — — = П+П = 5+5 = 10; explained sum of squares 
σ
2
 σ
2 
* У 
residual sum of squares = 2.02. 
79.8. Total sum of 
7.98; 
The percentage of explained variance is not useful in the comparison of the three 
alternatives of PCA, but we can compare PCA with the regression lines of у on x, resp. χ 
on y, which we found above. The residual sum of squares of the deviations from the 
unstandardized regression line was 21.90 and 6.44, resp., which is 64.4% of the total sum 
of squares: 34 and 10, resp. For the standardized regression line the total sum of squares 
is Σχ2 = Σγ2 = 5. So the residual sum of squares is (l-r2)5 = 3.22. The percentage of 
explained variance is given by r2 in all these cases, which is 64.4%. 
So PCA gives the best fitting line in this example, which is generally true. See 
Pearson(1901) for a proof. It is also possible to compare the angles which the lines make 
with the horizontal x-axis. If they are defined by θ,, θ2 and θ for regression of у on x, of χ 
on у and PCA, resp., then: 
2іап 
іаіі2 =
 n
 ifQ*0ß*— and σ *o . 
1 - і а п ,іап „ ' 2 2 · У 
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If σ, = σ, then tan9|tan62 = (ап = 1. (the derivation can easily be given from 
the formulas of Pearson,1901,p.566), where: 
σ ι σ 2ro σ 
tanG, = Г—i-, =г—-,tan2Q= ?-Z-, from which follows: 
σ, tane2 cy ol-tf 
Σχγ Σγ
2
 2Ixy 
tan9. = , tanG, = andtan29 = . 
m our example Іап . = — = 1.1, so θ, = 47043'35"; Іап , = — ,ІО , = 7204'19" 1
 10 ' г 11 2 
and іап2 = — = - — , JO θ = 68044'41". 
1-1.1XÜ 1 2 11 
The PCA l ine i s biased to the nearest ax i s . 
In English geographic literature on multivariate analysis, Johnston (1973,1978) also 
compares the three alternatives of PCA and we return to this point in Chapter 7 on 
multivariate analysis. 
Concluding this section we saw two models of regression: regression of у on χ and 
regression of χ on y. Neglected within bivariate linear regression is principal component 
analysis (PCA), where we saw three alternatives: before and after shifting the origin to 
the mean center and standardized PCA after the previous mentioned shifting and division 
of the variables by the standard deviation. 
The choice of model should depend on the assumptions of linearity and the other ones 
mentioned and more known facts about the variables. Of course the goal of research is 
also important. We return to this discussion in the next chapter on criteria of choice. 
4.5 BIVARIA ТЕ NONLINEAR ANAL YSIS 
If one returns to the basic questions in bivariate analysis (see p.70-74) and concludes 
a deviation from independence of the two variables, one can ask why the relation 
between the variables should be a linear one. If there is a theoretical reason, as we noted 
in the example of distance and time on p.75-81, the choice is justified. 
In geographic research we have no a priori theory in most cases. So we have to 
determine if a linear relationship is satisfactory or not. If not, we have to choose within 
the infinite space of nonlinear functions. We will first distinguish between polynomial 
functions and other nonlinear functions. 
Within the class of polynomial functions we have to choose the degree of a 
polynomial: Given η points (^.У^Даіал, we can find a polynomial of degree m, 1атаи-1, 
which fits the data by minimizing the residual sum of squares in the direction of the 
82 
y-axis. (See previous section: regression of y on x). So we find the parameters ai of: 
y = a- + a,x+ +a χ . 
The number of parameters is m+1. If this is equal to η which is the number of given 
points, we have a perfect fit: All given points lie on the polynomial. 
Now if there is no deterministic relation between X and Y, one does not choose the 
highest degree of polynomial where all the points lie on the curve. The choice of degree 
can be based upon analysis of the increase of "explained variance" if the degree of the 
polynomial is raised by one (see also next chapter). 
Sometimes it is argued that the class of polynomials is sufficient if we assume a 
continuous and smooth (so all the derivatives exist) function as our model. However, 
apart from a theoretical reason, there is another reason to prefer other types of nonlinear 
functions: the principle of parsimony. See also next chapter on criteria of choice. In 
case of doubt, one should prefer the most simple model. The number of parameters can 
be important in this connection. If we apply the principle of parsimony to the family of 
polynomials, we choose the linear model as the most simple one. This has been used 
widely, e.g. in econometrics. It is often useful as a first step. 
So there has been some effort in the past to classify nonlinear functions, especially 
within biology and geography (Bateman, 1947; Goux, 1962 and Taylor 1971,a and b, 
1975). We will give an overview of nonperiodic[5] models with two parameters from the 
viewpoint of logarithmic transformation of one of the variables or both. The argument for 
this choice of transformation as a basic one can be found in the previous chapter. 
Confirmation can be given experimentally in geographic research: In a number of cases 
we find an approximately linear relationship after logarithmic transformation of the 
variables and also a nearly normal distribution of the transformed variables. We return to 
this point in Chapter 7. 
Now the overview: 
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1. One variable transformed: In y = a + bx" 
a. m = 1 : exponential function: In y = a + bx or y:= cu1" 
(use one sided logarithmic paper). 
b. m = 2: normal function: In y - a + /?дг2 or y:= aeb" 
(use probability paper). 
2. Both variables transformed: In у = a + b(ln x)m 
a. m = 1 : Pareto function: In y = a + b\ax or y:= axh 
(use double sided log. paper). 
b. m = 2: lognormal function: In y = a + b(lnx)2 
(use logarithmic probability paper). 
In every case a useful specially formatted paper is available, which performs the 
transformation to linearity. We can use one of the bivariate linear models mentioned in 
the previous section directly. It is not necessary to calculate logarithmics of all the data 
points for one or both variables, if our goal is to see if the given points can be 
approximated by a straight line after a suitable transformation. 
Now we conclude with one model with three parameters, which is an extension of the 
exponential model and can be compared with the distribution function of the normal 
model lb): This is the logistic or diffusion function, which we already met in Chapter 2: 
k-y к In—— = a + bx with its explicit form y:= . 
У l+e"*** 
The diffusion function has been applied for the diffusion of innovations by the 
geographer Hägerstrand (1953,1967). The name: "logistic" is related to the logit model, 
as the normal function is related to the probit model (See next section). 
The normal probability density function y:= ae1" сал be compared with the derivative 
of the logistic function. This derivative is 
e+fet 
у = -Ьк
 e 
( l + e a + i " ) 2 
Let us take α = and b = — , then one has the standard normal function. Let us take a 
•flK 2 
= 0, к = -1 and b = D for the logistic function. Then the distribution function is 
84 
1+e' 
and the probability density function 
Dx 
y.= D-Z . 
(l+e ) 
One can ask: for which D is the maximum deviation between the values of the two 
density functions as small as possible? Molenaar (1973) found: D = 1.603 with maximum 
deviation 0.0184 for x = ±0.961. Comparing the distribution functions he found: D = 1.702 
with maximum deviation 0.0095 for χ = ±0.571 and* = ±2.045 (see our Figure 7). 
It is clear that the logistic function is very close to the normal distribution function. 
So there are circumstances where the logistic function is preferred e.g. on the basis of the 
principle of parsimony. For the normal distribution function either tables are required, or 
the normal density function must be integrated if one uses a well equiped computer. 
Figure 7 (1) Difference of the derivative of the logistic function and the normal density 
function 
(2) Difference of the logistic function and the normal distribution function 
One can once more raise the question: how can the geographer recognize these 
functions? Let us look at two standard books on the integration of mathematics and 
geography: Abler, Adams & Gould (1972, p.144) and Haggett (1972, 1975, p.153). 
In the first book the logistic curve has been applied to the diffusion of radio and 
television in the United States: 
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и 
р=—-
where ρ = proportion of people accepting the new innovation, 
Τ = time since start of diffusion and U = the upper limit of saturation. The solution given 
is: 
" • ( ^ ) — " • • 
If we replace a - bT by a + bT, the given function is consistent with the given solution. 
Then we recognize the logistic function given above when we replace Ρ by y, Τ by χ and 
Ubyk. 
In the second book the logistic curve has been applied to population growth. This has 
been derived from the exponential growth model: 
—- = rN. dt 
This says that the change in population is proportional to the number of individuals in the 
population N. Then the saturation level К has been introduced. This should give the 
differential equation of the logistic growth model: 
dN _
rN k-N 
dt r к 
k-N Unfortunately has not been multiplied by rN, but subtracted from rN and the 
solution of the equation has not been given. 
The solution of the differential equation of the exponential growth model is given by 
N{t)=N(4i)e". 
A solution of the differential equation of the logistic growth model is given by: 
І (0:= — — ifOuN{t)<k, 
see also p.34-38. This can easily be verified by differentiating in both cases. In the last 
case we have: 
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ΛΤ(ί) = rk e 
(ΐ^-") 2 
Ν
2
 ...i 
ь
 1+í -1 гк 
', Ν\ .»k-N 
гк 
Ые-
Г
І 
and we recognize again the logistic function given above if we replace r 
by b, t by χ and N by y, stating a = 0. If t - 0, N(t) - k/2 and 
N"(t) = Q, we have an inflexion point of the logistic curve, where growth 
is maximal and the amount of population N is at the half of the 
saturation level k. 
The logit models mentioned at the end of next section aie built upon this logistic 
equation. 
4.6 MULTIVARIATE ANALYSIS 
The analysis of at least three variables is called multivariate analysis. The choice of 
multivariate models will be dealt with in Chapter 7 with emphasis on a search for 
alternatives and in chapter 8 where an attempt at classification of these models will be 
given. The search for alternatives in Chapter 7 is necessary because the classical models 
are not always very useful to the geographer and are often misunderstood. Moreover the 
previous steps of this chapter are often omitted, and therefore, it is difficult to trace the 
reason of the failure back to its cause in most instances. 
Why should all of the previous steps of this chapter be undertaken? Why cannot we 
start with multivariate analysis: all previous analysis being special cases of it? Actually 
this is research practice: one should start with as much variables as possible, because then 
it is possible to find the hidden cause behind spurious correlations between variables. 
Only in later stages of analysis, can one drop the variables which are not important to the 
goal of research. This is a reasonable choice. 
Thus one starts with using a computer package like SPSS (SPSS = statistical package 
for the social sciences), looking at the hidden factors behind the variables used in a factor 
analysis. Why this is wrong has been explained by numerous authors, from which we 
mention the Dutch statisticians Driel (1978) and Elffers et al. (1978). It is better to refer 
to the SPSS manual, edited by Nie et al. (1975). In Chapter 24 on factor analysis, five 
forms of factorial analysis (which is a term we use to include factor analysis and 
principal component analysis or PCA for short, see p.75-81) are given. The first form is 
called: principal factoring without iteration (PAI). The footnote belonging to this title 
however is very confusing. This refers to the three forms of PCA introduced above. 
These are called factoring: principal components, principal axes and principal factors, 
which correspond with unshifted PCA, unstandardized PCA and standardized PCA, resp. 
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The rest of the footnote is in contradiction to the definition of these three terms. We 
return to this confusion in the chapter on linear multivariate analysis (Ch.8). 
In conclusion, the geographical researcher often does not know exactly which model 
he is using. Another point is equally important: he does not know whether the variables 
are suitable to enter the model. Thus he should not be surprised to encounter the, "Gigo", 
principle: garbage in, garbage out. 
So what step is omitted? 
The user should consider the separate variables more carefully, but in most instances 
he does not give the values of the variables and there are exceptions where a frequency 
histogram of some of the variables are given. See, for example, the Dutch geographer v.d. 
Knaap (1978), who wrote one of the few Dutch quantitative geographical publications in 
English. Unfortunately v.d. Knaap does not give values of the variables, e.g. the number 
of incoming arcs in a node of a Dutch transport network. This omission is a research 
practice which should be changed. In the field of Dutch quantitative geographic 
publications, there is one exception to this practice; Dietvorst (1979), a researcher who 
listed the values of all used variables. We return to this case in Chapters 7 and 8. 
In international geographic research we mention two exceptions: Ginsburg (1961) 
with a critical evaluation by Giese (1978), and Johnston (1973,1978). The last one has 
already been cited on p.75-81. In the atlas of Ginsburg, the values and definition of the 
variables are given clearly. So a critical examination is possible. 
Two of the variables introduced by Ginsburg are: 
• X = density of population = number of individuals per square kilometer. We 
abbreviate this by: #p/km2 
• Y = density of railway = length of railway network in the country in km per square 
kilometer. 
If we compare the countries on the basis of these variables in a cluster analysis, the 
measure of similarity will depend on the chosen unit of research, which is different for X 
and Y. How do we get rid of this? There are a number of ways: 
1. Use standardized PCA: by dividing by the standard deviation one gets standard 
scores with a dimensionless unit. 
2. Divide Y by some measure like the diameter used by Kansky (1963) which is the 
length of the farthest points in the network connected by the shortest possible 
route. In this case we compare #p with a dimensionless index called π index by 
Kansky. 
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In both cases there is not a real common unit of research. So the best way to deal with 
this problem is to measure the use of the railway network in passenger kilometers divided 
by the diameter and compare this with p. Now the individual is the unit of research. 
Unfortunately one cannot find those figures in the statistics of most of the countries. So 
you have to start an expensive research to get an estimation of it. 
Now Giese (1978) already gives a critique on the analysis of Berry in the atlas of 
Ginsburg (1961), saying that the assumptions for using a linear model like PCA are not 
fulfilled. The way out mentioned by Giese is not a reasonable choice. Johnston 
(1973,1978) struggles with the same problem. 
One of the effects of omitting previous steps mentioned in this and earlier chapters 
was already encountered on p.73-75. High skewness or curtosis of the variables could 
change the correlation coefficients r in an unknown direction. On these coefficients, 
linear multivariate analysis, like PCA (principal component analysis) is based. So one 
should not be surprised to encounter difficulties in interpreting the results. 
We mention three ways to solve the problem: 
1. use categorical or low level multivariate analysis instead of linear multivariate 
analysis 
2. use a suitable nonlinear transformation on the variables before performing linear 
multivariate analysis. 
3. use nonlinear instead of linear multivariate analysis. 
• The first way has already been clarified in comparing Pearsons and Spearmans 
correlation coefficient (see p.70-74 above). This can be extended to "low-level 
regression" built upon logit or probit models. The first one is based upon the logistic 
equation, the second on the normal probability density function (see previous 
section). Also loglinear models can be mentioned in this context as a way to extend 
the low-level contingency analysis mentioned on p.70-73 to several variables. So, 
"interaction", as another name for contingency or deviation from independence, can 
be measured between several variables under control of other variables. For a good 
overview of this field the reader is referred to Wrigley (1985). An application of 
logit models in geography can also be found in Clark, Deurloo & Dieleman (1984). 
• The second technique is recommended if one has large deviations from normality. 
This presents problems in applying classical linear multivariate analysis which is 
based on the use of Pearson's correlation coefficient. This has already been 
demonstrated on p.70-74 for the logarithmic transformation. Other transformations 
taking e.g. squares or square roots are also allowed. It becomes rather cumbersome 
however, for the interpretation, if we need several types of transformation within 
one multivariate analysis (see Chapter 7 also). 
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• As we saw in the previous section a nonlinear model is more general than a linear 
one. So in the class of nonlinear models we might find a solution if we do not find a 
linear model model which fits the data in a satisfactory manner. This will be 
extended in Chapter 7. In three dimensions it is not always useful to think of a plane 
fitting the data. It might also be a curved surface. 
It is especially within the last category of nonlinear multivariate analysis from which 
alternatives are searched for in Chapters 7 and 8. There we will see how useful these are 
in geographic research. 
4.7 CONCLUSION 
The goal of this chapter was to give an overview of models from which the researcher 
could choose. The emphasis has been laid on the assumptions that should be fulfilled, the 
importance of which has already been mentioned in the conclusion of the previous 
chapter. 
In geo analysis the choice between centralized and noncentral ized models has been 
emphasized. In p.68-70 a suggestion was made to measure spatial autocorrelation in a 
simpler way. 
In p.70-74 the effect of nonnormality on Pearson's correlation coefficient was studied, 
extending the observations made in p.45-46 on aggregating contiguous units. In the next 
section principal component analysis (PCA) was compared to linear regression models, 
from which two types of models were dealt with separately. The comparison on p.82-86 
between the logistic and normal distribution function is a preliminary step for Chapter 6 
where the Pareto and lognormal model, which are also close to each other, will be 
applied. 
In the previous section on multivariate analysis the danger of misinterpretation was 
repeated in connection with "assumptions". Careful examination of these has often been 
omitted resulting in disappointment. We will return to this point in Chapters 7 and 8. 
In the next chapter, criteria of model choice will be examined. In Chapter 6 important 
geographical applications of univariate and bivariate analysis will be dealt with and 
compared on the basis of criteria mentioned in the next chapter. 
90 
Notes: 
[1] this is the point with coordinates: the means of the χ and y coordinates of the given 
χ y 
points (Σ— or Σ— where N is the number of points). 
[2] See e.g. Si]Jk(1979,p.l21) for means and variances of the counts BB.WW and BW 
mentioned in this subsection. In pp. 122-129 of the same reference, these counts are 
used for a spatial autocorrelation test. This reference is based on the other mentioned 
references. The test has been developed by Cliff and Ord. 
[3] 
—ΣΧ^ is the ¿fc"1 moment (for к = 1 the mean of X = X ) 
N 
—Σ{Χ
ι
 - X)k is the k* moment about the mean (for к = 2 the standard deviation 
ofX = o,). 
ι ΣΧ —X* 
• '• is the k'" standardized moment about the mean (for к = 3 the 
Ν σ, 
skewness of X; the curtosis of X is the 4'* standardized moment about the mean 
minus three; if X is distributed normally, then the skewness and curtosis of X 
are zero). 
So one can say: 
(X-XKY-T) 
r = Z-
σσ 
* у 
is the first standardized product moment about the mean. 
[4] u' is the transpose of u, so if u is a column vector, u' is a row vector. 
[5] Periodic models are not mentioned here because until now, periodic theories have 
not received much usage in social geography. 
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Chapter 5 
CRITERIA OF MODEL CHOICE 
5.1 IHTRODUCTION 
The actual choice of a model depends on a number of decisions which have to be 
initially made. They include: 
• Which theory should be used (Chapter 2)? For example, a deterministic or stochastic 
theory may be chosen. 
• What are the aims of the research (exploratory.explanatory or otherwise (see 
p.41-44)? 
• What is the ultimate goal of research (see p.41-44)? 
Referring to the goal, we repeat the example in the previous chapter: The modal income 
is a measure which is suitable for the trade-unions as a political one, whereas that mean 
income is an important measure for the person or institute that has to pay salaries. The 
median income might be more amenable for both groups. 
Another example is the choice of time series model or the choice of variables in a 
multivariate analysis. A simplification of this is the choice of degree in a polynomial to 
fit a model to the data (see p.82-86). In the literature on time series analysis this is 
known as the identification problem. See Bennett (1979) and Harvey (1981a & b). 
Thus far we spoke in a context of exploratory data analysis. In explanatory research 
we have to choose a suitable hypothesis and a test of it or to choose an estimator from 
sample data in order to measure a parameter in the research population (or universe of 
discourse). We also want to know the accuracy of the measurement in this case. We will 
start with the last problem and its significance for the geographical researcher before 
returning to exploratory data analysis. 
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5.2 INFERENTIAL STATISTICS WITHIN EXPLANATORY RESEARCH 
To make inferences from sample data the research goal might be: 
• hypothesis testing 
• estimation of a population parameter 
• estimation of the accuracy of this measurement 
Furthermore this goal is possibly an intermediate or the closing stage of the research. In 
the first case a decision might be made to gather new data or to make a new model 
choice. 
Do all these activities make sense? Of course inferential statistics has been applied 
succesfully in operations research and in quality control. There, a "go", or "no-go" 
decision has to be made and we can measure the risk of a false decision. But is Science in 
a position to measure the risk of rejecting a true hypothesis or accepting a false one? The 
answer is usually negative and the researcher accepts the usual 5% level of risk of the 
first kind, without knowing the risk of the second. 
Moreover: why is an hypothesis true or false? Why do we not accept a third 
possibility? Can we accept a probability for a hypothesis to be true or false? 
The last suggestion is possible in the statistics based on the Reverend Thomas Bayes 
in 1763. Fisher tried in 1930 to replace this concept by "fiducial probability". 
Unfortunately he did not really understand what he was doing which he confessed to L.J. 
Savage shortly before his death in 1962: 
"[ don't understand yet what fiducial probability does We shall have to live with it for a long time 
before we know what и is doing for us But it should not be ignored just because we don't yet have a 
clear interpretation" 
See Wilkinson (1977, p.145) also cited by Luissen (1984). The discussion between 
fiducial statistics and the famous Neyman-Pearson statistics is going on (J.Neyman and 
E.S.Pearson, not be confused with his father K.Pearson mentioned earlier. For an 
overview of their work see Neyman, 1967 and Neyman & Pearson, 1967). In the last case 
a hypothesis is true or false and nothing is known a priori about a parameter which has to 
be estimated. Dawid & Stone (1982) try to give a functional-model basis of fiducial 
inference. The first discussant on their article, Barnard, refers to the evolution of Fisher's 
thinking between the second and third edition of his book, "Statistical methods and 
scientific inference" and to his last letter on the subject. He continues: 
"Tliese show tliat Fisher's views were continuing to evolve, and it is another tragedy of Fisher's life 
that it was cut short at the beginning of a decade and a half in which major insights into 
foundational issues were gained as a result of Birnbaum, Buckler, Robinson and many others." 
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Most of the previous remarks apply to hypothesis testing, but also in the field of point 
and interval estimation, new insights have been gained. Instead of the Neyman - Pearson 
confidence intervals, we can have fiducial intervals or intervals based on other ways of 
inferencing from samples, e.g. jackknife techniques in which we remove a subset from 
the sample and bootstrap methods in which we draw a new sample with replacement out 
of the original sample, see Miller (1974), Efron (1979) and Beran (1984). An application 
of the jackknife technique can be found in Mosteller & Tukey(1977). 
For an overview of the criteria of choice within estimation see Kendall & Stuart 
(1979), Vol 2, Chapter 17, where the criteria of consistency, bias, efficiency and 
sufficiency for the choice of an estimation have been discussed. An elementary 
introduction of the first three criteria can be found in Wonnacott & Wonnacot (1970, 
1979). This leads to the Gauss - Markov theorem on page 27, "Within the class of linear 
unbiased estimators of β the least squares estimator β has minimum variance (is most 
efficient). Similarly, ά is the minimum variance estimator of a". Here a and β are 
parameters of the regression line given by: 
y = a + ßX. 
This gives a justification of the choice of the least squares estimators in linear regression. 
These are often referred to as BLUE estimators in economics literature. (BLUE = best 
linear unbiased estimator). Recalling our discussion in the last chapter, we see that the 
criteria used here are in no way sufficient to justify this choice (see p.75-81). 
In the next section we will see the implications of this statistical discussion for 
geography. 
5.3 STATISTICAL INFERENCE IN GEOGRAPHY 
Following economists, psychologists and sociologists, American and British 
geographers accepted inferential statistics in the 1960's. This is part of the so-called 
quantitative revolution in geography, see e.g. Taylor(1976) or p.7-8. The term is 
misleading because inferential statistics is not the same as quantitative analysis. 
One of the earliest books on this subject is from S.Gregory (1963). His application of 
the Neyman-Pearson view of statistics however is incorrect. On p. 140 in the context of 
variance analysis and on p. 157 applying univariate χ2 to 4 categories of transport, he 
speaks of the, "probability that the null hypothesis is correct." As we said in the previous 
section it is not possible within Neyman-Pearson theory to speak of such a probability. 
On p. 180 he finds a Pearson correlation coefficient r = 0.87 and concludes from a t-test, 
"The percentage probability that this coefficient could have occurred by chance is only 
0.1%." If we replace "by chance" with "if the null hypothesis that states г = 0, is true", 
then we also have to add behind "coefficient", "or a value more different from zero 
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including negative values of r." So the correct conclusion is: The percentage probability 
that one finds a coefficient between 0.87 and 1 or between -0.87 and -1, if the null 
hypothesis is true, is less than 0.1%. 
After the emergence of statistical inference in geography there is much emphasis on 
this kind of quantitative geography and a reaction followed in the 1970's. Gould (1970) 
speaks about "statistics inferens as the geographical name for a wild goose". In the third 
edition (1973) of the book of S.Gregory, mentioned above, the errors have been corrected 
(see p. 159, 172 and 197). In the last example, the null hypothesis of no correlation 
between the variables have been mentioned now and the author does not speak anymore 
about "occurence by chance" of some value of r. 
Now we would be happy if everybody had noticed these corrections, but we find the 
same errors back in Hammond & McCullagh (1974, e.g. see p.136), in Ebdon (1977, p.16 
and 73) and modified in Norcliffe (1977, p.2, 3 and 98), who speaks about "the 
probability that two or more samples are drawn from different populations". In 
McCullagh (1974), the errors are worse (see p.2, 39, 50 and 80). On p.80 we read, "The 
alternative hypothesis # , is that the highest rate of unemployment exists in areas of low 
personal income". This hypothesis is at least incomplete. A correct formulation could be, 
"There is a negative correlation between personal income and unemployment in the 
regions in Great Britain in 1969". On page 39 there is also a confusion between the one 
and two sided hypotheses. The worst errors are on pp 49-54 in an application of the 
bivariate chi sup 2 . In this case not only the formulations of the hypotheses are wrong, 
but the application of the test is impossible because there are not enough data: only the 
number of abandoned fields are given, not the number of unabandoned fields. So we can 
find either a significant correlation or no correlation if we fill in the omitted data: 
e.g.imagine that the number of unabandoned fields in each category is 200, resp. the 
fourfold of the number of abandoned fields. 
We close with a recent example in Dutch geographic literature: Korteweg & Van 
Weesep (1983). We read on p.281: "de kans dat deze juist is", which translates in English 
to, "the chance that this is correct". Because the author speaks about the null hypothesis, 
this is comparable to the first error in Gregory (1963) mentioned above. In Korteweg & 
Van Weesep (1983, p.281) we also find: "de kans dat de gevonden waarde van de 
associatiemaat optreedt", translated to English, "The chance that the observed value of 
the association measure appears". This can be compared with the second error in Gregory 
(1963). In probability theory the chance that some value of г appears is theoretically 
zero. It makes sense only to speak about the probability that г belongs to some range of 
values. 
So we see that statistical inference has caused confusion in geography. We can 
improve this by applying statistical inference more correctly. This has been done by the 
British geographer Silk (1979). One can also ask whether the Neyman-Pearson theory is 
suitable to resolve some geographical research problems: 
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• Does it always make sense to look for a null hypothesis and try to reject it? 
• Can we always estimate the risk of the first kind; that we reject a null hypothesis 
while this is true? 
• Can we measure and account for the risk of the second kind; that we reject the 
alternative hypothesis, while this is true (This is related to the concept of power of 
the test, see Sartorra & Saris, 1985)? 
• If we try to test for a significant difference, can we indicate then what amount of 
difference is ignorable (It can always be shown statistically that there is a difference 
between means of populations if we take samples that are large enough to be able to 
reject the null hypothesis of no difference)? 
• Are we always in the position that we have no a priori information before we 
perform our test? 
A lot of research remains to be done before these questions can be answered. See also 
Wrigley & Bennett, 1981, Chapter 1, where the geometric part of quantitative revolution 
in the English literature on geography is also emphasized, with W.Bunge and P.Haggett 
as two of the many contributors, mentioned there. 
5.4 EXPLORA TORY DA TA ANAL YSIS 
Starting with the data, the goal of exploratory data analysis is to find a representation 
of the data that gives the searcher insight into the ways he can continue his work. The 
exploratory data analyst is not satisfied by finding a model which fits the data; he will 
also try to describe the individual deviation from the model by the data. The model has to 
be rejected if it does not throw more light on properties of the variables behind the data 
than the original representation of the data does. This representation might be a data 
matrix where the columns represent the variables and the rows, the individuals or regions 
(see p.51-53). 
In contrast to inferential statistics, one does not start with a model. One might rather 
start with a technique such as categorizing and computing the frequency distribution of 
the variables. Of course after this step it can be possible to choose the normal distribution 
as a model to compare with the empirical distribution. 
If we must choose from a class of models like the exponential family or a spatial 
family in geo-analysis (see p.65-67) or a family of non-linear functions in bivariate 
analysis (see p.82-86), one needs an optimality criterion. As an example we can think of 
the choice of degree of polynomial within bivariate analysis. 
97 
If we use variance analysis to compare the polynomials of degree m with 1 le m le 
n-1, where η is the number of data points, we encounter the problem of multiple 
hypothesis testing on the same data, which is not allowed within Neyman-Pearson 
statistics Unfortunately this is often research practice in our computer age where it is 
easy to let the computer perform numerous tests on the same data 
In the context of variance analysis this problem has been dealt with by a number of 
mathematicians, e g Roy (1958), Τ W Anderson (1962) and Das Gupta (1970) More 
recently entena have been developed by Akaike (1973) and Schwarz (1978) These have 
been commented on by Stone (1979) Smith & Spiegelhalter (1980,1981) give a 
generalisation of these entena and Woodroofe (1982) gives an extension to the arcsine 
law of Feller (1966, Chapter 12) The entena are based on maximizing entropy and 
Bayesian statistics and can be applied to nested models for linear, multivariate normal 
variables Thus it can be used in time senes analysis to choose within a class of 
autoregressive moving average (ARMA) models 
The question remains the same as we asked at the end of the previous section, are 
these entena of much use for the researcher17 Within multivanate analysis we can wonder 
if the assumption of linearity and a multivariate normal distribution of the variables is 
realistic m practice9 See also Giese (1978), to whom we referred on ρ 90 
Perhaps we must to look at other ideas outside mathematical statistics, e g Tukey 
(1962,1977), who invented the name data analysis Comparing this with mathematical 
statistics, he said 
The most important maxim for data analysis to heed, and one which many statisticians seem to have 
shunned, is this "Far better an approximate answer to the right question, which is often vague, 
than an exact answer to the wrong question, which can always be made precise ' Data analysts 
must progress by approximate answers, at best, since its knowledge of what the problem really is, 
will at best be approximate (Tukey, 1962, ρ 13&14) 
In France, Benzeen (1973) gives in part 2 on page 4, a much sharper critique m his first 
principle of "analyse des données". 
"Statistique n'est pas probabilité Sous le nom de statistique mathématique, des auteurs (qui, je vous 
le dis en français, n' écrivent guère dans notre langue ) ont édifie une pompeuse discipline, nche 
en hypothèses qui ne sont jamais satisfaites dans la pratique Ce n'est pas de ces auteurs qu'il faut 
attendre la solution de nos problèmes typologiques" 
[1] 
In this new tradition of data analysis there are also Dutch contnbutions from which 
we mention the next English wntten publications from the field of mathematical 
psychology. "Gift" (1981) and de Leeuw (1984) As principles for model selection, are 
mentioned, gauging and stability Gauging (a techmque) can be done by constructing a 
model "with known properties, apply the technique to the model, and see if and how the 
technique represents or recovers the known properties". Mentioned examples of gauges 
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are: probabilistic, statistical, montecarlo, algebraic and empirical gauges. As examples of 
stability mentioned are: replication stability, statistical stability, stability under data 
selection (e.g. jackknife and bootstrap, see also p.94), stability under model selection, 
numerical stability, analytical stability, algebraic stability and stability under selection of 
a technique ("Gifi", 1981, p.31-36). 
To take a step in the direction of the growth of knowledge in the social sciences and 
geography, we need the whole field of mathematics, not only of mathematical statistics. 
In Chapter 2 we argued that system theory has contributed to the solution of the problem 
of choice by developing unifying concepts or principles, e.g. feedback, allometry and 
diffusion. It is also wise to remember a principle mentioned in the previous chapter, the 
principle of parsimony: start with the most simple model having the least number of 
parameters (see p.82-86). 
In this chapter several criteria of model choice have been reviewed which are useful 
in a context of explanatory or exploratory research. Both will be used in a comparison of 
models for population distribution in the next chapter. 
In Chapter 7 we will see that criteria from exploratory research are very important to 
make advancement in geographic research which is important before theory building is 
possible. 
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Note: 
[1] Translated to English: Statistics is not the same as probability. Under the name 
'mathematical statistics', several writers (who, I tell you this in French, seldom write 
in our language...) have built a pompous discipline, which is rich in hypotheses but 
are never satisfied in practice. We cannot expect a solution of our typological 
problems from these authors. 
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Chapter 6 
A CASE OF CHOICE 
6.1 INTRODUCTION 
Before we discuss multivariate analysis, important applications of univariate and 
bivariate analysis to geography will be examined in this chapter. As we already saw in 
Chapter 4, the two dimensions of geo analysis can be reduced to one in most instances. 
Thus one retains one geographical dimension. This is often the distance between two 
phenomena on the earth's surface, being the independent variable. The dependent variable 
then is e.g. the interaction (telephone or other messages), or possibly, migration. 
An important application of univariate analysis is the analysis of the distribution of 
the population over a number of human settlements. 
One can ask: Which kind of mathematical model has been chosen? Is the model 
efficient? and, Is it possible to find a theoretical justification to support the model. To 
answer these questions a comparison with other applications employing the same model 
might be helpful (see also the unifying concept mentioned in Chapter 2). An historical 
exploration will be made to see which model has been chosen and in which context. Will 
the preference for a model change over time and how does it depend on the context? Two 
popular models for the population distribution will be compared to see which has been 
and which should be preferred. This will also be done in the context of a migration study. 
6.2 HISTORICAL EXPLORATION: THE PARETO DISTRIBUTION 
Torsten Hägerstrand's "Innovation Diffusion as a spatial process" was published in 
Swedish in 1953 and translated to English in 1967. So there has been a large time gap 
before the adoptation in English literature of an important innovation in geography. In 
part of this study, Hägerstrand is concerned with migration as a function of distance. He 
next finds the relationship between the two variables, distance in km (x) and number of 
migratory units or migrating households per km1 (y) for the Asby area: 
y = ax with α = 6.26 and β = 1.6 
The data are given in Table 1, a graph showing the regression line of y on χ (on 
double logarithmic paper) is given in Figure 1. 
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Figure 1 Pareto model Table 1 Local migration of the Asby area 
Source: Hägerstrand (1953,1967,ρ.186-188) 
To define the migration distance x, Hägerstrand circumscribed circles with radius 
1,2,3, km. The centre is the location of the migrant. Between subsequent circles he 
defined χ as the mean of the radii of these circles. Within the innermost circle he defined 
χ as 0.35 times the radius of this circle[l]. Hägerstrand called the method he used: "the 
least squares method". By applying PCA and regression of y on χ introduced in Chapter 
4 we get: α = 8.3, resp. 6.26 and ß = 1.75, resp. 1.58. The model variance or "explained 
variance" is 87.4%, resp 97.5%, see Chapter 4 for definition and examples of 
calculations. Hägerstrand used regression of y on χ and the reason is probably a case of 
statistical tradition. PCA comes from psychology and this cannot be found in the 
elementary statistical textbooks used in geography. Moreover PCA and regression are 
totally separate subjects in the context of multivariate analysis: Where regression has 
been dealt with, in most cases PCA cannot be found. The same is true if we interchange 
PCA and regression. See also below and Chapter 2 for historical reasons. 
Hägerstrand preferred the above given function because of its easy use (See the 
principle of parsimony, mentioned in Chapter 5) and comparibility with earlier studies. 
The function can be called the power function because the independent variable has 
been raised to a certain power. Multiplying the result by a constant yields the dependent 
variable. Often the function has been called the "Pareto function", in memory of Vilfredo 
Pareto, who lived from 1848 to 1923. He became famous as a founder of political 
economy. In the second part of his "Cours d'économie politique" (Pareto, 1896, 1897) 
one finds his famous study on the income distribution in a number of European countries. 
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He uses personal income as the independent variable x. The variable y is the number 
of persons with an income higher than x. Pareto uses a vertical axis for x. Thus he speaks 
of the social pyramid with a rich top and a poor base. See Figure 2. 
On parle souvent de la pyruinide 
sociale, dont les pauvres forment la 
base, les riches le sommet. A vrai 
dire, ce n'est pas d'une pvramide qu'il 
s'agit, mais bien, plutôt, d'un corps 
ayant la forme de la pointe d'une floche 
ou, si l'on préfère, de la pointe d une toupie. 
Figure 2 The social pyramid Source: Pareto (1896,1897,p.313) 
After a logarithmic transformation of the variables he does not use the least squares 
method to fit a straight line, but the inteipolation method of Cauchy (Cauchy, 1835, 
1853a and 1853b), which is not used anymore. The least squares method however is 
widely used and is ascribed to Gauss. The first signal of this method can be found in the 
"Allgemeine Geographische Ephemeriden" of 1799. In a letter to Schumacher in 1840 it 
becomes clear. We translate from German: "You know that I did not much emphasize the 
method which I used from 1794 and which has later been called the method of least 
squares". Radau(1891) comments on the methods of Cauchy and Gauss and gives a lot 
of historical information. Here regression is used and PCA is not yet known. 
The parameter β of the above mentioned Pareto function, applied to income in 
England in 1843, 1879/80 and 1893/94 is 1.50, 1.35 and 1.50 respectively. This is the 
coefficient or constant of Pareto, called a, in the original publication. Unfortunately 
Pareto's interpretation of this constant is false (This also has been commented on by Roy 
in 1966). It should be called the coefficient of equality and not inequality. If beta 
diminishes, the equality does also, but the inequality increases. Recalculating with Gauss' 
least squares method (regression of y on x) we get: β = 1.44, 1.37 and 1.34 respectively. 
So the income inequality increases and does not decrease as Pareto remarked (see Pareto 
1896/97, p.312): "Nous verrons qu'une diminution de l'inclaison α indique une moindre 
inégalité des revenus". So during the years of the industrialization of England, the 
conclusions of Pareto and Marx are opposite. If we compare the above results of β we 
also see that the calculation of the last constant of Pareto must have contained an error. 
The most striking thing about Pareto's work on income distribution is the remarkable 
quality of the fit of the straight line. The percentage of the total variance which can be 
attributed to the model is 99.84 %, 99.59% and 99.48% respectively. 
This is often called the, "explained variance". Because this can be interpreted 
erroneously we prefer the term: model variance (see also Chapter 4). Because of the same 
reason, residual variance is a better term for unexplained variance, which is the difference 
between total variance and model variance. Pareto finds in Pruissen in 1876, 1881 and 
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1886 a percentage of residual variance which is even less than 0.1% (0.03, 0.001 and 
0.005%, resp.). 
Thus it is strange that in modem studies about personal incomes, the Pareto 
distribution is hardly used anymore. Mustert (1977) says that this distribution can only be 
applied to the 35% higher incomes and gives only the distribution for the Dutch personal 
income in 1972 above 16000 guilders. 
In this case we find however 99.68% model variance on 61.2% of the incomes. See 
Tables 2, 3 and Figures 3 and 4, also giving Pareto's results for England. 
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Table 2 Income distribution in England in the Nineteenth century 
X = income in f 
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10000 
r
a 
log α 
S 
according to 
Pareto 
Υ = Ν(Χ) = number 
in 1843 
106,637 
67,271 
38,901 
25,472 
18,691 
13,911 
11,239 
9,365 
7,923 
7,029 
2,801 
1,566 
1,040 
701 
208 
0 9984 
8 153 
1 438 
1 50 
of persons with an 
in 1879/80 
320,162 
190,061 
101,616 
61,720 
45,219 
33,902 
27 008 
22,954 
19,359 
17,963 
7,611 
4,480 
3,050 
2,292 
853 
0 9959 
8 372 
1 365 
1 35 
income > X 
in 1893/94 
400,648 
234,185 
121,996 
74,041 
54,419 
42,072 
34,269 
29,311 
25,033 
22,896 
9,880 
6,069 
4,161 
3,081 
1,104 
0 9948 
8 396 
1 338 
1 50 
Table 3 Income distribution in the Netherlands after the Second World War 
X = income 
in fl 1000 = 
3 
4 
5 
6 
7 
8 
9 
10 
12 
14 
15 
16 
20 
24 
30 
40 
50 
60 
80 
100 
125 
200 
X 
r
1 
log α 
й 
Y = N(X) = 
in 1957 
3063 4 
2373 4 
1573 4 
1025 7 
703 4 
517 7 
400 7 
318 6 
137 7 
76 1 
12 3 
2 7 
fi 4908 = 
0 9979 
4 579 
2 064 
thousands of persons wit 
in 1967 
3624 5 
3251 2 
2827 0 
2373 8 
1950 5 
1323 5 
800 3 
424 0 
175 7 
95 5 
40 4 
21 8 
13 3 
2 5 
fl 9748 = 
0 9969 
5 358 
2 119 
h an income > X 
in 1972 
3907 0 
3370 2 
2788 2 
2193 5 
1337 5 
851 2 
489 6 
247 8 
146 4 
96 0 
51 3 
32 6 
20 4 
7 8 
fl 15203 = 
0 9968 
5 913 
2 193 
X log* 
Д Ιβ43 
D 1 7«/0О 
О «93/94 
X = income in f 
У = number of tax payers 
with income higher than X 
ώ logY 
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Figure 3 Income distribution in England in the Nineteenth century 
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Figure 4 Income distribution in the Netherlands after the Second World War 
The minimum income levels for the years 1957, 1967 and 1972 in the Netherlands are 
chosen in the same proportion as the mean income. The constant of Pareto increases 
from 2.064 over 2.119 to 2.193. So the equality of income increases over these years. But 
we can also conclude that the equality of incomes has been drastically increased since the 
19th century, from about 1.4 to 2.1. 
It is also easy to find a relationship between the constant of Pareto and the ratio of top 
income, Χ,, to minimum income X2. It is approximately У
 Р
 with N = number of persons 
having an income above the minimum level X
r 
This can be seen by inverting the relationship given by y = α"15. This gives χ as a 
function, say f, of y: 
Hi)'-*» 
( 1 \ p ~ — J = α p . This lays between the two highest incomes, because there is 
only one person with an income above f(l). Because there are N persons with an income 
above f(N) and N-l persons with an income above f(N-l), the person with the smallest 
income and thus the minimum level, is situated between f(N-l) and f(N). If we 
approximate X, by f(l) and X2 by f(N) we get: 
X2 АЮ ± W 
(S) 
χ χ 
Thus we h a v e — = . /Vforß=l and — = JÑ for β = 2. 
X2 x 2 
If we take x= 1,2, ,N and α = 1, then there are N persons with an income 1, 1 over 
2, 1 overN, resp. if we apply the Pareto function y:=x'\ So we see that the ratio of the 
highest income to the lowest one is indeed equal to the number of persons N. If N = 
10000, the top income level is 10000 times the minimum income level if the constant of 
Pareto β = 1. With the same N, the top income is 100 times the minimum income if β = 
2. England lies between these situations in the 19th century. After the Second World 
War, the Netherlands are in a situation with more equality than in the second case, where 
β = 2. In 1972 the minimum income level is 10000 guilders. There are 3,906,657 
persons with an income above this level. So the top income is Λ/ρ times the minimum 
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income. This is 3,906,657 ^193 or about 1014 times 10000 or over 10 million guilders. To 
check this, one can substitute a = 103913 ana β = 2.193, given in Table 3, in the Pareto 
model 
Y:= аДГР with Y=0.001 
which represents one person because Y gives thousands of persons. This yields the 
equation 
0.001 = i o " ' V · 1 " , 
so X=l 1595.66 or 11,595,660 guilders which is in the neighbourhood of the result found 
before. 
If we compare Pareto's and Hägerstrands work described above, we see in the latter 
a model variance of 87.4% which can be improved if we apply a quadratic instead of a 
linear fit on the logarithmically transformed variables: 
2 p, ß2(/n*)2 
\ny = lna + p Іпдг + р Qnx) or y = ax e 
In this case the Pareto function was multiplied by a lognormal function (see Chapter 4). 
See next section for a comparison of the lognormal with the Pareto function. 
More interesting is the question of how we can explain why the Pareto function has 
vanished in applications to income distribution. We start by examining this question on 
page 99 of the influential book titled: Economics and information theory, written by one 
of the Dutch mathematicians who emigrated to the U.S.: Henri Theil(1967). See Table 4. 
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Table 4: Income distributions 
of 47436 families in 
the United States, 1963. 
Income($) 
above 
1000 
1500 
2000 
2500 
3000 
3500 
4000 
5000 
(Source: 
% 
96.3 
93.0 
89.3 
85.1 
81.4 
76.8 
72.6 
63.6 
Income($) 
above 
6000 
7000 
8000 
9000 
10000 
12000 
15000 
25000 
Theil,1967,p.99) 
Χ 
52 6 
42.4 
33.3 
25.5 
19.9 
11.7 
5.5 
1.0 
11 ' 
ЮО0 2bX 5000 Ю COO Г Г00 30 ЭОС 
i n c o m e I It I η ¿ 
Figure 5. See Table 4 above. 
If we fit the Pareto function to white and non-white families, both and separately, we 
get 75%, 74% and 85% model variance. Comparing this with the numbers found earlier, 
which were always above 99% in the application on income distribution, we conclude 
that these data cannot be fitted succesfully by a Pareto model. An easy way to see this is 
by graphing the data on double logarithmic paper (see Figure 5). 
It is clear that a linear fit is not suitable for these data. Theil comes to the same 
conclusion two pages further, "The distributions are not nearly of the Pareto type", but he 
adds a second point, "The present distributions deal with all positive income values, not 
with income above a certain positive limit". 
Therefore Theil switches to application of information theory which emerged during 
and after the Second World War (see Chapter 2). The final point mentioned by Theil is 
important. Research emphasis has become more concentrated on very low incomes, 
where the Pareto function is not useful. 
The most interesting question in the context of this paragraph is: Is the Pareto 
function, chosen by Hagerstrand because of its simplicity, useful elsewhere, especially in 
the social sciences and geography? Extended discussion of answers to this question can 
be found in the books by Zipf (1949) and Steindl (1965). The first of these, entitled: 
"Human behaviour and the principle of least effort", contains the largest range of 
applications in fields as: economy, language, geography and cultural antropology. In the 
next paragraph we consider the geographical application, in which Zipf introduced the 
principle of least effort as a tendency towards an equilibrium of unification versus 
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diversification efforts. 
6.3 PARETO AND LOGNORMAL DISTRIBUTION 
In Chapter 4 we gave an overview of an important family of nonlinear models in 
bivariate analysis, which we recapitulate in a slightly different form: Starting from the 
linear model: 
1. y = a + bx, where χ and y are variables and a and b are parameters, 
and restricting ourselves to quadratic and logarithmic transformations of the axes, 
we get: 
2. Logarithmic transfoimation of the y-axis: 
In y = a + bx gives the exponential function: 
y:= cte with a = In α 
3. Logarithmic transformation of both axes: 
In y = a+ b In x, gives the Pareto function or power function: 
y:= ax with a = In α 
4. Quadratic transformation of the x-axis and logarithmic transformation of the 
y-axis gives: In y = a + bx1. So the result is the normal function: 
bx1 
y:=a£ 
5. Logarithmic followed by a quadratic transformation of the x-axis and logarithmic 
transformation of the y-axis gives: In y = a + b(ln x)1. So the result is the 
lognormal function: 
Hlnxf 
y:=ae 
This list is not complete, but shows the most important two parameter nonlinear 
models, where in all cases there is special formatted paper available, which transforms 
the nonlinear models to linear ones. So we need one-sided logarithmic paper for (2), 
double-sided logarithmic paper for (3), normal probability paper for (4) and lognormal 
probability paper for (5). To make the list more complete we add the logarithmic 
function which results from the linear model by logarithmic transformation of the x-axis 
instead of the y-axis: y = a + b In x. 
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There are a number of criteria which can be selected for the identification problem of 
choosing, for instance, between the Pareto and the lognormal model, e.g. the percentage 
of model variance; the chisquare test comparing observed and expected frequencies; and 
the principle of parsimony of preferring the most simple model. 
Based on this principle the Pareto model should be preferred over the lognormal 
model: 
By defining y' = In y and x' = In χ one gets 
1. y ' ^ a + bx' for the Pareto model 
2. y':= a + b (x")2 for the lognormal model. 
The first one is a simple linear fit and the second one is a quadratic fit with regard to 
the independent variable x'. Of course this can be solved by replacing (x') sup 2 by x" 
and applying a fit linear in x". If there is no specific reason for this replacement one 
should not do this. 
So we see that the Pareto function is more simple than the lognormal one. This is a 
good reason for the choice of the Pareto function as Hägerstrand did in his migration 
study(1953,1967,pl86-188). The Pareto model has also been used in a wide range of 
applications (Bertalanffy,1968) including the income distribution, initialized by Pareto's 
study( 1896/7). 
If we apply however the lognormal model to Hägerstrand's data we get an 
improvement of the fit and an increase in percentage of model variance from 87.4% for 
the Pareto model, to 96.8% for the lognormal case. See Table 5 to compare the residuals 
and Figure 6 to compare the data with the models. This might be a reason to prefer the 
more complicated model in this case. 
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Table 5: Pareto and lognormal model 
for the migration study of table 1. 
Mean 
distance 
(km) 
1 
2 
3 
4 
5 
6 
7 
β 
9 
10 
11 
12 
13 
14 
15 
Number 
or hou 
Observ 
7.17 
3.58 
1.38 
1.11 
0.80 
0.53 
0.52 
0.36 
0.18 
0.27 
0.10 
0.15 
0.07 
0.02 
0.05 
of migrato 
seholdb per 
ed Pareto 
model 
6.26 
2 09 
1.10 
0.70 
0.49 
0.37 
0.29 
0.23 
0.19 
0.16 
0.14 
0.12 
0.11 
0 10 
0.09 
ГУ 
units 
km2 
Lognormal 
model 
7.10 
3.71 
2.10 
1.27 
0.82 
0.55 
0.38 
0.27 
0.20 
0.15 
0.11 
0.09 
0.07 
0 05 
0.04 
Q 
Q. 
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Figure б: Lognormal and 
Pareto distribution for 
the migration study of 
Table 1. See also Table 5. i d " 
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6.4 POPULATION DISTRIBUTION AND THE RANK-SIZE RULE 
In the previous paragraph we noticed that the Pareto function has been applied to a 
wide range of problems, to which we add here: The distribution of surname frequencies 
(Fox and Lasker, 1983), industrial production (Sahal, 1979) and counts of words 
(Parunak, 1979). Is it useful in geography? Part of the answer has been given in the 
previous paragraph. Now we switch to population distributions. Therefore one has to 
replace the unit of "money" as the unit of research in personal income distributions, by 
the "person" in a human settlement. 
As an example one can regard the 64 largest agglomerations in the Netherlands in 
1971, at the time of the only Dutch census with frequency counts on a grid size of 500 
times 500 metres. Therefore it is possible to define the agglomeration boundary by 
disregarding all grids with less than 100 inhabitants. Thus one gets the results of Table 6. 
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Table 6 Pareto and lognormal model for the population distribution in the Netherlands in 
1971 (Source: CBS, census). 
X 
800000 
400000 
200000 
100000 
Y 
2 
3 
7 
19 
Yl 
2 
U 
8 
16 
YP 
1 76 
3.65 
7 57 
15 7 
Y 
η 
1.20 
3 76 
9.36 
18.9 
(Y-y/ïp 
0 14 
-0 18 
-0 08 
0 21 
(Y-yn)/Yn 
0 67 
-0 20 
-0.25 
0.01 
50000 33 32 32.6 31.3 0 01 0.05 
25000 64 64 67.5 -0.05 
Χ = population of agglomeration 
Y = number of agglomerations having a population more than X 
Y. = the fitted number for a Pareto functon with β = 1 
Y = the fitted number for a Pareto function after least squares 
regression of log Y on log X. 
Y = the fitted number for a 
η 
lognormal function (see previous section). 
From the relative residuals it is clear that the Pareto model is preferred. This is confirmed 
by the model variance which is 98.93% for the Pareto model and 96.41% for the 
lognormal model. See Figure 7. 
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o Párelo model 
D Lognorrpai model 
• Observed 
10 
x= K L - B ^ : · 'Ν i a 'c\\'r 
Figure 7 Lognormal and Pareto distribution for the population distribution in the 
Netherlands in 1971 (see Table 6) 
The Pareto function has the form: 
у = our ß with a = 2857590.5 and β = 1.052, 
so we get another form of the social pyramid of Figure 2, which is illustrated for the 
Dutch data in Figure 8. 
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64 
! г 
[ Rotterdam 
. Amsterdam 
Den Haag 
Haarlem Leiden 
Utrecht ^ Eindhoven 
Λ-
12 middle large 
agglomerations 
1 
14 small agglomerations 
i 
! 21 smallest agglomerations 
f 
Figure 8 Pareto model for population distribution in the Netherlands in 1971 (see Table 6) 
This is not the form which is usually applied in geography. Here we find the term: 
rank-size rule, going back to "Zipfs law" (Zipf, 1949, p.359 or p.366): 
* = ;/ 
This rank-size rule can be found from the formula for the Pareto function given above by 
substituting α = к and β = -q: 
у = he1 oryx4 = fc 
This relationship is not always seen; see e.g. Carroll(1982), who attributes Zipfs law and 
the Pareto distribution to separate classes. 
Because у is the number of cities with more than χ inhabitants, the variable у receives 
the natural numbers 1,2,3, etc. as its values, if we take classes with only one city. Let x
r 
with r=l,2,3, etc. be the values of x, belonging to y=l,2,3,etc. Then there is one city 
above JC,, there are two cities above x2, etc. So xl is between the population of the largest 
and the second largest city and x
r
 is between the population of the r* and r+l* city, if we 
rank the cities in order of size. 
'9 33 
100 OOO 
•к; nnn 
* ^ ч ' 
\ I 
N. I 
-X* 
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Unfortunately this rank-size rule has been used in the literature in its special form 
with q = 1, which can be compared with the special Pareto function with β = 1. See e.g. 
Johnson (1980). 
An example of this special rank-size rule can be given by taking α as the population 
of the largest city and β = 1 in the Pareto model, so y:= ax'1. Now take x=l,2, ,N as we 
did in the previous section, then y = a,—, ,—. If N = 2"* one can take the levels 
2 N 
something below — with i=0,l,2, ,m, then one has 1,2,4, 2m cities above these 
2' 
levels. If one applies this special form to the largest agglomerations in the Netherlands 
one sees the results in Table 7. 
Table 7 Special rank-size rule for the six largest agglomerations in the Netherlands, 1971 
(CBS census) 
Rotterdam 
Amsterdam 
The Hague 
Haarlem 
Utrecht 
Eindhoven 
X 
109 
102 
72 
29 
27 
21 
X = population in 
Xj^ = populat 
Xl 
109 
54.5 
36. Э 
27.3 
21.8 
18.2 
x-x1 
0 
47.5 
35.7 
17 
5.2 
2.8 
ten thousands 
ion according to rank· 
x/x1 
1 
1.88 
1.98 
0.94 
0.81 
0.87 
-size rule with q = 1 
In this form of the rank-size rule, the second city should have a population of 
approximately one-half of the population of the largest city and generally the rth city 
should have a population of about the population of the largest city divided by the rank r. 
Of course this is not valid for the Netherlands. The deviations are always zero or positive, 
and very large for the second and third agglomeration. 
It is dangerous however to conclude that the rank-size rule is not valid. One has to 
return to the original form introduced by Zipf with a general q. This is the same thing as 
returning to the Pareto function, where the two parameters α and β have to be calculated 
by minimizing some form of the sum of squares of residuals or of the residual variance 
(see Chapter 4). If we do so, one can use a comparison of countries or of several 
measurements at different times. 
Unfortunately there is usually one constraint: one has to be satisfied with the fact that 
the agglomeration or human settlement cannot be defined as exactly as was done here. 
So deviations from Pareto's law can be expected to be larger. We replace rank-size rule 
by Pareto's law on purpose to distantiate from false interpretations of the rule. We will 
speak about a law if striking regularities can be found in many applications in a large 
range of fields. Of course one has to accept deviations between the model and the reality. 
The amount of deviation which can be accepted then depends on the percentage of model 
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variance on the one hand and the number of human settlements on the other. 
Here one has only 64 agglomerations. One can also verify the rule we found in the 
previous paragraph: the ratio between the highest and the lowest level of X is the number 
of human settlements, if the constant of Pareto β = 1. These levels are 800000 and 25000. 
So its ratio is 64 which is the number of human settlements. 
Before we apply Pareto's law in other situations, it is important to look at the very 
extensive rank-size literature. In the oldest known publication Auerbach examined, in 
1913, the constant к for q=l in Zipfs law and called this the "absolute concentration". 
Dividing this by the total number of inhabitants of a country he gets the specific 
concentration. For 12 countries he got a number between 91 for the Netherlands and 11 
for British India. The absolute concentration is the interpretation of the parameter α of 
Pareto's function. Fréchet reports, in 1941, the parameter β for 11 countries ranging from 
1.20 for Scotland, to 1.65 for Belgium. There are no details of computation. 
Berry studied population distribution in 38 countries. He gave the data from the early 
50's (Berry, 1961), but he used the lognormal function instead of the Pareto function. 
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Figure 9A Lognormal estimates of 
the world city size distribution 
according to De Cola (1985) 
Recently De Cola(1985)[2] argued that 
the lognormal model should be 
preferred over the Pareto model. He 
illustrated this with the example of the 
world distribution of population in 
1970(UN,1980). Unfortunately the 
calculations are wrong and the 
conclusions false. This can easily be 
seen by looking at Figure 9A, where we 
observe that the points representing De 
Cola's calculations are not on a straight 
line, which should be the case. 
Ultimately this yields the wrong 
conclusions in the next section. Now 
we will follow the calculations starting 
with the lognormal estimates of class 
counts of De Cola(1985,p.l638), which 
are reproduced in Table 8. 
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Table 8 Lognormal estimates of world population distribution according to De Cola(1985) 
(1) 
Class 
к 
1 
2 
3 
4 
5 
6 
(2) 
Lognormal 
class counts 
904.8 
353.1 
194.7 
97.4 
42.5 
22.4 
(3) 
Cumulative 
class counts 
1614.9 
710.1 
357 
162.3 
64.9 
22.4 
(4) 
Cumulative 
pe rcentages 
100 
43.97 
22.11 
10.05 
4.02 
1.39 
(5) 
Population 
threshold(c, ) 
100000 
250000 
500000 
1000000 
2000000 
4000000 
The class counts are the expected number of settlements above the logarithm of the 
threshold assuming a lognormal distribution. 
To illustrate this we return to the example given above obeying the special rank-size 
rale; take N=1024 and the population of the largest settlement α as one. Then we have 
settlements with a population of 1, —, —, . The mean of the logarithms of these 
F v
 2 3 1024 
numbers is given by 
μ=—-Hog —=—-logN\ 
Ν ι N 
The variance of these logarithms is given by 
So μ = -2.5779 and the standard deviation σ = 0.18308. Now if ζ has a standard normal 
distribution, z= -2,-1,0,1 and 2, the у values for z=log у are: 
Kf-2" = —!—, i<r· ! _ , ιομ = — — , к Г 1 = - i — , ιομ + 2 σ= — 
2714.Γ 1013.3 378.3 141.3 52.7 
There are 11 settlements with a population between and —— ; 635 between 
F r
 2714.1 1013.3 
and etc. The frequencies 11,635, etc. are designated under the letter О in 
1013.3 378.3, ч 6 
Table 8A. Furthermore from tables of the standard normal distribution it is known that 
the expected percentage of settlements lower than Ю·*"2" is 2.28%; the percentage between 
IO·1"20 and IO""" is 13.59%; etc. The expected frequencies can be found under the letter E 
in Table 8A. Summarizing, we have: 
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Table 8A Deviation from the lognormal distribution for the special rank-size rule 
expected 
percentage 
2 28% 
13 59% 
34 13% 
34 13% 
13 59% 
2 28% 
Number of 
observed 
(0) 
0 
11 
635 
237 
89 
52 
settlements 
expected 
(E) 
23 35 
139 16 
349 49 
349 49 
139 16 
23 35 
0-E 
-23 
-128 
285 
-112 
-50, 
28 
35 
16 
51 
49 
.16 
65 
From this example we see that, especially in the third class between a z-score -1 and 
0, the number of settlements is much higher than we expected assuming a lognormal 
distribution In the other classes except the last one with a z-score higher than 2, the 
number of settlements is lower than expected. 
Now taking the last column of Table 8 on the horizontal axis and the fourth column 
on the vertical one, in a graph on lognormal probability paper we see that the points are 
not on a straight line, which is the essential requirement for a lognonnal distribution. See 
Figure 9A. 
Starting again from Table 8(p.l638) but now taking the observed cumulative class 
counts of the 1970 world city-size distribution, we recalculate the lognonnal and Pareto 
estimates (see Table 9). 
Table 9 Lognormal and Pareto estimates of the 1970 world city-size distribution 
See Table 8 for the definition of class boundaries ct 
Observed Estimates 
Cumulative Cumulative Cumulative Cumulative 
class-counts percentages percentages class-counts 
(Pareto) (Lognormal) (Pareto) (Lognormal) 
1615 
726 
345 
159 
63 
24 
100 
44 95 
21 
9 
3 
1 
36 
85 
90 
49 
100 
41 82 
18 92 
8 56 
3 87 
1 75 
100 
41, 76 
23 62 
10 94 
09 
22 
1615 
675 4 
305 5 
138 2 
62 5 
28.3 
1615 
674.5 
381 4 
176 7 
66 1 
19 7 
X= 
Ck / Cl 
1 
2. 
5 
10 
20 
40 
The Pareto model gives: 
I ІЛЛЛ 
у=1Л9х 
which has been calculated using linear regression of y' on x' where 
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у ^ In y and χ' = In χ; χ is the population threshold, divided by the smallest one, 
mentioned in the last column of Table 9. In Figure 10 having both axes logarithmically 
transformed, the Pareto estimates show the straight line, which could be expected after a 
correct calculation. 
The lognormal model gives: 
1 2 
ζ 
- < ? with τ = J E U , μ = 0.63415 and σ = 1.3569. 1 
This has been c a l c u l a t e d from the observed cumulative percentages ρ i n 
Table 9 by approximating the z-score, using the formulas mentioned by 
Abramowitz & Stegun(1965,p.933) : 
"If 0<рй0.5, than 
c.+cf+c/ Ι Τ -« 
x = f , — г + ε(ρ), witht= Λ/ In (- ),Іе(я)І<4.5*10 , 
' i+d^ndZ+df y ρ 
с =2.515517, с, =0.802853, с2=0.010328, ¿=1.432788, ¿2=0.189269 <і/к/</3=0.001308" 
and 
and 
S, ,c 
Γ 
Il 2 
afterwards regression of y on ζ in the model y = μ + Or where y=ln χ 
χ defined as above for the Pareto model. 
By use of these formulas in a computer 
program, one avoids looking up 
z-scores in tables for the normal 
distribution. The resulting lognormal 
ν estimates can be found in Table 9 and 
these estimates are on a straight line 
now on logarithmic probability paper 
(see Figure 9B). 
Г ~ 
2x10* 
X= Numberof inhabilanls 
ю" 
Figure 9B Lognormal estimates on 
logarithmic probability paper 
For comparing the observed distribution of settlements with the expected one, De 
Cola, op.cit. used the χ2 measure, which we mentioned in Chapter 4. Therefore it is 
necessary to classify the settlements, as in the example given above. To calculate the 
expected percentages in the classes of settlements one has to integrate over the Pareto or 
normal function. In the last case this can only approximately be done which is another 
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violation of the principle of parsimony. The next numerical approximation has been used 
(see Abramowitz & Stegun,1965, p932). 
Integrat ing the standard normal probabi l i ty density function Ζ (χ) 
from the l e f t we have: 
P(x) = ί-Ζ(.χ)(α,ί+α/+α/) + t(x) with t = — — JeMklxlO'5, 1 2 3
 l-tpx 
1 2 
Z(x) = - ^ e andx>0; p=0.33267, a.^.4361836, α,^Ο.1201676 and a,=0.9372980. 
2я 
If we use the normal probability density function directly, we run into the other 
problem of choosing a representative point in the upper class of cities above the highest 
threshold. This again needs some numerical approximation if we select, for instance, the 
point dividing the area under the normal curve in two parts having the same area. 
6.5 COMPARISON OF PARETO AND LOGNORMAL ESTIMATES 
Ξ lo-i 
I \ 
О Pareto model 
D Lognorrnal mode! 
• Observed 
Let us now consider a graphical 
comparison of both estimates with the 
observed class counts of cities above 
the population thresholds used by De 
Cola and mentioned in the last column 
of Table 8 (see Figure 10). Because 
both axes are logarithmic, only the 
Pareto estimates are on a straight line. 
-\—ι—I I I Т Г 
-i τ ~ l— ι—r-r i y-j 
10 
X = Numbir of inhabilanK 
Figure 10 Lognormal and Pareto model for the 1970 world city-size distribution 
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In Table 10 the Pareto and lognomnal estimates have been compared numerically. The 
conclusion is that the roles of the lognormal and Pareto estimates are interchanged when 
compared with De Cola's conclusions (p. 1639). While De Cola accepts the lognormal 
distribution, this hypothesis can be rejected, with a risk of rejecting it while it is true, of 
0.0000016. The deviation has been caused for the most important part by the second class 
count from below, of cities between 250000 and 500000 inhabitants. This is similar to 
the phenomenon we observed in the comparison of an exact Pareto distribution with the 
lognormal one in the previous section. 
Table 10 Comparison of observed class counts with the Pareto and lognormal estimates of 
Table 9 
Cl, 
Observed 
(0) 
889 
381 
186 
96 
39 
24 
X1 
Ρ 
ass-counts 
Pareto Logn 
(Ρ) 
939 6 
369 9 
167 3 
75 7 
34 2 
28 3 
(Ν) 
940 5 
293 1 
204 7 
110 t> 
46 4 
19.7 
P-O 
50 6 
-11 1 
-18 7 
-20 3 
-4 8 
4 3 
N-0 
51 5 
-87 9 
18 7 
14 6 
7 4 
-4 3 
Comparison 
(P-0)J/P 
2 72 
0 33 
2 09 
5 44 
0 67 
0 65 
11 90 
0 036 
(N-0)2/N 
2 82 
26.36 
1 71 
1 93 
1 18 
0 94 
3* 94 
1 55-40 
The Pareto estimate is better in this case, however the Pareto distribution can be 
rejected at the 5% level of significance: the risk of rejecting the Pareto distribution while 
it is true, is less than 5%. This risk has been calculated as 3.6% (see Table 10). So there 
is only a limited preference for the Pareto distnbution on the ground of statistical 
hypothesis testing using the chisquare as a test statistic, but the decision to recommend 
the lognormal distribution to regional scientists cannot be defended, if based on this 
world city-size distribution (De Cola, p. 1638). 
Now we compare the Pareto and lognormal model for 9 of the countries, used by 
Berry, op. cit. (see Table 11). 
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Table 11 Pareto and lognormal model for the city-size distribution in 9 countries (Data,see 
Berry,1961) 
Canada 
U.S. 
Engl. {.Wales 
West Germany 
Italy 
Spain 
Australia 
Japan 
Netherlands 
% mode 
Pareto 
99.91 
98.96 
99.16 
99.02 
99.02 
99.31 
95.93 
98.04 
96.14 
Ivariance 
Logn. 
99.00 
99.35 
98.47 
99.58 
96.48 
96.54 
96.42 
95.74 
90.02 
Chisquare 
Pareto 
0.49 
3.80 
8.94 
3.32 
3.18 
0.91 
3.75 
13.94 
4.35 
Logn. 
0.63 
14.14 
8.01 
2.87 
19.2 
4.88 
1.33 
22.22 
7.64 
Exceed 
Pareto 
99.24 
57.90 
11.15 
65.15 
67.25 
96.97 
58.61 
1.6 
36.1 
ing chance 
Logn. 
98.68 
1.48 
15.59 
71.98 
0.18 
43.08 
93.16 
0.05 
10.6 
ß 
1.032 
1.187 
1.368 
1.094 
1.178 
1.150 
0.724 
1.266 
1.134 
Comparing the model variance with the χ2 in Table 11 one can also see that the 
relationship is not monotonie. Increase of model variance does not always decrease the χ2 
measure. There are 3 countries where the chance of exceeding the χ2 is less than 5% for 
the lognormal model: Japan, Italy and the U.S. From these, the U.S. has the largest 
percentage of explained variance, 99.35%. Therefore it is not advisable to accept a 
distribution purely because the explained variance is above a certain level. Unfortunately 
it is not possible to find a simple relationship between the model variance and the χ2. 
For the model variance, the logarithms of the cumulative frequencies are taken. For the 
χ
2
 and the lognormal model these are transfonned into standard scores of the normal 
distribution and the observed frequencies within classes are compared with the expected 
ones, as we saw above. Applying the lognormal model for the U.S. one obtains: 
Table IIA Testing the lognormal model for the U.S. 
Number of 
inhabitants 
20000- 50000 
50000- 100000 
100000- 250000 
250000- 500000 
500000-1000000 
over 1 million 
(1) 
Observed 
frequency 
377 
126 
65 
23 
13 
5 
(2) 
Expected 
frequency 
392.5 
94.8 
78.2 
27.4 
11.2 
4.9 
(3) 
(l)-(2) 
0-E 
-15.5 
31.2 
-13.2 
-4.4 
1.8 
0.1 
(4) 
(3)2/(2) 
(0-E)2/E 
0.61 
10.27 
2.23 
0.71 
0.29 
0.00 
From this overview we learn that the largest contribution to the χ2 comes from the 
second class from the lowest level. This finding also appeared in the world distribution 
(Table 10) and for the comparison between an exact Pareto distribution and the 
lognormal one in the previous section, excluding the empty lowest class in the last case. 
From Table 11 we conclude: 
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• From the 5 countries giving a better Pareto fit based on both criteria, there are three 
(Italy, Spain and The Netherlands), where the performance is clearly much better. 
For Canada there is only a slight preference, but for Japan both models should be 
rejected at the 5% level. 
• From the 2 countries with a better lognormal fit based on both criteria, there is only 
a slight preference (West Germany and Australia). 
• For the other 2 countries, the lognoimal model should be rejected at the 5% level for 
the U.S. Only for England and Wales can one slightly prefer the Pareto fit, if one 
uses the criterium of model variance. Using the criterium of the chisquare test 
however one should slightly prefer the lognormal model. 
In summary, based on the criteria of model variance, chisquare test and parsimony, 
the Pareto model should be preferred. See Figures 11 to 13 for Pareto fits. Japan, Spain 
and the Netherlands show an upper class with more cities than expected and a second 
class from the top with fewer cities than expected. These are called primate distributions 
by Berry, op. cit. (see Figure 11). West Germany and the U.S. show the opposite 
phenomenon with an upper class having fewer cities and a second class from the top with 
more cities than expected (see Figure 13). 
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250 
ь 100 
E 
20 
Nmnber of cities in 6 size classes early 1950's 
Source: Berry (1961). 
А В С D E F 
Netherlands 3 3 12 32 86 
Spain 2 3 7 24 52 151 
Japan 5 6 24 86 204 477 
class A: above 1000000 
" class B: above 500000 
class C: above 250000 
class D: above 100000 
• class E: above 50000 
class F: above 20000 
ЮС0 
Number ol cities above X 
Figure 11 Pareto fit of countries with a primate population distribution 
Australia 1 2 4 6 7 23 
Canada 1 2 4 11 20 58 
England+Wales 2 6 15 70 157 377 
10 100 
Number ol cities above X 
Y 
1000 
Figure 12 Pareto fít of countries with a nonprimate population distribution 
Number of cities in 6 size classes early 1950's 
Source: Berry (1961). 
Class А В С D E F 
Italy 3 6 12 30 84 320 
West Germany 3 10 20 50 96 262 
United States 5 18 41 106 232 609 
Number o l c i l cs above X 
Y 
Figure 13 Pareto fit of one country with a nonprimate population distribution (Italy) and 
two countries with a population distribution opposite to the primate one 
More interesting are the parameters α and β of the Pareto function. One must only be 
careful in taking a lowest level which is not too small, as we already saw in the previous 
section on income distributions. To see the effect, we take data from U.S. cities in 1970. 
(Source: UN Demographic Yearbook 1971). The class boundaries are: 4 million, 2 
million, 1 mUlion, 500000, 100000, 50000, 25000, 10000 ,5000, 2500, 1000, 500 and 
200. The cumulative number of cities are: 1, 2, 3, 20, 130, 240, 520, 1385, 1839, 2295, 
4530, 3294 and 3990. We compute the parameters α and β for the first six classes, then 
for the first seven classes, etc. The results are as follows: 
Table IIB Increase of residual variance lowering the threshold value of the city population 
Nr. of 
c l a s s e s 
6 
7 
8 
9 
10 
11 
12 
13 
log 
α 
9.009 
8.891 
8.672 
8.439 
8.169 
7.846 
7.532 
7.180 
β 
1.358 
1.339 
1ЛП2 
1.262 
1.215 
1.156 
1.099 
1.033 
model 
v a r i a n c e 
99.38% 
99.54% 
99.51% 
99.36% 
99.01% 
98.37% 
97.59% 
96.35% 
r e s i d u a l 
v a r i a n c e 
0.62% 
0.46% 
0.49% 
0.64% 
0.99% 
1.63% 
2.41% 
3.65% 
The parameter β decreases from 1.358 to 1.033. Thus if one wants to use this parameter 
in comparing countries or one country at different moments, one has to use about the 
126 
same number of classes of comparable width. The class width can be best chosen with 
constant ratios between upper and lower bound, e.g. 2 (see our example of 
agglomerations in the beginning of the previous section, Table 6). If one prefers "nice" 
numbers one can alternate between 2 and 2.5. In the example of the U.S. earlier this can 
be achieved by inserting the class boundary 200000 (Table 12B). The lowest population 
level should not be too small. One sees in this example that above 10 classes the residual 
variance is increasing. For a comparison of Berry's results in the early 50's, one also 
chooses six or seven classes at most. Then β is between 1.36 and 1.34. So this parameter 
increased from 1.19 to about 1.35. The population distribution is therefore more equal in 
1970 (see previous section for interpretation of equality). This says that the number of 
cities increases more if one passes to a lower class: 
γ β 
If y
x
 =ox^ and y2 = а г 2 Л then — = I — 
x, ·*, У-, _я 
[f _L = 2 or jr = -J- then -2- = 2~* 
X2 2 >1 
So if one halves the class boundary succesively, the increase in the number of cities is 2P, 
which is 21 " and 2' " or 2.28 and 2.55. If one passes to a lower class, the number of cities 
is multiplied by 2.28 in the early SO's and by 2.55 in 1970 in the Pareto model. If the class 
boundary is divided by 2.5, the ratios are: 2.51·19 = 2.98 and 2.51 " = 3.45. 
Another interesting aspect of the Pareto models of the nine countries selected from 
Berry's list, is the fact that there is only one country having a Pareto constant less than 
one: Australia. So it is interesting to compare Australia with the U.S. in 1970. This year 
is chosen because of the availibility of the necessary data (UN demographic Yearbook 
1971). 
The results are summarized in Table 12A, 12B and Figure 14. 
Table 12A Pareto model for the city-size distribution in Australia in 1970 
model v a r i a n c e 96.9%; log a=4.44 ; (1=0.674. 
Population 
threshold(X) 
2000000 
1000000 
500000 
200000 
100000 
50000 
20000 
10000 
Number of cities above 
Observed(Y) 
2 
2 
5 
6 
10 
15 
35 
73 
X 
Expected(Y ) 
1.55 
2.47 
3.95 
7.32 
11.68 
18.64 
34.56 
55.15 
Y
-
Y P 
0.45 
-0.47 
1.05 
-1.32 
-1.68 
-3.64 
0.44 
17.85 
Y/Yp 
1.29 
0.81 
1.27 
0.82 
0.86 
0.80 
1.01 
1.32 
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Table 12B Pareto model for the city-size distribution in the United States in 1970 
model v a r i a n c e 99.4%; log o=8.79 ; 3=1.32 
Population 
threshold(X) 
5000000 
2000000 
1000000 
500000 
200000 
100000 
50000 
Number of cities above X 
Observed(Y) 
1 
3 
6 
26 
64 
156 
396 
Expected(Y ) 
0.94 
3.13 
7.79 
19.38 
64.71 
161.1 
400.9 
Y
-
YP 
0.06 
-0.13 
-1.79 
6.62 
-0.71 
-5.1 
-4.9 
Y/Yp 
1.06 
0.96 
0.77 
1.34 
0.99 
0.97 
0.99 
Sydney 
Melbourne 
Adelaide 
Brisbane, Perth 
New Castle 
Canberra, Geelong 
Hobart& Greater Wolfong ,, 
Australia cities 1970 
U S cities 1970 
New York 
Chicago 
Los Angeles 
Philadelphia 
Delroit, Houston 
[ 5 j - 3 *3cities 6cit« 
Figure 14 Pareto model for the city-size distribution in the U.S. and Australia in 1970, see 
Table 12A & 12D 
One sees in this case the primacy of Australia more clearly than in Berry's data: There 
are two cities above 2 million (Sydney and Melbourne) and no cities between 2 and 1 
million. Then the residual variance is worse than most of the cases reported above, but 
the residuals are small in 7 of the 8 classes. Only the last residual seems too high. In the 
figure we see however that the residual for the lowest class is not large in comparison 
with the other residuals. The reason is that the regression residuals are: 
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log У- log Y = log — . The ratio — for the last class is 1.32 and for the first class is 
Ρ Ρ 
1.25. So they are similar in size. 
The most important characteristic is of course the effect of Pareto's constant. For 
Australia, the expected increase in number of cities is a factor 2P = 2° ^ 4 1 = 1.6 if one 
halves the class boundary (e.g. if one steps from the first to the second class or from the 
second to the third class). If the boundary is divided by 2.5 , the expected number of 
cities is multiplied by 1.85 (e.g. if one steps from the third to the fourth class). For the 
U.S. the equality of the distribution is much higher, because the U.S. has a Pareto 
constant of 1.32 which is about two times Australia's constant 0.67. The expected 
increase of cities is therefore much higher: 2 I 3 2 = 2.5 or 2.5132 = 3.4. These ratios are 
almost two times the ratios for Australia. This is represented in the slope of the regression 
lines in the figure. Australia has a much steeper one. This represents a "social pyramid" 
of unequal population distribution in comparison with the "social pyramid" of the U.S. 
Compare this also with the figure from Pareto (Figure 2), which gives a social pyramid 
before logarithmic transformation of the data. 
A comparison in time of the Pareto model is also useful, as we demonstrate in Table 
13. 
Table 13 Pareto model for city-size distribution in the Netherlands 
X 
800000 
400000 
200000 
100000 
50000 
20000 
log о 
β 
res. var. 
1-1-1959 
Y 
1 
3 
4 
18 
36 
95 
7.386 
1.248 
1.8% 
1-1-19 
Y 
0 
3 
4 
17 
45 
119 
7.795 
1.323 
2.7% 
The constant of Pareto has increased from 1.25 to 1.32, an increase in equality which 
is a little bit lower than for the U.S. between early 50's and 1970 where the constant 
increased from 1.19 to about 1.35. 
As a final point we return to the problem of defining a human settlement by looking 
at Belgium, where the large communes were redefined in 1977. So on 1-1-1971 Antwerp 
and Brussels are the largest communes; where on 1-1-1981 Gent, Charleroi and Luik are 
larger (see next table): 
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Table 13A Population of five largest communes in Belgium 
Antwerpen 
Brussel 
Charleroi 
Gent 
Luik 
1-1-1971 
226570 
161089 
23324 
149265 
147277 
1-1-1981 
190652 
141901 
218944 
239959 
216604 
However by taking 6 or 7 classes, a comparison is possible and can be reasonable 
because we look at overall performance. The individual deviations are largely cancelled. 
See Table 14. 
Table 14 Pareto and lognormal model for two population distributions in Belgium 
1-1-1976 1-1-1981 
160000 
80000 
40000 
20000 
10000 
ß 
% model 
% model 
1 
var. 
var. 
1 
9 
30 
82 
208 
.859 
96. 
99. их 7% 
4 
11 
38 
125 
308 
1.604 
99.7% (Pareto model) 
97.3%(Lognormal model) 
6.6 CONCLUSION 
In this chapter some important geographical applications of univariate and bivariate 
analysis have been dealt with: 
1. Hägerstrand's study on migration in relation to distance. 
2. The distribution of population over a number of human settlements. 
In the second case a comparison was made with the distribution of personal incomes. 
In this economic application the popularity of the Pareto model decreased after the 
Second World War. During the 1970's the application of information theory became 
attractive. An important motivation was the attention which shifted from the higher to 
lower incomes, in which case the deviations from the Pareto model become serious. 
In studies on population distribution however, one was more interested in the 
individual settlements with larger populations. This caused problems also, especially in 
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the definition of the settlement or agglomeration, as well as in the change of that 
definition, e.g. in Belgium in 1977. A special form of the Pareto model: the restricted 
rank size rule has been used in geography, but it is clear that this is not useful as 
demonstrated in the case of the Netherlands. 
If the population distribution is seen as a whole which depends on certain parameters, 
the Pareto model is very useful, especially when comparisons of these parameters in 
space and time have been made. So the income distribution after the Second World War 
had a Pareto constant of more than 2, where Pareto observed a constant between 1.3 and 
1.5 in England in the previous century. This demonstrated a much more equal income 
distribution in the first case. Moreover the constant increased between 1957 and 1972 
from 2.06 to 2.19, so the incomes have become still more equal (see Table 2 and 3 and 
also the steepness of the straight lines in Figures 3 and 4). 
The lognormal model used as an alternative by Вегту(1961) and De Cola(1985), has 
the disadvantage of being more complicated and it has been demonstrated in a number of 
applications that the performance of the Pareto model was better. In the lognormal model 
for the world and U.S. city-size distribution, the largest deviation was found in the second 
class from the lowest level. In this class there are more cities than expected from the 
lognormal model. The same phenomenon has been found in the comparison between a 
Pareto distribution with the lognormal one in Section 6.4, if we exclude the empty lowest 
class. 
The parameter β of the Pareto model, also known as the constant of Pareto, can easily 
be interpreted, because the ratio of the highest to the lowest level of population or income 
is a function of the number of settlements or personal incomes. This ratio is equal to, less 
than, or greater than this number if β=1, β>1 or β<1. So β measures the equality of the 
distribution. 
In another context another model might be preferred. This has been demonstrated for 
Hägerstrand's migration study. He chose the Pareto model especially because it was 
simple (principle of parsimony) and comparable with other research (historical reason). 
However the lognormal model should be preferred on the criterium of percentage of 
model variance which was 96.8% compared with 87.4% for the Pareto model. 
The manner of measuring the deviation between data and model is also important. 
Thus in using the Pareto model for Hägerstrand's migration study, by measuring the 
deviation perpendicular to the linear model, being a straight line, a similar improvement 
was possible as mentioned above in switching to the lognormal model. This kind of 
measurement of the deviation is called PCA. Regression of у on χ where the 
measurement is done parallel to the y-axis or regression of χ on у with measurement 
parallel to the x-axis is usual in all cases mentioned in this chapter. PCA coming from 
psychology however, is hardly known in bivariate analysis. Based on the principle of 
parsimony, the PCA alternative of the Pareto model is preferred here over the lognormal 
model. 
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In comparing population distributions over a number of settlements however, the 
Pareto model is preferred over the lognormal model. This is based on the principle of 
parsimony and on comparison of the results found so far on criteria from exploratory and 
explanatory research. 
Notes: 
[1] This can easily be verified. The area of the innermost circle is —, because its radius 
4 
is 0.5. Now define a circle having a radius of χ with x<— and an area of ite2. This 
area should be the half of —. So we have the equation πχ1 = — which yields x2 = — 
orx=0.35. 
[2] A critique on this article was also published in Eppink(1987). 
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Chapter 7 
CHOICE OF MULTIVARIATE MODELS 
7.1 INTRODUCTION 
Until now we emphasized the bottom-up approach moving from simple to more 
complicated models. It is also possible to go in the opposite direction: the top-down 
approach, starting from a very general model and specifying what is needed for the 
geographic research problem to be solved. This last method will be dealt with in the next 
chapter. There it will be shown that this method is especially of conceptual importance, 
improving the ability of the geographic researcher to see the relationship between a 
number of important models from which he has to make a choice. 
In this chapter we again emphasize the bottom-up approach for dealing with a typical 
geographical problem: to look for the geographical component in a number of given 
variables with values in a number of regions. This geographical component is the location 
on the earth's surface of the phenomenon relative to locations of other ones. Very often 
the relative distances are chosen which can be measured in several ways (see Chapter 4). 
The search for this geographical component can be compared to fitting a straight line in 
bivariate analysis (see p.75-81). The residual, which is the distance from the measured 
point to the line in some direction, can be ascribed to other possibly unknown 
components. In the third section of this chapter a clarifying example will be given. 
To solve this geographical problem, more "theorizing", is needed than we present in 
this chapter, which is mainly exploratory in nature. Therefore we prefer functional over 
structural models here, or otherwise stated, deterministic models are preferred over 
probabilistic ones. A good introduction into this kind of choice was given by Kendall 
(1975 .Chapter 8). This was extended with more mathematical rigour by Anderson (1984). 
In this light the widely used term ."multivariate", could be better read as "multivariable", 
because a variate fits in a probabilistic theory and a variable in a deterministic one. A 
variate is also-called "stochastic variable", because it always contains a stochastic 
element. In Dutch statistical literature the distinction between "variable" and "variate" 
cannot be found in single words. One has to add the word, "stochastische", or 
"deterministische", to "variabele". 
Other criteria of choice may be derived from the assumptions underlying a succesful 
application of PCA, introduced in Chapter 4: 
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• The measurement level of the variables should be at least an interval one, also-called 
numerical level (see Chapter 3). 
• A linear relation between the variables should be reasonnhle. This means that the 
solution should approximate a linear subspace of the original space spanned by the 
given variables, which are the columns or sometimes rows of the data matrix. 
• The frequency distribution should not deviate too much from normality. 
The first assumption does not present a serious restriction if we have frequency data, 
provided that those frequencies are not too small. It is usually not easy to test the second 
assumption in multivariate analysis. The third assumption is the only one that is easy to 
test and is often not fulfilled. This gives the best criterium for the so-called linear or 
metric multivariate analysis. "Linear" comes from the second assumption, "metric" from 
the first one, metric being synonymous to numerical. For a good overview of metric 
multivariate analysis, to which PCA belongs, see v.d.Geer (1971), who also gives a good 
geometric clarification and introduction into the concept of linearity. He compares 
several possibilities which we will encounter in this and the next chapter, e.g. multiple 
regression, principal component analysis (PCA), discriminant analysis and canonical 
analysis. The last one is the most general one and this will be the main subject of the next 
chapter. To see the models in their relationship is very important, because if one of them 
fails, another might be succesful, sometimes as a first step. Thus PCA can precede 
multiple regression which fails in the case of multicollinearity, where some of the 
variables show a linear relationship. This means that they form a linear subspace with 
fewer dimensions, e.g. three variables which span an Euclidean two dimensional space. 
If one selects nonmetric multivariate analysis, there are a wide range of possibilities. 
The best known are loglinear, logit or probit analysis. Logit analysis is based on the 
logistic function; probit analysis on the normal function (see p.82-86 above or Wrigley, 
1985). We prefer another alternative giving more information. The choice of this 
alternative among others within nonmetric multivariate analysis is also based on the 
principle of parsimony (see criteria of choice in Chapter 5), which becomes clear in the 
next chapter on canonical correlation analysis. 
This alternative is relatively new as far as its name and popularity are concerned (see 
Benzécri 1969,1973). The ideas go back to Hirschfeld(1935) and Fisher(1940). See also 
HU1( 1973,1974), who used the method for incidence matrices in biology. The old name is 
reciprocal averaging (see Horst,1935). 
The French mathematician Jean-Paul Benzécri and his "school" applied 
correspondence analysis to a large number of disciplines including the geographical one. 
Something of his influence in France can be shown by citing the first sentences of the 
preface of Greenacre's book on correspondence analysis (1984): 
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"When [ armed in Pans, in July 1973,1 had little idea what lay m store for me. After a traditional 
education and with a Masters degree in multivariate analysis tucked under my arm, I embarked on 
a course which was to shake up most of my previous ideas on statistics as well as on life itself. It is 
impossible for anyone to spend two years as a student in Pans and, likewise, impossible for any 
statistician to spend two years in contact with the revolutionary Jean-Paul Benzàecri without being 
radically affected as a consequence." 
Greenacre also gives a number of applications in his book, but some parts of the book 
are a demonstration of the communication problems mentioned in the previous section 
and are caused by an exclusive use of compact matrix notation which is not everybodies' 
language. For technical details on correspondence analysis, see p. 140-162. The compact 
matrix notation will be introduced in the next section on communication. This is another 
threshold which the geographic researcher encounters in multivariate analysis than the 
ones already mentioned in the section on communication in the first chapter. 
In this chapter we concentrate on matrices containing frequencies of people using a 
number of service centers, being an important problem in social geography (see 
p.137-139). In this case numerical level of measurement can be assumed if the 
frequencies are large enough to insure that they can be regarded as being continuous. We 
do not use ordinal measurement because the problems of aggregation necessary in the 
geographical exploration are too serious to neglect (see the voter's paradox on p.57-65). 
As, "service centers", in this chapter, we will take universities as an important example. 
7.2 COMMUNICATION 
In multivariate analysis the communication problem is more complex than we met in 
the previous chapters because there are more mathematical notations in use than in the 
case of one or two variables. Let us introduce this for the case of solving η linear 
equations in m unknown variables xlrx2, ;tm. 
The first equation can be written as: 
α,,-τ,
 + < I I 2
J <
'2 + +a\mxm = b\ witha^ yj=\,...,mandb^ being real numbers. 
Because it is cumbersome to write all equations like this, there are two kinds of 
mathematical notations which are most often used; the compact and the extensive 
notation. Starting with the latter one, we have: 
m 
for the first equation, and more generally we can write the η equations in this notation as: 
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Σα х.= Ь fori=Y, ,η 
4 1 ' 
r\ 
If the calculations are more complicated we need a more compact notation: 
Ax = b with A an nxm matrix, χ a column vector of length m and b a column vector of 
length n. 
Now the reader has to imagine the dimensions of the matrix A and the vectors χ and 
X m = 
1 b 
and to see that the first row of A multiplied by the vector χ (the so-called inner product of 
the first row of the matrix A with the vector x) gives this first equation. In this and the 
next chapter the compact notation will be chosen only if necessary (see e.g. p.149-162). 
To bridge the gap between mathematicians and geographic researchers, the 
mathematical terms will be translated to geographic research language and vice-versa. So 
the value of a variable might be a real number, or a finite series of those numbers, called 
a vector. In the first case we have a real variable, in the latter case a vector variable. A 
column of the data matrix on p. 186 is an example of a vector variable. A component in 
PCA is the same as an eigenvector in linear algebra. This is a vector which is 
transformed into a multiple of itself by the mapping given by the correlation matrix 
calculated from the data matrix (see p.70-74). The multiplication factor is called the 
eigenvalue. By dividing this number by the sum of all eigenvalues of the mapping, one 
gets the share of "explained variance", or model variance introduced in Chapter 4. The 
coordinates of the eigenvector are the same as component loadings in geographic 
research language. 
Finally, there is no agreement about choice of letters. In the formulas above, we chose 
as a result of a long mathematical tradition, χ for the unknown vector and the letters A 
and b for the known data. Unfortunately, it is often presented the other way around: X 
and y for the known data and b for the unknown vector. See the popular introduction to 
multivariate analysis by Green and Carroll, 1976,p. 318 or van de Geer,1971,p. 108. This 
yields y = Xb instead of Ax = b. In geographic research language there is no standard. 
The letters are often initials of words, e.g. ν for velocity and d for distance. 
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Following the tradition of van de Geer, we will present multivariate analysis with 
small examples and use figures for geometric clarifications. We will confine ourselves in 
this chapter to frequency tables of the relationship between nominal variables (also-called 
contingency tables), which is most important in geographical exploration, because we 
have the least restrictions at this level of measurement (See Chapter 3). 
7.3 GEOGRAPHICAL DATA MATRICES IN THE FORM OF A COHTINGENCY 
TABLE 
Columns of geographical data matrices can be seen as vector variables but also as 
categories of a nominal variable. The first conception is traditional within multivariate 
analysis; the second one fits within contingency table analysis introduced by Yule(1900). 
A contingency table is a cross-classification of two nominal variables. One of them is 
most often a regional classification. The other variable might be equal to the first or be a 
number of service centers offered to the population of one or more regions, e.g. 
education, finance, markets, recreation, etc. If both variables are equal, a network can be 
defined between the regions in both classifications, e.g. a traffic, telephone, verbal 
communication or migration network. If they are not equal, the research goal might be to 
look at the regional spread of the use of service centers. So our geographical datamatix is 
a frequency matrix. Call this F. The η rows of F are a regional classification, the m 
columns of F present m service centers in the case of unequal variables. See Table 1, 
where F.. represents the frequency of users of service j in region i. 
Table 1: Geographical data matrix of m service centers in η regions. 
S e r v i c e C e n t e r 
row 
total 
η F , F , F r 
column ct с, с t=total 
1 2 m 
total frequency 
Region 
1 
2 
C
, 
F
u 
F
* 
C 2 
F
n 
р
гг 
Fbn 
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In this chapter we concentrate on this type of regional service matrices starting with 
an empirical example followed by simpler examples where the regions form a number of 
equal squares in a larger square, called a square grid. These examples are analysed in a 
first attempt to more systematically explore what we found in earlier geographic research 
on Dutch data (Eppink, 1984,1986). 
7.3.1 Empirical example: Student enrollment In Dutch universities In 1972 to 
1974 
As an introductory example we take student enrollment in Dutch universities in 
1972,1973 and 1974 (see data matrix in Table 12 on p. 186 and Figure 23 on p. 189 in the 
appendix of this chapter). In this case the classical multivariate analysis method, PCA, 
failed to find the geographical component even after a logarithmic transformation to 
diminish skewness and curtosis in the data (see Figure 24 on p. 190 and 
Eppink, 1983,1984). In fact the first component is mainly determined by the amount of 
students in each region. So Amsterdam, Rotterdam and The Hague have the largest 
loadings and can be found at the right side of the figure (see the numbers 63,84 and 79 
resp.) The three smallest regions on the other hand have the smallest loadings (see the 
numbers 6,13 and 25 in the figure). The numbers correspond to the rows of the data 
matrix in the appendix. 
Taking a nonmetric multivariate analysis method, rediscovered by Benzécri 
(1969,1973), we find a strong geographical component and now we can interpret the 
residual (see p.147-149 for the method). If we look at Figure 25, it can be seen that the 
representations of the columns of the data matrix (the student enrollment from 1972 to 
1974 in 12 universities in the Netherlands), are near the corresponding regions, 
represented by numbers giving the row number in the data matrix and also one of the 
numbers of the 129 economic geographic regions in the Netherlands. The representations 
of the rows of the data matrix also follow, on the whole, the geographical structure (see 
data matrix in Table 12 on p. 186 and Figure 23 on p. 189). To see deviations from this 
geographical component look at region 35, Arnhem, which is physically nearer to the 
University of Nymegen(KUN) than to the University of Utrecht(RUU), but in the figure 
Arnhem is nearer to the RUU which yields an interesting deviation of the preference of 
students. They don't always go to the nearest university. 
If we look at the 8 regions from the northeastern province called Groningen and 
numbered from one to eight, then we see, as another deviation from the geographical 
component, that number 5 is shifted away from the cluster containing the other regions 
from Groningen, in the direction of some universities in the West. Comparing this with 
the first 8 rows of the data matrix on p. 186, it can be seen that only the fifth region has a 
relatively large percentage of students enrolled in the University of Leiden. Look also at 
the next table, where the first 8 rows of the data matrix are divided by their row total, 
multiplied by 1000 and rounded to a whole number: 
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Table IA Enrollment of students per 1000 in the 8 regions of 
Groningen 
University VU KUN UVA RUL RUG RUU ROTT KHT THD THE THT LHW 
EGG nr. 
1 
2 
3 
4 
5 
6 
7 
β 
IA 
9 
8 
22 
37 
0 
10 
12 
3 
9 
β 
6 
9 
0 
8 
4 
3 
9 
30 
13 
37 
0 
13 
β 
7 
9 
0 
16 
229 
0 
7 
β 
817 
824 
780 
788 
468 
897 
906 
839 
35 
28 
45 
42 
55 
26 
19 
36 
3 
0 
8 
6 
9 
26 
2 
4 
0 
0 
0 
0 
0 
0 
1 
0 
31 
37 
15 
45 
64 
26 
19 
44 
0 
9 
β 
3 
0 
0 
5 
0 
38 
19 
53 
22 
28 
0 
7 
16 
48 
46 
45 
35 
64 
26 
4 
28 
row total=1000, see for abbrevations bottom of Table 12 in the 
appendix to this chapter. 
In the comparison with the physical locations it is possible to shift the origin, multiply 
all χ or y coordinates with the same scaling factor, or rotate the whole figure. So one can 
fit two locations by some of the transfomiations mentioned above, define the line through 
these locations as the x-axis and scale the y-coordinates, to have a global comparibility 
and to see deviations better. 
The deviations from the geographical component are signals of deviations in the data 
matrix. Now we want to more systematically explore what we found empirically so far. 
We do this by calculating the result of some simple and some more complicated 
examples. The first of these are given completely to allow the reader the opportunity to 
compare the models used in details. This is feasible without a computer (see this and 
next section). In the more complicated examples we try to approximate the skewness of 
the empirical data using an exponential distance model. The calculations are done in 
these cases by computer which is more efficient here (see p. 163-180). In this way we try 
to explore the field from a simple model until an approximation of the empirical example 
using two alternatives of factorial analysis: PCA and correspondence analysis. This type 
of analysis cannot be found elsewhere in the literature. 
139 
7.3.2 Example 1 Two service centers In four regions 
In this and the next five examples, the square is divided into four equal smaller 
squares. In p.167 and 7.5.4 there are 9 and in p.173-178 there are 25 equal squares. In the 
first six examples the regions are four squares numbered from left to right and secondly 
from the top to the bottom. The two service centers are designated by the letters A and B. 
They are located in the middle of the boundary between regions 1 and 3, resp. 2 and 4 
(see Figure 1). 
1 
A, 
3 
2 
.B 
U 
Figure 1 Location of two 
service centers in four 
regions (Example 1) 
Table 2 Datamatrix of two 
service centers in four 
regions (Example 1) 
Service center 
Region A В 
1 ρ q 
2 q ρ 
3 ρ q 
4 q ρ 
In this simple case the possible types of analysis can be executed without computer 
and without approximation. In the next section we will encounter more complicated 
examples in which a computer program has been used. 
7.4 FACTORIAL ANAL YSIS APPLIED TO SOME INTRODUCTORY EXAMPLES 
As previously said, we restrict ourselves to geographical data matrices in the form of 
a contingency table, this being the most important data in exploratory geographic 
research. The most useful methods in the exploration of those data turn out to be factorial 
ones (See Chapter 4). 
The best general introduction has been given by the French authors Lebart et 
al.(1982,Chapter 4). In this section we summarize their results without proofs, clarify 
these with some examples and compare them with "Gifi"(1981): 
The number of users will depend only on the 
distance of the service centers. Thus they are 
equal in region 1 and 3, resp. 2 and 4. 
Furthermore we suppose that the use of A 
and В is symmetric, so the number of users 
of A in region 1 and 3 is equal to the number 
of users of В in regions 2 and 4. Call this 
number p. The number of users in the other 
regions will be called q. So we obtain the 
geographical data matrix of Table 2. 
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7.4.1 First stage: definition of Intermediate matrices 
Given the frequency matrix F, one can construct a new matrix by defining: 
F..-^ 
1. In the case of unstandardized PCA: E„ = 
'j 
η 
и 
Γη 
ч
 n In the case of standardized PCA: £.. = • 
и ¡η 
F 
3. In the case of correspondence analysis: E = JL· 
with ri =total of row i(lá/án); 
ci =total of column j in F (l<ysm) and s =standard deviation of column j of F. 
The first two methods are very well known. In this chapter standardized PCA will 
be chosen as the norm. As usual we don't want to emphasize the absolute size of a service 
center in the comparison of those centers. Another reason why one prefers standardized 
PCA in most instances is already given on p.87-90: one eliminates the unit of 
measurement. This makes it easier to compare columns of a data matrix with different 
units of measurement (see also p.51-53). So in the rest of this chapter we restrict 
ourselves to the comparison of the second and third method: standardized PCA and 
correspondence analysis. The last method is relatively new. See p.133-135 as a first 
introduction and reasons for choosing this alternative. 
7.4.2 Second stage: Solution of the data reduction problem 
For the solution of the factorial analysis problem some linear matrix algebra is 
needed: 
To every eigenvalue λ0*1 and *0 of the matrix E'E, belongs an eigenvector u a of E' E 
and an eigenvector ν of E E', which satisfies: 
Ε'ν
α 
Eu„ 
( 6 ) u >
a
 = v '
a
v
a
=l 
u
a
 are called row factors, v
a
 column factors. So the eigenvectors have been determined 
uniquely apart from the sign in the case of different eigenvalues. If к eigenvalues 
collapse, the eigenvectors span а к dimensional subspace. 
As a criterium to measure the success of the data reduction to ρ eigenvectors u
a
 or v0, 
with a= 1,2,...,p and the eigenvalues in descending order: λ,^λ^ £λ , the percentage 
of variance ascribed to the model, also-called "explained variance" has been introduced 
on p.75-81. This is λ, +λ2+...+ λρ divided by the sum of all eigenvalues of ΕΈ 
multiplied by 100. As a more important criterium the ability to separate the geographical 
component from a residual to be ascribed to other components, will be evaluated. 
7.4.3 Third stage: column and row representation In two dimensions for RCA 
In PCA the search for components had priority in history (see Chapter 4). 
Representation of rows and columns of the data matrix in one space has never been the 
goal of PCA, but it provides a step in the direction of understanding the geographical 
component we are looking for. So this is our priority. We start with two dimensions and 
add one if necessary to improve our interpretation. In PCA, \
α
ψΚ
α
(α=^^) is commonly 
chosen as representation of a column of F. These are the first two components of PCA. 
Now the sum of the squares of their coordinates is given by (v^V^Xv,,"/^). which is the 
eigenvalue λ
α
. 
To put it another way, the sum of the squares of the component loadings belonging to 
the component v
a
 give the eigenvalue λ
α
. 
а
лД^ is the same as Eu
a
 according to formula (5). So the rows of Eu
a
 are the 
coordinates of the column vectors, which are also-called component loadings. Sometimes 
the representation of the rows has been chosen as a goal of PCA.[1] In that case, u0VX^ is 
the representation of a row of F, which is the same as E'u
a
 according to formula (4). 
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In unstandardized PCA (see formula(l)) the matrix В is defined by В = E'E or 
η я 
Ϋ 
с 
F.--L 
.
 к> л 
1 4=1 V 
which is the variance of the ƒ* column of F. 
fcl /tel *=1 Л У 
which is the covariance between the ι"1 and f' column of F. So Β = ΕΈ is the 
variance-covariance matrix of F. 
In standardized PCA (see fonnula(2)) the matrix С is defined by С = E'E or 
с с 
л л η F - F — ¿ 
*> л *' л 
νΣ^Λ-Σν^Σ-^τ fel Ы tel ί , ^ ^ 
с с 
л
 F t i - — ft--
2
· 
= — \ for \<і<м and l<j<m, 
η * ^ s s 
fei • ; 
which is the correlation between the f and ƒ* column of F. So С = ΕΈ is the 
correlation matrix of F. This standardisation is not necessary if one normalizes the 
columns of F shifted by their mean, in which case the Euclidean length of all 
columns become 1. 
As already argued on p. 141, we restrict ourselves to standardized PCA in the rest of 
this chapter. The word standardized will be omitted, so from now on, PCA will be the 
abbreviation of standardized PCA. 
7.4.3.1 Application to Example 1 
Now we apply PCA to Example 1, distinguishing analysis by columns, also-called 
R-mode analysis from analysis by rows or Q-mode analysis. 
143 
Analysis by columns of the data matrix in Example 1. 
Applying formula (1) we get matrix E in unstandardized PCA from the data matrix F 
by subtracting the column mean and dividing by Vñ, which is 2 in this case, because n=4: 
Ρ я 
Я Ρ 
Ρ я 
f ρ, 
E = 0.25(p-q) 
I -1 
-1 1 
1 -1 
-1 1 
Now the variance-covariance matrix В = E'E is given by 
f 2 2\ 
W -W 
2 2 
with w= *-%• which is the standard deviation of the columns of F. 
2 
Dividing by the variance, w2 we get the correlation matrix 
1 -1 
-1 1 
л 
This matrix can also be obtained by the general formulas for standardized PCA (see (2) 
above). 
The eigenvalues of В are 2w2 and 0. 
This can be found by solving the equation 
kv -λ -w 
Dei = 0 
One obtains (w^-Xf-w* = 0, giving (π^-λ)2 = w4, or (w2-X) = ±»v2, so λ = 2w2 
or 0. 
Thus the total variance in the columns of F is already explained by the eigenvector 
belonging to the eigenvalue 2w2, or first component of unstandardized PCA. This vector 
is represented by 
w 
KWJ 
with w*0 or p*q, because 
f 2 2\ 
W -W 
2 2 \-W W ) 
V 
-w \ J 
= 
r2w\ 
f \ 
. 2 И-
= 2w 
-w 
\ J 
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In this case the first component is also the only component. The data reduction from 2 to 
1 dimension has maximum success. The coordmates of this component or eigenvector are 
also called "loadings". Because the eigenvector is determined up to a constant 
multiplication factor, we can choose this factor in such a way that the squares of their 
coordmates yields the eigenvalue 2νν2. 
The result depends on the absolute frequencies. Unstandardized PCA is interested in 
the absolute amount of use of the service centers. If one is interested in the relative use, 
obtained by dividing by the total use of a service, one should prefer standardized PCA[2]. 
This also has the advantage of obtaining a dimensionless unit of measurement (see 
Chapter 4), which is important if the columns differ in their unit of measurement. This is 
not the case in our example, but we are interested in relative use, so we concentrate on 
standardized PCA and now look at the correlation matrix C. 
The eigenvalues of С are 2 and 0. The eigenvector belonging to the eigenvalue 2 is 
l - ' J 
1 -t 
-1 1 
\ J 
1 
-1 = 
[г 
-2 
V J 
The sum of the squares of the coordinates 1 and -1 of the eigenvector again give the 
eigenvalue 2. 
Analysis by rows (or analysis by regions in geography, also called Q-mode analysis, 
see note 1). 
The variance-covariance matrix 
-1 1-1 1 
1-1 1-1 
-1 1-1 1 
Because w is not only the standard deviation of the columns but also of the rows of F, we 
can divide by the variance, being the square of the standard deviation w, to obtain the 
correlation matrix 
В = ЕЕ' = — v¡> 
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c = 
1 
2 
1 
2 
1 
2 
1 
1 
2 
2 
ι 
2 
1 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
The eigenvector belonging to the eigenvalue 2 is 
-1 
1 
-1 
[3]. 
Now the representation of the 2 columns and 4 rows of F, representing two service 
centers A and В and 4 regions numbered 1,2,3 and 4, is not very interesting because the 
dimension has been reduced from two to one (compare Figure 1 and 1A). The 
geographical structure of the locations of the service centers is lost. Regions 1 and 3 
coincide with service A; region 2 and 4 with B. The interpretation is obvious, but there is 
a trap, because 
V 
-1 
1 
-1 
is an eigenvector of C, but also the opposite is an eigenvector of 
С and in this case the regions 1 and 3 coincide with service center В and regions 2 and 4 
with service center A. Of course this is possible because the interpretation depends on 
whether p>q or q>p. The correct relationship is shown in the first case by the first 
eigenvector and in the second case by the second. It is clear that in practice p>q can be 
assumed, which means that each service center has more users in nearer regions than in 
regions which are more distant. 
The computer program which has been employed gave the incorrect solution (see 
Figure 1A). 
B=1=3 
— · 
-1 0 1 
(a) incorrect solution 
В=2=Д 
4-
-1 0 
(b) more correct solution 
A=1=3 
— · 
Figure 1A Representation of two service centers in four regions (Example 1) 
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7.4.3.2 Exemple 2 Three service centers In four regions 
1 
A
. 
3 
.
C
 2 
.в 
4 
Service center 
Region A B C 
1 ρ q ρ 
2 q ρ ρ 
3 ρ q q 
4 q ρ q 
Figure 2 Location and datamatrix of three service centers in four regions (Example 2) 
Now we add one service center to Example 1 in the middle of the boundary between 
1 and 2 and add one column in the geographical data matrix F (see Figure 2). In a way 
similar to Example 1, the correlation matrix С can be calculated. Its eigenvalues are 2,1 
and 0 in this case. 
We again distinguish between analysis by columns and by rows of F: 
Analysis by columns of F (R-mode analysis) 
In a way similar to Example 1, the eigenvectors can be calculated. 
'(Л 
and ± belonging to the eigenvalues of 2 and 1, resp. So the data These are 1 -1 
matrix F can be reduced to 2 components χ and y giving a two dimensional solution for 
the location of the 3 service centers: 
Ъ 
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There is no loss in the data reduction 
center χ y from dimension 3 to 2, because the 
A 1 0 third eigenvalue is 0. The locations 
В -1 0 of A 3 and С represent the 
С 0 1 geographical structure exactly (see 
Figure 1). 
The sum of the squares of the component loadings (or coordinates of the eigenvectors) 
are 2 and 1 and the total sum of squares is equal to 3, being the number of columns. So 
our representation is correct. The sign however has still to be chosen. 
Analysis by rows of F (Q-mode analysis). 
The correlation matrix can be calculated in an easy way as in Example 1. The 
eigenvalues are the same as in the analysis by columns: 2, 1 and 0. The eigenvectors can 
be written as 
f \ ( \ 
-r -s 
r 
-r 
r V / 
and 
\SJ 
belonging to the eigenvalues 2 and 1, resp. with r = I'M — =±0.8165 and 
-Wb 
-*VT-±0.5774. The solution is two dimensional as in the analysis by columns 
giving the locations of the 4 regions: 
Region χ y 
1 -г -s 
2 r -s By now representing the centers 
3 -r s (columns) and regions(rows) in one 
4 r s figure we obtain Figure 3. 
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-ie 
- t A - B¿ 
(a) incorrect solution 
-с 
(b) more correct solution 
Figure 3 Representation of three service centers in four regions (Example 2) Service centers 
are represented by letters, regions by digits 
If one requires p>q which says that nearer regions have the larger portion of users, 
one has to reverse the sign of A 3 and С giving Figure 3(b). We conclude that there is 
some deviation in the geographical structure of the regions and their relation with the 
centers in this case (see Figure 1). The solution is independent of the datamatrix given in 
Table 2 with the only restriction being that p*q. 
7.4.4 Alternative third stage: column and row representation In two dimensions 
for correspondence analysis 
The goal of correspondence analysis introduced on p.134 and 135, is to represent 
rows and columns of the frequency matrix F in the same figure. Sometimes there is more 
than one figure. If three dimensions are used, one needs 3 two dimensional figures. We 
restrict ourselves to two dimensions in this study. In the two dimensional figure there are 
several normalisations possible: 
• symmetric, in which case columns and rows are handled symmetrically. 
• nonsymmetric, in which case either columns or rows are peripheral in the figure. We 
will call this column or row normalisation, resp. 
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1. Symmetrie normalisation. 
The coordinates of the projections of the row and column factors u
a
 and v
a
 are 
as follows: 
лДГ 
(7) X = ß^-for the row points 
(8) γ = j^-ÏÏ. for the column points 
' VT 
withr^ total of row i (\<,і<л)\ 0= total of column j in F(lu¡<m) 
and t = total of all frequencies in F. 
Their relationships are given by 
" F (9) л/Т> =Υ_ϋ.χ 
do) <y:x
ai=%fYa) 
(see Lebart et al,op.cit.,pp.313,314) 
2. Nonsymmetric normalisation. 
If one uses column normalisation column points (in our examples designated 
by the letters A.B.C, etc.), they are taken as a mean more distant from the origin 
than the row points, designated by digits. Therefore the factor лД^ has to be 
removed in the formulas (8) and (10). In the case of row normalisation, row 
points are generally more peripheral in the figure than column points. Therefore 
the factor -/λ^ has to be removed in the formulas (7) and (9). So instead of (9) we 
obtain: 
-U-X 
с *"  
1 J 
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Benzécri (1973,Tome I,p.25) calls this "le principe barycentrique" which is 
the same as "reciprocal averaging" mentioned above. Formula (9') says: 
The column points are in the center of gravity of the row points, weighted by the 
relative frequency in the row of the frequency matrix F. The reason to choose 
nonsymmetric normalisation is only to have a clearer representation of either 
columns or rows. See Figure 7. 
The results show an important property of correspondence analysis: 
In symmetric and column normalisation the Euclidean distances between the row points 
are the so-called χ2 distances of the rows of F: 
The square of the χ2 distance between row i and row к of F is defined by: 
<»> 0 1 = Х 
Fi Fk* 
r 
r 
This formula can be explained as follows: If one calls -^(І^/аю) the row profile i and 
T> 
с 
-¿(lá/^m) the average row profile, then the square of the χ distance between row i and 
row к is the sum of the squared differences between row profile i and row profile k, each 
divided by the respective element of the average row profile. 
For the relationship with the χ 2 measures of independence between rows and columns 
of F.see "Gifi",1981,p.l26 or Lebart,1982,p.323. As the reader recalls, the χ 2 is a suitable 
measure for the relationship between nominal variables (see Chapter 4). 
In symmetric and row normalisation the Euclidean distances between the column points 
are the so-called χ 2 distances of the columns of F, defined in a similar way as in formula 
(11). 
Now we switch over to the compact matrix notation which has the advantage of 
shortening derivations and often making computer programming easier. The 
non-technically oriented reader might skim the rest of this section. For details see "Gifi", 
p.134-138. 
2 
The χ distances between the rows of Γ are the Euclidean distances 
between the rows of 
_! _1 _1 _± _i _1 _1 
Н = К" с
 2Ví = R 2(R 2FC 2)Vi = R гЕЛ, because E = R 2FC 2 (SeeO))-
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Now E=KXL' with K'K = I, ЬХ=І and Л 2 is a diagonal matrix with the 
eigenvalues of E'E on the diagonal. E'-LAK', so E'£=LAK· KAL'-LA2L' 
and EE'-KAL' LAK'-KA^'. From this follows: 
(4") L^E' KA'íseefí)) 
(5n) K^ELA"1 (see (5) ) 
In app ly ing symmetric or column n o r m a l i s a t i o n one h a s : ΧΧ'—ΗΗ' 
b e c a u s e : 
_± _L _1 _± _± _1 
ΧΧ·=Κ
 2
 Кл гЛКТі
 2Vf + R"2KA2K· R 2 r=R^EE 1 R 2 i=HH' . Here 
_\_ 
(7") X=R ΚΛ^/ί i n symm. and column n o r m a l i s a t i o n (see (7)) 
(β") Y=C LAVf i n symm. and row n o r m a l i s a t i o n (see (8)) 
From t h i s i t i s easy t o d e r i v e : 
(9") Y ^ - ' F ' ΧΛ'1 (see (9)) 
(10") Χ^ΚΤ'ΡΎΛ"1 (see (10)) 
_1 _± 1 
( e . g . X=R 2 K A V ^ R 2Ei.A"1AVf; from ( 8 ) : L=C2YA" lVf. S u b s t i t u t i o n g i v e s 
_1 i _± _1 _I 1 
X=R 2 E C 2 Y A - 1 = R " 2 ( R 2FC"2)C2YΛ•,=C•1FYΛ·^ ) 
One also has the relationships X'RX=A t and Y'CY=A f 
If we compare these formulas with "Gifi" (p.143) A has been replaced by 
i _L I _! 
Λ , so X=R ΚΛ Vi and Y=C LAVf, but now the χ distances in rows and 
columns of F are no longer the same as Euclidean distances in rows of X 
and rows of Y, so we retain the formulas (7n) and (β") . On page 192 a 
computer program can be found based on these formulas. It is programmed 
in the interactive matrix language and computer package SPEAKEASY, where 
XX and YY are based on (θ") and (IO") and XR and YC are based on: X= 
-1 -1 
R K'vfandY=C LVfresp., giving X in row normalisation and Y in column 
normalisation, resp. 
The formulas only differ in the case of symmetric normalisation and this results only 
in a different ratio of the horizontal and vertical scale in the case of 2 dimensions. 
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7.4.4.1 Application to Example 1 
The matrix E is obtained from the data matrix F through dividing each element of F 
by the square root of the product of their respective row and column total (see formula (3) 
above). For Example 1 the column totals are 2(p+q) and the row totals p+q. Their product 
is 2{р+д)г, soE = — with c=(p+q) N2 and E'E=F/—-, so we obtain the matrix 
(p+qf 
Ρ +9 2/7? 
, 2/x? ρ +q . 
2 (ι-*) 2 
with eigenvalues 1 and *>~4 = ^ — . 
< * *
 ( I + Î ) 
This can easily be found by solving the quadratic eigenvalue equation 
Í 2 . 2 V A 2 2 (p+q)2 J (p+9)4 
The second eigenvalue is always smaller than one, because p>0 and q>0, so 
Í 1—2-)<ί 1+-2.Y Employing the formulas (7) and (8) we get the following solution for 
α = 1 : г for center A and -r for center В with r=-*—*- and r,-r,r,-r for centers 1,2,3 and 4, 
p+q 
resp. The solution is one dimensional and just like the PCA results, center A coincides 
1-2. 
with regions 1 and 3; and В comcides with regions 2 and 4. Because r=—£- the solution 
1-Д 
Ρ 
depends on the relative frequencies in the data matrix F. These are the absolute 
0 25 frequencies divided by the total frequency t, with t=4(p+q); ρ is replaced by —'•— and q 
Ρ 
0 25 is replaced by —:—. Because r is only a scaling factor in the solution, one can say that 
P-+1 
я 
correspondence analysis is independent of the data matrix given in Table 2. 
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7.4.4.2 Application to Example 2 
A slightly more complicated calculation as in Example 1 shows that the eigenvalues 
of E'E are l,e and 3e with 
(Р-Я) W)" 
Ttp+TqKlp«,)
 2 ^ 1 + 2 ± Ч / 2 + і \ 
The eigenvector belonging to the eigenvalue 3e and normalised to Euclidean length 1 is 
±V2 
- І 2 
2 
V 0 J 
The normalised eigenvector belonging to the eigenvalue e is 
' -1^ 
-1 / б. 
Applying formula (8) the locations of the column points are obtained: 
Foia=l:Y,=^3ë 
І 2 
2 
'VT-
ίιλ 
3Vë 
Оу 
/ 2 
For α=2:Υ2 = Ve -1 
So the ratio — = 
-ι 
V 2 y 
/VI. 
vOy 
3 , which is independent of the data matrix. If one chooses p=l and 
q=0, which means that everybody goes to the nearest service center, one obtains 
ν -
3
^ 
1
 4 
ίίλ 
-1 
Ы 
= 
(ι.06\ 
-1.06 
I oj 
VI 
1
 4 
f"1! 
-1 
U J 
= 
i"0-35! 
-0.35 
{ 0.71 J 
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For the row points one has to calculate the eigenvectors of 
EE' = — 
d 
f \ 
и w a b 
w и b a 
a b ν ζ 
b α ζ ν 
withd=2(p+9)(2p+9)(p+2í);M=(p+2í)(2p2V);v=(2p+í)(p+V);vv=p(p+2íf;z=í(2p+g)z; 
a=(p2-^+pq)^ (2p+q)(p+2q) and b=3pq^ (2p+q)(p+2q). 
It is known from linear algebra that the eigenvalues of ЕЕ" are the same as the 
eigenvalues of E'E with the addition of zeroes. So we have the following eigenvalues: 
0,1,e and3e 
o--)2 
with
e
 = ± - £ i . 
The eigenvectors belonging to the eigenvalues 3e and e are 
s 
•s 
г 
-г 
V J 
/Viand 
s 
s 
-г 
-г 
/V< with r=V 2p+q;s=^p+2q and t=6(p+q). 
Applying formula (7) one gets 
s 
X, =<Te 
r \ J 
лД^ Vi TAKJX, =<Te 
f \ 
s 
r 
-s 
r 
r 
s 
-r 
with r=^2p+q and s=^p+2q. 
So the ratio — - = з 
-1 
-1 
X Y 
We conclude that —• and —- are independent of the data 
matrix. Therefore the correspondence analysis solution depends only on a scaling factor. 
For p=l and q=0 chosen above we obtain 
б 
4 
1 
-1 
2 
-2 
0.61 
-0.61 
1.22 
-1.22 
/ 
and Χ = ye V2 
4 
1 
1 
-2 
-2 
' OJS' 
0.35 
-0.71 
-0.71 
Using the horizontal axis for the first eigenvector, one has the following Figure 4, 
where the column and row points are represented. The abbreviation ANACOR is used 
for correspondence analysis or the French term, "analyse des correspondances". 
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Figure 4 ANACOR of three service 
centers io four regions (Example 2 
with symmetric 
normalization) Service centers are 
represented by letters, regions by digits 
Figure 5 Similar to Figure 4 but with 
column normalisation 
Figure 6 Similar to Figure 4 but with 
row normalization 
Using column normalisation the service 
centers are peripheral in the figure. Applying 
formula (8) after removing the factor ^[λ
α
, the 
appropriate column points, representing the new 
locations of the service centers, become 
v= 
'VÍ 
-V? 
' 1.225 л 
h -1.225 
γ ; = 
ч
 0
 , 
•VI 
^-0.707^ 
-0.707 
1^ 1.414 
This results in Figure 5. 
In this figure the row points are in the center 
of gravity of the column points weighted by 
their relative frequency in the column of the 
frequency matrix F. This is given by the formula 
which is obtained from formula (10) by 
removing the factor лД^. This is the 
gravitation principle or in French, "le principe 
baricentrique", mentioned before. 
Using row normalisation the regions are 
peripheral in the figure. Applying formula (7) 
after removing the factor -/λ^. the row points, 
representing the new locations of the regions, 
become 
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X l ' = 
f \ 
s 
г 
s 
г 
г 
s 
г 
к
 ' , 
= 
0.750" 
-0.750 
1.333 
-1.333 
/ 
χ ; = 
Г 
s 
г 
г 
s 
г 
s 
V / 
= 
' 0.750" 
0.750 
-1.333 
-1.333 
This gives Figure 6. 
In Figure 6 the column points are in the center of gravity of the row points, weighted 
by their relative frequency in the row of the data matrix F, see formula (9') given before. 
Completing the analysis we give the row and column points according to 
"Gifi"(1980): 
Χ,'-Οβ) 
0.75 
-0.75 
1.33 
-1.33 
0.70 
-0.70 
1.24 
•1.24 
r/p=l and q=Q. 
v=« 
/ -4 
0.75 
0.75 
-1.33 
-1.33 
0.53 
0.53 
-0.94 
-0.94 
v У 
ifp=l andq=0. 
Comparing this with X,, Xj and Χ/,Χ/ found earlier we have: 
1 1 1 1 1 2 
1 0.61 0.75 0.70 0.35 0.75 0.53 
2 -0.61 -0.75 -0.70 0.35 0.75 0.53 
3 1.22 1.33 1.24 -0.71 -1.33 -0.94 
4 -1.22 -1.33 -1.24 -0.71 -1.33 -0.94 
Actually X1" is the geometric mean of Xj and X,1, because (Xj'^X^,'· X2" is the 
geometric mean of Xj and X '^, because {Χ2"Ϋ=Χ^2'. See formulas (7),(7') and (7"). 
Similarly one gets Υ/ and У2", see fonnulas (8), (8') and (8")· The results are given in 
Figure 7. 
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Figure 7 ANACOR normalisations of 
three service centers in four regions 
(Example 2) 
Symmetric normalisation according to 
Gifi(1981), designated by letters and 
digits with double apostrophes 
connected with dashed lines. 
Our version of symmetric normalisation 
is given by points connected with solid 
lines. 
Adding apostrophes to the digits gives 
our version of row normalisation 
(combining Y2,У,4' with A,B and C). 
Adding apostrophes to the letters gives 
our version of column normalisation 
(combining Α',Β',Ο' with 1,2,3 and 4). 
7.4.4.3 Example 3 Four service centers In four regions 
The previous examples gave us an idea of some important variants of factorial 
analysis. In this example two eigenvalues coincide. 
1 
A. 
3 
Ρ 2 
.с 
'в
 u 
Region 
1 
2 
3 
4 
Service center 
А В С D 
q ρ 
q q 
q q 
ρ q 
ρ q 
ρ ρ 
ρ ρ 
q ρ 
Figure 8 Location and data matrix of four service centers in four regions (Example 
3) Service centers are represented by letters, regions by digits 
PCA solution 
An easy calculation shows that the correlation matrix С has two eigenvalues 2 and 
two eigenvalues 0. Eigenvectors belonging to the eigenvalue 2 take the forni 
( \ 
α 
Ρ 
- α 
with α and β real. 
This is a two dimensional space, spanned by the vectors 
0 
-1 
v
0
, 
and 
V 
1 
0 
-1 
ν / 
ЕЕ' has the same eigenvalues and the eigenvectors belonging to the eigenvalue 2 are 
in a two dimensional space, spanned by the vectors 
V 
4°, 
and 
V 
о 
0 
1 
the so-called base vectors. Looking at the solution given by these base vectors we get 
Figure 9(a). 
Ì1--B 
2=C 
- · • 
IB 
3=A 
- · — 
- Ç ; -
(a) incorrect solution 
.A_ 
2 |D 1 
(b) more correct solution 
Figure 9 PCA of four service centers in four regions (Example 3) 
Service centers are represented by letters, regions by digits. 
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If we interchange the base vectors by their difference 
-1 
V 1 / 
and their sum 
•1 
1 
V1/ 
however, 
we obtain a representation similar to the original locations. Compare Figure 9(b) with 
Figure 8. Again we conclude that the PCA solution is independent of the data matrix, 
unless p=q. 
ANACOR solution 
It is not difficult to calculate the eigenvalues of ÉE. These are 0,1 and the double 
eigenvalue d with 
d = >>' K-f) 
The eigenvectors of ЕЕ belonging to the eigenvalue d are spanned by the vectors 
о 
-i 
v
0
, 
and 
' o 4 
1 
0 
ν"
1
, 
These are the same vectors as in PCA belonging to the eigenvalue 2. ТЪе eigenvectors, 
normalised to Euclidean length 1 and given by the computer program, are 
r , l 
0 
-1 
0 
\ ) 
Inland 
0 
-1 
0 
1 
genvectors of 
V 
1 
-1 
:h 
and 
Y 
-1 
1 
:h 
/V2. 
The ei  ЕЕ' belonging to the eigenvalue d are spanned by the vectors 
The normalised eigenvectors given by the computer program are 
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-ι 
1 
and— 
2 
1 
1 
•1 
,·ι, 
Application of the formulas (7) and (8) gives the ANACOR solution in symmetric 
normalisation. For the column points we have: 
1 
Y^Vd 0 
-1 
0 
V2 
^ 
•ñd 
f \ 
1 
0 
-1 
0 
\=-fà 
f \ 
0 
-1 
0 
1 
V J 
42* ^ щ^ -1 
о 
vb 
with d = 
(p+q) 
so V25=-£2- = 1 if p=l and q=0. 
p+q 
For the row points we have 
V 
x=iV3 
v 1 , 
•Гі-Vd 
ι 
1 
•1 
viva nf\~<* 1 
•1 
ι 
£1_ 
with Vrf= f Τ? =-τ=·. 
V2 V2 
-*= h 
The result is given in Figure 10. This is similar to 
Figure 8 if we reverse the horizontal axis. 
The examples given until now all have the 
particularity that the PCA is independent of the 
values ρ and q in the data matrix with the only 
assumption that ρ ne q. The ANACOR solutions 
only depend on an unimportant scaling factor. In the 
next section we try to move the service centers 
given in the previous examples. 
FigurelO ANACOR of four service centers in four regions (Example 3) 
Service centers are represented by letters, regions by digits. 
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7.5 A TTEMPT TO BRIDGE THE GAP BETWEEN INTRODUCTOR Y EXAMPLES 
AND THE EMPIRICAL EXAMPLE 
After introducing PCA and correspondence analysis as two alternatives of factorial 
analysis useful in geographical exploratory research, we continue our search for an 
approximation of the empirical example from p. 137-139 to get a better view of the 
reasons why the second alternative was better. Let us first look at some other locations of 
the service centers. If we try to locate a center on the point common to the four regions, 
from the two alternatives, only the PCA fails because this gives a column in the data 
matrix with equal values. Then E is not defined, because subtracting the mean gives a 
zero column having a standard deviation of zero and we cannot divide zero by zero. 
Now we locate two service centers in the middle of two opposite regions in a 2x2 
grid. See Example 1A next subsection. In this case we need more than two variables ρ 
and q in the data matrix to describe the most general case. Therefore we will consider a 
special case, where all clients go to the nearest service center and otherwise use some 
function which relates the number of users to the distance from the service centers. To 
approximate earlier research (Eppink, 1983,1984) we use the loglognormal distribution. In 
this case the logarithm of the logarithm of the frequencies gives the bivariate normal 
function (see p.82-86). In most instances we can use the simpler formula where the 
points with equal frequencies are circles. The distribution is rotation symmetric and the 
logarithm of the logarithm of the frequencies can be described by: 
where (χ,,γ,), i=l,...,m are the coordinates of the service centers, (дс^) the coordinates of 
the centers of the square regions and с a constant real number. The function F gives the 
frequency of users of service i in region j . The logarithm of the frequencies have been 
chosen to better approximate what was found via empirical data in previous research 
(Eppink, 1984), where we very often observed a lognormal distribution. This is a 
distribution which becomes normal after a logarithmic transformation. 
If c=7 and the measuring unit is the length of a side of the region, we obtain (in 
Example 1) for the number of users of service A in region 1: 
7 
e =481.775. 
For region 2 and service A the number of users is 
= 42.3865. 
Multiplying by 100 and truncating to whole numbers, one gets the data matrix: 
Table 3 Datamatrix of two service centers in four regions (Example 1) 
service center 
Region A В 
1 48177 4238 
2 4238 48177 
3 48177 4238 
4 4238 48177 
The ANACOR solution of Example 2 with 3 service centers in 4 regions given above 
for the data matrix in Figure 2 with p=48177 and q=4238 , is given by: 
Y i = 
' o.srì 
-0.873 
, o, 
andY2 = 
'-0.29Г 
-0.291 
k 0.582, 
As we already noted, this solution differs only by an unimportant scaling factor from the 
solution with p=l and q=0, given earlier. 
7.5.1 Example 1A Two service centers In the middle of two opposite regions In 
a 2x2 grid 
The data matrix is given by Table 4 and the solution in Figure 11. 
Table 4 Datamatrix and coordinates of two service centers in the middle of two opposite 
regions in a 2x2 grid (Example 1A) 
Region 
1 
2 
3 
4 
Service 
A 
В 
Eigenva 
Service 
A 
109663 
6980 
6980 
1313 
center 
lue 
center 
В 
1313 
6980 
6980 
109663 
PCA so 
X 
-1.19 
0 
0 
1.19 
0.84 
-0.84 
1.43 
lution 
Y 
0.53 
-0.53 
-0.53 
0.53 
0.53 
0.53 
0.57 
ANACOR 
X 
0.98 
0 
0 
-0.98 
0.92 
-0.92 
0.85 
solution 
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1 
.A 
3 
i 
.в 
Η н 
ο2=3 
А„В 2=3 
Location PC A solution ANACOR solution 
Figure 11 Location and representation of two service centers in the middle of two opposite 
regions in a 2x2 grid (Example 1A) 
The ANACOR solution is one dimensional because the eigenvector belonging to the 
eigenvalue 1 does not contribute to the solution. In the PCA, A and В have to be 
interchanged by choosing the opposite sign for the eigenvector of ΕΈ belonging to the 
largest eigenvalue 1.43. 
Now we add a third service center in the middle of a third region. 
7.5.2 Example 2A Three service centers In the middle of three regions In a 2x2 
grid 
The data matrix is given in Table 5 and the solution in Figure 12. 
Table 5 Datamatrix and coordinates of three service centers in the middle of three regions 
in a 2x2 grid (Example 2A) 
Region 
1 
2 
3 
4 
Service 
A 
В 
С 
Eigenva 
Service center 
A 
109663 
6980 
6980 
1313 
center 
ue 
В 
6980 
1313 
109663 
6980 
С 
1313 
6980 
6980 
109663 
PCA so 
X 
-0.98 
0 
0 
0.98 
0.84 
0 
-0.84 
1.43 
lution 
Y 
0.49 
0.10 
-1.08 
0.49 
0.41 
-0.96 
0.41 
1.24 
ANACOR 
X 
1.13 
0 
0 
-1.13 
1.09 
0 
-1.09 
0.80 
solution 
Y 
-0.58 
-0.52 
1.17 
-0.58 
-0.58 
1.17 
-0.58 
0.68 
3¿B 
π" F" 
-A 1 
к 1* 
'о .С Л . о ' 
-і h 
*2 
A"ü1 
оЗ 
I 
Location 
РСА solution ANACOR solution 
Figure 12 Location and representation of three service centers in the middle of three 
regions in a 2x2 grid (Example 2A) 
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7.5.3 Example 2B Three service centers In the middle of three regions In a 2x2 
grid (simplified data matrix) 
If we modify Example 2A by assuming that every region has the same number of 
inhabitants, say 100, everybody goes to the nearest service center and 2 service centers 
which are at the same distance each share 50% of the clients, one gets the data matrix and 
coordinates of the results given in Table 6 (in the appendix of this chapter) and the two 
dimensional representation in Figure 12A. The structure is similar to that of Figure 12. 
1 
.
B 
3 
2 
Í 
(a) Location 
ID J 
-è О — -é= 
(b) PCA solution (c) ANACOR solution 
Figure 12A Location and representation of three service centers in the middle of three 
regions in a 2x2 grid (Example 2B with simplified data matrix) 
Service centers are letters A,B,C before sign correction and A'.B'.C' after sign correction; regions 
are digits. 
Because shifting of locations of service centers does not give us additional insight we 
now switch to a 3x3 grid of square regions. 
7.5.4 Examples with four service centers In a 3x3 grid of 9 regions 
In this subsection five examples are presented with four service centers located in the 
intersection between the boundaries of nine regions (see Figure 13). The first example 
uses the general formula introduced in the beginning of this section (Example 4). The 
second has a simplified data matrix similar to Example 2B in the previous subsection, 
where it was assumed that visitors go to the nearest center and centers at the same 
distance get an equal share of clients (Example 4A). In the next examples, 4B and 4C, 
we modify the number of clients of the service centers for the two previous examples 4 
and 4A. In the last example (4D), the population size of the regions are modified for the 
simplified data matrix of Example 4A. Of course we assume that the potential number of 
clients in a region is proportional to its population size. 
7.5.4.1 Example 4 Four service centers In nine regions In a 3x3 grid 
In this example the data matrix has been calculated using the formula from the 
beginning of this section with c=7. Location of the service centers and graphical 
representation of the results is given in Figure 13. 
τ—ι (a) Location 
3 v ' 
(b) PCA solution (c) ANACOR solution 
Figure 1Э Location and representation of four service centers in nine regions in a 3x3 grid 
(Example 4 with c=7) 
In Figure 13 the representation of the grid in the ANACOR solution is perfect. It is 
not well recognizable in the PCA solution. Service center A is located between the 
regions 5 and 7 in ANACOR. Even after sign correction, interchanging A with D, В with 
С and A with C, A is not between 5 and 7 but outside this interval in PCA. 
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7.5.4.2 Example 4A. Four service centers In nine regions In a 3x3 grid with 
simplified data matrix 
In this example the data matrix has been simplified using the assumptions mentioned 
in the beginning of this subsection (see Table 7 in the appendix of this Chapter). Location 
of the service centers and graphical representation of the results is given in Figure 13A. 
(b)PCA solution (c) ANACOR solution 
Figure 13 A Location and representation of four service centers in nine regions in a 3x3 
grid (Example 4A with simplified data matrix) 
In Figure 13A the solutions are given for the extreme situation where everybody 
visits the nearest center and centers at equal distance receive an equal share of the clients. 
Now the PC A solution is improved in comparison to Figure 13. The ANACOR solution 
is similar. 
7.5.4.3 Example 4B Four service centers with a different number of clients In 
nine regions In a 3x3 grid 
In this example an alternative to Example 4 is given by changing the constant in the 
fonnula of the beginning of this section. This is 6 for the first column, 7 for the second, 9 
for the third and 8 for the fourth and last column of the data matrix. So the number of 
clients of the four service centers are changed. 
2 ' 3 
1С 
5 6 
7 Ί β f 9 
a— — t? 
-ь 
• * — * Y 
Og- 0 B 
9p-
/ 
V-.-
/ ^ 5) 
3
 - — / 
Y 
~
n
7 
I 
- ¿1 
Location PCA solution ANACOR solution 
Figure 14 Location and representation of four service centers in nine regions in a 3x3 grid 
(Example 4B with modified values of c) 
The relational structure, which is the structure of the relationship between the set of 
regions and the set of service centers, is maintained apart from a sign in PCA. The PCA 
solution is not very sensible to changes in the constant С because the solution is invariant 
under multiplication of a column by a constant and changing С results in a ratio in the 
neighbourhood of a constant. The reason is that a column is determined mainly by the 
largest number, being an outlier. 
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7.5.4.4 Example 4C Four service centers with a different number of clients In 
nine regions In a 3x3 grid, simplified data matrix 
Now the columns of the simplified data matrix of Example 4A are multiplied by 
constants 1,2,4 and 3 for the first, second, third and last column, resp. (see Table 8 on 
p. 184). 
1 
с 
и 
- A' 
7 
2 
5 
1 
8 
3 
С 
6 
5 
9 
Я
7
 + 
У Α . 
V' 
К 
н -^ 
\ с. 
D. >1 
* 2 
Figure ISA Location and ANACOR of four service centers in nine regions in a 3x3 grid 
(Example 4C with simplified datamatrix of Table 7 with column weights) 
The multiplication of the columns does not influence PCA because the columns are 
divided by the standard deviation, so only the ANACOR solution is given in Figure 15A. 
This shows a structure similar to that of Figure 14. 
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7.5.4.5 Example 4D Four service centers In nine regions of different population 
size In a 3x3 grid 
Now the rows of the simplified data matrix of Example 4A are multiplied by 
constants (see Table 9 on p. 185 in the appendix of this chapter). 
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(b) PCA solution (c) ANACOR solution 
Figure 15B Location and representation of four service centers in nine regions in a 3x3 grid 
(Example 4D with simplified data matrix of Table 7 with row weights) 
The change of the population size of the regions influences only the PCA results. The 
larger regions 1,3,7 and 9 are more distant from the origin than the smaller regions 2,4,6 
and 8. The same effect spoiled the geographic component in the empirical example in the 
introduction. 
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7.5.5 Examples with sixteen service centers In a 3x3 grid of 9 regions 
To obtain a better approximation of the empirical example, it is interesting to look at 
more complicated structures of service centers. In this subsection four examples are 
presented with sixteen service centers located in the comers of four squares (see Figure 
16(a)). The first two examples use the fomiula at the beginning of this section (Example 
5 and 5A). The third uses a simplified data matrix assuming that everybody goes to the 
nearest service center (Example 5B). In the last example the rows of this data matrix are 
multiplied by constants, allowing for different population sizes of the regions (Example 
5C). 
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7.5.5.1 Example 5 Sixteen service centers In a 3x3 grid of nine regions 
This example uses the formula at the beginning of this section with c=7. See Figure 
16(a) for the location of the centers. 
£—1 j-L·-1 (a) Location 
-cc _ 
•~~oi 
(b) PCA solution (c) ANACOR solution 
Figure 16 Location and representation of 16 service centers in a 3x3 grid of nine regions 
(Example 5 with c=7) 
In the PCA solution the four squares which give the location of the sixteen service 
centers are not recognizable and the outside centers, e.g. A and B, are not outside the 
convex hull of the grid (see Figure 16(b)). In the ANACOR solution (see Figure 16(c)) 
the situation of outside points is always correct; so is the relational structure of the whole. 
Moreover the squares are not changed into unrecognizable forms, as in PCA. 
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7.5.5.2 Example 5A Sixteen service centers with different number of clients In a 
3x3 grid of nine regions 
This example uses the formula at the beginning of this section with c=6 for the first 
four columns of the data matrix corresponding with the service centers A.B.C and D. For 
the next four columns c=7 (service centers E,F,G and H), in the next four columns the 
constant с has the value of 9 (service centers I,J,K and L). In the last four columns of the 
data matrix corresponding to the service centers Μ,Ν,Ν and P, the constant c=8. The 
location of the service centers is the same as in Example 5. 
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Figure 17 Location and representation of 16 service centers in a 3x3 grid of nine regions 
(Example 5A with c=6,7,9 and 8) 
The PCA results are similar to that of Figure 16. The reason is the same as in 
Example 4B: changing the constant с does not much effect the PCA. In the ANACOR 
the results of the representation of the upper squares ABCD and EFGH with c=6,resp. 7 
are relatively nearer to each other than to the representation of the lower squares IJKL 
and MNOP with c=9 and 8jesp. The same applies to the lower squares. 
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7.5.5.3 Example 5B Sixteen service centers In a 3x3 grid of nine regions 
(simplified data matrix) 
This example simplifies the data matrix of Example 5 by assuming that most of the 
clients go to the nearest service centers (see Table 10 on p. 185). 
(b) PCA solution (c) ANACOR solution 
Figure ISA Representation of 16 service centers in a 3x3 grid of nine regions (Example 5B 
with simplified data matrix) 
Both representations in Figure 18A are reasonable with the exception that the outside 
service centers, e.g. A and B, are not outside the convex hull of the representation of the 
regions l,2,3,etc. in PCA. The representation of ANACOR however is correct on this 
point. 
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7.5.5.4 Example 5C Sixteen service centers In a 3x3 grid of nine regions of 
different population size (simplified data matrix) 
In this example the data matrix of Example 5A is modified by multiplying the rows 
by constants. So the population sizes of the regions are changed (see Table 11 on p. 185). 
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Figure 18B Representation of 16 service centers in a 3x3 grid of nine regions of different 
population size (Example 5C with simplified data matrix) 
In Figure 18B we see a phenomenon similar to that of Figure 15B. The PCA results 
are even more spoiled by the difference in population sizes of the regions, while the 
relational structure between service centers and regions is maintained in the ANACOR 
results. 
7.5.6 Examples with sixteen service centers In a 5x5 grid of 25 regions 
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As a last step in the direction of the empirical 
example of Section 7.3, two even more complicated 
examples will be given. Again there are 16 service 
centers in the comers of four squares, but the 
number of regions has been increased from 9 to 25 
(compare the empirical example with 12 service 
centers and 129 regions). See the location in Figure 
19. In the first example the service centers have an 
equal number of clients; in the second case they 
have a different number of clients. 
Figure 19 Location of 16 
service centers in a 5x5 grid 
of 25 regions (Example 6 with 
c=7) 
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7.5.6.1 Example 6 Sixteen service centers In a 5x5 grid of 25 regions 
In this example the data matrix is again calculated by the computer program using the 
fonnula mentioned in the beginning of this section with c=7. The results are given in in 
Figure 20. 
In Figure 20 (a) the PCA solution is given for 16 service centers in 4 squares situated 
in a 5x5 grid of 25 regions. Now the squares are recognizable in their global form, but 
the outside points A,F,K and Ρ are nearer to the origin than the inside points C,H,I and N. 
The 5x5 grid is very much deteriorated. 
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Figure 20 PCA and ANACOR of 16 service centers in a 5x5 grid of 25 regions (Example б 
with c=7) 
In the ANACOR solution (see Figure 20 (b)) the grid can be easily recognized and 
the relational structure is reasonable. One could only wish to shift the service centers 
slightly in the direction of the origin, but this can be solved by choosing another 
normalisation. 
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7.5.6.2 Example 6A Sixteen service centers with different number of clients 
In a 5x5 grid of 25 regions 
This example uses the formula at the beginning of this section with c=6.5 for the first 
four columns of the data matrix corresponding with the service centers A,B,C and D. For 
the next four columns, c=7 (service centers E,F,G and H). In the following four columns 
the constant c=8 (service centers I,J,K and L). In the last four columns of the data matrix 
corresponding to the service centers Μ,Ν,Ν and Ρ the constant c=7.5. See the results in 
Figure 21 for PCA and in Figure 22 for ANACOR. 
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Figure 21 Location and PCA of 16 service centers in a 5x5 grid of 25 regions (Example 6A 
with modified values of c) 
In Figure 21 the PCA solution is given for 16 service centers in 4 squares situated in a 
5x5 grid of 25 regions. This solution is even more detoriated than in the previous 
example. For a comparison see Figure 19A. 
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Figure 22 ANACOR of 16 service centers in a 5x5 grid of 25 regions (Example 6A with 
modified values of c) 
In contrast with PCA, the 5x5 grid is still well recognizable in the ANACOR results. 
The same can be said about the four squares of locations of service centers and the 
relationship between the set of service centers and the set of regions. 
In all previous examples, where the logarithm of the frequencies in the columns of the 
data matrix show a lognormal distribution, this distribution is very skew and therefore the 
results of PCA are in all cases worse than that of ANACOR. The reason is that the 
outliers in the frequencies in the columns of the data matrix determine the structure if one 
subtracts the mean. This is reinforced by taking the standard deviation, because it implies 
taking squares, which influences outliers the most. Moreover the effect has been enlarged 
in the cases where ΕΈ and ЕЕ' had a double eigenvalue. This is also true for cases where 
one has a nearly double eigenvalue: two eigenvalues very near each other. 
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We also saw that in PCA, the results of the geographical structure were spoiled by 
difference in region size, whereas they were unaffected in applications using ANACOR. 
7.6 A CRITICAL COMPARISON OF PCA WITH CORRESPONDENCE ANAL YSIS 
APPLIED TO GEOGRAPHICAL DATA MATRICES 
A number of authors critically examined the use of factorial analysis in the social 
sciences (see e.g. Greer-Wootten,1971 or other authors mentioned on p.87-90). To these 
we add the quantitative geographer Taylor(1981), who comments on the history of the 
use of factor analysis in geographical research. We cite on page 251: "It is not proposed 
that factor analysis be rehabilitated to its former glories but merely that since it is only a 
technique it is hardly fair to criticise it for how we have used it". 
It is dangerous to use multivariate analysis as a black box by applying a statistical 
computer package, like SPSS. We already saw this in the first two notes belonging to 
p. 140-162, where several options of PCA were considered: the choice between 
unstandardized and standardized PCA and between Q-mode and R-mode analysis. 
Because the researcher does not recognise these options in many cases, he cannot deal 
with them. 
Now let us concentrate on the third assumption for "metric multivariate analysis" to 
which PCA belongs. See the introduction to this chapter for the assumptions. The third 
says that the distribution of the frequencies in the columns or rows of the data matrix 
should not deviate too much from normality. It can already be seen in the transformation 
from the frequency matrix F to the intermediate matrix E in PCA, what the effect is of 
large deviations from nonnality. In this transfonnation, means of columns are subtracted 
and in standardized PCA the results are divided by the standard deviation of these 
columns. Now it is well known that means and standard deviations are very useful for 
nonnally distributed variables. If the deviations are large however other measures should 
be used, e.g. Spearman's /·, instead of Pearson's r for the correlation coefficient. Another 
possibility is to replace the mean by the median or the mode. This is the case in income 
or population distributions dealt with in the previous chapter: the mean income is of use 
only at the company level that pays the salaries. So we see that application of PCA and 
all classical multivariate analysis is dangerous for variables whose distribution deviates 
too much from nonnality. The normality assumption is not relevant in correspondence 
analysis however (see formula(3)). 
As a final example, where a logarithmic or other nonlinear transformation was not 
necessary, we mention an application in urban geography (Eppink & v.Dimeren, 1986). 
Here correspondence analysis also gave the best performance and reinforced the results 
of a cluster analysis. The last technique cannot be recommended to the beginning 
exploratory researcher: he will lose his way in the forest of choices between techniques, 
dissimQarity measures, algorithms and last but not least, the choice of the number of 
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clusters. 
We conclude that correspondence analysis is a powerful tool for the geographer in his 
exploratory research. It is less dependent on assumptions than PCA and comprehensive 
results can be achieved with considerably less efforts. In the empirical and other 
examples, correspondence analysis was better in discriminating the geographical 
component, which is important, if one wants to explain deviations. See the example of 
Arnhem and Nijmegen and the example of eight northern regions in the Netherlands 
given on p. 137-139. 
In the next chapter we will see that correspondence analysis is an important special 
case of canonical correlation analysis, showing relationships between all kinds of 
multivariate analysis models. This includes principal component analysis as another 
special case. We will see that the nonlinearity of correspondence analysis caused by the 
square root disappears in the context of canonical correlation analysis in the next chapter. 
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7.7 APPENDIX TO CHAPTER 7 
Table б Simplified datamatrix and coordinates of three service centers in the middle of 
three regions in a 2x2 grid (Example 2B) 
Region 
1 
2 
3 
4 
Service 
A 
В 
С 
Eigenva: 
Service center 
A 
100 
50 
0 
0 
center 
lue 
В 
0 
0 
100 
0 
с 
0 
50 
0 
100 
PCA so 
X 
-0 41 
-0 41 
1.24 
-0.41 
0.52 
-1 
0 52 
1 55 
lution 
Y 
-0.98 
0 
0 
0 98 
0.85 
0 
-0.85 
1.45 
ANAC0R 
X 
0 
0 
-2 
0 
0 
-2 
0 
1 
solutio; 
Y 
-1.15 
0 
0 
1.15 
-0.94 
0 
0.94 
0.67 
Table 7 Simpliried data matrix of four service centers in nine regions in a 3x3 grid 
(Example 4A) 
Region 
1 0 0 0 100 
2 0 0 50 50 
3 0 0 100 0 
4 50 0 0 50 
5 25 25 25 25 
6 0 50 50 0 
7 100 0 0 0 
8 50 50 0 0 
9 0 100 0 0 
Table 8 Simplified data matrix with column weights and coordinates of four service centers 
in nine regions in a 3x3 grid (Example 4C) 
Region 
S e r v i c e 
A 
0 
0 
0 
50 
25 
0 
100 
50 
0 
В 
0 
0 
0 
0 
50 
100 
0 
100 
200 
c e n t e r 
С 
0 
200 
400 
0 
100 
200 
0 
0 
0 
1 0 300 
2 150 
3  0 
4 150 
5  75 
6   0 
7  0 
0 
0 
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Table 9 Simplified data matrix with row weights and coordinates of four service centers in 
nine regions in a 3x3 grid (Example 4D) 
Region 
1 0 0 0 300 
2 0 0 50 50 
3 0 0 200 0 
4 50 0 0 50 
5 100 100 100 100 
6 0 50 50 0 
7 200 0 0 0 
8 50 50 0 0 
9 0 300 0 0 
Table 10 Simplified data matrix of sixteen service centers in a 3x3 grid of nine regions 
(Example SB) 
Region 
1 
2 
3 
4 
5 
6 
7 
8 
9 
A 
0 
0 
0 
0 
0 
0 
50 
0 
0 
В 
0 
0 
0 
0 
0 
0 
50 
0 
0 
S e 
С 
0 
0 
0 
0 
25 
0 
50 
100 
0 
г V 
D 
0 
0 
0 
100 
25 
0 
50 
0 
0 
1 с 
E 
0 
0 
0 
0 
25 
0 
0 
100 
50 
e 
F 
0 
0 
0 
0 
0 
0 
0 
0 
50 
G 
0 
0 
0 
0 
0 
0 
0 
0 
50 
с e 
H 
0 
0 
0 
0 
25 
100 
0 
0 
50 
η t 
I 
0 
100 
50 
0 
25 
0 
0 
0 
0 
e г 
J 
0 
0 
50 
0 
25 
100 
0 
0 
0 
К 
0 
0 
50 
0 
0 
0 
0 
0 
0 
L 
0 
0 
50 
0 
0 
0 
0 
0 
0 
M 
50 
0 
0 
0 
0 
0 
0 
0 
0 
Ν 
50 
0 
0 
100 
25 
0 
0 
0 
0 
0 
50 
100 
0 
0 
25 
0 
0 
0 
0 
Ρ 
50 
0 
0 
0 
0 
0 
0 
0 
0 
Table 11 Simplified data matrix with row weights of sixteen service centers in a 3x3 grid of 
nine regions (Example 5C) 
S e r v i c e c e n t e r 
A B C D E F G H I J K L M N O P 
Region 
1 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 100 0 
3 о о о 0 0 0 0 0 100 100 
4 0 0 0 100 0 0 0 0 0 0 
5 0 0 100 100 100 0 0 100 100 100 
6 о о о о 0 0 0 100 0 100 
7 100 100 100 100 о о о о о 0 
8 0 0 100 0 100 о о о о 0 
9 0 0 0 0 150 150 150 150 0 0 
0 
0 
10 
0 
0 
0 
0 
0 
0 
0 
100 
0 
0 
0 
0 
0 
150 
0 
0 
0 
0 
0 
0 
0 
150 
0 
0 
100 
100 
0 
0 
0 
150 
100 
0 
0 
100 
0 
0 
0 
150 
0 
0 
0 
0 
0 
0 
0 
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Table 12 Student enrollment in Dutch universities in 1972, 1973 and 1974 for each economic 
geographic region (EGG). 
See bottom of this table on third page for abbreviations. 
Univer- VU KUH UVA RUL RUG RUU ROTT KHT THD THE THT LHW 
sity 
EGG 
nr. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
4 
1 
1 
7 
4 
0 
18 
3 
31 
26 
18 
12 
0 
1 
12 
3 
9 
12 
2 
28 
10 
14 
24 
35 
4 
5 
В 
26 
17 
19 
70 
38 
60 
13 
46 
58 
5 
22 
25 
4 
3 
7 
54 
104 
7 
1 
1 
1 
2 
1 
0 
14 
1 
9 
6 
3 
3 
0 
2 
4 
4 
4 
4 
5 
34 
4 
63 
101 
219 
0 
98 
114 
66 
70 
119 
33 
3 
92 
39 
354 
223 
137 
19 
1251 
223 
49 
24 
12 
35 
5 
1 
1 
4 
4 
4 
0 
23 
2 
15 
19 
6 
1 
2 
3 
9 
3 
13 
2 
5 
20 
1 
29 
21 
54 
0 
6 
16 
17 
8 
15 
31 
22 
22 
15 
44 
57 
10 
12 
22 
6 
1 
3 
62 
114 
9 
2 
1 
0 
5 
25 
0 
12 
2 
10 
4 
5 
1 
0 
1 
1 
1 
8 
2 
5 
19 
2 
9 
27 
27 
0 
3 
5 
23 
3 
11 
11 
12 
18 
9 
22 
27 
4 
8 
15 
6 
0 
2 
26 
74 
3 
236 
89 
103 
246 
51 
35 
1637 
209 
415 
278 
321 
175 
15 
137 
161 
85 
384 
206 
66 
265 
85 
172 
207 
416 
0 
13 
30 
105 
5 
45 
36 
71 
103 
79 
82 
100 
7 
5 
31 
5 
1 
3 
56 
119 
7 
10 
3 
6 
13 
6 
1 
35 
9 
28 
30 
18 
11 
0 
3 
7 
6 
19 
23 
15 
88 
24 
75 
93 
176 
0 
21 
31 
85 
13 
49 
240 
148 
ISO 
61 
154 
193 
23 
109 
51 
16 
И 
23 
411 
971 
126 
1 
0 
1 
2 
1 
1 
4 
1 
2 
5 
5 
1 
1 
0 
4 
0 
2 
1 
0 
И 
1 
14 
19 
33 
0 
9 
5 
15 
0 
5 
15 
17 
20 
И 
17 
23 
9 
13 
14 
6 
2 
5 
32 
71 
9 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
1 
1 
0 
0 
0 
0 
0 
1 
0 
2 
1 
1 
4 
22 
0 
5 
3 
3 
0 
5 
4 
0 
4 
1 
12 
7 
6 
И 
33 
18 
3 
2 
4 
И 
5 
9 
4 
2 
14 
7 
1 
34 
11 
28 
22 
31 
17 
1 
8 
12 
5 
27 
17 
6 
21 
7 
15 
31 
58 
0 
7 
9 
17 
8 
8 
26 
20 
41 
16 
37 
55 
12 
17 
30 
9 
2 
3 
48 
97 
11 
0 
1 
1 
1 
0 
0 
9 
0 
6 
9 
7 
3 
0 
3 
2 
0 
0 
1 
1 
10 
1 
1 
9 
4 
0 
3 
4 
5 
2 
6 
7 
8 
8 
3 
7 
9 
9 
10 
43 
13 
3 
10 
16 
24 
6 
11 
2 
7 
7 
3 
0 
12 
4 
24 
8 
16 
6 
0 
9 
21 
4 
14 
17 
4 
34 
10 
26 
68 
127 
0 
8 
7 
13 
13 
26 
10 
3 
26 
18 
27 
18 
1 
1 
10 
1 
0 
0 
15 
16 
3 
14 
5 
6 
11 
7 
1 
7 
7 
27 
18 
11 
15 
0 
7 
6 
6 
29 
12 
1 
18 
9 
22 
13 
70 
0 
10 
9 
20 
И 
15 
40 
24 
28 
14 
33 
57 
21 
10 
22 
7 
3 
1 
37 
79 
10 
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Second page of table 12 
Univer- VU KUN UVA RUL RUG RUU ROTT KHT THD THE THT LHW 
sity 
EGG 
nr. 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
3 
77 
54 
43 
6 
7 
53 
55 
124 
194 
11 
68 
152 
174 
237 
172 
208 
1858 
732 
48 
146 
206 
40 
11 
29 
38 
22 
39 
27 
9 
18 
5 
4 
196 
133 
13 
36 
11 
98 
30 
10 
12 
12 
33 
8 
19 
0 
25 
3 
2 
0 
0 
1 
2 
5 
6 
1 
1 
4 
4 
9 
3 
0 
15 
6 
2 
10 
20 
7 
3 
12 
9 
0 
3 
6 
0 
5 
2 
1 
54 
33 
15 
11 
8 
43 
11 
3 
4 
7 
9 
0 
1 
1 
115 
54 
8 
Π 
6 
36 
62 
119 
329 
18 
118 
292 
238 
350 
192 
81 
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Figure 23 Division of the Netherlands into 
129 economic geographic regions 
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_ Figure 24 PC A of student enrollment in dutch universities in 1972,1973 and 1974 
S See Table 12 for abbreviations. 
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Figure 25 ANACOR of student enrollment in dutch universities in 1972,1973 and 1974 
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Computer program yielding the solution of the correspondence analysis problem in the interactive language 
(including a statistical package) called SPEAKEASY. 
EDITING ANACOR 
1 PROGRAM 
2 N=NOROWS(F);M=NOCOLS(F) 
3 T=SUM(F);F1=AFAM(F) 
4IF(M.GT.N)GOTOLl 
5 Gl=N-M+l;G2=l,GOTO L2 
6L1:GI=1;G2=M-N+1 
7 L2 DR=DIAGMAT(Nl/SQRT(SUMROWS(Fl))) 
8 DC=DIAGMAT(Ml/SQRT(SUMCOLS(Fl))) 
9 E=DR+F*DC,ET=TRANSPOSE(E) 
10 CR=ET*E,EIGENVALS(CR,L) 
11 EIVAL=AFAM(ANSWER(INTEGERS(G2,M-1))) 
12 SQEI=SQRT(EIVAL);SQT=SQRT(T) 
13 L=L(,INTEGERS(G2JV1-1)) 
14 K=E*L/DIAGMAT(SQT*SQEI) 
15 W=DIAGMAT(SQT*SQEI) 
16 XR=DR*K,XX=XR*W;XR=XR*SQT 
17 YR=DC*1;YY=YC*W,YC=YC*SQT 
If one only wants the first two dimensions, one should print the last two columns of the resulting matrices XX and 
YY for symmetric normalisation, XR and YY m row normalisation and XX and YC in column normalisation Use a 
graphical package to represent these in a figure 
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Analysis of rows (or regions or individuals) is sometimes called Q-mode analysis. 
As a default in SPSS R-mode analysis has been chosen (analysis of columns or 
variables or categories of one nominal variable). See Nie et al(1975,p.470). The 
geographic researcher who prefers Q-mode analysis however has to transpose the 
input matrix by himself and to perform some other calculations because analysis by 
rows differs from analysis by columns (see following pages). In the new version of 
SPSS, called SPPS-X, the distinction between Q-mode and R-mode analysis is no 
longer mentioned in the manuals. This makes use of Q-mode analysis even more 
difficult. 
In SPSS columns are normalised, so the only possibility of implementing 
unstandardized PCA is to input the matrix В directly. Normalization is division by 
the Euclidean length of the ƒ* column of F after subtraction of the mean -1-. This 
η 
length is Β = Σ^? or the variance of the ƒ* column of F. So this division makes the 
variance 1 and the variance -covariance matrix becomes the correlation matrix of F, 
which shows that normalisation implies standardisation. Standardization does not 
imply normalisation if one only subtracts the mean and divides by the standard 
deviation of a column of F. It is necessary to divide by Vñ afterwards as has been 
done in formula(2). 
If one requires that the sum of the squares of the coordinates is the same as the 
eigenvalue, the representation should be 
( \ 
1 
-1 
1 
/ V2, but by multiplying this by the real 
number ц — , which is V2 here, one obtains the eigenvector given above. This 
ш 
recovers the relationship between row and column representation (see also 
Lebart,1979,p.283-290) and notice that the total sum of squares is the number of 
rows or regions n=4. 
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Chapter 8 
CHOICE OF CANONICAL CORRELATION MODELS 
8.1 INTRODUCTION 
In previous chapters we emphasized the bottom-up version of multivariate analysis 
going from simple to more complicated models. Systems analysis and factorial ecology 
are examples of fields where the top-down approach is more popular: The attempt to first 
grasp the system as a whole. In p. 12-15 on systems theory we already saw the danger of 
the top-down approach: it is not easy to verify a more general model describing a more 
complicated real world (see e.g."Club of Rome project"). We meet this difficulty again in 
this chapter because canonical analysis is a further step in abstraction than the factorial 
analysis of the previous chapter. 
Canonical correlation investigates the relationship between the values of two sets of 
variables each with the same categorization. This is called regionalization in geography, 
see Table 1, where the columns represent the variables. The values are usually 
frequencies of occunence of some phenomenon (see the geographical data matrix on 
p.51-53). One can also interpret the two sets of variables as two nominal variables. Then 
the columns are the categories of these two variables. Thirdly the two sets of variables 
can be seen as two matrices X and Y, between which the amount of canonical correlation 
has to be measured. In this way it is only an extension of the concept of correlation 
between two vectors or variables (see p.75-81). 
Table 1: Datamatrix for canonical correlation analysis. 
Variables in first set Variables in second set 
* .
 Х
г X, Г. Y2 У, 
region 1 
region 2 
region η 
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In geography and related disciplines several authors have mentioned canonical 
correlation as a promising method, e.g. King(1969) and recently the climatologist 
Balling(1984). Nevertheless, most authors who try to apply the method become 
disappointed with its practical usefulness (see Béguin, 1979b, 1980 and 
Christensen,1983,1985). Interpreting the outcomes of canonical analysis is especially 
more difficult than in factorial analysis. However, the dreams of several geographers of 
integrating subsystems into a larger system have brought us a step further in 
understanding the relationship between flow and structure in a country (see e.g. 
Berry,1966 and Clark, 1973,1975). Nowadays we see a stagnation in the use of canonical 
correlation analysis. What can be the reason? 
In this chapter we try to investigate this problem and relate canonical correlation to 
several special subcases; e.g. multiple regression and correspondence analysis. In 
multiple regression one of the two sets of variables contains only one variable (see Table 
1 with p=l or q=l). In correspondence analysis the sets contain indicators for columns 
and rows of the data matrix, resp. (see Table 6). 
Θ.2 CANONICAL CORRELATION 
The method was introduced in 1936 by Hotelling three years after his first paper on 
PCA. Elementary introductions were given by van de Geer(1971), Levine(1977), 
Kendall(1975) and Clark(1975). The latter also gives an overview of applications in 
geography. A nonlinear extension of canonical correlation analysis may be found in de 
Leeuw(1973) and "Gifi"(1981). 
The first goal of canonical correlation is to find vectors a and b in such a way that Xa 
and Yb, with given data matrices X and Y, have maximum correlation and are 
normalised. Restating this in a geometrical manner: Find a linear combination of the 
columns of X and a linear combination of the columns of Y with a minimum angle. Thus 
a'X'Yh 
maximize cos(Xa,Yh) = under the constraints: a'X'Xa/nsl and 
V(a'X'Xa)(bT'Yb) 
b,Y,Yb/n=l, which normalize the lengths of the vectors Xa and Yb forming the sides of 
the angle. The solutions for Xa and Yb are the first pair of canonical axes. Let us call 
these ξ, and η, resp. 
If one tries to illustrate this with a small example, one faces the problem that the 
smallest number of dimensions is four for two sets, each consisting of two variables. By 
dropping one dimension a special case results. But how can we imagine a four 
dimensional space, e.g. two planes in that space without a line in common? It is only 
possible to define a related problem in our three dimensional world: Find the straight line 
which minimizes the distance between two given straight lines. For the relation between 
the two problems see Figure 1, where the vector approach of the four dimensions has 
been compared with this three dimensional problem. 
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Figure IA Two dimensional Figure IB Three dimensional 
representation of four dimensional representation of four dimensional 
problem problem 
In general the variables X ^ - JipandYx,Yv У, span a p+q dimensional space. 
The first set, X, Д 2 ,Χ spans a ρ dimensional subspace and the second set, YVYV ,Y a 
q dimensional subspace. Now we want to find a straight line ξ, in the first and a straight 
line η, in the second subspace with a minimum angle p, (see Figure 1 A). In Figure IB, 
ξ, and η, are points with minimum distance ρ,, ξ, and η, are called the first pair of 
canonical axes. Now take the orthogonal supplement of ξ, in the first set, and the 
orthogonal supplement of η, in the second set. These orthogonal supplements are 
subspaces orthogonal to ξ, in the first set and to η, in the second set. Then look for the 
straight lines ^ and η 2 with a minimum angle p2 between these orthogonal supplements. 
^ and η 2 are called the second pair of canonical axes (see Figure 1A and IB). 
After some mathematical computations the solution of the canonical correlation 
analysis can be found by computing the eigenvectors of the matrix: 
Μ=(Υ,Υ)·,Υ,Χ(Χ·Χ)"ΙΧ,Υ.[1] The largest eigenvalue of M, which we call λ2 is the square 
of the maximum cosine of the angle between the two subspaces, spanned by the columns 
of X and Y of the given data matrix of Table 1. The eigenvector belonging to this 
eigenvalue is the vector η, One can find the vector ξ, in a similar way (interchange X and 
Y in the formula above for M and compute the eigenvector belonging to the largest 
eigenvalue: this is the vector ξ,). See Lebart(1982) for mathematical details, λ is the 
largest canonical correlation, λ2 the largest canonical root. In Figure 1A, cos ρ, = λ . 
Clark(1973 and 1975,25) presents an example applying Berry's field theory to the 
flow and structure of Wales. He makes use of 5 structural and 8 telephone interaction 
variables, finding p ^ l S 0 23' and p2= 25° 58' with cosines: 0.949 and 0.899. See Table 2 
for the first and second pair of canonical axes belonging to the canonical correlations 
0.949 and 0.899. 
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Table 2 Canonical correlation of telephone flow and structure in Wales, according 
to Clark(1973) 
Loadings on 
first and second 
pair of canonical axes (ζ. ,η.) and (ξ,.Ίο)» resp. 
Structural variables 
1 Urban status 
2 Holiday industry 
3 Agriculture 
4 Mining communities 
5 Coastal activity 
Linkage variables 
I Cardiff 
II Colwyn Bay 
III Swansea 
IV Shrewsbury 
V Newport/Pontypool 
VI Aberystwyth 
VII Chester 
VIII Rhyl 
h 
0.870 
0.470 
0.063 
0.117 
0.080 
"1 
0.811 
0.562 
0.310 
0.219 
0.287 
0.056 
0.298 
0.377 
h 
0. 
-0. 
0. 
-0. 
-0. 
η2 
0. 
-0. 
-0. 
0. 
0. 
-0 
0 
-0 
.474 
,801 
.146 
.238 
,225 
.610 
,417 
.267 
.237 
.027 
.041 
.095 
.555 
To understand the procedure Clark follows, we give more details: he starts with 72 
districts in Wales as the units of research and 60 variables concerning the number of 
employed persons in the commercial, service and industrial sector in the 72 districts. 
Then he performs a PCA to reduce the 60 variables to 5 components belonging to an 
eigenvalue greater than one. They "explain" 85.44% of the total variance. These 
components are called structural variables in the previous paragraph. For flow between 
districts he analyses a 72x72 telephone interaction matrix. The result is a component 
loading matrix and a component score matrix. Loadings are the coefficients, denoted by 
the letter с with two indices in the next equation, where all variables being the columns of 
the data matrix, are written as linear combinations of the components or eigenvectors 
belonging to eigenvalues greater than one: 
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С
А
+С
А
+
· 
+ с f + e , l<i<m, р<т, 
'PP' 
where ν, (láiám), f^luiíp) and e, (laám) are vectors in the η-dimensional space of the 
regions, 
v, the variables, f, the components in a PCA (or factors in a factor analysis, see p.87-90) 
and e, remaining terms which are equal to zero if we use all factors or components and all 
eigenvalues are different. In the example n=72, m=60 and p=5. 
Component scores in a PCA (or factor scores in a factor analysis) are coefficients denoted 
by the letter d with two indices in the next equation, where all components (or factors) 
are written as linear combinations of the variables: 
ι i l 1 f2 2 ІІЛ m 4 ^ ' 
For details see Lawley & Maxwell, 1971. 
By combining the most 
important loadings with the largest 
scores, Clark gets an interpretation of 
the 8 flow components belonging to 
an eigenvalue greater than one (see 
Figure 2). 
It is a pity however that Clark 
makes a mistake due to the 
communication problem mentioned 
in Chapter One; his "Cosine Theta" 
on page 73 is nothing else than 
Pearson 's product moment 
correlation coefficient. 
Functional linkage analysis factor 1. Cardiff II. Colwyn Bay 111. Swansea, IV, 
Shrewsbury. V, Ncwport/Pontypool, VI, Aberyslwylh, VII, Chester, VIII, Rhyl 
Figure 2 Telephone interaction in Wales (Source: Clark 1973 and 1977) 
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Because this coefficient depends on the parameters of the normal distribution, Clark 's 
statement: 
"The use of Cosine Theta enabled the derivation of factor loadings and factor 
scores to be based upon nonparametric indices." 
is false. He did not use a logarithmic or other nonlinear transformation, although his 
column and row variables were highly skewed. The influence of these deviations from 
normality on the interpretation of the results of the PCA is not known, but Clark needs 8 
components to "explain" 83.71% of the variance. 
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In Figure 3 the structural and 
linkage variables are vectors in the 
space of the first and second pair of 
canonical axes. Because the angles 
p, and p2 between those pairs of axes 
are small, an interpretation of the 
relationships between structural and 
linkage variables makes sense: 
Cardiff has the highest urban status, 
being the capital city (see right upper 
side of Figure ЗА and 3B). Swansea 
on the south coast, Colwyn Bay and 
Rhyl on the north coast have the 
highest holiday industry (see right 
lower side of Figure ЗА and 3B). 
The other variables are less 
important. 
In Berry's work(1966) on 
commodity flows and the structure 
of the Indian economy, the first two 
structural components "explain" 
19.9% and 9.6% of the total variance 
in 98 selected variables. The first 
two flow components "explain" 
19.7% and 16.7% of the total 
variance in the flow of 63 types of 
commodities. 
Figure 3B Telephone interaction in Wales 
The canonical analysis gave 0.35 and 0.23 as the first two canonical correlations. These 
conespond to angles of 69 degree 31' and 76 degree 42'. Now it is no longer possible to 
compare the spaces of the first two pairs of canonical axes in a similar way as above. It is 
even difficult to interpret the PCA's in the structure and flow of India directly: 9 
structural components "explain" only 67.7% of the variance and 12 flow components 
"explain" 84.2% of the variance. 
If we look more carefully at Berry's work(1966) we see that he uses another unit of 
research: instead of a node, he uses a link in a network of 36 trade blocks in India, giving 
36x35=1260 links with flows of 63 types of commodities in a certain direction. Berry 
also uses another technique: factor analysis originated by Spearman(1904). This is not 
recommended in exploratory research, as already argued on p.87-90, because of the 
ambiguities caused by the fact that the solution is not unique as in PCA: communalities 
and rotations must be chosen and this cannot be justified without some theory which has 
to be confirmed or rejected. The details of factor analysis can be found in Lawley & 
Maxwell(1971). The analysis of the "flows" starts with a 1260x63 matrix which is 
reduced to a 1260x12 matrix from the 12 flow factors belonging to an eigenvalue greater 
than one. The structural analysis starts with 166 agricultural, spatial, labor-force, 
socio-economic, settlement and production variables in 325 districts in India. This 
325x166 matrix was transfonned logarithmically and reduced to a 325x9 matrix of 
loadings and scores on 9 factors. Moreover the scores have been averaged over the 
districts belonging to one trade block and a distance measuring the dissimilarity between 
the factor scores from those blocks has been used to arrive at a 1260x9 distance matrix 
(Berry, 1966,237). 
Johnston(1978) comments on this type of canonical correlation analysis on 
components or factors. He criticizes Willis' study for that reason, but praises Berry and 
Clark, ignoring the fact that they also used this type of analysis. This suggests that he did 
not pay much attention to their studies. Moreover he replaces a pair of canonical axes by 
one vector somewhere in between(p.l87) and misunderstands orthogonality: it is 
nonsense that "no within-group inter-relationships can exist", "because each set of scores 
comprises mutually orthogonal vectors" (p. 197). 
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importance) 
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income differences 
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decrease expenses 
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sS prohibit abortion 
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"я increase expenses for 
development aid 
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Figure 4 Component loadings: the projections of the optimally scaled variables in 
the mean canonical space (ordinal solution) 
Source: van de Burg Ь de Leeuw (1983,67). 
Parties: KVP (Catholics), PVDA (Socialists), W D (Conservatives), 
ARP (Protestant christian democrats). 
An extension to non-linear canonical correlation allows the use of non-metric 
variables. Thus Van de Burg and de Leeuw(1983) use ordinal data for a canonical 
analysis of political parties and issues in the Dutch Parliament in 1972. The members of 
Parliament have been asked to rank order the parties and a number of political issues. 
The first two canonical correlations are very high: 0.921 and 0.916, in which case the 
angles between the first two pairs of canonical axes can be neglected. Therefore the 
parties and issues can be merged in one figure comparing the first two dimensions (see 
Figure 4)[2]. Even the individual members of Parliament, being the units of research, can 
be represented easily. This is an exception in canonical correlation analysis. 
Kendall reports on the interpretational difficulties(1975,p.69), as do 
Levine(1977,p.31-33), Bégum( 1979b, 1980) and also Christensen(1985). This 
interpretation problem may have been caused by the factorial analyses in a previous step. 
When the authors report on a logarithmic transformation, they do not tell us what the 
effect is on skewness and curtosis of the data. The difficulties of interpretation of the 
factorial analysis will be augmented by the canonical correlation analysis as a second step 
which is another abstraction. Is not the value of canonical correlation analysis rather to 
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be found in the concept of integrating various forms of multivariate analysis? We deal 
with this question in the next sections. 
8.3 FIRST PARTICULAR CASE: MULTIPLE REGRESSION 
Multiple regression is an extension of bivariate linear analysis (see p.75-81) to more 
than one independent variable. A new problem which can arise is then called: 
"multicoUinearity". This means that the η independent variables span a linear subspace of 
dimension lower than n, e.g. three independent variables are vectors in a two dimensional 
subspace. The problem can be overcome by performing a principal component analysis 
(PCA) and afterwards a multiple regression on some of the components. 
If one has two sets of variables, one can reduce both sets to a number of components 
in a PCA and then perform a canonical correlation analysis. If it turns out that in one of 
the sets only one component is relevant in the canonical analysis, this is a particular case 
of canonical analysis where one of the sets contains only one variable. 
To illustrate this, we look at the flow and structure of the Netherlands in 1975, 
operationalized by telephone interaction and some economic variables being the number 
of employed persons in some sectors of industry and commercial services 
(Dietvorst,1979). Applying canonical correlation analysis directly results in 
multicoUinearity and thus the solution cannot be obtamed[3]. The chance of meeting this 
problem is larger than in PCA of the separate sets, because one has more variables. 
Therefore one needs PCA of both sets as a first step here. 
In the set of the structural variables, Q-mode PCA has been applied with regions as 
columns and structural variables as rows of the data matrix. This is easier and therefore 
more recommendable in an exploratory research than using component or factor scores as 
Berry and Clark did, as we saw above. The Q-mode PCA of the Dutch telephone data 
results in 3 eigenvalues greater than 1(15.63,1.93 and 1.18) with 74.4%, 9.2% and 5.6% 
"explained variance", resp. So three components "explain" 89.2% of the total variance. 
See Table 3 and Figure 5. 
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Table 3 PCA Q-mode analysis of economic structure in the Netherlands in 1975 
Comp.2 Comp.3 
0.39 
0.67 
-0.16 
-0.11 
0.00 
-0.32 
0.05 
0.64 
-0.16 
-0.01 
-0.51 
-0.27 
0.07 
-0.09 
-0.31 
-0.23 
0.27 
-0.17 
0.38 
-0.09 
0.08 
1.93 
9.2 
83.6 
0.08 
0.21 
0.42 
0.03 
-0.13 
-0.17 
-0.28 
0.16 
0.10 
-0.29 
0.36 
0.22 
-0.09 
-0.03 
-0.32 
-0.13 
-0.18 
0.52 
0.01 
-0.32 
-0.06 
1.18 
5.6 
89.2 
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Loadings Comp.l 
Telephone 
district 
Alkmaar 
Amsterdam 
Arnhem 
Breda 
Deventer 
Eindhoven 
Goes 
Den Haag 
Groningen 
Haarlem 
Hengelo 
Den Bosch 
Hilversum 
Leeuwarden 
Maastricht 
Nijmegen 
Rotterdam 
Tilburg 
Utrecht 
Venlo 
Zwolle 
eigenvalue 
pct. of var. 
cum. pere. 
0.87 
0.67 
0.88 
0.95 
0.88 
0.87 
0.91 
0.68 
0.97 
0.89 
0.76 
0.87 
0.95 
0.89 
0.57 
0.93 
0.85 
0.78 
0.91 
0.92 
0.97 
15.63 
74.4 
74.4 
predicted 
by flow *) 
comp 2 
впеоа — 
LEEUW. G O E S - * 
GRON*ARNH — 
EINDHv. 
Z W O L ^ 
HENG — 
MAAST — 
•5 HERT - * 
TILB — 
NIJM - ^ 
VENLO — 
—•ADAM 
• Ï H A G E 
A1.KH 
« U T R 
comp 1 
Figure 5 PCA Q-mode analysis of economic structure in the Netherlands in 1975 
(see p.203-210) *) The left vertical axis show the predictions from multiple regression 
with the second PCA component as dependent variable and the first four flow 
components as independent variables (see 8.3). 
In the set of the flow variables, the PCA results in 8 eigenvalues greater than 1 with 
only 43.9% of the variance in the first four components and 66.6% in the first eight 
components. TTius the results are disappointing (see Figure 6). 
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Figure 6 PCA without log. transformation of telephone interaction in the Netherlands, 1974 
But a logarithmic transformation changes the scene drastically: the skewness range 
decreases from (1.9,4.0) until (0.14,1.6) and the curtosis range even from (2.0,14.4) until 
(-0.9,1.7)[4]. So the variables are approximately normally distributed after the 
transformation (see normality assumption in the previous chapter). Now there are only 4 
eigenvalues greater than 1 (7.72, 5.63, 2.50 and 1.38) "explaining" 36.8%,26.8%,11.9% 
and 6.6% of the variance. So the percentage of "explanation" in the first four 
components increases from 43.9% to 82.1%. Comparing Figure 7 with Figure 6 one can 
see how this improves the possibility of interpretation. Look, e.g. at Goes, which can be 
better distinguished from the southern cluster if we also take the third dimension into 
account, from which the loadings are given in parentheses. 
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Figure 7 PCA after log. transformation of telephone interaction in the Netherlands, 1974 
(see 8.3) 
Canonical correlation analysis on 
the first four components of each of 
the flow and structure subset of 
variables gives one canonical axis 
with correlation 0.823. The loadings 
of the structure subset are -0.01, 
0.98, 0.08 and 0.14, resp. For the 
flow subset these loadings are 
-1.04,0.57,-0.50 and-0.26, resp. See 
Figure 8. Now we see that in the 
structure subset only the second 
component has an important loading 
on the canonical axis. If one omits 
the other three components in the 
structure subset, the result gives a 
particular case of canonical analysis: 
multiple regression with the only 
component left as the dependent 
variable. 
flow set 
structure set 
Figure 8 Component loadings of canonical correlation analysis of Dutch telephone data. 
If X denotes this component and Y1, Y2, Y3 and Y4 the first four components of the flow 
subset, one gets: 
X^O.465-0.817 Yj+0.280 Y2-0.343 Y3-O.I72 Y4where Xp predicted X. The four flow 
components "explain" 66.7% of the variance in X, because the multiple correlation 
coefficient R is the canonical correlation, which is 0.8164. See Figure 5 and the residuals 
in Table 4. 
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Table 4 Multiple regression of second economic component on the first four components of 
telephone interaction in the Netherlands in 1974 
Telephone 
district 
Alkmaar 
Amsterdam 
Arnhem 
Breda 
Deventer 
Eindhoven 
Goes 
Den Haag 
Groningen 
Haarlem 
Hengelo 
Den Bosch 
Hilversum 
Leeuwarden 
Maastricht 
Nijmegen 
Rotterdam 
Tilburg 
Utrecht 
Ven lo 
Zwolle 
Se icond 
Ob-
SE 
-0 
-0 
0 
0 
-0 
0 
-0 
-0 
0 
0 
0 
0 
-0 
0 
0 
0 
-0 
0 
-0 
0 
-0 
irved 
39 
67 
15 
11 
00 
32 
05 
64 
16 
01 
51 
27 
07 
09 
31 
23 
27 
17 
38 
09 
08 
economie 
Pre-
dicted 
-0 
-0 
0 
0 
0 
0 
0 
-0 
0 
-0 
0 
0 
-0 
0 
0 
0 
-0 
0 
-0 
0 
0 
23 
43 
08 
05 
11 
18 
07 
41 
08 
36 
19 
22 
29 
07 
21 
25 
37 
24 
28 
29 
20 
component 
Residual 
-0 
-0 
0 
0. 
-0 
0 
-0 
-0 
0 
0 
0 
0 
0 
0 
0 
-0 
0 
-0 
-0 
-0 
-0 
15 
24 
08 
07 
11 
14 
12 
23 
08 
37 
31 
05 
22 
01 
10 
02 
10 
06 
10 
21 
29 
From this one can leam, that e g. Amsterdam and The Hague, have a lower loading on the 
second structural component than can be expected from the first four flow components 
For the telephone districts Haarlem and Hengelo the loadings are higher. In the figure the 
second component has an opposite sign. So lower and higher have to be interchanged. 
Notice that if X is a component, -X is also a component with the same eigenvalue. From 
the four districts mentioned, only the last two have an important deviation if we compare 
their relative positions (See steepest decending lines in the figure). For computational 
details see Lebait et al(1982,p.339). 
For the interpretation one should remember that the second component "explains" 
only 9 2% of the variance in the structural variables(see above). So one should not be 
surprised that this multiple regression does not contribute very much to the explanation of 
the relation of structure and flow in the Netherlands in 1975. One can conclude that the 
relationship is very weak So this particular application of canonical analysis is almost 
useless in this case. 
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8.4 SECOND PARTICULAR CASE: CORRESPONDENCE ANALYSIS 
Correspondence analysis, which turned out to be a powerful tool in geographical 
research in the previous chapter , is also a particular case of canonical correlation 
analysis. This can be easily seen by looking at the first example of Chapter 7 with p=2 
and q=l (see Figure 9) and taking the indicator matrices of 4 regions and 2 services, resp. 
(see Table 5). 
îgion 
1 
2 
3 
4 
Service center 
A 
2 
1 
2 
1 
В 
1 
2 
1 
2 
1 
A. 
Э 
2 
.B 
i. 
Figure 9 Datamatrix and location of Example 1 of previous chapter with p=2 and q=l 
Table 5 Indicator matrices of 4 regions and 2 services for the example of Figure 9 
First 
row 
Second 
row 
Third 
row 
Fourth 
row 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
1 
1 
1 
0 
0 
0 
0 
0 
0 
X 
3 
0 
0 
0 
0 
0 
0 
1 
1 
1 
0 
0 
0 
4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
A 
1 
1 
0 
1 
0 
0 
1 
1 
0 
1 
0 
0 
Y 
в 
0 
0 
1 
0 
1 
1 
0 
0 
1 
0 
1 
1 
Cross-
reference 
Al 
Al 
BI 
A2 
B2 
B2 
A3 
A3 
ВЗ 
A4 
В4 
В4 
Now correspondence analysis of the cross-reference table, being the data matrix of 
Figure 9, is the same as canonical analysis of the indicator matrices of both 
categorizations of the nominal variable X for the regions and Y for the services (see Table 
5). The canonical correlation is the same as the eigenvalue in correspondence analysis, 
which is the square root of the eigenvalue λ of the matrix M given on p. 196-203 above. 
From this we conclude that this technique which seemed to be non-linear in the context 
of the previous chapter, becomes linear in canonical correlation analysis because we 
loose the square root of the eigenvalue λ. 
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This technique can also be seen as a double discriminant analysis where each of the 
variables X and Y describe a partition. See Lebart(1982,pp. 340-347), where this has been 
worked out in detail. 
We now apply correspondence analysis to the structural variables of the example of 
the previous section and see the relationship between the set of categories of the 
economic structure and the set of regions. This gives a clear overview of two branches of 
industry (textile, wood, metal and food on one hand; and stone, paper and chemistry on 
the other) and the service sector (insurance, bank, commercial service, hotel&catering, 
communications, transport, wholesale and retail trade) including the graphical industry. It 
is clear from the previous chapter that the locations of the sectors have to be seen relative 
to the 21 telephone districts in the Netherlands (see Table 6 and Figure 10). 
Table б Correspondence analysis of economic structure in the Netherlands in 1975 (see also 
Figure 10) 
Column s c o r e s Row s c o r e s 
Telephone 
district 
Alkmaar 
Amsterdam 
Arnhem 
Breda 
Deventer 
Eindhoven 
Goes 
Den Haag 
Groningen 
Haarlem 
Hengelo 
Den Bosch 
Hilversum 
Leeuwarden 
Maastricht 
Nijmegen 
Rotterdam 
Tilburg 
Utrecht 
Venlo 
Zwolle 
-0.38 
-0.73 
0.40 
0.39 
0.19 
0.76 
-0.05 
-0.75 
0.42 
-0.07 
1.24 
0.68 
--0.01 
0.20 
0.71 
0.46 
-0.34 
0.55 
-0.33 
0.25 
0.01 
0.19 
0.23 
0.33 
-0.01 
-0.21 
0.50 
-0.45 
0.20 
0.07 
-0.06 
0.66 
0.38 
-0.02 
0.35 
-1.82 
-0.05 
-0.27 
0.48 
-0.03 
-0.69 
0.09 
Economie 
Sector 
Wholesale 
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Figure 10 Correspondence analysis of economic structure in the Netherlands in 1975 
This gives more information on the relationship than the other analyses used so far on 
these data (see Eppink)1983,1984 and Dietvorst,1979). The same conclusion has been 
reached in a recent study of the labour structure in 39 Dutch towns, where 
correspondence analysis has been compared with PCA and cluster analysis (Eppink & 
van Dinieren, 1986). 
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8.5 OTHER PARTICULAR CASES OF CANONICAL CORRELA TION ANAL YSIS 
In his dissertation de Leeuw gives an overview of particular cases of canonical 
analysis (de Leeuw,1973). He uses the notation Nu for numeric variables(our metric 
variables or variables measured on an interval over ratio scale), Bi for binary variables, 
called dichotomies in this study, Or for ordinal and No for nominal variables. He presents 
the next examples: 
Case:(n-l)Nu (l)Nu: multiple linear regression. 
Case:(n-l)Nu (l)Bi: discriminant analysis 
Case:(n-l)Nu (l)No: canonical discriminant analysis 
Case:(n-l)No (l)Nu: analysis of variance 
Case:( η sub 1 )Nu ( η sub 2 )Nu: canonical analysis 
Case:( n sub 1 )No ( η sub 2 )Nu: multivariate analysis of variance 
Case:(l)Nu (l)Nu (l)Nu(n times): principal component analysis 
To this we can add in the same notation: 
Case:(l)No (l)No: correspondence analysis 
Case:(l)No (l)No (l)No(n times,n>2): multiple correspondence analysis 
De Leeuw emphasises the cases in his overview where Nu can be replaced by Or or 
No, giving non-linear extensions to linear multivariate analysis. This has been extended 
and worked out in the publication by "Gifi"(1981). The multiple correspondence analysis 
was therein called HOMALS: homogeniety analysis with an alternating least squares 
algorithm. See also Lebart et al.(1977) and de Leeuw(1984), cited in p.97-99. 
Instead of performing correspondence analysis on indicator matrices such as shown in 
Table 5, this analysis can also be applied directly to data matrices of the type of Table 1, 
containing the original values of the two sets of variables. Ter Braak (1986,1987) applied 
this to ecology in comparing presence/absence data from species with a set of 
environmental variables. He calls this canonical correspondence analysis, extending the 
work of HU1(1973,1974), who applied correspondence analysis to presence/absence data 
of species. 
8.6 CONCLUSION 
In canonical correlation analysis the interpretation usually presents more difficulties 
than in the factorial analysis of the previous chapter. This is especially true if the first 
canonical correlations are small. In the interesting case of the relationship between flow 
and structure in a network based on Berry's field theory, the research done so far cannot 
prove that the theory has an important practical value. 
It has been demonstrated however that correspondence analysis is more useful in 
geographic exploratory research. This correspondence analysis is nothing less than a 
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canonical analysis of the set of columns and rows of the data matrix. The results give a 
clear overview of their interrelationships. Similar results can be sometimes achieved with 
PCA, but only after the researcher takes considerable efforts. 
The interpretation might also be improved by building better theories and models. 
This will be dealt with in the first section of the next and last chapter of this study. 
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Notes: 
[1] This is true if both X'X and ΥΎ have an inverse. More generally, b is the solution 
of: Y,X(X'X)"1X,Yb = X2Y,Yb. 
[2] In the figure the first mean canonical variate is the mean of ξ, and η, . The second 
mean canonical variate is the mean of ^ and η 2 . 
[3] As in multiple regression the correlation matrix bas to be inverted (see note 1). 
[4] These are calculations in SPEAKEASY (see previous chapter). In earlier published 
results(Eppink,1983) the figures were: 
before transf. after transf 
skewness-range (2.1,4.4) (0.2,1.8) 
curtosis-range (3.3,19.9) (-0.7,2.9) 
The difference with the results given above is caused by a change in SPSS. In 
SPEAKEASY the skewness is defined by the formula: 
Σ(ΛΓ.-Χ)3
 2 ΣίΧ-Χ)2 
'· with s = '• . (N-l)/ N-l 
The curtosis is defined by the formula: 
ΑΧ-*)* 
(N-l)s* 
After the change, SPSS calculates the skewness according to the formula: 
(Af-lK^-2)53 
The formula for the curtosis is more complicated (see Hull&Nie,1981). This is 
another signal that SPSS is a disaster for exploratory research. In this kind of 
research simple formulas are the best. This is the principle of parsimony. See also 
Section 4.5 for an application of this principle to the choice of a non-linear model. 
Σ(Χ—Χ)3 Σ(Χ—X)2 
We can better use ; for the skewness and s2 = '• for the variance 
Ns' N 
instead of the more complicated formulas given above, which might be useful in 
confirmatory analysis. 
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Chapter 9 
BEYOND CHOICE: WHAT REMAINS TO BE DONE; CONCLUSIONS 
FROM THIS STUDY 
9.1 THE NEED FOR BUILDING THEORIES 
Several authors stress the need of building theories in geography, e.g. Harvey (1969). 
From his book titled, "Explanation in geography", we cite from the last page: "Without 
theory we can scarcely claim to know our own identity. It seems to me, therefore, that 
theory construction on a broad and imaginative scale must be our first priority in the 
coming decade." Greer-Wootten (1971) says the same in an indirect way by evaluating 
systems analysis in geographic research: "If general systems has any relevance for 
geography it can only be an inverse sort of connection: it demands that geography 
develops its theoretical base." 
Of course there have been attempts to build theories, from which the most important 
one might be Christaller (1933) with his theory on central places, extended by several 
authors, e.g. Bunge (1962) and applied to the Netherlands by Timmermans (1980). This 
stresses a strong connection between geography and geometry. Hägerstrand (1953) has 
developed the mean information field as the major concept of his theory of innovation 
diffusion. Amadeo & Golledge (1975) systematizes these and several other attempts. 
Their example of a well formed theory is taken from probability and set theory and their 
example of "process form reasoning", which leads to a Poisson distribution of the pattern 
of random events on a plane (pp. 178-193), is very interesting for a spatial theory of 
geography. A good overview of models in geography is given by Haggett, Cliff and Frey 
(1977). 
There has been much critique on the theories and models mentioned above, see e.g. 
the critique of Greer-Wootten (1971), which we stated earlier in the previous chapter. We 
will not return to this critique in detail. In fact that was the reason to emphasize the 
exploratory research in this study. 
As an example we pay attention again to the central case of Chapter 6: the population 
distribution over a number of human settlements in a region or country. In that chapter 
we attacked the conclusion of De Cola(1985) who preferred the lognormal over the 
Pareto distribution in this context and we reached the opposite conclusion because of 
parsimony and better empirical results. A wide range of applications of the Pareto 
distribution was mentioned in that chapter. 
Numerous authors have tried to explain the observed distribution and there has been a 
long discussion in the literature about which kind of model is preferred. The first author 
we mention in this context is Vining, who devoted a number of studies to the subject. In a 
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footnote in this article of 1977 on page 22 he attacks his own earlier studies along with 
Haran, in 1973, who published in Geographical analysis and the Journal of Regional 
Science. We quote from the footnote: 
"The principal shortcoming and ultimate failure of this attempt is the excessive fidelity in these 
papers to the Yule-Simon model, a model which was originally designed to explain rank-size 
regularities in the distribution of word frequencies and numbei of species per genus and which, 
therefore, unlike the Champerowne model, treats the ναι table size as an integer with minimum at 
the smallest integer, one." 
With this remark Vining made an important observation. Yule (1925), in his famous 
"Mathematical theory of Evolution", studied numbers of genera with 1,2,3, species, 
compiled by Willis. Now the number of genera with 1 species makes sense; see the 
appendix of Yule's article, Table A-Ε, where this number is 215, 469, 131, 105 and 245 
resp. Also the number of different words that appear only once in a text is a useful 
definition. 
However is it possible to define the number of persons having an income of the 
smallest possible unit of money? Does it make sense to speak of the number of cities with 
one inhabitant? 
Now there are authors who try to use such a definition of population distribution, e.g. 
Curry (1964), who speaks on p. 144 of the number of settlements having a population of i 
persons. In the interpretation by Haggett, Cliff and Frey (1977, p.116), the derivation of 
the rank-size rule is not correct. From their formula (4.7) follows: 
, , (l-iy.P/n , , , „ , „ „ , , -(i-P/n), f^ff and not (4.8): f = f, {1-е ) 
The incorrectness of this formula can be seen more easily by substituting, i=l, which 
implies that P/n goes to zero. This is however the mean population of a city which is 
certainly not in the neigbourhood of zero. 
Because this technique is misleading, it is better to return to Vining (1977) who 
develops the detenninistic model by Steindl (1968) for a number of growing cities and 
the random walk model by Champerowne (1953) for the stationary state of a system of 
cities whose growth has a certain variance σ 2. The last one has been taken from random 
walk theory; see Cox and Miller (1965, p.58, 64 and 68). Mandelbrot (1965) started also 
from this theory. There was a famous debate between him (1959, 1961 a & b) and Simon 
(1955, 1960, 1961 a & b), who started from the Yule model. This debate ended without 
conclusion. Vining (1977) showed however, that both views can contribute to our 
understanding of the mechanisms behind the rank-size rule. More recent contributions 
are from Dacey (1979) and Okabe (1977, 1979). Béguin (1979a) and Mulligan (1982) 
relate the rale with central place systems. 
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Recently there was a remarkable effort to explain the slope coefficient β of the Pareto 
model, applied in Chapter 6, by the productivity of cities in stochastic models 
(Suh,l987). In hierarchy models, Suh tried to explain β, by the rate of variation in this 
productivity and the probability of emergence of cities. Because data on this probability 
were missing, this had to be approximated in the test on the U.S. 
In a Dutch application of the Pareto model, Deurloo (1972) argued that the parameter 
β should be interpreted as a stochastic variable with an expected value of one. He 
calculated 1.05 as the outcome for the mean of this parameter for 44 countries with a 
standard deviation of 0.21. The data were from Allen (1954). 
The deviations from the rank size rule with β = 1 are too large however to believe 
usmg only the stochastic approach. See Chapter 6. As Vining (1977) says, this approach 
has drawn too much attention in the literature. 
9.2 WHY SHOULD THE GEOGRAPHER PREFER CORRESPONDENCE ANAL YSIS 
IN EXPLORATORY MULTIVARIATE ANALYSIS? 
In this study we emphasized that exploratory research was of great value to the 
geographer, who in the past was always attracted by unknown regions, which he wanted 
to explore. In examining phenomenons on the earth's surface there is still a lot unknown 
as we demonstrated in several places in this study. In the previous two chapters this has 
been done for multivariate analysis where the geographer is especially interested in 
looking for the geographical component: Is there any relationship between the 
phenomenons observed and the physical location where they take place? 
To answer this question, the relatively new technique of correspondence analysis, 
showed better results than the more classical one of principal component analysis(PCA). 
This is also confirmed by a comparison of the formulas on p. 141. While the formula for 
correspondence analysis deals with columns and rows in a symmetrical way, in PCA 
either rows or columns are standardized. In PCA it is not possible, in most cases, to 
correct for the absolute number of units in one location. In the example of student 
enrollment in Dutch universities, regions with a high population were shifted in the 
direction of the first principal axis regardless of their location (see p. 137-139). 
It could be shown also that the skewness of the population distribution spoiled the 
PCA results. Sometimes a non-linear transformation improved the results but in all cases 
correspondence analysis was more comprehensive. The reason why this technique is 
better in the geographical context can be studied, however, more systematically and 
perhaps it is possible to build a theory which confirms the results found so far. 
9.3 A SPECIAL PROPERTY OF THE GEOGRAPHY: SPATIAL 
AUTOCORRELATION 
The question asked in the previous section is related to the spatial autocorrelation: If 
we have observed a phenomenon in one region, is then the chance of observing a similar 
phenomenon in a neighbouring region larger than in a distant one (see p.45 and p.68-70)? 
This typical geographical relationship has been neglected too much by geographers 
because they could not deal with it; see Openshaw's conclusion at the end of p.45. In the 
previous section however, a way is indicated to find a possible positive or negative 
spatial autocorrelation. In the example of student enrollment, this was negative for the 
relationship between Amhem and Nijmegen. 
The statistical tools developed until now to deal with spatial autocorrelation are 
however rather cumbersome and there is a great need to find better tools. See p.68-70 for 
a suggestion. 
9.4 CONCLUSIONS 
This study on the problem of choosing a model is in no way complete, but only a first 
exploratory step in a large unknown field situated between mathematics and empirical 
geography. Both mathematicians and geographers should become aware of the existance 
of this field, but increased awareness is difficult because of severe communication 
problems. From system theory we can learn something as a background to explore the 
field with more success. It is dangerous however to conclude that succesful theories in 
one context should be extended to other contexts. This has been demonstrated for the 
application of information theory to bivariate analysis (see p.19-27). 
It is interesting to know what the influence is of so-called modem theories. Can 
catastrophe theory, being succesful in natural science, help us in the social sciences? Or is 
fashion the only reason to apply it? While the answer to this question will undoubtedly be 
found in the future, similar questions on other models or theories developed earlier are 
easier to answer. 
The Pareto distribution, developed around the last tum of the century for studying 
income distributions as a reaction to social needs in the decades of Marx' great works, 
can be and has been succesfully applied to population distributions. The reason why the 
lognonmal distribution sometimes was preferred (Berry,1961&De Cola,1985) can be seen 
as an influence of other studies (e.g.Aitchison & Brown,1957). Sometimes however 
society asks for other attacks on the same problem. So in income studies, the emphasis 
now is laid more on lower incomes. For these examples, information theoretic measures 
become more popular than the Pareto distribution in this context (see p.101-110). 
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In multivariate analysis, geographers have tried to apply classical models developed 
in psychology in the beginning of this century such as principal component analysis and 
factor analysis. But another type of analysis found in the Thirties and rediscovered by the 
French mathematician Benzécri, can better find the geographical component and is 
therefore a better alternative in geographic research. The name correspondence analysis 
comes from the French: "analyse des correspondances". The technique is better accepted 
in the French rather than in other scientific literature. 
It is clear from this study that correspondence analysis is especially useful for the 
geographic researcher. But also in other social sciences the researcher may find 
properties of correspondence analysis which he likes, e.g. better and comprehensive 
comparibility of two sets (usually called variables and regions in geography). These 
regions may be individuals in psychology, or groups of persons in sociology. Also 
outside the social sciences, correspondence analysis can be useful; e.g. in ecology as a 
part of biology, in research on the source of texts in theology or the language sciences. 
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SUMMARY 
The geographical researcher does not always choose the most appropriate 
mathematical model from among the many available. Just recently, in this period of 
greater computer utilization, is the model nothing more than a black-box to be chosen 
from incomplete standard packages. Often a choice is made not based on rational 
judgement, but rather because it's in 'style'. One cannot blame the researcher, who cannot 
look into the 'black-box' to determine what the alternatives are. In addition, the problem 
is amplified because of diversification in the relation between word and concept in 
various sciences. 
That, in short, is the problem attacked in this study. In the first chapter, after an 
historical outline, the communication problem between the various technical and social 
sciences, especially the social geography, is studied. Attention is paid to the position of 
the geographical researcher and the great distance between him and other technical 
experts, namely the mathematician, the statistician, or the computer specialist. Long ago, 
when geographer and mathematician were the same person, this separation did not exist. 
Choice of model cannot be separated from the setting of research goals and herein 
scientific theory almost always plays a role. Therefore, in Chapter Two, a choice is made 
among the many differing empirical, mathematical and background theories. System 
theory belongs to the last category. The researcher is often not aware of the implications 
of such theories on his research design. The accent, in this study, is directed towards the 
binding role that general sytem theory can play in joining together the various sciences. 
This applies, for example, to the concept of entropy from thermodynamics, which 
became popular in information theory after the last world war. Applications of the more 
classical approach in measurement techniques have sometimes been unjustly pushed 
aside. These measurements are compared for their utility in geographical point patterns 
and for association in bivariate analysis. The latter is, as far as known, not found 
elsewhere in the scientific literature. In addition, graphic definitions are used to clarify 
and improve the earlier identified communication problem (see Chapter 2, Figure 1, page 
25). A similar improvement is also desirable in the most commonly used "Statistical 
Package for the Social Sciences" (SPSS) where the researcher is often left on his own to 
decipher which choice is best from among numerous possible measures of association. 
While information theory is an example of a stochastical theory, catastrophe theory is 
a deterministic one. This is an example of a modem theory that is still too young to be 
evaluated. It is applied in may other disciplines aside from social geography. This also 
applies to another deterministic theory, that of "diffusion". Chapter Two closes with a 
discussion of the very old allometric equation. Allometry derives from the study of 
growth patterns in Biology and comes as a discipline linking concept into system theory. 
At the tum of this century, allometry was used to study the distribution of personal 
incomes by the founder of political economy, Pareto. We return to him in Chapter Six, 
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wherein ideas from the first five chapters are applied. 
Before a choice of a model is made, important steps are often omitted. The researcher 
apparently thinks that the choice of level, or probability model is too trivial for him. 
Therefore he makes very elementary faults. Chapter Three discusses this problem. One of 
the frequent sources of problems in geography is the shunning of spatial autocorrelation, 
wherefore one must account whether research units border each other. 
In multivariate analysis, one often neglects to analyse the variables separately, which 
is needed to determine the validity of a model choice. This receives attention in Chapter 
Four, wherein a number of models for univariate and bivariate analysis are compared. 
The same is done for a number of geographical models to be distingiushed in 
distributions without any and with one centre. Geography is seen here as a discipline 
wherein the location of an event plays a particularly important role in research. 
For the evaluation of research, certain criteria are necessary and these are often 
determined again by the objectives of the research. The stress in Chapter Five is on 
specifying the various criteria for explanatory and exploratory research. The latter is of 
special importance if one is searching for an hypothesis or a theory. This is often the case 
in geography. One searches, from among a great number of events, for a structure in the 
hope that any variances from this structure can be further studied or explained. 
In Chapter Six the allometric equation from Chapter Two is chosen as the starting 
point for such a structure called Pareto distribution. For problems in a wide range of 
disciplines one finds in this way a model which is a straight line after logarithmic 
transformation. Based on the distribution of personal incomes in a number of European 
countries, Pareto discovered a surprizingly pure straight line. This distribution was later 
applied in geography to research on migration in Sweden and for the distribution of 
population over settlements. In comparison, an often used alternative in geography is the 
lognormal distribution. From among others, De Cola (1985), mistakenly shows a 
preference for this distribution in his research on populations. 
The first six chapters form a preparation for the final three, where attention is devoted 
to problems having more than just one or two variables. Chapter Seven moves from 
simple to more complex examples. In Chapter Eight we move in an opposite direction 
from the most general case of multivariate models to more specific ones. 
As an empirical example, Chapter Seven uses the distribution of students among the 
various Dutch universities. From among various factor analytic models, preference is 
shown for correspondence analysis above the more classical factor analysis or principal 
component analysis (PCA). This preference is demonstrated by comparing Figures 24 
and 25 on page 190 and 191: only in the latter can one discover a clear structure. In the 
first, the larger economical geographical areas (EGA's) such as Amsterdam, Rotterdam 
and The Hague are shifted to the right most side of the figure (see numbers 63,84 and 
79). This is immediately explainable from the formulas on page 141: In PCA the mean is 
223 
subtracted by which the larger EGA's appear as outliers. Only the formula for 
correspondence analysis remains symmetrical after exchanging rows and columns in the 
data matrix. In this way a better comparison can be made between the rows (EGA's) and 
the columns (universities). From comparing Figure 23 on page 189 with Figure 25, it 
moreover shows that a strong geographical component is present. Here we can see that 
regional differences are present, such as the unusual behaviour of Amhem (EGA 35) in 
its relation to the Universities of Utrecht (RUU) and Nijmegen (KUN): students do not 
always attend the geographically closest university. 
In this chapter an attempt is made to convert what was empirically found into a 
systematic approach by starting from simple examples which can be computed by hand. 
Eventually in the more advanced examples a distribution is generated by a computer 
simulation, wherein the empirical one is approximated: the log-lognormal distribution. 
In Chapter Eight correspondence analysis is shown to be a special case of canonical 
correlation analysis (CANCOR): the rows and columns of the data matrix are considered 
to be the two subsets in CANCOR. CANCOR also appears to be a useful skeleton for 
multivariate models such as multiple regression and discriminant analysis. The 
connection between these multivariate models becomes more clear to the researcher who 
may then discover how each brings out a certain aspect of data analysis. By recognizing 
this connection, the researcher can avoid certain problems such as multicollinearity of 
columns in the data matrix. Here one should first carry out PCA before initiating a 
multiple regression analysis to pinpoint the multicollinearity which causes the singularity 
of the related correlation matrix. 
The direct usage of canonical correlation analysis can lead to disappointments 
because of the appearance of multicollinearity due to an overabundance of variables 
formed by the columns of the data matrix. By reducing this number via an earlier carried 
out PCA or factor analysis, one can resolve this problem. It appears however that a data 
transformation is necessary to obtain a more normal distribution of the variables. This 
makes a proper interpretation difficult and sometimes impossible. 
In the closing chapter we arrive at the conclusions of this study: Until now, 
geography has not made much progress in developing general usable theories. 
Elementary things, like spatial autocorrelation, are often neglected. Correspondence 
analysis can also reveal this phenomenon. In the empirical example in Chapter Seven, 
Amhem (EGA 35) and Nijmegen (EGA 39) show a negative spatial autocorrelation. It is 
clear how important, exploratory research is for the geographer and also that 
correspondence analysis should receive preference above PCA. The latter was, until 
recently, more often used by the geographer. It is striking, however, that he is not aware 
of the attention that must be paid to the separate variables. One overlooks a necessary 
data transformation and if one applies such a transformation, one encounters great 
difficulties in the interpretation. This data transformation is not necessary, nor even 
desirable, if one uses correspondence analysis. That model choice depends on 
fashionable trends, has already been pointed out in the comparison of the Pareto 
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distribution with a well resembling alternative: the lognormal distribution. The latter has 
attracted more attention than can be justified from geographers, who studied population 
distribution over settlements. Some influential publications have produced this situation. 
In earlier geographical studies the Pareto distribution was given preference (migration in 
Sweden), while just here, the lognormal distribution would have produced better results. 
This assessment is dependent on the chosen criteria. If one accepts the principle of 
parsimony as a criterium, then the choice of the Pareto distribution (which was the 
original) for a migration study would be justified. 
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KEUZE VAN MATHEMATISCHE MODELLEN IN HET 
GEOGRAFISCH ONDERZOEK GELET OP ALTERNATIEVEN: 
SAMENVATTING 
De geografisch onderzoeker kiest uit het sterk groeiend arsenaal aan wiskundige 
modellen niet altijd het meest geschikte. Juist in deze tijd van sterk toenemend 
computergebruik is het wiskundig model vaak niet meer dan het zwarte doosje te kiezen 
uit een onvolledig standaardpakket. Er wordt niet rationeel gekozen, maar men volgt de 
mode. Dit is de onderzoeker vaak niet euvel te duiden, daar hij doorgaans onvoldoende 
op de hoogte is van beschikbare alternatieven. Bovendien verloopt de communicatie met 
een technisch deskundige veelal moeizaam wegens verschil in woordgebruik tussen 
diverse wetenschapsgebieden. 
Dit is kort het keuzeprobleem waaraan deze studie is gewijd. In het eerste hoofdstuk 
wordt na een historische schets ingegaan op het communicatieprobleem tussen technische 
en sociale wetenschappen en speciaal de sociale geografie. Er wordt aandacht 
geschonken aan de positie van de geografisch onderzoeker en zijn te grote afstand van de 
technisch deskundige: de wiskundige, statisticus of computerdeskundige. In het verre 
verleden toen de geograaf nog tevens wiskundige was, bestond deze afstand nog niet. 
Modelkeuze is niet los te zien van de doelstelling van het onderzoek en hierbij speelt 
bijna altijd een wetenschappelijke theorie een rol. Daarom wordt in hoofdstuk twee een 
keuze gedaan uit de veelheid aan empirische, wiskundige en achtergrondtheorieën. 
Systeemtheorie behoort tot de laatstgenoemde categorie. De onderzoeker is zich vaak 
niet bewust van de betekenis van een dergelijke achtergrondtheorie voor de opzet van 
zijn onderzoek. In deze studie wordt het accent gelegd op de verbindende rol die de 
algemene systeemtheorie kan spelen om wetenschapsgebieden dichter bij elkaar te 
brengen. Dit geldt bijvoorbeeld voor het entropiebegrip uit de thermodynamica, na de 
laatste wereldoorlog groot geworden in de informatietheorie. De toepassingen hieruit bij 
het meten hebben soms de klassiekere maten ten onrechte verdrongen. Deze maten 
worden op hun bruikbaarheid vergeleken voor geografische puntpatronen en voor 
associatiematen in de bivariate analyse. Dit laatste is voor zover bekend niet elders te 
vinden in de wetenschappelijke literatuur. Hierbij wordt de grafische afbeelding gebruikt 
als middel om de bovengenoemde communicatie te verbeteren, zie hoofdstuk 2, figuur 1 
op blz. 25. Een dergelijke verbetering is ook wenselijk voor het in de sociale 
wetenschappen meest gebruikte statistische computerpakket SPSS (Statistical package for 
the social sciences) waarin de onderzoeker in de kou wordt gelaten bij de keuze uit een 
groot aantal associatiematen. 
Terwijl informatietheorie een voorbeeld is van een stochastische theorie, is 
catastrophe theorie een deterministische theorie. Dit is een voorbeeld van een moderne 
theorie die nog te jong is om zijn uiteindelijke waarde voor de wetenschap te beoordelen. 
Hij is wel reeds in vele disciplines, waaronder de sociale geografie, toegepast. Dit geldt 
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ook voor een andere deterministische theorie: de diffusietheorie. Hoofdstuk twee wordt 
besloten met de zeer oude allometrische vergelijking. Allometrie komt uit de studie van 
groeiverschijnselen in de biologie en komt als discipline verbindend concept in de 
systeemtheorie terecht. Rond de laatste eeuwwisseling wordt allometrie toegepast voor de 
verdeling van persoonlijke inkomens door de grondlegger van de politieke economie: 
Pareto. In hoofdstuk zes, waarin ideeën uit de eerste vijf hoofdstukken worden toegepast, 
komen we hierop terug. 
Bij modelkeuze worden nogal eens belangrijke stappen overgeslagen. De onderzoeker 
denkt kennelijk dat keuze van meetniveau of waarschijnlijkheidsmodel voor hem een 
gepasseerd station is en daarom worden juist hier vaak zeer elementaire fouten gemaakt. 
Daaraan is hoofdstuk drie gewijd. Een in de geografie veel voorkomende foutenbron is 
het verwaarlozen van de ruimtelijke autocorrelatie, waarmee men rekening moet houden 
indien onderzoekseenheden aan elkaar grenzen. 
In de multivariate analyse verzuimt men nogal eens eerst de variabelen afzonderlijk te 
analyseren, hetgeen wel nodig is om de geldigheid van een modelkeuze te kunnen 
bepalen. Hieraan wordt vooral aandacht besteed in hoofdstuk vier, waarin een aantal 
modellen voor univariate en bivariate analyse worden vergeleken. Dit wordt ook gedaan 
voor een aantal geografische modellen, onder te verdelen in verdelingen met en zonder 
centrum. Geografie wordt hierbij gezien als een discipline waarin de locatie van een 
verschijnsel als een belangrijk aspect van onderzoek naar voren komt. 
Voor de beoordeling van onderzoek zijn criteria nodig en deze zijn weer een 
afgeleide van de doelstelling van het onderzoek. In hoofdstuk vijf wordt de nadruk 
gelegd op de verschillende criteria voor verklarend en exploratief onderzoek. Het laatste 
is vooral van belang indien men nog op zoek is naar hypothesen of een theorie. Dit is in 
de de geografie nogal eens het geval. Men zoekt in de gegevens van een groot aantal 
verschijnselen een structuur in de hoop, dat men de aandacht kan verleggen naar het 
zoeken van verklaringen voor afwijkingen van die structuur. 
In hoofdstuk zes wordt de allometrische vergelijking uit hoofdstuk twee als 
uitgangspunt voor zo'n structuur gekozen, naar Pareto de Pareto verdeling genoemd. 
Voor problemen in een groot aantal disciplines vindt men op deze manier een model, dat 
na logarithmische transformatie een rechte lijn is. Uitgaande van verdeling van 
persoonlijke inkomens in een aantal Europese landen vond Pareto hiervoor een 
verrassend zuivere rechte lijn. Later wordt deze verdeling in de geografie toegepast voor 
migratieonderzoek in Zweden en voor de verdeling van de bevolking over 
nederzettingen. Ter vergelijking nemen we een in de geografie veel gebruikt alternatief: 
de lognormale verdeling. O.a. door De Cola (1985) wordt hieraan ten onrechte de 
voorkeur gegeven in het onderzoek naar bevolkingsverdelingen. 
De eerste zes hoofdstukken vormen een voorbereiding op de laatste drie, waar de 
aandacht van een of twee variabelen verlegd wordt naar meer variabelen. In hoofdstuk 
zeven bouwen wij daarbij op van eenvoudige naar meer complexe voorbeelden. In 
hoofdstuk acht gaan we daarentegen uit van het meest algemene geval om hieruit 
multivariate modellen als bijzondere gevallen al te leiden. 
Als empirisch voorbeeld wordt in hoofdstuk zeven de verdeling van studenten over 
Nederlandse universiteiten gekozen. Onder de factoranalytische modellen blijkt hierbij 
dat correspondentieanalyse de voorkeur verdient boven de meer klassieke factoranalyse 
of principale componentenanalyse (PCA). Deze voorkeur blijkt reeds duidelijk uit 
vergelijking van de figuren 24 en 25 op blz. 190, resp 191 te volgen: alleen in de laatste 
kan men een duidelijke structuur ontdekken. In de eerste blijken de grotere economisch 
geografische gebieden (EGG's) als Amsterdam, Rotterdam en Den Haag naar de uiterst 
rechtse kant van de figuur te verschuiven (zie de nummers 63, 84 en 79). Dit is direct 
verklaarbaar uit de formules op blz. 141: Bij PCA wordt het gemiddelde afgetrokken, 
waardoor grote EGG's als uitschieters naar voren komen. Alleen de formule voor 
correspondentie-analyse blijkt symmetrisch te zijn t.a.v. verwisseling van rijen en 
kolommen van de datamatrix. Daardoor kunnen de rijen (EGG's) en de kolommen 
(universiteiten) onderling het beste worden vergeleken. Uit vergelijking met figuur 23 op 
blz. 189 blijkt bovendien, dat in figuur 25 een sterk geografische component aanwezig is. 
Hierdoor kan de aandacht worden gericht op regionale verschillen, zoals een afwijkend 
gedrag van Arnhem (EGG 35) ten opzichte van de universiteiten van Utrecht (RUU) en 
Nijmegen (KUN): studenten gaan niet altijd naar de dichtstbijzijnde universiteitsstad. 
In dit hoofdstuk wordt getracht het empirisch gevondene meer systematisch te 
verklaren door een opbouw vanuit zeer simpele voorbeelden, die betrekkelijk eenvoudig 
met de hand kunnen worden nagerekend. In de meer gecompliceerde voorbeelden wordt 
met de computer een verdeling gesimuleerd, waarmee de empirische kon worden 
benaderd: de log-lognormale verdeling. 
In hoofdstuk acht blijkt correspondentie-analyse als bijzonder geval van canonische 
correlatie analyse (CANCOR) op een zeer logische wijze naar voren te komen: neem de 
rijen en kolommen van de datamatrix als de twee deelverzamelingen in CANCOR. 
CANCOR blijkt bovendien een goede kapstok te zijn voor multivariate modellen als 
multiple regressie en disriminant-analyse. Het verband tussen deze modellen wordt 
daardoor voor de onderzoeker duidelijk en vooral het besef, dat elk daarvan een bepaald 
aspect uit het datamateriaal naar voren brengt. Men kan door zicht op dit verband ook 
problemen voorkomen als multicollineariteit van kolommen in de datamatrix: het 
verdient aanbeveling aan multiple regressie PCA vooraf te laten gaan om deze 
multicollineariteit, die singulariteit van de bijbehorende correlatiematrix veroorzaakt, op 
het spoor te komen. 
Directe toepassing van canonische correlatie analyse leidt eveneens vaak tot 
teleurstelling wegens optredende multicollineariteit door het te grote aantal variabelen, 
die de kolommen van de datamatrix vormen. Reductie van dit aantal door een 
voorafgaande PCA of factoranalyse kan dit probleem oplossen. Evenwel blijkt hiervoor 
vaak een datatransformatie nodig te zijn om een meer normale verdeling van de 
variabelen te bewerkstelligen. Dit maakt een goede interpretatie moeilijk of soms 
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onmogelijk. 
In het slothoofdstuk komen we aan de conclusies uit deze studie. In het zoeken naar 
algemeen bruikbare theorieën is men in de geografie nog niet ver gevorderd. Men 
verwaarloost nogal eens elementaire zaken als de ruimtelijke autocorrelatie. Ook 
correspondentie-analyse brengt dit verschijnsel naar voren. In het in hoofdstuk zeven 
gebruikte empirische voorbeeld waren Arnhem (EGG 35) en Nijmegen (EGG 39) 
ruimtelijk negatief gecorreleerd. Het is duidelijk hoe belangrijk exploratief onderzoek is 
voor de geografie en ook dat correspondentie-analyse de voorkeur verdient boven PCA. 
Deze laatste wordt tot nu toe het meest gebruikt in de geografie, maar het valt hierbij op, 
dat aan de afzonderlijke variabelen nauwelijks of geen aandacht wordt geschonken. Men 
ziet een eventueel noodzakelijke data-transformatie over het hoofd en als men deze wel 
toepast, komt men in grote moeilijkheden bij de interpretatie. Deze datatransformatie is 
bij correspondentie-analyse niet nodig en soms zelfs ongewenst. 
Dat modelkeuze aan de mode onderhevig is, bleek reeds bij het gebruik van de 
Pareto-verdeling en een goed gelijkend alternatief: de lognormale verdeling. Deze laatste 
heeft ten onrechte veel aandacht gekregen in de geografie bij bestudering van de 
verdeling van de bevolking over een aantal nederzettingen. De invloed van opvallende 
publicaties is hierbij goed traceerbaar. Aan de Pareto-verdeling werd in een iets oudere 
geografische studie juist de voorkeur gegeven (migratie in Zweden), terwijl hier de 
lognormale verdeling tot betere resultaten zou hebben geleid. Uiteraard is dit oordeel 
afhankelijk van het gekozen criterium. Gaat men uit van het criterium, dat in het Engels 
"parsimony" wordt genoemd, dan was de oorspronkelijke voorkeur voor de Pareto 
verdeling in het migratievoorbeeld gerechtvaardigd geweest. 
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STELLINGEN 
behorende bij het proefschrift 
"Choice of mathematical models in geographic 
research considering alternatives". 
1 Plaats algemene systeemtheorie 
Het empirisch onderzoek vraagt steeds meer om een brede visie. De 
algemene systeemtheorie, die uit deze eis is voortgevloeid, zou beter op zijn 
plaats zijn binnen de geografie dan binnen de informatica, daar de laatste te 
weinig oog heeft voor de eisen van de toepassing. 
2 Spreiding van statistlekboeken 
Voor de statistiek is de spreiding van benodigde literatuur over vele 
instituutsbibliotheken geen goede zaak. Een centrale geautomatiseerde 
catalogus, te raadplegen vanuit iedere instituutsbibliotheek is slechts een 
pleister op de wonde. 
3 Statistiek en classificatie 
De huidige mathematische statistiek biedt nauwelijks oplossingen voor 
problemen van classificatorische aard. 
(vrij naar R.R. Sokal: Unsolved problems in numerical taxonomy, Proceedings 
of the first conference of the International Federation of Classification 
Societies, Aken, 1987) 
5 Algebra en Meetkunde 
Voor het kwantitatief onderzoek zijn zowel algebraïsche als meetkundige 
aspecten belangrijk. De laatste worden evenwel nogal eens verwaarloosd. 
Door deze wel mee te nemen in de rapportage, kunnen 
communicatieproblemen tussen wiskundige en geograaf, zoals vermeld in de 
paragrafen 1.3 en 7.2 van dit proefschrift, worden verminderd. 
5 Wiskunde 
Wiskunde is veranderlijker en haar grondslagen zijn wankeler dan menigeen 
denkt. 
(zie bijv. D.R. Hofstadter: Godei, Escher, Bach, nederlandse vertaling 1985, 
Contact, Amsterdam) 
6 Geografische vaardigheden 
Onder de vaardigheden waarover de geograaf dient te beschikken, is het 
accent in de laatste eeuwen verschoven van meten naar rekenen. Zodra 
automatische grafische weergave beter mogelijk wordt, keert de meetlat weer 
terug in de gereedschapskist van de geograaf. 
7 Dynamiek 
Hoewel onderzoek naar de discrepantie tussen aanwezig en gewenst 
geografisch verplaatsingsgedrag van individuen duidelijk maatschappelijk 
relevant is, vindt dit desalnietemin nauwelijks plaats. 
8 Afasie 
Ondanks vorderingen in het hersenonderzoek bieden inventiviteit en creativiteit 
van familie en vrienden betere oplossingen voor het vinden van de juiste 
therapie voor afasiepatiënten dan de wetenschap. 
(Zie het voorbeeld van Patricia O'Neal, echtgenote van Roald Dahl, 
beschreven in het boek van V.E. Griffith, waarvan de vertaling getiteld: "Een 
beroerte in de familie" in 1978 verscheen bij De Tijdstroom in Lochern; zie ook 
de dissertatie van R.S. Prins uit 1987 aan de Universiteit van Amsterdam, 
getiteld: "Afasie: classificatie, behandeling en herstelverloop") 
9 Probabilisme en determinisme 
De wereld is noch deterministisch, noch probabilistisch, maar een mengeling 
van beide. 
10 Sociale en natuurwetenschappen 
Niets is recht in de sociale wetenschappen, behalve datgene wat aan de 
natuurwetenschappen is ontleend. 
11 Stellingen 
De mogelijkheid van het toevoegen van stellingen aan een proefschrift dient 
men de promovendus niet te ontnemen. 
Nijmegen, 2 juni 1988 
Th.W.A. Eppink 


