Abstract: A hybrid decomposition method for molecular dynamics simulations was presented, using simultaneously spatial decomposition and force decomposition to fit the architecture of a cluster of symmetric multi-processor (SMP) nodes. The method distributes particles between nodes based on the spatial decomposition strategy to reduce inter-node communication costs. The method also partitions particle pairs within each node using the force decomposition strategy to improve the load balance for each node. Simulation results for a nucleation process with 4 000 000 particles show that the hybrid method achieves better parallel performance than either spatial or force decomposition alone, especially when applied to a large scale particle system with non-uniform spatial density.
Introduction
A cluster computer system is composed of many independent computer nodes connected by a network. The computer nodes may be single processor PC workstations or, more commonly, symmetric multi-processor (SMP) systems. The interconnecting network is usually a commercial product with high bandwidth and low latency. Cluster systems have advantages over traditional massive parallel processing (MPP) supercomputers such as a low price-performance ratio, so clusters are becoming more popular for large scientific computing problems such as molecular dynamics simulations [1] . Molecular dynamics (MD) simulations are a numerical method for simulating multi-particle systems.
MD simulations usually include a great number of particles (10 5 - 10 9 ) as well as numerous simulation time steps (10 5 - 10 8 ), so the process is time-consuming, especially with serial algorithms. Therefore, parallel algorithms [2] [3] [4] have been developed to reduce the simulation time so that MD can be a practice research method [5] . Traditionally, MD simulations use two decomposition strategies, spatial decomposition (SD) [6] [7] [8] [9] and force decomposition (FD) [10, 11] . Both have distinct advantages and disadvantages. Generally speaking, FD results in a simpler program structure and better load balance, but its communication cost is high and the scalability is relatively poor. However, SD has low communication costs and good scalability, but it often results in load imbalance.
Parallel computer architectures vary greatly from MPP to SMP clusters which are very different parallel computing platforms. Therefore, to achieve a relatively high parallel efficiency, a parallel algorithm must be tuned carefully to fit a particular architecture. This paper describes a hybrid decomposition method for parallel MD simulations based on the SMP cluster architecture. The hybrid method is a hierarchical strategy which consists of both spatial decomposition and force decomposition at different levels. Spatial decomposition is used to distribute particles between the SMP nodes, while force decomposition is used to partition data within each SMP node. Simulation results show that the parallel performance of the hybrid method is better than either spatial decomposition or force decomposition alone, especially when used to simulate a very large number of particles with potential load imbalance.
SMP Cluster Architecture
Most computer clusters are made of SMP nodes. Each SMP node has several processors sharing the physical memory and a global memory space. A network connects the SMP nodes [12] . The networks are always commercial off-the-shelf products and often include multiple separate network structures. Usually, three network structures are used in cluster systems, TCP/IP Ethernet for control information transfer, a highbandwidth commercial network such as Myrinet for data communication and a system area network (SAN) for storage. The bandwidth and delay of the communication networks are often the dominant factor influencing the parallel algorithm performance.
In the software, the application programming environment, such as parallel virtual machine(PVM), message passing interface (MPI) or OpenMP most strongly influences the parallel algorithm performance. MPI allows message passing between concurrent processes, regardless of whether they are in the same SMP node or not [13] . MPI is perhaps the most popular parallel programming model, especially in SMP clusters mainly because several MPI implementations allow the coexistence of intra-node communication mode through shared memory and inter-node communication mode through the communication network. Figure 1 illustrates the cluster architecture at the Tsinghua Institute of High-Performance Computing, which was used for the MD simulation described in this paper. The cluster had 36 SMP nodes. Each node had 4 Intel Xeon PIII700 CPUs, 36 GB of hard disk space, and 1 GB of memory. These nodes were interconnected through two Myrinet switches which work in full duplex mode and have a bandwidth of 2.56 GB/s each. The software environments are Redhat Linux 7.2 (kernel version 2.4.7-10smp), MPICH-1.2.1.7, and GM-1.5pre4. The parallel MD algorithms were divided into two classes, spatial decomposition algorithms and force decomposition algorithms.
The spatial decomposition algorithm divides the spatial domain into sub-domains, with each processor computing the force and updating the particle positions within a particular sub-domain. When particles move from one sub-domain to another, all of their information is moved to another processor which is assigned to the latter sub-domain. The 3-D cell decomposition is the most popular spatial decomposition strategy. The communication data volume with spatial decomposition is O(N/P), where N is the number of particles and P is the number of processors. Spatial decomposition uses local communications, i.e., each processor only sends or receives data from its direct neighbors. Therefore, the total communication cost of spatial decomposition is relatively low and the scalability is relatively good. However, spatial decomposition often results in a bad load balance, especially when simulating a system with a non-uniform spatial density, since some sub-domains contain more particles than others, leading to a load imbalance among the processors.
The force decomposition algorithm partitions the force matrix F. F is an N×N matrix, with each element ij f as the force of particle j on particle i. Therefore, F includes computation of all the forces, a timeconsuming process. The force decomposition algorithm partitions the force matrix into sub-matrices and assigns each sub-matrix to a particular processor.
Block-based decomposition is the most commonly used and simplest force decomposition strategy. Unlike the spatial decomposition algorithm, the force decomposition algorithm always has a good load balance. The processor load in the force decomposition algorithm depends only on the sparseness of the sub-matrix. Therefore, as long as the force matrices are uniformly sparse, the force decomposition algorithm will have good load balance, even if the spatial density is nonuniform. However, the force decomposition algorithm usually has complex global communication needs and a relatively larger communication data volume of ( / ) O N P ; therefore, the force decomposition algorithm has a higher communication cost, which leads to bad scalability.
Therefore, spatial decomposition and force decomposition both have advantages and disadvantages. In general, when using a few processors to simulate a small scale molecular dynamics system, force decomposition always provides better performance, but when the scale increases and more processors are used, the communication costs increase and the efficiency decreases. A spatial decomposition algorithm has good scalability and can give satisfactory efficiency for large scale simulations with a large number of processors. But if the system spatial density is non-uniform, spatial decomposition always suffers from serious load imbalances and its efficiency is sharply reduced. Therefore, for each particular MD simulation, one must choose between spatial decomposition and force decomposition, but in large-scale MD simulations with nonuniform densities, neither SD nor FD provides good performance.
Hybrid Decomposition Method for SMP Clusters

Hybrid decomposition
The proper combination of spatial decomposition and force decomposition can be expected to yield better performance than either method alone. Therefore, a hybrid decomposition method was developed to combine both spatial decomposition and force decomposition in SMP clusters. Spatial decomposition was used between the SMP nodes to reduce communication costs and improve scalability. Force decomposition was used within the SMP nodes to achieve better load balances. The hybrid decomposition process is described in detail below.
Hybrid decomposition and processor mapping
The hybrid decomposition process can be described in two steps. The first step is spatial decomposition as illustrated by the 3-D cube decomposition strategy in Fig. 2 . The whole domain is divided into some subdomains with the computation of forces and positions for the particles in each sub-domain assigned to one SMP node. Suppose that the whole domain is divided into O P sub-domains and that the number of SMP nodes is also 
Theoretical analysis
Three aspects of the hybrid decomposition performance were analyzed: communication costs, scalability, and load balance.
The communication costs of the hybrid decomposition were nearly the same as that of spatial decomposition, and lower than that of force decomposition. The hybrid decomposition algorithm has two levels of communications: communication between the SMP nodes through the network and communication within a node through memory sharing and memory copies. Between nodes, the communication data volume is and since each SMP node communicates with only the six neighboring nodes representing the neighboring volumes in the domain, the communications are all local. Within the nodes, the communication data volume is
( /( )) O N P P . Since the number of processors P is the product of P O and P I , and P I is usually small (P I is the number of processors in one SMP), the communication data volume can be rewritten as
) . There is no global communication in hybrid decomposition since the global communications in force decomposition has been restricted to within the SMP nodes. In general, the hybrid decomposition communication data volume is with all the communications being local. Therefore, the total hybrid decomposition communication cost is lower than that of force decomposition and similar to that of spatial decomposition.
( / ) O N P
The scalability of hybrid decomposition is similar to that of spatial decomposition. The spatial decomposition algorithm has better scalability than the force decomposition algorithm because spatial decomposition has lower communication costs with local communications. With the hybrid decomposition algorithm, O P increases as more SMP nodes are used, but I P remains unchanged because the number of processors within a node is fixed in most cluster configurations. Therefore, the communication costs in a force decomposition domain are relatively low, and the scalability of the hybrid decomposition algorithm is similar to that of spatial decomposition and better than that of force decomposition.
The load balance performance of the hybrid decomposition algorithm is better than that of spatial decomposition, but worse than that of force decomposition when dealing with a non-uniform MD simulation. With spatial decomposition, the load on one processor is dependent on the number of particles in the corresponding sub-domain, so load imbalance occurs when the density varies greatly as in phasechange problems. With force decomposition, all the processors have nearly equal loads as long as the force matrix is uniformly sparse. With hybrid decomposition, the load is evenly distributed among the processors within each SMP node, so the load imbalance occurs only between different nodes. Therefore, hybrid decomposition somewhat reduces the spatial decomposition's load imbalance but does not achieve the force decomposition's good load balance performance. Therefore, the hybrid decomposition algorithm should perform better than spatial decomposition algorithms or force decomposition algorithms when dealing with a large scale MD system with a non-uniform spatial density.
Numerical Experiments
Benchmark system
Spatial, force, and hybrid decomposition strategies were all used to simulate nucleation processes, currently, a topic of much interest in microscale thermophysics. The nucleation process was chosen to evaluate the three strategies since it often deals with a large system with millions of particles and since the spatial density becomes non-uniform in the nucleation process, leading to potential load imbalance.
The cluster system in Fig. 1 was used as the computing platform. The MD system was a cubic domain with argon as the fluid and with periodic boundary conditions at the edges. At the beginning of the simulation, all the argon atoms were on a face-centered cubic lattice with random velocities. The Lennard-Jones fluid model [14] was used to calculate the forces, with the potential energy between pairs of particles given by:
where r is the distance between particles, ε and σ are constants with 0.3405 
Experimental results
Figures 4a, 4b, and 4c illustrate the parallel performance of spatial decomposition, force decomposition, and hybrid decomposition algorithms for three different conditions. Figures 4a and 4b illustrate the performance as the nucleation process began while Fig. 4c gives the performance after obvious nucleus had developed.
The speedup values in Fig. 4a show that the three algorithms had similar parallel performance when the MD system was relatively small. With dozens of processors, the spatial decomposition performance was relatively better. As shown in Fig. 4a , the hybrid decomposition performance was a little worse than that of force decomposition and spatial decomposition. Since spatial decomposition algorithms may suffer from load imbalances, the results show that the force decomposition algorithm can give satisfactory performance for relatively small MD simulations, regardless of whether the density is uniform or not.
The results in Fig. 4b show that the spatial decomposition algorithm provided the best performance when simulating a large MD system with uniform density. Because of the high communication cost, force decomposition gave the worst performance while the hybrid decomposition performance of HD was better than that of force decomposition and worse than that of spatial decomposition. In general, for a large MD system with uniform density, spatial decomposition gives the best performance. Moreover, the results in Figs. 4a and 4b show that with uniform density, the hybrid decomposition performance is somewhat worse than that of spatial decomposition, regardless of the system size. The results in Fig. 4c show that the hybrid decomposition algorithm gives the best performance for a large MD simulation with non-uniform density. Although the system size in Fig. 4c is the same as that in Fig. 4b , the spatial decomposition performance is greatly reduced on account of the load imbalance. Force decomposition performs better than spatial decomposition because FD is not adversely affected by the non-uniform density. Because hybrid decomposition has lower communication costs than force decomposition and better load balance than spatial decomposition, it gives the best performance in Fig. 4c with a speedup on 72 processors (PO=18, PI=4) of 53.1, 78% better than spatial decomposition and 56% better than force decomposition (Note that because the three algorithms use different decomposition strategies, it is impossible to use them on the same number of processors. Linear interpolation was used to estimate the speedup of spatial decomposition on 72 processors to be 29.9 and that of force decomposition to be 34.1). Therefore, the hybrid decomposition algorithm should be used to simulate large MD systems with nonuniform density.
Discussion and Conclusions
Cluster systems are becoming more popular for large scientific computing problems. A new hybrid decomposition method was developed for the SMP cluster architecture for parallel molecular dynamics simulations. The method uses spatial decomposition between SMP nodes and force decomposition within each node. Theoretical analyses and numerical experiments show that the new method has better parallel performance than pure spatial decomposition or force decomposition when dealing with large particle systems with non-uniform spatial density. The results show how the algorithm can be adopted to the computing platform architecture to achieve better parallel performance.
Future work will involve developing a clear understanding of scalability of the force, spatial, and hybrid decomposition strategies with larger cluster systems which have hundreds or even thousands of processors.
