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Проведено полное исследование стационарной плотности распределения в про-
странстве относительных концентраций для трехпараметрической стохастиче-
ской модели Хорстхемке–Лефевера бинарной автокаталитической циклической
химической реакции, учитывающей возмущения, вызванные тепловыми флук-
туациями реагентов. Эта модель представляет собой стационарный диффузи-
онный случайный процесс, порождаемый стохастическим уравнением с диф-
ференциалом Стратоновича, маргинальная плотность распределения которого
допускает бифуркационную перестройку от унимодальной к бимодальной при
увеличении интенсивности шума, что физически интерпретируется как дина-
мический фазовый переход, индуцированный флуктуациями в системе.
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1. ВВЕДЕНИЕ
При теоретическом изучении различных явлений в естественных науках возни-
кают математические модели, которые связаны со стохастическими динамическими
системами. Их формулировка и исследование основаны на понятии стохастического
дифференциального уравнения и привлечении общей теории таких уравнений. Од-
ной из таких стохастических моделей является так называемая генетическая мо-
дель, введенная в книге [1] как модель, иллюстрирующая эволюцию со временем
в некоторых биологических процессах. В работе [2] было предложено применение
этой модели для описания кинетики бинарных циклических химических реакций
при наличии катализаторов (см. также статью [3], где проведен более детальный
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вывод уравнений модели на основе химической кинетики). Там же был дан анализ
стационарного решения модели в частном симметричном случае, результаты кото-
рого приведены в монографии [4]. В ней также была проанализирована связь между
моделью авторов и моделью, рассмотренной в книге [1].
В динамике, описываемой генетической моделью, проявляется так называемый
индуцированный шумом фазовый переход при изменении ее свободных параметров.
С математической точки зрения он представляет собой бифуркационную перестрой-
ку стационарной плотности распределения случайной величины x˜(t) – значения
в момент времени t случайного процесса, который определяется моделью. Причем
такая перестройка отсутствует в детерминированном пределе модели при равной
нулю интенсивности шума – параметра, характеризующего влияние стохастическо-
го слагаемого в соответствующем стохастическом дифференциальном уравнении.
Именно это обусловило интерес к исследованию генетической модели. Дополнитель-
ным обстоятельством, привлекающим внимание к изучению этой модели, является
экспериментальное подтверждение наличия указанного фазового перехода [5].
Бифуркация, свойственная генетической модели, представляет собой частный
случай фазовых переходов под воздействием шума. Начало их интенсивному ма-
тематическому исследованию было положено в 70-х годах прошлого столетия, и до
настоящего времени эта тематика исследований представляет интерес [6] как с точки
зрения математической физики, так и с точки зрения приложения результатов этих
исследований к конкретным физическим ситуациям. Следует отметить, что успе-
хи в исследовании фазовых переходов под воздействием шума в основном связаны
с изучением одномерных динамических систем.
Математическое исследование генетической модели давалось в работах ее осново-
положников в различные годы (см., например, обзоры [7]–[9] и второе издание уже
упомянутой монографии [10]). Однако в их работах не было дано полного аналити-
ческого исследования стационарного состояния генетической модели. При исследо-
вании стационарных состояний для наборов значений параметров модели в общем
положении в этих работах авторы переходили к численному моделированию.
В настоящей работе мы приводим результаты полного исследования стационар-
ного состояния генетической модели при всех допустимых значениях ее параметров,
предварительно опубликованные в работах [3], [11]–[13]. В разделе 2 мы кратко опи-
сываем конструкцию модели Хорстхемке–Лефевера и необходимые для дальнейшего
изложения связанные с ней результаты. В разделе 3 ставится задача вычисления
критической поверхности в пространстве параметров. В разделе 4 проводится пол-
ное аналитическое исследование критической поверхности. В разделе 5 критическая
поверхность исследуется вблизи граничных значений параметра α = 0 и α = 1, в ко-
торых она теряет смысл.
2. КОНСТРУКЦИЯ МОДЕЛИ
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где X, Y , A, B, A∗, B∗ – символы химических реагентов, и при этом вещества, обо-
значаемые символами A, B, A∗, B∗, выполняют роль химической среды, в которой
возможно протекание прямой и обратной реакции со сравнимыми друг с другом
скоростями ki, i = 1, 2, 3, 4. На основании базовых уравнений химической кинети-
ки, описывающих динамику этой пары одновременно протекающих реакций, имеем,
что1)
N˙t(X) = k2N2t (Y )Nt(A
∗)− k1Nt(X)Nt(Y )Nt(A) + k3Nt(X)Nt(Y )Nt(B)−
− k4N2t (X)Nt(B∗),
N˙t(Y ) = k1Nt(X)Nt(Y )Nt(A)− k2N2t (Y )Nt(A∗) + k4N2t (X)Nt(B∗)−
− k3Nt(X)Nt(Y )Nt(B),
где Nt(A), Nt(A∗), Nt(B), Nt(B∗), Nt(X), Nt(Y ) – зависящие от времени t числа
частиц соответствующих реагентов. Из этой системы уравнений следует закон со-
хранения суммарного числа молекул обоих реагентов в каждом физически малом
объеме термодинамической системы, так как сумма двух уравнений приводит к ра-
венству d(Nt(X) +Nt(Y ))/dt = 0. Тогда Nt(X) +Nt(Y ) = N = const.
Обозначим через x(t) = Nt(X)/N , 1−x(t) = Nt(Y )/N концентрации частиц соот-
ветственно реагентов X и Y в момент времени t. Пренебрегая малыми изменениями
со временем величин Nt(A), Nt(A∗), Nt(B), Nt(B∗) по сравнению с самими этими
величинами, т. е. считая, что они не зависят от t и при этом значения N(A), N(A∗),
N(B), N(B∗) имеют один и тот же порядок величины, намного превосходящий числа
Nt(X) и Nt(Y ), перейдем к другому масштабу времени в кинетических уравнениях
посредством замены N [k2N(A∗)+k4N(B∗)]t на физически безразмерный параметр t.
Тогда получается следующее уравнение для концентрации x(t):






k3N(B) + k4N(B∗)− k1N(A)− k2N(A∗)
k2N(A∗) + k4N(B∗)
, (2)
α ∈ [0, 1], λ ∈ R, которые являются характеристиками реакции. Уравнение (1) имеет
устойчивую стационарную точку x¯ =
(
λ− 1 +√(λ− 1)2 + 4λα)/2λ внутри отрезка
[0, 1], к которой стремится любое решение с начальным значением x0 ∈ (0, 1). Значе-
ния α = 0, 1 являются особыми, так как для них модель теряет свой физический
смысл. Наличие одной устойчивой точки равновесия указывает на то, что в детер-
минированном случае модель (1) не допускает качественных изменений динамики
при изменении ее параметров.
При учете термодинамических случайных флуктуаций чисел Nt(A), Nt(B) де-
терминированную модель (1) необходимо заменить на стохастическую с помощью
аддитивных случайных возмущений параметров модели в виде стационарных эр-
годических случайных процессов. В стохастической модели Хорстхемке–Лефевера
такое возмущение в виде белого шума σ2ϕ˜(t) вводится только для параметра λ:
1)По поводу методов построения уравнений химической кинетики см., например, статью [14].
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λ ⇒ λ + σ2ϕ˜(t), ⟨ϕ˜(t)⟩ = 0, ⟨ϕ˜(t)ϕ˜(0)⟩ = δ(t), где здесь и далее знаком “тильда” от-
мечаются случайные величины, а угловыми скобками обозначены математические
ожидания. Вводя стохастический дифференциал dw˜(t) = ϕ˜(t) dt, где w˜(t), t ∈ R+, –




α− x˜(t) + λx˜(t)(1− x˜(t))] dt+ σx˜(t)(1− x˜(t)) dw˜(t), (3)
определяющего марковский диффузионный случайный процесс x˜(t), t ∈ R+.
Для дифференциала dw˜(t) в уравнении (3) в зависимости от предназначения сто-
хастической системы используются различные определения (см. по этому поводу
книгу [15]). Для построения стохастических моделей физических систем естественно
использовать уравнения, в которых дифференциал dw˜(t) понимается по Стратоно-
вичу [16] в отличие от классического подхода на основе стохастического дифферен-
циала Ито [17]. Вопросу обоснования этого положения посвящена обширная лите-
ратура как теоретического характера (см., например, работы [18], [19]), основанная
на теоремах приближения решений дифференциальных уравнений со случайными
коэффициентами [20], [21], так и экспериментального характера, где сравнивались
предсказания родственных стохастических моделей в конкретной физической ситу-
ации, основанные на различных стохастических дифференциалах [22].
Известно, что совокупность случайных реализаций – решений стохастического
дифференциального уравнения (3) составляет марковский диффузионный случай-
ный процесс с траекториями, непрерывными с вероятностью единица. Этот факт
является основным положением теории уравнений с дифференциалом Ито (см., на-
пример, книгу [23]). В случае уравнений с дифференциалом Стратоновича данный
факт устанавливается на основе однозначной связи между этими дифференциалами
(см., например, книгу [15]). Поэтому для плотности p(x, t) = dPr{x˜(t) < x}/dx =











≡ (Hp)(x, t), (4)
f(x) = α− x+ λx(1− x) + σ
2
2
x(1− x)(1− 2x), g(x) = x(1− x). (5)
Для любого случайного значения x˜(0) ∈ (0, 1), статистически независимого от
значений винеровского процесса w˜(t), t ∈ R+, уравнение (3) имеет единственное
с точностью до стохастической эквивалентности решение, которое с вероятностью
единица содержится в (0, 1) при всех t ∈ R+. Этот факт можно доказать на осно-
ве методов общей теории стохастических дифференциальных уравнений (см. кни-
гу [23]). Более прозрачное доказательство строится (см. работу [25]) на основе
представления белого шума в виде предела при m → ∞ от последовательности





(m)(t− t˜ (m)n ). (6)
2)Заметим, что к такому же уравнению можно прийти посредством техники приближений, ко-
торая разрабатывалась в рамках общего подхода для эволюционных задач статистической физики
(см., например, статью [24]).
322 Т.M. ФАМ, Ю.П. ВИРЧЕНКО
Здесь {u(m)(·),m ∈ N} есть последовательность финитных локализованных около
нуля гладких функций, которая стремится в слабом смысле к δ(t) при m → ∞,
{{α˜(m)n , n ∈ Z},m ∈ N} – последовательность одинаковых дихотомических независи-
мых в совокупности случайных величин α˜(m)n , n ∈ Z, с нулевым средним значением
и таких, что α˜(m)n ∈ {±a(m)} при n ∈ Z и a(m) → 0 при m→∞. Последовательность
{{t˜ (m)n , n ∈ Z},m ∈ N} состоит из простейших пуассоновских случайных потоков t˜ (m)n ,
n ∈ Z, с плотностями ρm = (a(m))−2 таких, что при каждом фиксированном m ∈ N
поток статистически независим от последовательности случайных величин {α˜(m)n , n ∈ N}.
Известно, что ряд (6) сходится для каждого m ∈ N с вероятностью единица (см.
статью [26]), что устанавливается посредством применения леммы Бореля–Кантел-
ли. Указанное выше свойство решений уравнения (3) следует из того, что этим






α− x˜(t) + λx˜(t)(1− x˜(t))]+ σx˜(t)(1− x˜(t))ϕ˜(m)(t)
при каждом фиксированномm. Применяя теорему Вонга–Закаи [20] к пределам x˜(t)
последовательности решений ⟨x˜(m)(t),m ∈ N⟩, что допустимо, так как последова-





поточечно стремится к стандартному винеровскому процессу при m→∞, получим,
что предельные траектории x˜(t) с вероятностью единица также полностью располо-
жены в интервале (0, 1).
Ввиду того, что траектории x˜(t) диффузионного процесса полностью расположе-
ны в (0, 1) при x˜(0) ∈ (0, 1), носитель каждого решения p(x, t) уравнения (4) c на-
чальной плотностью распределения p(x, 0) такой, что supp[p(x, 0)] ⊂ [0, 1], совпадает
с [0, 1]. По этой причине для данного начального распределения соответствующее
решение p(x, t) удовлетворяет граничному условию равенства нулю потока вероят-
ности





в естественных (в смысле книги [23]) граничных точках3) x = 0, 1.
Довольно просто можно найти стационарное решение p(x) уравнения Фоккера–
Планка (4), которое имеет вид J [p(x)] = 0 при естественных граничных условиях.
Оно существует и единственно для каждого набора значений параметров α ∈ (0, 1),






















где постоянная A находится из условия
∫ 1
0





















3)Это свойство используется без обоснования в монографии [4].
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K−β(·) – модифицированная функция Бесселя второго рода с показателем −β, кото-
рая для любого показателя ν ∈ C и положительного x определяется интегральным






e−x chu−νu du, Rex > 0.
Плотность распределения p(x) теряет смысл при α = 0, так как она не интегри-
руема в окрестности точки x = 0. По той же причине она теряет смысл при α = 1,
когда она не интегрируема в окрестности точки x = 1. При α ∈ (0, 1) имеет место
равенство p(0) = p(1) = 0.
Диффузионный процесс x˜(t), t ∈ R+, характеризуется тем, что границы отрезка
[0, 1], внутри которого расположены его траектории, не являются естественными
в смысле Феллера (определение см., например, в монографии [4]). Это связано
с тем, что критерием естественности границ по Феллеру является расходимость















и поэтому заведомо сходятся.
Таким образом, для процесса x˜(t), t ∈ R+, применима теорема Эллиотта (см.
работу [28]), на основании которой можно утверждать, что спектр {−µm} диффе-
ренциального оператора H с граничными условиями (J [p(x, t)])x=0,1 = 0 является
чисто дискретным и µm > 0, а соответствующие собственные функции ψm(x)
образуют полную систему в пространстве L1(0, 1).
Указанное свойство оператора H позволяет утверждать, что случайный процесс
x˜(t), t ∈ R, имеет единственную финальную плотность распределения, которая сов-
падает с единственной собственной функцией оператора H c нулевым собственным
значением. Это означает, что для любой начальной плотности p(x, 0) с носителем, со-
средоточенным на [0, 1], и удовлетворяющей граничному условию (J [p(x, 0)])x=0,1 = 0,
соответствующее решение p(x, t) уравнения (4) стремится к стационарной плотно-
сти p(x) при t → ∞. Более того, можно утверждать, что статистические харак-
теристики случайного процесса x˜(t), t ∈ R+, стремятся к соответствующим стати-
стическим характеристикам диффузионного стационарного эргодического процес-
са x˜∞(t), t ∈ R, с маргинальной плотностью распределения первого порядка p(x)
и условной вероятностью перехода p(x, t; y, s), удовлетворяющей уравнению (4) при
t > s и начальному условию p(x, s; y, s) = δ(x− y).
3. КРИТИЧЕСКАЯ ПОВЕРХНОСТЬ
Качественное устройство плотности p(x), а именно число ее мод, характеризует-
ся разбиением пространства наборов параметров (λ, σ2, α) на области таким обра-
зом, что эта плотность имеет фиксированное число точек максимума (модальность
плотности распределения) в каждой из этих областей. Такое разбиение по аналогии
с термодинамикой будем называть фазовой диаграммой системы, а поверхность Σ,
которая разделяет эти области, – критической поверхностью. Дальнейшее содер-
жание статьи посвящено исследованию этой поверхности. Изменению модальности
324 Т.M. ФАМ, Ю.П. ВИРЧЕНКО
плотности p(x) соответствует изменение числа решений уравнения dp(x)/dx = 0 при
изменении параметров системы, т. е. такая бифуркация p(x) связана с вырождением
решений этого уравнения, которое приводится к виду
S(x) ≡ α− x+ λx(1− x)− σ
2x
2
(1− x)(1− 2x) = 0, x ∈ (0, 1). (8)
Качественный анализ критической поверхности при произвольных значениях па-
раметров λ и α, который дается ниже в этом и следующем разделах, отсутствует
в предыдущих публикациях, посвященных генетической модели.
Замечание 1. Кроме решений уравнения (8) формально условию наличия би-
фуркации плотности p(x) удовлетворяют точки x = 0 и x = 1, так как в них верны
равенства p′(0) = p′′(0) = p′(1) = p′′(1) = 0 при любых значениях параметров α, λ
и σ2, кроме σ2 = 0 (когда плотность p(x) не существует). Однако при фиксирован-
ном α значения параметров λc и σ2c , при которых могут возникнуть дополнительные
экстремумы плотности в точках x = 0, 1, отсутствуют. В самом деле, если бы су-
ществовала экстремальная точка xc(λ, σ2), находящаяся внутри (0, 1) и такая, что
xc(λ, σ2) → 0 либо xc(λ, σ2) → 1 при λ → λc и σ2 → σ2c независимо от направле-
ния перехода к пределу в полуплоскости (λ, σ2 > 0), то в этой точке выполнялось
бы равенство S(xc(λ, σ2)) = 0. Но это невозможно, так как при λ → λc, σ2 → σ2c
в последнем равенстве либо S(0) = α ̸= 0, либо S(1) = α− 1 ̸= 0.
Уравнение (8) может иметь либо одно, либо три вещественных решения. Тем
его решениям, которые расположены на (0, 1), соответствуют экстремумы плот-
ности p(x). Один вещественный корень всегда находится внутри (0, 1), так как
S(1)S(0) < 0, и поэтому p(x) имеет один экстремум внутри интервала. Тогда в силу
равенства p(0) = p(1) = 0 при наличии трех экстремумов, два из которых являются
максимумами, а один – минимумом между ними, имеется три вещественных корня
уравнения (8) внутри (0, 1).
Ввиду замечания 1 кратность решений уравнения dp/dx = 0 внутри интервала
(0, 1) эквивалентна кратности корней уравнения S(x) = 0. Анализ существования
кратного корня x0 ∈ R у полинома S(x) основан на том, что для него наряду с ра-
венством S(x0) = 0 должно выполняться равенство S′(x0) = 0. Тогда условие суще-
ствования кратного корня у полинома S(x) в зависимости от его параметров следует
из равенства нулю зависящего от параметров остатка, который получается в резуль-
тате применения алгоритма Евклида к паре полиномов S(x) и S′(x). В результате
приходим к уравнению критической поверхности Σ в виде














где ε = α − 1/2 ∈ [−1/2, 1/2]. Выполнение этого равенства является необходимым
и достаточным условием для существования кратного корня x0 при наборе (λ, σ2, α)
разрешенных значений параметров, который, однако, может как принадлежать, так
и не принадлежать интервалу (0, 1).
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2λ(1 + 2σ2) + (18α− 9)σ2
12σ2 − 3σ4 − 4λ2 .
(10)
Причем такое решение возможно только тогда, когда дискриминант квадратного
уравнения положителен, что означает выполнение условия 4λ2 + 3σ4 − 12σ2 > 0.
Таким образом, критическая поверхность Σ должна располагаться вне поверхности
{(λ, σ2, α) : ∆ ≡ 4λ2+3σ4−12σ2 = 0} эллиптического цилиндра и иметь с ней точки
соприкосновения. В этих точках реализуется тройной корень уравнения S(x) = 0:
x0 = 1/2 − λ/3σ2. Остальные точки поверхности соответствуют двойному корню.
Для того чтобы кратный корень x0 соответствовал бифуркации плотности p(x),
необходимо и достаточно, чтобы выполнялось неравенство 0 < x0 < 1, эквивалент-
ное неравенству ∣∣∣∣4λ(1 + 2σ2) + 36εσ24λ2 + 3σ4 − 12σ2
∣∣∣∣ < 1,
которое накладывает дополнительное ограничение на параметры (λ, σ2, α) (для трой-
ного корня оно имеет вид 2|λ| < 3σ2). Вводя гиперболы
G±(λ, σ2, ε) ≡ (2σ2 + 1± 2λ)2 − (σ2 + 2(4∓ 9ε))2 + 4(4∓ 9ε)2 − 1 = 0, (11)
запишем последнее неравенство в виде
G+(λ, σ2, ε)G−(λ, σ2, ε) > 0. (12)
Оно определяет допустимую область для расположения точек критической поверх-
ности, границами которой являются соответственно гиперболы G± = 0. Это условие
очень важно, так как поверхность, определяемая уравнением (9), не является связ-
ной4).
Замечание 2. Так как при |ε| ̸= 1/2 кратное решение x0 не может пересечь
границы 0 и 1 (см. выражение (10)) при изменении параметров, кривая Σε, опреде-
ляемая уравнением (9), при ε = const, |ε| ̸= 1/2 (и в частности та ее часть, которая
представляет собой пересечение критической поверхности с плоскостью ε = const)
не имеет общих точек с гиперболами G± = 0. Исключение могут составлять точки
с σ2 = 0, где плотность p(x) не существует, и точки, где ∆ = 0. Последнее связа-
но с невозможностью рассуждать по непрерывности в формуле (10), которая теряет
смысл, так как предел в точке, в которой ∆ = 0, по различным направлениям может
быть разным.
Замечание 3. Пересечение кривой Σε с гиперболами G± = 0 в точках, для кото-
рых∆ = 0, но σ2 ̸= 0, возможно только в точках соприкосновения кривой с эллипсом
∆ = 0, так как ее точки не могут находиться внутри этого эллипса.
4)Заметим, что при α ̸= 1/2 в том случае, когда параметры ⟨λ, σ2, α⟩ не соответствуют точке
соприкосновения поверхности Σ c поверхностью цилиндра, кроме кратного корня x0 имеется еще
один не равный ему корень. При этом некратный корень соответствует максимуму плотности p(x)
и бифуркация состоит в одновременном рождении дополнительного максимума вместе с миниму-
мом.
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4. АНАЛИЗ КРИТИЧЕСКОЙ ПОВЕРХНОСТИ
Проведем исследование критической поверхности, изучая ее пересечения с плос-
костями при фиксированных значениях α ∈ (0, 1) (либо ε ∈ (−1/2, 1/2)). Эти пе-
ресечения представляют собой кривые Σε четвертого порядка. Ту часть каждой
из них, которая удовлетворяет условию (12), в дальнейшем будем называть кри-
тической кривой. Полная классификация кривых четвертого порядка отсутствует
ввиду чрезвычайного разнообразия их качественного устройства (см. книгу [29]).
В частности, они могут быть многосвязными, и при этом не существует общего ме-
тода определения числа их связанных компонент. Кривая Σε как раз оказывается
многосвязной, и поэтому возникает задача выделения именно той из ее компонент,
которая соответствует критической кривой. В общем положении значений парамет-
ров (λ, σ2, ε) для выделения требуемой компонеты и ее исследования потребуется
провести довольно сложный геометрический анализ.
Обозначим посредством (λ∗(ε), σ2∗(ε)) координаты точек соприкосновения кри-
вой Σε с эллипсом ∆ = 0 на плоскости ε = const, указав явно их зависимость
от ε. Эти координаты находятся из совместного решения уравнений P (λ∗, σ2∗, ε) = 0
и 4λ2∗ + 3σ4∗ − 12σ2∗ = 0. Из этих уравнений находим, что





и, используя уравнение эллипса, получаем, что
4(σ2∗ − 1)3 = 27σ2∗(1− 4ε2). (14)
Уравнение (14) однозначно определяет неявным образом зависимость σ2∗(ε), так как
оно имеет одно вещественное решение σ2∗(ε) > 1 (при σ2∗ < 1 уравнение не имеет
решений, так как |ε| < 1/2). В самом деле, в правой части (14) находится линейная
функция, а в левой – выпуклая при σ2∗ > 1 функция. Следовательно, при σ2∗ > 1
имеется не более двух вещественных решений. С другой стороны, значение линей-
ной функции в правой части больше значения функции в левой части при σ2∗ = 1.
Поэтому имеется только одно пересечение прямой с выпуклой левой частью при ука-
занных значениях σ2∗. Это пересечение должно происходить при σ2∗ < 4. Заметим
также, что равенство σ2∗ = 1 возможно только при |ε| = 1/2.
Перейдем в уравнении P (λ, σ2, ε) = 0 к полярным координатам с центром в точке
соприкосновения (λ∗(ε), σ∗(ε)):
λ = λ∗ + ρ cosϕ, σ2 = σ2∗ + ρ sinϕ, (15)
и разложим полином P (λ, σ2, ε) в ряд Тейлора около этой точки по степеням ρ. Это
разложение обрывается на четвертой степени по ρ:







где введена переменная z = ctgϕ и ее значение z∗ = ctgϕ∗ = λ∗/3σ2∗ ∈ [−1/2, 1/2],
Q2(z) = (z − z∗)2 > 0, Q4(z) = (4z2 − 1)2 > 0,
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Точки, для которых ctgϕ = ±∞, ϕ = 0, π, соответствуют пересечению кривой
с уровнем σ2 = σ2∗.
Значение z∗ принадлежит интервалу (−1/2, 1/2). Это следует из того, что точка
(λ∗, σ2∗) лежит на эллипсе, и поэтому z2∗ = λ2∗/9σ4∗ = (4− σ2∗)/12σ2∗ 6 1/4 при σ2∗ > 1.
Найдем аналитическое выражение, определяющее кривую Σε. Поделим P (λ, σ2, ε)
на ρ2, исключив значение ρ = 0, которое соответствует точке соприкосновения кри-






ρQ3(z) sinϕ− 3(σ2∗ − 1)2Q2(z) = 0. (16)
Дискриминант этого уравнения неотрицателен в силу определения функций Q2(z),




(−Q3(z)±√Q23(z) + 27(σ2∗ − 1)2Q4(z)Q2(z)). (17)
Они описывают кривую Σε при тех значениях ϕ, при которых ρ±(ϕ) > 0.
Ввиду неотрицательности дискриминанта функция ρ+(ϕ) неотрицательна при
sinϕ > 0 и поэтому определяет кривую только при ϕ ∈ [0, π]. Наоборот, функ-
ция ρ−(ϕ) определяет кривую только при sinϕ 6 0, ϕ ∈ [−π, 0], независимо от
знака Q3(z).





(σ2∗ − 1)3 > 0.
По непрерывности Q3(z) > 0 в окрестности точки z∗ при σ2∗ > 1. Тогда функция
ρ+(ϕ) определена при ϕ, находящемся в окрестности ϕ∗. При этом ввиду равенств
Q2(z∗) = 0, ρ+(ϕ∗) = 0 в этой точке имеется соприкосновение кривой Σε с эллипсом.
Функция ρ−(ϕ) может обращаться в нуль только в исключительном случае, когда
одновременно Q3(z) = 0 и Q2(z)Q4(z) = 0, что реализуется только при ε = ±1/2.
Таким образом, при |ε| < 1/2 функция ρ−(ϕ) > 0 при ϕ ∈ (−π, 0).
Если дискриминант не равен нулю, т. е. |ε| < 1/2, то кривые, определяемые функ-
циями ρ+(ϕ) и ρ−(ϕ), могут иметь общие точки только при ϕ = 0, π. Из уравне-
ния (16) следует, что функции ρ±(ϕ), которые являются его решениями, имеют
конечные совпадающие для них обеих пределы r+ и r− при ϕ→ 0 и ϕ→ π соответ-
ственно, которые удовлетворяют уравнению




Теорема 1. Функции ρ+(ϕ) и ρ−(ϕ) определены и неотрицательны соответ-
ственно на отрезках [−π, 0] и [0, π] при z ̸= ±1/2. При этом ρ+(ϕ) → ∞ при
z → ±1/2.
Доказательство. Функция ρ+(ϕ) определена в окрестности угла ϕ∗, и при этом
z∗ ∈ (−1/2, 1/2). Покажем, что она определена на всем интервале (−1/2, 1/2).
На ограниченном интервале изменения z = ctgϕ полиномы Q2(z), Q3(z), Q4(z)
от z ограничены. Тогда, как следует из формулы (17), функция ρ+(ϕ) может стре-
миться к +∞ только в том случае, когда Q4(z)→ 0, т. е. z → ±1/2 и sinϕ→ 2
√
5/5.
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В этих условиях числитель в (17) стремится к ненулевому значению. Вычисление
значений Q3(±1/2) на основе выражения (13) для λ∗ и z∗ = λ∗/3σ2∗ приводит к фор-
муле Q3(±1/2) = −12(1±2ε) < 0. Ввиду отрицательности этой величины ρ+(ϕ) > 0.








при z → ±1
2
.
Таким образом, положительная функция ρ+(ϕ) в области определения [0, π] имеет
по переменной z интервалы непрерывности (−∞,−1/2), (−1/2, 1/2), (1/2,∞), а при
|z| = 1/2 – разрывы второго рода.
Из (17) следует, что функция ρ−(ϕ) определена при всех ϕ ∈ (−π, 0) за исклю-









Следовательно, по непрерывности заключаем, что ρ−(ϕ) определена на всем интер-
вале (−π, 0).
Следствие 1. Функции ρ±(ϕ) определяют двухсвязную кривую так, что одна
ее компонента Σ+ задается функцией ρ+(ϕ) при ϕ ∈ (ψ, π − ψ), ψ = arcctg(1/2),
а вторая компонента Σ− задается на дополнении к [−π, π]\[ψ, π − ψ] функциями
ρ+(ϕ), ϕ ∈ [0, ψ),
ρ−(ϕ), ϕ ∈ [−π, 0],
ρ+(ϕ), ϕ ∈ (π − ψ, π].
Доказательство. Данное утверждение следует из того, что связная компонента
кривой должна определяться непрерывной функцией, и того, что функции ρ±(ϕ)
имеют совпадающие предельные значения при ϕ = 0, π.
Исследуем поведение компоненты Σ+ в окрестности точки ее соприкосновения
(λ∗, σ2∗ > 1) с эллипсом ∆ = 0, ε = const, т. е. при значениях ϕ в малой окрестности
угла ϕ∗ или, что то же самое, при значениях z в малой окрестности точки z∗, где
ρ+(ϕ) = o(1). Покажем, что компонента имеет особенность типа касп с острием
в этой точке, направленным в сторону эллипса, и касательной, направленной под
углом ϕ∗.
Теорема 2. В локальных декартовых координатах (u, v) с центром в точке
(λ∗, σ2∗ > 1) кривая, представляемая функцией ρ+(ϕ), описывается асимптотиче-
ской формулой
u = const |v|2/3, v → 0,
в окрестности точки (0, 0).
Доказательство. Найдем асимптотическое выражение для функции ρ+(ϕ) в ок-
рестности точки (λ∗, σ2∗) при малых значениях z−z∗. Так как Q3(z∗) > 0, Q4(z∗) ̸= 0
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и Q2(z) = (z − z∗)2, из (17) получаем следующую асимптотическую с точностью до







Учитывая явное выражение для Q3(z∗) и то, что sinϕ∗ = (1 + z2∗)−1/2, преобразуем





∗ − 1)2(1 + z2∗)1/2(z − z∗)2 +O((z − z∗)3).
Перейдем в локальные декартовы координаты (u, v) с центром в точке (λ∗, σ2∗) и u-осью,
направленной под углом ϕ∗. При этом u > 0. В терминах таких координат кривая
ρ+(ϕ) представляется уравнением u2 + v2 = C arctg4(v/u), где ρ+(ϕ) = (v2 + u2)1/2,
ϕ − ϕ∗ = arctg(v/u). Из уравнения следует, что при u, v → 0 вдоль кривой вы-
полняется условие v/u → 0. Следовательно, при указанном переходе имеет место
асимптотическая эквивалентность u2 + v2 ∝ (v/u)4. В свою очередь это приводит
к тому, что u6 ∝ v4, т. е. u ∝ |v|2/3, v → 0.
Согласно теореме 2 критическая кривая состоит из двух ветвей, сшитых в точке
соприкосновения с эллипсом ∆ = 0.
Для установления возможности пересечения компонент Σ± с гиперболами G± = 0
перейдем в уравнении (11) к полярным координатам (ρ(±), ϕ):
ρ(±)[4(1±sin 2ϕ)−sin2 ϕ]+2[2 cosϕ(2(λ∗±σ2∗)±1)+sinϕ(3σ2∗±4λ∗−6±18ε)] = 0, (18)
где при подстановке использовано, что G±(λ∗, σ2∗, ε) = 0, и опущено указание за-
висимости от ε в величинах λ∗ и σ2∗. Гиперболы G± = 0 являются двухсвязными
кривыми, но вид уравнения (18) указывает на то, что у каждой из них имеется
компонента, которая проходит через центр полярной системы координат. У такой
компоненты и только у нее найдется угол ϕ(±) такой, что ρ(±)(ϕ(±)) = 0. Углы ϕ(±)
определяют наклоны касательных к гиперболам относительно направления λ-оси
в центре координат. В результате получаем, что
z(±) =
6z∗ ∓ 3(σ2∗ − 2)
2(2σ2∗ + 1)± 12σ2∗z∗
, (19)











которое имеет место при σ2∗ > 1.
Следующее утверждение дает ответ на вопрос, какая из компонент Σ± кривой
соответствует пересечению критической поверхности с плоскостью ε = const.
Теорема 3. Критическая кривая представляется компонентой Σ+ двухсвяз-
ной кривой Σε .
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Доказательство. Необходимо установить, какая из непрерывных компонент
кривой из указанных в следствии 1 удовлетворяет условию (12). Компоненты кри-
вой могут пересекаться с гиперболами G± = 0 либо в точках оси σ2 = 0, либо
в точках соприкосновения с эллипсом ∆ = 0 (см. замечания 2, 3). Из формулы (11)
следует, что гиперболы могут пересекать ось σ2 = 0 (λ-ось) в точках с λ = 0,±1.
Однако из уравнения (9) получаем, что точки (±1, 0) на плоскости (λ, σ2) не лежат
на кривой Σε при ε ̸= 1/2.
Кривая Σ+ не проходит через точку (0, 0) на плоскости (λ, σ2), которая имеет
полярные координаты ((σ4∗ + λ2∗)1/2, ϕ0) относительно (λ∗, σ2∗), где ctgϕ0 = λ∗/σ∗,
sinϕ0 < 0, так как ρ+(ϕ0) < 0. Поскольку кривая Σε проходит через точку (0, 0)
(P (0, 0, α) = 0), через эту точку должна проходить и кривая Σ−.
Кривая Σ− согласно ее определению не проходит через точку соприкосновения,
в которой допустимо пересечение гипербол G± = 0 с Σε (см. замечание 3). Поэтому
компонента Σ− может иметь общие точки с этими гиперболами только при σ2 = 0,
но такое пересечение согласно вышесказанному имеет место только в точке (0, 0),
которая принадлежит им обеим.
Докажем теперь, что кривая Σ− при ϕ ̸= ϕ0 находится внутри области, опре-
деляемой неравенством G+G− < 0. Так как компонента Σ− может иметь только
одну общую точку (0, 0) с каждой из гипербол G± = 0, она находится в указанной
области, если неравенство имеет место в окрестности этой общей точки.
Доказательство выполнимости неравенства G−G+ < 0 для точек кривой Σ−,
сколь угодно близких к декартовой точке (0, 0), основано на уравнении P (λ, σ2, ε) = 0,
которому она удовлетворяет. Определим исходя из него направление касательной
к этой компоненте в точке (0, 0), где ϕ = ϕ0.
Так как (∂P/∂σ2)(0,0) = −4, (∂P/∂λ)(0,0) = 0, по теореме о неявной функции для
σ2(λ) верно равенство (dσ2/dλ)(0,0) = 0, т. е. касательная к кривой ρ−(ϕ) в нулевой
точке направлена по прямой с σ2 = 0.
Каждая из гипербол пересекает компоненту в нулевой точке. Покажем, что каж-
дая из них имеет в этой точке касательную, пересекающую ось σ2 = 0, рассматривая
эти гиперболы как функции σ2±(λ). Из уравнений (11) следует, что неявные функ-





= [3(1∓ 3ε)]−1 ̸= 0.
Тогда точки (λ ∈ R, 0) компоненты Σ−, достаточно близкие к нулевой точке, нахо-
дятся в области G−G+ < 0, так как гиперболы в этих точках принимают значения
G±(λ, 0, ε) = ±4λ+O(λ2) при λ→ 0.
Рассмотрим возможность пересечения гипербол компонентой Σ+. Такая возмож-
ность имеется только в точке соприкосновения (λ∗(ε), σ∗(ε)), т. е. в центре полярной
системы координат. Компонента Σ+ разделяет полуплоскость (λ, σ2 > 0) на две
части. Если имеется пересечение какой-либо из гипербол G+ = 0 или G− = 0 с этой
компонентой, то такая гипербола должна при непрерывном изменении угла ϕ перей-
ти из одной части плоскости в другую, проходя через точку соприкосновения так,
что ρ(+)(ϕ(+)) = 0 и соответственно ρ(−)(ϕ(−)) = 0. Покажем, что такие переходы
невозможны.
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Так как компонента Σ+ обладает каспом в точке соприкосновения (λ∗, σ∗), т. е.
имеет точку поворота при ϕ = ϕ∗ с касательной в виде луча, исходящего под уг-
лом ϕ∗ из этой точки, для доказательства невозможности перехода гипербол из
одной части полуплоскости в другую достаточно показать, что ϕ(−) > ϕ∗ > ϕ(+),
т. е. имеют место неравенства z(+) < z∗ < z(−). Эти неравенства эквивалентны в си-
лу равенства z2∗ = (4 − σ2∗)/12σ2∗ неравенствам (1 ± 2z∗)(σ2∗ − 1) > 0. Последние
справедливы при z∗ ∈ (−1/2, 1/2) и σ2∗ > 1.
Следствие 2. При σ2 →∞ ветви λ±(σ2) критической кривой Σ+ в плоскости
(λ, σ2) при фиксированном значении ε удовлетворяют неравенствам
−1
2
(σ2 − σ2∗) + λ∗ < λ−(σ2) < λ+(σ2) <
1
2
(σ2 − σ2∗) + λ∗











2(1 + 2ε) +O(1).
Доказательство. Так как критическая кривая определяется функцией ρ+(ϕ)
при ϕ ∈ (ψ, π − ψ), неравенства следуют из равенств (15) и ограничения на угол
| ctgϕ| = |z| < 1/2.
Разделим уравнение (9) на σ8/16 и введем новую переменную a = 2λ/σ2:
P˜ (a, σ2, ε) ≡ a4 + 4a2
(
σ−4 − 5σ−2 − 1
2
)







− 432σ−4ε2 = 0.
Согласно теореме 1 и равенствам (15) ветви λ±(σ2) компоненты Σ+ стремятся к бес-
конечности при σ2 → ∞. Поэтому асимптотики функций a±(σ2) = 2λ±(σ2)/σ2, ко-
торые удовлетворяют этому уравнению, вычисляются на его основе переходом к пре-
делу σ2 → ∞. В силу доказанных неравенств для ветвей λ±(σ2) функции a±(σ2)
ограничены. Тогда каждая из них имеет предел a∗. Для этих предельных значений
получаем уравнение (a2∗ − 1)2 = 0 такое, что a∗ = ±1 – его двукратно вырожденные
корни. Подстановка выражений a = ±1 + b в уравнение P˜ (a, σ2, ε) = 0, где b = o(1)
при σ2 →∞, приводит с точностью до O(b3) к уравнению b2−8σ−2+16εσ−2 sgn a∗ = 0,
что дает четыре значения для функций b = ±2√2(1 + 2ε sgn a∗)1/2/σ.
Из теоремы 3 следует, что наименьшее и наибольшее из этих четырех значений
соответствуют асимптотической кривой Σ− при σ2 →∞, что завершает доказатель-
ство утверждения.
Пример 1. В качестве примера рассмотрим критическую кривую, которая опи-
сывается биквадратным уравнением, в симметричном случае, когда α = 1/2. Эта
кривая двухсвязна. Решение биквадратного уравнения, соответствующее разрешен-







+ 5σ2 − 1− (2σ2 + 1)3/2
]
.
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Рис. 1. Кривые Σ+ и Σ− в симметричном случае (сплошные линии). Штри-
ховыми линиями показаны гиперболы G± и эллипс ∆ = 0.
Из условия λ2 > 0 следует ограничение σ2 > 4, т. е. критическая кривая расположена
выше эллипса.
В точке соприкосновения (0, 4) кривая σ2(λ) имеет касп, который характеризуется
критическим индексом 2/3, так как асимптотика кривой в точке λ = 0 имеет вид
σ2 = 4 + 3(2|λ|)2/3(1 + o(1)). График функции σ2(λ) приведен на рис. 1.
5. ИССЛЕДОВАНИЕ КРИТИЧЕСКОЙ КРИВОЙ
В ПРЕДЕЛЬНЫХ СЛУЧАЯХ
Выводы, полученные в предыдущем разделе, справедливы при любых значениях
ε ∈ (−1/2, 1/2). Однако с точки зрения получения удобных расчетных формул для
критической кривой в разложении выражения (17) для ρ+(ϕ) вблизи точки каспа
можно ограничиться первыми слагаемыми только в случае, когда значение |ε| не
очень близко к 1/2. В этом разделе мы изучим противоположный случай, когда
величина 1/2−|ε| является малым параметром. Такой анализ опирается на решения
уравнения (9) при |ε| = 1/2 несмотря на то, что они являются нефизическими.
Эти решения представляются явными формулами для кривой Σε. Принимая
во внимание симметрию критической поверхности при замене ε на −ε, мы изучим
решения только в случае ε = −1/2. Непосредственно проверяется, что они описыва-
ются следующим образом. Кривая Σε состоит из двукратной прямой λ0 = 1 + σ2/2
и кривой, состоящей из двух полупарабол λ± = (−σ2 ± 4σ)/2, которые сшиваются
в точке λ = 3/2, σ2 = 1.
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В рассматриваемом нами случае нужно построить теорию возмущений для фор-
мы кривой Σ+ при малых значениях α. Для того чтобы установить тип асимптоти-
ческого разложения, которое мы строим в виде степенного разложения по дробным
степеням α, совершим подстановку
λ =
3 + u+ v
2
, σ2 = 1 + v − u, (20)
так что уравнение (9) и уравнение эллипса в этих переменных принимают соответ-
ственно вид
u2(v2 + 4u) + α{36u2 + 6uv(u+ v − 3)− 4(u3 + v3)} − 27α2(1 + v − u)2 = 0,
u2 + v2 − uv + 3u = 0.
Найдем правильную асимптотику изменения переменных u, v в окрестности точ-
ки (0, 0) при α → 0. Для этого произведем замену u ← αau, v ← αbv с показате-
лями a > 0, b > 0, которые выбираются из условия существования в левой части
уравнения группы не менее чем из двух слагаемых с одинаковыми минимальными
значениями степеней. Анализ возможностей такого выбора параметров a и b после
произведенной замены приводит к единственным значениям a = 2/3, b = 1/3.
В результате, отбирая слагаемые с минимальной степенью величины α, равной
двум, т. е. пренебрегая слагаемыми более высокого порядка по степеням α, имеем
выражение
R(u) ≡ 4(u3 − v3 − 27) + (uv − 9)2 = 0. (21)
Уравнение (21) описывает кривую третьего порядка на плоскости (u, v). Пока-
жем, что она двухсвязна, и выделим из ее компонент ту, которая, как и кривая Σ+,
обладает точкой поворота.
При v → ∞ неявная функция u(v) не может быть ограниченной. Поэтому име-
ются асимптотики кривой u(v) → ∞ при v → ∞. Из уравнения (21) следует, что
возможны следующие типы асимптотического поведения: u ∼ v2, u ∼ v1/2. По-




. После подстановки этого выражения в (21) с удержа-
нием главных членов, пропорциональных v6, получаем условие k = −1/4 для их
исчезновения. После этого находим, что o(1) = −2/v+ o(v−1) является главным по-
правочным слагаемым. Асимптотика второго типа получается из первой на основе
соображений симметрии уравнения (21) относительно u и v.
Применим алгоритм Евклида к паре полиномов R(u) и R′(u). Остаток после
применения алгоритма пропорционален (v3 − 27)3 и обращается в нуль при v = 3.
Следовательно, имеется точка (−3, 3), в которой R(u) имеет кратный корень, т. е.
в ней может реализоваться либо самопересечение кривой, либо точка поворота (касп).
Кривая симметрична относительно диагонали u = −v и имеет с ней две точки
пересечения. Эти точки определяются из уравнения (u− 1)(u+3)3 = 0, из которого
видно, что точка (−3, 3) является особой. Во второй точке (1,−1) кривая пересекает
трансверсально диагональ v = −u, так как в ней невозможно ее самопересечение.
По топологическим соображениям наличие двух точек пересечения с побочной
диагональю вместе с неограниченностью кривой позволяет сделать заключение о ее
двухсвязности.
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Таким образом, согласно поставленной выше задаче нужно выбрать компоненту
кривой, на которой находится точка (−3, 3), и исследовать эту компоненту в окрест-
ности этой особой точки. С этой целью перейдем к полярным координатам с центром
в точке (−3, 3): u = −3+ρ cosϕ, v = 3+ρ sinϕ. В результате после исключения три-
виального корня ρ = 0 получаем следующее квадратное относительно ρ уравнение:
ρ2
4
sin2 2ϕ+ ρ(cosϕ− sinϕ)(4 + 5 sin 2ϕ)− 27(1 + sin 2ϕ) = 0.





(sinϕ− cosϕ)(4 + 5 sin 2ϕ) + (2(2 + sin 2ϕ))3/2]. (22)
Для того чтобы выяснить характер особенности при ρ = 0, нужно найти углы,
при которых ρ(ϕ) стремится к нулю в особой точке с ρ = 0. При этом можно
в уравнении пренебречь слагаемым, пропорциональным ρ2. Отсюда находим, что
функция ρ(ϕ) стремится к нулю при ϕ → −π/4 или ϕ → 3π/4. Вводя отклонения
χ = ϕ+ π/4 либо χ = ϕ− 3π/4 от этих значений угла ϕ, находим из уравнения, что
в окрестности каждого из них, т. е. при χ→ 0, выполняется условие
ρ2 ± 4
√
2ρ− 216χ2 + o(χ2) = 0,
где верхние знаки соответствуют равенству ϕ = 3π/4, а нижние -- равенству ϕ = −π/4.
Отсюда следует, что ρ(ϕ) = 27
√
2χ2+o(χ2) при знаке +, а при знаке − решение ρ(ϕ),
обращающееся в нуль при χ = 0, ввиду неотрицательности ρ(ϕ) возможно только
для изолированного значения χ = 0. Это означает, что кривая ρ(ϕ) может подходить
к особой точке только под углом ϕ = 3π/4, поэтому она является точкой поворота
кривой, т. е. в ней реализуется касп.
Перейдем теперь на выбранной компоненте кривой (22), которая содержит касп,
к исходным переменным λ, σ2. Учитывая все сделанные выше в процессе анализа




[3(1 + α1/3 − α2/3) + α1/3ρ sinϕ− α2/3ρ cosϕ] +O(α),
σ2 = 1 + 3(α1/3 + α2/3) + α1/3ρ sinϕ− α2/3ρ cosϕ+O(α),
где ρ(ϕ) определяется равенством (22). Эти формулы параметрически определяют
приближенно, с точностью до α2/3, критическую кривую при малых значениях α.
При ρ = 0 они описывают сдвиг точки каспа (λ∗(ε), σ2∗(ε)) при ε вблизи значе-
ния −1/2.
6. ЗАКЛЮЧЕНИЕ
В отличие от работ других авторов в настоящей статье проведен полный анализ
критической поверхности Σ в модели Хорстхемке–Лефевра, разбивающей ее про-
странство параметров (λ, σ2 > 0, α ∈ (0, 1)) на две области, в каждой из которых
она имеет два качественно различных стационарных динамических режима. Пере-
ход между этими двумя режимами при достаточно медленном (квазистатическом)
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изменении параметров системы представляет с физической точки зрения фазовый
переход между двумя “фазами”: унимодальной и бимодальной. Динамический ре-
жим в бимодальной фазе состоит из последовательно сменяющих друг друга времен-
ных интервалов случайной длительности, в которых относительная концентрация
реагентов флуктуирует вблизи значения одного из двух максимумов плотности p(x).
Рассматривая бифуркационную перестройку динамического режима системы как
термодинамический фазовый переход, для его количественной характеризации необ-
ходимо ввести параметр порядка. В качестве такового, по-видимому, нужно выбрать
половину расстояния между концентрациями, соответствующими двум модам плот-
ности распределения p(x). Проведем классификацию фазовых переходов в рассмот-
ренной системе, приняв за основу их разделение на два типа согласно следующему
признаку: появляется ли в результате перехода отличное от нуля значение парамет-
ра порядка скачкообразно (переход первого рода) или непрерывно (переход второго
рода). Тогда в том случае, когда перестройка плотности p(x) происходит с образо-
ванием не более чем двукратного корня уравнения dp(x)/dx = 0, второй максимум
плотности возникает отдельно от уже существующего у нее максимума. Поэтому
расстояние между этими максимумами не равно нулю в момент перехода и можно
говорить о переходе первого рода. С аналитической точки зрения переход реали-
зуется в виде катастрофы складки согласно классификации Тома. Если же пере-
стройка плотности происходит так, что уравнение dp(x)/dx = 0 имеет трехкратный
корень, то из исчезающего максимума рождается сразу два новых максимума. По-
этому в этом случае параметр порядка непрерывным образом начинает возрастать,
начиная с нулевого значения, и нужно говорить о фазовом переходе второго рода.
В соответствии с проведенным анализом модели второй случай реализуется в точ-
ке каспа критической кривой, которая находится на эллипсе ∆ = 0. При этом мода,
в которой происходит бифуркация, расположена в точке x0 = 1/2− λ/3σ2. Соглас-
но классификации Тома этот переход происходит в результате катастрофы сборки.
Применимость такой классификации связана с тем, что p(x) аналитически зависит
от параметров λ и σ2. Если положить, что роль температуры в рассматриваемой
системе выполняет интенсивность шума σ2, то критический индекс параметра по-











(x0 − x∗)2p′′′(x∗) = 0, x0 − x∗ ∼ (σ2 − σ2∗)1/2.
Вместе с тем нужно отметить, что фазовый переход первого рода в системе происхо-
дит без дополнительных затрат теплоты на образование новой фазы, если в качестве
термодинамической энтропии S системы выбрать энтропию Шеннона
∫ 1
0
p(x) ln p(x) dx,
которая изменяется непрерывно с изменением параметров системы. Тогда термоди-
намическая связь δQ = T δS указывает на отсутствие теплового скачка при переходе
из унимодальной фазы в бимодальную.
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