Abstract. We present computationally efficient criteria that can guarantee correct ordinal ranking of Google's PageRank scores when they are computed with the power method (ordinal ranking of a list consists of assigning an ordinal number to each item in the list). We discuss the tightness of the ranking criteria, and illustrate their effectiveness for top k and bucket ranking. We present a careful implementation of the power method, combined with a roundoff error analysis that is valid for matrix dimensions n < 10 14 . To first order, the roundoff error depends neither on n nor on the iteration count, but only on the maximal number of inlinks and the dangling nodes. The applicability of our ranking criterion is limited by the roundoff error from a single matrix vector multiply. Numerical experiments suggest that our criteria can effectively rank the top PageRank scores. We also discuss how to implement ranking for extremely large practical problems, by curbing roundoff error, reducing the matrix dimension, and using faster converging methods.
Introduction. Google founders Larry Page and Sergey Brin developed the
PageRank algorithm primarily for ranking Web pages. In addition to its continued use in many Google Web search tools [1], the PageRank algorithm reaches beyond the Web to many other applications involving directed graphs such as social networks and semantic networks [2, 9, 11, 14, 19, 30, 33, 37, 45] , as well as genomics [34] , and identifying sources of hospital infections [41] . In fact, Hilgers and Langville recently identified the PageRank algorithm as one of the five greatest applications of Markov Chains [44] .
The Google PageRank vector π is the stationary distribution of a n × n stochastic matrix G
Each component of π measures the importance of a web page [8, 36] . If π i > π j , then web page i has higher PageRank than web page j, and page i may be displayed ahead of page j among the search results.
The matrix G is a convex combination of two stochastic matrices, G ≡ αS
T . Here 0 < α < 1 is a scalar, which was originally set to .85 [8, section 2.1.1]; S is an n × n stochastic matrix; 1 is the column vector of all ones; and v ≥ 0 is a column vector with v 1 = 1. Because α < 1 and 1 is a right eigenvector of S, the eigenvalue one of G is algebraically simple [13, 20, 40] , which implies that π is unique.
Row i of S contains the outgoing links from web page i to other pages, while column i contains the incoming links from other pages to page i. A web page without any outgoing links (such as a pdf, image, or audio file) is called a dangling node. Zero rows corresponding to dangling nodes are replaced by a dangling node vector that has nonnegative elements summing to one.
In their 1998 paper [36, section 2.6] Google founders Brin and Page computed PageRank with the power method.
Power method applied to G. Let x (0) ≥ 0 with x (0) 1 = 1. Repeat
until some termination criterion is satisfied. Although numerous, possibly faster, methods have been proposed since 1998 [4, 31, 32] , the power method retains many advantages:
1. It is simple to implement, especially in a parallel computing environment [17] .
2. It requires a minimum of storage.
3. It has a robust and predictable convergence behavior that is insensitive to changes in the matrix. The convergence rate depends only on α, and is not sensitive to the underlying Web graph represented by S, the personalization vector v, the dangling node vector, or the starting vector x (0) [17] . 4 . It is numerically stable. All operations are numerically well conditioned. If 1 − α is precomputed, then no subtractions are necessary to compute the iterates of (P). There is no danger of overflow since, in exact arithmetic, x (k) 1 = 1. The power method (P) as well as most iterative methods for computing PageRank compare successive iterates, based on their geometric distance or ranking distance. Once such a distance is small enough, the most recent iterate is judged to be a sufficiently good approximation to π. But the question is: Is the induced ranking of the iterate correct?
Overview. In section 2 we answer the previous question with "no." In section 3 we present the main idea of our paper, a ranking criterion for the elements of an iterate
Here β is an upper bound for the error x (k) − π 1 . We show how this criterion can be used for exact, top k, and bucket ranking. In section 4 we derive several classes of computationally efficient bounds β based on geometric distances between iterates. In section 5 we present a careful implementation of the power method and derive roundoff error bounds for the iterates x (k) . Numerical experiments in section 6 demonstrate that our criterion can identify the ranking of the top PageRank scores. We conclude with a discussion of how to solve extremely large problems in section 7.
Notation. All matrices are n×n matrices, and all vectors are n×1 column vectors. The n × n identity matrix is I, with ith column e i . The transpose of a vector v is v T , the elements of v are v i , and inequalities like v ≥ 0 and |v| ≥ 0 are to be interpreted componentwise. The one norm · 1 is the maximal column sum, and the infinity norm · ∞ the maximal row sum. In particular, if x is a column vector, then
2. Existing termination criteria do not produce correct rankings. The two most frequently mentioned termination criteria for PageRank computation are based on geometric distance and ranking distance [6, section 4.2.1].
Geometric distance. The traditional convergence criterion terminates the power method once some norm of the residual is sufficiently small. Since the power method iteration (P) contains no normalization, the residual equals the difference between successive iterates, [
is sufficiently small in the one, two, or infinity norms. The residual norm of (P) can be interpreted as a distance between two vectors, and has thus been classified as a geometric distance [6, section 4.2.1], in contrast to the ranking distance below.
Ranking distance. We specify the position of an element in an ordered list through its ordinal rank, which is defined below first for a single element and then for a whole vector (the ordinal rank bears no relation to the numerical rank). 
If the elements of x are distinct, and if x j = max i x i , then Orank(x j ) = 1; and if x j = min i x i , then Orank(x j ) = n. If x contains identical elements, then the ordinal ranking is not unique, because the permutation σ in Definition 2.1 is not unique and is not required to preserve the relative order of the elements (i.e., σ does not have to be stable in the sense of sorting). In contrast to other ranking schemes, no two items receive the same ordinal rank, even when they are equal. The concept of ordinal rank leads to the particular ranking distance below, which is known as Kendall's τ distance [6, 
Ranking distances have been used as termination criteria in iterative methods for computing PageRank [3, 10, 25, 28, 38, 39, 46] . Because the matrix G is large, computing the ranking distance for entire vectors is too expensive. To reduce computation time, one can focus on the top k rankings [15, 25, 26] . Experiments in [26] suggest that termination based on the top k rankings tends to produce rankings that resemble those produced by a termination criterion based on the one norm of the residual.
Incorrect ranking. Simple examples, such as those described in [47, section 4.2] for the directed ring 1 graph with n vertices, illustrate that geometric and ranking distances between successive iterates of the power method (P) can fail to produce correct rankings. In addition, the examples demonstrate that (1) correct ranking can be achieved in some iteration and destroyed in the next, (2) a small residual norm does not guarantee correct ranking, (3) zero ranking distance between successive iterates does not guarantee correct ranking, and (4) successive iterates can be correctly ranked before the residual norm is small.
Ranking.
Since geometric and ranking distances between successive iterates of the power method (P) do not ensure correct ranking, we consider instead the ranking distance between an iterate x (k) and the desired PageRank vector π. We obtain information about the ranking distance from the geometric distance, and show how the resulting ranking criterion can be used to perform exact, top k, and bucket ranking.
We use a consequence of an inequality from [21, Corollary 2.4(a)] which relates the one norm and infinity norm of a vector whose elements sum to zero: If y is a column vector with y T 1 = 0, then
The main idea of our paper is to gather information about relative ranking based on an approach by Kirkland [29, Corollaries 3.9-3.12], which we present below in a more general context. Theorem 3.1 (ranking criterion). Let x ≥ 0 with x 1 = 1 be an approximation to π in (G), and
Proof. If x = π, then β = 0 and the result holds trivially. Assuming β > 0 gives
Consequently, if two elements of x (k) are well-separated (compared to the geometric distance between x (k) and π), then we can say something about the relative rankings of the corresponding PageRank scores. Because the ranking criterion in Theorem 3.1 applies only to well-separated elements, it can, in general, determine only a partial ranking of the PageRank scores.
Kirkland [29, section 3] expresses the quantity β in Theorem 3.1 as a function of the lengths of shortest cycles on which vertices i and j are situated in the graph of S. However, it is not clear how to efficiently compute shortest cycle lengths for all vertices.
Exact, top k, and bucket ranking. The bucket ranking criteria below are motivated by Google's Toolbar PageRank scores, which are integers from 0 (low) to 10 (high). Our ranking criteria determine a topological (or partial) order for the PageRank scores.
Let x ≥ 0 with x 1 = 1 be an approximation to π in (G) and β ≥ x − π 1 . Let Q be a permutation that orders the elements of x in decreasing magnitude, i.e.,
In contrast to the elements ofx, those ofπ are, in general, not ordered in decreasing magnitude. First we show that if element k ofx is well separated from element k + 1, then elements 1, . . . , k approximate the top k PageRank scores.
Proof. 
Now we present a criterion for finding the "exact" rank (here "exact" does not refer to finite precision accuracy but to the fact that we can assign a number, rather than an interval, to the rank). If element k + 1 ofx is well separated from elements k and k + 2, then element k + 1 ofx approximates the (k + 1)st PageRank score.
Proof. This follows from Lemma 3.2.
Often it is not possible to determine the exact PageRank, but we can still try to assign PageRank scores to a "bucket". This is done in the next lemma, which represents an extension of Lemma 3.3 to intervals.
Lemma 3.4 (bucket).
Proof. This follows from Lemma 3.2. The conditionx
Lemma 3.4 assigns PageRank scorex k+i to a bucket that represents ranks k + 1, . . . , k + i + j − 1. If i = j = 1 then the bucket consists of a single number and Lemma 3.4 reduces to Lemma 3.3. The top k ranking in Lemma 3.2 is a special case of bucket ranking with two buckets: One for ranks 1, . . . , k and another one for ranks k + 1, . . . , n. In contrast to bucket sorting the buckets are not specified beforehand; they emerge during the execution of the power method (P).
Error bounds for the power method.
We present four classes of computable bounds for the error x (k) − π 1 and for the quantity β used in the ranking criteria in section 3. The four classes consist of the following types of bounds: simple (section 4.1), backward looking (section 4.2), forward looking (section 4.3), and twolevel forward looking (section 4.4). We use the following facts for stochastic matrices S: S i ∞ = 1, i ≥ 0, and
The last expression follows from the fact that (I − α j S j ) −1 is nonnegative, and [32, section 7 .1]. First we justify why the ranking of the iterates in (P) can converge under a criterion like the one in Theorem 3.1. The inequalities below relate two corresponding components of two different iterates and show that the distance between the components changes less and less as the iterations progress.
Theorem 4.1 (component distances stabilize).
Proof. As in [7, Property 7] one shows [
Hence the difference between two components equals
The Hölder inequality and (4.1) imply
The idea behind the bounds for x (k) − π 1 is to extend the residual, which is a difference of successive iterates [
The derivations in subsequent sections are based on the following recursions.
Lemma 4.2 (recursions).
Error :
Note that the statements also follow from the properties of splitting methods [43, section 3.6] . This is because π is the solution of the linear system π
T , and the power method [
The second recursion in Lemma 4.2 is an extension of the one derived for j = 1 in [29, Proof of Corollary 3.11].
Simple bound. The recursions in Lemma 4.2 lead immediately to a simple normwise error bound that depends only on α and k.
Theorem 4.3 (simple bound).
T S k , and (4.1) implies
The second upper bound follows from the triangle inequality and
The bounds in Theorem 4.3 first appeared in [5, Theorem 5 .1] and [24, section 4] . In the special case x (0) = v, when the starting vector equals the personalization vector, the power of α can be increased by one,
k+1 ; see also [7, Property 9] . The simple bound in Theorem 4.3 can be used as a ranking criterion in the power method (P) as follows.
Corollary 4.4 (ranking with the simple bound). If x
Proof. Follows from Theorem 4.3 and setting β = 2α k in Theorem 3.1.
Backward-looking bounds.
Backward-looking bounds are constructed from previous iterates.
Theorem 4.5 (backward-looking bounds).
and use (4.1).
The bound for j = 1 in Theorem 4.5 was already derived in [29, (3. 1)] for general approximations, not limited to just power method iterates. Note that for a fixed step length j, a full backward look is not possible in early iterations as long as k < j. Experiments indicate that no bound is always the tightest. We can distinguish two types of backward-looking bounds: Those where j is fixed and those where j is a function of k. Among the fixed step bounds, the j = 1 bound is preferable for several reasons: It tends to be competitive in the long-term since
. It takes effect immediately starting with iteration 1 -in contrast to other bounds which require a startup of j iterations before the full backward look is possible. It performs well in our experiments in later iterations. At last, it keeps storage requirements low, because bounds with fixed j need to store j or more vectors. Among the bounds where j is a function of k, the simplest one is j = k,
This bound has low storage requirements as well, it is effective immediately, starting with iteration 1, and in our experiments it tends to do well in early iterations. However, the j = k bound does not do as well in later iterations. This is because it depends on the initial error x (0) − π 1 which remains constant throughout the iterations, while for bounds with a fixed step length j, the error x (k−j) − π 1 approaches zero as k increases. Applied to the power method (P), the backward-looking bounds in Theorem 4.5 can be used for ranking as follows.
Corollary 4.6 (ranking with backward-looking bounds). If
Forward-looking bounds.
Forward-looking bounds are constructed from future iterates. The derivation is similar to the one in Theorem 4.5.
Theorem 4.7 (forward-looking bounds).
The forward-looking bound for j = 1 was derived in [7, Property 12] . Looking farther ahead can lead to better estimates for the error at the current iteration k. This is to be expected because future iterates can be more accurate. Comparing the bounds in Theorem 4.7 for j = 1 and j > 1 shows that looking several steps ahead can result in tighter bounds than just looking a single step ahead,
Applied to the power method (P), the forward-looking bounds in Theorem 4.7 can be used for ranking as follows. 
4.4. Two-level, forward-looking bounds. Another type of forward bound looks forward in two stages.
Theorem 4.9 (two-level, forward-looking bounds).
Corollary 4.10 (ranking with two-level, forward-looking bounds). If
Finite precision computation.
We present error bounds for perturbed power method iterates in section 5.1, a floating point implementation of the power method in section 5.2, and bounds for ranking in floating point arithmetic in section 5.3.
Perturbation bounds.
In a finite precision context, the ranking criterion in Theorem 3.1 must be applied to perturbed power method iteratesx (k) . That is,
We assume that the perturbed iterates are nonnegative, have unit norm, and incur an error during each iteration. The error bounds for x (k) − π 1 below are simple and easy to compute.
Theorem 5.1 (finite precision error bounds).
2. Backward-looking bounds:
3. Forward-looking bounds:
4. Two-level, forward-looking bounds:
where
Proof. First we derive an expression for the absolute error in the perturbed iterates.
We use (5.1) to derive each of the four finite precision bounds.
1. Simple bound: This follows from [ 
3. Forward-looking bounds: As in the proof of Theorem 4.7 one shows
Hence (5.1) implies for the error term
The term g k takes care of finite precision errors incurred in iteration k, including those from matrix vector multiplication, as well as explicit normalization of the iterates if necessary. Theorem 5.1 shows that the bounds are affected only by the error in a single iteration, and do not suffer from accumulation of errors.
Power method implementation.
We discuss the implementation of the power method in floating point arithmetic.
As already mentioned in section 1, the matrix S is derived from the webgraph and zero rows corresponding to dangling nodes (i.e., web pages without outlinks) are modified to ensure that S is stochastic. Computationally, though, it is more efficient to keep the webgraph part separated from the dangling node fix so that one can take advantage of the latter's low rank [32, section 8.1]. It turns out that this separation also limits accumulation of roundoff error in a matrix vector multiplication with S. Therefore it is necessary to discuss the construction of S in more detail.
The web graph is represented by a n × n substochastic matrix H. That is, the elements of H are nonnegative, and each row is either zero, or else its elements sum to one. The zero rows correspond to dangling nodes, which are web pages without outlinks. To obtain the stochastic matrix S, one can replace each zero row by the same dangling node vector w T , where w is a column vector with w ≥ 0 and w 1 = 1. The resulting Google matrix is G = αS + (1 − α)1v T , where S = H + dw T and d is a column vector of zeros and ones. An element of d is equal to 1 if the corresponding row in H is zero; otherwise this element of d is equal to zero. The following floating point implementation of the power method (P) exploits the fact that dw T and 1v
T have rank one.
Floating point implementation of (P). Letx (0) ≥ 0 with x (0) 1 = 1, and
until some termination criterion is satisfied. The explicit normalization of the iterates in (FP) is necessary to ensure that iterate norms remain close to unity in a finite precision environment. 
|1 − y
(k) 1 | can approach 10 −13 for the small matrix G S and hover around 10
for the larger matrix G L . The analysis in the proof of Theorem 5.2 explains this: In IEEE double precision the unit roundoff is ≈ 10 −16 , so that the error in the matrix vector multiplication [
, where m = 168, 685 is the maximal number of nonzero elements in any column of H L . For the smaller matrix G S , the computation of x T d dominates, leading to an error of d 1 ≈ 7 · 10 −12 , since d has 2,861 elements equal to one. In contrast, the norms of the normalized iterates are almost perfect. In all iterations k the deviation | x (k) 1 − 1| is either , /2, or 0. Note that Figure 5 .1 shows merely the effect of a single missing normalization; the accumulated damage from failing to normalize over many iterations is much worse.
Floating point bounds.
We bound the roundoff error g k incurred in iteration k of the power method (FP). Existing roundoff error bounds for the power method and stationary iterative methods [22, sections 17, 18] , [42] do not seem to be applicable here, because they require knowledge of the condition number of a diagonalizing transformation, or assume that the spectral radius of the iteration matrix is strictly less than one.
We assume the standard model for the elementary floating point arithmetic operations with unit roundoff [22, We exploit the fact that the iterations in (FP) execute no subtractions, and that all operations are well conditioned. The norms are computed by compensated summation [22, section 4.3] , [35] so that the dominant part of the roundoff error g k 1 does not depend on the matrix dimension n, but only on the sparsity of the matrix. The analysis below holds for matrices of order n < 10 14 , in IEEE double precision with unit roundoff ≡ 10 −16 . 
H has at most m nonzeros per column, and d 1 zero rows. Then
where M ≡ max{m, d 1 + 1}, and c ≡ 1.01(1 + 3.03 ).
Proof. Abbreviate x ≡x (k) , y ≡ y (k+1) , and δ ≡ d 1 + 1. 1. Since H has at most m nonzero elements per column, the elements of S and x are nonnegative, and m ≤ .01 we obtain with [22, (3.2) and Lemma 3.4 
Similarly, since α and the elements of d and x are nonnegative, we obtain for the second summand in αx T S, fl(αx
In order to express y T in terms of
4. Now comes the computation of y 1 . Since n < .01, and the additions in y 1 involve only nonnegative numbers, a compensated summation gives [22, (4.8 
. It is more convenient to write instead η = y 1 /(1 + h 6 ), where |h 6 | ≤ 2 + O(n 2 ). 5. A final division completes the normalization,
To expressx (k+1) in terms of x T G writê
Apply y 1 ≥ 1 − h 4 1 twice to get
From h 7 1 ≤ (1 + |h 6 |) and |h 6 | ≤ 2 + O(n 2 ) follows
At last use h 4 1 ≤ (3.03 + cαM ). Theorem 5.2 implies that the roundoff error in an iteration of the power method (FP) is bounded approximately by
Because we assume use of compensated summation, the roundoff error g k 1 does not depend, to first order, on the matrix dimension n. It also does not depend on the iteration count k. The roundoff error is more or less constant, and the same for all iterations. It represents the error caused by a single matrix vector multiply, and is determined, for the most part, by the maximal number of nonzeros m in any column of H (i.e., the maximal number of inlinks into any web page) and the number of dangling nodes d 1 , whichever is larger. The discussion relating to 
where M ≡ max{m, d 1 + 1} and c ≡ 1.01(1 + 3.03 ). Corollary 5.3 implies that the floating point error in the bounds is independent of the iteration count. The error is caused essentially by the matrix vector multiply and can be assumed to be constant. Moreover, the contribution of the floating point error to the different types of bounds is essentially the same, so that all bounds incur more or less the same floating point error.
We examine the ramifications of the above analysis when the power method (FP) is applied to the data matrices in section 6, whose parameter ranges are listed in Table  5 .1. The simple bound in Theorem 4.3 and the roundoff error bound in Theorem 5.2 amount to 2α k ≥ 10 −14 and g k 1 ≤ 4 · 10 −11 . The roundoff error dominates the ranking bounds in later iterations, so that the bounds remain essentially constant from then on. Since the iterates can still change, though, one could continue the power method (FP) as long as the ranking criteria in Theorem 5.1 collect new ranking information. Note that the ranking criteria do not care whether the errors are due to finite termination or roundoff. For illustration purposes we execute 200 iterations of the power method in the experiments in section 6. A suitable termination criterion would stop the iterations once log(2α k ) < log( g k 1 ). The higher order effects O(n 2 ) from the compensated summation are not likely to be of any consequence for the experiments in section 6 because n 2 ≤ 10 −25 , which is negligible compared to 2α k ≥ 10 −14 .
Numerical experiments.
We present numerical experiments on data matrices from web crawls to compare the finite precision error bounds in section 5 and assess the performance of the ranking criterion. We describe the data matrices in section 6.1, and compare the bounds with respect to tightness in section 6.2 and with regard to ranking performance in section 6.3.
Data matrices.
We present numerical experiments with two matrices that are obtained from web crawls and available on David Gleich's web page [16] .
The properties of the two matrices are listed in We choose the most popular values for the parameters of the Google matrix: α = .85 for the amplification factor; and the uniform vector for personalization, dangling node, and starting vectors, x (0) = v = w = 1 n 1. The two data matrices for our experiments are
The quantity g in Table 6 .1 denotes the roundoff error from Corollary 5.3,
Note that the number of dangling nodes in G S exceeds the maximal number of inlinks. Hence the dominant amplification factor M for the roundoff error of G S is determined by the number of dangling nodes; see Theorem 5.2. This may reflect more what happens in practice when the nondangling nodes can be outnumbered by the dangling nodes, especially when applied to web graphs, since dangling nodes are part of the ever increasing web frontier. All experiments are performed in Matlab. We did not compute the norms with compensated summation because Matlab's accuracy appears to be sufficient for small problems with n ≤ 10 7 .
Tightness of the bounds.
We compare bounds for the error x (k) − π 1 in iteration k. Since the roundoff error is essentially the same for all bounds and constant in each iteration, see Corollary 5.3, it suffices to compare the exact bounds. We assume that storage for 3 iterates is available, and that no overwriting takes place, so that successive iteratesx (k−1) andx (k) require different storage locations. Among the resulting seven bounds below we included the k-step backward bound to illustrate the behavior of a bound where j is a function of k. 
(B2) Backward looking 2-step bound:
(Bk) Backward looking k-step bound:
(F1) Forward looking 1-step bound:
Forward looking 2-step bound:
1−α Figure 6 .1 shows the above bounds for the matrices G S and G L . The bounds fall into two groups. The first group, consisting of (S) and (Bk), is less tight than the second group, which comprises the remaining bounds. There is little difference among the bounds in the second group. The straight lines in the context of the vertical logarithmic axis suggest that the geometric distances between iterates decrease at the same rate.
Ranking performance.
Due to the lack of difference among the bounds in the competitive second group, we choose only (B1) for ranking, because it is the cheapest. The floating point version of the corresponding ranking criterion from Theorem 5.1 is as follows: Ifx
Applicability. Let Q j be a permutation that orders the elements ofx
n . We count the number of pairs to which the criterion (B1-FP) applies. That is, we count the number of distinct pairs for whichx Figure 6 .2 shows this number for each iteration with the matrix G S (due to memory limitations we were not able to collect this information for the large matrix G L in every iteration). The line in the upper half represents the number of pairs of identical elementsx
in each iterate. For instance, ifx
3 , then we count the two pairs (1, 2) and (2, 3) . Since the ranking criterion cannot be applied tox 1 andx 2 , the number of identical element pairs puts a natural limit on the performance of any ranking criterion that does not rely on additional criteria. 2 suggests that over 50% of the elements in most iterates are identical to another element. After about 100 iterations, criterion (B1-FP) applies to more than 40% of the elements. This means that only less than 10% of the elements remain unranked. The collection of new ranking information seems to level off after about 140 iterations. We can explain this as follows. The simple ranking bound 2α k is dominated by the roundoff error g k 1 after about 170 iterations. Since the (B1) bound is tighter than the simple bound, the roundoff error dominates earlier. This is another justification for a termination criterion of the type already mentioned in section 5.3: Terminate the power method (FP) as soon as β B ≈ g.
Bucket ranking. Figure 6 .3 gives an idea of how many different elements can be ranked and how big the buckets are. The histograms refer to the last iteration and depict the number of elements per bucket. To prevent distortion of the vertical axis and to assure better visibility for the top-ranked buckets, we omit the rightmost buckets (a single bucket in case of G S and many buckets in case of G L ), which are the largest and contain the smallest elements. Table 6 .2 gives detailed information about the number and size of the buckets. The number of buckets represents distinct ranks that have been identified. For both matrices the ranking criterion (B1-FP) isolates the highest ranked PageRank score, because the first bucket contains only a single element. For the small matrix G S , 7% of the smallest elements cannot be ranked, while for the large matrix G L this number increases to 95%. Table 6 .3 gives detailed information about the ranking. It shows how many elements are ranked exactly, how many elements among the top 100 are exactly ranked, and the lowest rank that could be identified. Since the lowest identified rank for the matrix G S is 9,215, the smallest bucket contains n − 9, 215 = 699 elements, as shown in Table 6 .2. The preceding information illustrates that the ranking criteria are able to identify the PageRanks of the top-ranked elements.
Extremely large matrices.
As stated in Theorem 3.1, the main idea of our paper is the following ranking criterion: Let x ≥ 0 with x 1 = 1 be any approximation to the PageRank vector π, and β ≥ x − π 1 .
If x
In the preceding sections we discussed the performance of (C) for matrices of dimension n ≤ 4 · 10 6 , and for many applications of PageRank this is sufficient. However, the indexed web comprises hundreds of billions of web pages. Below are several suggestions for how to apply the criterion to matrices of extreme dimension.
Curbing roundoff error.
The subsequent discussions are based on the roundoff error analysis in Theorem 5.2, which is valid for matrix dimensions n < 10 14 in IEEE double precision. Our experiments suggest that these roundoff error bounds are accurate and not at all pessimistic.
1. Computation of iterate norms. To prevent first-order dependence of the roundoff error on n, the iterates must be normalized on a regular basis, and the norms computed with compensated summation. However, even with compensated summation the higher order terms of the roundoff error can reach n 2 = 10 −18 for n = 10 14 in IEEE double precision, which is large enough to be of concern for the ranking bound (C). Doubly compensated summation, or cascaded compensated summation [35, Algorithm 4.8] , may be able to reduce higher order effects.
2. Matrix vector multiplications. Theorem 5.2 shows that with accurate computation of the iterate norms, the roundoff error is mainly due to a single matrix vector multiplication. In particular, it is determined by the maximal number of nonzeros in any column of the web matrix H (maximal number of inlinks) and the number of dangling nodes (web pages without outlinks), whichever is larger. Since the danglingtake into account roundoff error. This may be hard to do for methods with involved decision processes and intricate and possibly worse conditioned matrix operations.
Instead it may be easier to compute an approximation to PageRank with a fast converging method, such as a Krylov space method [17, 18] , and then use this approximation as a restart for a single power method iteration to rank the nondangling nodes. Here is a more detailed description.
1. Apply a fast method to compute an approximation z to the PageRank of the lumped matrix G l , and terminate when the residual norm is less than g l . Here 
