Abstract. Motivated by applications to proving regularity of solutions to degenerate parabolic equations arising in population genetics, we study existence, uniqueness and the strong Markov property of weak solutions to a class of degenerate stochastic differential equations. The stochastic differential equations considered in our article admit solutions supported in the set [0, ∞) n × R m , and they are degenerate in the sense that the diffusion matrix is not strictly elliptic, as the smallest eigenvalue converges to zero proportional to the distance to the boundary of the domain, and the drift coefficients are allowed to have power-type singularities in a neighborhood of the boundary of the domain. Under suitable regularity assumptions on the coefficients, we establish existence of weak solutions that satisfy the strong Markov property, and uniqueness in law in the class of Markov processes.
Introduction
The stochastic differential equations considered in our article are a generalization of continuous limits of Markov chains that arise in population genetics as random models for the evolution of gene frequencies. The solutions to such differential equations are supported inS n,m , where S n,m := R n + × R m , R + := (0, ∞), and n and m are nonnegative integers such that n + m ≥ 1.
Under suitable regularity assumptions on the coefficients of the stochastic differential equation, we prove existence of weak solutions that satisfy the strong Markov property (Theorem 3.4), and we establish that uniqueness in law holds in the class of Markov processes (Theorem 3.8).
The stochastic differential equations considered in our article take the form:
f ij (Z(t))h ij (X j (t))
σ ik (Z(t)) dW k (t),
f n+l,j (Z(t))h n+l,j (X j (t))
σ n+l,k (Z(t)) dW k (t), (1.1) where i = 1, . . . , n and l = 1, . . . , m. The important features of the coefficients of the stochastic differential equation (1.1) are that the diffusion matrix is not strictly elliptic on S n,m , in that the smallest eigenvalue converges to 0 proportional to the distance to the boundary of the domain S n,m , the components h ij (x j ) of the drift coefficient are allowed to have power-type singularities of the form |x j | −q , where the positive constant q is suitably chosen, and the coefficient functions b(z) are assumed to be bounded from below by a positive constant on the boundary of the domain S n,m . When the coefficients f ij ≡ 0, then we only require that the coefficients b(z) are nonnegative on ∂S n,m . While the coefficients f (z) and h(z) are assumed to be Borel measurable, the coefficients b(z), e(z) and (σσ * )(z) are assumed to belong to suitable anisotropic Hölder spaces. A precise statement of the properties of the coefficients of the stochastic differential equation (1.1) is given in Assumption 3.1, and the definition of the anisotropic Hölder spaces considered in our work is given in §2.2.
The stochastic differential equations (1.1) are an extension of continuous processes that arise as continuous limits of discrete models for gene frequencies [14, 26, 15, 19, 20, 23, 12, 17] , and we call them generalized Kimura stochastic differential equations with singular drift. When the coefficients f ij ≡ 0, the singular drift disappears, and we call the resulting equations standard Kimura stochastic differential equations.
1.1. Outline of the article. We begin in §2 with the analysis of the standard Kimura stochastic differential equation, (2.1). Existence of solutions (Proposition 2.2) is an immediate consequence of classical results, and for this purpose the assumptions on the coefficients are more general, as outlined in Assumption 2.1. We establish uniqueness in law of solutions to the standard Kimura stochastic differential equation in Proposition 2.8, under the more restrictive Assumption 2.4. Notice that the drift coefficients b(z) are only assumed to be nonnegative on the boundary of the domain S n,m , and that the coefficient functions b(z), e(z) and a suitable combination of the coefficients of the diffusion matrix are assumed to belong to the anisotropic Hölder spaces introduced in §2.2. This condition arises because our method of proof is based on the existence, uniqueness and regularity of solutions in anisotropic Hölder spaces to the homogeneous initialvalue problem, u t − Lu = 0 on (0, T ) × S n,m , u(0, ·) = f on S n,m ,
where the operator L is the generator of standard Kimura diffusions. Regularity of solutions to parabolic equations defined by the infinitesimal generator of standard Kimura diffusions are established in [9, 10, 21] . Our definition of the anisotropic Hölder spaces in §2.2 are an adaptation to our framework of the Hölder spaces introduced in [10, Chapter 5] . In §3, we prove our main results (Theorems 3.4 and 3.8) concerning the existence and uniqueness in law of weak solutions to the singular Kimura stochastic differential equation, (1.1). Our method of the proof consists in applying Girsanov's Theorem [16, Theorem 3.5 .1] to the weak solutions of the standard Kimura stochastic differential equation, (2.1), to change the probability distribution so that, under the new measure, the solutions solve the singular Kimura stochastic differential equation, (1.1). We justify the application of Girsanov's Theorem by proving that Novikov's condition [16, Corollary 3.5.13] holds, a fact that uses the Markov property of the processes we consider. Because Girsanov's Theorem is also used in the proof of uniqueness in law of weak solutions, our uniqueness result is established in the class of Markov processes. While this result is sufficient for the applications we have in mind (see §1.2), employing ideas used to prove [24, Theorem 12.2.4] , it may be possible to prove that uniqueness in the class of Markov processes implies weak uniqueness. Notice though that [24, Theorem 12.2.4] does not apply directly to our framework because our drift coefficients are not necessarily bounded (see condition (3.5) ). When the drift coefficients are bounded, that is, we consider the standard Kimura stochastic differential equation (2.1), then we establish the weak uniqueness of solutions (Proposition 2.8).
To prove existence and uniqueness of weak solutions to the singular Kimura stochastic differential equation, (1.1), we assume that the drift coefficient functions b(z) are bounded from below on ∂S n,m by a positive constant, b 0 (see condition (3.2) ). This is a crucial ingredient in our verification of Novikov's condition in Lemmas 3.5 and 3.9. Notice also that the singular coefficients h ij (x j ) are assumed to satisfy the growth assumption (3.5), where q ∈ (0, q 0 ) and the positive constant q 0 depends on b 0 , by identity (3.1).
1.2.
Applications of the main results. The motivation to study the singular Kimura stochastic differential equation, (1.1), comes from its application to the proof of the Harnack inequality for nonnegative solutions to the parabolic equation defined by the infinitesimal generator of standard Kimura diffusions, which we establish in joint work with Charles Epstein [11] . Let L be the generator of standard Kimura diffusions. Our method of the proof of the Harnack inequality for nonnegative solution to the parabolic equation u t − Lu = 0 consists in employing a stochastic analysis method due to K.-T. Sturm [25] . This makes use of the fact that we already know that the Harnack inequality holds for nonnegative solutions to a parabolic equation u t −Lu = 0, where the operator L is a suitable lower order perturbation of the operator L. In [7, §4] , C. Epstein and R. Mazzeo show that this is indeed true, when the operator L is chosen to be the infinitesimal generator of singular Kimura diffusions which solve equation (1.1), where the coefficients h ij (z) have the form
. . , n, where ϕ : R → [0, 1] is a compactly supported smooth function. Notice that the preceding form of the coefficients h ij (z) satisfy our growth assumption (3.5), and so, Theorems 3.4 and 3.8 give us the existence and uniqueness of strong Markov solutions to the singular Kimura stochastic differential equation with logarithmic drift. This together with the strong Markov property of solutions are one of the main ingredients in our proof of the Harnack inequality for nonnegative solution to the parabolic equations defined by the generators of standard Kimura diffusions, (2.1).
1.3.
Comparison with previous research. Articles which address the questions of existence and uniqueness in law of weak solutions to degenerate stochastic differential equations similar to ours are [2, 4] . While the motivation behind the work in [2, 4] , and to the study of regularity of solutions to degenerate parabolic equations (see §1.2). The main difference between the Kimura stochastic differential equations (2.1) and those considered in [2, 4] consist in the fact that we allow coordinates, {Y (t)} t≥0 , of the weak solutions whose dispersion coefficients are non-zero on the boundary of the domain S n,m , and we do not require the drift coefficients to be bounded; instead we allow singularities in the drift component of the form |x i | −q , for i = 1, . . . , n, where the exponent q satisfies a suitable restriction given by inequality (3.5) . In the sequel, we explain in more detail the differences between the work done in [2, 4] and our results.
In [2] , the authors consider diffusions corresponding to the generator
where x ∈ R n + and u ∈ C 2 (R n + ). Under the assumption that the coefficients of the operator L are continuous functions onR n + and that the drift coefficients are positive on ∂R n + , it is proved in [2] that the martingale problem associated to the operator L has a unique solution. The method of the proof consists in proving L 2 -estimates for the resolvent operators, employing a method of Krylov and Safonov to establish continuity of the resolvent operators [3, §V.7] , and a localizing procedure due to Stroock and Varadhan [24, Theorem 6.6 .1] to reduce the existence and uniqueness of solutions to a local problem. In §2, we recover and extend the results obtained in [2] , under the assumption that the coefficients of the operator L belong to the anisotropic Hölder spaces introduced in §2.2, and we allow the drift coefficient to be 0 along the boundary of R n + . Moreover, our method of the proof appears to be simpler, as we rely on existence and uniqueness of solutions in anisotropic Hölder spaces to homogeneous initial-value parabolic equations defined by the operator L. These results were established in [9, 10, 8, 21] .
In [4] , the authors consider a more general class of generators which are assumed to take the form
where x ∈ R n + and u ∈ C 2 (R n + ). In this work, the coefficient functions (γ(z)) are b(z) are assumed to belong to suitable weighted Hölder spaces, as opposed to the anisotropic Hölder spaces introduced in §2.2, and the drift coefficient b(z) is assumed nonnegative on the boundary of the domain R n + . Using estimates of the semigroup associated to the operator L and of the resolvent operators in weighted Hölder spaces, and the localizing procedure of Stroock and Varadhan [24, Theorem 6.6.1], the authors prove existence and uniqueness of solutions to the martingale problem associated to L. Our results are both more general and more restrictive in certain ways, than the ones obtained in [4] . The smallness condition [4, Inequality (1.4)] on the cross-terms γ ij (z), for i = j, of the operator L is less restrictive than our analogous condition (2.17) of the matrix (a(z)), defined in (2.15). On the other hand, we allow non-generate directions, {Y (t)} t≥0 , in our stochastic differential equation (1.1), and we allow singular, unbounded drift coefficients.
1.4. Notations and conventions. Let F be a closed set in R n+m , and k be a positive integer. We let C loc (F ; R k ) denote the set of functions, f : F → R k , that are continuous on F , but are not necessarily bounded. The space C ∞ c (S n,m ) consists of smooth functions, f :S n,m → R, with compact support inS n,m . For a Borel measurable set U , we denote by B(U ) the collection of Borel measurable subsets of U . 1.5. Acknowledgment. The author would like to thank Charles Epstein for suggesting this problem and for many very helpful discussions on this subject.
Standard Kimura diffusions
To establish existence, uniqueness and the strong Markov property of weak solutions to the Kimura stochastic differential equation with singular drift (1.1), we first prove these results for the standard Kimura diffusions,
where i = 1, . . . , n, and l = 1, . . . , m. We denote by Z(t) = ( X(t), Y (t)), for all t ≥ 0, the weak solution to the standard Kimura equation (2.1). We organize this subsection into three parts. In §2.1, we prove under suitable hypotheses (Assumption 2.1) that the standard Kimura stochastic differential equation (2.1) admits weak solutions, { Z(t)} t≥0 , supported inS n,m , when the initial condition is assumed to satisfy Z(0) ∈S n,m . In §2.3, we prove under more restrictive hypotheses (Assumption 2.4), that the weak solutions to the Kimura equation (2.1) are unique in law and satisfy the strong Markov property. In §2.2, we introduce the definitions of the anisotropic Hölder spaces used in the proof of uniqueness of weak solutions.
2.1. Existence of weak solutions. Existence of solutions to the standard Kimura stochastic differential equation (2.1) can be established for a more general form of the diffusion matrix than the one implied by equations (2.1). For this reason, we consider the stochastic differential equation,
where i = 1, . . . , n, and l = 1, . . . , m.
To establish existence of weak solutions to the stochastic differential equation (2.2), we need the following Assumption 2.1 (Properties of the coefficients in (2.2)). The coefficient functions of the stochastic differential equation (2.2) satisfy the properties:
1. We assume that b ∈ C loc (S n,m ; R n ), e ∈ C loc (S n,m ; R m ), and ς ∈ C loc (S n,m ; R (n+m)×(n+m) ). 2. The coefficients b(z), e(z) and (ς(z)) have at most linear growth in |z|.
3. We assume that
where ς * denotes the transpose matrix of ς. 4. The drift coefficients satisfy
We begin with Proposition 2.2 (Existence of weak solutions to standard Kimura diffusions). Suppose that Assumption 2.1 holds. Then, for all z ∈S n,m , there is a weak solution, ( Z = ( X, Y ), W ), on a filtered probability space satisfying the usual conditions, (Ω, {F(t)} t≥0 , F, P z ), to the stochastic differential equation (2.2), with initial condition Z(0) = z. Moreover, the weak solution, Z = ( X, Y ), is supported inS n,m .
Proof. The method of the proof is similar to that of [13, Proposition 3.1 and Theorem 3.3]. We divide the proof into two steps. In Step 1, we continuously extend the coefficients of the stochastic differential equation (2.2) fromS n,m to R n+m , and we prove that the stochastic differential equation associated to the extended coefficients, (2.5), has a weak solution. In
Step 2, we prove that any weak solution to equation (2.5) is supportedS n,m , when the support of the initial condition is contained inS n,m . Combining Steps 1 and 2, we obtain the existence of weak solutions supported inS n,m , to the stochastic differential equation (2.2).
Step 1 (Extension of the coefficients). By Assumption 2.1, we can extend the coefficients of the stochastic differential equation (2.2) by continuity fromS n,m to R n+m . We consider the function ϕ : R n+m →S n,m defined by
BecauseS n,m is a closed, convex set, the point z ′ ∈S n,m is uniquely determined for all z ∈ R n+m . Moreover ϕ is a continuous function and ϕ(z) = z, for all z ∈S n,m . We define the coefficient functionsb : 
has a weak solution, { Z(t) = ( X(t), Y (t)), W (t)} t≥0 , on a filtered probability space satisfying the usual conditions, (Ω, {F(t)} t≥0 , F, P), for any initial condition, Z(0).
Step 2 (Support of weak solutions). Let z ∈S n,m , and let { Z(t) = ( X(t), Y (t))} t≥0 be a weak solution to the stochastic differential equation (2.5), with initial condition Z(0) = z. Our goal is to show that
where P z denotes the probability distribution of the process { Z(t)} t≥0 , with initial condition Z(0) = z. To prove identity (2.6), it is sufficient to show that
For ε > 0, let η ε : R → [0, 1] be a smooth function such that η ε (s) = 1 for s ≤ −ε, η ε (s) = 0 for s ≥ 0, and η ′ ε ≤ 0 on R. We see that identity (2.7) holds, if we show that for all ε > 0, we have that
Applying Itô's rule [16, Theorem 3.3.6 ] to the process {η ε ( X i (t))} t≥0 , we obtain
From condition (2.4) and the construction of the extended coefficientb i , it follows that the drift coefficientb i (z) is nonnegative on the support of the function η ′ ε . Using the fact that η ′ ε ≤ 0, we obtainb
From condition (2.3) and the construction of the extended matrix coefficientς, it follows that (ςς * ) ii = 0 on the support of η ′′ ε . Thus we have
Using now the fact that η ε (z) = 0, since we choose z ∈S n,m and η ε ≡ 0 on R + , it follows from identity (2.9) that
and, because η ε is a nonnegative function, the preceding expression holds with equality. Since ε > 0 was arbitrarily chosen, the preceding identity implies (2.7), for all i = 1, . . . , n, and so, we conclude that (2.6) holds.
Identity (2.6) proves that, when started at points inS n,m , the weak solutions to the stochastic differential equation (2.5) remain inS n,m . Because the coefficients of the stochastic differential equations (2.1) and (2.5) agree onS n,m , we obtain that the weak solutions to (2.5) also solve equation (2.1). This completes the proof of Proposition 2.2.
Remark 2.3 (Existence of weak solutions to the standard Kimura equation)
. We now consider a matrix coefficient, σ :S n,m → R n+m × R n+m , such that it satisfies the property that by setting
the matrix (ς(z)) verifies Assumption 2.1. Then Proposition 2.2 implies that there is a weak solution, { Z(t)} t≥0 , to the standard Kimura stochastic differential equation (2.1), for any initial condition Z(0) supported inS n,m , and that the solution remains supported inS n,m at all subsequence times.
Anisotropic Hölder spaces.
Before we can state the assumptions on the coefficients of the Kimura stochastic differential equation (2.1) that will guarantee the uniqueness in law of weak solutions, we first need to introduce a class of anisotropic Hölder spaces adapted to the degeneracy of the diffusion matrix. The following Hölder spaces are a slight modification of the Hölder spaces introduced by C. Epstein and R. Mazzeo in their study of the existence, uniqueness and regularity of solutions to the parabolic problem defined by Kimura operators [9, 10] . Following [10, Chapter 5], we need to first introduce a distance function, ρ, which takes into account the degeneracy of the diffusion matrix of stochastic differential equation (2.1). We let
where ρ 0 is a distance function in the spatial variables. Because our domain S n,m is unbounded, as opposed to the compact manifolds considered in [10] , the properties of the distance function ρ 0 (z 0 , z) depend on whether the points z 0 and z are in a neighborhood of the boundary of S n,m , or far away from the boundary of S n,m . For any set of indices, I ⊆ {1, . . . , n}, we let
where we denote I c := {1, . . . , n}\I. The distance function ρ 0 has the property that there is a positive constant, c = c(n, m), such that for all subsets I, J ⊆ {1, . . . , n}, and all z 0 ∈ M I and z ∈ M J , we have that c max i∈I∩J 
Let k be a positive integer, and U be a set in S n,m . We let
, for all τ ∈ N and ζ ∈ N n+m , such that 2τ + |ζ| ≤ k. We endow the space C
.
We fix a set of indices, I ⊆ {1, . . . , n}. Let U be a set such that
and such that the functions,
We endowed the space C 2+α W F ([0, T ] ×Ū ) with the norm,
We now consider the case when U is an arbitrary set in S n,m . Then we let C 2+α W F ([0, T ] ×Ū ) denote the Hölder space consisting of functions u ∈ C 2 ([0, T ] × U ), satisfying the property that
We endow the Hölder space C 0,2+α
When k = 0, we write for brevity
The elliptic Hölder spaces C k,α (Ū ) and C 2+α W F (Ū ) are defined analogously to their parabolic counterparts, and so, we omit their definitions for brevity.
2.3.
Uniqueness and the strong Markov property. Our goal is to prove uniqueness in law and the strong Markov property of weak solutions to the standard Kimura stochastic differential equation (2.1). By [16, Proposition 5.4 .27], to prove uniqueness in law of weak solutions to the Kimura stochastic differential equation (2.1), it is sufficient to establish that for all z ∈S n,m , any two weak solutions, { Z i (t)} t≥0 , for i = 1, 2, satisfying the property that Z i (0) = z, for i = 1, 2, have the same one-dimensional marginal distributions. That is, for all functions f ∈ C ∞ c (S n,m ) and T > 0, we have that
where P z i denotes the probability distribution of the process { Z i (t)} t≥0 , with initial condition
Before we give the proof of the uniqueness in law of weak solutions to the Kimura stochastic differential equation in (2.1), we introduce the differential operator L, which will be the infinitesimal generator of the Markovian solutions to the Kimura stochastic differential equation. We let
and we define 2. For all i, j = 1, . . . , n such that i = j, and all l = 1, . . . , m, there are functions, α ii ,α ij , c il : 17) where δ ij denotes the Kronecker delta symbol. 3. The strict ellipticity condition holds: there is a positive constant, λ, such that for all sets of indices, I ⊆ {1, . . . , n}, for all z ∈M I , ξ ∈ R n and η ∈ R m , we have
(2.18)
4. The coefficient functions are Hölder continuous: for all sets of indices, I ⊆ {1, . . . , n}, and for all i, i ′ ∈ I, j, j ′ ∈ I c and l, k = 1, . . . , m, we have that
Assumption 2.4 yield some immediate boundedness conditions on the coefficients of the Kimura stochastic differential equation (2.1), which we now explain.
Remark 2.5 (Boundedness of the coefficient functions (b(z)) and (σ(z))). Assumption 2.4 implies that there is a positive constant, K, such that for all i = 1, . . . , n and all j, l = 1, . . . , n + m, we have that
The boundedness of the coefficients (b(z)) is obvious from (2.19) and the definition of the anisotropic Hölder spaces in §2.2. The boundedness of the matrix coefficient (σ(z)) follows from identity (2.15), and the fact that the matrix a(z) is bounded, as it is implied by identities (2.17) and condition (2.19).
Remark 2.6 (Boundedness of the matrix coefficient (ς(z))). Assumption 2.4 yields that the matrix coefficient (ς(z)), defined in (2.10), is bounded. To see this, let
be the diffusion matrix of the Kimura stochastic differential equation (2.1). Using (2.10), (2.15) and (2.17), it follows that, for all i, j = 1, . . . , n and all k, l = 1, . . . , m, we have that
Using the boundedness of the coefficients implied by condition (2.19), it follows that the coefficient matrix (D(z))is bounded, and so, identity (2.21) implies that the coefficient matrix (ς(z)) is also bounded.
Remark 2.7 (Structure of the operator L). Condition (2.17) implies that the differential operator L takes the form:
that is, it has the same structure as the operator L defined in We can now state 
where we recall the definition of the coefficient matrix (ς(z)) in (2.10). The d W i j (t)-terms in the preceding identity define martingales because the coefficient matrix (ς(z)) is bounded, by Remark 2.6, and the derivatives u with the fact that u is a solution to the initial-value problem (1.2), we obtain from identity (2.23) that
In particular, identity (2.14) holds, which implies by [16, Proposition 5.4 .27], that uniqueness in law holds for solutions to the Kimura stochastic differential equation (2.1). This completes the proof.
From [16, Theorem 5.4 .20], we obtain that uniqueness in law of weak solutions to the Kimura stochastic differential equation (2.1) implies that the solutions satisfy the strong Markov property. Thus we have the following corollary to Proposition 2.8 Corollary 2.9 (The strong Markov property). Suppose that the coefficients of the standard Kimura stochastic differential equation (2.1) satisfy Assumption 2.4. For z ∈S n,m , let { Z(t)} t≥0 be the unique weak solution to the stochastic differential equation (2.1), with initial condition Z(0) = z. Then the process { Z(t)} t≥0 satisfies the strong Markov property.
Kimura diffusions with singular drift
In this section we prove existence, uniqueness in law and the strong Markov property of weak solutions to Kimura stochastic differential equations with singular drift, (1.1). Our strategy of the proof is to apply Girsanov's Theorem [16, Theorem 3.5.1] to build a new probability measure so that solutions to the standard Kimura stochastic differential equation (2.1) become solutions to the equation with singular drift (1.1), under the new probability measure. The weak solutions obtained by this method satisfy the strong Markov property. Girsanov's Theorem also allows us to prove that uniqueness in law of weak solutions to equation (1.1) holds, in the class of Markov processes.
3.1. Existence of weak solutions. To prove existence of weak solutions to the Kimura stochastic differential equation with singular drift (1.1), we assume that the coefficients satisfy the following conditions. Assumption 3.1 (Properties of the coefficients in (1.1)). Let q ∈ (0, q 0 ), where q 0 is given by
where K is the positive constant appearing in Remark 2.5. We assume that the coefficient of the stochastic differential equation (1.1) satisfy the following properties: 1. The functions (b(z)), (e(z)), and (σ(z)) satisfy Assumption 2.4. 2. The drift coefficients satisfy the positivity condition: there is a positive constant, b 0 , such that for all i = 1, . . . , n we have that
3. The coefficients f ij : S n,m → R and h ij : R + → R are Borel measurable functions, for all i = 1, . . . , n + m and all j = 1, . . . , n, and there is a positive constant, K 0 , such that
3) it remains to show that (D(z)) is invertible, in order to conclude that (a(z)) is invertible. Note that identity (2.22) and the strict ellipticity condition (2.18) yield that (D(z)) is a symmetric, positive definite matrix for all z ∈ S n,m , and so, (D(z)) is invertible on S n,m . This completes the proof that the matrix coefficient (σ(z)) is invertible on S n,m .
Remark 3.3 (The boundedness condition (3.4) ). In general, the boundedness condition (3.4) is not a consequence of Assumption 2.4, as it was the case of the invertibility of the matrix coefficient (σ(z)) on S n,m (see Remark 3.2). For the applications we have in mind (see [11] and §1.2), it is sufficient to assume that the coefficient functions f ij : S n,m → R are bounded, Borel measurable functions, for all i = 1, . . . , n + m and all j = 1, . . . , n, and that they have support in a small neighborhood of {x i = 0, ∀ i = 1, . . . , n}. For concreteness, assume that there is r 0 ∈ (0, 1) such that supp f ij ⊆Ā r 0 := {x k ∈ [0, r 0 ] : k = 1, . . . , n} . Under such assumptions, condition (3.4) is a consequence of Assumption 2.4. To see this, we show that the matrix coefficient (σ −1 (z)) is bounded onĀ r 0 , and using the boundedness of (f (z)), we obtain that condition (3.4) holds. Using identity (2.15), we see that the matrix coefficient (σ −1 (z)) is bounded onĀ r 0 if and only if (a −1 (z)) is bounded onĀ r 0 . For this, it is sufficient to prove that (a(z)) is a strictly positive definite matrix onĀ r 0 . Using identities (2.17), for all ξ ∈ R n and η ∈ R m , we have that
The last inequality and the strict ellipticity condition (2.18), applied with
Thus, indeed the matrix (a(z)) is strictly positive definite onĀ r 0 , and so, the matrix coefficient (σ −1 (z)) is bounded onĀ r 0 .
We begin by proving existence of weak solutions to the singular Kimura equation (1.1). The solutions that we build in Theorem 3.4 satisfy the strong Markov property. The proof of Theorem 3.4 is based on an application of Girsanov's Theorem. We change the probability distributions of the weak solutions of the standard Kimura equation (2.1) obtained in Proposition 2.2, so that we add a singular drift as in equation (1. 
where { Z(t) = ( X(t), Y (t))} t≥0 is the unique weak solution to the Kimura stochastic equation (2.1), with initial condition Z(0) = z.
An elementary method to guarantee that condition (3.6) holds is to prove that the hypotheses of Khas'minskii's Lemma [5, 18, 22] 
Proof. Without loss of generality, we may assume that Λ = 1. Using condition (3.2) and the uniform continuity of the coefficient b i (z) implied by (2.19), we obtain that for all ρ ∈ (0, 1), there is a positive constant, r, such that For all ε ∈ (0, 1), we let X ε i (t) = X i (t) + ε, and x ε i = x i + ε. By Itô's rule [16, Theorem 3.3 .6] applied to the process ϕ(X ε i (t))(X ε i (t)) 1−2q , we obtain
where σ i (z) denotes the i-th row of the matrix function (σ(z)). From Remark 2.6 and identity (2.10), we see that the coefficients ( √ x i σ i (z)) are bounded, and so, the d W (t)-term in the preceding equality defines a martingale. We obtain
for all z = (x, y) ∈S n,m . The preceding identity together with the boundedness of the coefficients (b(z)) and (σ(z)) (see inequality (2.20)), and the choice of the cut-off function ϕ and (3.9), give us that there is a positive constant, C = C(K, m, n), such that
Using inequalities (3.8) and (2.20), we see that
(3.10)
Combining the preceding two inequalities, and letting ε tend to 0, we obtain that there is a positive constant, C = C(K, m, n), such that
Note that by choosing q ∈ (0, q 0 ), where the positive constant q 0 is given by (3.1), we can find a positive constant ρ 0 = ρ 0 (K, m, n), such that
Then we choose r 0 = r 0 ( b C α W F (Sn,m) , K, m, n), such that inequality (3.8) holds with ρ replaced by ρ 0 , for all r ∈ (0, r 0 ). For all δ ∈ (0, 1), let r = r( b C α W F (Sn,m) , δ, K, m, n, q) and T = T (δ, K, m, n, q) be chosen small enough such that using inequality (3.11), we obtain that estimate (3.7) holds. This completes the proof.
Using Lemma 3.6, we can now give the proof of Proof of Lemma 3.5. By Corollary 2.9, the solutions to standard Kimura stochastic differential equations (2.1) satisfy the Markov property. Thus, the proof of [1, Theorem 1.2] easily adapts to standard Kimura diffusions in place of standard Brownian motion, and using Lemma 3.6, we obtain that for all δ > 0, there is T δ > 0, such that sup z∈Sn,m
where we denote for brevity, ϕ(
, for all x ∈ R n + . Let T > 0 and set k := ⌈T /T δ ⌉. We consider the sequence T i := T − (k − i)T δ , for all i = 1, . . . , k, and T 0 = 0. We have, for all z ∈S n,m ,
Inequality (3.12) gives us
and iterating the preceding argument k times, we obtain
Thus, inequality (3.6) now follows. Lemma 3.5 allows us to establish the Proof of Theorem 3.4. We divide the proof into two steps. In Step 1, we prove existence of weak solutions to the Kimura stochastic differential equation with singular drift (1.1), via Girsanov's Theorem, and in Step 2 we show that the solutions constructed in Step 1 satisfy the strong Markov property.
Step 1 (Existence of weak solutions to equation (1.1) ). Let z ∈S n,m . Because the coefficient functions b, e, and σ satisfy Assumptions 2.1 and 2.4, Propositions 2.2 and 2.8 show that there is a unique weak solution, ( Z = ( X, Y ), W ), (Ω, {F t } t≥0 , F, P z ), to the Kimura stochastic differential equation (2.1), with initial condition Z(0) = z. Let θ : S n,m → R n+m be the Borel measurable vector field defined by
where the function ξ : S n,m → R n+m is defined by
From conditions (3.4) and (3.5), it follows that there is a positive constant, Λ, such that
Let T be a positive constant. Lemma 3.5 together with the preceding inequality shows that condition (3.6) holds, and so, [16, Corollary 3.5.13] implies that the process { M (t)} 0≤t≤T defined by
is a P z -martingale. We can apply Girsanov's Theorem [16, Theorem 3.5.1] to construct a new probability measure, P z , by letting dP z 16) such that the process
, is a Brownian motion with respect to the probability measure P z . Using (3.13), we see that by letting Z(t) := Z(t), for all t ∈ [0, T ], we obtain that the process {Z(t), W (t)} 0≤t≤T , (Ω, {F t } 0≤t≤T , F, P z ) is a weak solution to the Kimura stochastic differential equation with singular drift (1.1), with initial condition Z(0) = z.
Step 2 (The strong Markov property). Let z ∈S n,m , and let (Z, W ), (Ω, {F t } t≥0 , F, P z ) be the weak solution to the Kimura stochastic differential equation with singular drift (1.1), with initial condition Z(0) = z, constructed in Step 1. We now show that the process {Z(t)} t≥0 satisfies the strong Markov property, that is, for all stopping times, τ , for all t ≥ 0, and B ∈ B(S n,m ), we have that
It is sufficient to prove identity (3.17) for all bounded stopping times in order to conclude that the strong Markov property (3.17) holds for arbitrary stopping times. Let T > 0 and let τ be a stopping time such that τ ≤ T , P z -a.s. We begin with the following Claim 3.7 (Change of measure and conditional expectation). For all F τ -measurable and bounded random variables, Y, we have that
Proof of Claim 3.7. We approximate τ by a sequence of discrete stopping times, as in [16, Problem 1.2.24] . That is, we consider the sequence of discrete stopping times {τ k } k≥0 , defined by 
Because τ k converges to τ , as k → ∞, and the paths of the process { Z(t)} t≥0 are continuous, we
Thus, if we prove that the sequence of random variables { M −1 (τ k )Y } k≥0 is uniformly integrable, we can apply [6, Theorem 16.13] , to conclude that
The preceding property and identity (3.19) yield (3.18) . To complete the proof of the claim, it remains to show that the sequence of random variables { M −1 (τ k )Y } k≥0 is uniformly integrable. Using the [6, Remark following inequality (16.23)], it is sufficient to prove that for some p > 0, we have that
Since Y is a bounded random variable, without loss of generality, we may assume that Y ≡ 1 in the preceding inequality. From identity (3.16), we have that
Applying Hölder's inequality, we have that
Lemma 3.5 together with inequality (3.15) gives us that the process
is a P z -martingale, and using the fact that τ k ≤ T + 1, we have that
Thus, it follows that
where we used the fact that τ k ≤ T + 1, for all k ≥ 0. Lemma 3.5 and inequality (3.15) yield that the right-hand side of the preceding inequality is bounded. This implies that inequality (3.20) holds. This completes the proof that the sequence of random variables { M −1 (τ k )Y } k≥0 is uniformly integrable, and the proof of the claim.
We use Claim 3.7 to prove that for all t ≥ 0 and all F τ +t -measurable and bounded random variables, Z, we have that
The preceding identity gives us the analogue of [16, Lemma 3.5.3] for general stopping times, as opposed to deterministic stopping times. To see the validity of identity (3.21) , it is sufficient to show that, for all sets A ∈ F τ , we have
Applying identity (3.18) on the right-hand side of the preceding identity, with the choice
, we see that and, the tower property and another application of identity (3.18), give us
Since the preceding identity is true for all measurable sets, A ∈ F τ , it follows that (3.24) holds. Identities (3.23) and (3.24) imply (3.17), and so the process {Z(t)} t≥0 satisfies the strong Markov property.
This completes the proof. We remark that Theorem 3.8 establishes uniqueness of solutions only in the class of Markov processes. The reason for this restriction is due to our method of the proof which consists in applying Girsanov's Theorem to remove the singular drift in equation (1.1) and reduce our problem to a standard Kimura equation (2.1), for which we know that uniqueness in law of solutions holds by Proposition 2.8. In applying Girsanov's Theorem, we need to establish the fact that the process {M (t)} t≥0 defined in (3.32) is a martingale. As we can see from the proofs of Lemmas 3.9 and 3.10, this requires us to assume that the solution to the singular Kimura equation (1.1) satisfies the Markov property. This is the reason why our method of the proof yields uniqueness of solutions only in the class of Markov processes.
We begin with the analogue of Lemma 3.5 for Kimura diffusions with singular drift. 25) where {Z(t) = (X(t), Y (t))} t≥0 is a solution to the singular Kimura stochastic differential equation (1.1) that satisfies the Markov property, with initial condition Z(0) = z.
We prove Lemma 3.9 with the aid of the analogue of Lemma 3.6 for the Kimura stochastic differential equation with singular drift. 26) where {Z(t) = (X(t), Y (t))} t≥0 is a solution to the singular Kimura stochastic differential equation (1.1), with initial condition Z(0) = z.
Proof. The proof of Lemma 3.10 is similar to that of Lemma 3.6, but we have to pay closer attention to the singular component of the drift coefficient in the stochastic differential equation (1.1). We let the positive constants ρ, r and the cut-off function ϕ be as in the proof of Lemma 3.7. Without loss of generality, we may assume that Λ = 1. We consider the auxiliary function
For all ε ∈ (0, 1), we recall that we denote X ε i (t) = X i (t) + ε and x ε i = x i + ε. Applying Itô's rule to the process {ψ(X ε (t))} t≥0 , we obtain, for all T > 0 and ε > 0,
Inequality (3.10), together with (3.27), (3.28) and the fact that the cut-off function ϕ has support in [0, r], yields
29) for all ε > 0, where we denote for brevity
Note that the dt-integral term on the right-hand side of inequality (3.29) is finite, from our assumption that the process {Z(t)} t≥0 is a weak solution to equation (1.1), which implies that
Moreover using the fact that q < 1/4, from (3.1), we see that √ x i (x ε i ) −2q is bounded as ε ↓ 0. From Remark 2.5, it follows that the matrix coefficient (σ(z)) is bounded, and so, the dW (t)-integral on the right-hand side of inequality (3.29) converges, when we take limit as ε ↓ 0. Inequality f ij (Z(t))h ij (X j (t)) dt
and so, the integral on the left-hand side of the preceding inequality is finite. We may now use the upper bounds (2.20), (3.3) and (3.5), to conclude that there is a positive constant, C = C(K 0 , K, m, n), such that X i (t)(X i (t)) −2q X i (t)ϕ ′ (X i (t)) + (1 − 2q)ϕ(X i (t)) σ i (Z(t)) · dW (t),
Because we choose q < 1/4, from (3.1), we may choose a positive constant, r 1 = r 1 (C 0 , C, q), small enough so that Cr X i (t)(X i (t)) −2q X i (t)ϕ ′ (X i (t)) + (1 − 2q)ϕ(X i (t)) σ i (Z(t)) · dW (t), for all r ∈ (0, r 1 ). Because the dW (t)-term in the preceding equality defines a martingale, we may take expectation in the preceding inequality to obtain, for all T > 0 and r ∈ (0, r 1 ),
Removing the indicator function in the preceding inequality, we obtain
For all δ ∈ (0, 1), we may now choose r = r(b 0 , δ, K 0 , K, m, n, q) and T = T (b 0 , δ, K 0 , K, m, n, q) small enough so that inequality (3.26) holds. This completes the proof.
We can now give the Proof of Lemma 3.9. The proof of Lemma 3.9 is identical to that of Lemma 3.5, only in place of Lemma 3.6 we use Lemma 3.10, and so, we omit the detailed proof.
To prove Theorem 3.8, in addition to Lemma 3.9, we need the following result which proves uniqueness in law of the joint probability distributions of any weak solution {( Z(t), W (t))} t≥0 , to the standard Kimura stochastic differential equation, (2.1).
Lemma 3.11 (Uniqueness of the joint law of weak solutions ( Z, W ) to the standard Kimura equation). Suppose that Assumption 2.4 holds. Let z ∈S n,m , and let ( Z i , W i ), (Ω i , {F i t } t≥0 , F i , P z i ), for i = 1, 2, be two weak solutions to the standard Kimura equation (2.1), with initial condition Z 1 (0) = Z 2 (0) = z. Then the joint probability laws of the processes ( Z i , W i ), for i = 1, 2, agree.
Proof. From Proposition 2.8, it follows that the probability laws of the processes { Z i (t)} t≥0 , for i = 1, 2, agree. For i = 1, 2, we consider the (n + m)-dimensional processes defined by Our goal is to prove that the following identity holds
P z i -a.s, for i = 1, 2. Notice that on the right-hand side of the preceding identity we used the invertibility of the matrix function (ς(z)), for all z ∈ S n,m . This follows from identity (2.21) and the fact that the matrix (D(z)) is invertible, by Remark 3.2. Property (3.31) and (3.30), together is a Brownian motion with respect to the probability measure P z i , for i = 1, 2. Using definition (3.13) of the function θ(z), we see that by letting Z i (t) := Z i (t), for all t ∈ [0, T ], we obtain that the processes { Z i (t), W i (t)} 0≤t≤T , (Ω, {F t } 0≤t≤T , F, P z i ) are weak solutions to the standard Kimura stochastic differential equation (2.1), with initial condition Z i (0) = z, for i = 1, 2. From Lemma 3.11, it follows that the joint law of the processes { Z i (t), W i (t)} 0≤t≤T , for i = 1, 2, agree. From definitions (3.32) and (3.34), we have that and so, the laws of the processes {M 1 (t)} 0≤t≤T and {M 2 (t)} 0≤t≤T also agree. Thus, it follows from (3.33), that the probability laws of the processes {Z i (t)} t∈[0,T ] are the same, for all T > 0, for i = 1, 2. This concludes the proof.
