In this paper we introduce the family of spaces RM (p, q), 1 ≤ p, q ≤ +∞. They are spaces of holomorphic functions in the unit disc with average radial integrability. This family contains the classical Hardy spaces (when p = ∞) and Bergman spaces (when p = q). We characterize the inclusion between RM (p 1 , q 1 ) and RM (p 2 , q 2 ) depending on the parameters. For 1 < p, q < ∞, our main result provides a characterization of the dual spaces of RM (p, q) by means of the boundedness of the Bergman projection. We show that RM (p, q) is separable if and only if q < +∞. In fact, we provide a method to build isomorphic copies of ℓ ∞ in RM (p, ∞).
In 1923, the classical Hardy spaces H p were introduced by F. Riesz [16] . He named those spaces after the article of G.H. Hardy [13] . Subsequently, the Bergman spaces A p appeared in a work of S. Bergman [5] in 1970 focused on the spaces of analytic functions that are square-integrable over a given domain with respect to the Lebesgue area measure. Since then, great progress has been made in the study of these and other spaces of analytic functions in the unit disc. In most of the cases, the belonging to the space is given in terms of boundedness (or integrability) of a certain average of the function on circles centered at the origin or in terms of the integrability with respect to the Lebesgue area, maybe with a certain weight. There are many good books about these spaces, but we stand out [7, 10, 14, 15] .
In other less studied cases, the belonging is determined by the average radial integrability. Maybe the most well-known space in this situation is the space of bounded radial variation BRV, a topic that goes back to Zygmund and where many different authors have worked (see, i.e., the papers of Bourgain [6] , Rudin [17] , and Zygmund [20] ). The space BRV of analytic functions with bounded radial variation consists of those holomorphic functions g ∈ H(D) such that
Other different situation where the radial integrability plays an important role is in the Riesz-Féjer Theorem which says that there is a constant C p > 0 such that if f belongs to the Hardy space H p then
The left side of (1.1), considered as a function in the variables θ and r, is the norm of f in the space L ∞ (T, L p [0, 1]). This paper is devoted to introduce and study the family of spaces RM(p, q) of analytic functions on the disk D such that f ∈ L q (T, L p [0, 1]) (Definition 2.1). This family of spaces contains the Bergman spaces (when p = q) and Hardy spaces (when p = ∞).
As far as we know, there is no systematic study of spaces of average radial integrability. A second part of this research will appear in [1] where Littlewood-Paley type inequalities and integration operators are analyzed in the setting of these spaces.
In Section 2, we introduce the family of spaces RM(p, q) and show a range of examples. Among them, we point out Proposition 2.5 where we characterize lacunary series belonging to RM(p, q). We analyze other properties such as boundedness of evaluation functionals and separability. We show that RM(p, q) is separable if and only if q < +∞ (see Proposition 2.13 and Theorem 2.18). In fact, RM(p, ∞) always contains a subspace isomorphic to ℓ ∞ (Theorem 2.18).
The main results of the paper appear in Section 3 and 4. In Section 3 we provide a complete characterization of when one of such spaces is included in another one (Theorem 3.3) and, in such a case, we characterize when the inclusion mapping is compact (Theorem 3.8). As a byproduct of such characterization, we see that the converse of (1.1) does not hold, that is, there are holomorphic functions f in D such that sup θ ´1 0 |f (re iθ )| p dr 1/p < +∞ but f / ∈ H p . In the last section of this article we show the boundedness of the Bergman projection from L q (T, L p [0, 1]) onto our spaces RM(p, q) when 1 < p, q < ∞. This allows us to identify the dual space of RM(p, q) for 1 < p, q < +∞ (Corollary 4.8). The proof of the boundedness of the Bergman projection depend on techniques and tools coming form Harmonic Analysis. In particular, we use a classical result of C. Fefferman and E. Stein. The case p = q gives the well-known boundedness of the Bergman projection from L p (D) onto the Bergman space A p , which is usually proved with different techniques not working in our situation.
Throughout the paper the letter C = C(·) will denote an absolute constant whose value depends on the parameters indicated in the parenthesis, and may change from one occurrence to another. We will use the notation a b if there exists a constant C = C(·) > 0 such that a ≤ Cb, and a b is understood in an analogous manner. In particular, if a b and a b, then we will write a ≍ b.
Definition and first properties
We start this section introducing the spaces which are the goals of our study and providing some different kind of functions that belongs to them. In addition, we deal with some properties of such spaces, as for instance the separability. Definition 2.1. Let 0 < p, q ≤ +∞. We define the spaces of analytic functions
Remark 2.2. In the definition of ρ p,∞ the essential supremum can be replaced by the
, we can extract a sequence {t n } in this set such that t n → θ.
Using Fatou's lemma it follows that
One can easily check that if 1 ≤ p, q ≤ +∞, then RM(p, q) is a Banach space when we endow it with the norm ρ p,q . In fact in this paper, we will be interested only in these cases. So, we will stand most of our results for 1 ≤ p, q ≤ +∞. Nevertheless, sometimes in the proofs of such results considering other values of p and q will help us.
For certain parameters p, q these spaces RM(p, q) are well known spaces. Namely, it is clear that RM(p, p) is nothing but the Bergman space A p , for 1 ≤ p < ∞. In addition, let us fix 1 ≤ q ≤ +∞. One can check that RM(∞, q) is contained in the Hardy space H q . On the other hand, by [18, Theorem 17.11(a) 
so that we get that RM(∞, q) = H q for all q ∈ (0, +∞]. Another interesting space that fits in this family is the space of bounded radial variation BRV (see, i.e. [6] ), that is the space of analytic functions such that f ′ ∈ RM(1, ∞).
2.1.
First examples.
If α ≤ 0, then the function |f α | is bounded so that it belongs to RM(p, q) for all p and q. Thus, in what follows we will only consider the case α > 0.
Assume now that 0 < p, q < ∞. Write I(t) =´1 0 |f α (re it )| p dr. Since I is even and decreasing in [0, π], we havê
In addition, for t ∈ [0, π/4], we have that 1 − cos(t) ≍ t 2 /2. Therefore,
With a similar argument, we can reduce the integral in r to the interval [1/2, 1] and using that when r runs this interval, the function rt 2 is equivalent to t 2 we have
If α ≥ 1 p + 1 q , and t ∈ [0, 1/2], then
and so, by (2.1), f α does not belong to RM(p, q).
If αp < 1, thenˆ1
so that, by (2.1), f α ∈ RM(p, q). If αp = 1, then we obtain
Integrating with respect to t it followŝ
Therefore, by (2.1),
Summing up, the result holds if both p and q are finite. For p = ∞, since RM(∞, q) = H q , the result is well-known (see, i.e., [7, Page 13] ).
For q = ∞, arguing as above we have
Example 2.4. Let 1 ≤ p, q < ∞, n ≥ 1 and take α such that 1 p + 1 q = 1 α . The RM(p, q)norm of the holomorphic function
where we are using the main branch of the logarithm to define w 1/α , can be estimated as
Proof. Clearly, f n,α is well-defined. It is not difficult to see that the proof of (2.3) can be reduced to the case α = 1 and 1 p + 1 q = 1. Notice that, in this case, p > 1. Sinceˆπ
we have
If 1 − θ ≤ r ≤ 1 and θ ∈ [0, π/4], arguing as in Example 2.3, we obtain
Therefore, there is a constant C > 0 such that
(ln(π/4) + ln(n + 1))
Putting altogether, we get the estimation of ρ p,q (f n,α ).
Next example provides the lacunary series that belong to RM(p, q). For p = ∞, that is for Hardy spaces, the characterization is different and it can be seen in [15, Theorem 6.2.2] for q < +∞ and in [21, Vol. I, p. 247] for q = ∞. We will say that a sequence of positive numbers {x k } is a lacunary sequence if there is a constant λ such that
k=0 be a lacunary sequence of positive integer numbers, 1 ≤ p < ∞ and 1 ≤ q ≤ ∞. Then
Moreover, it is satisfied that
Remark 2.6. Notice that the second part of the expression (2.4) does not depend on q.
Proof. Notice that n k + 1 p k≥0
is also a lacunary sequence. The proof of this result is based on a characterization of bases on L p [0, 1] due to Gurariǐ and Macaev [12] . Namely they proved that, fixed p ∈ [1, +∞), if a sequence {n k } k≥0 is lacunary then there exist two positive constants A and B such that
Now, looking at the very definition of ρ p,q we get the result.
Evaluating functionals. This subsection is devoted to the functionals f → f (z)
and f → f ′ (z). We prove that both of them are bounded and estimate their norms. We will need the following inclusion.
The result is clear for s = +∞ since H ∞ is a subspace RM(p, q) for every p, q. Thus, from now on we consider the case s < +∞. Assume that H s ⊂ RM(p, q) and suppose that 1
Then the function f α defined in Example 2.3 belongs to RM(∞, s) = H s and not to RM(p, q). A contradiction. Thus 1 p + 1 q ≥ 1 s . To see that converse implication we claim that H s ⊂ RM(p 1 , q 1 ) whenever 1 ≤ s < +∞ and 1 p 1 + 1 q 1 = 1 s . Assume for the moment that the claim holds. Fix p and q such that 1 p + 1 q ≥ 1 s . We consider p 1 ≥ p and q 1 ≥ q such as 1 p 1 + 1 q 1 = 1 s . By the claim H s ⊂ RM(p 1 , q 1 ). Moreover, it is easy prove that RM(p 1 , q 1 ) ⊂ RM(p, q) using Hölder's inequality twice for p 1 ≥ p and q 1 ≥ q.
Thus it remains to prove the claim. By Féjer-Riesz theorem [7, Theorem 3.13, p. 46], we have that for each f ∈ H s and θ,
Hence, we have proved the claim and we are done.
, for all f ∈ RM(p, q), is continuous and
Proof. The subharmonicity of the function |f | p 0 shows that for all z ∈ D,
where r = 1 − |z|, B(z, r) is the disc centered at z with radius r and dA(w) means integration with respect to the Lebesgue measure on the unit disc D.
Due to the rotational invariance of the space RM(p, q) we can assume that z belongs to the interval [0, 1). Take f ∈ RM(p, q). Fix p 0 > 0. To prove the result we may assume that 1 2 ≤ z < 1. Bearing in mind that
If p, q ≥ p 0 , Hölder's Inequality twice gives
So that
Hence δ z is continuous and δ z 1/(1 − |z|)
To see the converse inequality, take r such that 1 p + 1 q = 1 r . Using constant functions we see the converse if r = +∞. In the remaining cases, by Proposition 2.7, RM(∞, r) = H r ⊂ RM(p, q) and thus 
Proof. Again we assume that z ∈ [0, 1). Fix z ∈ [0, 1) and denote by C the boundary of the disc centered at z and with radius (1 − |z|)/2. The Cauchy's integral formula and the estimate of the evaluation functional given in Proposition 2.8 show
To prove the converse inequality, we will use a similar argument to the one given in Proposition 2.8. Using Proposition 2.7 we have that RM(∞, r) = H r ⊂ RM(p, q) for
Since ϕ is an automorphism of the unit disc, we have that ||ϕ|| H ∞ = 1 and
And we end with a similar argument.
Combining Propositions 2.8 and 2.9, the next corollary follows.
Density of polynomials and separability.
Next lemma is obvious if f is continuous (and then uniformly continuous) and by density of such functions we extend to the whole space:
Given a holomorphic function f in the unit disc and 0 < r < 1, we define f r (z) := f (rz), for all z ∈ D.
Proof. Assume first that p is finite. We define In particular, RM(p, q) is a separable space.
Proof. We will study the cases 1 ≤ p, q < ∞ since it is well-known that polynomials are dense in Hardy spaces
, the sequence of partial sums {P n } n of the Taylor expansion of f r converges uniformly to f r in D. Therefore, polynomials {P n } n converges in the topology of the RM(p, q)-norm to f r and together with Proposition 2.12 we obtain that polynomials are dense in RM(p, q).
It is well-known that H ∞ = RM(∞, ∞) is a non-separable Banach space. In order to study the non-separability of RM(p, ∞), for p < +∞, we introduce:
It can be proved that RM(p, 0) is a closed subspace of RM(p, ∞), so that it is a Banach space. We will show later that RM(p, ∞) = RM(p, 0). Now, we can provide an analogous to Proposition 2.12 for q = ∞:
Proof. Assume that f ∈ RM(p, ∞). Notice that, for ρ < 1,
This implies that f r ∈ RM(p, 0).
Bearing in mind (2.9), for each θ, we have
A density argument similar to the one used in Proposition 2.13 shows that:
Fixing
In addition, we know that
Therefore, it satisfies, for all ε > 0, δ z (RM (p,∞)) * ≤ δ z (RM (p,0)) * + ε, that is, δ z (RM (p,∞)) * ≤ δ z (RM (p,0)) * . The proof for δ ′ z can be done in a similar way.
The non-separability of RM(p, ∞) is an easy consequence of the following much deepest result. Proof. For each k = 0, 1, 2, . . . , take r k = 2 −(k+1) , a k = 1 + 14 −(k+1) , and
In addition we can find a sequence {θ k } such that the disks D(a k e θ k i , r k ) are pairwise disjoint. For that, we consider
It is easy to see that D(a k e iθ k , r k ) ∩ D(a k+1 e iθ k+1 , r k+1 ) = ∅, because θ k+1 − θ k = arcsin (r k+1 ) + arcsin (r k ) .
Moreover, it is also obtained that
Finally, take
it is easy to see that, given a bounded sequence {α k }, the sequence
By construction, every radius L θ = {te iθ : t ∈ [0, 1)} only cuts one of the open balls. Let us see that f = T ({α k }) ∈ RM(p, ∞). On the one hand, if θ ∈ [0, 2π] is such that there is k 0 with e iθ ∈ D(a k 0 e iθ k 0 , r k 0 ). Then
On the other hand, if θ ∈ [0, 2π] is such that e iθ / ∈ D(a k e iθ k , r k ) for all k, then
Let us see that T is open so that it establishes an isomorphism between ℓ ∞ and T (ℓ ∞ ). For each n, it follows
) and taking supremum in n we obtain
Since ∞ j=0 ε j r 2 j < 1, we get that T establishes an isomorphism between ℓ ∞ and T (ℓ ∞ ).
To end the proof, we show that
(1 − a n + r n ).
Since 1 − a n + r n → 0 and T ({α k }) ∈ RM(p, 0), it follows that {α k } ∈ c 0 .
Conversely, let α = {α k } k ∈ c 0 and let us prove that T (α) ∈ RM(p, 0). Since f k ∈ RM(p, 0), then n k=1 α k f k ∈ RM(p, 0) for all n ∈ N. Moreover,
Containment relationships
3.1. Inclusions. In this section we will give a characterization for the containment relationships between our spaces. To do this, we recall the notion of the Marcinkiewicz spaces L p,∞ , also called the weak L p spaces.
Theorem 3.3. Let 1 ≤ p 0 , q 0 ≤ ∞ and set A(p 0 , q 0 ) = (p, q) ∈ (0, +∞] × (0, +∞] : Proof. Bearing in mind that H q 0 = RM(∞, q 0 ), Proposition 2.7 is nothing but the case p 0 = +∞. Therefore, from now on, we will assume that p 0 < +∞. To clarify the exposition, we split the proof in several steps.
Step 1. If p 0 , q 0 < +∞ ( Figure 1a ) and (p, q) is such that (1/p, 1/q) belongs to the open segment with end points (1/p 0 , 1/q 0 ) and ( 1
, by the very definition, we have that f θ ∈ L p 0 ([0, 1)) for almost every θ and f θ p 0 ,∞ ≤ f θ p 0 . Moreover, by Proposition 2.8, there is a constant C > 0 such that |f (z)| ≤ C 
Step 2. If 1 p > 1 p 0 + 1 q 0 , then RM(p 0 , q 0 ) ⊂ RM(p, ∞).
Take f ∈ RM(p 0 , q 0 ). By Proposition 2.8, there is C > 0 such that
Step 3. If p 0 ≥ p and q 0 ≥ q then RM(p 0 , q 0 ) ⊂ RM(p, q). This inclusion is a direct consequence of Höder's inequality.
Steps 1, 2 and 3 give that if p 0 , q 0 < +∞ and (p,
Step 4. If RM(p 0 , q 0 ) ⊂ RM(p, q) then p 0 ≥ p.
By closed graph theorem there is a constant C > 0 such that ρ p,q (f ) ≤ Cρ p 0 ,q 0 (f ) for all f ∈ RM(p 0 , q 0 ). Taking f n (z) = z n we obtain ρ p,q (f n ) = (1 + np) − 1 p ≤ C(1 + np 0 ) − 1 p 0 = ρ p 0 ,q 0 (f n ) and this inequality holds for all n if and only if p 0 ≥ p.
Step 5. If 1 p 0 + 1 q 0 > 1 p 1 + 1 q 1 then RM(p 0 , q 0 ) RM(p 1 , q 1 ) We consider a function f α of Example 2.3 such that 1 p 1 + 1 q 1 < α < 1 p 0 + 1 q 0 . Hence, we have a function f α such that f α ∈ RM(p 0 , q 0 ) \ RM(p 1 , q 1 ).
Step 6. If p 0 , q 0 < +∞, then RM(p 0 , q 0 ) RM(β, ∞), where β = p 0 q 0 p 0 +q 0 . Assume that RM(p 0 , q 0 ) ⊂ RM(β, ∞). By closed graph theorem there is a positive constant C > 0 such that ρ β,∞ (f ) ≤ Cρ p 0 ,q 0 (f ). For each n, consider the function f n,β introduced in Example 2.4. Then
Thus, Example 2.4 would imply
what is not possible if n is large enough. So RM(p 0 , q 0 ) RM(β, ∞).
Clearly, Steps 4, 5 and 6 imply that if RM(p 0 , q 0 ) ⊂ RM(p, q) then (p, q) ∈ A(p 0 , q 0 ) \ {(β, ∞)}. Therefore, statement (1) and (2) are proved.
A simple argument shows that if q < +∞, the density of the polynomials in RM(p, q) implies that if RM(p, q) ⊂ RM(p 0 , ∞) if and only if RM(p, q) ⊂ RM(p 0 , 0).
The situation is not so clear to study when RM(p 0 , 0) is contained in RM(p, q). To characterize it, we need the following lemma. Proof. Clearly the function f is holomorphic. Assume that p, q < +∞. By Fatou's Lemma, for each θ we havê
where, for each n, g n (θ) :=´1 0 |f n (re iθ )| p dr. Repeating again the argument, we have
A similar argument works in the remaining cases, so that we are done. Proof. Assume that RM(p 0 , 0) ⊂ RM(p, q). Take f ∈ RM(p 0 , ∞). For each r < 1, the function f r belongs to RM(p 0 , 0) and then to RM(p, q). Since {f r : r < 1} is bounded in RM(p 0 , 0), it is also bounded in RM(p, q). Since f r converges uniformly on compact subset of D to f , Lemma 3.4 guarantees that f ∈ RM(p, q).
Compactness of the inclusions.
Once the containment relationships of these spaces have been determined, we study when such inclusions are compact. A standard argument shows the following characterization of compactness.
Lemma 3.6. Let 1 ≤ p 0 , q 0 ≤ +∞ and 1 ≤ p, q ≤ +∞. Then i :
is compact if and only if every bounded sequence {f n } in RM(p 0 , q 0 ) that converges to zero uniformly on compact subsets of the unit disc satisfies that lim n ρ p,q (f n ) = 0.
We will use this lemma several times in the proof of the next theorem without explicit reference. We also need the following result. (2.6) in the proof of Proposition 2.8, we see that there is a constant C such that
That is, the function h is bounded on S(1, R) . Therefore, by Lindelöf's Theorem [3, Theorem 1.5.7, p. 26], it is enough to prove that lim r→1 − |f (r)|(1 − r) 1/p = 0.
Assume by contradiction that there is a constant c 1 > 0 and a sequence {r k } where
But, this is impossible because´1 0 |f (x)| p dx < +∞. Proof. Bearing in mind Theorem 3.3, we have to prove that the inclusion is compact if 1 p + 1 q > 1 p 0 + 1 q 0 and p < p 0 and it is not compact if either 1 p + 1 q = 1 p 0 + 1 q 0 or p = p 0 . Let us start by showing that it is not compact if p = p 0 . For each n, consider the function f n (z) = (np 0 + 1) 1/p 0 z n , z ∈ D. A simple calculation shows that ρ p 0 ,q 0 (f n ) = 1 and that the sequence {f n } converges uniformly to zero on compacts of the unit disc. Assume that i : RM(p 0 , q 0 ) → RM(p 0 , q) is compact, then there exists a subsequence {f n k } such that ρ p 0 ,q (f n k ) must go to 0 as k goes to ∞. But this is not possible because ρ p 0 ,q (f n ) = 1 for all n.
Take now p and q such that 1 p + 1 q = 1 p 0 + 1 q 0 . Assume that i : RM(p 0 , q 0 ) → RM(p, q) is compact. Then i * : (RM(p, q)) * → (RM(p 0 , q 0 )) * is also a compact operator. We assume that q < +∞.
Figure 2
Let us see that δz δz (RM (p,q)) * w * -converges to 0 when |z| → 1. Taking p a polynomial we obtain
which clearly goes to 0 when |z| → 1. Since q < +∞, by Proposition 2.13, polynomials are dense in RM(p, q) and then δz δz (RM (p,q)) * w * -converges to 0 when |z| → 1. Therefore, the compactness of i * gives lim |z|→1 i * δ z δ z (RM (p,q)) * (RM (p 0 ,q 0 )) * = 0.
However, this is impossible because, as we shall now see, such norm must be greater than a certain positive constant. Indeed, let f ∈ RM(p 0 , q 0 ). We have f, i * δ z δ z (RM (p,q) ) * = f, δ z δ z (RM (p,q)) * = |f (z)| δ z (RM (p,q)) * and, by Proposition 2.8,
The argument for the case p 0 = q = ∞ is the same. However, we consider a sequence {z n } in the Stolz region such that |z n | → 1. In this way, we obtain the w * -convergence bearing in mind Proposition 3.7. Assume now that 1 p 1 > 1 p 0 + 1 q 0 and take a sequence {f n } in RM(p 0 , q 0 ) such that ρ p 0 ,q 0 (f n ) ≤ 1 for all n and it converges to zero uniformly on compact subsets of D. We claim that lim n ρ p 1 ,∞ (f n ) = 0. Otherwise, there is ǫ > 0 and a subsequence (that we denote equal) such that ρ p 1 ,∞ (f n ) > ǫ for all n. Thus, we find {θ n } such that
for all n ∈ N. For each n, we write g n (r) := f n (re iθn ), r ∈ [0, 1). Since ρ p 0 ,q 0 (f n ) ≤ 1, there is a constant C > 0 such that
Since the map r → C (1−r 2 )
belongs to L p 1 ([0, 1]) and {g n } converges pointwise to zero, we get that it converges to zero in the norm of L p 1 ([0, 1]) which contradicts (3.1). So that the claim holds. Take now p, q such that there is λ ∈ (0, 1) with 1 p , 1
This inequality, the above claim and Lemma 3.6 show that i : RM(p 0 , q 0 ) → RM(p, q) is compact whenever 1 p + 1 q > 1 p 0 + 1 q 0 and q 0 < q. Take now p, q such that 1 p + 1 q > 1 p 0 + 1 q 0 , p < p 0 and q 0 ≥ q. Fixq < q such that 1 p 0 + 1 q < 1 p + 1 q . By the above argument, the inclusion mapĩ from RM(p 0 ,q) into RM(p, q) is compact. Since i : RM(p 0 , q 0 ) → RM(p, q) factorizes throughĩ, we get that i is compact.
Bergman projection
In the theory of Banach spaces of analytic functions, a useful integral operator is the Bergman projection
which is called the Bergman kernel. Such function is the reproducing kernel for the Bergman space A 2 .
This projection is well-defined on L 1 (D), mapping each function of L 1 (D) to an analytic function and mapping each function of the Bergman space A 1 into itself. Moreover, for 1 < p < ∞ it is known that the Bergman projection is a bounded operator from L p (D) onto A p . This property allows to describe the dual of Bergman spaces A p .
Mimicking this schedule for Bergman spaces (but with a deeper argument), in this section we prove the boundedness of the Bergman projection from L q (T, L p [0, 1]) onto RM(p, q), where 1 < p, q < ∞ and, as a byproduct, we describe its dual.
To study the duality of RM(p, q) spaces, the following theorem will be important because it provides a characterization of the dual space of L q (T, L p [0, 1]), for 1 ≤ p, q < +∞. Since the restriction of P to RM(p, q) is the identity and P f is analytic for all f ∈ L q (T, L p [0, 1]), in order to prove above theorem it is enough to show that P is bounded from L q (T, L p [0, 1]) into itself.
Before going into the proof of this result, we introduce some necessary terminology. In general, given a measurable function M : D × D → C we can define the integral operator
whernever such integral exists. From now on, with a little abuse of notation, |θ − ϕ| will denote the distance between θ and φ in the quotient group R/2πZ, that is, min k∈Z |θ − ϕ + 2kπ|. Notice also that in order to prove the boundedness of P = T K , it is sufficient to check the boundedness of
Bearing in mind the change of variable x = 1 − r and y = 1 − ρ, it follows that
Finally, next lemma shows that the boundedness of the operator TH : Proof. Clearly, the boundedness of TH implies the boundedness of T H because 0 ≤ H ≤H. Now, we proceed to show the converse implication. First of all, we define the dilated kernels H n (θ, ϕ, x, y) := 2 −2n H(θ, ϕ, 2 −n x, 2 −n y). Using Remark 4.4 and denoting by · the operator norm from L q (T, L p [0, 1] into itself, we have
Therefore, using the fact that
H n (θ, ϕ, x, y) and the previous inequality (4.2), we conclude
and we are done.
Proof. Using the definition of the kernel H and grouping terms, it followŝ Rf (θ, |ϕ − θ|)Rg(ϕ, |ϕ − θ|) dθ dϕ.
Proof of Theorem 4.3. Bearing in mind the notation of the previous lemma, for f ∈ L q (T, L p [0, 1]) and g ∈ L q ′ (T, L p ′ [0, 1]) such that ρ p,q (f ) ≤ 1 and ρ p ′ ,q ′ (g) ≤ 1 we consider the functions F = Rf and G = Rg. Moreover, we define the following sequences of functions f k (ϕ) = F (ϕ, 2 −k ) and g k (ϕ) = G(ϕ, 2 −k ), ϕ ∈ T and k ∈ N.
Notice that for all
Using Remark 4.7 and these inequalities, we obtain
Following the same argument, we obtain the inequality for the sequence {g k }.
Hence, by Lemma 4.6 we havê 2π 0ˆ1 0
Applying Hölder's inequality it followŝ 
Finally, we conclude the proof of the boundedness of the Bergman projection using the last inequality with [4, Theorem 1, p. 303 ].
An important consequence of this result is the following corollary about the dual of RM(p, q) for 1 < p, q < ∞.
Proof. One part of the proof follows immediately. Indeed, applying the Hölder's inequality, one has that the functional defined by
where A is the Lebesgue measure on the unit disc D, is bounded and λ g (RM (p,q)) * ≤ ρ p ′ ,q ′ (g). Moreover it is unique, since if we assume that λ g 1 = λ g 2 we have that λ g 1 (z n ) = λ g 2 (z n ) for all n ∈ N. Hence, g 1 = g 2 because λ g (z n ) = an n+1 , where a n is the n-th Taylor coefficient of g. Now, let λ be a functional in (RM(p, q)) * . We have to show that there exists g ∈ RM(p ′ , q ′ ) such that
Using the Hahn-Banach theorem, this functional can be extended to a certain Λ ∈ (L q (T, L p [0, 1])) * such that λ (RM (p,q)) * = Λ (L q (T,L p [0,1])) * . Now, by means of [4, Theorem 1, p. 304] there is a function h ∈ L q ′ (T, L p ′ [0, 1]) such that
and Λ (L q (T,L p [0,1])) * = h L q ′ (T,L p ′ [0,1]) .
Let g = T K h, where T K is the Bergman projection, and notice that, using Theorem 4.3, g ∈ RM(p ′ , q ′ ). So, by Fubini's theorem we have, for f ∈ RM(p, q),
Also, we obtain that ρ p,q (g) ≤ C h L q ′ (T,L p ′ [0,1]) = C λ (RM (p,q)) * by Theorem 4.3.
For the cases not covered by Theorem 4.3, its statement does not hold. In fact, we have Theorem 4.9. Let 1 ≤ p, q ≤ +∞. If max{p, q} = +∞ or min{p, q} = 1, then the Bergman projection P does not send L q (T, L p [0, 1]) into RM(p, q).
Before starting with the proof of the theorem, we state the following elementary lemma. Proof. The first identity follows immediately using the triangular inequality and the definition of the set Ω: 1 − r ≤ |1 − re iθ | ≤ (1 − r) 2 + θ 2 ≤ 5 4 (1 − r).
To prove the second one it is enough to show that tan(Arg(1 − z)) ≤ 1 2 for z ∈ Ω, because we have that Arg(1 − z) ∈ (0, arctan(1/2)) and Arg(1 − z) ∈ (− arctan(1/2), 0). Clearly, one can see, for re iθ ∈ Ω, that tan(Arg(1 − z)) = r sin(θ) 1 − r cos(θ) ≤ (1 − 2θ) sin(θ) 1 − (1 − 2θ) cos(θ) .
To finish the proof of (2), we have to show that (1−2θ) sin(θ) 1−(1−2θ) cos(θ) ≤ 1 2 . But this is clear because the function f (θ) = 1 2 (1 − (1 − 2θ) cos(θ)) − (1 − 2θ) sin(θ) for θ ∈ 0, 1 2 satisfies that f (0) = 0 and f ′ (θ) = 2θ cos(θ) + 1 2 (5 − 2θ) sin(θ) ≥ 0 for θ ∈ 0, 1 2 . The last inequality follows immediately from (2) .
Proof of Theorem 4.9. The case p = +∞. Let us recall that the Bergman projection P is a bounded operator from L ∞ (D) onto the Bloch space B (see [8, p. 47, Theorem 7] or [19, p. 102, Theorem 5.2]). Moreover, using lacunary sequences, it is possible to find functions in B whose Taylor coefficients do not go to zero (see [2, Lemma 2.1]). Therefore, B H q , 1 ≤ q ≤ +∞. Thus, Bergman projection P is not bounded from L q (T, L ∞ [0, 1]) to RM(∞, q) = H q .
The case q = +∞. We show that there exists a function f ∈ L ∞ (T, L p [0, 1]) such that |P (f )(a)| (1 − a) −1/p , for every a ∈ 3 4 , 1 , so that P (f ) / ∈ RM(p, ∞). To prove this, take the set Ω = re iθ : 0 < θ < 1/2, 0 < r < 1 − 2θ .
Given α ∈ R, consider the function
where, as usual, K is the Bergman kernel. Taking α = 2 − 1 p = 1 + 1 p ′ , we have f ∈ L ∞ (T, L p [0, 1]). Indeed, for 0 < θ < 1/2,
Now let us see that this function f satisfies that |P (f )(a)| (1 − a) −1/p for every a ∈ 3 4 , 1 . We have that the Bergman projection of the function f , for a ∈ (0, 1), is
By Lemma 4.10 (applying first (3) and then (1)), we obtain 
