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Abstract. Macdonald polynomials are orthogonal polynomials associated to root systems,
and in the type A case, the symmetric Macdonald polynomials are a common generalization
of Schur functions, Macdonald spherical functions, and Jack polynomials. We use the com-
binatorics of alcove walks to calculate products of monomials and intertwining operators
of the double affine Hecke algebra. From this, we obtain a product formula for Macdonald
polynomials.
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1. Introduction
In [M88], Macdonald introduced a remarkable family of orthogonal polynomials Pλ(q, t)
associated with root systems. For special values of q and t, they specialize to various well-
known functions, including Weyl characters and spherical functions for p-adic groups. These
polynomials are a basis for symmetric functions, and are a common generalization of Schur
functions sλ, monomial symmetric functions, Hall-Littlewood polynomials, and the sym-
metric Jack polynomials. The symmetric Macdonald polynomials are indexed by dominant
weights of the weight lattice P .
Classically, the Littlewood-Richardson coefficients cνλµ are the structure constants of the
ring of symmetric functions with respect to the Schur basis:
sλsµ =
∑
ν
cνλµsν .
In the representation theory of the general linear group GLn(C), the Littlewood-Richardson
coefficients also give the multiplicity of the irreducible highest weight module V (ν) in V (λ)⊗
V (µ). The coefficient cνλµ is given combinatorially as the number of Young tableaux of shape
ν\λ admitting a Littlewood-Richardson filling of type µ.
Littelmann introduced the path model in [Li94] as a tool for calculating formulas for
characters of complex symmetrizable Kac-Moody algebras, and showed that it can also be
used to compute Littlewood-Richardson coefficients. Instead of a sum over tableaux, his
formula for cνλµ is a sum over certain paths in the vector space P ⊗Z R, where the endpoint
(weight) of a path takes the place of the filling of a tableau. Several variations of the
Littelmann path model were introduced to obtain character formulas, including the gallery
model of Gaussent-Littelmann [GL02], and the model of Lenart-Postnikov [LP08] based on
λ-chains. In [R06], Ram developed the alcove walk model for working in the affine Hecke
algebra, and the paper [?] showed that alcove walks are a useful tool for expanding products
of intertwining operators of the double affine Hecke algebra.
Cherednik developed the theory of double affine Hecke algebras, using it to solve Mac-
donald’s constant term conjectures [C95a], and in [C95b], he showed that products of inter-
twining operators of the double affine Hecke algebra generate the nonsymmetric Macdonald
polynomials Eλ(q, t), which are a family of orthogonal polynomials indexed by points of
the weight lattice. These polynomials were first introduced by Opdam [O95] in the case
q → 1 (see [M03, p.147]). By applying a symmetrizing operator 10 to Eλ, one can obtain
the symmetric polynomials Pλ.
In this paper, we use the alcove walk model to calculate products of monomials and
intertwining operators of the double affine Hecke algebra (Theorem 3.4), and give a product
formula for two symmetric Macdonald polynomials (Theorem 4.4). This is a generalization
of the classical formula for products of Weyl characters, where the generalized Littlewood-
Richardson coefficents are rational functions in q and t. In particular at q = 0, Theorem 4.4
reduces to Schwer’s product formula [Sc06, Theorem 1.3] for Hall-Littlewood polynomials in
terms of positively folded galleries, and at q = t, the formula reduces to the product formula
of Littelmann [Li94] for Weyl characters phrased in terms of Littelmann paths.
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Section 2 of this paper introduces the basic definitions and properties of double affine
Hecke algebras for reduced root systems. The alcove walk statistics needed in the later
sections are addressed here. Section 3 discusses how alcove walks can be used to calculate
the coefficients of products of monomials and intertwining operators in the double affine
Hecke algebra. In Section 4, we state and prove the main results:
Theorem 4.2 Let Eµ be the nonsymmetric Macdonald polynomial indexed by the weight
µ, and let Pλ be the symmetric Macdonald polynomial indexed by the dominant weight λ.
Let m−1̟(h) be the alcove where the walk h ends. Then
EµPλ =
∑
h
ah(q, t)E̟(h),
where the sum is over alcove walks of type determined by µ and contained in the dominant
chamber, and the coefficients ah(q, t) are certain rational functions in q and t.
Theorem 4.4 Let Pλ be the symmetric Macdonald polynomial indexed by the dominant
weight λ. Let wt(h) be the weight of the path h, and let w0 be the longest element of the
Weyl group. Then
PµPλ =
∑
h
ch(q, t)P−w0wt(h),
where the sum is over alcove walks of type determined by µ and contained in the dominant
chamber, and the coefficients ch(q, t) are rational functions in q and t.
This section concludes by explaining how special cases of Theorem 4.4 relate to Macdon-
ald’s Pieri formula for symmetric Macdonald polynomials in terms of tableaux, and also
explains the connection to Schwer’s formula for Hall-Littlewood polynomials in terms of
positively folded galleries.
The final Section 5 contains many examples and illustrations. A number of calculations
can be made completely explicit in the case of the reduced rank-one root system of type A1.
Acknowledgements. This research was supported by the National Sciences and En-
gineering Research Council of Canada. The author would like to thank A. Ram for his
guidance and insight, and also J. Haglund and C. Lenart for helpful conversations.
2. Alcoves, Weyl groups, and double affine Hecke algebras
2.1. Root systems and Weyl groups. Let (h∗Z, R, hZ, R
∨) be a reduced root datum with
a pairing
〈·, ·〉 : h∗Z × hZ → Z.
That is, h∗Z and hZ are lattices of finite rank, containing the finite subsets R and R
∨ respec-
tively, and there is a bijection R→ R∨ : α 7→ α∨ such that 〈α, α∨〉 = 2.
Let α1, . . . , αn ∈ R be the simple roots, and α
∨
1 , . . . , α
∨
n ∈ R
∨ be the simple coroots.
The fundamental weights {ω1, . . . , ωn} are defined by 〈ωi, α
∨
j 〉 = δij , and the fundamental
3
coweights {ω∨1 , . . . , ω
∨
n} are defined by 〈αi, ω
∨
j 〉 = δij. Let
Q =
n∑
i=1
Zαi, Q
∨ =
n∑
i=1
Zα∨i , P =
n∑
i=1
Zωi, P
∨ =
n∑
i=1
Zω∨i
be the root, coroot, weight, and coweight lattice respectively. Then Q ⊆ h∗Z ⊆ P and
Q∨ ⊆ hZ ⊆ P
∨ as lattices.
Let h∗R = h
∗
Z ⊗ R and hR = hZ ⊗ R. For α ∈ R, the map
sα : h
∗
R → h
∗
R : x 7→ x− 〈x, α
∨〉α
acts on the lattice h∗Z and is a reflection in the hyperplane
Hα∨ = {x ∈ h
∗
R | 〈x, α
∨〉 = 0},
and sends α to −α. For 1 ≤ i ≤ n, let
si = sαi .
The Weyl group W0 is generated by s1, . . . , sn subject to the relations
s2i = 1, and sisjsi · · · = sjsisj · · · (mij factors each side),
where π/mij is the angle between Hα∨i and Hα∨j . See [K01, p.69].
2.1.1. Double affine Weyl groups. Let e be the smallest positive integer which satisfies
〈h∗Z, hZ〉 ⊆
1
e
Z. Let X = {xµ | µ ∈ h∗Z} and Y = {y
λ∨ | λ∨ ∈ hZ} be abelian groups
isomorphic to h∗Z and hZ respectively, with multiplication
(2.1.1) xµxλ = xµ+λ, and yλ
∨
yµ
∨
= yλ
∨+µ∨ .
The double affine Weyl group W˜ is{
qkxµwyλ
∨
| k ∈ 1
e
Z, µ ∈ h∗Z, w ∈ W0, λ
∨ ∈ hZ
}
,
subject to the relations (2.1.1) and
wxµ = xwµw, wyλ
∨
= ywλ
∨
w, xµyλ
∨
= q〈µ,λ
∨〉yλ
∨
xµ, q1/e ∈ Z(W˜ ).
See [H06, Corollary 4.6].
The extended affine Weyl groups
(2.1.2) W = {wyλ
∨
| w ∈ W0, λ
∨ ∈ hZ} = W0 ⋉ Y,
(2.1.3) W∨ = {xµw | µ ∈ h∗Z, w ∈ W0} = X ⋊W0
are subgroups of W˜ , and W acts by conjugation on {qkxµ | k ∈ 1
e
Z, µ ∈ h∗Z}. Define
(2.1.4) xµ+kδ = qkxµ and yλ
∨+kd = q−kyλ
∨
.
Then W acts on the lattice h∗Z ⊕ Zδ, where for w ∈ W and ν = µ + kδ ∈ h
∗
Z ⊕ Zδ, wν is
defined by
(2.1.5) xwν = wxνw−1 in W˜ .
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For α ∈ R and j ∈ N, the map
xjαsα : h
∗
R → h
∗
R : x 7→ sαx+ jα
acts on the lattice h∗Z and is a reflection in the affine hyperplane
H−α∨+jd = {x ∈ h
∗
R | 〈x, α
∨〉 = j}.
Let ϕ∨ ∈ R∨ be the maximal coroot, and ϕ ∈ R be the maximal (short) root. Define
α0 = −ϕ + δ, α
∨
0 = −ϕ
∨ + d, s0 = y
ϕ∨sϕ ∈ W, and s
∨
0 = x
ϕsϕ ∈ W
∨.
Then s∨0 is a reflection in the hyperplane Hα∨0 = H−ϕ∨+d.
The affine Weyl groupWa = W0⋉Q
∨ is generated by s0, s1, . . . , sn subject to the relations
s2i = 1, and sisjsi · · · = sjsisj · · · (mij factors each side),
where π/mij is the angle between Hα∨i and Hα∨j . See [K01, p.123].
The extended affine Weyl group W has an alternate presentation [K01, p.132]
W = Wa ⋊ Π,
where Π ∼= hZ/Q
∨.
The dual version of the above statements for W holds for W∨ as well. That is,
W∨ = Q⋊W0 = Π
∨ ⋉W∨a ,
Π∨ ∼= h∗Z/Q, and W
∨
a is the group generated by s
∨
0 , s1, . . . , sn. For notational convenience,
we sometimes write s∨i = si for i = 1, . . . , n.
2.2. The alcove picture. See for example, a picture for the sl2 root system in Section 5.
Denote the positive roots and coroots by R+ and R
∨
+. The positive affine coroots are
S∨+ =
{
α∨ + jd | α∨ ∈ R∨+, j ∈ Z≥0
}
∪
{
−α∨ + jd | α∨ ∈ R∨+, j ∈ Z≥1
}
.
The chambers of W0 are the connected components of h
∗
R\∪α∈R+ Hα∨ , and the alcoves of W
∨
a
are the connected components of h∗R\ ∪a∈S+ Ha∨ .
The fundamental chamber or dominant chamber is the region
C = {x ∈ h∗R | 0 < 〈x, α
∨〉 for α ∈ R+} =
n⋂
i=1
{x ∈ h∗R | 0 < 〈x, α
∨
i 〉},
whose walls (the hyperplanes which have nonempty intersection with the closure of C)
are Hα∨1 , . . . , Hα∨n . The fundamental alcove is the region
A = {x ∈ h∗R | 0 < 〈x, α
∨〉 < 1 for α ∈ R+} = C ∩ {x ∈ h∗R | 〈x, ϕ
∨〉 < 1},
and its walls are the hyperplanes Hα∨0 , . . . , Hα∨n .
By Proposition 4-6 and Proposition 11-5 [K01],W0 acts freely transitively on the chambers,
and W∨a acts freely transitively on the alcoves so that there is a bijection
W∨a ←→ {alcoves}
w ↔ wA.
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In the above correspondence, the elements of Π∨ ⊆ W∨ = Π∨ ⋊W∨a fix the fundamental
alcove A. Since |P/Q| = det[〈αi, α
∨
j 〉]1≤i,j≤n is finite, then Π
∨ ∼= h∗Z/Q ⊆ P/Q is a finite
abelian group. The extended affine Weyl group W∨ acts freely transitively on |Π∨| copies
(sheets) of alcoves so that there is a bijection
W∨ ←→ {alcoves} × |Π∨|
w ↔ wA,
where elements inW∨a permute alcoves in the base sheet, and elements π
∨
j ∈ Π
∨ send the fun-
damental alcove to the copy of the fundamental alcove on the jth sheet. This correspondence
will be used frequently, and we will often use the shorthand w = wA.
The periodic orientation is the orientation of the hyperplanes
{
Ha∨ | a
∨ ∈ S∨+
}
such that
(1) A is on the positive side of Hα∨ for α
∨ ∈ R∨+,
(2) Hα∨+jd and Hα∨ have parallel orientations.
The figure in Section 5 illustrates the alcove picture of the extended affine Weyl group
W∨ for the sl2 root system, showing the periodic orientation of the hyperplanes.
2.2.1. The length function. Given w ∈ W∨ with a reduced expression w = π∨j s
∨
i1
· · · s∨ir , the
set of positive coroots
(2.2.1) L(w) =
{
π∨j α
∨
i1
, π∨j s
∨
i1
α∨i2, π
∨
j s
∨
i1
s∨i2α
∨
i3
, . . . , π∨j s
∨
i1
· · · s∨ir−1α
∨
ir
}
indexes the hyperplanes that separate the fundamental alcove A and the alcove wA. In
Macdonald’s notation [M03, (2.2.1), (2.2.9)],
L(w) = {b∨ ∈ S∨+ | w
−1b∨ ∈ S∨−} = S(w
−1).
The length of w is
ℓ(w) = |L(w)|,
the number of hyperplanes that separate A and wA. In particular, ℓ(π∨) = 0 for all π∨ ∈ Π∨.
More generally, for v, w ∈ W∨, the set of positive coroots
(2.2.2) L(v, w) = (L(v) ∪ L(w)) \(L(v) ∩ L(w))
indexes the set of hyperplanes that separate the alcoves vA and wA. If v ≤ w, we may write
L(v, w) = vL(1, v−1w), where L(1, w) = L(w).
2.2.2. The group Π∨. Let w0 ∈ W0 be the unique longest element in the finite Weyl group
W0. For µ ∈ h
∗
Z, let µ+ denote the unique dominant weight in the orbit, so that µ− = w0µ+
is the unique antidominant weight. Let vµ be the shortest element ofW0 such that vµµ = µ−.
Define
(2.2.3) mµ = x
µv−1µ ∈ W
∨.
By [M03, (2.4.5)], mµ is the unique shortest element in the coset x
µW0.
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The minuscule weights are the fundamental weights ωj that satisfy 〈ωj, α
∨〉 ≤ 1 for α∨ ∈
R∨+. In other words, these are the fundamental weights which are contained in the closure
of the fundamental alcove. Let
J = {j | ωj ∈ h
∗
Z is a minuscule weight} ∪ {0}.
Let π∨0 = 1, and for j ∈ J\{0}, let
(2.2.4) π∨j = mωj = x
ωjv−1ωj .
By [M03, (2.5.4)], the subgroup of length zero elements in W∨ is
Π∨ =
{
π∨j | j ∈ J
}
.
2.3. Braid groups and Hecke algebras.
2.3.1. Double affine braid groups. The relevant facts about braid groups from [M03] are
stated here in our notation.
Let
{
qkXµ | k ∈ 1
e
Z, µ ∈ h∗Z
}
be the multiplicative group isomorphic to h∗Z⊕Zδ, and write
Xµ+kδ = qkXµ. By equation (2.1.5), the conjugation action of W = 〈s0, . . . , sn〉 ⋊ Π on{
qkXµ | k ∈ 1
e
Z, µ ∈ h∗Z
}
is given by
w(µ+ kδ) = wµ+ kδ, yλ
∨
(µ+ kδ) = µ− 〈µ, λ∨〉δ + kδ, for w ∈ W0, λ
∨ ∈ hZ.
The double affine braid group B˜ is generated by
{
qkXµ | k ∈ Z, µ ∈ h∗Z
}
, T0, T1, . . . , Tn,
and Π, subject to the relations
(1) TiTjTi · · · = TjTiTj · · · (mij factors each side),
(2) TiX
µ = XµTi if 〈µ, α
∨
i 〉 = 0 for 0 ≤ i ≤ n,
(3) TiX
µTi = X
siµ if 〈µ, α∨i 〉 = 1 for 0 ≤ i ≤ n,
(4) πTiπ
−1 = Tj if παi = αj for π ∈ Π,
(5) πXµπ−1 = Xπµ for π ∈ Π,
where 〈µ, α∨0 〉 = 〈µ,−ϕ
∨〉. Since W = W0 ⋊ Y fixes δ, then q
1/e is a central element of B˜.
See [M03, Sec 3.4].
For w ∈ W with a reduced expression w = πjsi1 · · · sir where π ∈ Π and sij ∈ 〈s0, . . . , sn〉,
define
(2.3.1) Tw = πjTi1 · · ·Tir .
By [M03, (3.1.1)], the element Tw is independent of the choice of a reduced word for w.
Identify the reduced expression w = πjsi1 · · · sir with the minimal path p from A to wA via
the sequence of alcoves πjA, πjsi1A, . . . , πjsi1 · · · sirA, and define
(2.3.2) Y w = πjT
ǫ1
i1
· · ·T ǫrir , where ǫk =

+1, if the kth step of p is
− +
...
..
...
...
...
...
..
...
...
...
...
..
.....................................
... ,
−1, if the kth step of p is
− +
..
...
...
..
...
..
...
...
...
...
...
...
.................................. ..
.
...
,
with respect to the periodic orientation (section 2.2) of the hyperplanes.
7
For simplicity, write Y y
λ∨
= Y λ
∨
. Then Y λ
∨
Y µ
∨
= Y λ
∨+µ∨ for λ∨, µ∨ ∈ hZ, and
Y = {Y λ
∨
| λ∨ ∈ hZ}
is a multiplicative group isomorphic to hZ. The elements Y
λ∨ satisfy the relations
T−1i Y
λ∨ = Y λ
∨
T−1i , if 〈αi, λ
∨〉 = 0 for 1 ≤ i ≤ n,
T−1i Y
λ∨T−1i = Y
siλ
∨
, if 〈αi, λ
∨〉 = 1 for 1 ≤ i ≤ n.
See [M03, (3.2.4)] for details.
Define
(2.3.3) T∨0 = (X
ϕTsϕ)
−1 and Y −α
∨
0 = qY ϕ
∨
.
For notational convenience, we sometimes write T∨i = Ti for i = 1, . . . , n.
Then, identifying the reduced expression z = s∨ir · · · s
∨
i1
(π∨j )
−1 ∈ W∨ with the minimal
path b from zA to A via the sequence of alcoves
zA, zπ∨j s
∨
i1
A, zπ∨j s
∨
i1
s∨i2A, . . . , (zπ
∨
j s
∨
i1
· · · s∨ir)A = A,
let
(2.3.4) Xz = (T∨ir )
ǫr · · · (T∨i1)
ǫ1(π∨j )
−1, where ǫk =

+1, if the kth step of b is
− +
..
...
...
..
...
..
...
...
...
...
...
...
.....................................
... ,
−1, if the kth step of b is
− +
...
...
...
...
...
...
...
...
...
..
...
.
.................................. ......
,
with respect to the periodic orientation of the hyperplanes (section 2.2). Note that for
µ ∈ h∗Z ⊆ W
∨, Xµ = Xx
µ
.
2.3.2. Double affine Hecke algebras. Let K be a field. Fix t0, t1, . . . , tn ∈ K such that ti = tj
if si and sj are conjugate in W . For α ∈ R and k ∈
1
e
Z, define tα+kδ = ti if α = wαi for
some w ∈ W .
The double affine Hecke algebra H˜ is the quotient of the group algebra KB˜ of the double
affine braid group by the relations
T 2i = (t
1/2
i − t
−1/2
i )Ti + 1, for 0 ≤ i ≤ n.
The intertwining operators (also called creation operators in [M03, Sec 5.10]) are
τ∨i = T
∨
i +
t
−1/2
i − t
1/2
i
1− Y −α
∨
i
= (T∨i )
−1 +
(t
−1/2
i − t
1/2
i )Y
−α∨i
1− Y −α
∨
i
, for 0 ≤ i ≤ n,
π∨j = X
ωjTv−1ωj
, for j ∈ J.
For w ∈ W∨ with a reduced expression w = π∨j s
∨
i1
· · · s∨ir , define
(2.3.5) τ∨w = π
∨
j τ
∨
i1
· · · τ∨ir .
By [M03, (5.10.13)], τ∨w is independent of the choice of a reduced word for w. Moreover, the
intertwiners satisfy
(2.3.6) τ∨wY
λ∨ = Y wλ
∨
τ∨w , for w ∈ W
∨, λ∨ ∈ hZ.
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For 0 ≤ i ≤ n and w ∈ W∨,
(2.3.7) τ∨i τ
∨
w =
{
τ∨s∨i w
, if s∨i w > w,
(τ∨i )
2τ∨s∨i w
, if s∨i w < w,
where (τ∨i )
2 =
(
1− t−1i Y
−α∨i
1− Y −α
∨
i
)(
1− tiY
−α∨i
1− Y −α
∨
i
)
.
2.3.3. Polynomial representation. The affine Hecke algebraH is the subalgebra of the double
affine Hecke algebra H˜ generated by T0, . . . , Tn and Π. A basis for H is {TwY
λ∨ | w ∈
W0, λ
∨ ∈ hZ}. Let K1 be the H-module given by
π1 = 1, Ti1 = t
1/2
i 1, for π ∈ Π and 0 ≤ i ≤ n.
The polynomial representation of H˜ is
K[X ]1 = IndH˜H1,
with basis {Xµ1 | µ ∈ h∗Z}.
For 0 ≤ i ≤ n, the operators Ti act on K[X ]1 by
(2.3.8) TiX
µ1 = t
1/2
i X
siµ1+
(
t
1/2
i − t
−1/2
i
) Xµ −Xsiµ
1−Xαi
1.
For an affine coroot β∨ + jd, define shift and height
(2.3.9) qsh(β
∨+jd) = q−j, and tht(β
∨+jd) =
∏
α∈R+
t
1
2
〈α,β∨〉
α ,
so that
(2.3.10) Y β
∨+jd1 = q−jY β
∨
1 = q−j
∏
α∈R+
t
1
2
〈α,β∨〉
α 1 = q
sh(β∨+jd)tht(β
∨+jd)1.
If tα = t for all α ∈ R+, then t
ht(β∨+jd) = t〈ρ,β
∨〉 for ρ = 1
2
∑
α∈R+
α∨.
2.4. Alcove walks. Fix a reduced factorization of w = π∨j s
∨
i1
· · · s∨ir ∈ W
∨. An alcove walk
of type ~w = (i1, . . . , ir) beginning at z is a sequence of steps in the alcove picture, where for
i = 0, . . . , n, a step of type i is one of the following:
(2.4.1)
..
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
...
..
...........................
v vs∨i
i-crossing,
..
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
...
..
............................
v vs∨i
i-folding.
In addition, a ‘step’ of type ~π∨ for π∨ ∈ Π∨ can be thought of as a change of sheets from the
alcove v to the alcove vπ∨j . See the figure in section 5.
Let Γ(~w, z) be the set of alcove walks of type ~w beginning in z. There are 2r walks in
Γ(~w, z), since each step can be either a crossing or a folding. For a walk h ∈ Γ(~w, z), let
(2.4.2) h∨k be the positive coroot such that Hh∨k separates the alcoves vA and vs
∨
ik
A,
in which vA is the alcove where kth step of h begins. We call Hh∨k the kth active hyperplane
of the walk h. For k = 1, . . . , r, let
(2.4.3) b∨k = s
∨
irs
∨
ir−1
· · · s∨ik+1α
∨
ik
, and tb∨k = tik ,
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so that b∨r , . . . , b
∨
1 is the sequence of labels of hyperplanes crossed by the walk of type ~w
−1 =
(ir, . . . , i1) beginning in 1. See example 2.1 for an illustration.
Positive and negative steps are defined with respect to the periodic orientation of the
hyperplanes as follows:
(2.4.4)
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
..
...........................
+−
v vsi
positive crossing,
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
..
..........................
+−
vsi v
negative crossing,
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
..
..........................
+−
vsi v
positive folding,
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
..
.................................
+−
v vsi
negative folding.
Moreover,
(2.4.5) a step is an ascent if vsi > v, and it is a descent if vsi < v in the Bruhat order.
Example 2.1. See section 5 for more details on the alcove picture of type sl2.
Let w = (s1s
∨
0 )
4 = x−8ω. The following is an alcove walk h ∈ Γ(~w, 1).
•
H−α∨+2dHα∨Hα∨+2d H−α∨+d H−α∨+3dHα∨+d H−α∨+4d H−α∨+5d
...........................................................................................................................................................................................................................................................................................................................................................................................................................................
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
+− +− +− +− +− +− +− +−
1 x4ωs1
................................... ....................
..................... ...................................... ...................................... ...................................... ....................
......................................
..................... .....................................
This walk of length eight has type ~w = (1, 0, 1, 0, 1, 0, 1, 0). The coroots h∨k are
h∨1 , . . . , h
∨
8 = α
∨, α∨ + d, α∨, −α∨ + d, −α∨ + 2d, −α∨ + 3d, −α∨ + 2d, −α∨ + 3d.
For k = 1, . . . , 8, the coroots b∨k = s
∨
i8 · · · s
∨
ik+1
α∨ik = −α
∨ + (9 − k)d are the labels of hyper-
planes crossed by the walk of type ~w−1 starting in 1.
•.................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
.........................
............
+− w
−11
Hb∨8
Hb∨7
Hb∨6
Hb∨5
Hb∨4
Hb∨3
Hb∨2
Hb∨1
............................... ............................... ............................... ............................... ............................... ............................... ............................... ...............................
⋄
3. Macdonald polynomials
3.1. Nonsymmetric Macdonald polynomials. Given a weight µ ∈ h∗Z, let mµ ∈ W
∨ be
the shortest element in the coset xµW0. See (2.2.3).
For w ∈ W∨, define tw = ti1 · · · tir , if w = s
∨
i1
· · · s∨ir ∈ W
∨ is a reduced expression.
Definition 3.1. Let mµ = π
∨
j s
∨
i1
· · · s∨ir be a reduced expression. The nonsymmetric Mac-
donald polynomial Eµ ∈ K[X ] indexed by µ ∈ h
∗
Z is defined by
(3.1.1) Eµ1 = τ
∨
mµ1 = π
∨
j τ
∨
i1
· · · τ∨ir1.
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Remark 3.2. In equation (3.1.1), the coefficient ofXµ in Eµ is t
1/2
v−1µ
, where xµ = mµvµ (2.2.3).
In the literature, Eµ is often normalized so that the coefficient of X
µ in Eµ is 1.
By (2.3.6), the nonsymmetric Macdonald polynomials are eigenfunctions for the operators
{Y λ
∨
| λ∨ ∈ hZ}, and the set {Eµ1 | µ ∈ h
∗
Z} is a basis for the polynomial representation
K[X ]1.
The following result gives an expansion of a product of monomials Xν and intertwining
operators in terms of monomials in H˜. This leads to an expression for Eµ in the monomial
basis.
For a walk p ∈ Γ(~w, z) of type ~w beginning in z, let
(3.1.2)
φ(p) = {k | the kth step of p is a fold},
φ−(p) = {k | the kth step of p is a negative fold},
(3.1.3)
b(p) ∈ W∨ be the alcove where p begins,
e(p) ∈ W∨ be the alcove where p ends.
The weight wt(p) ∈ h∗Z and final direction d(p) ∈ W0 of a walk p is defined by
(3.1.4) Xe(p) = Xwt(p)Td(p).
Theorem 3.3.
(a) [RY10, Theorem 2.2] Let z, w ∈ W∨, and fix a reduced expression w = π∨j s
∨
i1
· · · s∨ir .
Then
Xzτ∨w =
∑
p∈Γ(~w,z)
Xe(p)
 ∏
k∈φ(p)
t
−1/2
b∨k
− t
1/2
b∨k
1− Y −b
∨
k
 ∏
k∈φ−(p)
Y −b
∨
k
 ,
where b∨k = s
∨
ir · · · s
∨
ik+1
α∨ik and tb∨k = tik , see (2.4.3).
(b) [RY10, Theorem 3.1] Let µ ∈ h∗Z and fix a reduced expression mµ = π
∨
j s
∨
i1
· · · s∨ir ∈
W∨ for the minimal length representative of the coset xµW0. The nonsymmetric
Macdonald polynomial
Eµ =
∑
p∈Γ(~mµ)
 ∏
k∈φ(p)
t
−1/2
b∨k
− t
1/2
b∨k
1− qsh(−b
∨
k )tht(−b
∨
k )
 ∏
k∈φ−(p)
qsh(−b
∨
k )tht(−b
∨
k )
 t1/2
d(p)X
wt(p),
where the sum is over the set Γ(~mµ) = Γ(~mµ, 1) of alcove walks of type ~mµ =
(π∨j , i1, . . . , ir) beginning in the fundamental alcove.
Proof.
(a) This is proved by using the definition of τ∨i and the commutation relations (2.3.6).
(b) Since Eµ1 = τ
∨
mµ1, then the result follows from (a) by setting w = mµ, z = 1, using
Y −b
∨
k 1 = qsh(−b
∨
k )t−ht(−b
∨
k )1, Xe(p)1 = Xwt(p)Td(p)1 = t
1/2
d(p)X
wt(p)1.
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The next result gives an expansion of a product of monomials and intertwining operators
in terms of intertwining operators in H˜ .
Recall the definition of Xz from Equation (2.3.4): identify a reduced expression z =
s∨ir · · · s
∨
i1
(π∨j )
−1 ∈ W∨ with the minimal walk b from zA to A of type ~z−1 via the sequence of
alcoves
zA, zπ∨j s
∨
i1
A, zπ∨j s
∨
i1
s∨i2A, . . . , (zπ
∨
j s
∨
i1
· · · s∨ir)A = A, so
Xz = (T∨ir )
ǫr · · · (T∨i1)
ǫ1(π∨j )
−1, where ǫk =

+1, if the kth step of b is
− +
...
...
...
...
...
...
...
..
...
...
...
.
.....................................
... ,
−1, if the kth step of b is
− +
...
...
...
...
..
...
...
...
...
..
...
..
.................................. ......
.
Given a walk h ∈ Γ(~z−1, w−1), let
(3.1.5)
ξdes(h) = {k | the kth step of h is a descending crossing},
φasc(h) = {k | the kth step of h is an ascending fold},
(3.1.6) ψ(h) =
{
k
∣∣∣∣ the kth step of h is an ascending fold and ǫk = −1or the kth step of h is a descending fold and ǫk = +1
}
.
Theorem 3.4. Let z, w ∈ W∨, and fix a reduced expression z = s∨ir · · · s
∨
i1
(π∨j )
−1. Then
Xzτ∨w =
∑
h∈Γ(~z−1,w−1)
(−1)|φasc(h)|τ∨
e(h)−1gh(Y )nh(Y ),
where the sum is over all alcove walks of type ~z−1 = (i1, . . . , ir) beginning in w
−1(π∨j )
−1,
gh(Y ) =
 ∏
k∈φ(h)
t
−1/2
ik
− t
1/2
ik
1− Y −h
∨
k
 ∏
k∈ψ(h)
Y −h
∨
k
 , nh(Y ) = ∏
k∈ξdes(h)
1− t−1ik Y
−h∨k
1− Y −h
∨
k
1− tikY
−h∨k
1− Y −h
∨
k
,
and h∨k indexes the kth active hyperplane of h, see (2.4.2).
Proof. The proof is by induction on the length of z. The base case is the formulas
(T∨i )
ǫi = τ∨i −
(t
−1/2
i − t
1/2
i )(Y
−α∨i )
1
2
(1−ǫi)
1− Y −α
∨
i
= τ∨i +
(t
−1/2
i − t
1/2
i )(Y
α∨i )
1
2
(1+ǫi)
1− Y α
∨
i
,
where ǫi ∈ {±1}. For the induction step, let h ∈ Γ(~z
−1, w−1),
gh(Y ) =
∏
k∈φ(h)
t
−1/2
ik
− t
1/2
ik
1− Y −h
∨
k
∏
k∈ψ(h)
Y −h
∨
k , nh(Y ) =
∏
k∈ξdes(h)
1− t−1ik Y
−h∨k
1− Y −h
∨
k
1− tikY
−h∨k
1− Y −h
∨
k
,
and let h1, h2 ∈ Γ(~v
−1s∨i , w
−1) be the two extensions of h by a crossing and a folding of type
i, respectively.
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By induction, a term in (T∨i )
ǫiXzτ∨w is
(− 1)|φa(h)| (T∨i )
ǫi τ∨
e(h)−1gh(Y )nh(Y )
=

(−1)|φa(h)|
τ∨i − (t−1/2i − t1/2i ) (Y −α∨i )
1
2
(1−ǫi)
1− Y −α
∨
i
 τ∨
e(h)−1gh(Y )nh(Y ), if e(h)s
∨
i > e(h),
(−1)|φa(h)|
τ∨i + (t−1/2i − t1/2i ) (Y α∨i )
1
2
(1+ǫi)
1− Y α
∨
i
 τ∨
e(h)−1gh(Y )nh(Y ), if e(h)s
∨
i < e(h),
= (−1)|φa(h1)|τ∨
e(h1)−1
gh1(Y )nh1(Y ) + (−1)
|φa(h2)|τ∨
e(h2)−1
gh2(Y )nh2(Y ),
since if e(h)s∨i < e(h) (the last step is descending), then
τ∨i τ
∨
e(h)−1 = (τ
∨
i )
2τ∨(s∨i e(h1))−1 = τ
∨
e(h1)−1
(
1− t−1i Y
−e(h1)α∨i
1− Y −e(h1)α
∨
i
)(
1− tiY
−e(h1)α∨i
1− Y −e(h1)α
∨
i
)
,
and the hyperplane crossed by the last step of h1 is indexed by
h∨r+1 = −e(h)α
∨
i = −e(h1)s
∨
i α
∨
i = e(h1)α
∨
i .

The bijection between left and right W0-cosets of W
∨ gives a bijection between minimal
length left coset representatives and alcoves in the dominant chamber (minimal length right
coset representatives) via taking inverses:
W∨/W0 ←→ W0\W
∨
mµ ↔ m
−1
µ .
If h is a walk whose endpoint e(h) is in the dominant chamber, define ̟(h) ∈ h∗Z by
(3.1.7) e(h)−1 = m̟(h).
Let
(3.1.8)
φaff(h) = {k | the kth step of h is a fold touching an affine hyperplane},
φo(h) = {k | the kth step of h is a fold touching a hyperplane containing 0},
(3.1.9) ψaff(h) =
{
k ∈ φaff(h)
∣∣∣∣ the kth step of h is a negative fold and ǫk = −1or the kth step of h is a positive fold and ǫk = +1
}
.
The closure of the dominant chamber is C = {x ∈ h∗R | 0 ≤ 〈x, α
∨〉 for α ∈ R+}.
Corollary 3.5. Let µ ∈ h∗Z, and fix a reduced expression mµ = s
∨
ir · · · s
∨
i1
(π∨j )
−1 for the
minimal length element mµ in the coset x
µW0. The monomial X
µ as a linear combination
of nonsymmetric Macdonald polynomials is
Xµ = t
−1/2
v−1µ
∑
h∈ΓC(~m−1µ )
(−1)φ−(h)ghnhE̟(h),
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where the sum is over all alcove walks of type ~mµ
−1 = (π∨j , i1, . . . , ir) beginning in the fun-
damental alcove and contained in C,
gh =
 ∏
k∈φo(h)
t
ǫk/2
ik
 ∏
k∈φaff (h)
t
−1/2
ik
− t
1/2
ik
1− qsh(−h
∨
k )tht(−h
∨
k )
 ∏
k∈ψaff (h)
qsh(−h
∨
k )tht(−h
∨
k )
 ,
nh =
∏
k∈ξ−(h)
1− qsh(−h
∨
k )tht(−h
∨
k )t−1ik
1− qsh(−h
∨
k )tht(−h
∨
k )
1− qsh(−h
∨
k )tht(−h
∨
k )tik
1− qsh(−h
∨
k )tht(−h
∨
k )
,
h∨k indexes the kth active hyperplane of h, and ǫ1, . . . , ǫr are as defined in (2.3.4).
Proof. Since Xµ1 = XmµT−1
v−1µ
1 = t
−1/2
v−1µ
Xmµ1, then set z = mµ, w = 1 in Theorem 3.4 and
use
Y −h
∨
k1 = qsh(−h
∨
k )tht(−h
∨
k )1, and τ∨
e(h)−11 = τ
∨
m̟(h)
1 = E̟(h)1.
The main difference in applying the formula for Xµ in Theorem 3.4 to 1 is that if a walk
h ∈ Γ(~m−1µ ) is not contained in the dominant chamber, then it has zero contribution to the
sum. Identify the expression τ∨
e(h)−1nh(Y ) with the product of interwining operators which
correspond to the crossing steps of h. That is,
τ∨
e(h)−1nh(Y ) = τ
∨
icl
· · · τ∨ic1 (π
∨
j )
−1,
where the cdth step of h is a crossing for d = 1, . . . , l. If h leaves the dominant chamber at
the kth crossing, then
(
s∨ick
· · · s∨ic1 (π
∨
j )
−1
)−1
is not a minimal length coset representative,
and
τ∨
e(h)−1nh(Y )gh(Y )1 = gh τ
∨
icl
· · · τ∨ick+1
(
τ∨ick
· · · τ∨ic1 (π
∨
j )
−11
)
= 0.
Since all walks which are now under consideration are contained in C, a few simplifications
can be made. The steps of a walk h contained in C may be analyzed according to whether
the active hyperplane is a wall of the dominant chamber (ie. is one of Hα∨1 , . . . , Hα∨n ), or is an
affine hyperplane. There are three possibilities:
(a) k ∈ ξaff(h): the kth step of h crosses an affine hyperplane.
In this case, ascending crossings are equivalent to positive crossings, and descending
crossings are equivalent to negative crossings. So ξdes(h) = ξ−(h).
(b) k ∈ φo(h): the kth step of h is a fold touching a wall of C.
In this case, Y −h
∨
k1 = q0t
−〈α∨ik
,ρ〉
= t−1ik , and the fold is necessarily ascending and
positive. In particular,
−
(t
−1/2
ik
− t
1/2
ik
)(Y −h
∨
k )
1
2
(1−ǫk)
1− Y −h
∨
k
1 = t
ǫk/2
ik
1.
(c) k ∈ φaff(h): the kth step of h is a fold touching an affine hyperplane.
In this case, ascending folds are equivalent to negative folds, and descending folds
are equivalent to positive folds.
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Therefore, (b) and (c) give
(−1)|φasc(h)|
 ∏
k∈φ(h)
t
−1/2
ik
− t
1/2
ik
1− Y −h
∨
k
 ∏
k∈ψ(h)
Y −h
∨
k
1
=
 ∏
k∈φo(h)
t
ǫk/2
ik
(−1)φ−(h) ∏
k∈φaff (h)
t
−1/2
ik
− t
1/2
ik
1− qsh(−h
∨
k )tht(−h
∨
k )
∏
k∈ψaff (h)
qsh(−h
∨
k )tht(−h
∨
k )
 1.

Remark 3.6.
(a) If the walk h is contained in the dominant chamber and the kth step of h is a fold
against an affine hyperplane indexed by h∨k = −β
∨ + jd, then qsh(−h
∨
k )tht(−h
∨
k )1 =
qjt〈β
∨,ρ〉1, where j ∈ N and 〈β∨, ρ〉 ∈ N, since β∨ ∈ R∨+.
(b) Moreover, if µ is a dominant weight, then ǫk = −1 for all k = 1, . . . , r in equa-
tion (2.3.4), and so
ψaff(h) = φ−(h).
3.2. Symmetric Macdonald polynomials. The dominant weights are
(h∗Z)
+ = {µ ∈ h∗Z | 〈µ, α
∨
i 〉 ≥ 0 for i = 1, . . . , n}.
Given a dominant weight µ ∈ (h∗Z)
+, let mµ ∈ W
∨ be the shortest element in the coset
xµW0 (see equation (2.2.3)). Let Wµ ⊆W0 be the stabilizer of µ, W
µ be the minimal length
representatives of W0/Wµ, and wµ ∈ Wµ, vµ ∈ W
µ be the longest element in their respective
set (see [BB05]). Also let Wµ(t) =
∑
u∈Wµ
tu be the Poincare´ polynomial of Wµ.
Lemma 3.7. Let µ ∈ (h∗Z)
+, and let Wµ(t) be the Poincare´ polynomial of the stabilizer of
µ. Then
∑
u∈Wµ
 ∏
α∨∈L(1,u)
t
1
2
α∨
1− tht(−α
∨)t−1α∨
1− tht(−α∨)
 ∏
α∨∈L(u,wµ)
t
− 1
2
α∨
1− tht(−α
∨)tα∨
1− tht(−α∨)
 = t− 12wµWµ(t).
Proof. For u ∈ Wµ, since
L(1, u) =
{
uβ∨ ∈ R∨+ : β
∨ ∈ R∨−
}
, and L(u, wµ) =
{
uβ∨ ∈ R∨− : β
∨ ∈ R∨−
}
,
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then ∑
u∈Wµ
 ∏
α∨∈L(1,u)
t
1
2
α∨
1− tht(−α
∨)t−1α∨
1− tht(−α∨)
 ∏
α∨∈L(u,wµ)
t
− 1
2
α∨
1− tht(−α
∨)tα∨
1− tht(−α∨)
 1
=
∑
u∈Wµ
 ∏
β∨∈R∨
−
:
uβ∨∈R∨+
t
1
2
−uβ∨
1− Y −uβ
∨
t−1−uβ∨
1− Y −uβ∨

 ∏
β∨∈R∨
−
:
uβ∨∈R∨
−
t
− 1
2
uβ∨
1− Y uβ
∨
tuβ∨
1− Y uβ∨
 1
= t
− 1
2
wµ
∑
u∈Wµ
u
 ∏
β∨∈R∨
−
1− Y β
∨
tβ∨
1− Y β∨
 1
= t
− 1
2
wµWµ(t)1,
where the last equality is [NR03, Corollary 2.6(a)]. 
Definition 3.8. The symmetric Macdonald polynomial Pµ ∈ K[X ]
W0 indexed by µ ∈ (h∗Z)
+
is defined by
(3.2.1) Pµ1 =
1
t
−1/2
wµ Wµ(t)
10τ
∨
mµ1, where 10 =
∑
w∈W0
t−1/2w0w Tw.
See [M03, (5.5.7) and (5.7.10)].
The symmetric Macdonald polynomials {Pµ1 | µ ∈ (h
∗
Z)
+} is a basis for the W0-invariant
polynomials
K[X ]W01 = {f1 | wf1 = f1 for all w ∈ W0}.
Remark 3.9. The polynomial Pµ is normalized so that the coefficient ofX
µ in the monomial
expansion of Pµ is 1. The normalization chosen here is different from that in [RY10].
The following result provides an expression for 10 in terms of intertwining operators. From
this, Pµ can be expressed as a linear combination of Eν for ν ∈ W0µ.
Proposition 3.10. [M94, p. 203]. Also see [M03, (5.7.8)] and [C95b, (4.13)].
Recall L(v, w) = {a∨ ∈ S∨+ | Ha∨ separates vA and wA}.
(a) The symmetrizing operator is
10 =
∑
w∈W0
τ∨w
 ∏
a∨∈L(w−1,w0)
t
1/2
a∨
(
1− t−1a∨Y
−a∨
1− Y −a∨
) ,
(b) For µ ∈ (h∗Z)
+,
Pµ =
∑
v∈Wµ
∏
a∨∈m−1µ L(v−1,v
−1
µ )
t
1/2
a∨
1− qsh(−a
∨)tht(−a
∨)t−1a∨
1− qsh(−a∨)tht(−a∨)
Evµ.
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Proof. (a) Since 10 =
∑
w∈W0
t
−1/2
w0w Tw, then 10 can be written in the form
∑
w∈W0
τ∨wbw,
where each bw is a rational function in Y . The coefficient of Tw0 in 10 is 1, hence bw0 = 1.
The other bw can be computed by induction on the length of w, comparing coefficients in∑
w∈W0
τ∨wbwt
1/2
i = 10t
1/2
i = 10Ti =
∑
w∈W0
τ∨wbwTi =
∑
w∈W0
τ∨wbw
(
τ∨i −
t
−1/2
i − t
1/2
i
1− Y −α
∨
i
)
,
using 10Ti = 10t
1/2
i for i = 1, . . . , n from [M03, (5.5.9)].
(b) Each element w in W0 has a unique factorization of the form w = vu where v ∈ W
µ
and u ∈ Wµ, so following (a),
10 =
∑
w∈W0
τ∨wb(w−1,w−10 ) =
(∑
v∈Wµ
τ∨v b(v−1,v−1µ )
)∑
u∈Wµ
τ∨u b(u−1,w−1µ )
 ,
where
(3.2.2) b(v,w) =
∏
a∨∈L(v,w)
t
1/2
a∨
1− t−1a∨Y
−a∨
1− Y −a∨
.
Applying 10 to τ
∨
mµ1, and using the fact that Tuf1 = t
1/2
u f1 if u(f1) = f1, then
10τ
∨
mµ1 =
(∑
v∈Wµ
τ∨v b(v−1,v−1µ )
)∑
u∈Wµ
t−1/2wµu Tu
 τ∨mµ1 = t−1/2wµ Wµ(t)
(∑
v∈Wµ
τ∨v b(v−1,v−1µ )τ
∨
mµ
)
1
= t−1/2wµ Wµ(t)
∑
v∈Wµ
 ∏
a∨∈m−1µ L(v−1,v
−1
µ )
t
1/2
a∨
1− qsh(−a
∨)tht(−a
∨)t−1a∨
1− qsh(−a∨)tht(−a∨)
Evµ1.
Observe that m−1µ v
−1
µ = (vµmµ)
−1 = x−w0µ. 
The following calculation shows that if the weights µ and ν lie in the same W0-orbit, then
10τ
∨
mµ1 and 10τ
∨
mν1 differ by a scalar multiple.
Proposition 3.11. Let µ ∈ (h∗Z)
+ and v ∈ W µ with vmµ > mµ. Then
10τ
∨
v τ
∨
mµ1 =
 ∏
a∨∈L(m−1µ ,m
−1
µ v−1)
t
− 1
2
a∨
1− qsh(−a
∨)tht(−a
∨)ta∨
1− qsh(−a∨)tht(−a∨)
 10τ∨mµ1,
where L(v, w) = {a∨ ∈ S∨+ | Ha∨ separates v and w}.
Proof. By [M03, (5.5.9)], 10Ti = 10t
1
2
i for i = 1, . . . , n, so
10τ
∨
i τ
∨
w1 = 10
(
t
1
2
i +
t
− 1
2
i − t
1
2
i
1− Y −α
∨
i
)
τ∨w1 = 10τ
∨
w
(
t
1
2
i +
t
− 1
2
i − t
1
2
i
1− qsh(−w
−1α∨i )tht(−w
−1α∨i )
)
1.
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Let v = si1 · · · sir ∈ W
µ be a reduced expression, so that 10τ
∨
v τ
∨
mµ1 = 10τ
∨
i1
· · · τ∨irτ
∨
mµ1.
Starting with τ∨i1 , commuting each τ
∨
ij
from left to right gives
10τ
∨
v τ
∨
mµ1 = 10τ
∨
mµ
r∏
j=1
t 12ij + t−
1
2
ij
− t
1
2
ij
1− Y
−m−1µ sir ···sij+1α
∨
ij
 1
= 10τ
∨
mµ
∏
a∨∈L(m−1µ ,m
−1
µ v−1)
(
t
1
2
a∨ +
t
− 1
2
a∨ − t
1
2
a∨
1− qsh(−a∨)tht(−a∨)
)
1.

See Remark 4.3 for an alternate formulation of this statement.
4. Multiplication formulas
In this section, all alcove walks under consideration are contained in the closure C of the
dominant chamber.
4.1. Littlewood-Richardson formulas. Various multiplication formulas for Macdonald
polynomials can be obtained by applying Theorem 3.4 to 1.
Corollary 4.1. Let µ, λ ∈ h∗Z, and fix a reduced expression x
µ = s∨ir · · · s
∨
i1(π
∨
j )
−1. Then
XµEλ =
∑
h∈ΓC( ~x−µ,m−1λ )
(−1)φ−(h)ghnhE̟(h),
where the sum is over the set of alcove walks of type ~x−µ = (π∨j , i1, . . . , ir) beginning in m
−1
λ
and contained in C,
gh =
 ∏
k∈φo(h)
t
ǫk/2
ik
 ∏
k∈φaff (h)
t
−1/2
ik
− t
1/2
ik
1− qsh(−h
∨
k )tht(−h
∨
k )
 ∏
k∈ψaff (h)
qsh(−h
∨
k )tht(−h
∨
k )
 ,
nh =
∏
k∈ξ−(h)
1− qsh(−h
∨
k )tht(−h
∨
k )t−1ik
1− qsh(−h
∨
k )tht(−h
∨
k )
1− qsh(−h
∨
k )tht(−h
∨
k )tik
1− qsh(−h
∨
k )tht(−h
∨
k )
,
h∨k indexes the kth active hyperplane of h, and ǫ1, . . . , ǫr are as defined in (2.3.4).
Proof. Apply Theorem 3.4 to 1 with z = xµ, w = mλ , and the proof is the same as for
Corollary 3.5. 
Next, we examine multiplication involving symmetric Macdonald polynomials. The fol-
lowing notation will be used throughout the rest of this section.
For µ ∈ h∗Z, λ ∈ (h
∗
Z)
+, fix a reduced expression for the minimal length representative
mµ = s
∨
ir · · · s
∨
i1
(π∨j )
−1 of the coset xµW0. For v ∈ W
λ, let ΓC2
(
~m−1µ , (vmλ)
−1
)
denote the set
of alcove walks satisfying the following properties:
(1) has type ~m−1µ = (π
∨
j , i1, . . . , ir),
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(2) begins in (vmλ)
−1,
(3) is contained in C,
(4) each fold is coloured either black or grey.
Given h ∈ ΓC2, let
p(h) be the walk obtained by straightening all grey folds of h,
and translated so that it ends in 1,
(4.1.1)
ǫk(h) =
{
+1 if the kth step of p(h) is positive,
−1 if the kth step of p(h) is negative.
(4.1.2)
See Example 4.7 for an illustration.
Theorem 4.2. Let µ ∈ h∗Z, λ ∈ (h
∗
Z)
+, and fix a reduced expression for the minimal length
representative mµ = s
∨
ir · · · s
∨
i1(π
∨
j )
−1 of the coset xµW0. Then
EµPλ =
∑
v∈Wλ
∑
h∈ΓC2(~m
−1
µ ,(vmλ)−1)
(
(−1)|φ
−
grey(h)|bh
r∏
k=1
ck(h)
)
E̟(h),
where |φ−grey(h)| is the number negative grey folds of h,
(4.1.3) bh =
∏
a∨∈L(b(h),x−w0λ)
t
1/2
a∨
1− qsh(−a
∨)tht(−a
∨)t−1a∨
1− qsh(−a∨)tht(−a∨)
, b(h) is where h begins,
and the coefficient ck(h) arising from the kth step of h is
(4.1.4)
1, for a positive crossing,
1− qsh(−h
∨
k )tht(−h
∨
k )t−1ik
1− qsh(−h
∨
k )tht(−h
∨
k )
1− qsh(−h
∨
k )tht(−h
∨
k )tik
1− qsh(−h
∨
k )tht(−h
∨
k )
, for a negative crossing,
t
ǫk/2
ik
,
for a grey fold
touching a wall of C,
(t
−1/2
ik
− t
1/2
ik
)(qsh(−h
∨
k )tht(−h
∨
k ))
1
2
(1−ǫk(h))
1− qsh(−h
∨
k )tht(−h
∨
k )
,
for a negative grey fold
touching an affine hyperplane,
(t
−1/2
ik
− t
1/2
ik
)(qsh(−h
∨
k )tht(−h
∨
k ))
1
2
(1+ǫk(h))
1− qsh(−h
∨
k )tht(−h
∨
k )
,
for a positive grey fold
touching an affine hyperplane,
t
−1/2
b∨k
− t
1/2
b∨k
1− qsh(−b
∨
k )tht(−b
∨
k )
,
for a black fold such that the
kth step of p(h) is positive,
(t
−1/2
b∨k
− t
1/2
b∨k
)(qsh(−b
∨
k )tht(−b
∨
k ))
1− qsh(−b
∨
k )tht(−b
∨
k )
,
for a black fold such that the
kth step of p(h) is negative,
̟(h), h∨k , ǫk(h) are respectively defined in (3.1.7), (2.4.2), (4.1.2), and b
∨
k = s
∨
i1s
∨
i2 · · · s
∨
ik−1
α∨ik .
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Proof. The idea is to expand Eµ in terms of monomials X
ν (Theorem 3.3), and then ex-
pand XνPλ in terms of nonsymmetric Macdonald polynomials (Proposition 3.10 and Corol-
lary 4.1).
Since
Eµ =
∑
p∈Γ(~mµ)
fpt
1/2
d(p)X
wt(p), where fp =
∏
k∈φ(p)
t
−1/2
b∨k
− t
1/2
b∨k
1− qsh(−b
∨
k )tht(−b
∨
k )
∏
k∈φ−(p)
qsh(−b
∨
k )tht(−b
∨
k ),
with notation from Theorem 3.3. Then
Eµ10τ
∨
mλ
1 =
 ∑
p∈Γ(~mµ)
fpX
wt(p)T
1/2
d(p)
10τ∨mλ1 = ∑
p∈Γ(~mµ)
fpX
e(p)10τ
∨
mλ
1
= t−1/2wλ Wλ(t)
∑
v∈Wλ
b((vmλ)−1,x−w0λ)
∑
p∈Γ(~mµ)
fpX
e(p)τ∨vmλ1,
where b((vmλ)−1,x−w0λ) =
∏
a∨∈m−1λ L(v
−1,v−1λ )
t
1/2
a∨
1− qsh(−a
∨)tht(−a
∨)t−1a∨
1− qsh(−a∨)tht(−a∨)
, as in Proposition 3.10.
The next step is to express Xe(p)τ∨vmλ1 in terms of nonsymmetric Macdonald polynomials.
The way this is achieved in Corollary 4.1 is to interpret Xe(p) as a minimal length walk
(without any folds) of type e(p)−1 and beginning in the alcove (vmλ)
−1, then the terms in
the expansion of Xe(p)τ∨vmλ1 are generated by folding this walk in all possible ways (and only
keeping those which are contained in the dominant chamber).
Instead, we interpret fpX
e(p) as a walk (possibly having folds) of typem−1µ and beginning in
(vmλ)
−1. Then the terms in the expansion of fpX
e(p)τ∨vmλ1 in the nonsymmetric Macdonald
polynomial basis are generated by folding this walk in all possible ways (and keeping those
contained in the dominant chamber). These newly introduced folds contribute coefficients
which are different from those coming from the folds of the seminal walk, so we keep track
of the new folds by colouring them grey. What remains to be done is to unify the previous
concepts of various kinds of crossings and foldings from Theorem 3.3 and Corollary 4.1.
That is,
fpX
e(p)τ∨vmλ1 = fp(h)
∑
h
(−1)|φ
−
grey(h)|ghnhE̟(h)1
where the sum is over all alcove walks of type ~m−1µ beginning in (vmλ)
−1, which are contained
in C, such that the kth step is a black fold if and only if the kth step of p(h) is a fold
(see (4.1.1)), and all other folds are grey. Here, the coefficient gh involves grey folds only
(see Corollary 4.1), and
fp(h) =
∏
k∈φ(p(h))
t
−1/2
b∨k
− t
1/2
b∨k
1− qsh(−b
∨
k )tht(−b
∨
k )
∏
k∈φ−(p(h))
qsh(−b
∨
k )tht(−b
∨
k ), for b∨k = s
∨
i1
· · · s∨ik−1α
∨
ik
.
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Thus,
EµPλ1 =
∑
v∈Wλ
∑
p∈Γ(~mµ)
b((vmλ)−1,x−w0λ)fpX
e(p)τ∨vmλ1,
=
∑
v∈Wλ
∑
h∈ΓC2(~m
−1
µ ,(vmλ)−1)
(
(−1)|φ
−
grey(h)|bh
r∑
k=1
ck(h)
)
E̟(h)1.
The steps of h may be a crossing, a grey fold, or a black fold, and depending on the step,
the coefficient ck(h) contributed by the kth step of h is summarized in table (4.1.4). 
The next result expresses the product of two symmetric Macdonald polynomials in terms of
symmetric Macdonald polynomials. For the purposes of simplifying the notation, we assume
for the remainder of this section that the walls of C are labeled by the negative coroots
{−α∨1 , . . . ,−α
∨
n} instead of the usual positive coroots. The labeling of the affine hyperplanes
remain unchanged from before; they are labeled by positive affine coroots {−α∨ + jd | α∨ ∈
R∨+, j ∈ Z≥1}.
Remark 4.3. It is now useful to phrase Proposition 3.11 another way. Given µ ∈ (h∗Z)
+,
10τ
∨
mµ1 =
(
t
− 1
2
wµWµ(t)
)
Pµ1 =
 ∏
α∨∈L(m−1µ ,m
−1
µ w
−1
µ )
t
− 1
2
α∨
1− qsh(−α
∨)tht(−α
∨)tα∨
1− qsh(−α∨)tht(−α∨)
Pµ1,
(this is where we use the convention that the walls of C are labeled by negative coroots rather
than positive coroots), then for z ∈ W µ,
(4.1.5) 10τ
∨
z τ
∨
mµ1 =
 ∏
a∨∈L(m−1µ w
−1
µ ,m
−1
µ z−1)
t
− 1
2
a∨
1− qsh(−a
∨)tht(−a
∨)ta∨
1− qsh(−a∨)tht(−a∨)
Pµ1.
Observe that m−1µ w
−1
µ = (vµx
−µ)w−1µ = x
−w0µw0.
Theorem 4.4. Let µ, λ ∈ (h∗Z)
+, and fix a reduced expression for the minimal length rep-
resentative mµ = s
∨
ir · · · s
∨
i1
(π∨j )
−1 of the coset xµW0. With the same notation from Theo-
rem 4.2, then
PµPλ =
1
t
−1/2
wµ Wµ(t)
∑
v∈Wλ
∑
h∈ΓC2(~m
−1
µ ,(vmλ)−1)
(
(−1)φ
−
grey(h)bheh
r∏
k=1
ck(h)
)
P−w0wt(h),
where
(4.1.6) eh =
∏
a∨∈L(xwt(h)w0,e(h))
t
− 1
2
a∨
1− qsh(−a
∨)tht(−a
∨)ta∨
1− qsh(−a∨)tht(−a∨)
, e(h) is where h ends.
Proof. Since t
− 1
2
wµWµ(t)Pµ10 = 10Eµ10, then the result can obtained by applying the operator
10 to both sides of the equation in Theorem 4.2.
The weight ̟(h) defined by e(h)−1 = m̟(h) is not necessarily dominant, so 10E̟(h)1 is a
certain scalar multiple of a symmetric Macdonald polynomial. To find this scalar, let z ∈ W0
be of minimal length such that z̟(h)+ = ̟(h). Note that m
−1
̟(h)+
= m−w0̟(h)+ , as ̟(h)+
21
is a dominant weight. Moreover, m−w0̟(h)+ is the minimal length representative of the coset
xwt(h)W0, because the endpoint e(h) is in that coset by definition, therefore
wt(h) = −w0̟(h)+.
Hence remark 4.3 gives
10E̟(h)1 = 10τ
∨
z τ
∨
m̟(h)+
1 =
 ∏
a∨∈L(xwt(h)w0,e(h))
t
− 1
2
a∨
1− qsh(−a
∨)tht(−a
∨)ta∨
1− qsh(−a∨)tht(−a∨)
P−w0wt(h)1,
since e(h) = m−1̟(h) = m
−1
̟(h)+
z−1. and
PµPλ1 =
1
t
− 1
2
wµWµ(t)
10EµPλ1 =
1
t
− 1
2
wµWµ(t)
∑
v∈Wλ
∑
h∈ΓC2(~m
−1
µ ,(vmλ)−1)
ah(q, t)ehP−w0wt(h)1,
where ah(q, t) =
(
(−1)φ
−
grey(h)bh
∏r
k=1 ck(h)
)
. 
Remark 4.5. Theorem 3.3 gives the expansion of Eµ in terms of monomials, so in theory,
the product of nonsymmetric Macdonald polynomials may be computed as a sum over pairs
of paths. That is, since
Eµ =
∑
p∈Γ(~mµ)
fpt
1
2
d(p)X
wt(p), where fp =
∏
k∈φ(p)
t
− 1
2
b∨k
− t
1
2
b∨k
1− qsh(−b
∨
k )tht(−b
∨
k )
∏
k∈φ−(p)
qsh(−b
∨
k )tht(−b
∨
k ),
then
EµEλ1 = Eµτ
∨
mλ
1 =
∑
p∈Γ(~mµ)
fpt
1
2
d(p)X
wt(p)τ∨mλ1
=
∑
p∈Γ(~mµ)
fpt
1
2
d(p)
∑
h∈Γ(~x−wt(p),m−1λ )
(−1)φ−(h)ghnhE̟(h)1,
with the same notations from Theorem 3.3 and Corollary 4.1.
Remark 4.6.
(1) Using interpolation Macdonald polynomials, Baratta obtained type A Pieri-type for-
mulas [B09, Proposition 8, 10] for the expansion ofEµ(q, t)Pω1(0, 0) and Eµ(q, t)Pωn(0, 0)
in terms of nonsymmetric Macdonald polynomials. Also see [La08].
(2) Haglund, Luoto, Mason, and van Willigenburg considered the type A case at q = t =
0, when Pλ(0, 0) is a Schur polynomial and Eλ(0, 0) is a Demazure character, and
obtained a formula for the expansion of Eµ(0, 0)Pλ(0, 0) in terms of Eµ(0, 0) with
positive coefficients [HLMvW09, Theorem 6.1]. The coefficients
∑
h:̟(h)=γ ah(0, 0)
count certain fillings of skew tableau-like diagrams called skyline diagrams.
(3) Recently, a generalized Macdonald operator was introduced by van Diejen and Em-
siz [vDE10], who used it to obtain Pieri formulas for Macondald polynomials of
arbitrary type, and also a Littlewood-Richardson formula for ‘small weights’.
Example 4.7. See section 5 for more details on the alcove picture of type sl2.
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The following walks h1 and h2 ∈ Γ
C
2(~m
−1
−8ω, (s1m2ω)
−1) are used in the expansion of
E−8ωP2ω in terms of nonsymmetric Macdonald polynomials. Each is of type ~m
−1
−8ω =
(0, 1, 0, 1, 0, 1, 0, 1) and begins in (s1m2ω)
−1 = x2ω.
•
Hα∨ H−α∨+2d H−α∨+4d H−α∨+6d H−α∨+8d
......................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
+−
1 x2ω
h1 :
....................................... ....................
......................................
..................... ...................................... ...................................... ...................................... ....................
....................................................... ...
The endpoint is in e(h1) = s
∨
0 s1s
∨
0 s1s
∨
0 = m
−1
6ω , so ̟(h1) = 6ω.
•
Hα∨ H−α∨+2d H−α∨+4d H−α∨+6d H−α∨+8d
......................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
..........................................
..........
..............................................
..........
..............................................
..........
..............................................
..........
..............................................
..........
..............................................
..........
..............................................
..........
..............................................
..........
..............................................
..........
..............................................
..........
+−
1 x2ω
h2:
....................................... .................
......................................
..................... .................
.................. ...................................... ...................................... ....................
..................... .................
......................
The endpoint is in e(h2) = s
∨
0 = m
−1
2ω , so ̟(h2) = 2ω. Notice that h2 is obtained from h1
by folding the fourth and eighth steps; these are indicated in grey.
Since h2 is generated from h1, then p = p(h1) = p(h2) defined in (4.1.1), is
•
Hα∨ H−α∨+2d H−α∨+4d H−α∨+6d H−α∨+8d
......................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
+−
1 x4ωs1
p : ................................... ......................................... ......................................................................... ........................................................................... ......................................... ......................................
and the crossing steps give (ǫ1, ǫ4, ǫ5, ǫ6, ǫ8) = (−1,−1,−1,−1,+1).
For k = 1, . . . , 8, the coroots b∨k = s
∨
i1
· · · s∨ik−1α
∨
ik
= −α∨ + kd is the sequence of labels of
hyperplanes crossed by the walk of type ~m−1−8ω beginning in 1:
•
Hα∨ H−α∨+2d H−α∨+4d H−α∨+6d H−α∨+8d
......................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
..........................................
..........
+−
1 x8ω
....................................... ...................................... ...................................... ...................................... ...................................... ...................................... ...................................... ......................................
Using Theorem 4.2, we compute the terms in the expansion of E−8ωP2ω arising from h1
and h2. Both walks begin in x
2ω, so b(b(hj ),x2ω) = 1 for j = 1, 2.
From h1,
c1 = 1, c2 =
t−
1
2 (1− t)
1− q2t
, c3 =
t−
1
2 (1− t)q3t
1− q3t
, c4 = 1,
c5 = 1, c6 = 1, c7 =
t−
1
2 (1− t)
1− q7t
, c8 =
1− q6
1− q6t
1− q6t2
1− q6t
,
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so h1 gives rise to the term
1− t
1− q2t
1− t
1− q3t
1− t
1− q7t
1− q6
1− q6t
1− q6t2
1− q6t
q3t−
1
2E6ω.
From h2,
c1 = 1, c2 =
t−
1
2 (1− t)
1− q2t
, c3 =
t−
1
2 (1− t)q3t
1− q3t
, c4 =
t−
1
2 (1− t)q4t
1− q4t
,
c5 =
1− q3
1− q3t
1− q3t2
1− q3t
, c6 =
1− q2
1− q2t
1− q2t2
1− q2t
, c7 =
t−
1
2 (1− t)
1− q7t
, c8 =
t
1
2 (1− t)
1− q2t
,
and h2 has two negative grey folds, so it gives rise to the term
(−1)2
1− t
1− q2t
1− t
1− q3t
1− t
1− q4t
1− q3
1− q3t
1− q3t2
1− q3t
1− q2
1− q2t
1− q2t2
1− q2t
1− t
1− q7t
1− t
1− q2t
q7t−
1
2E2ω.
⋄
4.2. Pieri formulas. This section concerns the special cases of Theorems 4.2 and 4.4 when
µ = ωj ∈ (h
∗
Z)
+ is a minuscule weight. Recall that xωj = mωjvωj . In this section, we
will use the notation vj = vωj . Also, in this case, the minimal length coset representative
mωj = π
∨
j ∈ Π
∨. So
Eωj1 = π
∨
j 1 = X
ωjTv−1j
1 = t
1
2
v−1j
Xωj1.
Moreover, the walks appearing in Theorems 4.2 and 4.4 have type (π∨j )
−1, which is a “change
in sheets”. Such walks do not have crossings or foldings, so the product formulas simplify
significantly. For λ ∈ (h∗Z)
+,
EωjPλ =
∑
v∈Wλ
∑
h∈Γ((π∨j )−1,(vmλ)−1)
b(b(h),x−w0λ)E̟(h),(4.2.1)
PωjPλ =
1
t
− 1
2
wωj
Wωj(t)
∑
v∈Wλ
∑
h∈Γ((π∨j )−1,(vmλ)−1)
b(b(h),x−w0λ)e(xwt(h)w0,e(h))P−w0wt(h),(4.2.2)
where each sum is over the set of alcove walks of type (π∨j )
−1 beginning in (vmλ)
−1 for
v ∈ W λ. Recall that the weight ̟(h) is defined by e(h)−1 = m̟(h), and
b(b(h),x−w0λ) =
∏
a∨∈L(b(h),x−w0λ)
t
1
2
a∨
1− qsh(−a
∨)tht(−a
∨)t−1a∨
1− qsh(−a∨)tht(−a∨)
,(4.2.3)
e(xwt(h)w0,e(h)) =
∏
a∨∈L(xwt(h)w0,e(h))
t
− 1
2
a∨
1− qsh(−a
∨)tht(−a
∨)ta∨
1− qsh(−a∨)tht(−a∨)
.(4.2.4)
Given a walk h beginning in b(h) = m−1λ v
−1, its endpoint is in e(h) = m−1λ v
−1(π∨j )
−1, so
m̟(h) = e(h)
−1 = π∨j vmλ means that ̟(h) = π
∨
j vλ = x
ωjv−1j vλ = v
−1
j vλ + ωj. Thus we
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may also write
EωjPλ =
∑
v∈Wλ
 ∏
a∨∈m−1λ L(v−1,v
−1
λ )
t
1
2
a∨
1− qsh(−a
∨)tht(−a
∨)t−1a∨
1− qsh(−a∨)tht(−a∨)
Ev−1j vλ+ωj .
4.3. Compression of the Pieri formula. Formula (4.2.2) is a sum over |W λ| walks, and
many of the walks have the same weight. By imposing a condition on the final direction of
the walks and modifying the coefficients appropriately, the formula can be compressed to
contain the minimal number of terms.
Corollary 4.8. Let ωj be a minuscule weight, and λ be a dominant weight. Then with the
same notation as (4.2.3) and (4.2.4),
PωjPλ =
∑
h∈Γ((π∨
j
)−1,(zmλ)
−1)
z∈Wλ, d(h)∈W
ωj
b(b(h),x−w0λ)e(xwt(h)w0,e(h)wωj )
P−w0wt(h),
where the sum is over the set of alcove walks of type (π∨j )
−1, beginning in m−1λ z
−1 for z ∈ W λ,
and has final direction d(h) ∈ W ωj .
Remark 4.9.
(1) The initial direction of h is defined by X−w0λTi(h). It follows from equation (4.3.2)
that the final direction condition d(h) ∈ W ωj is equivalent to the initial direction
condition i(h) ∈ W−w0ωj .
(2) Since the walks which are under consideration do not have folds, then the condition
that the walks begin in the alcoves m−1λ z
−1 for z ∈ W λ is enough to guarantee that
the walks are contained in the closure of the dominant chamber.
Proof. If a walk h begins in the alcove
(4.3.1) b(h) = m−1λ z
−1 = m−w0λz
−1 = x−w0λ
(
vλz
−1
)
,
for some z ∈ W λ, then h has initial direction i(h) = vλz
−1. And since h is a walk of type
(π∨j )
−1, then h ends in the alcove
(4.3.2) e(h) = b(h)(π∨j )
−1 = x−w0λi(h)(xωjv−1j )
−1 = x−w0λx−i(h)vjωj (i(h)vj) ,
so h has final direction d(h) = i(h)vj , and weight
(4.3.3) wt(h) = −w0
(
λ+ w−10 i(h)vjωj
)
= −w0
(
λ+ w−10 d(h)ωj
)
.
The weights of the walks h ∈ Γ((π∨j )
−1, (vmλ)
−1) are not distinct, since the stabilizer of
ωj is not trivial. The idea is to group together the walks with the same weight by factoring
i(h) = vw for v ∈ W−w0ωj and w ∈ W−w0ωj .
We make one more observation before proceeding with the calculation. Suppose h is a
walk beginning in an alcove x−w0λu, for some u ∈ W0, which is not contained in the dominant
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chamber, and that the hyperplane H−α∨k separates the alcove from the dominant chamber.
Notice that one of the factors of the coefficient
(4.3.4) b(b(h),x−w0λ) =
∏
a∨∈L(b(h),x−w0λ)
t
1
2
a∨
1− qsh(−a
∨)tht(−a
∨)t−1a∨
1− qsh(−a∨)tht(−a∨)
,
is t
1
2
k
1− tkt
−1
k
1− tk
= 0, so that b(b(h),x−w0λ) = 0 in this case. Therefore, although such walks
are not counted in equation (4.2.2), it will still make sense to include them in the following
calculation.
Consider the bijections
¯ : W−w0ωj → Wωj : w 7→ w¯ = v
−1
j wvj, and ¯ : W
−w0ωj →W ωj : v 7→ v¯ = vvj.
With this notation, then i(h) = vw if and only if d(h) = v¯w¯. By equations (4.3.1) and (4.3.2),
the walks h have the same weight only if
b(h) ∈ Bv =
{
x−w0λvw | w ∈ W−w0ωj
}
,
for a fixed v ∈ W−w0ωj , or equivalently, if
e(h) ∈ Ev¯ =
{
xwt(h)v¯w¯ | w¯ ∈ Wωj
}
,
for a fixed v¯ ∈ W ωj . Since b(x−w0λvw,x−w0λv) = b(xwt(h)v¯w¯,xwt(h)v¯), then∑
h:e(h)∈Ev¯
b(b(h),x−w0λ)e(xwt(h)w0,e(h))1
= b(x−w0λv,x−w0λ)e(xwt(h)w0,xwt(h)v¯wωj)
∑
w¯∈Wωj
b(xwt(h)v¯w¯,xwt(h)v¯)e(xwt(h)v¯wωj ,xwt(h)v¯w¯)
1
= b(x−w0λv,x−w0λ)e(xwt(h)w0,xwt(h)v¯wωj)
xwt(h)v¯ · ∑
w¯∈Wωj
b(w¯,1)e(wωj ,w¯)
 1
= b(x−w0λv,x−w0λ)e(xwt(h)w0,xwt(h)v¯wωj)
t
− 1
2
wωj
Wωj (t)1,
by Lemma 3.7. Therefore, we can restrict to walks which have final direction d(h) = v¯ ∈ W ωj ,
PωjPλ =
∑
h:d(h)∈Wωj
b(b(h),x−w0λ)e(xwt(h)w0,e(h)wωj)
P−w0wt(h).

4.4. Type A Pieri formulas and partitions. In the case of the type An root systems,
Macdonald gave Pieri formulas for symmetric Macdonald polynomials in terms of parti-
tions. This section is a brief sketch of the relation between the alcove walk combinatorics
in Corollary 4.8 and the partition combinatorics in Macdonald’s formula [M88, (6.24)(iv)],
reproduced below.
In the type An setting, the parameters t = t0 = · · · = tn are necessarily all equal. The
correspondence between partitions with at most n+ 1 parts and type An dominant weights
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is as follows:
column partitions (1j) ↔ minuscule weights ωj for j = 1, . . . , n,
column partition (1n+1) ↔ weight 0,
so
ej = s(1j ) = Pωj (q, t) is the jth elementary symmetric polynomial.
Viewing a partition κ as a collection of boxes justified to the top and the left, the arm-length
and leg-length of a box s in the ith row and jth column of κ are
aκ(s) = κi − j = number of boxes to the east of s,
lκ(s) = κ
′
j − i = number of boxes to the south of s.
If κ ⊇ λ, let Cκ−λ (respectively Rκ−λ) be the set of columns (respectively rows) of κ that
intersect the skew partition κ− λ.
Theorem 4.10. [M88, (6.24)(iv)]
PωjPλ =
∑
κ
 ∏
s∈Cκ−λ−Rκ−λ
1− qaλ(s)+1tlλ(s)
1− qaκ(s)+1tlκ(s)
1− qaκ(s)tlκ(s)+1
1− qaλ(s)tlλ(s)+1
Pκ,
where the sum is over the set of partitions κ with at most n + 1 parts, obtained from λ by
adding j boxes, with no two in the same row. 
To draw the connection between walks and partitions, we begin by considering Corol-
lary 4.8 with parameters ti = t:
Corollary 4.8.
PωjPλ
=
∑
h
 ∏
α∨∈L(i(h))
(
xλ ·
1− qsh(−α
∨)tht(−α
∨)−1
1− qsh(−α∨)tht(−α∨)
)(
xwt(h) ·
1− qsh(−α
∨)tht(−α
∨)+1
1− qsh(−α∨)tht(−α∨)
)Pwt(h),
where the sum is over the set of alcove walks of type π∨j , beginning in the alcoves x
λW ωj .
Proof. First, notice that L
(
b(h), x−w0λ
)
= x−w0λL (1, i(h)), while
L
(
xwt(h)w0, e(h)wωj
)
= L
(
xwt(h), e(h)wωjw
−1
0
)
= xwt(h)L
(
1, d(h)v−1j
)
= xwt(h)L (1, i(h)) ,
so the coefficients in Corollary 4.8 can be rewritten as
b(b(h),x−w0λ)e(xwt(h)w0,e(h)wωj )
1 =
∏
α∨∈L(1,i(h))
(
x−w0λ ·
1− Y −α
∨
t−1
1− Y −α∨
)(
xwt(h) ·
1− Y −α
∨
t
1− Y −α∨
)
1,
where x−w0λ = xwt(h)+d(h)ωj by (4.3.3).
Next, consider the action of the automorphism −w0 : h
∗
R → h
∗
R, which acts on the (type
An) lattice h
∗
Z by sending ωj 7→ ωn+1−j. Hence, this automorphism also acts on the set of
alcoves, with action given by
−w0(x
βwA) = x−w0βw−10 ww0A, for β ∈ h
∗
Z, w ∈ W0.
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Since λ is a dominant weight, then
(zmλ)
−1 = m−1λ z
−1 = m−w0λz
−1 = x−w0λv−1−w0λz
−1 = x−w0λ(zv−w0λ)
−1,
where zv−w0λ ∈ W
−w0ωj . The Pieri formula stated above is the result of applying −w0 to
the set of alcoves.
The last observation is, while it seems that the condition that walks must be contained
in the dominant chamber is dropped in this version of Corollary 4.8, in fact if the walk h
begins outside the the dominant chamber, then the coefficient bh = 0 for the same reason
as explained in (4.3.4). So the Pieri formula remains unchanged even if the set of walks on
which the sum runs over is expanded to include those which begin outside the dominant
chamber. 
In what follows, we fix λ ∈ (h∗Z)
+ to be a regular dominant weight, so that when viewed
as a partition, λ does not have equal parts. Also fix a minuscule weight ωj.
Let K be the lattice of partitions which are obtained from λ by adding j boxes with no
two in the same row. Given κ ∈ K, any box not contained in λ will be called an added
box. Since we assume that λ has no equal parts, K may be viewed as the set of j-subsets of
[n+ 1] = {1, . . . , n+ 1}, identifying κ with the subset {r1, . . . , rj} if the j boxes were added
in rows r1, . . . , rj of λ to obtain κ. The order in K is defined by the covering relation: κ
covers θ if and only if θ can be obtained from κ by moving one of the added boxes down
one row. Thus, the unique maximal element 1ˆ in K is λ with boxes added in rows 1 through
j, and the unique minimal element 0ˆ in K is λ with boxes added in rows (n + 1) − (j − 1)
through n+ 1.
Further, in the Hasse diagram representing the lattice K, if κ covers θ and a box was
moved from row i to row i+ 1, then the edge between κ and θ is labeled si.
Recall Γ(π∨j , x
λW ωj) is the set of alcove walks of type π∨j which begin in the alcoves x
λW ωj .
Lemma 4.11. Assume λ is a regular dominant weight, or equivalently, a partition with no
equal parts. There is a bijection
K ←→ Γ
(
π∨j , x
λW ωj
)
κ ↔ hκ
such that
(1) hκ is the walk with wt(hκ) = κ,
(2) if a shortest path from κ to 1ˆ in K traverses the sequence of edges si1 , . . . , siℓ, then
i(h) = si1 · · · siℓ.
(3) Moreover, for each pair κ↔ hκ, there is a bijection
Cκ−λ − Rκ−λ ←→ L(i(hκ))
✷α∨ ↔ α
∨
satisfying
lκ(✷α∨) = ht(−x
κα∨), and aκ(✷α∨) = sh(−x
κα∨).
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Proof. (1) Since λ is a regular weight, then no matter which j rows we choose to add boxes,
the resulting shape corresponds to a partition, hence the lattice K has
(
n+1
j
)
elements. In
the type An root system, W0 = Sn+1 and Wωj
∼= Sj ×Sn+1−j, thus |W
ωj | = (n+1)!/j!(n+
1− j)! =
(
n+1
j
)
. So the sets in question have the same cardinality. To each partition κ ∈ K,
we assign the walk hκ such that wt(hκ) = κ.
(2) For i = 1, . . . , n + 1, adding a box in row i of the partition λ yields the composition
corresponding to the weight λ+ωi−ωi−1, where we use the notation ω0 = ωn+1 = 0. Hence,
adding a box in rows 1 through i of λ yields the partition λ+ ωi.
If κ is the partition obtained from λ by adding j boxes in rows r1, . . . , rj (assuming
r1 < r2 < · · · < rj), then κ = λ +
∑j
i=1(ωri − ωri−1). Observe that 1ˆ = λ + ωj, while
0ˆ = λ + vjωj. A minimal path in K from 1ˆ to κ can be constructed as follows: begin by
traveling along the edges sj , sj+1, . . . , srj−2, srj−1 to reach the partition in which the last box
in row j of 1ˆ has been moved to row rj , then travel along the edges sj−1, sj, . . . , srj−1−1 to
reach the partition in which the last box in row j − 1 of the previous partition has been
moved to row rj−1, and so on, and end by traveling along the edges s1, s2, . . . , sr1−1 to reach
the partition κ.
Inverting these j sequences of edges gives a path from κ to 1ˆ. Let
σk = srk−1srk−2 · · · sk+1sk, for k = 1, . . . , j, and let σ = σ1σ2 · · ·σj .
Then λ+ i(h)ωj = wt(hκ) = κ = λ+ σωj. Since this is a path of minimal length in K, then
the above factorization is a reduced expression for i(h) = σ ∈ W ωj .
(3) By equation (2.2.1),
L(i(hκ)) =
{
α∨r1−1, (sr1−1α
∨
r1−2
), . . . , (sr1−1sr1−2 · · · s2α
∨
1 ),
(σ1α
∨
r2−1), (σ1sr2−1α
∨
r2−2), . . . , (σ1sr2−1sr2−2 · · · s3α
∨
2 ),
...
(σ1 · · ·σj−1α
∨
rj−1
), . . . , (σ1 · · ·σj−1srj−1srj−2 · · · sj+1α
∨
j )
}
.
In contrast, Cκ−λ −Rκ−λ is the set of boxes in κ which are in columns containing an added
box, and in rows not containing an added box. For example, when κ = 1ˆ, Cκ−λ−Rκ−λ = ∅.
Consider the box that was added to λ in row rk (and column ck). Column ck contains
(rk − 1)− (k − 1) boxes which are in Cκ−λ − Rκ−λ. Altogether,
|Cκ−λ − Rκ−λ| =
j∑
k=1
(rk − k) =
j∑
k=1
ℓ(σk) = ℓ(σ) = ℓ(i(hκ)) = |L(i(hκ))|,
noting that column ck of κ has ℓ(σk) boxes. Thus, define the correspondence Cκ−λ−Rκ−λ ↔
L(i(hκ)) as follows: to the boxes in column ck which belong to Cκ−λ−Rκ−λ, assign in order
from bottom to top, the coroots
(σ1 · · ·σk−1α
∨
rk−1
), (σ1 · · ·σk−1srk−1α
∨
rk−2
), . . . , (σ1 · · ·σk−1srk−1srk−2 · · · sk+1α
∨
k ).
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Using this particular choice of factorization for i(hκ), and noting that in the type An root
system
siα
∨
k =

α∨k + α
∨
i , if i = k ± 1,
−α∨k , if i = k,
α∨k , otherwise,
we see that if the coroot
γ∨ = (σ1 · · ·σk−1) (srk−1srk−2 · · · srk−m+1)α
∨
rk−m
is the one which corresponds to the box ✷γ∨ in column ck and row t of κ under the above
bijection, then
γ∨ = α∨rk−1 + α
∨
rk−2
+ · · ·+ α∨rk−m + · · ·+ α
∨
t+1 + α
∨
t .
Hence it follows that
ht(−xκγ∨) = ht(γ∨) = rk − t = lκ(✷γ∨),
sh(−xκγ∨) = 〈κ, γ∨〉 =
n∑
i=1
di 〈ωi, γ
∨〉 = aκ(✷γ∨),
where di in κ =
∑n
i=1 diωi is the number of columns in κ with height i. 
Under the assumption that λ has no equal parts, then aκ(s) = aλ(s) and lκ(s) = lλ(s) +
1, for all κ ∈ K. On the other hand, ht(−xλα∨) = ht(α∨) = ht(−xwt(h)α∨). Also,
sh(−xwt(h)α∨) = 〈wt(h), α∨〉 = 〈λ + i(h)−1ωj, α
∨〉 = sh(−xλα∨) + 〈ωj, i(h)α
∨〉 for all α∨ ∈
L(i(h)), and since i(h)−1α∨ is of the form sjsiℓ−1 · · · siℓ−m+1α
∨
iℓ−m
, then 〈ωj, i(h)α
∨〉 = −1,
and so sh(−xwt(h)α∨) = sh(−xλα∨)− 1.
It is now clear that Theorem 4.10 and Corollary 4.8 are identical, in the case that λ is a
regular dominant weight (a partition with no equal parts).
Remark 4.12.
(1) In the case when λ is not a regular dominant weight (a partition having equal parts),
then |L(i(h))| ≥ Cκ−λ − Rκ−λ, and there are many canceling pairs of factors in
the alcove walk formula which do not appear in the tableau formula. Note that
aκ(s) = aλ(s), but lκ(s) ≥ lλ(s) + 1 in this case.
(2) The Pieri case involving multiplication with Pjω1, where Pjω1(q, q) = s(j) = hj is the
jth complete symmetric polynomial, is more involved, and is likely related to the
compression phenomenon discussed in [Le].
4.5. Hall-Littlewood polynomials. The Hall-Littlewood polynomials Pµ(t) = Pµ(0, t) are
the symmetric Macdonald polynomials under the specialization of the parameter q = 0. In
this section, we assume all parameters ti = t for i = 0, . . . , n.
Combinatorial formulas for Hall-Littlewood polynomials were given in [Sc06, Theorem
1.1], and a Pieri formula was given in [M88, p. 217]. We restate the alcove walk formula
[R06, Theorem 4.9] for the Littlewood-Richardson rule for Pλ(t) in the notation of this paper.
Recall that the final direction d(h) is defined by Xe(h) = Xwt(h)Td(h), and the initial direction
i(h) is defined by Xb(h) = XλTi(h). Let f(h) be the number of folds in h, and f0(h) be the
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number of folds in h touching a wall of C. A positively folded walk is a walk with no negative
folds.
Theorem 4.13. [R06, Theorem 4.9]. Also see [Sc06, Theorem 1.3].
Let µ, λ ∈ (h∗Z)
+, and fix a reduced expression for xµ. Then
Pµ(t)Pλ(t) =
∑
v∈Wµ
∑
h∈ΓC−ρ+ (~xµ,xλv)
t
1
2
(ℓ(i(h))+ℓ(d(h))−f(h))(1− t)f(h)−f0(h)Pwt(h)(t),
where the sum is over all positively folded alcove walks of type ~xµ beginning in xλv for v ∈ W µ,
contained in the shifted dominant chamber C− ρ. 
As a corollary to Theorem 4.4, we derive a different version of the above result. The main
differences are that the walks under consideration are of type ~mµ instead of ~x
µ, and the
walks are contained in C instead of C shifted by −ρ.
Corollary 4.14. Let µ, λ ∈ (h∗Z)
+, and fix a reduced expression for mµ. Then
Pµ(t)Pλ(t) = t
− 1
2
ℓ(vµ)
∑
v∈Wλ
∑
h∈ΓC+(~mµ,xλv−1)
t
1
2
(ℓ(i(h))+ℓ(d(h))−f(h))(1−t)f(h)−f0(h)
Wwt(h)(t)
Wµ(t)
Pwt(h)(t),
where the sum is over all positively folded alcove walks of type ~mµ beginning in x
λv−1 for
v ∈ W λ, contained in C.
Proof. Keeping the notation from Theorem 4.4, let
ah(q, t) = (−1)
φ−grey(h)bheh
r∏
k=1
ck(h).
The first step is to show that the walks h ∈ ΓC2(~m
−1
µ , (vmλ)
−1) for which ah(0, t) 6= 0 are
precisely those whose folds must be positive and grey. In this section, these are referred to
as the ‘grey positively folded walks’.
The monomial expansion of Eµ is a sum over the set of walks Γ(~mµ). There is a unique
walk l ∈ Γ(~mµ) without folds, and since µ is a dominant weight, then every step of l is a
positive crossing because l is contained in the dominant chamber. The walks in Γ(~mµ) are
generated by folding l in all possible ways, so if a walk p ∈ Γ(~mµ) has a fold, then it has at
least one negative fold. At q = 0, Theorem 3.3 gives
Eµ(0, t) = t
1
2
v−1µ
Xµ, if µ is dominant.
In other words, if h ∈ ΓC2(~m
−1
µ , (vmλ)
−1) has a black fold, then p(h) has at least one negative
black fold, so the last row of (4.1.4) gives ah(0, t) = 0 in this case. Thus, any walk with a
black fold does not contribute to the expansion of Pµ(t)Pλ(t) in the basis of Hall-Littlewood
polynomials.
Another way to put this is if h survives setting q = 0, then p(h) is the unfolded walk
of type ~m−1µ ending in 1. Accordingly, ǫk(h) = −1 for k = 1, . . . , r, since µ is a dominant
weight. Using this observation, if h has a negative grey fold (so the fold must be against an
affine wall), then the fourth row of (4.1.4) gives ah(0, t) = 0 in this case.
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Since the walks now under consideration do not have negative grey folds, then the expan-
sion of the product of Hall-Littlewood polynomials does not involve negative signs. Moreover,
every fold is grey, so we may forget the colour of the folds for the remainder of this section.
The remaining coefficients in Theorem 4.4 simplify:
bh = t
1
2
(ℓ(x−w0λ)−ℓ(b(h))) = t
1
2
ℓ(i(h)),
eh = t
− 1
2
(ℓ(e(h))−ℓ(mwt(h))) = t
1
2
(ℓ(d(h))−ℓ(vwt(h))),
ck(h) =
{
t−1/2, for (grey) folds touching a wall of C,
t−1/2(1− t), for (grey) folds touching an affine hyperplane.
= t−
1
2
f(h)(1− t)f(h)−f0(h).
One last observation to make is that the action of the automorphism −w0 : h
∗
R → h
∗
R acts
on the lattice h∗Z by permuting ω1, . . . , ωn, so −w0 acts on the set of alcoves, given by
−w0(x
βwA) = x−w0βw−10 ww0A, for β ∈ h
∗
Z, w ∈ W0.
Since λ is a dominant weight, then
(vmλ)
−1 = m−1λ v
−1 = m−w0λv
−1 = x−w0λv−1−w0λv
−1 = x−w0λvλv
−1.
Therefore, if h is a walk of type ~m−1µ = ~m−w0µ beginning in (vmλ)
−1, then −w0(h) is a walk
of type ~mµ beginning in x
λw−10 vλv
−1w0. Moreover, {vλv
−1 | v ∈ W λ} = {y−1 | y ∈ W−w0λ},
so {w0vλv
−1w−10 | v ∈ W
λ} = {v−1 | v ∈ W λ}.
Putting all the observations together,
Pµ(t)Pλ(t) =
∑
v∈Wλ
∑
h∈ΓC+(~mµ,xλv−1)
t
1
2
(i(h)+d(h)−f(h))(1− t)f(h)−f0(h)
t
− 1
2
vwt(h)t
− 1
2
wwt(h)Wwt(h)(t)
t
− 1
2
wµWµ(t)
Pwt(h)(t),
where the sum is over the set of positively folded walks of type ~mµ, beginning in x
λv−1 for
v ∈ W λ, which are contained in C.
To finish, note that t
− 1
2
vwt(h)t
− 1
2
wwt(h)t
1
2
wµ = t
− 1
2
w0 t
1
2
wµ = t
− 1
2
vµ . 
Example 4.15. See section 5 for more details on the alcove picture of type sl3.
Let ϕ = ω1 + ω2. Using either Theorem 4.13 or Corollary 4.14,
Pϕ(t)
2 = P2ϕ(t) + (1 + t)P3ω1(t) + (1 + t)P3ω2(t)
+ (2 + t(1− t))Pϕ(t) + (1 + 2t+ 2t
2 + t3)P0(t).
We remark that 16 walks were used in the first formula, and seven walks were used in the
second formula. ⋄
5. Mainly Lots of Examples
5.1. Type sl2. The root datum is
h∗Z = Zω, R = {±α}, hZ = Zω
∨, R∨ = {±α∨},
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with α = 2ω and α∨ = 2ω∨.
Let s∨0 = x
αs∨1 and π
∨ = xωs∨1 . The extended affine Weyl group W
∨ is generated by
s∨1 , s
∨
0 , π
∨, subject to the relations
(5.1.1) (π∨)2 = 1, π∨s∨0 = s
∨
1π
∨, (s∨i )
2 = 1, for i = 0, 1.
Alternatively,
(5.1.2) W∨ = {xkωw | k ∈ Z, w ∈ {1, s∨1}}.
The following is the alcove picture for the extended affine Weyl group W∨, showing the
correspondence between the alcoves and the elements of W∨. The periodic orientation is
indicated by + and − on either side of the hyperplanes. The two ways of indexing the alcoves
correspond to the two presentations (5.1.1) and (5.1.2) for W∨.
•
H−α∨+2dHα∨Hα∨+2d H−α∨+d H−α∨+3dHα∨+d
Sheet 1 .................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
.......................................
.......................................
.......................................
.......................................
.......................................
.......................................
.......................................
.......................................
+− +− +− +− +− +−
1 s
∨
0 s
∨
0 s
∨
1 s
∨
0 s
∨
1 s
∨
0s
∨
1s
∨
1 s
∨
0s
∨
1 s
∨
0 s
∨
1
1 xαs∨1 x
α
x2αs∨1s
∨
1x
−αx−αs∨1
Sheet π∨ .................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
........................
.................
........................
.................
........................
.................
........................
.................
........................
.................
........................
.................
..........................................
..........................................
+− +− +− +− +− +−
π∨ π∨s∨1 π
∨s∨1 s
∨
0 π
∨s∨1 s
∨
0 s
∨
1π
∨s∨0π
∨s∨0 s
∨
1π
∨s∨0 s
∨
1 s
∨
0
xωs∨1 x
ω
x3ωs∨1 x
3ωx−ωx−ωs∨1x
−3ω
The double affine Hecke algebra over the field K = Q(q1/2, t1/2) is the algebra generated
by π, T0, T1, and the group X = {q
kXjω | k ∈ 1
2
Z, j ∈ Z} subject to the relations
π2 = 1, T 2i = (t
1/2 − t−1/2)Ti + 1, for i = 0, 1, X
jωXkω = X(j+k)ω for j, k ∈ Z,
πT0π
−1 = T1, T1X
ωT1 = X
−ω, πXωπ−1 = q1/2X−ω.
Let (T∨0 )
−1 = XαT1, Y
−α∨ = T−11 T
−1
0 , Y
−α∨0 = qY α
∨
= qT0T1. The intertwiners are
π∨ = XωT1, and
τ∨i = T
∨
i +
t−1/2 − t1/2
1− Y −α
∨
i
= (T∨i )
−1 +
(t−1/2 − t1/2)Y −α
∨
i
1− Y −α
∨
i
, for i = 0, 1.
For µ ∈ h∗Z, the minimal coset representatives are given by
mkω =
{
xkωs1 = π
∨(s1π
∨)k−1, k ≥ 1,
xkω = (s1π
∨)k, k ≤ 0.
Example 5.1. Littlewood-Richardson formulas. In this example, we calculate E3ωPkω
and P3ωPkω for k ≥ 3.
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Let µ = 3ω and λ = kω. The minimal length representative of the coset x3ωW0 is
m3ω = s
∨
0 s1π
∨, so Theorem 4.2 and Theorem 4.4 give
E3ωPkω =
∑
h∈ΓC2
(
(−1)|φ
−
grey(h)|bhc1(h)c2(h)
)
E̟(h),
P3ωPkω =
∑
h∈ΓC2
(
(−1)|φ
−
grey(h)|bhehc1(h)c2(h)
)
P−w0wt(h),
where the walks are of type ~m−13ω = (π
∨, 1, 0), and begin in xkω or xkωs1. There are 18 walks
in all.
According to where each walk begins and ends (the alcoves b(h) and e(h)), we have
bh =
1, if b(h) = x
kω,
t
1
2
1− qk
1− qkt
, if b(h) = xkωs1,
and eh =
1, if e(h) = x
jωs1,
t−
1
2
1− qjt2
1− qjt
if e(h) = xjω.
Also note that for these calculations, we have
Y −b
∨
1 1 = Y α
∨−d1 = qt1, and Y −b
∨
2 1 = Y α
∨−2d1 = q2t1.
In the following figures, they are organized into four groups so that walks in a group are
generated by the same walk p(h) (see (4.1.1)). In this root system, −w0wt(h) = ̟(h)+.
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Group I. The walks in this group are generated by
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•
p(h) = ..................... ................... .
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..
..
which gives ǫ1 = −1, ǫ2 = −1.
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1
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(t−
1
2 − t
1
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−(k − 3)ω
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Group II. The walks in this group are generated by
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Group III. The walks in this group are generated by
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Group IV. The walks in this group are generated by
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Thus E3ωPkω is a linear combination of E(k+3)ω , E−(k+1)ω, E(k+1)ω, E−(k−1)ω , E(k−1)ω,
E−(k−3)ω, and after simplification,
E3ωPkω = E(k+3)ω + q
2 1− t
1− q2t
1− qk
1− qk+2t
t1/2E−(k+1)ω
+
1− t
1− q
1− q2
1− q2t
1− qk
1− qk−1t
1− qk+1t2
1− qk+1t
E(k+1)ω
+ q
1− t
1− q
1− q2
1− q2t
1− qk−1
1− qk−1t
1− qk
1− qkt
1− qkt2
1− qk+1t
t1/2E−(k−1)ω
+
1− t
1− q2t
1− qk−1
1− qk−2t
1− qk
1− qk−1t
1− qk−1t2
1− qk−1t
1− qkt2
1− qkt
E(k−1)ω
+
1− qk−2
1− qk−2t
1− qk−2t2
1− qk−2t
1− qk−1
1− qk−1t
1− qk−1t2
1− qk−1t
1− qk
1− qkt
t1/2E−(k−3)ω.
Proposition 3.11 gives
P−jω = t
− 1
2
1− qjt2
1− qjt
Pjω = ehPjω
if e(h) = xjω is a dominant weight. Thus, after simplification,
P3ωPkω = P(k+3)ω +
1− t
1− q
1− q3
1− q2t
1− qk
1− qk−1t
1− qk+1t2
1− qk+2t
P(k+1)ω
+
1− t
1− q
1− q3
1− q2t
1− qk−1
1− qk−2t
1− qk
1− qk−1t
1− qk−1t2
1− qkt
1− qkt2
1− qk+1t
P(k−1)ω
+
1− qk−2
1− qk−2t
1− qk−2t2
1− qk−2t
1− qk−1
1− qk−1t
1− qk−1t2
1− qk−1t
1− qk
1− qkt
1− qk−3t2
1− qk−3t
P(k−3)ω.
Consider the case q = 0 where the symmetric Macdonald polynomials become Hall-
Littlewood polynomials. Following the discussion in Section 4.5, the walks giving a nonzero
contribution to the sum are those whose only folds are positive and grey. The expression
P3ω(t)Pkω(t) = P(k+3)ω(t) + (1− t)P(k+1)ω(t) + (1− t)P(k−1)ω(t) + P(k−3)ω(t),
is given by four positively folded walks, and coincides with the Littlewood-Richardson for-
mulas [Sc06, Theorem 1.3] and [R06, Theorem 4.9] for Hall-Littlewood polynomials. We also
mention that
E3ω(t)Pkω(t) = E(k+3)ω(t) + (1− t)E(k+1)ω(t) + (1− t)E(k−1)ω(t) + t
1/2E−(k−3)ω(t).
In the case q = t = 0, the symmetric Macdonald polynomials are Schur polynomials
Pµ(0, 0) = sµ, and the nonsymmetric Macdonald polynomials are Demazure characters
Eµ(0, 0) = Aµ. The dominant weights kω correspond to the partitions (k, 0), and the weights
−kω correspond to the compositions (0, k) for k ≥ 0. The four positively folded walks
correspond to the four Littlewood-Richardson tableaux that give the classical Littlewood-
Richardson formula for Schur functions:
s3ωskω = s(k+3)ω + s(k+1)ω + s(k−1)ω + s(k−3)ω.
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By normalizing the nonsymmetric polynomials Eµ so that the coefficient of the monomial
Xµ in Eµ is 1, (see the paragraph following (3.1.1)), then each term in
A3ωskω = A(k+3)ω +A(k+1)ω +A(k−1)ω +A−(k−3)ω,
corresponds to a skyline filling in the formula [HLMvW09, Theorem 6.1]. ⋄
Example 5.2. Pieri formulas. The weight ω is minuscule in the sl2 root system. The two
walks which give the expressions
EωPkω = E(k+1)ω +
1− qk
1− qkt
t1/2E−(k−1)ω,
PωPkω = P(k+1)ω +
1− qk
1− qkt
1− qk−1t2
1− qk−1t
P(k−1)ω,
are walks of type ~m−1ω = π
∨ corresponding to ‘changes in sheets’, and begin in the alcoves
m−1kω or m
−1
kωs1. ⋄
5.2. Type sl3. Let {ε1, ε2, ε3} be an orthonormal basis for R
3, and let {ε∨1 , ε
∨
2 , ε
∨
3} be its
dual basis, where 〈εi, ε
∨
j 〉 = δij . The simple roots and simple coroots are
α1 = ε1 − ε2, α2 = ε2 − ε3, ϕ = ε1 − ε3,
α∨1 = ε
∨
1 − ε
∨
2 , α
∨
2 = ε
∨
2 − ε
∨
3 , ϕ
∨ = ε∨1 − ε
∨
3 ,
so that the root and coroot lattices areQ = Zα1+Zα2 andQ = Zα
∨
1+Zα
∨
2 . The fundamental
weights and fundamental coweights are
ω1 = ε1 −
1
3
(ε1 + ε2 + ε3), ω2 = ε1 + ε2 −
2
3
(ε1 + ε2 + ε3),
ω∨1 = ε
∨
1 −
1
3
(ε∨1 + ε
∨
2 + ε
∨
3 ), ω
∨
2 = ε
∨
1 + ε
∨
2 −
2
3
(ε∨1 + ε
∨
2 + ε
∨
3 ),
and the weight and coweight lattices are h∗Z = Zω1 ⊕ Zω2 and hZ = Zω
∨
1 ⊕ Zω
∨
2 . The group
Π∨ ∼= h∗Z/Q is the cyclic group of order 3. Note that 〈h
∗
Z, hZ〉 ⊆
1
3
Z.
The Weyl group of this root system is the symmetric group on three symbols
W0 = S3 =
〈
s1, s2, | s1s2s1 = s2s1s2 = sϕ, s
2
i = 1 for i = 1, 2
〉
,
and the extended affine Weyl group W∨ is generated by the group W0 and the element
π∨ = xω1s1s2, subject to the relations
(5.2.1) (π∨)3 = 1, π∨s∨0 = s1π
∨, π∨s1 = s2π
∨, s0s1s0 = s1s0s1, s0s2s0 = s2s0s2,
where s∨0 = x
ϕsϕ and (π
∨)2 = xω2s2s1. Alternatively,
(5.2.2) W∨ = {xk1ω1+k2ω2w | k1, k2 ∈ Z, w ∈ S3}.
What follows is the alcove picture for the extended affine Weyl group W∨, showing the
correspondence between the alcoves and the elements of W∨. The periodic orientation is
indicated by + and − on either side of the hyperplanes. Since the sln root system is self-dual,
the dual alcove picture is identical.
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Example 5.3. Using Theorem 3.3, we calculate the expansion of E−α2 in the basis of
monomials. The minimal length representative is m−α2 = s2s1s
∨
0 , and the eight walks of
type ~m−α2 = (2, 1, 0) beginning in the fundamental alcove are:
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Since Y ϕ
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t−
1
2E−α21 = X
−α21+Xα1
1− t
1− qt
1+Xα2
1− t
1− q2t2
1+Xϕ
1− t
1− q2t2
1− t
1− qt
1
+X0
(
1− t
1− qt2
+
1− t
1− qt2
1− t
1− qt
qt+
1− t
1− q2t2
1− t
1− qt2
qt+
1− t
1− q2t2
1− t
1− qt
1− t
1− qt2
q
)
1.
⋄
41
Example 5.4. Using Corollary 3.5, we calculate the expansion of X−α2 in the basis of
nonsymmetric Macdonald polynomials. We consider the eight walks of type ~m−1−α2 = (0, 1, 2)
beginning in the fundamental alcove. Only five of these are contained in the dominant
chamber.
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•
−t−1/2
t−1/2 − t1/2
1− Y ϕ∨−d
t1/2 t1/21
.....
......................
Thus,
X−α2 = t−
1
2E−α2 −
1− t
1− q2t2
t−
2
2Eα2 −
1− t
1− qt
t−
2
2Eα1 +
1− t
1− qt
1− t
1− qt
t−
3
2Eϕ −
1− t
1− qt2
E0.
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