Experience from several major projects has resulted in a generic approach for development, integration, verification and validation of on-board software for Guidance, Navigation and Control, and Data/Handling systems. This approach contains interconnected paths for rapid prototyping, control-algorithm design and verification, on-board software development, and integration thereof with dedicated (flight) hardware in the control loop. To allow for a modular design of a particular simulator that is independent of the chosen spacecraft, (space) environment and mission, a (large) number of elementary functions and models is available to the user through a number of model libraries, which can easily be combined by means of 'drag and drop'. This paper will discuss the User Requirements and global architecture of the developed Generic GNC Simulation Environment, as well as the developed model libraries. Two example applications, i.e., the motion study of a satellite with two flexible solar arrays, and the performance evaluation of an adaptive re-entry guidance and control system shows the versatility of the developed Generic GNC Simulation Environment.
I. Introduction
XTENSIVE experience at Dutch Space, gained during the last 15 years from several major projects, have resulted in a generic approach for development, integration, verification and validation of On-Board Software (OBS) for Attitude and Orbit Control Systems (AOCS) and Data/Handling systems. This approach contains inter-connected paths for rapid prototyping, control-algorithm design and verification, OBS development, and integration thereof with dedicated (flight) hardware in the control loop. This generic approach is based on a common design, test and verification environment that is in principle independent of the chosen spacecraft, (space) environment and mission.
The initial design of this environment has been presented a few years ago 1, 2 . The architecture of the MATLAB/ SIMULINK simulator, consisting of a generic core (space-environment and dynamics models) and AOCS components with extensive data interfaces, allowed for easy extensions and model updates. The use of MATLAB's Real-Time Workshop supports the re-use of developed SIMULINK models and hence results in a real-time simulator with identical models and a similar architecture. This allows for a simple model exchange between the two environments, as well as a sensible comparison of the results. In Ref. 2 a real-time example of the developed simulation environment is discussed, i.e., a Model Reference Adaptive Control (MRAC) system design for a satellite with large solar panels in a low Earth orbit, that is to perform certain attitude maneuvers in a perturbing atmospheric and solarradiation environment.
Current projects that have used this environment are Herschel/Planck (AOCS design and verification), and ConeXPress (overall simulator development for a rendezvous and docking mission). Dedicated project requirements have led to renewed insight and several significant improvements of the existing environment. Moreover, several other applications have driven the on-going development. The first of these applications concerned the optimization of a transfer trajectory for a realistic (i.e., non-perfect) solar-sail driven spacecraft, from GTO into an orbit over the poles of the Sun. The second application dealt with the analysis of an integrated guidance and control system of an un-powered, winged re-entry vehicle, and the performance analysis of a complete re-entry mission. A similar application involved a parachute-sizing analysis for the AURORA ExoMars mission, including interfacing with an extensive Mars climate database.
The current paper will focus on some of the extensions, starting with a set of high-level User Requirements. To accommodate all extensions and to ensure use in future (space) projects, after reviewing the original architecture it became necessary to set up a new one. This new architecture includes the facility to repeatedly instantiate spacecraft and environment modules in a single simulator, and to use a common mathematical library in all models and algorithms. It also includes the real-time environment tailoring.
The current paper will give a clear overview of the above mentioned aspects. The layout of this paper is as follows. Section II describes the Generic GNC Simulation Environment, and will begin with a high-level description of the system that stems from the User Requirements. The System Description is subsequently translated into an architecture of the simulation environment. In Section III this architecture is further detailed by introducing the simulator model libraries. In Sections IV and V, two applications of the proposed simulation environment are presented, i.e., the modeling and simulation of a satellite with flexible appendages (Section IV), and the design and analysis of a complex re-entry guidance and control system (Section V). Section VI, finally, concludes this paper.
II. The Generic GNC Simulation Environment
A. System Description Some important changes and functional extensions to the original simulation environment are summarized by the following main elements:
• Choice of inertial frame
To simulate missions that require a change in main attracting body, the user should be free to define an arbitrary inertial reference frame. This allows for simulating, for instance, heliocentric solar-sailing missions, planetary entry and descent into the Mars atmosphere, and orbits around the L2 Lagrange point.
• Multi-body library
For the rendezvous and docking mission of ConeXPress it was required to analyze the behavior of the combined satellites before, during and after docking. Therefore, apart from the mentioned instantiation mechanism also a (flexible) link between two or more bodies can be defined. Currently, this link is not supported in the real-time environment.
• Pre-and post-processing
Verification of dynamical models is always an important issue. Basic physical properties derived from conservation laws can aid the user in model and simulator verification. For this reason, a dedicated library has been set up. This library is also used to create a clear architecture of the dynamics core, without the calculation of state-derived parameters. These are now implemented in separate library modules.
• Flexible appendages
To study the impact of flexible modes of, for instance, solar arrays on the performance of the AOCS, or, more, commonly, the Guidance, Navigation and Control (GNC) system, the appendages have been modeled as flexible bodies. Part of the new architecture, these appendages can be linked with a main body by dragging and dropping, and by properly connecting the input and output ports.
The GNC simulation environment is a toolbox that facilitates the development of a dynamics simulator of a spacecraft and its natural environment. Such a simulator can be used in several simulation facilities during the full life cycle of the GNC system, varying from the design of the GNC of the spacecraft to the assessment of the functionality and performance of it. For instance, in the design phase of a GNC system, the dynamics simulator is initially applied in a non real-time Design Simulation Facility. After this phase, the on-board GNC software is designed and built and for verification a real-time Software Verification Facility with additional functionality is needed. For qualification purposes the real-time facility is further extended. In the operational phase of the spacecraft, important parts of the DSF may be reused in the so-called Spacecraft Training Facility and the Software Maintenance Facility as well as the Electric Ground Support Equipment (EGSE) and the Operation Control Center.
Each of the aforementioned simulation facilities has the main parts of a dynamics simulator in common, even though they each have their own dedicated purpose. To avoid inefficiency and for a better control of the software simulating the dynamic system, a so-called Generic GNC Simulation (GGNCS) environment toolbox is developed, which contains the fundamental models to build a dynamics simulator. The goal of the GGNCS environment is that the architecture of the simulator is designed with the SIMULINK GUI, but that the application software with the algorithms remains independent of the simulation environment.
The variety and the simplicity of the available library blocks will then lead to a common, modular simulator architecture with well defined input and output interfaces. Since the architecture will reflect the physics of the spacecraft system it has a clear and well defined structure that facilitates the extension of the simulator architecture with sensor models, actuator models and the control logic. The initial architecture of the spacecraft in its environment is then not affected.
The modular simulator architecture simplifies the development of the simulator, because blocks can simply be replaced with more detailed models. When these blocks are added to the libraries, the functionality of the GGNCS Environment will evolve over time. The GGNCS Environment is developed in accordance with the following rules:
1. Concurrent Versions System (CVS) is used for configuration control of the GGNCS source code. 
B. High-level Simulator Architecture
Schematically, an abstract version of a dynamics simulator including the GNC units, as part of a number of simulator facilities, is shown in Fig. 1 . Different companies may contribute to the definition, design, implementation and testing of the dynamics simulator. Moreover, the GNC units may be applied in different simulation facilities for different purposes. Therefore, to enable a controlled translation of software units (e.g. the actuator and sensors models), the unit models must be structured considering predefined I/O ports. Fig. 1 
Fig. 1 -Schematic view of the dynamic simulator as part of several simulation and test facilities
It is not necessary that from the beginning of the project the models are implemented with full functionality, since not all information may be available. Additionally, the level of implemented functionality depends on the simulation facility. For instance, so-called level-1 models are only used in the design facility and they consist mainly of the physical implementation. Level-4 unit models are employed in the SIL/HIL facilities (SIL: Software In-theLoop, HIL: Hardware In-the-Loop), and they include a detailed communication interface. The standard models provided with the GNC simulation environment will all comply with this interface specification. 
Fig. 2 -General architecture of a simulator applicable in more simulation facilities
As an example, consider a typical GNC unit, the gyroscope. In Fig. 2 , the interfaces for this particular example are shown in detail. The figure illustrates the importance of the modularity of the simulator design, such that the simulator becomes applicable in several facilities. The interesting feature of the presented architecture is that the same architecture facilitates both the Real-time HIL tests and the OBS development. With the GNC simulator environment toolbox a dynamics simulator can be build that simulates one or more spacecraft on an interplanetary mission or in orbit around an arbitrary celestial body. As noted earlier, a spacecraft simulator is a software program that simulates the behavior of a spacecraft in interaction with its environment. Fig. 3 gives a more detailed view of the top level decomposition of such a simulator.
The spacecraft simulator kernel is defined by the models needed to set up the equations of motion that describe the dynamic behavior and that solve the state of the spacecraft in time. This kernel is common in most applications. The next layer is formed by the models of the sensors and actuators that are part of the GNC system of the spacecraft. The level of detail of these models evolves during the lifecycle and the models have to be easily extendable and/or replaceable. In the end, they may even be replaced by hardware models. The last layer is formed by the spacecraft controller models. The simulator of the controlled spacecraft is defined by all layers. In Fig. 3 the following main sets of functional models are identified:
1. Environmental models:
• model blocks that provide environmental parameters, for example the Earth magnetic field, the gravity field, the solar radiation pressure, etc. 2. Spacecraft body models. These are model blocks to:
• set-up the equations of motion in terms of acting loads like gravitation loads, solar pressure loads, aerodynamic loads, magnetic loads, etc., and the structural loads like the inertia loads from the mass distribution of the spacecraft • solve and integrate the state of the spacecraft 3. Spacecraft component models:
• sensor and actuators models to measure values of physical parameters and to apply external loads to the spacecraft. This library evolves when the GGNCS environment is extended with more elaborated models of the sensors and actuators. 4. Spacecraft GNC models:
• models and/or algorithms provided by the user to control the motion of the spacecraft
Fig. 4 -Top level SIMULINK implementation of an Avionics Simulator
The abstract layout as shown in Fig. 3 , easily translates into a SIMULINK architecture, of which the top level is shown in Fig. 4 . The figure shows a number of boxes. The white boxes deal with the formulation of the equations of motion of the satellite system and the space environment. The dark boxes define both the GNC logic and its interfaces with the 'flight dynamics' through 'actuators' and the space environment through 'sensors'. The GNC simulator provides a library with a number of predefined sensors and actuators to get started, and when the project proceeds the user can introduce his own models. The GNC logic is to be defined by the user, because this is mission and spacecraft dependent, although heritage from previous projects may be available.
The modeled "equations of motion" include the effect(s) of the changing inertia properties of the spacecraft and the contributions from the relevant loads. They can be split up in the environmental loads and the loads exerted by the spacecraft itself. The inertia of the spacecraft and the environmental loads are intrinsic to the flight dynamics of the spacecraft. In the rest of this document this part is referred to as the flight dynamics model. A top-level flow chart of the flight-dynamics box is shown in Fig. 5 . It presents the relevant information required to set up the equations of motions of the satellite system in the flight dynamics box. The control loads applied by the spacecraft are introduced as externally applied loads and therefore input to the dynamic system. They stem from the actuators that are part of the Avionics and they are controlled by the GNC. To do this the GNC requires information on the state of the spacecraft, which is provided by the sensor readings. As indicated, the actuators and sensors define the interface between the spacecraft flight dynamics and the GNCS. The type of the simulation facility that employs the dynamics simulator defines the required details that are incorporated in the models, varying from simply functional to the actual hardware. The GNC simulator environment facilitates the simulation of the spacecraft dynamics and the evolution of GNCS system from the beginning with non-real time simulations till the real hard real-time testing phase.
Since the flight dynamics box has fixed inputs and outputs the simulator environment provides a library with sub-boxes to supports the transformation of the actuator loads from one frame into another frame and the actual state into signals relevant for the type of sensor.
III. Library Models
The idea behind the Generic GNC Simulation Environment is that the software environment should be suitable for the development of a simulator that can be used for the complete lifecycle of a sub-system that is part of or can exert influence on the control of a spacecraft. Typically, this is the Guidance, Navigation, and Control system, that runs on/with certain hardware, although it could be the hardware itself as well.
To achieve this the simulation environment should be a collection of libraries with predefined (functional) models that have a well-defined and documented interface. These models can successively be used to build a simulator by adding and connecting the relevant models. It includes everything that is required to simulate the operation of a GNC system (i.e., vehicle, environment, operations, etc.), but not the GNC system itself, although it would be possible to have a library with some pre-defined and tested GNC models to use for a quick closing of the loop. The state of the system is given by the so-called state vector that contains only that information for an unambiguous definition. The state of the system is propagated in time by solving the equations of motion. These equations are derived starting with force (or moment) equilibrium using d'Alembert's Principle.
Currently, there are 5 main libraries, i.e., the Flight-Dynamics Library, Environment Library, Sensors and Actuator Library, Math library and Utility Library. The Flight-Dynamics Library consists of the rigid-body models for calculating the accelerations and propagating the state vector, the external load calculation, i.e., due to solar radiation, atmosphere, magnetic field and gravitational field, as well as models to compute the mass properties of a time varying system that consists of multiple bodies. An extensive subset is formed by the flexible-body models, which will be discussed later in this section. The Environment Library (see Fig. 6 for an overview) contains all models related to the space environment. Five categories can be discerned, i.e., gravity models (central field plus optional one or more zonal harmonic terms, and the extensive Earth GRIM-5 spherical harmonics model), magneticfield models (central field and the spherical harmonics IGRF Earth magnetic field Epoch 1995), atmosphere models (tabulated MSIS86 models for different solar activity and the United States Standard Atmosphere 1976), ephemerids models (low-order orbit models for the Sun and the Earth's Moon), and solar radiation models (inverse-squared distance solar pressure, eclipse status and illumination-factor calculation). The Sensor and Actuator Library contains currently only a limited number of functional models of a three-axis gyroscope (including error modelling), a star tracker, a fine sun sensor, a generic actuator model that adds different error sources to the input, a reaction-Control System thruster and finally a three-wheel reaction-wheel assembly. Within the vision of a simulation environment that exists of a collection of models, divided over a number of libraries, it does not make sense anymore to distinguish between a simulator core and a library of sensors and actuators, as has been the case over the past few years 1 . Also the pre-and post-processing that has been part of the so-called core does not exist in the current vision. To obtain information about the system state in a format, different from the state variables, the user can define his own conversions, assisted by the availability of a number of standard conversions, stored in a so-called pre and post-processing library. A Math Library, as shown in Fig. 7 , as well as a Utility Library plays an essential role in that vision.
The multi-body library consists of models that facilitate the design of standard satellite multi-body systems, i.e., a rigid central body with a number of (rigid or flexible) appendices attached to it. Common practice in multi-body dynamics is to model all the bodies independently of each other and to couple the bodies with constraint relations. However, this method has a number of disadvantages of which the most important one is that the run-time performance of the system decreases significantly. Since the simulator is also to be used in a real-time environment, a different solution has been chosen: the motion of all appendages is described relative to the geometric frame of the central body -the so-called G-frame -such that a minimum set of degrees of freedom (and corresponding number of equations of motion) is obtained. The position and orientation of all the appendices, actuators, sensors, etc., are all defined in the G-frame, which is rigidly attached to the central body. Due to the motion of the (flexible) appendices relative to the satellite, the center of mass of the system moves with respect to the G-frame. Therefore, it is decided to formulate the rigid-body motion of the system by the motion of the G-frame instead of the center of mass. Moreover, it was decided to formulate the rotational motion in the G-frame as well, in contrast to the commonly used Newton-Euler formulation. In the present multi-body library, the relative motion in the joint between the appendix and the central body is assumed to have one or no degrees of freedom relative to the satellite central body. This is sufficient for most satellite systems. It is then possible to model, for example, a solar array with a relative orientation that varies in orbit, or a momentum wheel that spins relative to the satellite.
The flexibility of an appendix is introduced by assuming linear theory of elasticity. This means that in a body frame that moves with the appendix it is allowed to use both a linear expression for the strain tensor and a linear relation between the elastic strains and stresses (Hooke's Law). The geometric non-linear motion of the appendix can thus be described with sufficient accuracy. To further improve the run-time performance the elastic deformation is modeled in terms of the sum of normal modes, each of which is multiplied with a time-dependant elastic degree of freedom (d.o.f.). In this way, one can decide to use only those modes having a frequency in the range of interest of the controller.
Summarized, the d.o.f. to formulate the motion of the satellite system are the position and orientation of the Gframe of the central body, the corresponding linear and angular velocity, the joint d.o.f. between the central body and the appendices, and finally the elastic d.o.f. and their time derivatives.
To derive the equations of motion of the satellite system, the structural properties of each appendix (mass distribution, stiffness and damping properties) and the loads that are acting on the appendix are first evaluated in the so-called appendix reference frame. The environmental parameters should therefore also be available in the same reference frame, which can be achieved by using the available transformations from the Math and Utility Libraries. Through the interface joint between appendix and central body this information can subsequently be transformed to the G-frame. Finally, all data from the appendices and the central body are assembled in the G-frame and the equations of motion are formulated. Solving the equations of motion provides the time derivative of the state vector which is subsequently integrated. Extracting the kinematics data of an appendix from the system state vector closes the loop. The Multi-Body Library has models for each of the steps that have been described above. In Fig. 8 (see Section IV-A), the top level models are shown: extracting kinematics data from the state vector, formulation of the appendix properties in the G-frame and the formulation and solving of the equations of motion. The lower level models are shown in Fig. 9 .
One of the applications of the environment was a simulator to study two satellite systems making contact. The presented library was able to model both systems separately, but it was not possible to model the contact. Therefore, the environment was extended with a possibility to link both systems. Currently, the temporary solution uses the constraint possibility of SIMULINK (algebraic equations). The kinematics constraint between the satellite systems is then formulated and SIMULINK provides the required Lagrange multipliers to satisfy the constraints. At the moment the library provides a number of models to formulate a typical constraint (joint between both systems) and to calculate the constraint load that is applied to the satellites from the Lagrange multipliers. Simulations have shown that it works well and that the motion of the two-satellite system could be studied. However, this solution is SIMULINK dependant and is not in line with the philosophy described in the previous sections of being independent of the simulation platform. Therefore the intention is to provide models in the multi-body library that are able to solve the Langrange multipliers without the 'algebraic equation' option.
IV. Example Application #1: Flexible Satellite

A. Simulation Model
To test the implementation of flexible bodies in the GNC Simulation Environment a rigid central body and two flexible solar arrays attached to it will be simulated. Each body is fully defined in its own body frame. The body frame of the central body is called the geometric frame. The motion of this frame defines the rigid body motion of the whole system. The position and orientation of the solar array frames are defined relatively to the geometric frame. The solar array frames are connected to the central body by a revolute joint, which allows for a single degree of freedom rotation. The elastic deformation of the solar array is calculated in the so-called solar array frame. The resulting model of the solar array is described in terms of a mass, stiffness and damping matrix. The mass matrix depends on the elastic deformations, whereas the stiffness and damping matrix are constant and depend on the allowed deformation shapes. As has been mentioned, these deformation shapes are time independent. The time dependence of the elastic deformations is introduced by so-called generalized coordinates, which are included in the state-vector. The mass matrix of the undeformed body and the stiffness and damping matrix are derived with the aid of an accurate finite-element model of the solar arrays. Fig. 8 shows the MATLAB/SIMULINK architecture of the described satellite system. The satellite central body and both solar arrays are clearly identified. The kinematics of each solar array in its own frame is extracted from the state-vector by the blocks SA kinem 1 and SA kinem 2. The blocks satellite body, solar array 1 and solar array 2 calculate the mass matrix, the time-varying mass properties and the loads per body. The equations of motions are assembled and solved for the time derivative of the state-vector in block Solve EquationsOfMotion. This block also performs the integration, so that in the end the updated state-vector is obtained. Fig. 9 shows the details of the solar array block. Note that this block is the same for every appendix that is attached to the central body. Block AppmassPropInA calculates the mass properties and the internal elastic and damping loads in the local body frame. Block Kinematics derives the relevant kinematics information needed by the block Gravitation Environment. This block calculates the required environmental parameters that are needed to calculate the environmental loads in the local body frame. In this example, only the gravitation load is calculated. Finally, the local properties are transformed to the geometric frame. 
B. Results
To verify that the flexible appendages were correctly implemented in the MATLAB/SIMULINK environment, the results obtained with the model of the rigid central body with two flexible solar arrays were compared with the results from the multi-body package DCAP 5 . The system mass matrix and the eigenfrequencies of the total system showed exactly the same results. Simulation runs with the model gave also the same time histories. Finally, the energy conservation and power balance laws were verified. As a simple example, we consider the case where a step moment of 1 Nm about the Z-axis of the geometric frame is applied to the central body after 1 second. The solar array joints were fixed and no further environmental load were introduced. The flexibility in each solar array was modeled with 9 normal modes. The corresponding frequencies varied from 0.25 Hz to 7.37 Hz. The data were obtained from the linear module of the finite-element software MSC/NASTRAN. Fig. 10 shows the time history of the angular velocity about the Z-axis expressed in the geometric frame. It clearly shows the presence of the flexible modes. The energy balance is shown in Fig. 11 . Since the elastic and damping loads are added to the load vector, the energy from the external loads includes the elastic energy and the damping energy. The energy balance is of the order of 10 -9 J. To show that the elastic modes are indeed active, Fig. 12 shows the power due the elastic load, the damping loads and also the elastic energy. The power of the loads can also be derived to verify the power flow in the system, and in fact defines how accurate the equations of motions are solved. Although the presented figures are only illustrative, they show the use of the post-processing modules to verify the GNC Simulation Environment. The example application of the design and analysis of a complex adaptive guidance and control system for an un-powered winged re-entry vehicle 3 has been set-up in a number of steps, which subsequently dealt with: 1. Commanded attitude, to be forced upon flight dynamics 2. Trimmed flight, i.e., pitch equilibrium 3. Implementation of control-surface aerodynamics database 4. Closed-loop heading-error control to determine sign of bank angle 5. Implementation of closed-loop adaptive vertical guidance 6. Implementation of closed-loop adaptive control by means of reaction control thrusters and aerodynamic control surfaces.
In this particular example we will look at the behavior of a rigid re-entry vehicle with a closed-loop adaptive guidance and control system. The flight will be fully atmospheric, where the atmosphere has been modeled according to the United States Standard Atmosphere of 1976. The design and verification of the integrated guidance and control system is applied to a reference vehicle similar to the Space Shuttle, i.e., the HORUS-2B 4 , which is representative for the reusable concepts that are studied nowadays. Initially foreseen as a fully reusable 2 nd stage to the Ariane-5 launcher, HORUS was unpowered, although it had been equipped with a de-orbit engine and attitudecontrol thrusters. Later on, a rocket engine was added to the design, which then became the manned, 2 nd stage of Sänger, the German Two-Stage-To-Orbit reference concept. In this study, we use the original design being that of an unpowered, winged re-entry vehicle (Fig. 13) . The guidance and control system design is based on Simple Adaptive Control theory, and can be seen as modelfollowing control. A linearized reference model, stabilized with a simple state-feedback controller, is specified for both the translational and rotational motion. Input weighting coefficients are tuned in such a manner that the difference of plant output and model output is minimal, so that the plant (i.e., the vehicle) will track the reference model as accurately as possible. Differences between model and plant outputs are fed back to adapt the proportional and integral gain, such that more (or less) control effort is enforced for larger (or smaller) output errors. The schematic overview of the guidance and control system is shown in Fig. 14 . This architecture has been converted into the general simulator architecture shown in Fig. 4. In Fig. 15 , the top level of the GNC simulator implementation is shown. More details on this system, as well as the theoretical background, can be found in ref. 3 , and the quoted references therein. The aerodynamic database of HORUS with its control surfaces is an extensive one. This database is included in the "Actuators" sub-system, as the aerodynamic forces and moments are of external origin and can hence be treated as an actuator (Fig. 16) . Apart from an extensive model, the more complicated part is to use the right data signals. The aerodynamic coefficients are a function of angle of attack, α, angle of sideslip, β, Mach number, M, altitude, h, and all deflection angles, δ. In principle we are dealing with the actual values, but in case of guidance studies where one wants to force the commanded attitude on the vehicle, the actual attitude angles may also be replaced by the corresponding commanded ones. M and h are state-derived parameters that are post-processed parameters coming from the flight dynamics. Finally, to compute the aerodynamic forces, the dynamic pressure is needed, which also comes from the flight-dynamics block. In Fig. 17 , the aerodynamics implementation of the HORUS vehicle is shown. Note that the control surfaces are modeled separately, and not shown here.
To study the non-linear, time-varying response of the system, a simulation of a bank reversal in the high dynamic pressure region is executed with the integrated guidance and control system, including trim law and lateral guidance logic. Starting point for the simulation is some 20 seconds before the actual reversal takes place, and the conditions are given by h 0 = 36. The results of this simulation are shown in Fig. 18 and Fig. 19 . In Fig. 18a , the state errors for translational motion are shown. It is clear that the bank reversal induces a flight-path angle error, since the reversal is executed with a finite rate. During this time the vertical component of the lift is larger than it should be, thus increasing the flight-path angle. As a result, the altitude is also larger than it should be. Note that during the reversal (from t ≈ 1170 s to t ≈ 1178 s) no guidance perturbation commands are issued to avoid oscillating commands. The errors are kept constant, which shows as straight lines in the plots. However, the moment the reversal is finished, a jump in the errors is observed which enforces a rapid compensation of the induced errors. Fig. 18b shows the curves for the attitude angles, both the guidance commands and the actual angles (the angle of sideslip is induced due to the present roll-yaw coupling). The response is quite good, although it has to be noted that additional tuning of the weighting matrices was required to obtain this response. For this particular system, there is an (unwanted) interaction between the guidance and the attitude control, because of sample frequencies that are too close (25 Hz versus 50 Hz). This should be studied in more detail and, if possible, be removed from the design, but of course not at the expense of a too high frequency for the attitude controller.
In Fig. 19 , finally, the actuator commands are shown. Although the controller is stable, the deflection angles and yaw-thruster moment are quite oscillatory. Further tuning of the design parameters could improve the response. The jump in body-flap angle is the result of trimming on the commanded angle of attack, which shows a rather large correction after completion of the reversal. On one hand this will improve the trim (of course, for quasi-stationary guidance commands), but on the other hands it will also follow the jumps in the commanded angle of attack. In Fig.  19b , the weak rudder control is obvious from the rather large rudder deflections.
Conclusion from the above discussion is that a complex, integrated guidance and control system can very well be simulated with the presented Generic GNC Simulation Environment. 
VI. Conclusions and Recommendations
In this paper, the development of a Generic GNC Simulation Environment, starting from a set of User Requirements, has been described. The GGNCS Environment consists of a set of MATLAB/SIMULINK libraries, that are available to build a simulator of a spacecraft in its environment. Each library comprises of a number of relatively simple blocks. The blocks simulate/calculate/evaluate only one functional property, and are separated into an application part and an interface part. The interface part takes care of all data communication with the simulation platform, which is currently MATLAB/SIMULINK. The intention of the environment is that in MATLAB/SIMULINK the architecture of the spacecraft simulator is designed, which leads to an architecture that is very modular and reflects the physics. The same architecture will serve as baseline for the development of other simulation facilities that support the complete lifecycle of, for instance, the on-board software.
Extensive evaluation of the simulation models has indicated that the models are representative for mission and control-algorithm analysis. Two (complex) examples of the motion study of a satellite with two flexible solar arrays, and the performance analysis of an adaptive GNC system of a re-entry vehicle, have shown the versatility of the developed GGNCS Environment.
Future work aims at formalizing all relevant software documentation to facilitate the use of the GGNCS Environment in new projects. From the model side, currently the focus is on the development of an Entry, Descent, and Landing model library to study both Earth-based and planetary entry and parachute descent.
