Abstract-The high demand for rich on-line media content such as Video-On-Demand (VOD) has lead to a rapid increase in internet congestion. Today peer-to-peer overlay networks play a key role in content delivery. Replication in P2P networks can significantly reduce congestion and minimize access time. However, the challenge is to decide on which content to replicate, where to place replicas, which replica to replace and which replica is to be designated as the primary copy. The current distribution and delivery of content can be improved by making replica content placements, replacement and management context aware.
I. INTRODUCTION
The massive growth of digital content has created a digital world where intelligent user-friendly devices and wide variety of communication infrastructures are less significant if the required digital content is not easily accessible to the user [13] , [11] . Replication improves content availability, reduces access latency and improves system reliability. However, replication in large scale Content Delivery Networks (CDN) is costly [12] . The alternative solution is to use Peer-to-Peer (P2P) overlay networks.
An overlay network is a network which is built on top of another network. Nodes in the overlay are considered to be connected by virtual or logical links, each of which corresponds to a path. A path may actually use many physical links in the underlying network [15] , [6] . P2P networks are overlay networks because their nodes run on top of the Internet Today, P2P file sharing is the dominant traffic type in the Internet, exceeding all other Internet based data transfer including the Web [16] . P2P Overlay networks offers placement of replicated content, searching and sharing. However, one of the main challenges of replication in overlay networks is to find the right number of replicas that would achieve optimal performance [10] . Replication in Overlays Network can be defined as a graph G = (V, E), where V is the set of nodes and E ⊂ V × V is the set of links between the nodes in the overlay network. Each is node associated with a bandwidth Nb(i). Our main contribution in this paper is a context-aware replica placement algorithm that reduces access time by placing multiple copies of content at various strategic locations using various context-aware parameters; the algorithm calculates the Cost of Transfer (CoT) based on the size of the content, request rate for the content to be replicated and the CoT of replicas held in the cluster in deciding replica placement and replacement. Moreover, we propose a primary copy assignment algorithm that minimizes the content update overhead by choosing the right node for assigning the primary replica.
The paper is structured as follows: Section II discusses related work, Background information on overlay networks is presented in Section III. Context aware replica placement, replacement and primary copy assignment algorithms is presented in Section IV, Our discussions by comparative study is presented in Section V and finally in Section VI we have our conclusion and future work.
II. RELATED WORK
Many replica placement algorithms have been proposed for CDN [14] and some for P2P overlay networks [20] . In general, the goal is to optimize performance and minimize the infrastructure cost. In [1] content is distributed and placed uniformly across the nodes of a hierarchical naming sub-tree, however this is not practically effective since internet architecture is not similar to tree structure. Distributed paging technique proposed in [2] deals with the dynamic allocation of copies of content in a distributed network such as to minimize the communication cost over a series of read and write requests, but the life time of the cache and overhead associated with caching and distributed caching are of more concerns.
A replica update approach that scales in term of number of users or in term of number of editions was proposed in [3] which ensure causality, consistency and intention preservation criteria. However, this was not a general applicable approach, since it was presented only in context of Wikipedia and has additional overhead for a causal broadcast to achieve convergence.
Minimum or optimal replication problem has been discussed for file sharing applications in [4] , [5] but most of the work only provides replications based on a centralized approach. Replica placement QoS requirements were considered in [7] for content delivery among content servers. This also only provided a centralized greedy-based heuristic algorithm.
Creation and deletion of file replica by dynamically adapting to time-varying file popularity index in a decentralized manner based on the query traffic was proposed in [9] , however it is not an optimal solution since no other criteria's other than popularity index are considered in replication creation and deletion.
Recent research on latency associated with file replication in P2P system has been studied in [17] . The paper emphasized the importance of search time and the time required by the peers to transmit the file, however the model is applicable for multipart downloads and had not considered the file transfer delay related to replication in the peers.
Our approach of context-aware replica placement is different from the earlier replica placements. We try to place replica in the cluster of node which is relatively efficient and that guarantees the delivery of content to every other node in the overlay network with minimum latency. Secondly, in case of replica replacement the size of the content which is an important factor is also considered while evicting/replacing replicas. Finally, once replica is created a tracking mechanism will track the replica and assign the primary replica copy based on access pattern such that the update overheads are minimal.
III. BACKGROUND

A. Overlay Networks
An overlay network is a network which is built on top of another network. Nodes in the overlay are considered to be connected by virtual or logical links, each of which corresponds to a path. A path may actually use many physical links in the underlying network. Overlay networks offer guaranteed data retrieval, automatic load balancing, and self-organization [15] , [8] .
B. Peer-to-Peer (P2P)
Peer-to-peer (P2P) overlay systems can make portion of their resources including disk storage available to other network participants. The attraction of these systems, when compared to client/server frameworks, is in their robustness, reliability and cost efficiency. Unlike traditional distributed computing, P2P networks aggregate large number of computers and possibly mobile or handheld devices, which tend to join and leave the network frequently [21] .
Nodes in a P2P network are called peers; their roles vary based on the interaction with other peers. When requesting information's they are clients. When providing information's to other peers they are servers. When they forward information to other peers they are routers. This type of interaction creates application level virtual networks with their own overlay topology [21] . To search for data or resources, messages are sent from one peer to another with each peer responding to the request for information it has stored locally.
IV. CONTEXT AWARE REPLICA PLACEMENT
A. System Model Replication in Overlays network can be defined as graph G = (V, E), where V is the set of nodes and E ⊂ V × V the set of links between the nodes in the overlay network. Each node is associated with a bandwidth Nb(node(i)).
B. Assumptions  Each node including the requesting node can store replica copy.  Node storage space is limited and additional replica if needed can only be placed by replica replacement.  Primary copy can reside only in one node.  Distributed list of replica information is stored across the overlay network in a node in each cluster.  Cluster of peers is a set of nodes grouped physically. (e.g.
nodes under a ISP, nodes in a university campus) The CAR (Context-Aware Replication) algorithm is invoked when a node requests access to a content which is not available in the local cluster. The algorithm decides Initially the nodes are sorted on descending order based on their available bandwidth. The node with the highest available bandwidth is picked as a possible replica host since the node with the highest available bandwidth would most likely serve future request with minimum latency.
C. Context-Aware Replica Placement Algorithm
In case the top node is not able to hold content due to space constraint then the algorithm chooses the next node from the list. If all nodes in the cluster are not able to host the new replica then the algorithm has to decide whether to replicate the content or access it remotely. To do so the algorithm tracks the number of request originating from the cluster nodes for a specific content. When the numbers of requests from the cluster nodes reach a specific threshold then, the Replica Replacement algorithm is invoked else the content is directly accessed from the origin source. The threshold is a dynamically calculated value that depends on the popularity of local content (i.e. the number of request served by local replicas) and replica size.
As stated above the replica replacement algorithm is invoked only when no node in the cluster is able to satisfy the placement criteria and when the demand for the content has been substantial i.e. above the specified threshold. The algorithm compares the Cost of Transfer (CoT) of the remote content by multiplying the number of requests by content size. The algorithm also tracks the CoT of all local replicas. To calculate the threshold of a remote content the algorithm sorts the CoT of all replicas in each peer in the cluster. The threshold is them calculated by the minimum total CoT of the local replicas that needs to be removed to accommodate the remote content.
The algorithm selects one of more victim replicas in the same node/peer to avoid fragmentation. Moreover, the algorithm ensures that the sum of the CoT's of all the victim replicas is less than the CoT of the new replica otherwise a replacement is not performed.
Consider the scenario in Fig. 5 for requested content R 19, the CAR algorithm will sort all local replicas in the cluster based on the CoT and picks a victim(s) to replace. The replica with the minimum CoT is R 2 in Node 1, since its size is less than R 19 it is not possible to accommodate the new content. The next minimum i.e. R 6 from Node 3 is also considered as a possible victim. The combined size of both R 2 and R 6 is greater or equal to the size of R 19 and the combined CoT is less than R 19 CoT, but, since R 2 and R 6 belong to different node the replacement will not take place. CAR will try to find the next victim ignoring R 6 in Node 3. 
Algorithm: Replica Replacement
D. Assign Primary Copy Algorithm
We assume that the replica with large requests in a region has a higher possibility of updates from that region, hence to reduce the overhead of content updates the algorithm chooses the cluster that has the high request count for a specific replica and assign the replica of the node as the primary copy.
A key feature of P2P networks is decentralization we have distributed list that hold information's of replica. This has many advantages such as robustness, availability of information and fault-tolerance, In case the primary copy node fails, the next node that has the highest Request count from the P2P network is promoted to be the primary copy node. We compare our algorithm with Top-K LRU algorithm in [19] . Here when there is a request for a file j a new replica of j is obtained and stored in the current first-place node for j and a replica of another file is evicted from the node based on LRU.
The main advantage of CAR algorithm is that the algorithm considers the CoT based on the size of the file and the number of requests. A typical scenario is illustrated in the Table I .
Assume that there are requests to replicate content in the cluster of size 40 MB and the content had met the criteria of minimum CoT for creating a replica in the cluster, further we assume that there is no free space for moving in the new replica, in this scenario replacement algorithm will be invoked. In the case of CAR algorithm the replica R 3 in Node N 2 will be replaced since its CoT is minimum and its size is >= 40, whereas in the case of K-Top algorithm since R 5 is LRU from the cluster, R 5 is evicted from Node N 3 to accommodate the new replica in spite of its large size and CoT. In Internet where recency differs in few seconds to minutes CAR outperforms LRU in the above scenario.
Secondly we compare our algorithm with Top-K Most Frequently Requested (MFR) Algorithm [19] where each node i maintains a table for all files for which it has received a request. A file j in the table, the node maintains an estimate of λj(i), the local request rate for the file. In the simplest form, λj(i) is the number of requests node i has seen for file j divided by the amount of time node i has been up.
Assume that there is a request to replicate a content of size 100 MB and also the requested content had met the criteria of minimum CoT for moving it into the cluster and further, we assume that there is no free space for moving in the new content and all nodes are up all the time. In case of CAR replacement algorithm R 5 from N 3 will be evicted, whereas in case of MFR replica R 2 from N 1 in spite of its size of 400 MB will be is evicted to replace the new content.
We compare our replica assignment algorithm against Criteria Based Primary-copy Assignment (CBPA) in [18] where a list is created on descending order based on the availability of the system the primary copy is assigned to the system which is in the top of the list. Here only the availability of the system is considered and the request from the client is not an important criterion in deciding the primary copy. Maintaining multiple replicated copies consistent requires substantial bandwidth and is not directly related to the availability of the system. Hence in CAR Primary copy assignment is depended on the access pattern of the replica and the size of replica. Since, the replica is initially placed based on the best bandwidth in the cluster, performance of CAR primary copy assignment is better than CBPA.
In Table III when CBPA algorithm is used to choose the primary copy it will select Replica R 1 in Node N 1 of cluster C 1 based on the availability whereas in case of CAR R 1 from Node N 1 in cluster C 2 will be chosen based on the request count, in case N 1 of C 2 fails the next popular node in the cluster for the specific replica will be selected. effectiveness of our proposed algorithm. CAR significantly reduces the file transfer overhead by placing the right replica at the right place.
VI. CONCLUSION AND FUTURE WORK
With digital content growing exponentially and internet congestion on rise innovative ways are required to access the digital content available in the network. P2P overlay networks offers ways by which content can be widely distributed using replication. However, the challenge is where to place the replica, which replica to replace and which replica to be assigned as the primary copy. The distribution and delivery of digital content can be improved by making replica content placements, replacement and management context aware.
In this paper we have proposed a context-aware replica placement algorithm that reduces access time by placing multiple copies of content at various strategic locations using various context-aware parameters. We also proposed the replica replacement algorithm considering the Cost of Transfer (CoT) that is based on the size of the content and request rate. Moreover, we proposed a primary copy assignment algorithm that minimizes the content update overheads by choosing the right node as primary replica. Our discussions demonstrate the effectiveness of the proposed algorithms.
In future work we plan to compare the performance of the CAR replication algorithm with various other replication algorithms using a simulation study.
