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Abstract
Multivariate geo-sensory time series prediction is
challenging because of the complex spatial and
temporal correlation. In urban water distribution
systems (WDS), numerous spatial-correlated sen-
sors have been deployed to continuously collect
hydraulic data. Forecasts of monitored flow and
pressure time series are of vital importance for op-
erational decision making, alerts and anomaly de-
tection. To address this issue, we proposed a hy-
brid dual-stage spatial-temporal attention-based re-
current neural networks (hDS-RNN). Our model
consists of two stages: a spatial attention-based
encoder and a temporal attention-based decoder.
Specifically, a hybrid spatial attention mechanism
that employs inputs along temporal and spatial axes
is proposed. Experiments on a real-world dataset
are conducted and demonstrate that our model out-
performed 9 baseline models in flow and pressure
series prediction in WDS.
1 Introduction
Wide deployment of sensors for systematic monitoring in the
physical world is becoming affordable and comprehensive
[Resch et al., 2011]. Examples include meteorological sites,
traffic monitors and sensors in urban water distribution sys-
tems (WDS). These sensors, which monitor one or multiple
parameters, continuously generate time series readings. The
physical locations of these sensors are fixed in the environ-
ment, which results in a certain spatial correlation between
these sensors. The readings of these sensors are called geo-
sensory time series [Liang et al., 2018]. The prediction of
geo-sensory series is challenging because both spatial and
temporal correlations shall be considered.
The scenario discussed in our work is the geo-sensory se-
ries in WDS. Short-term flow and pressure forecasting is a
hot topic in the research field and efficient models need to be
developed. In most cases, operational decision-making, alerts
and anomaly detection are based on real-time flow and pres-
sure readings monitored by sensors deployed in WDS [Her-
rera et al., 2010]. A reliable prediction model reveals ten-
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(a) Daily pattern of flow (b) Daily pattern of pressure
Figure 1: The daily pattern of flow and pressure series of 3 differ-
ent sensors in WDS. The former exhibits daily periodicity while the
latter exhibits no obvious regularity.
dencies in monitored data, which means water supply com-
panies can make informed decisions. To tackle this problem,
two main groups of models were proposed: the mechanism
model and the machine learning model. EPANET is a mod-
elling software widely used for simulations of the hydraulic
and water quality behavior in water supply systems [M and
Mariappan V.E, 2011]. However, EPANET does not cope
well with unknown boundary conditions. Machine learning
models, on the other hand, do not require accurate pipe sys-
tem boundary conditions and can be trained directly from the
historical data.
Using machine learning models for flow and pressure pre-
diction in WDS is a challenging work, for the following rea-
sons: (1) Flow and pressure series are nonstationary and dif-
ficult to predict. Specifically, as shown in Figure 1, the flow
series exhibits a 24-hour periodic pattern which accounts for
the seasonality while the pressure series exhibits no obvious
regularity. Moreover, the uncertainty of water consumption
behaviour and other unpredictable issue increase the diffi-
culty of the time series forecasting [Guo et al., 2018]. (2)
The pairwise correlation of exogenous series is difficult to ad-
dress [Liang et al., 2018]. Normally, in WDS, two hydraulic
parameters (pressure and flow) are recorded. The continu-
ity and incompressibility of water ensure the correlation be-
tween flow series measured at different junctions of the net-
work. Meanwhile, the Bernoulli principle indicates that the
variation of the pressure is inverse to the flow. Hence, both
exogenous pressure and flow series are of vital importance in
the prediction of the target sensor. (3) The capture of tempo-
ral correlations is difficult. The pipe network is large so an
abrupt event (e.g. Starting a new pump in the booster station)
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will lead to a response of a remote sensor with an uncertain
time lag.
The complex spatial-temporal correlation of exogenous
sensors is difficult to model by traditional machine learn-
ing methods [Qin et al., 2017]. Recent advancement in
deep neural networks, especially the employment of atten-
tion mechanism, has proven its efficiency in multivariate
time series prediction [Qin et al., 2017; Liang et al., 2018;
Liu et al., 2019]. Following previous work, we proposed hy-
brid spatial-temporal attention-based RNN (hDA-RNN) for
the modelling of multivariate time series prediction. The con-
tributions of our work are as follows:
1. To our best knowledge, this work firstly uses recurrent
networks with attention mechanism to capture spatial-
temporal correlations of flow and pressure series in
WDS for their short-term forecasting.
2. A hybrid spatial attention mechanism is proposed to
enhance the spatial correlation learning in the encoder
stage. The proposed method uses inputs along both
temporal and spatial axes for the training of attention
weighs. Promising results are achieved in the experi-
ments.
3. Experiments are conducted on a real-world dataset.
The proposed model hDA-RNN outperformed 9 base-
line models, including the traditional time series model
SARIMA and the state-of-the-art attention-based RNN.
2 Related Work
Our work focuses on two tasks: the forecasting of flow and
pressure series in WDS. Short-term water demand forecasting
is comprehensively investigated. Because the short-term wa-
ter demand exhibits very similar pattern to the flow series that
we discussed, there are numerous models that we can refer to.
For short-term water demand forecasting, both traditional
models and deep networks are widely investigated. [Aran-
dia et al., 2016] used seasonal autoregressive integrated mov-
ing average model (SARIMA). SARIMA is easy to adapt and
requires small training set (7 days) to achieve promising re-
sults. Furthermore, using deep learning methods, [Guo et al.,
2018] proposed a deep networks which leverages GRU lay-
ers and dense layers and outperformed SARIMA. [Msiza et
al., 2007] compared the traditional machine learning model:
supported vector regressor (SVR) and the multilayer percep-
trons (MLP). A variety of the kernels types of SVR has been
tested and promising results were reached. However, the
SVR model still underperformed MLp which employs deeper
structure and more parameters to extract complex no-linear
representation of the inputs[Msiza et al., 2007]. The fore-
casting of pressure series which exhibits no obvious regular-
ity faces more difficulties. Efficient models need to be devel-
oped.
Recent advancement of attention mechanism has brought
significant improvement in various field. Inspired by the hu-
man attention mechanism, the attention-based RNN model
was first proposed in a machine translation task [Bahdanau
et al., 2014]. Employing the encoder-decoder structure
and the attention mechanism applied to the encoding se-
quence, the model became, at that time, the start-of-the-
art work in English-to-French translation. Later, the well-
known Transformer [Vaswani et al., 2017] dispensed with
the recurrent module and solely employed several Multi-
Head attention modules and feed-forward modules. Proven
efficient in sequence to sequence tasks like natural lan-
guage process [Bahdanau et al., 2014; Vaswani et al., 2017;
Yang et al., 2016] and computer vision tasks [Xu et al., 2015;
Huang et al., 2019], the attention-based models were also
widely used in time series problems. Dual-stage attention-
based RNN (DS-RNN) [Qin et al., 2017] employed two atten-
tion modules for spatial-temporal correlation capturing and
outperformed the other traditional nonlinear autoregressive
exogenous models. GeoMAN [Liang et al., 2018] used three-
stage attention respectively applied to local features, global
features and temporal sequence for geo-sensory series pre-
diction. To enhance the correlation of the target series and
exogenous series, a dual-stage two-phase attention model,
namely DSTP-RNN [Liu et al., 2019], was proposed. The
first-phase spatial attention was applied to the original series.
The second-phase spatial attention was applied to the con-
catenation of the former output and the target series. The
second stage (temporal attention) was the same as the afore-
mentioned works.
However, among the current attention-based RNN models,
one essential bottleneck could be the information loss during
the training of attention weights. Specifically, the spatial at-
tention mechanism only considers inputs along the temporal
axis and ignores exogenous inputs. Hence, we proposed a
hybrid spatial attention mechanism in the encoder stage. It
could simultaneously capture inputs along temporal and spa-
tial axes to training the attention weights. To the best of our
knowledge, no prior work has used a similar method in the
spatial attention stage.
3 Notation & Problem statement
Given n ∈ N+ series over a window length of T ∈ N+ as
inputs, we use xkt ∈ R to represent the reading of k-th sensor
at time t. We useXt = (x1t , x
2
t , .., x
n
t )
T ∈ Rn×T to represent
the encoder input series of all geo-sensors at time t. In addi-
tion, the output of the encoder layer is represented by Zt =
(z1t , z
2
t , .., z
m
t )
T ∈ Rm×T , where m is the number of hidden
states. The reading of the target sensor at time tis represented
by yt. Given τ as the window length of predicted series, the
target series for prediction which ranges from T to T + τ can
be represented by Y = (yT+1, yT+2, ..., yT+τ )T ∈ Rτ . The
historical part of target series y1t , y
2
t , .., y
n
t is included in in-
put series. We use Yˆ = (yˆT+1, yˆT+2, ..., yˆT+τ )T ∈ Rτ to
represent the predicted series.
A mapping from historical multivariate series to the future
target series is expected to be learned. Note F (·) as the map-
ping function of the model, the problem is defined as follows:
yˆT+1, yˆT+2, ..., yˆT+τ = F (x
1
t , x
2
t , .., x
n
t ) (1)
4 Methods
The overall framework of proposed hybrid DS-RNN is pre-
sented in Figure 2. The encoder-decoder structure [Sutskever
Figure 2: The framework of the proposed hybrid dual-stage at-
tention networks (hDA-RNN). In the first stage, the spatial at-
tention weights akt is trained with the inputs along the tempo-
ral axis (xk1 , xk2 , .., xkT )
T ∈ Rn and those along the spatial axis
(x1t , x
2
t , .., x
n
T )
T ∈ Rn. In addition, the hidden states and cell states
of the previous LSTM unit he,t−1, se,t−1 are employed to train the
spatial attention weights. The output of the encoder is represented as
Zt = (z
1
t , z
2
t , .., z
m
t )
T ∈ Rm×T . In the second stage, the temporal
attention computes the attention weights with mid-layer states across
all the time steps and the hidden states and the cell states of the de-
coder hd,t′−1, sd,t′−1. The output of the decoder is represented as
(yˆT+1, yˆT+2, ..., yˆT+τ )
T ∈ Rτ
et al., 2014], proven efficient in sequence to sequence mod-
elling, is employed in our framework. The LSTM unit
[Hochreiter and Schmidhuber, 1997] is used as the basic unit
in both encoder and decoder. A dual-stage attention mech-
anism [Qin et al., 2017] i.e., a spatial attention layer in en-
coder and a temporal attention layer in decoder, is employed.
Specifically, a hybrid spatial attention mechanism is proposed
in the first stage. In the second stage, the temporal attention
mechanism is employed.
4.1 Spatial attention in encoder
The spatial attention mechanism is performed in the first
stage. Following previous work, a dual-stage attention-
based RNN (DA-RNN)[Qin et al., 2017] serves as an im-
portant baseline in our experiment. Firstly, we present the
attention mechanism employed in DA-RNN. Given Xk =
(xk1 , x
k
2 , .., x
k
3)
T ∈ RT as k-th input series and he,t−1, se,t−1
as the hidden states and the cell states of the encoder LSTM
cell at step t-1. The spatial attention mechanism can be de-
fined as follows [Qin et al., 2017] [Liang et al., 2018] [Liu et
al., 2019]:
ekt = Ve tanh(We[he,t−1; se,t−1] + UeX
k +Be) (2)
akt =
exp(ekt )∑N
i exp(e
i
t)
(3)
where Ve ∈ R1×l, Be ∈ Rl We ∈ Rl×2m Ue ∈ Rl×T are
the parameters to be learned. l is the hidden dimension of
the spatial attention module. Specifically, [Qin et al., 2017]
used l = T . m is the dimension of hidden states: he,t−1
and se,t−1. [·; ·] is the concatenation operation. The attention
weights Et = (ek1 , e
k
2 , ..., e
k
t )
T will be treated with a softmax
function to make sure the sum equals to 1.
In the aforementioned work, the spatial attention weights
of the k-th sensor ekt are trained with the series itself across
all time steps Xk ∈ RT . The defect of this method is that the
pair-wise exogenous correlation is ignored. To overcome this
defect, we proposed a modified DS-RNN model, namely DS-
RNN-II, which employed a novel spatial mechanism defined
as follows:
ekt = Ve tanh(We[he,t−1; se,t−1] + UeX
t +Be) (4)
where Ve ∈ R1×h, Be ∈ Rh We ∈ Rh×2m Ue ∈ Rh×n
are the parameters to be learned. h is the hidden dimension
of the spatial attention module. Compared with Function 2,
The input series Xk is replaced with Xt, which strengthens
the influence of the input along spatial axes rather than tem-
poral axes. Two spatial attention mechanism (DS-RNN and
DS-RNN-II) will be compared in experiment in the following
section.
Combining the advantages of the two aforementioned spa-
tial attention mechanism, we further develop a hybrid spatial
attention mechanism. The model proposed is called hybrid
dual-stage attention based recurrent networks (hDA-RNN).
As shown in Function 5, the proposed hybrid attention mech-
anism employed both Xk and Xt to train the spatial atten-
tion weights. Considering both the k-th series over a window
length of T Xk and the exogenous series at current step t,
the attention weight is more suitable. The hybrid attention
mechanism is defined as follows:
ekt = Ve tanh(We[he,t−1; se,t−1]+UeX
k+U ′eX
t+Be) (5)
akt =
exp(ekt )∑N
i exp(e
i
t)
(6)
where Ve ∈ R1×h, Be ∈ Rh We, Le ∈ Rh×2m Ue ∈ Rh×T .
he,t−1, se,t−1 and hd,t′−1, sd,t′−1 are the hidden states of
the encoder and decoder respectively. In both encoder and
decoder layer, we usem as the dimension of hidden states for
simplicity.
The output vector of the hybrid spatial attention layer is
presented as: (a1tx
1
t , a
2
tx
2
t , ..., a
n
t x
n
t )
T ∈ Rn. The aforemen-
tioned output vector is processed by stacked LSTM layer to
get the encoder output: Zt = (z1t , z
2
t , .., z
m
t )
T ∈ Rm×T . The
encoder output serves as the input of the temporal attention
layer.
4.2 Temporal attention in decoder
The performance of the recurrent networks is limited by its
’memory’. The LSTM units enhance the information stor-
age over an extended time interval by using multiplicative
gates to regulate the access to its memory [Hochreiter and
Schmidhuber, 1997]. However, the LSTM-based networks
still has difficulty in capturing long-term dependency. Hence,
by employing a temporal attention mechanism, the capability
of capturing long-term dependency was maximised. Because
the selectively weighted hidden states along the sequence are
connected directly to the decoder, the model suffers no more
from the long-term information loss. Taking the output of the
spatial attention layer Z = (z1, z2, ..., zT ) ∈ Rm×T and the
hidden states of the decoder at time t-1 hd,t−1, sd,t−1, the
dynamic temporal attention weights are defined as follows:
ft′,t = Vd tanh(Wd[hd,t′−1; sd,t′−1] + Udzt +Bd) (7)
where Vd ∈ R1×m, Bd ∈ Rm, Wd ∈ Rm×2, Ud ∈ Rm×m
are the parameters to be trained. The temporal attention
weight ft′,t represents the importance of the values in encoder
at time t for the prediction of the values in decoder at time t′.
The temporal attention weights are normalised by a softmax
function defined as follows:
βt′,t =
exp(ft′,t)∑T
j=1 exp(ft′,j)
(8)
The output of the temporal attention layer is presented as:
ζt′ =
T∑
t=1
βt′,tZt (9)
4.3 Encoder Decoder & model training
In this section, the encoder-decoder structure and whole train-
ing process will be summarised. In the encoder stage, Xt ∈
Rn is used as the model input. After processed by spatial
attention layer, the middle states are Zt ∈ Rm which will
be used as the input of the decoder. Processed by temporal
attention layer, the final output of the model yˆt+1 is obtained.
All the deep neural networks use hyperbolic tangent (tanh)
function as the activation function to generate no-linear rep-
resentation defined as follows:
tanh(x) =
exp(x)− exp(−x)
exp(x) + exp(−x) (10)
The LSTM units are used as the basic elements in the
model. LSTM aims at learning a mapping function as fol-
lows:
ht, ct = f(Xt, ht−1, st−1) (11)
where Xt is the input at time t, ht and ct are the hidden state
and cell state of LSTM unit at time t-1.
A dropout technique is used to overcome overfitting.
All the deep neural networks are smooth and differentiable,
which makes them trainable via backpropagation algorithm
[Rumelhart et al., 1986]. The mean squared error (MSE) be-
tween the predicted series and the ground truth series is min-
imized by Adam optimizer [Kingma and Ba, 2017] and the
learning rate is selected accordingly.
All deep neural networks are implemented in PyTorch
framework.
5 Experiments
In this section, the details of the dataset used will be pre-
sented first along with the partition of the training set, vali-
dation set and test set. Secondly, a pretreatment process will
be presented to transform the unstationary series into station-
ary series. Then, the evaluation metrics and hyperparame-
ter selection will be detailed. After that, the comparison of
the baseline models and the proposed hDS-RNN will be pre-
sented along with some remarks. Finally, the experiments for
a further explanation of the spatial-temporal mechanism em-
ployed are conducted and the results are illustrated.
5.1 Datasets
The experiment was conducted over a real dataset collected
by the water supply company of the city of CZ. Sensors de-
ployed in the WDS continuously collected hydraulic param-
eters (e.g., flow rate and pressure) for systematic monitoring.
The dataset ranges from 05/05/2017 to 04/04/2019 with a
time interval of 30 minutes. The dataset contains time se-
ries of 11 flow rate monitoring sensors and 7 pressure mon-
itoring sensors. The 11 flow sensors and 7 pressure sensors
are placed either on the outlet pipes of booster stations or on
water mains. The flow sensor No.8 (F8) and pressure sensor
No.5 (P5) are respectively regarded as the target sensors. The
dataset was partitioned into the training set, validation set and
test set. The three sets are split at 09/01/2018 and 01/01/2019,
with the scale of approximately 4:1:1.
5.2 Pretreatment
The nonstationarity nature of the input series makes predic-
tion difficult. Nonstationary series can be decomposed into
Trend, Seasonal and Residual [Oliveira et al., 2017]. To
simplify the forecasting task, the input series is transformed
into its 1st order derivative to remove Trend. Then the
derivatived series is additively decomposed into Seasonal
and Residual. The decomposition process is performed only
on the training set and the seasonal pattern extracted is ap-
plied to both validation set and test set. The residual series
is the gap between the 1st order derivative series and the sea-
sonal series. Our aim is to predict the residual series to recon-
struct the original series.
5.3 Evaluation metrics & Hyperparameters
Mean squared error (MSE) and mean absolute error (MAE)
are used to evaluate the models. Their effectiveness has been
proved by numerous time-series predicting problems [Liang
et al., 2018]. Note that yt ∈ Rτ is the ground truth series and
yˆt ∈ Rτ is the predicted series. The two criteria are defined
as:
RMSE =
√√√√ 1
N
T+τ∑
t=T
(yˆt − yt)2 (12)
MAE =
1
N
T+τ∑
i=T
(yˆt − yt) (13)
Specifically, because the series is decomposed additively, the
MAE and MSE score applied to either residual series or re-
constructed series are the same.
During the training process, the learning rate for the Adam
optimiser is 0.001. The mini-batch training is employed for
all the deep neural networks. Although small-batch training
can improve the generalisation performance, it degrades com-
putational parallelism [Masters and Luschi, 2018]. Consider-
ing both the training speed and performance, a series of batch
sizes are tested in a preliminary experiment and a batch size
of 64 is selected.
The encoder length T is grid searched over {5, 10, 20, 40,
80}. Experiments showed that extending encoder length does
not improve the performance. As a result, an encoder length
of 60 is selected. Considering the error accumulation and in-
terval length of our dataset, the decoder length is empirically
set to 4 for future prediction. A decoder length of 4 represents
2 hours in the real world and is long enough for short-term
operational decision-making.
Finally, a grid search over {32, 64, 128, 256} is conducted
for hidden states dimension. Note that the hidden states in the
encoder and decoder are the same. Meanwhile, a grid search
over {1, 2, 4} is conducted for the number of hidden layers.
The hDA-RNN model which uses 60 as encoder length, 64 as
hidden states dimension and 1 as hidden layer number, out-
performed the other parameter settings on the validation set.
5.4 Model Comparison
In this section, the performances of the proposed spatial-
temporal attention model and the other baseline models are
compared. The models are compared on the aforementioned
dataset. Flow series (F8) and pressure series (P5) are used as
the target series.
1. SARIMA [Arandia et al., 2016]: Seasonal autore-
gressive integrated moving average model (p, d, q) ×
(P,D,Q)s. We use s=48 because the period is 24 hours
and the time interval is 1/2 hour. d = 1 which means 1st
order derivative is used to erase the trend component.
The other parameters are optimised according to experi-
mental results.
2. SVR [Msiza et al., 2007]: Supported vector regressor, a
traditional machine learning method widely used in re-
gression tasks.
3. GBRT [Friedman, 2000]: An ensemble of simple mod-
els (regression tree) proven efficient and easy to adapt in
regression tasks.
4. MLP [Koskela et al., 1996]: Multilayer perceptrons
(MLP), the simplest neural networks for time series
problem.
5. Seq2Seq [Sutskever et al., 2014]: The sequence to se-
quence model is originally used in machine translation.
Now it is slightly modified for multivariate time series
prediction.
6. DA-RNN [Qin et al., 2017]: DS-RNN uses dual-stage
spatial-temporal attention-based RNN in multivariate
time series prediction. It was the state-of-the-art model
before DSTP-RNN.
7. DA-RNN-II: A modified dual-stage spatial-temporal
attention-based RNN model using the spatial attention
mechanism mentioned in Section 4.
8. DSTP-RNN [Liu et al., 2019]: DSTP-RNN uses a dual-
stage two-phase spatial-temporal attention mechanism
and is the state-of-the-art model for multivariate series
prediction.
Models FLow PressureMSE MAE MSE MAE
SARIMA 3.78 E-3 4.18 E-2 1.41 E-2 8.88 E-2
SVR 5.47 E-3 4.89 E-2 1.77 E-2 9.97 E-2
GBRT 5.50 E-3 4.90 E-2 1.72 E-2 9.80 E-2
ANN 3.44 E-3 4.25 E-2 1.21 E-2 8.32 E-2
Seq2Seq 3.28 E-3 4.13 E-2 1.27 E-2 8.48 E-2
Transformer 3.09 E-3 4.01 E-2 1.96 E-2 10.4 E-2
DS-RNN 2.17 E-3 3.37 E-2 1.21 E-2 8.30 E-2
DS-RNN-II 2.12 E-3 3.34 E-2 1.23 E-2 8.46 E-2
DSTP-RNN 2.70 E-3 3.72 E-2 1.29 E-2 8.65 E-2
hDS-RNN 2.08 E-3 3.30 E-2 1.17 E-2 8.18 E-2
Table 1: Performance comparison of different models
The performance of all models tested is shown in Table 1.
In terms of flow series prediction, the proposed hybrid spatial-
temporal attention model (hDS-RNN) outperforms all base-
line models. Remarkably, compared with the state-of-the-art
DS-RNN, hDS-RNN model shows 4.1% and 2.1% improve-
ments MSE and MAE. DS-RNN-II model uses a modified
spatial attention mechanism and improvements on both cri-
teria could be observed. The hybrid DS-RNN model, which
is a fusion of DS-RNN and DS-RNN-II, achieves the best
performance among them. However, DSTP-RNN model un-
derperforms the DA-RNN model, which doesn’t accord with
the result in [Liu et al., 2019]. DSTP-RNN-II model in [Liu
et al., 2019] is also tested and no obvious improvement is
observed. Due to the fact that our dataset is relatively small
(contains only 18 series), the large and complex models do
not perform well. In the work [Liu et al., 2019], results show
that the difference of the performance between DA-RNN and
DSTP-RNN is small when the dataset is simple.
In terms of pressure series prediction, compared with the
state-of-the-art DA-RNN model, improvements of 1.4% and
3.3% on MSE and MAE are achieved. However, Because of
the erratic fluctuation of the pressure series, the prediction of
pressure faces more difficulties. According to our experimen-
tal results, the improvement achieved by hDS-RNN is small
compared with traditional time series model SARIMA.
5.5 Evaluation on Temporal attention
The temporal attention mechanism is employed to capture
long-term dependency. In terms of water flow prediction,
the Seq2Seq baseline model achieves the best performance
when the encoder length is 20. However, the temporal at-
tention based models are capable of capturing longer depen-
dency. Most of them achieve the best performance when en-
coder length is 60. As presented in Figure 3, the performance
curves descend steadily as the encoder window extends. Af-
ter the optimum point T=60, their performance.s drop rapidly.
Specifically, when T = 100, DS-RNN model and DS-RNN-
II model don’t converge in the training process. Moreover,
when T = 60 and T = 80, DSTP-RNN model fails to
converge. The results of no-converged experiments are not
shown in Figure 3. Suffering from vanishing gradient[Pas-
canu et al., 2013], the attention-based model still have diffi-
culty in capturing very long-term dependency. Besides, the
proposed model hDS-RNN outperformed the stat-of-the-art
(a) Encoder length vs MSE (b) Encoder length vs MAE
Figure 3: Results of encoder window length vs both metrics in water
flow prediction of 4 main attention-based RNN (DSTP-RNN, DS-
RNN, DS-RNN-II and hDS-RNN).
(a) Decoder length vs MSE (b) Decoder length vs MAE
Figure 4: Results of decoder window length vs both metrics in water
flow prediction of 4 main attention-based RNN (DSTP-RNN, DS-
RNN, DS-RNN-II and hDS-RNN).
model DS-RNN and its modified version DS-RNN-II when
encoder length is 60.
5.6 Evaluation on long-term prediction
Instead of performing the experiment with decoder length
τ = 4, we extend the decoder length from 4 to 10 for long-
term prediction. The capacities of long-term prediction of
the four attention-based RNN model (DS-RNN, DS-RNN-II,
DSTP-RNN and hDS-RNN) are compared. Both metrics are
evaluated on different decoder length of the aforementioned
models, as shown in Fig 4. We observe that the performances
of the four models are almost of the same level at step 1 and
differ at further steps. Remarkably, the proposed hDS-RNN
outperforms the other baseline models at each step. Specif-
ically, the performance of DSTP-RNN trends to surpass its
competitors in long-term predictions. In [Liu et al., 2019],
experimental results showed that DSTP-RNN performed bet-
ter in long-term prediction. However, in our case, we pay
more attention on short-term dependency, because in water
flow and pressure series prediction, such long dependency is
not significant.
5.7 Evaluation on spatial attention of the model
The spatial distribution of geo-sensors are detailed in Figure
5a. The spatial attention weights are presented in Figure 5b.
In this experiment, the target series is F8. It can be observed
that the input series F8 is assigned with high weights. The
weights assigned to flow series F4 is high, the plausible rea-
son is that their physical locations are close and they are con-
nected directly with a long straight pipe. The weights as-
signed to series F5 and F6 are relatively small compared with
the other flow series because these two sensors are far away
from the target sensor F8. The F1 F2 F3 and P1 P2 P3 are
(a) Sensor location map. (b) Spatial attention weights.
Figure 5: The map of the sensors’ location and their attention
weights allocated in the model. In this case, ’F8’ is the target sensor.
’F1’, ’F2’, ’P1’, ’P2’ are recorded on the outlet pipe of two remote
booster stations. ’F3’, ’P3’ are recorded at the nearest booster sta-
tion. The other series are recorded on water mains
the flow and pressure of outflow from three booster station.
It can be observed that the spatial attention weights are ap-
proximately proportional to the distance. Flow series F3 and
pressure series P3, recorded at the nearest booster station, are
assigned with higher weights.
6 Conclusion and future work
In this paper, we proposed a hybrid dual-stage attention-based
RNN (hDA-RNN) for multivariate time series prediction in
WDS. Following previous work, an encoder-decoder struc-
ture with dual-stage spatial-temporal attention mechanism
was employed. Specifically, we proposed a hybrid spatial at-
tention mechanism in the first stage. In the proposed mech-
anism, the spatial attention weights of a certain sensor at a
certain time is trained with related inputs along temporal and
spatial axis simultaneously. Additionally, a temporal atten-
tion mechanism is used in the second stage to adaptively al-
locate different weights for different time steps. Our model is
evaluated on a dataset containing hydraulic monitoring series
in WDS, respectively using a flow series and a pressure series
as the target. Experimental results showed that our model
outperformed 9 baseline models on both metrics. Spatial at-
tention weights are visualised for a further explanation of our
approach.
In the future, experiments will be conducted on various
datasets in different fields . In addition, a real-world appli-
cation of our model will be conducted.
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