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The growing study of time series, especially those related to nonlinear systems, has challenged the
methodologies to characterize and classify dynamical structures of a signal. Here we conceive a new
diagnostic tool for time series based on the concept of information entropy, in which the probabilities
are associated to microstates defined from the recurrence phase space. Recurrence properties can
properly be studied using recurrence plots, a methodology based on binary matrices where trajec-
tories in phase space of dynamical systems are evaluated against other embedded trajectory. Our
novel entropy methodology has several advantages compared to the traditional recurrence entropy
defined in the literature, namely, the correct evaluation of the chaoticity level of the signal, the weak
dependence on parameters, correct evaluation of periodic time series properties and more sensitivity
to noise level of time series. Furthermore, the new entropy quantifier developed in this manuscript
also fixes inconsistent results of the traditional recurrence entropy concept, reproducing classical
results with novel insights.
PACS numbers: 05.45, 05.10.-a,07.05.Rm,05.45.Tp
I. INTRODUCTION
The development of nonlinear dynamics has influenced
so many areas of science, from physics, chemistry and
engineering to life science and ecology. From economics
to linguistics, and more recently neuroscience [1–6]. In
last decades, the increasing mathematical knowledge of
the complex structures of nonlinear systems has provided
successful tools to the understanding of irregular space
and temporal behaviors displayed by collected data in
all applied sciences. Time series analysis has turned to
be a key issue providing the most direct link between
nonlinear dynamics and the real world [7].
In many cases, time series data are not extracted from
linear systems. In these cases, linear data analyses bring
unsatisfied results since linear time series analysis meth-
ods are characterized by averaged quantities like mean
values or variances, as well as (auto)-correlations, not
capturing the nonlinear aspects of the signal [7].
On the other hand, nonlinear analysis tries to extract
information from the underlying dynamics of the data. In
this way, nonlinear techniques supply new tools for data
diagnostics using a whole set of quantities, such as di-
vergence rates, predictability, scaling exponents and en-
tropies in symbolic representation. All those methods are
based on more general phase space properties [8] such as
recurrence properties and others.
Nowadays, nonlinear time series are a central issue in
science. An important characteristics of such time se-
ries is the presence of natural and non trivial period-
∗ lopes@fisica.ufpr.br
icities, characterized by repeating segments of the sig-
nal in a rather complex way [9]. In the last decades
several sophisticated mathematical tools have been de-
veloped to characterize these periodicities. We cite, for
instance, the development of wavelet analysis that have
enable scientists to explore in detail the time-frequency
structure of signals [10]. Another technique designed to
analyze the statistical periodicities in several scales was
the detrended fluctuation analysis, a contemporary de-
velopment of Hurst analysis [11–14].
We explore in this work a new quantifier of nonlin-
ear analysis of time series based on properties of phase
space recurrences. The modern concept of recurrence
dates to Henri Poincare´ work [15] and it is a fundamental
attribute of dynamical systems. A modern visualization
method known as recurrence plot (RP) was introduced
in [16], and is constructed from the recurrence matrix
Rij defined as:
Rij() = Θ(− ||xi − xj ||),xi ∈ R, i, j = 1, 2, · · · ,M,
(1)
where xi and xj represent the dynamical state at time
i and j, Θ is the Heaviside function, M is length of the
analyzed time series and  is the threshold or vicinity
parameter, consisting of a maximum distance between
two points in a trajectory such that both points can be
considered recurrent to each other.
In this way, the RP is a symmetric matrix of “ones”
and “zeros” where an one (zero) intends for recurrent
(non recurrent) points in phase space. The recurrence
analysis technique is conceptually simpler than spectral
linear and nonlinear analysis like Fourier or Wavelets and
numerically easier to be performed since it does not have
to decompose the signal within a basis [10]. Instead,
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2the RP is computed using repetitions (or recurrences) of
segments of the signal which produce a time mosaic of the
recurrence signal, an imprinting of signal time patterns.
Based on the statistical properties of the recurrence
plot, a large number of quantifiers have been developed
to analyze details of a RP [17]. Many of them, deal with
statistical properties such as mean size, maximum size,
frequency of occurrence of diagonal, vertical or horizontal
recurrence lines. An important class of recurrence quan-
tifiers are those that try to capture the level of complex-
ity of a signal. As an example, we mention the already
known entropy based on diagonal lines statistics [18, 19].
This quantity has been correlated with others dynami-
cal quantifiers as, for example, the largest Lyapunov ex-
ponent, since both capture properties of the complexity
level of the dynamics [17].
Nevertheless, at this point, it is important to men-
tion that sometimes the diagonal entropy, (ENTR), as
defined in the literature [17] behaves in an unexpected
way, indeed, a quite known problem occurs in the dy-
namics of the logistic map, namely ENTR decreases de-
spite the increase of nonlinearity. In fact, to deal with
that, the literature has presented an adaptive method
to compute recurrences to conciliate the behavior of a
decreasing ENTR with the increasing complexity of the
logistic map [20].
Here we develop a new entropy recurrence quantifier
based on the formal definition of system entropy making
use of all microstates displayed in a recurrence plot, not
just diagonal or horizontal lines. In order to introduce
the new quantifier, we consider a recurrence plot and se-
lect on it random samples of microstates, small square
matrices of N ×N elements (we show results for matrix
sizes up to 4× 4). Using square matrices samples of the
RP it is possible to define an ensemble of microstates.
As we shall see, the microstates reflect the dynamical re-
current patterns of the time series. Indeed, the definition
of an entropy quantifier based on microstates frequency
provides a good estimator that correctly capture the rela-
tion between the entropy quantifier and the level of com-
plexity and/or chaoticity, fixing the behavior displayed
by the former diagonal entropy quantifier ENTR. As we
will show, making use of just captured data, it also pro-
vide good results for all major dynamical changes that
occurs in dynamical systems.
The rest of this paper is organized as follows: in section
2 we briefly show the recurrence technique and present
our methodology. In section 3 we apply the new method-
ology to three well known time series: the first is a peri-
odic harmonic (sine) signal perturbed by a white noise,
the second is the time series of the discrete logistic map
and the last one is well known nonlinear flux described
by Lorenz equations. Finally in section 4 we discuss our
results and point out future perspectives.
II. METHODOLOGY
The methodology section is divided in three parts.
First, we introduce the recurrence analysis technique
based on the recurrence plot Rij , as defined in Eq. (1).
In addition, we show some quantifiers used in the litera-
ture to summarize the information of the RP that will be
used in the manuscript to promote the adequate compar-
ison with our method. In the next subsection we define
a novel way to represent microstates extracted from the
recurrence matrix, which is used to calculate our pro-
posed entropy. Finally, in the last subsection we detail
the microstate set used to construct the new proposed
entropy.
A. Recurrence plots and recurrence quantification
analysis
The recurrence plot is a graphical binary representa-
tion of the complex recurrence patterns extracted from
time series [16] or spacial profiles [21, 22]. The recurrence
plot was firstly developed by Eckmann et. all. [16] and
further explored by several authors. A good compilation
in literature of this issue is found in [17]. Important char-
acteristics of the recurrence plots are the presence of finite
size diagonal lines, indicating periodic signals or recur-
rence segments and isolated points suggesting stochastic
and/or chaotic signals. An accurate extraction of specific
features of a time series can be obtained by using a set of
tools, developed initially by Zbilut and Webber [18, 19]
as measures of signal complexity based on the recurrence
matrix. These tools are called recurrence quantification
analysis (RQA) or recurrence quantifiers.
The RQA studies different aspects of the recurrence
plot, from the density of recurrent (non recurrent) points
to the statistics of vertical (horizontal) or diagonal lines
[17]. In order to avoid problems with very large recur-
rence plots, when analyzing long time series, it is conve-
nient to divide the original time series into smaller sub-
series (or windows) with size K such that K M , being
M the size of the entire trajectory. For each window, we
construct a recurrence matrix that is used to compute
the recurrence quantifiers. The simplest RQA is the re-
currence rate (RR) defined as the density of recurrent
points in Rij .
An important question in recurrence analysis is
the measure of diagonal lines that represent recur-
rence segments of trajectories. Diagonal lines are Rij
structures parallel to the lines of identity defined as
Ri+k,j+k = 1 (i, j = 1, 2, · · ·M − `; k = 1, 2, · · · , `),
Ri,j = Ri+`+1,j+`+1 = 0, where ` is the length of the
diagonal line. Two pieces of a trajectory following a di-
agonal line undergo for a certain time (the length of the
diagonal) a similar evolution, once they have visited the
same region of phase space at different times. This is the
key idea behind recurrence and thus a clearcut signature
of a deterministic behavior in the time series.
3Accordingly, P (`) = {`i; i = 1, 2, · · ·K} is the fre-
quency distribution of the lengths ` of diagonal lines.
It is also described by P (`) =
∑K−`−1
i,j=1 (1 − Ri,j)(1 −
Ri+`+1,j+`+1)
∏`
k=1Ri+k+1,j+k+1, for K the maximum
length of the diagonal lines. The determinism quanti-
fier is defined by DET=
∑`max
`=`min
`P (`)/
∑K
i,j=1Ri,j with
`min (`max) the minimal (maximal) diagonal line. It was
reported that the inverse of `max (the so called DIV -
divergence quantifier) is related with the largest positive
Lyapunov exponent [16, 23].
The vertical (horizontal) lines in Rij are associated to
laminar states, common in intermittent dynamics [17].
The laminarity is another common quantifiers based on
vertical (horizontal) lines in RQAs, and it is constructed
in a quite similar form as the determinism. In fact, lam-
inarity is defined as LAM=
∑vmax
v=vmin
vP (v)/
∑K
i,j=1Ri,j
with vmin (vmax) the minimal (maximal) vertical (hori-
zontal) lines. The frequency distribution of vertical (hori-
zontal) lines can be written as P (v) =
∑K
i=1
∑K−v−1
j=1 (1−
Ri,j)(1−Ri,j+v+1)
∏v
k=1Ri,j+k+1.
It was reported the use of the distribution of diagonal
lines P (`) for a different quantifier of recurrences, based
on the Shannon entropy [17]. The general equation for
Shannon entropy is as follows:
S = −
Q∑
i=1
p(i) log p(i), (2)
where p(i) evaluates the probability of occurrence of a
specific state i, Q is the number of accessible states,
and S captures, in this sense, how much information
resides on such collection of states. The Shannon en-
tropy is an open tool that can be adapted to any prob-
ability space p(i). The recurrence plot space of proba-
bility assumes many different possibilities, for instance
the distribution of diagonals p(`) = P (`)/
∑K
`=1 P (`). In
that context equation (2) assumes the form: ENTR=
−∑`max`=`min p(`) ln p(`). Despite the use of this tool in the
literature [19], it presents serious problems as reported
in [20]. While the entropy was primarily conceived as a
quantification of disorder, this first approach, based on
entropy applied to chaotic systems (e.g. Logistic Map),
provides a unsatisfactory result, sometimes indicating a
more organized regime for an arising chaoticity levels.
B. A new entropy of the Recurrence Plot
In this paper we developed a novel way to extract infor-
mation from the recurrence matrix. To properly define
an entropy we introduce a new concept of microstates
for a RP that are associated with features of the dy-
namics of the time series. These microstates are evalu-
ated by matrices of dimension N × N that are sampled
from the RP. The matrices can assume several configura-
tions as can be seen in Fig. 1 for the particular situation
N = 2. The total number of microstates for a given N is
N∗ = 2N
2
. The microstates are populated by N¯ random
samples obtained from the recurrence matrix such that
N¯ =
∑N∗
i=1 ni, where ni is the number of times that a
microstate i is observed.
For Pi = ni/N¯ , the probability related to the mi-
crostate i, we define an entropy of the RP associated
with the probabilities of occurrence of a microstate as
S(N∗) = −
i=N∗∑
i=1
Pi ln Pi. (3)
A clear advantage of new methodology to compute the
entropy using Eq. (3) over the former diagonal entropy
is the possibility of computation of information over all
possible microstates. In addition, is possible to estimate
analytically the maximum value of entropy S(N∗) corre-
sponding to the case in which all microstates are equally
probable. For this case Pi = 1/N
∗. In this situation,
we have S(N∗) = lnN∗. The analogous case the mini-
mum value of the entropy corresponds to the situation in
which all sampling matrices are at the same microstate.
In this case S(N∗) is trivially zero. We will show in the
next topic that our approach does not suffer the inconve-
niences of the traditional recurrence entropy quantifier,
ENTR, for example, those explored in [20].
C. The microstates grammar
The microstates of the recurrence matrix have close
relation with patterns of the time series dynamics. For
simplicity we analyze in detail the case N = 2.
For a 2×2 matrix, we initially compute all possible mi-
crostates. In this case the microstates are four elements
square matrices and each matrix element can assume two
values: zero and one. We illustrate the possible patterns
of this problem in Fig. 1 in which we show all matrix
configurations. Each line is a class CiN2 , 0 ≤ i ≤ 4 corre-
sponding to the matrix occupation. The total number of
patterns of a N×N matrix, for N = 2 is 24 =∑N2i=0 CiN2 .
The first and last lines of Fig. 1 show the trivial situa-
tions with all cells are non-recurrent or fully recurrent
respectively. The second line, class C1N2 , corresponds to
one occupied cell with C14 = 4 distinct configurations.
The fourth line, class C3N2 , illustrates the situation with
three recurrent cells and also with C34 = 4 different pat-
terns. The middle line of figure shows the most common
situation, where two cells are recurrent and two are non-
recurrent. The combination of possibilities is C2N2 = 6.
The N4 matrix patterns of Fig. 1 are the total set of
microstates used to sample and compute the entropy of
the Rij .
We notice that one of the most explored microstate
employed in standard recurrence analysis is the (1001)
pattern associated to diagonal lines. The quantifier LAM
is related to horizontal and vertical lines whose code pat-
terns are (1100, 0011, 1010 and 0101). All these four
4cases are degenerated microstates since all have the same
meaning. In the following paragraphs we analyze in de-
tail the dynamical information of the microstates.
Figure 1. (Color online) All possible microstates of N ×
N,N = 2 matrix sample along with the correspondent binary
recurrent construction. In this setup exists 16 different com-
binations that can be grouped according to the amount of
recurrent points. The microstates classes are designated by
Ci4, where i corresponds to the number of recurrent elements
in each microstate.
Firstly, consider the classes of microstates C0N2 and
C4N2 in which all points are non-recurrent and recurrent
respectively. Both situations are typical microstates ob-
tained using a (unappropriated) very small or large value
of vicinity parameter . Using an appropriate  they will
exist, but hardly will be the most frequent microstate.
When we analyze the dynamical interpretation of the
microstates we realize the presence of degenerated mi-
crostates. All microstates in the class C1N2 are conceptu-
ally the same. These microstates do not exist (ideally)
in periodic motion or in fixed points dynamics, although
they are frequent in chaotic and stochastic series. The
microstates associated with the C3N2 class are not prop-
erly degenerated, since all of them have their own dy-
namical characteristics, but in standard analyses they
are less frequent than other microstates, because of their
intricate combination of recurrences.
In the recurrence analysis context, the most relevant
microstates are all in the C2N2 class. For a more ac-
curate analysis, observe Fig. (2). The group of verti-
cal/horizontal recurrences are related to laminar states
and are characterized by recurrence quantifiers as LAM.
All vertical and horizontal elements have exactly the
same information (degenerated microstates), in this case
a trajectory recurs to a given position in phase space af-
ter some times steps later, and stay nearby for a given
amount of time steps. This phenomenon is associated to
the symmetry recurrence matrix.
Figure 2. (Color online) Scheme of the structural microstates
obtained for N = 2. Differently from Fig. 1 we depict dy-
namical possible temporal (or spatial) patterns for the case
of N = 2 for vertical, horizontal and diagonal microstates.
Inside the class C2N2 , the diagonal microstates are the
most important group, examples of temporal or spatial
patterns of theses microstate are observed Fig. 2 panels
(e) and (f). Note also that the diagonal microstates are
not degenerated. For these microstates there is one that
recurs with the same derivative signal, and another one
that has a contrary signal of the derivative. Even though,
the main information of these microstates is related to re-
current trajectories in phase space that develops nearby,
and contain the basic idea of the recurrence quantifier
DET.
Using the illustrative case N = 2, let us consider the
dynamics according to the collected data. For periodic
signals, just diagonal microstates are observed as shown
in Fig. 2(e). A chaotic signal shall have a sample of mi-
crostates, such as C0N2 , C
1
N2 and C
4
N2 quite frequent. On
the other hand, a smaller portion of diagonal, vertical or
horizontal microstates as described in Fig. 2 will not be
very frequent. Moreover, some residual C3N2 microstates
are also expected. Finally a stochastic signal should have
a more proportional distribution of microstates. The
most important result in this work regards the evalua-
tion of all these complex behaviors using a comprehensive
5quantifier: the Shannon entropy.
A similar but more refined and accurate analysis can
be done for N > 2. Indeed, despite the larger compu-
tational effort required to compute the entropy for this
case, much more confident results can be obtained. Nev-
ertheless, we have to be aware of the exponential increase
of degenerated microstates for larger values of N .
III. RESULTS
To explore in details the results obtained by the novel
entropy, we apply this tool to a four illustrative data: a
white noise, a sine function superposed by white noise,
the logistic map signal with and without noise and the
Lorenz equations time series. We test the entropy against
, the vicinity parameter, and the microstate sizes N .
Moreover, we compare the novel entropy against other
well studied recurrence quantification methods. Finally,
we discuss the structural advantages of our approach.
A. White noise data
We start our analysis in a random time series with no
correlation, namely, a white noise signal. Fig. 3 depicts
the entropy S as function of the threshold . We employ
three values of N = 2, 3, 4 as indicated in the legend.
Observe that, starting in a vanishing value, an increas-
ing  leads the entropy to a conceivable interval of validity
for S. This result puts in evidence the resilience of our
methodology against this parameter. The cases  → 0
and  → 1 should be analyzed in detail. In the limit of
small , there will be just non-recurrent or isolated points
in the RP. In this case, microstates of classes C0N2 , and
C1N2 , dominate the distribution and the entropy results
to be small. The opposite regime, for  → 1 the system
will present a large number of recurrent points, and the
the system will populate classes C3N2 and C
4
N2 , and again,
the entropy will result in a minimal value. In this way,
intermediary values of  will produce a richer distribu-
tion of microstates among classes and a more confident
entropy output.
We also use the white noise to construct a simple model
for maximal entropy in the recurrence plot methodology.
The lack of correlation of the white noise implicates in
a theoretical maximum entropy. This result is straight-
forward, but we have to take into accountborder effects
of the recurrence space in the methodology to compute
a correct result of S. In this simple model is possible to
extract the exact value of  for which the entropy is a
maximum. Consider the random data signal x used to
compute S in Fig. 3 being 0 6 x 6 1. It is clear that, for
the vicinity parameter  = 1, RR is maximum and equal
to 1, independently of the point where  is centered. In
this case all points in phase space are recurrent.
When the vicinity parameter is less than 1, let us say
 = 0.5 the particular point where it is centered is im-
0.0 0.2 0.4 0.6 0.8 1.0
ε
2.0
4.0
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S(24)
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Figure 3. (Color online) Entropy S as a function of the recur-
rent threshold () for 3 different microstate sizes and applied
to a white pseudo-random data series. Note that the curve
shape is insensible on the amount of possible microstates and
that the range of validity of the threshold is quite large, span-
ning from 0.14 .  . 0.45. This information stems from the
fact that the entropy should reach its maximum for this type
of data
portant, due to the boundaries of the phase space. For
example, suppose we are computing the recurrence points
of the first value in data. In this case, there is no left re-
currence points and a  = 0.5 results in just half of the
phase space recurrent. In another circumstance, for the
same value of  = 0.5 but considering the central point
of the data, the same methodology results that, for this
particular point, the entire phase space is recurrent.
In the case of white noise, we expect that the en-
tropy will be maximal for RR = 0.5 for which all states
are equally populated. However the computation of RR
needs to take into account that the  needs to be consid-
ered in all points of the data, even close to the borders
where it will capture less recurrent points. We explore
in more detail this situation in Fig. 4 where we consider
the position where  is computed in phase space.
Fig. 4 depicts a graphical view of the recurrence space
border effect. The figure illustrates the percentage of
phase space recurrence versus the position for what  is
computed for different values of . We emphasize that
this uniformity can be assumed only for a white noise,
for simplicity we use a normalized phase space. In this
picture RR will be the averaged sampling obtained taking
into account the position of  over all phase space. This
estimation is performed computing the area below each
trapezoidal curve as shown. In Fig. 4, we highlight a
particular case for which  = 0.1, showing explicitly that
it does not correspond to 10% or 20% of the phase space
as recurrent, but an intermediate amount. The general
expression for the trapezoidal areas as a function of  is
presented in Eq. 4. Finally, since we expect RR=0.5
for a maximal entropy of the white noise case, Eq. 4
6gives us the optimum value of the threshold, namely  ≈
0.293. In fact, despite some numerical inaccuracy, Fig.
3 confirms this maximum for different values of N .
RR = 2− 2. (4)
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Figure 4. Graphical representation of the recurrence rate as
trapezoidal areas in the (normalized) recurrence phase space
for the white noise signal. The trapezoidal shape is expected
since points on the left (right) borders of the phase space do
not have recurrences on the left (right) sides. Here, the y
axis gives us the recurrence percentage of the phase space for
different values of .
B. The sine function superposed by white noise
To further explore the methodology we proceed with
a function that continuously change from periodic to
stochastic behaviors, depending on a single parameter
p. We explore the function y = y(t) defined by:
y(t) = sin(ωt) + p rand (t) (5)
where p is a parameter that controls the random per-
turbation of the model, rand (t) is an uniform random
function such that 0 < rand (t) < 1 and ω = 0.033 for
convenience. The limit of small p in Eq. (5) makes y a
trivial deterministic sine function, whereas for large p the
random function dominates and y behaves like a white
noise.
In this context the entropy evaluated from the mi-
crostates quantifies the change from an orderly system
(eg. sine function) to a disorderly system (eg. tendency
to white noise). In Fig. 5 we show the entropy as a
Figure 5. (Color online) Entropy quantifier S as a function
of the random parameter p for N = 2, 3 and 4 for the sine-
random signal, Eq. 5, using  = 0.14. It is noticeable the
increase of S as p increases reaching a maximum for large
values of p as predicted by Eq. 4. While the absolute value
of entropy changes as a function of N , the general shape of
the curve is preserved
function of p for three microsates lengths, N = 2, 3 and
4. We observe in the graphic a continuous and smooth
increase of entropy with p. Around p ≈ 1.2 the en-
tropy saturates which characterize the random regime.
The opposite situation, p→ 0, shows a minimal entropy
regime. For sake of comparison we indicate the theoreti-
cal maximal entropy for each N : Smax(N
∗ = 24) = 2.77,
Smax(N
∗ = 29) = 6.24, and Smax(N∗ = 216) = 11.09.
We notice in Fig 2 that the three curves do not surpass
the Smax corresponding to the adequate N . In this way,
the Smax is a good candidate to a model benchmark that
does not depend on the specific analyzed dynamics, but
only on the number of microstates.
In Section II (C) we explored the case of microstates
with length N = 2, and showed that some microstates
are degenerated. When we increase N the number of de-
generated states increases dramatically. New microstates
appear. As a trivial example, we cite microstates related
to larger diagonal lines that represent system states with
more deterministic behavior, since for this case, a trajec-
tory tends to repeat the dynamics of a previous trajectory
that visit the same region. The consequence of a larger
amount of microstates is the accentuated fluctuation in
the entropy, see for instance Figs. 3, 5 and 6.
C. The logistic map
To explore further our methodology we test the en-
tropy S in a system that presents chaotic regimes. We
employ the logistic map [25, 26] defined by the following
equation
xn+1 = r xn(1− xn). (6)
The parameter r controls the non-linearity of the system.
The r is responsible for the bifurcation cascade route to
7chaos and windows of periodic behavior that can be seen
in the bifurcation diagram Fig. (7)-(f).
Figure 6. (Color online) Entropy quantifier S for the logistic
map versus the parameter r. Each curve correspond to a dif-
ferent microstate size N . There is a greater resolution on the
periodic windows and chaotic regimes for larger N . Clearly,
S for N ≥ 3, (S(29) and N ≥ 4 (S(216)) capture the increase
of the complexity of the map dynamics as r increases. Never-
theless, more pronounced results are obtained for N = 4. All
simulations were computed using  = 0.14.
In Fig. (6) we show the entropy S as a function of r
for N = 2, N = 3 and N = 4. While the general aspect
of these curves are similar for all N , the resolution and
the main concept of the increasing of the entropy S as r
grows is more pronounced for N = 4. Larger N implies
in a larger number of microstates allowing for a more pre-
cise evaluation of the system states. On the other hand,
it leads to a larger sampling effort and computational
time. The main effect of the  size can be observed in the
doubling period cascading. The entropy jump of value
does not occur synchronously with the actual r param-
eter where a bifurcation occurs. In fact it jumps in a r
value a little bigger than the true r value of the bifurca-
tion. It occurs due to the fact that before the observed
jump, due to a finite value of , the quantifier can not
distinguish the orbit post bifurcation when compared to
the orbit before the bifurcation. It is a common effect of
the recurrence analysis.
To test the advantages of our methodology, we com-
pare our results for N = 4, S(216) against some well
known recurrence quantifiers. The results are depicted
in Fig. (7) (a)-(e). To clarify the dynamics, 7(f) dis-
plays the bifurcation diagram for the logistic map. The
quantifiers RR (panel (c)) and LAM (panel (b)) are al-
most insensible to the growing complexity of the logistic
map as r increases. The quantifier ENTR is extremely
erratic and does not transmit the real concept of entropy
for the system, since it should reflex the increasing com-
plexity of the map for larger values of r. This point,
in particular, was explored in details in the literature
and it is pointed as a drawback of the ENTR quantifier
[20]. We should mention also the perturbing fact that
ENTR increases in periodic windows and does not show
precisely the period doubling cascading window, occur-
ring, for example, for 3.8 < r < 3.9 that is associated
with enhancing complexity. In comparison, the entropy
S quantifier for N ≥ 4 (S(216)), based on the microstates
obtained from the RP, depicts quite well what is going
on in the system dynamics. It also reflects correctly the
increases of complexity in period doubling cascade. Fi-
nally, S(216) properly capture the increase of complexity
of the dynamics as r increases. Furthermore, we should
emphasize that S has a really weak dependency of on ,
differently of other recurrence quantifiers.
Figure 7. (Color online) Recurrence quantifier analysis ob-
tained from DET, LAM, ENTR, and the new defined recur-
rence entropy S for N ≥ 4 (S(216)) for the logistic map,
panels (a)-(e). Bifurcation diagram is plotted in panel (f).
S was computed using  = 0.14, M = 1000 after transient
time. Some informations obtained for the new entropy S is
similar to the others quantifiers. Nevertheless, note that, dif-
ferently from the other quantifiers, S capture the increase of
complexity due to the increase of r in chaotic regions.
In Fig. 8 we explore the logistic map dynamics per-
turbed by random noise. In this case the system loses
many features that it had for the deterministic case, like
8Figure 8. (Color online) Recurrence quantifier analysis ob-
tained from DET, LAM, ENTR, and the new defined recur-
rence entropy S for N ≥ 4 (S(216)) for the logistic map per-
turbed by white noise. The noisy bifurcation diagram is plot-
ted in panel (f). In each iteration of the map, white noise per-
turbations are added in the dynamics of the map, correspond-
ing to 0.5% of the maximum amplitude of the map. S was
computed using  = 0.14, M = 1000 after a transient time.
The new entropy S is quite robust against noise. Different
from the other quantifiers, S captures the increase of complex-
ity due to period doubling bifurcations even in the presence
of noise as can be observed in the intervals 3.45 < r < 3.65
and 3.8 < r < 3.9
the numerous periodic windows within the chaotic region
and the perfect periodicity in the well know periodic re-
gions [24]. In this context, all quantifiers roughly brings
the same information, but we notice that both, DET and
S(216) preserve respectively the reduction/increase in the
quantifier while the chaos develop further given the in-
crease of r. An important point must be mentioned: Ob-
serve that, for the large noisy periodic window, occur-
ring in the interval 3.8 < r < 3.9, the entropy S(216) is
much more sensitive to changes occurring in the noisy dy-
namics, when compared to RR, DET, LAM and ENTR.
S(216) shows a clear increase of magnitude in the well
known doubling period cascading interval. It is impor-
tant to state that technically S(216) preserves the same
quantitatively and qualitatively advantages against the
other quantifiers as have been shown in the case without
noise.
D. The Lorenz equations
In order to illustrate our results for the new methodol-
ogy to obtain the system entropy applied to a continuous
chaotic system. We present results for S using microstate
of size N = 4. The results of the new entropy quantifier
are applied to the classical Lorenz equations [25]. The
Lorenz model is a well studied continuous dynamical sys-
tem that present all sort of nonlinearities and even chaos
[25, 26]. These equations are a reduction from seven to
three differential equations originally developed to model
a convection motion in atmosphere [25]. The three equa-
tions that resume the model are written as:
x˙ = −σ(x+ y),
y˙ = x(r − z)− y,
z˙ = xy − bz,
(7)
with three free parameters: the Rayleigh number r, the
Prandtl number σ and the quantity b. The system be-
haves in a periodic way for the set of parameters (σ = 10,
b = 8/3) and 0 < r . 24.06 [25]. For r beyond 24.06 it
starts to display chaotic behavior with sporadically ap-
pearance of periodic windows.
An example of the application of our methodology to
continuous classical chaotic system is depicted in Fig.
(9). As observed, the transition to the chaotic regime
is associated with a dramatic increase in the entropy.
Another important aspect is that, after the transition
to chaotic states, the entropy display a smooth increase
similar to the one depicted in the maximum Lyapunov
exponent due to the growing level of system chaoticity.
This fact is easily observed by computing the Lyapunov
exponent spectrum for the Lorenz system. Note that
the maximum entropy for N = 4 is S(216) = ln(216) ≈
11.09, but the maximum entropy should exist only in the
condition of a random system, putting in evidence a clear
difference between the random signal and a deterministic
chaotic signal, as expected.
IV. DISCUSSION AND FINAL REMARKS
This work has explored a new tool to study recurrence
patterns in time series. The patterns are evaluated within
the framework of Recurrence Plots RP. Our method
brings a novel quantifier that analyzes the microstates
obtained from sampled matrices extracted from RP. In
a broad sense, the manuscript has studied the diversity
of the computed microstates in the RP.
To quantify the diversity of accessed microstates we
have computed a proper Shannon entropy for the sys-
tem. To demonstrate the validity of our method, we
have applied the concept to a random signal, a simple
model composed of a sine signal superposed by white
noise, a discrete chaotic system (the logistic map) and a
continuous system exemplified by the Lorenz equations.
Moreover, we have tested the methodology for diverse re-
currence vicinity size  and microstates sizes. In addition,
we have compared our results with standard recurrence
quantifiers indexes: the recurrence rate, the laminarity,
the determinism and the traditional entropy of recurrent
diagonals as defined in the literature so far.
The main advantage of employing the Shannon entropy
based in microstates, as proposed here, is the fact that it
9Figure 9. The entropy S computed for the Lorenz equations.
We use here N = 4,  = 0.14, M = 1000 and N¯ = 105
microstate samples. In (a) we present the bifurcation dia-
gram while in (b) we show the entropy as a function of the
parameter r in Eq. 7. The time series was computed with
time step h=10−4 and evolved for 109 time steps to avoid
transient dynamics. As should be expected, the quantifier S
subtly increases when the chaotic attractor born and, more
important, predicts quite well the expanding level of chaotic-
ity of the Lorenz model as the r parameter is variated.
is intrinsic to the meaning of an entropic quantifier. Simi-
lar to any other entropies like the Boltzmann entropy, the
Kolmogorov-Smirnov entropy, the Shannon entropy, our
new methodology to compute the recurrence entropy in-
creases with the complexity of the system. At this point,
we should mention that the more traditional diagonal en-
tropy computed as a recurrence quantification does not
have this propriety. In fact, this drawback of the quan-
tifier ENTR, has been taken into consideration in the
literature [20] but, the solution found to solve the prob-
lem involve some structural changes in the meaning of
recurrence. Our new methodology to compute the en-
tropy does not use any changes in the definition of recur-
rence. The entropy we introduced in this work naturally
increases with signal complexity.
Another important issue is the computational effort to
estimate a quantifier. Using microstates sampling, the
amount of data to be analyzed is proportional to the
number of possible microstates. For instance when we use
N = 3 a useful sampling can be as low as a few hundreds
of microstates. While in other methods, the totality of
the RP must be analyzed. In a situation with a standard
103 data points, the matrix would reach 106 points that
should be evaluated to compute a proper quantification
of diagonals, verticals or simple density of recurrences.
In addition, it is well known within recurrence plot
techniques that the value of vicinity size, , and also the
minimal sizes of diagonal, lmin, or vertical lines, vmin, af-
fects the value of the quantifiers [16, 17]. The method
proposed in this work shows great robustness against
changes of . The new methodology for the entropy ob-
tains stable results using microstates with sizes N ≥ 2
and shows to be adequate to diverse discrete and contin-
uous systems.
Finally, the methodology here presented remains to be
applied to numerous other possible systems, as experi-
mental data, intermittent systems, complex systems dy-
namics phenomenology, transitions chaos-hiperchaos and
many others.
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