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ABSTRACT 
 
Regional climate impact assessments require high-resolution projections to resolve local 
factors that modify the impact of global-scale forcing. To generate these projections, global 
climate model simulations are commonly downscaled using a variety of statistical and dynamical 
techniques. Despite the essential role of downscaling in regional assessments, there is no 
standard approach to evaluating various downscaling methods. Hence, impact communities often 
have little awareness of limitations and uncertainties associated with downscaled projections.  
To develop a standardized framework for evaluating and comparing downscaling 
approaches, I first identify three primary characteristics of a distribution directly relevant to 
impact analyses that can be used to evaluate a simulated variable such as temperature or 
precipitation at a given location: (1) annual, seasonal, and monthly mean values; (2) thresholds, 
extreme values, and accumulated quantities such as 24h precipitation or degree-days; and (3) 
persistence, reflecting multi-day events such as heat waves, cold spells, and wet periods. Based 
on a survey of the literature and solicitation of expert opinion, I select a set of ten statistical tests 
to evaluate these characteristics, including measures of error, skill, and correlation.  
I apply this framework to evaluate the skill of four downscaling methods, from a simple 
delta approach to a complex asynchronous quantile regression, in simulating daily temperature at 
twenty stations across North America. Identical global model fields force each downscaling 
method, and the historical observational record at each location is randomly divided by year into 
two equal parts, such that each statistical method is trained on one set of historical observations, 
and evaluated on an entirely independent set of observations. Biases relative to observations are 
calculated for the historical evaluation period, and differences between projections for the future.  
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Application of the framework to this broad range of downscaling methods and locations 
is successful in that: (1) the downscaling method used is identified as a more important 
determinant of data quality than station location or GCM; and (2) key differences between 
downscaling methods are made apparent. For tests focusing on the general distribution of the 
variable, all methods except bias correction are relatively successful in simulating observed 
climate, suggesting that if an impact is most sensitive to changes in the mean, even a relatively 
simple downscaling approach such as “delta” will significantly improve simulation of local-scale 
climate. For tests that focus on the tails of the distribution, however, differences do arise between 
simple vs. quantile-based downscaling methods. Specifically, the latter appears less sensitive to 
location and more consistently able to reproduce observed climate. In terms of future projections, 
the most notable differences between downscaling methods becomes apparent at the right-hand 
tail of the distribution, where simple methods tend to simulate much greater increases (up to 
double the extreme heat days, for some locations) than more complex downscaling methods. 
I conclude by discussing how a standardized evaluation framework may advance our 
understanding of regional climate impact studies in understanding biases and limitations in 
results, as well as providing critical input into the selection of downscaling methods for future 
assessments. Given the potential exhibited by this initial test, I explore how this evaluation 
framework could be expanded in the future to make it even more useful: to the regional scale, for 
example, by including tests for spatial correlations and forcing relationships; or across variables, 
to capture interactions directly relevant to impact studies, such as heat waves (a function of 
temperature and humidity, affecting human health, energy demand, and agriculture) or snow 
amounts (a function of precipitation and temperature, affecting infrastructure and ecosystems); or 
to evaluate a broader selection of climate variables, downscaling methods, and predictor fields.  
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CHAPTER 1 
BACKGROUND AND INTRODUCTION 
 
1.1 THE NEED FOR HIGH-RESOLUTION CLIMATE PROJECTIONS 
1.1.1 The Problem: Our Rapidly Changing Climate  
It used to be that past climate could serve as a reliable guide to what might be expected in 
future decades. Since the beginning of the Industrial Revolution, however, increasing emissions 
of carbon dioxide, methane, and other heat-trapping greenhouse gases have been perturbing 
average climate conditions at local to global scales. Atmospheric levels of carbon dioxide are 
now higher than they have been at any time in at least the last 800,000 years (Lüthi et al., 2008). 
Average surface temperatures in the Northern Hemisphere have risen in response, by 0.76°C 
over the past 150 years (IPCC, 2007). 
Most areas in the United States have already experienced statistically significant trends in 
long-term climate. Many of these have been observed over the last few decades; some over the 
last century and beyond (e.g., USGCRP, 2009). Annual average temperatures are rising, 
particularly in the West and the North. These temperature increases have been accompanied by a 
reduction in snow and ice cover, retreat of sea ice and mountain glaciers, a longer growing 
season and earlier arrival of spring across the Northern Hemisphere, increased frequency of 
extreme rainfall events, and more than 25,000 other changes in physical and biological indicators 
consistent with a warming world (Rosenzweig et al., 2008). Based these and other lines of 
evidence, the Intergovernmental Panel on Climate Change (IPCC) has concluded that it is very 
likely that most of the climate changes observed over the last fifty years are the result of 
greenhouse gases emissions from human activities (IPCC, 2007).  
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Most of the world’s population tends to live in areas already marked by climate 
transitions: along coastlines, rivers, lakes, and mountains. Already, changes in average 
temperature and precipitation, the frequency and intensity of extreme events, and other metrics 
that characterize climate are affecting important aspects of human society and the natural 
environment: from energy supply and infrastructure, to agriculture and ecosystems. Reliable 
information regarding the rate at which climate changes are occurring and the magnitude of 
future changes is essential to the development of robust, multi-decadal planning and 
management strategies for these and many other important sectors. Because at least some 
additional warming is inevitable, it is essential to prepare to adapt to the changes that cannot be 
avoided. However, the current growth rate in carbon emissions implies a strong likelihood of 
continued and increasingly rapid climate change over the next fifty years and beyond (Raupach 
et al., 2007). Thus, timely actions to reduce emissions also have the potential to significantly 
limit the rate and magnitude of future temperature change. 
 
1.1.2 The Role of Regional Climate Change Impact Assessments 
Regional climate change impact assesments evaluate the potential impacts of climate 
change on a specific city, region, sector, or nation. Their results provide key input to the 
development of robust strategies to decrease the vulnerability of human and natural systems to 
coming change. Often, the findings from regional assessments also provide tangible motivation 
for reducing emissions, quantifying the difference between the magnitude and, in some cases, 
even the cost associated with impacts projected to be experienced under higher vs. lower future 
emissions scenarios (e.g., Hayhoe et al., 2010). 
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I have participated in regional climate impact assessments for the Great Lakes, the state 
of California, the Northeast, the City of Chicago, the Midwest, and the United States (Kling et 
al., 2003; Hayhoe et al., 2004, 2008; Wuebbles et al., 2009; Wuebbles & Hayhoe, 2009; 
USGCRP, 2009). Each of these assessments provided crucial information to local and regional 
decisionmakers; information that, in at least two cases, led directly to policy decisions to enact 
emission reductions and develop informed adaptation strategies (State of California Executive 
Order S-3-05; City of Chicago Climate Action Plan).  
I understand first-hand how crucial the provision of high-resolution climate projections 
specific to each location and each impact sector under consideration is to these efforts: 
projections of how more precipitation may fall as rain and less as snow, for example, reducing 
winter snowpack in the Sierra Nevada Mountains and eliminating up to half of California’s water 
supply (Hayhoe et al., 2004); or how frequently conditions similar to the deadly 1995 heat wave 
in Chicago may be expected in future decades (Hayhoe et al., 2010). 
 
1.1.3 Generating Climate Projections for Regional Climate Impact Assessments 
Over the past two decades and more, an increasing number of scientific studies have 
attempted to quantify the potential impacts of climate change on topics ranging from wine grape 
quality (Cahill et al., 2007) to human health (Hayhoe et al., 2004, 2010). Although most studies 
are unique in their specific combination of regional focus, impact area, and methods by which 
impacts are driven by climate changes, all begin with the same premise: that future climate 
conditions under a set of consistent assumptions regarding future carbon dioxide (CO2) 
concentrations or greenhouse gas emissions can be simulated by atmosphere-ocean general 
circulation, or global climate, models (GCMs).   
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Early impact studies (e.g., Bultot et al., 1988) relied on steady-state simulations 
comparing climate change under doubled CO2 levels with past and present-day conditions. 
Recognizing the importance of transient change in determining the magnitude and severity of 
impacts, more recent analyses (e.g., USGCRP 2009 and references therein) have relied on 
simulations driven by time-dependent emission scenarios, including emissions of greenhouse 
gases and other radiatively-active species corresponding to plausible pathways of population, 
technology, and energy development (Nakicenovic et al., 2000). 
Emission scenarios are used to drive transient or time-dependent GCM simulations that 
calculate changes in temperature, precipitation, and other aspects of climate likely to result from 
that set of assumptions. The current generation of GCMs, archived by the Project for Climate 
Model Diagnosis and Intercomparison in support of the IPCC Fourth Assessment Report, 
calculates changes in climate indicators at a grid cell precision ranging in size from just over one 
degree (e.g., the U.K. Meteorological Office Hadley Centre’s Global Environmental Model v.1, 
HadGEM1; or the National Center for Atmospheric Research’s Community Climate System 
Model v.3, CCSM3) up to five degrees (e.g., the National Aeronautics and Space 
Administration’s Goddard Institute for Space Studies’ ModelE). As Grotch and MacCracken 
(1991) first pointed out, however, GCMs are actually skillful, or accurate, to a much coarser 
resolution: typically to the semi-continental scale, on the order of tens of degrees. 
 
1.1.4 The Need for Downscaling of Global Climate Model Simulations 
Downscaling is needed for the simple reason that today’s generation of global models are 
incapable of resolving the differential changes in local and even regional climate likely to result 
from a global-scale warming. As an example, we can consider the current-day average and 
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projected future changes in winter snowfall at three locations that would all fall within the same 
grid cell of a typical global model: Toronto, On; Buffalo, NY; and Kissing Bridge, NY. 
As shown in Figure 1.1, annual average snowfall at these three locations ranges from 54 
inches per year for Toronto, to 92 inches per year for Buffalo, and more than 150 inches per year 
for Kissing Bridge. The difference in these numbers is primarily due to the contribution of lake-
effect snow to annual totals. Lake-effect snow results when arctic winds pass over a large body 
of warm water, such as Lake Erie. The resulting combination of cold air and high moisture levels 
can produce as much as seven feet of snow in a single event, such as occurred in Buffalo in 
December 2001) Lake-effect snowfall is highest in areas directly downwind of the lakes, and is 
also enhanced by higher elevation.  
According to GCM simulations, projected changes in snowfall at these three locations 
would be identical. Regional studies, however, suggest quite the opposite. Over the next few 
decades, for example, warmer winter temperatures may delay or even preclude the freezing of 
Lake Erie, extending the lake-effect snow season and disproportionately increasing snowfall over 
Buffalo and Kissing Bridge as compared to Toronto (Kunkel et al., 2002; there is some 
indication that this may already be occurring, Burnett et al., 2003). On the other hand, some 
GCM simulations indicate that future winter flow patterns may shift from their predominantly 
northwesterly direction to become more zonal or westerly, decreasing the frequency of passage 
of arctic air masses over the lakes (Klink, 1999; Sousounis, 2000). In addition, continued 
warming over the rest of the century could result in winters with average conditions too warm for 
snow. Either or both of these factors could shift the distribution of snowfall between Buffalo and 
Kissing Bridge, as well as disproportionately decreasing snowfall over areas downwind of Lake 
Erie as compared to locations on the windward side of the lakes, such as Toronto. 
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Figure 1.1 Average annual snowfall across southern Ontario and upper-state New York. Thick 
black lines outline the grid cell size of a typical GCM, approximately 2.5 by 2.5 degrees. Source: 
NOAA ERH, available online at: http://www.erh.noaa.gov/er/buf/lakeffect/snowseason.html 
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Because GCMs are too coarse to provide valuable information on climate change on 
scales below approximately one million square kilometers, advanced downscaling methods are 
essential to translate projected changes in climate at the semi-continental scale into local 
conditions relevant to assessing potential impacts; impacts such as changes in average winter 
snowfall and the frequency and severity of individual snow events over Toronto, Buffalo, and 
Kissing Bridge.  
 
1.2 A BRIEF HISTORY OF DOWNSCALING 
Downscaling is simply defined as the simulation of sub-gridscale variables from coarser-
resolution fields. In the atmospheric sciences, it refers to the simulation of local and regional-
scale weather and climate predictands such as temperature, precipitation, humidity, and wind 
direction as a function of synoptic-scale indictors of atmospheric conditions. Typical predictors 
include the same predictands mentioned above, as well as a larger set of predictors (often 
captured in terms of regional averages or principal components) such as geopotential height, 
thickness, vorticity, vertical velocity, moisture divergence, and sea level pressure. 
The first application of downscaling to the field of atmospheric sciences was in the area 
of numerical weather forecasting (NWF). Dynamic NWF models can forecast the evolution of 
upper air patterns, but they still have difficulty resolving local variations in surface weather 
conditions. A “perfect prog” approach to enhancing weather prediction was first suggested by 
Klein et al. (1959) while in 1972, Glahn & Lowry pioneered what is known as Model Output 
Statistics (MOS), a statistical technique that post-processes output from NWF models using 
multi-linear regression equations trained on historical observations. These equations are then 
used to downscale, or correct seasonally-dependent biases in, simulated temperature, 
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precipitation, and other local climate indicators, as well as generate variables not explicitly 
predicted by the model, such as probability of precipitation. Various modifications to MOS have 
been suggested over the years (e.g., Vislocky and Fritsch, 1997; Marzban et al., 2006), but in 
general the local accuracy of any of these statistical methods combined with dynamical weather 
prediction is greatly improved in comparison to using either method alone (Wilks, 1995). 
At the same time as MOS methods were improving numerical weather prediction, global 
models aimed at simulating climate, or long-term weather conditions, were being developed. The 
first model published by Manabe (1969) was termed a “climate modification and mathematical 
model of atmospheric circulation.” The name soon evolved to “general circulation model” 
(Holloway and Manabe, 1971). 
At first, these GCMs were seen as little more than a proof-of-concept that the general 
circulation of the atmosphere—and later, the ocean—could be described by the basic physical 
equations governing the circulation of a shell of fluid on a rotating sphere (Weart, 2008). By the 
1980s, however, a number of GCMs had developed to the point where they were being termed 
“climate forecast” models and were being used to simulate past and project future equilibrium 
climate conditions, particularly under doubled CO2 conditions (e.g., Wilson and Mitchell, 1987; 
Anthes, 1986). 
As GCM grid cell size decreased, the potential of these models to simulate regional 
climate change was greatly anticipated. The smaller the region, however, the greater the 
uncertainty associated with future projections. In 1991, a review of existing models by Grotch 
and MacCracken concluded that, “at finer spatial scales, the range of changes in temperature and 
precipitation predicted by different computer models is much broader. Many shortcomings are 
also apparent in the model simulations of the present climate, indicating that further model 
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improvements are needed to achieve reliable regional and seasonal projections of the future 
climatic conditions.” 
By then, efforts to improve climate simulation at the regional scale by downscaling were 
already underway. As Hewitson and Crane (1996) explained, “downscaling, or translation across 
scales, is a term adopted in recent years to describe a set of techniques that relate local- and 
regional-scale climate variables to the larger scale atmospheric forcing. Conceptually, this is a 
direct evolution of more traditional techniques in synoptic climatology; however, the 
downscaling approach was developed specifically to address present needs in global 
environmental change research, and the need for more detailed temporal and spatial information 
from GCMs.” Although the methods grow out of the MOS approach, climate-related 
downscaling does not need to simulate the chaotic component of weather forecasting; rather, it 
attempts to reproduce only the long-term statistics of local conditions. From the beginning, 
researchers pursued two independent pathways to downscaling: dynamical downscaling or 
regional climate modeling, and statistical downscaling methods. 
  
1.3 DYNAMICAL AND STATISTICAL DOWNSCALING METHODS  
1.3.1 Dynamical Downscaling 
Initial attempts to improve regional simulation focused on “nesting” a higher-resolution 
regional model within a global modeling framework (Dickinson et al., 1989; Giorgi et al., 1990). 
This dynamical simulation of physical climate processes at a higher spatial resolution is now 
known as regional climate modeling.  
Dynamical downscaling uses a high-resolution climate model centered over a relatively 
small region (ranging from a small region to a continent) that is driven by GCM output fields at 
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its boundaries. Some higher-resolution models are dynamically nested—that is, information is 
exchanged in both directions between the global and the regional climate model on a regular 
basis throughout the simulation, allowing higher-resolution regional processes to feed back 
directly to global climate—but most high-resolution models use pre-calculated GCM output 
fields to update their boundary conditions every 3 or 6 hours, depending on the temporal 
resolution available from the GCM output. 
Regional model grid cells typically range from 10 to 50 kilometers, and contain some 
different physics than the global models in order to resolve physical processes that occur at 
spatial scales smaller than those of the global models. Regional models are able to simulate the 
dynamic changes in climate likely to occur as global climate changes; however, RCM 
simulations are expensive to run and few GCMs save the high-resolution temporal fields (at 3 or 
6 hours) required to drive the regional models. Hence, regional model simulations tend to be 
limited to one or two future decades, rather than a continuous time period. They also tend to be 
driven by the one or two global models that have output available at the sub-daily scale, rather 
than a larger set of GCMs. 
 
1.3.2 Statistical Downscaling 
The basis of any statistical downscaling method is a robust record of historical 
instrumental data that permits calibration at the local scale. In the most fundamental terms, a 
statistical relationship is first established between GCM output for a past “training period,” and 
observed climate variables of interest (generally temperature and precipitation). This relationship 
should be averaged over a climatological period of at least two decades or more, to sample from 
as large a set of climate variability as possible. The historical relationship between GCM output 
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and monthly or daily climate variables at the regional scale can then be tested using an 
independent historical “evaluation period” to confirm the relationship is robust. Finally, the 
historical relationship between AOGCM output and observed climate variables is used to 
downscale both historical and future AOGCM simulations to the same scale as the initial 
observations.  
Simultaneous with the first dynamical downscaling study, published in 1989, the 
relevance of MOS and perfect prog approaches to statistical downscaling were also being 
recognized. In 1990, Karl et al. became the first to publish “a method, called climatological 
projection by model statistics, to relate GCM grid-point free-atmosphere statistics, the predictors, 
to these important local surface observations.” The authors continued, describing this method as 
“a generalization of the model output statistics and perfect prog procedures used in numerical 
weather prediction models.” A second 1990 study, by Wigley et al., applied downscaling to a 
specific location by regressing areal averages of multiple predictors, from sea level pressure to 
geopotential heights, on monthly mean station observations in Oregon.  
These first statistical downscaling studies used many features still employed in statistical 
downscaling today: they selected multiple predictor variables, applied areal averages or reduced 
the predictor fields to their principle components, used canonical correlation to relate these to 
local observations, then applied inflated regression analysis to simulate the full range of 
variability observed at the local scale. Other pre-existing techniques such as weather generators, 
initially developed “for use in water engineering design and in agricultural, ecosystem and 
hydrological impact studies as a means of in-filling missing data or producing indefinitely long 
synthetic weather series from finite station records,” were soon applied to the statistical 
downscaling of climate projections as well (Wilks and Wilby, 1999). 
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By the late 1990s, the field of statistical downscaling (and particularly its application to 
hydrological modeling) had developed to the extent that several review papers appeared, 
summarizing existing methods and their application to impact analyses (Hewitson and Crane, 
1996; Wilby and Wigley, 1997; Xu, 1999). As summarized by Wilby and Wigley, downscaling 
techniques now served “as a means of bridging the gap between what climate modellers are 
currently able to provide and what impact assessors require.” Their review identified four 
separate types of downscaling approaches: regression methods; weather pattern or circulation-
based approaches; stochastic weather generators; and limited-area (i.e., regional) climate models 
(Wilby and Wigley, 1997).  
Since this first review article appeared, over 800 peer-reviewed studies have been 
published, each describing a separate method or additional development of statistical or 
dynamical downscaling methods. Previously independent methods have been combined and 
additional advanced statistical and computational techniques applied, including neural networks, 
Bayesian analyses, clustering methods such as expectation-maximization algorithms, and 
combined statistical-dynamical approaches (e.g., Murphy et al., 2007; Vrac et al. 2007; 
Tomassetti et al., 2009; Pinto et al., 2010). Moreover—as will be discussed further in Chapter 
3—most of these methods are tested with only a cursory nod as to the reason for which they 
exist, namely simulating high-resolution climate changes in order to quantify potential future 
impacts. Not only that, but only a few of the very simplest statistical downscaling approaches are 
even applied to projecting impacts. Most sophisticated methods languish unused following their 
initial publication. 
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1.3.3 Strengths and Weaknesses of Dynamical and Statistical Downscaling 
Each approach to downscaling carries with it its own inherent benefits and limitations. 
From a purely practical perspective, statistical downscaling methods are flexible and rapid, 
capable of developing climate projections based on multiple emission scenarios and daily (rather 
than six-hour) GCM simulations, at whatever the scale of observations. Hundreds of years of 
GCM simulations can be downscaled using the same computing resources required to run only a 
few years of regional model or dynamical downscaling. However, statistical methods are 
simultaneously limited by observations, as it is only possible to develop projections for variables 
that have already been observed for a number of years, and at the scale at which they were 
observed. For some key climate parameters that are observed infrequently or in very few 
locations, such as soil moisture or stream temperatures, this dependence on observations 
precludes the use of statistical methods to develop robust future projections.  
In contrast, dynamical downscaling is costly and time-consuming and, in some cases, 
may still require additional statistical downscaling to reach the scale needed to evaluate impacts 
on a given system. However, regional climate models are able to simulate a host of surface and 
upper-air variables that may not have long-term observations available, but that may be essential 
to evaluating the effects of climate change on regional agriculture, ecosystems, air quality, and 
many other important impacts. 
Dynamical downscaling can be envisioned as a “digital” approach. All the physical 
processes at the scale of the model—of which we are aware, that is—are explicitly simulated. 
This includes feedbacks between these processes that may be altered by a changing climate, and 
may therefore be essential to simulating regional climate. One example is how evolving 
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mesoscale dynamics may account for the “warming hole” observed in the Midwest (Pan et al. 
2004).  
The “digital” nature of dynamical downscaling can simultaneously be a limitation, 
however. No matter how high the resolution at which the regional models are run, there may be 
physical processes we are not aware of, or processes that operate at a smaller temporal or spatial 
scale than what can be simulated even by a regional model, that are not adequately parameterized 
within the model. Even though some of these processes may have important implications for 
regional climate, the regional model will be unable to resolve any process that is not explicitly 
included in the code. Similarly, regional models cannot produce climate projections at a scale 
finer than the resolution of its grid cells. For regions with quickly changing topography, or urban 
areas with heat island effects that decrease rapidly from the city center to the suburbs, even a 
resolution of twenty-five square kilometers may be insufficient. 
Conversely, statistical downscaling can be envisioned as an “analogue” approach. In 
developing a relationship between large-scale fields and local climate conditions, statistical 
methods do not explicitly resolve any of the physical processes responsible for this relationship 
(although some of these relationships may be implied by selection of predictors, such as gradient 
fields or a teleconnection pattern index). However, the methods are trained to reproduce the net 
effect of all real-world processes, regardless of whether we are or are not aware of their 
existence. The benefit is that statistically downscaled simulations may match high-resolution 
observations—particularly for individual stations in areas with rapid topographical change, such 
as coastlines or mountains—better than historical regional model simulations, because they are 
not limited by our current understanding of the fine-scale physical processes that affect climate.  
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The limitations of statistical downscaling as an “analogue” approach, however, are two-
fold. First, statistical methods assume the observational data is a perfectly accurate representation 
of actual conditions. Experts familiar with data collection and recording methods are the first to 
question this assumption, as numerous factors from observer error to long-term creep in 
measurement equipment can bias observations relative to reality (A. Miller, pers. comm.). 
Hence, some of the unresolved “processes” that determine the relationship between large-scale 
features and local climate may include observational error, a bias which then continues to be 
included in future projections. 
Second, statistical methods are based on the fundamental assumption that the relationship 
between the large-scale predictor and local climate remains stationary over decadal time scales—
an assumption that may not always be justified, particularly for precipitation (Fowler et al., 
2007). If climate change dynamically alters these physical processes relative to their present-day 
observed behavior, the statistical method will not be able to simulate these changes, and future 
projections will be biased in the direction of past rather than future regional dynamics.   
There is some recent evidence that, at least in comparison to regional climate models, this 
assumption of stationarity between large- and small-scale climate features may be largely 
justified. An initial analysis of 37 stations in the state of Illinois, comparing future projections 
downscaled using both statistical and dynamical methods, suggests that this relationship only 
breaks down for the most extreme precipitation events above the 99th percentile of the 
distribution (Vrac, Hayhoe et al., 2007). Analysis for the Northeast (Hayhoe et al., 2008) further 
indicates that, in areas of variable topography such as mountains and coastlines, statistical 
methods trained to match historical spatial patterns may perform better than regional climate 
models that are limited by their convection schemes (Figure 1.2). And finally, a comparison of 
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global and regional climate model simulations for historical and future periods over the 
continental United States (Liang et al., 2008) reveals patterns of spatial biases in seasonal 
average temperature and precipitation that persist in future simulations under altered climate 
conditions (Figure 1.3). Of all the studies to date, this last one may provide the greatest support 
for the assumption that GCM biases remain stationary relative to regional climate. 
At the same time, however, it is important to remember that regional models are capable 
of explicitly resolving many processes, including biospheric feedbacks, that have been shown to 
be key drivers of the response of local-scale change to hemispheric forcing (e.g., Cook et al., 
2010). 
The primary benefits and limitations to statistical and dynamical downscaling methods 
are summarized in Table 1.1. As suggested by Figure 1.4 and by some recent studies, however, 
(e.g., Schneider et al., 2009; Pinto et al., 2010) the most robust and effective approach to future 
downscaling may be combining statistical methods with regional climate model simulations. 
While dynamical methods explicitly solve for the process-based physical dynamics of the 
regional climate system, statistical methods provide a key way of incorporating essential 
historical observations into future projections, and translating climate projections generated by 
the downscaling into information directly relevant to an impact community which may have 
previously based its planning based on historical observations. A combined statistical-dynamical 
approach would take advantage of all available information on climate processes and observed 
local climate conditions in simulating future change. 
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Figure 1.2 Average summer maximum temperature in the US Northeast for the 1990s, based on 
(a) observations from weather stations in the Historical Climatology Network (circles indicate 
the location of the weather station; they have been enlarged to include a color representative of 
the value of average summer temperature at that location), (b) the global climate model PCM, (c) 
regional climate model simulations (CMM5), and (d) statistically downscaled simulations using 
a quantile mapping approach.  Source: Hayhoe et al. (2008) 
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Figure 1.3 Difference between: (a) 2m temperature (degrees C) and (b) 24-hour cumulative 
precipitation (mm per day), as simulated by two GCMs (PCM, HadCM3) and a regional climate 
model driven by boundary conditions from those same GCMs. Ten-year summer averages are 
shown for 1991–2000 and 2090–2099 corresponding to the higher A1fi emissions scenario 
(PCM) and mid-high A2 emissions scenario (HadCM3).  Source: Liang et al. (2008) 
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Figure 1.3 (cont.) 
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Table 1.1. A summary of the primary strengths and weaknesses of statistical and dynamical 
downscaling, or regional climate modeling. 
Statistical Downscaling Dynamical Downscaling 
Strengths  
Computationally efficient 
Can be applied to any consistently-observed 
variable 
Explicitly simulates both large-scale and 
small-scale physical processes, up to the 
resolution of the model 
Can be used to generate a large number of 
realizations in order to quantify uncertainty 
Regional climate responses are consistent 
with global forcing 
Requires only monthly or daily GCM output 
Can relate GCM output directly to impact-relevant 
variables not simulated by climate models  
Does not require any assumptions 
regarding the stationarity of the future 
relationship between large-scale predictors 
and regional-scale climate variables 
Weaknesses  
Sensitive to choice of predictors and GCM ability 
to simulate these predictors 
Highly computationally intensive  
Cannot simulate any systematic changes in 
regional forcing 
Limited by parameterization schemes to 
represent sub-grid-scale processes 
Some methods tend to under-predict temporal 
variance 
Sensitive to initial boundary conditions  
Based on essentially unverifiable assumption that 
relationships between large-scale features & local 
climate remain stationary under future change 
Limited by availability of GCM output at 
the temporal scale required to constrain the 
regional model’s boundary conditions 
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1.4 RESEARCH OBJECTIVES  
1.4.1 Problem Statement 
Despite the essential contribution of downscaling to regional climate impact assessments, 
few coordinated efforts have been made to evaluate and compare these methods, and to provide 
this information in a way that informs the choice of downscaling method used for a given impact 
assessment. Rather, the vast majority of impact studies simply use the most readily available 
downscaling method. In many cases, the “best available” is rudimentary compared to many of 
the complex approaches documented in the literature: a simple delta approach, where the 
difference in mean climate between today and a future time period is simply added or subtracted 
to current conditions (e.g., Hay et al., 2000); or a monthly bias correction/analogue approach 
such as the Bias Correction Spatial Disaggregation method described in Wood et al. (2002) and 
used as the basis for a broad range of impact studies in California (Hayhoe et al., 2004), the 
Northeast (e.g., Ollinger et al., 2008; Rodenhouse et al., 2008; Wolfe et al., 2008), and nationally 
(USGCRP, 2009).  
Even the best downscaling approach is still limited in its application to regional and local 
climate impact studies if its ability to simulate local climate conditions relevant to the specific 
impacts of interest has not been tested. If it’s not known whether a given method has a tendency 
to under- or over-estimate climate metrics such as extreme heat, frost days, heavy rainfall events, 
or dry periods, for example, it will be impossible to quantify the robustness of projected impacts 
based on these metrics.  
That’s not to say that studies documenting new downscaling methods do not test those 
methods in some way. Evaluation is an essential step to ensure the new method accomplishes 
what it sets out to do: namely, reproduce historical variability in the climate metric of interest. 
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With the notable exception of hydrological forecasting, however, downscaling methods are 
generally not developed by the same researchers who use apply those downscaling approaches to 
impact analyses. The consequence of this intellectual disconnect is that the performance of 
downscaling methods is often evaluated in terms that may not be directly relevant to impact 
analyses. For example, hydrologists Maurer and Hidalgo (2008) evaluated the ability of a 
broadly-used quantile mapping approach to simulate duration of wet spells in precipitation—a 
form of autocorrelation of the time series, important to hydrological analyses. However, they did 
not evaluate the ability of this method to simulate the duration or intensity of heat wave events, a 
similar feature of the temperature variable. Despite the fact that this method has not been 
evaluated in that respect, this same downscaling approach has been used to estimate projected 
changes in prolonged heat events (Hayhoe et al., 2004). 
 
1.4.2 Research Goals of this Project 
Faced with a plethora of downscaling approaches in the literature, and a basic lack of 
consistency in evaluating their performance for application to regional climate impact analyses, I 
propose the following three objectives for this work: 
1. Based on a survey of the literature and expert opinion, identify: (a) the most relevant 
features of local to regional-scale climate that should be reproduced by a downscaling 
approach aimed at providing robust projections for a broad suite of multi-sectoral 
impact analyses, and (b) appropriate statistical methods to evaluate the ability of a 
downscaling approach to simulate these features. 
2. Apply this framework to compare and evaluate multiple commonly-used downscaling 
approaches at the scale of individual stations. 
  23 
3. Explore the implications of this evaluation framework for the selection and 
application of high-resolution projections in regional climate impact assessments. 
To address the first of these goals in Chapter 2, I draw on my experience providing high-
resolution climate projections to a broad range of regional impact assessments, and summarize 
additional recent literature on climate impact assessments. I conduct an extensive survey of the 
downscaling literature over the past decade to identify aspects of the distribution of climate 
variables that have been evaluated and which statistical tests have been used. I then lay out a 
consistent set of impact-relevant features to be tested by the framework and a set of relatively 
simple and commonly-used statistical tests capable of evaluating those features. I finally solicit 
expert opinion regarding the merits and abilities of these tests to capture the features of interest, 
and revise the framework accordingly.  
To address the second of these goals in Chapter 3, I apply the evaluation framework to 
compare simulated historical and future temperature changes at 20 locations across North 
America using five downscaling methods (four statistical and one dynamical) driven by output 
fields from three GCMs. The ability of these methods to reproduce key features of the historical 
distribution is evaluated, and differences in future projections between the methods quantified. 
To address the third and final goal, in Chapter 4 (discussion of results) I synthesize what 
the evaluation framework reveals regarding the ability of various downscaling approaches to 
simulate historical temperature, and highlight important differences in the future projections 
generated by the various methods. In Chapter 5 (conclusions and next steps), I explore possible 
areas for expansion of the evaluation framework, and implications of a standardized set of 
evaluation methods such as those developed here for selection, application, and interpretation of 
high-resolution projections in regional climate impact assessments.
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Figure 1.4 A schematic illustrating the benefits, limitations, and potential application of 
statistical and dynamical downscaling methods to climate impact analyses. 
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CHAPTER 2 
DEVELOPMENT OF STANDARDIZED EVALUATION FRAMEWORK 
 
The first research goal of this study is to identify the most relevant features of local to 
regional-scale climate that should be reproduced by any given downscaling approach used in 
impact analyses, and a consistent set of appropriate statistical methods that can evaluate the 
ability of any downscaling approach to simulate these features. To achieve this goal, I rely on 
three key resources: first, the experience gleaned during my past research that has focused on 
developing high-resolution climate projections for a number of sectoral climate impact 
assessments; second, relevant studies in the peer-reviewed literature and recent regional climate 
impact reports; and third, expert opinion regarding the ability of the proposed statistical tests and 
evaluation framework to capture the climate features of interest. The information gleaned from 
of these steps is described in more detail below. 
 
2.1 CLIMATE VARIABLES AND METRICS RELEVANT TO REGIONAL AND 
SECTORAL IMPACT ASSESSMENTS 
2.1.1 A Brief History of Climate Impact Assessments in the United States 
Since the very beginning, climate impact studies have addressed a broad set of regional 
and sectoral impacts. Two of the first studies to specifically focus on the potential impacts of 
climate change on human society and the natural environment explored the effects of sea level 
rise on coastal settlement (Kopec, 1971) and carbon dioxide increases on plant growth (Peterson, 
1969). Over the next two decades, a handful of studies by impact specialists addressed issues as 
sectorally and geographically diverse as hydrological design in Washington state (Lettenmaier 
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and Burges, 1978), food production at the global scale (Parry et al., 1985; Daily and Ehrlich, 
1990), streamflow in the Sacramento Basin (Gleick, 1987), water resources and lake levels in the 
Great Lakes (Cohen, 1986; Hartmann, 1990), impacts on salmon in streams (Meisner et al., 
1988), and heating and cooling energy requirements in Ontario (Bhartendu and Cohen, 1987). At 
the same time, climate scientists were developing initial sets of climate scenarios based on GCM 
simulations—at first for Europe (Lough et al., 1983; Santer, 1985) and then at the global scale 
(IPCC, 1990). The first edited volume on climate impacts appeared in 1986 (Kates et al.), soon 
followed by the first report of the Intergovernmental Panel on Climate Change (IPCC) Working 
Group 2, “Impacts Assessment of Climate Change” (IPCC, 1990). 
In the United States, regional centers for climate impact analyses were established in 
1990 (Chagnon et al., 1990). By 2000, enough work had been completed to assemble the first 
U.S. National Assessment of Climate Change, consisting of detailed, region-specific reports 
focusing on impacts in five sectors: agriculture, coastal areas and marine resources, forests, 
human health, and water (USGCRP, 2000). Given the National Assessment’s focus on managed 
sectors, the Union of Concerned Scientists and the Ecological Society of America followed with 
a series of complementary reports that explored the potential impacts of climate change on 
unmanaged ecosystems and the natural environment in California (Field et al., 1999), the Gulf 
Coast (Twilley et al., 2001), and the Great Lakes (Kling et al., 2004). 
My own involvement with regional climate impact assessments began with this last 
report (Kling et al., 2004), for which I generated projections of regional average climate changes 
(see example in Figure 2.1). The work done by Don Wuebbles and I on this assessment 
suggested the potential for generating regional climate projections to drive the impact  
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Figure 2.1 Observed (green) and model-simulated winter (DJF) and summer (JJA) seasonal 
temperature anomalies relative to the 1961-1990 average. Future projections correspond to the 
SRES A1fi higher (red) and B1 lower (blue) emissions scenarios as simulated by the HadCM3 
global climate model for the region covering the U.S. and Canadian Great Lakes. Source: 
Wuebbles and Hayhoe (2004); for Kling et al. (2003) 
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analyses for a given assessment, rather than drawing from previously published material as had 
been done up to that point. The advantage of this novel approach would be that all the different 
impacts calculated for various sectors would be based on the same set of climate projections. For 
the first time, a consistent picture of impacts across a broad range of sectors could be assembled 
for a given future emissions pathway and time period.  
This hypothesis was tested in a new assessment for the state of California (Hayhoe et al., 
2004), in which a foundational set of climate projections were assembled from a combination of 
GCM simulations, station-level downscaling (using the quantile regression approach described 
by Dettinger et al., 2004), and gridded downscaling combined with hydrological modeling (using 
a quantile mapping approach combined with calculations by the Variable Infiltration Capacity 
model of Maurer et al., 2002). These projections were then used to estimate a diverse range of 
impacts in California under a higher (SRES A1fi) and lower (SRES B1) emissions scenario as 
simulated by two GCMs, the U.K. Meteorological Office Hadley Centre’s Climate Model v.3 
(HadCM3) and the National Center for Atmospheric Research Parallel Climate Model (PCM). 
Analyses included quantifying the impacts of climate chagne on: Sierra Nevada snowpack and 
water supply for California’s Central Valley and coastal cities (Figure 2.2a); yields of iconic 
crops including wine grapes, dairy, and specialty crops; heat-related mortality in five major 
urban centers; shifts in vegetation cover across the state (Figure 2.2b); and changes in sea level 
rise and coastal storm surges. 
The success of the California model, whereby high-resolution, impact-specific 
projections were generated for a given assessment and those projections used to drive all of the 
impacts estimated by that assessment, was next applied to the U.S. Northeast (NECIA, 2007). A 
much more ambitious project, this assessment included a team of over 50 regional experts. 
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Figure 2.2 A quantile mapping approach was used to downscale gridded daily temperature and 
precipitation from the HadCM3 and PCM global climate models for the SRES higher (A1fi) and 
lower (B1) emissions scenarios and the results input into (a) the VIC hydrological model, to 
estimate projected changes in Sierra Nevada snowpack remaining on April 1st for mid-century 
and end-of-century compared to 1961-1990 average, and (b) changes in major vegetation land 
cover type by end-of-century compared to 1961-1990 average. Source: Hayhoe et al. (2004) 
(a)  
(b)  
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High-resolution projections generated using the same downscaling approaches as used in Hayhoe 
et al. (2004) were made available via a web server (Hayhoe et al., 2008; 
http://www.northeastclimateimpacts.org) and a number of custom projections were generated: 
for “migrating state” analyses showing what typical future summers might feel like in a given 
location (Figure 2.3a); for multi-day cold temperature thresholds controlling the northward 
advance of pests (Figure 2.3b; Paradis et al., 2008); for near-surface ocean water temperatures, 
affecting the geographic range of shellfish and cod (Fogarty et al., 2008); for growing degree-
days and chilling hours that determine the phenology of plants and affect yields of iconic crops 
such as apples and blueberries (Wolfe et al., 2008); for snowfall and snowpack at ski resorts and 
throughout snowmobiling country that would affect tourism and the local economy (Scott et al., 
2008); for input to air quality models to estimate changes in ozone levels across the region 
(Kunkel et al., 2008); and for many other impacts of climate change on the U.S. Northeast. 
This integrated approach to climate-impact modeling was next applied to the City of 
Chicago (Wuebbles & Hayhoe, 2009). In this first local assessment, direct contact and 
interaction with city departments enabled the identification, simulation, and economic evaluation 
of a number of potential impacts—on transportation, parks, and city maintenance—some never 
before considered in a climate impact assessment (Figure 2.4; Hayhoe et al., 2010).  
All of these and many additional efforts, from the National Assessment of 2000 to the 
2009 agriculturally-focused report, “Confronting Climate Change in the Midwest” (UCS, 2009), 
fed into the most recent report of the U.S. Global Change Research Program, “Global Climate 
Change Impacts in the United States.” This synthesis report did not conduct any original impacts 
analysis, although it did include a set of consistent downscaled projections that were used to 
illustrate the changes expected in each region and sector of the country. The impacts analyses  
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Figure 2.3 (a) Average summer temperature was downscaled using a quantile mapping method 
and average summer humidity was calculated using the VIC model to develop projections of 
future summer Heat Index that could be used to simulate how hot a typical summer in 
Massachusetts might “feel” under future climate change. (b) Number of days per year below -
20oC were used as a cold temperature threshold to simulate historical observed and projected 
end-of-century geographic ranges of the Hemlock Wooly Adelgid pest. All projections are based 
on the average of the GFDL CM2.1, HadCM3 and PCM global climate models for the SRES 
higher (A1fi) and lower (B1) emissions scenarios. Source: NECIA (2007) 
 
(a) Summer “migrating climate” for MA  
 
 
(b) Geographic range of the Hemlock Woolly 
Adelgid
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Figure 2.4. Economic cost of changes in mean and extreme temperature and precipitation on (a) 
transportation and (b) all infrastructure in the city of Chicago, for 2070-2099 as compared to 
1961-1990 based on climate projections simulated by the GFDL CM2.1, HadCM3 and PCM 
global climate models, downscaled to the Chicago Midway, University of Chicago, and Chicago 
O’Hare weather stations using a quantile regression statistical downscaling approach. Source: 
Hayhoe et al. (2010) 
 
(a)  
(b)  
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drew on previous studies to paint a vivid picture of observed changes and future climate impacts 
in every major region and sector of the United States: a picture that depended, in no small part, 
on the use of downscaling to generate high-resolution projections (see, for example, projected 
increases in the average number of days per year with maximum temperatures greater than 
100oF; Figure 2.5). As preparations for a new National Assessment get underway, generation of 
high-resolution and impact-relevant downscaled projections is now assumed to be one of the 
core components of any regional climate change impact analysis (D. Wuebbles, pers. comm.). 
 
2.1.2 Snowmobiling in the Northeast: An Example of Impact-Relevant Climate Projections 
A specific example that illustrates the importance of producing impact-relevant climate 
metrics comes from the NECIA (2007) analysis of climate change impacts on snowmobiling in 
the U.S. Northeast. Snowmobiling is an economic mainstay of many small communities in this 
region, as well as being an iconic winter activity that characterizes this region. Hence, potential 
changes in the reliability of snow conditions for snowmobiling due to climate change is a topic 
of great interest in many of the more northern and rural locations in the Northeast. 
Simulated historical and future projected winter temperatures show a clear warming trend 
over the remainder of this century in the Northeast (Figure 2.6a). It can be inferred from this 
trend that more precipitation is likely to fall as rain, and less as snow; hence, less snow may fall 
and what does fall may melt sooner. But at the same time, winter precipitation over the Northeast 
is projected to increase (Figure 2.6b). In some places, such as Chicago (Hayhoe et al., 2010), the 
effects of warmer and wetter winters have been found to balance each other, resulting in little net 
change in winter average snowfall. So what are the implications of these projections for 
snowmobiling industry in the Northeast? 
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Figure 2.5 Projected average number of days per year with daily maximum temperature above 
100oF as simulated by 16 GCMs, statistically downscaled to a one-eighth degree grid using a 
quantile mapping approach. Values are shown for 1961-1979, as well as for 2080-2099 under the 
SRES lower (B1) & mid-high (A2) emissions scenarios. Source: USGCRP (2009) 
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Stakeholders in the Northeast snowmobile and winter recreation sectors say that 
snowmobiling is generally possible with a minimum of 15 cm of snow on the ground. Using a 
hydrological model driven by downscaled projections of daily temperature and precipitation, we 
therefore simulated future changes in humidity, snowfall, and snow water equivalent (SWE). 
Observations of local snow density were used to convert SWE projections to snow depth, and the 
number of days per year with more than 15 cm of snow on the ground were plotted (Figure 2.6c). 
Snowmobiling is currently viable for more than a month each year across most of 
Massachusetts, Vermont, New Hampshire, upper-state New York, and Maine. In higher-
elevation and northern areas, over three months of snowmobiling is possible in a typical year. 
Under higher emissions by mid-century (2040-2069), however, only the highest elevation and 
most northern areas of the Northeast may be able to consistently enjoy more than one month of 
snowmobiling conditions per year. By end of century (2070-2099), more than a week’s worth of 
snowmobiling conditions each winter are likely to be impossible in all but the most northern tip 
of Maine. This essentially signals the end of the snowmobiling industry in the U.S. Northeast. 
Although projections of winter temperature hint at this possibility, generating projections 
of a climate metric directly relevant to the impact at hand (in this case, days per year with more 
than 15 cm of snow on the ground) was able to clearly quantify the magnitude and timing of the 
impact. This explicit information can then be used to estimate potential economic losses to rural 
communities under higher (as shown in Figure 2.6) and lower (not shown) emission scenarios. 
The benefits of emissions mitigation can be quantified, and robust adaptation strategies 
developed that can help to shift the dependence of these communities away from snowmobiling 
and other forms of winter tourism in a timely manner. 
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Figure 2.6 Simulated (a) average winter temperature, (b) winter precipitation, and (c) number of 
days per year with more than 15 cm of snow on the ground for the U.S. Northeast for the 
historical period 1961-1990, mid-century 2040-2069, and end-of-century 2070-2099 under the 
SRES A1fi (higher) emissions scenario. Shown is the average of 3 GCM simulations downscaled 
to a one-eighth degree grid using a quantile mapping and bias correction approach. Simulated 
snow on the ground was estimated using additional simulations from the Variable Infiltration 
Capacity hydrological model. Source: NECIA (2007) 
(a) Average winter 
temperature (degrees C) 
(b) Total winter precipitation 
(mm) 
(c) Average days per year 
with > 15cm snow on ground 
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2.1.3 Identifying a Consistent Set of Impact-Relevant Climate Metrics 
For the assessments described above, climate projections have been used to quantify a 
broad range of regional climate impacts, including effects on:  
• Agriculture: fruit, wine grapes, other specialty crops, grains, and dairy production 
• Coastal and Marine Systems: sea level rise, beach erosion, coastal flooding, and 
marine fisheries 
• Economics: tourism, recreation, and business opportunities 
• Ecosystems: endangered and invasive species, climate envelope modeling, 
dynamic vegetation and wildfire modeling 
• Health: human morbidity and mortality rates, air quality, and the spread of 
infections and vector-borne diseases 
• Infrastructure: energy, transportation, and buildings 
• Water Resources: snowpack, streamflow, lake levels and water supply 
Each of these analysis has required climate projections specific to that impact. Some 
require the preparation of climate input files to force secondary impact models to simulate 
climate change impacts on hydrology (Hayhoe et al., 2007), nutrient cycling (Ollinger et al., 
2008), arrival of spring (Hayhoe et al., 2007), or dynamic fire and vegetation (Hayhoe et al., 
2004). For other analyses, once a relevant climate metric has been identified and calculated, the 
resulting impacts become immediately evident. 
Given the vast range of impact analyses that rely on climate projections, it is a daunting 
task to attempt to summarize and synthesize all of their needs into any limited framework. Of 
necessity, metrics relevant to some impacts will not be included in such a synthesis. However, a 
survey of the literature summarized in Table 2.1 reveals that, in fact, the majority of impact  
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Table 2.1 A summary of the climate metrics or variables required to assess the impacts of 
climate change on various sectors. 
Sector Climate Change Impact 
Climate Metric or Variables 
Required References 
Agriculture Yield 
Growing season temperature and 
precipitation 
Accumulated metrics, such as 
degree-days 
Contrast between day and night-
time temperatures 
Tebaldi and 
Lobell, 2008; 
Lobell et al., 
2007, 2008 
 Geographic Range 
Minimum winter temperatures 
Maximum summer temperatures 
Chilling hours 
Reilly et al., 
2003; Wolfe et 
al., 2008  
 Pests and Weeds 
Minimum winter temperatures 
Pest indices (e.g. for the corn 
earworm) 
Carbon dioxide levels 
Diffenbaugh et 
al., 2008; 
Wuebbles and 
Hayhoe, 2009 
 Livestock Summer heat (including indices such as the Thermal Heat Index) Wolfe et al., 2008 
Coastal Systems Flooding 
Sea level rise 
Intensity and frequency of storm 
surges 
Local subsidence and uplift 
Kirshen et al., 
2008; Dawson et 
al., 2009; 
USGCRP, 2009 
 Erosion 
Intensity and frequency of coastal 
storms 
Timing of storm events and 
duration of protective shoreline ice 
Permafrost melt rates (in the 
Arctic) 
ACIA, 2004; 
Cayan et al., 
2008; El-Nahry 
and Doluschitz, 
2010 
Economics Winter Tourism 
Timing of snowfall 
Snow cover and depth on the 
ground 
Scott et al., 2008; 
NECIA, 2007 
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Table 2.1 (cont)    
Terrestrial 
Ecosystems Nutrient cycling 
Daily average temperature, 
precipitation, and 
photosynthetically-active radiation 
Ollinger et al., 
2008 
 Geographic ranges 
Seasonal and monthly average 
temperature and precipitation; 
minimum temperature thresholds 
Loarie et al., 
2008 
 Wildfire frequency 
ENSO frequency; average 
precipitation from previous years; 
BIOCLIM variables (e.g., 
temperature on the wettest month 
of the year, etc.) 
Westerling et al., 
2003; Krawchuk 
et al., 2009 
Marine 
Ecosystems 
Geographic 
Ranges 
Ocean surface and near-surface 
temperatures 
Fogarty et al., 
2008 
  Ocean circulation  
Human Health Heat-related impacts 
Frequency and 6hr characteristics 
of oppressive air mass events 
(temperature, humidity, time of 
year) 
Hayhoe et al., 
2004, 2010 
  Frequency of multi-day heatwave events 
Meehl & Tebaldi, 
2004 
 Air quality 
Hourly temperature, local to 
regional atmospheric circulation, 
precursor emissions 
Kunkel et al., 
2008; Lin et al., 
2008 
Infrastructure Transportation and Buildings 
Extreme heat and precipitation 
events 
Wilbanks et al., 
2008; Hayhoe et 
al., 2010 
 Energy Accumulated heating and cooling degree-days  
  Stream temperatures, water availability 
Wilbanks et al., 
2007, 2008; 
Norena et al., 
2009 
Water Resources Supply Distribution of annual and seasonal precipitation 
Arnell, 2004; 
Newton, 2009 
  Winter snowpack Day, 2009 
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analyses require metrics that capture one or more more of the following three features of 
commonly-observed weather properties (see also Figure 2.7 that follows for a visual summary): 
1. Mean, median, or average values that reflect the entire area under probability distribution 
function of daily values for a given year, season, or time period. These values can be for 
primary climate variables, such as temperature and precipitation, or for derived secondary 
variables such as convective available potential energy or heat index. 
2. Values that capture a portion of the distribution, including the variance and shape of the 
distribution. These include changes in the value or exceedence probability of a given 
threshold or extreme value, often expressed in terms of temperature or precipitation. A 
variant on this metric is the sum of an accumulated quantity that begins at a certain 
threshold (e.g., cooling degree-days, at 65oF) and sums the values from this threshold 
through the tail of the distribution. 
3. Metrics that resolve the frequency and intensity of multi-day events lasting from two 
days up to several weeks. For temperature and precipitation, for example, this type of 
measure would resolve heat waves, cold spells, heavy rainfall events, or droughts. These 
metrics often reflect the autocorrelation of the time series, i.e. the degree to which a given 
day’s conditions are correlated with previous days. 
Metric 2 was originally divided into thresholds and accumulated values, but during the 
solicitation of expert opinion (Tebaldi, pers. comm.) it was pointed out that these represent 
essentially the same attribute of any distribution. Some studies also apply downscaling 
techniques to reanalysis data in order to evaluate forecast ability, but this tends to be more a 
function of the large-scale model than the downscaling approach. As climate projections should  
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Figure 2.7 Schematic graphics illustrating the three main properties of the distribution of climate 
variables to be evaluated by the standardized framework: climatological means (a), thresholds, 
variability and accumulated values (b, c) and multi-day events (d). 
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not be applied for forecasting conditions on any specific day or even  year, forecast verification 
skill has not been considered as a relevant climate metric here (Posernich, pers. comm.). 
As these three metrics capture a large portion of the information required for impact 
assessments, I therefore propose that the standardized evaluation framework consist of tests 
capable of evaluating these three properties, all of which can be applied to the distributions of 
maximum and minimum temperature, precipitation, and many other surface climate variables.   
 
 
2.2 COMMONLY-USED METHODS TO EVALUATE DOWNSCALING APPROACHES 
2.2.1 Parameters of the Literature Review 
With the climate metrics or properties to be evaluated identified, I next review the 
literature to collate a comprehensive master list of the statistical and physical tests that have 
previously been used to evaluate and compare various statistical and/or dynamical downscaling 
methods for temperature and precipitation (e.g., Benestad et al., 2007; Kostopolou et al., 2007; 
Maurer & Hidalgo, 2008; Wilby et al., 1998).  
I searched Web of Science for any studies containing a sub-set of the following key 
words in their title, abstract, and/or topics: downscale, downscaling, statistical, stochastic, 
dynamical, regional, climate, model, modeling, temperature, precipitation, rainfall, and extreme. 
Given the rapid development of both statistical and dynamical downscaling methods over the last 
decade, emphasis was placed on publications from the last ten years. Prior to that, only studies 
that explicitly compare multiple downscaling methods were included in the review (e.g., Wilby, 
1998; Wilby & Wrigley, 1997). Journal articles not written in English or not available as an 
online PDF were also excluded from the review. This combination of date ranges, key words, 
and practical constraints yielded a total of 466 journal articles for this review. 
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Table 2.2 A summary of two sample studies considered in the literature review on downscaling 
evaluation methods. The first is one of the most complete studies in terms of the statistical 
properties of the distributions evaluated; the second is one of the largest studies, in that it 
compares the performance of 22 statistical downscaling techniques. 
Reference Location Climate 
Indicator 
Downscaling 
Approach 
Statistical Evaluation 
Methods 
Maurer & 
Hidalgo, 2008 
California Climatological 
values 
Bias correction 
and spatial 
disaggregation 
Correlation coefficient 
of linear trend (square 
of r2) 
  Monthly 
averages 
Constructed 
analogues 
RMSE of the 
correlation between obs 
and simulated monthly 
and annual values 
(scatter plot) 
  Percentiles: 10th 
(T), 20th (P) & 
90th (T, P) 
 Bias in simulated 
values relative to 
observed (map) 
  Consecutive wet 
and dry days (P) 
 Trends during historical 
period (map) 
STARDEX, 
2004 
Western 
Europe 
IPCC/Frich 
indices1 
Multiple linear 
regression 
RMSE of correlation 
between observed & 
simulated annual index 
values 
   Canonical 
correlation 
analysis 
Artificial neural 
networks 
Multivariate 
autoregression 
Constructed 
analogues 
Weather 
generators 
 
 
Spearman rank 
correlation coefficient 
of observed vs. 
simulated annual values 
for each index 
 44 
Information gleaned from the literature review was recorded in an Excel spreadsheet, as 
illustrated in Table 2.2 for 2 of the 466 studies. The first example shown in Table 2.2 compares 
two statistical downscaling methods over California: a quantile-based mapping approach, and a 
constructed analogues approach (Maurer & Hidalgo, 2008). In terms of evaluating the full 
spectrum of the distributional properties of temperature and precipitation, I include this study as 
an example because it provides one of the most complete evaluations of a set of downscaling 
projections of all studies reviewed here. The two statistical downscaling methods are evaluated 
in terms of their climatological biases (Metric 1), the values of specific quantiles or exceedence 
thresholds (Metric 2) and, for precipitation only, the length of consecutive wet and dry day 
periods (Metric 3). Evaluation measures are both simple and effective, consisting of measures of 
annual and seasonal biases, RMSE, correlation coefficients, and historical trends. 
The second example provided in Table 2.2 is the STARDEX project, which compares 22 
downscaling methods over Europe (Goodess et al., 2009), the largest intercomparison of 
statistical downscaling methods to date. No parallel to the STARDEX project has been 
undertaken to compare statistical downscaling methods currently being used in North America, 
nor has any other effort been made to develop a set of comprehensive, standardized tests for 
downscaling evaluation, similar to those used to evaluate AOGCMs in the Coupled Model 
Intercomparison Project (Covey et al, 2003). In terms of the evaluation criteria used to compare 
the methods, however, the STARDEX project is relatively sparse. Only RMSE and Spearman 
rank correlation coefficients (indicative of non-linear correlation between observed and 
simulated variables) are used as indicators of downscaling performance. These correspond to 
Metric 1 only. 
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Table 2.3 A list of the most common statistical and visual tests used to evaluate the statistical and 
dynamical downscaling approaches described in the recent literature. 
Category Evaluation criteria or method 
Climatological Means Maps of annual and seasonal biases 
 Scatter plots of simulated vs. observed values 
 Visual comparison of plotted time series or seasonal cycle 
Correlation Pearson’s coefficient (linear correlation) 
 Spearman’s rank coefficient (nonlinear correlation) 
 Kendall’s tau correlation 
 Error measures: mean standard, root mean square, Nash-
Sutcliffe, mean square, mean absolute, mean cumulative error 
Daily or Monthly Variance Standard deviation, transient eddy standard deviation, 
variability, skewness and kurtosis, variogram 
 Diurnal temperature range 
 Visual comparison of PDFs and CDFs 
 Probability of wet and dry days 
 Precipitation intensity 
 Scores: Brier, BBS, censored quantile verification  
 Plots of spectral power vs. wavelength, moment order 
Quantiles (e.g., 10/20/40/50/60/75/80/95/99) and quantile 
ranges (0-33, 33-66, 66-100) 
Thresholds, Quantiles, and 
Extremes 
Thresholds (e.g. number of days > 0.1 mm) 
 Q-Q plots 
Persistence Lag-one autocorrelation 
 Wet/dry spell length and plots 
 Conditional probability of wet/dry days based on previous days 
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Figure 2.8 Frequency of use of statistical tests commonly applied to evaluate any given 
downscaling method, broadly categorized into one of 5 approaches based on a comprehensive 
survey of the downscaling literature. In general, only one or two tests are applied per study: most 
frequently, estimates of biases in annual or seasonal means are combined with Pearson’s 
correlation coefficient. 
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2.2.2 Five Categories of Downscaling Evaluation Methods in the Literature  
Using the remainder of the literature, I record all statistical tests used to evaluate both 
statistical and dynamical downscaling techniques over the last decade (Table 2.3). Although the 
number and quality of tests used tend to be relatively inconsistent from one study to the next 
(compare, for example: Benestad, 2001; Busuioc et al., 2006; Haylock et al., 2006; Lo et al., 
2008), some general categories do emerge from the literature synthesis (see Table 2.3, also 
Figure 2.8). 
Relevant tests can be grouped into five categories: tests that evaluate climatological 
biases; correlation; day-to-day variance; thresholds, quantiles and extremes; and multi-day 
persistence. Correlation tests (generally Pearson’s coefficient) are the most common, with nearly 
one third of all downscaling studies using some correlation coefficient as a measure of model 
performance. This makes sense, as the basic purpose of a downscaling approach is to simulate 
projected future change. If variability in the downscaled historical time series is uncorrelated 
with that of the observed time series, it is not likely that the downscaling approach will be able to 
simulate the effects of future change on local climate. 
Methods to test variance, thresholds, and biases are also relatively common, although 
most studies choose to evaluate only one of these features. Least common are measures of 
persistence. In general, only studies that specifically focus on downscaling precipitation and 
hydrological applications of those simulations evaluate the persistence of multi-day wet and dry 
day spells (Vrac et al., 2007; Boe et al., 2006; Bates et al., 1998). No study was found that 
evaluated the persistence of extreme heat or cold spells, for example. 
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2.2.3 Two Additional Categories of Downcaling Evaluation Tests in the Literature   
In addition to these five categories of tests summarized in Table 2.3 and Figure 2.8, two 
more types of tests are generally used by downscaling studies: forecast verification methods 
adapted from numerical weather prediction applications, and spatial correlations that can be 
applied to large gridded fields or relatively dense networks of station observations. Although 
these types of tests are used less frequently, it is still worth discussing their potential here.  
First, some studies used historical reanalysis fields to drive historical statistical and 
dynamical downscaling simulations. This meant that the resulting simulations could be assumed 
to have temporal correspondence with the observations, enabling the use of traditional forecast 
verification methods from numerical weather prediction (e.g., Jolliffe and Stephenson, 2003). 
Approximately 8% of the studies reviewed took this approach (e.g., Amegual et al., 2007; Fealty 
et al., 2007; Chen et al., 1999), using forecast verification techniques such as ROC curves and 
skill scores (Heidke, NCEP threat, BBS, Brier) to test for both false positives and negatives, 
particularly in terms of wet/dry day events. 
I did not include forecast verification techniques that require temporal correspondence 
between simulations and observations in the standardized evaluation framework, for the 
following reasons. First, forecast verification scores can only be tested on downscaling 
approaches applied to reanalysis fields. The purpose of downscaling here is to improve 
simulation of future climate, however; and both GCMs and RCMs may display significant biases 
relative to reanalysis. Relying on tests that evaluate a downscaling method’s ability to essentially 
serve as “Model Output Statistics” for reanalysis could provide a misleading assessment of the 
ability of downscaling to correct for model biases. Second, the purpose of climate projections is 
not to predict the events on a given day, as a weather forecast, but rather to simulate changes in 
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the properties of the climatological distribution. Thus, when the event happens (as diagnosed by 
a forecast verification metric) is not of primary concern to climate impact analyses. Rather, how 
frequently a certain type of event or multi-day period recurs is the metric of interest; and tests for 
variability, thresholds, and persistence already evaluate for these properties. 
The second type of evaluation that is often made is a test for spatial correlation over a 
gridded field, including decomposition of the field into its principle components (e.g., Busuioc et 
al., 2006). These tests include calculation and mapping of spatial correlation coefficients, and are 
typically only applied to the gridded output fields produced by regional climate modeling or 
dynamical downscaling, over a region with a relative dense network of weather stations that can 
be used for verification purposes (e.g., 410 rain gauges in Spain; Amengual et al. 2007). Given 
the constraints on these tests—requiring a high spatial density of both simulated and observed 
variables—tests for spatial correlation are not currently included in the standardized evaluation 
framework. As discussed later in Chapter 5, however, these do represent a possible extension of 
the framework for regions such as the U.S. Northeast where there is a long history of reliable 
observations at high station density. 
 
2.3 DEVELOPMENT OF THE STANDARDIZED FRAMEWORK 
To develop the concise set of statistical tests and comparisons that can be used as a 
standardized evaluation framework, I first identified the most important characteristics of a daily 
time series of maximum and minimum temperature, precipitation, and other common weather 
observations that should be reproduced by a downscaling approach (as discussed in section 2.1). 
Some aspects of the distribution and variability quantified by the tests summarized in Table 2.3 
are relevant to understanding climate dynamics and forecast ability, improving model 
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simulations, and other applications related to atmospheric and climate sciences (e.g., wavelet and 
spectral analyses, decomposition of the field into its principle components, etc.). The focus of 
this work, however, is on the generation of high-resolution climate projections for impact 
assessments. Hence, I first eliminated any tests from the list provided in Table 2.3 that evaluate 
for aspects of the distribution not of primary importance to impact assessments, such as temporal 
correspondence or relationships to remote forcing fields. 
Second, since many studies use similar tests, I grouped the tests by category as shown in 
Table 2.3 and Figure 2.8 in order to eliminate tests that evaluate the same aspect of the 
distribution and retain only a set of unique, non-overlapping tests. For example, six different 
measures of error are commonly used in the literature; but studies that use more than one type of 
error generally come to the similar conclusions using either metrics. Hence, for this category I 
selected only one measure, RMSE, but calculate it at both the monthly and the annual scale. 
Third, I compared the list of tests to the climate metrics laid out in section 2.1 to ensure 
that each of those was being comprehensively evaluated. In the case of multi-day temperature 
events, they were not: no test on the list was being used specifically to test for the length of heat 
waves or cold spells. So I proposed a modified persistence test previously applied to 
precipitation so that it could be used equally by either temperature or precipitation. 
Fourth, I hypothesized that additional evaluation methods not documented in the 
downscaling literature may exist that would enable the evaluation framework to evaluate other 
key aspects of climate variables. I therefore solicited input on the list of tests from an expert 
panel (X. He, C. Tebaldi, M. Vrac and M. Pocernich), who provided valuable advice in terms of 
combining tests for thresholds and accumulated values (C. Tebaldi) and introducing a new error 
calculation to capture differences in quantiles at the tails of the distribution (Figure 2.9, X. He).  
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Figure 2.9 A station-based ranking of simulated vs. observed daily maximum temperature for a 
historical evaluation period. Dots show individual days, while the red line shows the linear 
correspondence between observed and downscaled quantiles out to the 8 coldest days of the year. 
As per the suggestion of X. He, error is calculated as a measure of the absolute value of the 
distance of a point from the diagonal line. 
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And lastly, in some cases (M. Pocernich), the additional method suggested consisted of a 
Taylor diagram, a metric relatively difficult to interpret from a purely physical perspective. 
Using a fifth criterion recognizing the needs of the impact community, that of simplicity of use 
and ease of interpretation, I eliminated any overly-complex evaluation methods that were 
proposed or remained on the original list. 
The final product of this effort is a limited set of pertinent, transparent, and independent 
statistical and physical tests that can resolve key characteristics of temperature, precipitation, and 
other surface weather observations relevant to impact assessments. This list of tests, summarized 
in Table 2.4, can be used to independently score a given downscaling method, as well as 
quantitatively rank multiple methods in terms of their relative performance for a given location 
or a given aspect of the distribution most relevant to the specific impact of interest. It can be seen 
from Table 2.4 that one test for precipitation-only have been included, as precipitation can be 
modeled as both a true/false event as well as a continuous distribution of wet days. 
It is important to emphasize that the relative performance of multiple downscaling 
methods will vary according to the criteria by which they are being evaluated. The criteria must 
in turn be informed by the purpose for which the projections are being developed. For example, 
the most relevant climate metric limiting the northward expansion of the invasive species kudzu 
is the occurrence of two or more sequential days with temperatures below -22oC (H. Coiner, 
pers. comm.). In evaluating downscaling methods for this application, more weight would be 
placed on the performance scores of a given method in simulating low temperature thresholds 
and persistence of cold spells, than on the method’s ability to simulate mean conditions.  
In comparing multiple downscaling methods, it is also important to note that even the use 
of multiple decades for training a statistical method, or in evaluating a dynamically- or 
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statistically-downscaled time series, may provide an insufficient sample size to capture the full 
range of climate variability at any given location (Benestad, 2009). This effect can be minimized 
by: (1) random partitioning of the historical observational period into independent training and 
evaluation periods while testing the method against observations; and (2) use of all available 
historical information to train the statistical model for future projections. However, the 
implication of this sampling issue is that there can never be a “perfect” score: even comparing 
one set of observations to another set would result in some quantifiable differences that would 
otherwise be interpreted as “errors” in the downscaling method. 
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Table 2.4 A list of the proposed statistical and visual tests to compose a standardized evaluation 
framework for each of the three climate metrics identified in section 2.1. All tests are to be 
applied to the historical evaluation period. Tests followed by a (*) can also be used to assess 
relative differences between future projections generated by multiple downscaling methods. 
Climate Metric Evaluation method 
1. Mean Values and Trends Relative value of monthly and annual mean values* 
 Precipitation only: probability of wet days (P<0.1mm) and 
precipitation intensity, annual* 
 Monthly and annual average RMSE for entire distribution, and 
for quantile ranges 0-25, 26-75 and 76-100 
 Plot of annual average probability distribution 
 Correlation coefficient, annual average:  
Spearman’s ranking (non-linear) 
2.Thresholds, Exceedence 
Probabilities, and 
Accumulated Quantities 
Value of exceedence thresholds* 
50/90/95/99th quantiles (Tmax and Precipitation) 
1/5/10/50th quantiles (Tmin) 
 Annual average Q-Q plot and standard error associated with it 
3. Multi-Day Persistence Plots* and standard error of the frequency of multi-day events 
between 2 and 10 days in length for thresholds: 
Days above the 90th quantile (Tmax) or below the 10th quantile 
(Tmin) 
Precipitation: wet (P>0.1mm) and dry (P≤0.1mm) days 
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CHAPTER 3 
APPLICATION OF DOWNSCALING EVALUATION FRAMEWORK 
 
Once the tests that will form part of the standardized evaluation framework have been 
identified, the next step is to select and prepare the datasets to which these tests will be applied. 
To that end, in this chapter I describe four downscaling approaches I evaluate with this 
framework, along with the observed station data and AOGCM output fields used to generate and 
evaluate a set of downscaled time series for 20 locations across North America.  
 
3.1 DOWNSCALING APPROACHES TO BE EVALUATED 
3.1.1 Delta and Bias Correction Methods 
The simplest methods of downscaling GCM output fields consist of either a Delta or a 
Bias Correction approach. These methods have proven unexpectedly durable and popular, likely 
because they are so easy to understand and apply. The mathematics involves nothing more 
complex than straight subtraction and division, and once the input data files are on hand, 
calculations can be done in a matter of minutes on any personal computing platform.  
For Bias Correction, differences in observed climatological mean values between the 
GCM and the observations for a historical reference period are calculated (usually at the monthly 
scale). Then historical and future GCM simulations are “corrected” by removing the historical 
differences (Figure 3.1).  
The Delta approach is essentially the mirror opposite of the Bias Correction method. 
Here, differences between GCM future and historical periods are calculated (i.e., the “delta”), 
again usually at the monthly scale, and these differences are simply added (in the case of  
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Figure 3.1 (a) Bias Correction method, illustrated by comparing observed precipitation averages 
for winter (DJF), spring (MAM), summer (JJA) and autumn (SON) over the greater California 
area, up-scaled to the resolution of a GCM with output from the GCM for the same time period 
and GCM output bias-corrected to match observations. The orange circle highlights the location 
where largest corrections are needed. (b) The Delta method, illustrated by superimposing large-
scale trends in GCM-simulated winter (DJF) and summer (JJA) precipitation (right) on high-
resolution observed climatological averages (left) Source: Hayhoe et al. (2004) 
(a)  
(b)  
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temperature) or multiplied (for precipitation) to historical monthly or daily observations in order 
to simulate altered future conditions (e.g., Hay et al., 2000). For this comparison, we developed 
original scripts for both of these downscaling procedures using R, a free software environment 
for statistical computing and graphics (http://www.r-project.org/). 
Despite the simplicity of these approaches, they are still in widespread and common use. 
At a recent USGS meeting I attended in February 2010, where investigators from 18 impact 
projects related to wildlife and water were presenting their approaches to generating climate 
projections, more than half of these projects reported using a Delta approach to generate regional 
projections from GCM output fields and local observations. Of the remaining projects, one used 
an analogue approach similar to that used to develop a migrating climates analysis (see Figure 
2.3(a)), one used the high-resolution statistically downscaled projections for California described 
by Maurer & Hidalgo (2008), and six were relying on a very limited set of regional climate 
model, or dynamically downscaled, simulations from either the North American Regional 
Climate Change Assessment Program (NARCCAP) or a local regional modeling group they 
were collaborating with. Given the widespread use these simple methods continue to enjoy 
today, it is therefore important to include them in any multi-method evaluation framework. 
 
3.1.2 Quantile Mapping 
The best-known example of quantile mapping in statistical downscaling is the Bias 
Correction-Spatial Disaggregation (BCSD) approach was originally developed for adjusting 
GCM output for long-range streamflow forecasting (Wood et al., 2002; Van Rheenan et al., 
2004). More recently, it has been adapted for use in studies examining the hydrologic impacts of 
climate change. This method uses an empirical statistical technique broadly referred to as 
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“quantile mapping” to map probability density functions for GCM-simulated monthly 
precipitation and temperature onto historical observed data (Figure 3.2; Maurer et al., 2002; 
Maurer and Hidalgo, 2008). The resulting time series reproduces changes in both the mean and 
variability of monthly observations as simulated by the GCM outputs, and compares favorably to 
regional climate model simulations (Wood et al., 2004).  
Daily values are obtained through sampling the historical record for a randomly-selected 
year. Average conditions for the corresponding month are then adjusted to match the simulated 
monthly mean. An original R script was developed for this method using the approach of Maurer 
and Hidalgo (2008), with the additional modification suggested by Fowler et al. (2007) of fitting 
a Weibull distribution to the observed monthly probability distribution functions before mapping 
the quantiles from one distribution to the other. 
Thanks in part to efforts begun by Hayhoe et al. (2004) and continued by the State of 
California, the U.S. Department of Energy, and the National Climatic Data Center (USGCRP, 
2009), the BCSD approach is now perhaps the most widely-used “advanced” (in the sense that it 
resolves individual quantiles, not simply mean values) statistical downscaling technique among 
impact research communities in the United States. Monthly simulations from 16 GCMs and three 
emission scenarios have been downscaled to a one-eighth degree grid covering the entire 
continental United States, and these datasets have recently become available on “Climate 
Wizard,” a climate data tool in widespread use throughout the ecological community.  
The BCSD downscaling method forms the basis of the NECIA (2007) projections and 
data provision website, http://www.northeastclimatedata.org, the report “Confronting Climate 
Change in the Midwest” (Wuebbles and Hayhoe, 2009), and many of the analyses in USGCRP 
(2009), including the estimates of projected increases in the number of days per year above 
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Figure 3.2 A conceptual diagram illustrating the quantile mapping approach to statistical 
downscaling. The first step is to calculate the bias between the value at each quantile of the 
GCM’s historical distribution (orange line; here, 22oC) as compared to the value of the observed 
quantile over the same historical time period (blue line; here, 28.5oC). The difference calculated 
for each individual quantile (here, +6.5oC for the 90th quantile) is then added to future GCM 
quantiles (black arrow) in order to map the GCM quantiles onto the observed distribution. 
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100oF shown in Figure 2.5. Due to its popularity among the impact community and its use in 
virtually all of the latest regional climate impact assessments, this method is also important to 
include in any multi-method downscaling comparison. 
 
3.1.3 The Statistical DownScaling Model (SDSM) 
The European counterpart to the BCSD approach, at least in terms of its popularity, is the 
Statistical DownScaling Model (Wilby et al., 2002). SDSM calculates statistical relationships, 
based on multiple linear regression techniques, between large-scale (the predictors) and local 
(the predictand) climate. Assuming that relationships between local observations and large-scale 
predictors remain valid in the future, they can be used to develop daily, station-specific 
projections of future climate. Daily variability in local projections is enhanced through stochastic 
weather generation, as described by Wilby et al. (1998). The specific steps used by the SDSM to 
downscale global GCM and reanalysis fields are illustrated in Figure 3.3. 
The SDSM is described as a decision support tool for assessing local climate change 
impacts using a robust statistical downscaling technique, and was in fact the first downscaling 
tool freely available to and easily accessible by the broader climate change impacts community. 
This method is available as an executable code on a Windows platform, and allows the user to 
efficiently conduct multiple linear regressions between large-scale upper-air fields and surface 
variables. To date, the SDSM downscaling framework has been used in over 40 impact studies, 
most focusing on hydrology and agriculture. Most of these studies are for locations in the United 
Kingdom, but some apply the SDSM to Canada, the U.S., and locations in Africa and South 
America (e.g., AGCI, 2006; Bootsma et al., 2005; Dibike and Coulibay, 2005, 2006). This 
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Figure 3.3 SDSM simulates local-scale climate variables through seven processes, as illustrated 
by this flow chart: quality control and data transformation, screening of predictor variables, 
model calibration, quantifying stochastic weather or variability in the observations, completing 
the statistical analysis, and generating the future projections. Source: Wilby et al., 2002 
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method was also one of the 22 statistical downscaling approaches that participated in the 
European Union’s STARDEX intercomparison project (Goodess et al., 2009). As such, it is 
another key method to include in a downscaling intercomparison for North America. 
Although it was my intention to include simulations from the SDSM method in this 
comparison, data preparation and standardization of the framework proved unusually 
challenging. Most statistical methods can be applied to netCDF files or, at worst, ascii text files. 
SDSM input files, on the other hand, must be prepared according to very strict constraints 
regarding formats, length of records, and data type. Individual files must be prepared and 
processed by hand for every GCM, station, variable, and time period. Some years ago the 
Canadian Centre for Climate Modelling and Analysis prepared a number of input files for 
SDSM. These files were based on previous generation GCMs, however, and did not include any 
of the models used in this comparison. An additional challenge to the standard comparison 
framework used here is that the SDSM historical training period is fixed at 1961-1990 and the 
method, as written, is unable to process any other historical time periods or data lengths. 
Through communication with the SDSM modeling staff, we have developed some ways 
to address the data and training period issues, and are currently designing an interface for the 
model that enables it to run the 280 individual simulations in batch mode. I anticipate 
downscaled simulations from the SDSM will be added to this comparison prior to publication. 
 
3.1.4 Quantile-based Statistical Asynchronous Regression (SAR) 
This method was first proposed by O’Brien et al. (2001) as a way to calibrate satellite 
instruments, specifically correct to electron flux measurements made by a spacecraft in a 
geosynchronous orbit. It addresses the issue of how to relate measurements made at different 
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times to each other. As this is exactly the problem posed by historical GCM simulations and 
observations (since the variability of a GCM is not constrained to match observations on a daily 
or even decadal time scale), Dettinger et al. (2004) was the first to perceive its usefulness to 
downscaling climate projections. 
In climate applications, the SAR approach downscales to individual weather stations 
using an asynchronous quantile regression method that can determine relationships between two 
quantities not measured simultaneously, such as an observed and a model-simulated time series. 
It assumes that although the two time series are independent, they describe the same variable at 
approximately the same location, and therefore must have similar probability density functions 
(PDFs). The two independent time-varying variables X(t) and Y(t) are regressed using only their 
statistical distributions F(x) and G(y). The method determines the function Y=u(X) by matching 
the quantiles of x and y of the distributions of X and Y for each probability level (O’Brien et al., 
2001). Using a GCM output field (such as daily two-meter maximum or minimum temperature, 
24-hour accumulated precipitation, or 850mb dewpoint temperature) as a predictor, and the local 
climate variable of interest as the predictand, the resulting regression model can then force the 
PDFs of simulated historical and future fields to match those of the observed data (Stoner, in 
preparation). The regression relationships derived from the historic observed and model-
simulated time series are then applied to future simulations, such that rescaled values share the 
weather statistics observed at the selected stations (Figure 3.4). 
 
3.1.5 Regional Climate Model (CMM5) 
All of the methods described up to this point use statistical approaches to downscaling. 
For this reason, we also proposed a comparison to explore the potential of dynamical 
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Figure 3.4 In the SAR method, the daily values for the historical training period are first ranked 
by month, and a piecewise linear regression fitted to characterize the individual relationship 
between observed and GCM-simulated values for that month (a). This relationship is then used 
to correct future GCM simulations by individual value, thus allowing both the mean and the 
shape of the distribution (including standard deviation and skewness) to change over time (b). 
(a)  
(b)  
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downscaling, via a regional climate model (RCM), to simulate climate variables at a given 
location. Regional models are much higher resolution than GCMs, but still simulate average 
climate conditions over a larger geographic area than a single station. The simulations considered 
here, for example, have grid cells that are approximately 30km in width; so it simulates local 
climate as the average across nearly 1,000 square kilometers. In comparing historical RCM 
simulations to station observations or points, it is therefore important to remember that some of 
the differences may be simply due to spatial scale, rather than an innate failure of the model to 
simulate station conditions. 
For any RCM comparison, we take advantage of existing simulations by the regional 
climate model CMM5 with boundary conditions forced by the same PCM simulations used in the 
statistical downscaling (Liang et al. 2006). The CMM5 is a climate extension of the fifth-
generation Pennsylvania State University-Nation Center for Atmospheric Prediction (PSU-
NCAR) Mesoscale Model version 3.3 with a 30-km grid. Important modifications include 
incorporation of more realistic buffer zone treatment, surface boundary conditions and cloud 
cover prediction (Liang et al. (2001, 2004b). CMM5 is relatively skillful at downscaling 
precipitation (Liang et al. 2004a, b), soil moisture, and temperature (Zhu and Liang 2005, 2007). 
As shown in Figure 3.5, the RCM corrects for many of the biases in GCM-simulated summer 
average temperature and precipitation relative to gridded observations.  
For this comparison, I rely on three-hour simulated temperature available for the 1990s. 
In future work, I hope to add comparisons of future temperature and historical and future 
precipitation as these fields become available at the annual scale (currently, only summer 
temperatures are available for future time periods and precipitation is unavailable for either). 
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Figure 3.5 Average summer (JJA) temperature in degrees C as simulated by (a) the global model 
PCM, (b) the RCM using PCM output as boundary conditions, and (c) observed values for the 
1990s. Source: Liang et al., 2006 
(a)  
(b)  
(c) 
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3.2 OBSERVATIONAL DATA  
Daily records of temperature, precipitation, humidity, snow, and other relevant local 
climate variables are recorded by weather stations around the world. To evaluate the relative 
performance of these various downscaling approaches across a broad set of climate conditions, I 
have selected 20 weather stations across North America with high-quality, continuous daily 
observations of minimum and maximum temperature (Tx, Tn) and precipitation (Pr), covering a 
minimum of 60 years from 1949 to 2008. The stations are distributed between various climate 
zones and latitudes, as shown in Figure 3.6.  
Station data was obtained from the Global Daily Climatology Network (available from 
the National Climatic Data Center). This represents the best available source for temperature and 
precipitation data since 1900, as the stations are selected based on length and quality of data, 
which includes limiting the number of station changes. In addition, monthly data have undergone 
numerous quality assurances and adjustments to best characterize the actual variability in 
climate. These adjustments take into consideration the validity of extreme outliers, time of 
observation bias (Karl et al., 1986), changes in instrumentation (Quayle et al., 1991) and random 
relocations of stations (Karl and Williams, 1987).   
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Table 3.1 Name and location of 20 stations used to evaluate the downscaling approaches. Starred 
locations do not have data available from regional climate model simulations. 
Latitude Longitude Name 
33.65 -84.43 Atlanta GA 
29.88 -93.42 Cameron LA 
48.95 -57.95 Corner Brook NFLD* 
40.72 -73.62 Garden City NY 
37.45 -122.43 Half Moon Bay CA 
25.83 -80.28 Hialeah FL 
39.12 -94.58 Kansas City KS 
40.77 -87.45 Kentland IN 
26 -111.33 Loreto MX* 
47 -118.55 Lind WA 
40.4661 -118.3047 Pitt-Taylor Reservoir, NV 
18.22 -65.9 Juncos PR* 
39.1 -108.73 
Colorado National 
Monument CO 
33.43 -111.98 Phoenix AZ 
43.67 -79.6 Toronto ON 
49.2 -123.18 Vancouver BC 
60.12 -128.82 Watson Lake YK* 
48.87 -104.05 Plentywood MT 
33.78 -88.1 Vernon AL 
35.87 -101.97 Dumas TX 
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Figure 3.6 Google Earth map showing the locations of the 20 stations listed in Table 3.1. 
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3.3 GLOBAL CLIMATE MODEL SIMULATIONS  
3.3.1 Global Climate Models 
Global climate models, also known as atmosphere-ocean general circulation models 
(AOGCMs), are complex, three-dimensional coupled models that incorporate the latest 
understanding of the physical processes at work in the atmosphere, oceans, and Earth’s surface. 
As output, GCMs produce grid-based projections of precipitation, temperature, pressure, cloud 
cover, humidity, and a host of other climate variables at daily, monthly, and annual time scales.  
Some models are more successful than others at reproducing observed climate and trends 
over the past century. For the purposes of GCM selection for impact analyses, however, the most 
relevant point is that multi-model comparisons have shown that the average of multiple models 
generally provides a more robust picture of future conditions than any one model (Tebaldi and 
Knutti, 2007). So in evaluating the potential impacts of climate change on any given region, it is 
always best to use the average of multiple GCMs rather than to rely on one or two.  
Here, I use simulations from three GCMs to evaluate the downscaling methods. Models 
were chosen based on three criteria: (1) only well-established models were considered, those 
already extensively described and evaluated in the peer-reviewed scientific literature; (2) only 
models that perform adequately in inter-comparison studies (e.g., Stoner et al., 2009); and (3) 
only models that have the daily fields required as predictors for most downscaling methods. The 
sub-set of AOGCMs selected for use here consist of the U.S. National Atmospheric and Oceanic 
Administration’s Geophysical Fluid Dynamics Laboratory (GFDL) CM2.1, the Canadian Center 
for Climate Modelling and Analysis’ Coupled Global Climate Model, version 3 (CGCM3), and 
the National Center for Atmospheric Research’s Parallel Climate Model (PCM). Primary 
references and characteristics of these models are described in Table 3.2.  
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Table 3.2. Summary of key characteristics of three GCMs used to drive the downscaling 
comparison. All three GCMs were used to drive the statistical downscaling methods. Only PCM 
was used drive the CMM5 simulations, as other simulations were not available. 
Resolution 
Model Acronym Host Institution 
Atmospheric Oceanic 
Reference 
CGCM3.1 (T63) CCCma (Canada) 1.9 o x 1.9 o 0.9 o x 1.4 o Flato, 2005 
GFDL-CM2.1 
NOAA/GFDL 
(US) 
2.0o x 2.5o 1.0o x 1.0o Delworth et al., 2006 
PCM NCAR (USA) 2.8o x 2.8o 1.25o x 1.25o Washington et al.,  2000 
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3.3.2 Climate Scenarios 
Historical simulations used in this comparison correspond to the Coupled Model 
Intercomparison Project’s “20th Century Climate in Coupled Models” or 20C3M scenarios 
(Covey et al., 2003). These represent each modeling group’s best efforts to simulate observed 
global climate over the past century, including changes in solar radiation, volcanic eruptions, 
human emissions of greenhouse gases and other radiatively-active species, and secondary 
changes in tropospheric ozone and water vapor.  
Although the 20C3M simulations are all intended to represent the same historical total-
forcing scenarios (including natural variability and the effect of human emissions on climate), 
simulations by individual modeling groups do not necessarily have identical boundary 
conditions. Therefore, some differences between model simulations as well as between 
simulations and observations identified here may also be a result of differing input conditions. 
Future projections are based on emissions scenarios that represent plausible future 
conditions under particular assumptions. The emissions scenarios considered here consist of the 
IPCC Special Report on Emission Scenarios (Nakicenovic et al., 2000) A1fi (fossil-intensive, 
higher) for GFDL CM2.1 and PCM, and A2 (mid-high) for CGCM3. The highest emissions 
scenario available from each model was deliberately selected for this comparison, to maximize 
the amount of change and hence the difference between downscaling methods by end-of-century. 
 
3.4 STANDARDIZING THE DOWNSCALING APPROACHES 
Each downscaling approach is generally designed to use a certain predictor field or set of 
fields. However, GCM ability to simulate one predictor field (such as sea level pressure) may 
differ from its ability to simulate another field (such as precipitation). Comparing two methods 
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that use two different predictors can therefore be as much a test of GCM skill as downscaling 
skill. For this comparison, I therefore force each statistical method with the identical predictor 
fields, using maximum daily temperature simulated by the GCM as a predictor for maximum 
daily downscaled temperature.  
Each method is given the same randomly-selected historical years for the training period 
and the other half of the years as the historical evaluation period, to ensure each is sampling from 
the identical set of natural variability. The method is trained on the training period, and then the 
evaluation period is “simulated” as if it were the future, and then compared with observations. 
As illustrated in Figure 3.7, the probability density functions generated by the GCM (red lines) 
often differ wildly from station characteristics, particularly for locations with rapidly changing 
topography such as along the coast, where much of the GCM grid cell may be over the water. 
The downscaling approach “corrects” the GCM so it becomes much closer to the observations 
(black line). The same variables are then “corrected,” or downscaled, for the prediction period 
2009 to 2099, using output fields from the four GCMs for future simulations corresponding to 
the SRES A1fi and A2 emissions scenarios.  
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Figure 3.7 Probability density functions of the daily maximum temperature values as simulated 
by GFDL CM2.1 (red), observed for the historical evaluation period (black) and downscaled 
using the SAR approach (green).  Results for (a) Juncos, Puerto Rico; (b) Half Moon Bay, CA; 
(c) Plentywood, MT; and (d) Cameron, LA demonstrate two important results: first, the skill of 
the global model varies widely by location; and second, the downscaling approach can correct 
even large discrepancies in mean and variance between the GCM and observations. 
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Although many downscaling studies use continuous periods for training and evaluation 
(e.g., 1950-1979, and 1980-2009), this approach increases the likelihood of under-sampling 
climate variability through use of a limited record. Use of random years, as proposed here, 
increases the likelihood of sampling a more diverse set of climate conditions during both the 
training and evaluation periods. 
Combining twenty stations with three GCMs and four downscaling methods (delta, bias 
correction, quantile mapping, quantile regression) plus twenty stations with one GCM and one 
dynamical downscaling method (CMM5) yields 260 independent time series to be tested. To 
expedite the comparison process, an R script was developed to automate the testing procedure 
and produce the analysis plots for each location that will be discussed in the next chapter. 
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CHAPTER 4 
RESULTS OF APPLYING STANDARD FRAMEWORK TO EVALUATE MULTIPLE 
DOWNSCALING METHODS 
 
 
To this point, I have quantified the most relevant aspects of climate variables for impact 
assessments; identified appropriate statistical tests to evaluate each one; and assembled a set of 
observed and model-simulated data to evaluate their performance for the same locations, over the 
same time period, forced by the same GCM predictors. As a last step, I therefore examine the 
degree to which the proposed statistical tests are able to distinguish between the performance of 
the various downscaling methods, and explore the implications of these differences for the use of 
downscaled projections in regional climate impact assessments. 
 
4.1 DOWNSCALING SKILL FOR HISTORICAL EVALUATION PERIOD 
In testing the performance of the evaluation framework and the relative skill of the 
various downscaling approaches for a historical evaluation period independent of the data used 
to train the statistical methods, I focus on four key questions: 
1. What can we learn from surveying the results obtained from applying the full set of 
evaluation criteria and plots?  
2. Of the four degrees of freedom in this analysis—downscaling method, driving GCM, 
geographic location, and season—which appears to be the strongest factor in determining 
the ability of a downscaled time series to simulate historical observed climate? 
3. For which properties of the climate variable (mean, threshold, and persistence) do the 
most significant differences between downscaling methods emerge?  
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4. For which properties are downscaling methods generally weakest and strongest? Are 
there any properties that are simulated equally well or—more importantly—equally 
poorly by all methods, suggesting possible areas of future improvement?  
 
4.1.1 The Full Set of Evaluation Methods: A Case Study for Toronto and Juncos  
The first key research question asks, what can we learn from surveying the results 
obtained from applying the full set of evaluation criteria and plots? To answer this question, I 
focus on the complete results of the evaluation framework for two representative locations, one 
north and one south, one interior and one coastal, one well-simulated at the scale of a GCM and 
one not: Toronto, Canada (CA006158733) and Juncos, Puerto Rico (RQC00665064). 
From the probability density functions (PDFs) of daily maximum temperature at these 
locations (Figures 4.1-3), we can see that one of these locations (Toronto) is generally well-
simulated by the GCMs and one (Juncos) is not; but all downscaling methods successfully 
correct the mean and, to a greater and lesser degree, the shapes of the distributions for the 
historical evaluation period. This strongly suggests that use of almost any form of downscaling, 
even a relatively simplistic one, is better than using none at all. 
In terms of the visual appearance of the PDF, the bias correction method, followed by the 
delta method, appear better able to reproduce the shape of the historical distribution than the 
quantile-based methods. This makes sense, as the greatest contribution to whether or not a given 
distribution appears accurate to the eye here are the values around the mean, which these 
methods specifically address. As I will demonstrate from further tests focusing on specific 
aspects of the distribution, however, this initial success may be deceptive if impact analyses are 
concerned about aspects of the distribution other than the mean.  
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Figure 4.1 Probability density functions of GCM (red), observed (black) and downscaled (green) 
GFDL CM2.1 maximum daily temperature for (a) bias correction, (b) delta, (c) quantile 
mapping, and (d) quantile regression. Only green (downscaled) line differs between figures. 
Toronto, Canada Juncos, Puerto Rico 
(a)      
(b)      
(c)      
(d)      
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Figure 4.2 As Figure 4.1, for CGCM3. 
Toronto, Canada Juncos, Puerto Rico 
(a)   
(b)   
(c)   
(d)   
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Figure 4.3 As Figure 4.1, for PCM. 
Toronto, Canada Juncos, Puerto Rico 
(a)   
(b)   
(c)   
(d)   
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Since the PDFs in Figures 4.1 through 4.3 are for cumulative annual values, they may 
conceal month-to-month variations in biases in daily maximum temperature that could be 
relevant to impacts. For example, the accuracy of estimates of climate change impacts on certain 
crops or plants may only be affected by summer temperatures; biases in winter temperatures 
could be irrelevant to the analysis. For that reason I examine potential variation in biases and 
RMSE values by month in Figure 4.4. This comparison demonstrates how, at least for these 
locations, biases may be higher during transitional seasons. RMSE, in contrast, is clearly higher 
for winter months and lower for summer months, regardless of downscaling approach. Both 
biases and RMSE are also higher for inland regions with larger natural variability on a daily and 
seasonal scale. For a marine environment, bias and RMSE are consistently much lower. 
As mentioned previously, plots of annual PDFs tend to focus the eye on the performance 
of the downscaling approach towards the middle of the distribution. Plotting the distribution of 
simulated vs. observed values as a ranked quantile-quantile plot provides a clearer picture of 
whether the simulated series is able to reproduce historical quantiles—as would be indicated by a 
linear relationship between the two—or whether there are some significant non-linearities.  
As shown in Figure 4.5, the bias correction method does in fact exhibit some strong non-
linearities in the relationship between observed and simulated quantiles. With the exception of 
the cold tail of the distribution that is under-estimated, most non-linearities are improved by the 
delta and quantile mapping approaches that adjust monthly means. For the inland location, 
additional benefits are gained at the lowest tail of the distribution, which is far more linear for the 
quantile regression approach than any other. A similar improvement is not seen for the maritime 
location, suggesting that the relative performance of the methods may depend on location. 
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Figure 4.4 Simulated monthly mean biases and RMSE in maximum daily temperature for 
Toronto and Juncos, as simulated by the GFDL CM2.1, CGCM3 and PCM models using four 
downscaling approaches. 
Toronto, Canada Juncos, Puerto Rico 
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Figure 4.5 Simulated (x-axis) vs. observed (y-axis) ranked quantiles for historical evaluation 
period for Toronto, Canada and Juncos, Puerto Rico by the GFDL CM2.1 model using (a) bias 
correction, (b) delta, (c) quantile mapping, and (d) quantile regression downscaling. 
Toronto, Canada Juncos, Puerto Rico 
(a)   
(b)   
(c)   
(d)   
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In addition to varying by month, RMSE for the entire distribution may vary from RMSE 
for a specific quantile or range. Variation by quantile is relevant to accumulated metrics such as 
degree days or chilling hours, where the performance of the downscaling method at quantiles 
above freezing or below 15oC may be irrelevant to the accuracy of the method for that impact. 
Hence, in Tables 4.1 (Toronto) and 4.2 (Juncos) I show how biases in the values of 50, 90, 95 
and 99th quantiles of the distribution tend to increase as the tails of the distribution are 
progressively sampled. With the exception of the 50th quantile for Toronto, the more 
sophisticated methods tend to have much lower biases relative to the simpler methods, 
particularly at higher quantile levels. 
A measure of the predictive ability of the downscaled time series is obtained from 
coefficients of correlation between the observed and simulated ranked series. In Tables 4.1 
(Toronto) and 4.2 (Juncos), I also summarize the Spearman’s rank (non-linear) correlation 
coefficients for each downscaling method, averaged across GCMs to emphasize the difference 
between the various methods. These tables also summarize the error in the persistence of multi-
day events of the time series. From these comparisons, it is apparent at least Spearman’s ranking 
and the error associated with multi-day events may not be an adequate basis for distinguishing 
between these downscaling methods as applied to temperature, as the resulting coefficients are 
virtually undistinguishable from each other. 
 85 
 
Table 4.1 Summary statistics showing the performance of four statistical downscaling 
approaches averaged across three GCMs for correlation, quantile bias, skill score, and 
persistence. Results shown for the Toronto, Canada. 
 Bias Correction Delta Quantile Mapping 
Quantile 
Regression 
Correlation coefficient 
Spearman’s 
rank  
0.9998 0.9959 0.9997 0.9986 
Bias in quantiles and quantile ranges 
50th -0.35 -0.16 -0.16 -0.94 
90th -0.09 -0.32 -0.12 -0.33 
95th -0.15 -0.19 -0.15 -0.02 
99th -0.65 0.72 -0.06 -0.13 
Persistence 
Error 0.47 0.82 0.62 0.93 
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Table 4.2 As Table 4.1, but for Juncos, Puerto Rico. 
 Bias Correction Delta Quantile Mapping 
Quantile 
Regression 
Correlation coefficient 
Spearman’s 
rank  
0.926 0.956 0.953 0.938 
Bias in quantiles 
50th 0.12 0.07 0.11 0.08 
90th -0.24 0.08 0.33 0.07 
95th  -0.60 0.06 0.10 -0.12 
99th -1.28 -0.03 -0.18 -0.27 
Persistence 
Error 1.05 1.06 1.04 1.31 
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The final, and perhaps most unique, of the evaluation criteria in the standardized 
framework is the test of persistence of multi-day events. A metric of wet and dry days commonly 
used in hydrological analyses has been modified to measure the number of consecutive days with 
daily maximum temperatures above the 90th percentile of the distribution. This metric is directly 
relevant to heat wave events and related impacts on health, air quality, energy, and infrastructure. 
The effect of extreme temperatures over a single day is often much less than the accumulated 
effects over multiple days.  
From Figure 4.6, it is evident that the bias correction method is inadequate to describe 
multi-day events. All methods tend to under-estimate the frequency of 2-3 day events, but there 
is no clear method that performs better than others past that point; all seem to be relatively 
successful at predicting the frequency of multi-day heat events. Given the lack of distinction 
between the various methods, it may be that the criteria for identifying a “heat wave” is too 
weak. Setting the threshold at the 90th quantile means that, on average, there are already 36 days 
or over a month per year in what we consider “extreme heat” conditions. It may be that a 
threshold of 95th would be simultaneously more relevant to impact analyses and better able to 
distinguish between the various downscaling methods. 
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Figure 4.6 Probability of multi-day heat events with daily maximum temperatures exceeding the 
90th percentile of the distribution, as simulated for the GFDL CM2.1 model for (a) bias 
correction, (b) delta, (c) quantile mapping, and (d) quantile regression. 
Toronto, Canada Juncos, Puerto Rico 
(a)   
(b)   
(c)   
(d)   
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4.1.2 Strength of Factors Affecting Downscaled Simulations 
The second key research question asks, of the three degrees of freedom in this analysis—
downscaling method, driving GCM, and geographic location—which appears to be the strongest 
factor in determining the ability of a downscaled time series to simulate historical observed 
climate? Although the answer to this question clearly depends on the purpose for which the 
simulated data is being used, to illustrate how this question can be answered I select two metrics 
that have proven successful in differentiating between the abilities of various downscaling 
methods in terms of the mean (RMSE) and extremes (bias in the value of the 99th quantile). I 
then calculate the average, the range across all values according to two standard deviations (as 
illustrated by the boxes in Figure 4.7), and the full range of values (as illustrated by the whiskers 
in Figure 4.7) that results for: (a) each station, averaging across all models and downscaling 
approaches; (b) each GCM, averaging across all locations and downscaling approaches; and (c) 
each downscaling method, averaging across all locations and GCMs. 
For both RMSE and the bias of the 99th quantile, the factor that appears to account for the 
least amount of variance in the quality of the projections seems to be the driving GCM. In other 
words, whatever the downscaling method, it displays a similar level of success in correcting for 
GCM biases regardless of the origin of the input fields. Although GCMs clearly differ in their 
projections of future change (see section 4.2 next), in terms of simulating the climatological 
properties of the distribution, variations among GCMs account for the least amount of variability 
among the downscaled time series compared here. 
For RMSE, the latitude of the location appears to have a small but discernable effect on 
the performance of the downscaling, with a lower range of error for lower latitudes as compared 
to higher. It doesn’t seem to be a linear trend, but rather a step—from lower to higher ranges of  
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Figure 4.7 Variation in ability of downscaling methods to simulate RMSE and the bias in the 
value of the 99th quantile for each (a) station (ordered by latitude, from 18oN to 60oN), (b) GCM, 
and (c) downscaling method. 
RMSE Bias in 99th quantile 
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error at a latitude of approximately 40oN. This makes sense, as climate variability tends to 
increase with latitude so locations where conditions are already more variable therefore have 
higher RMSE values. No effect of latitude is apparent in simulation of biases in the value of the 
99th quantile. 
The largest contributor to variation in the quality of the downscaling approach, evaluated 
in terms of its RMSE and bias in the value of the 99th quantile, appears to be the downscaling 
approach selected. The bias correction method produces a much larger range than any others, the 
remainder of which perform to a remarkably similar degree according to these two metrics. 
This intercomparison study should be expanded to include other metrics from the 
evaluation framework as well as other variables; but for these tests, at least, the initial results 
presented in Figure 4.7 suggest that downscaling methods ranging from simple to more complex 
appear to perform to a similar degree. 
 
 4.1.3 What is the Most Sensitive Property of Climate Variables to Downscaling? 
The third key research question asks, for which properties of the climate variable (mean, 
threshold, and persistence) do the most significant differences between downscaling methods 
emerge? In terms of the latter criteria, from Figure 4.7 it is evident that there is little difference 
between the ability of the various downscaling methods to simulate the persistence of 
temperature events above the 90th quantile. This result may change if the test is altered to catalog 
events over a higher quantile threshold; but for now, there is no clear difference between any 
methods other than the bias correction approach for persistence of heat events.  
Figure 4.7(c) averages across GCM and location for both mean (RMSE) and threshold 
(value of the 99th quantile). From this figure, it is evident that the largest difference between the 
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various downscaling methods arises in simulating the tails of the distribution. This makes 
intuitive sense, as these events are by definition far more rare than conditions closer to the 
middle of the distribution. Their occurrence in the historical training period is limited, and thus 
the ability of the downscaling method to simulate them may also be limited due to sampling from 
an incomplete historical distribution that does not cover the full range of natural variability in 
that threshold. 
Methods that resolve daily quantiles, such as the quantile regression approach, clearly 
perform better than other methods focused on the larger part of the distribution. This result 
carries important implications for impact studies, suggesting that those sensitive to changes in 
extreme values need to pay closer attention to the downscaling method used (as well as 
potentially investing in a more sophisticated method) than impacts that are controlled primarily 
by changes in the means of the distribution. 
 
4.1.4 Strengths and Weaknesses of Downscaling 
The fourth key research question asks, for which properties are downscaling methods 
generally weakest and strongest? Are there any properties that are simulated equally well or—
more importantly—equally poorly by all methods, suggesting possible areas of future 
improvement?  
In terms of properties simulated equally well, all methods produced a very high 
coefficient of correlation between observed and simulated values. In terms of properties that did 
not enjoy as much success, this analysis indicates that, although quantile-based approaches are 
superior at simulating the tails of the distribution, there is still much improvement to be made in 
reproducing the frequency of relatively rare events. Similarly, no method was able to reproduce 
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observed frequencies of two-day events, and errors associated with simulating the persistence of 
multi-day events were relatively high even for quantile-based approaches. 
As these more infrequent and extreme events are often those associated with the most 
damaging impacts (to infrastructure, human health, agriculture, etc.), this result highlights the 
two-pronged importance of improved uncertainty estimates surrounding projections of climate 
extremes, and continued development of methods specifically aimed at simulating the tails of the 
distributions at both the individual day and the multi-daily scale. 
 
4.2 DIFFERENCES IN FUTURE PROJECTIONS  
Many of the tests listed in Table 2.4 cannot be applied to future projections, as they 
require the “ground truth” of observations against which to evaluate the performance of a 
downscaling method. However, projected changes in mean values, quantiles, and entire 
distributions can be calculated and compared to each other in order to quantify the difference in 
future projected change as a function of downscaling approach.  
In Figure 4.8(a) I compare projected probability density functions of daily maximum 
temperature as simulated by multiple downscaling methods for 2080-2099 relative to the 
historical training period for two well-behaved stations in the Midwest and the Southeast. Two 
interesting conclusions are immediately evident. First, there is little difference between methods 
at the lowest end of the distribution. In other words, if the impact of interest is primarily affected 
by low temperatures, projected changes will differ little depending on the downscaling method 
used. In contrast, the downscaling method does have an enormous effect at the higher end of the 
distribution. Second, the downscaling methods appear to be “stacked” in terms of their ability to 
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resolve quantiles. The more sophisticated the method, the lesser the change that is projected for 
the warmest temperatures. 
These conclusions become even clearer when we compare the differences in projected 
changes in growing degree-days (an accumulated metric calculated here as a function of a 15oC 
threshold) and days exceeding 95oC (Figure 4.8b,c) for these same two locations. There is little 
difference in the number of growing degree-days projected under the various downscaling 
methods; but there is a factor of two difference between the number of days over 95oC projected 
by simple vs. more complex methods.  
Other locations are not nearly as well-behaved. Of the 20 locations selected, several of 
these—such as Half Moon Bay, CA—projected future PDFs that varied widely between various 
downscaling methods (Figure 4.9). This variation was consistent across multiple GCM drivers, 
suggesting that projected future conditions for these locations may lie well outside the range of 
historical observations, requiring extrapolation beyond the range of future conditions for which 
the statistical methods have been evaluated. 
For locations where downscaling methods are relatively consistent and well-posed, such 
as the Chicago and Atlanta stations, impact studies primarily interested in changes in mean 
climate may not be greatly affected by choice of downscaling approach. However, for impact 
studies focused on locations that display a broad range of projected changes depending on 
downscaling method, and/or are based primarily on changes in the frequency or intensity of 
extreme heat days, the results could be significantly affected by their choice of downscaling 
scheme. 
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Figure 4.8 (a) Probability density functions of daily maximum temperature as simulated by 
multiple downscaling methods for 2080-2099 relative to the historical training period, for 
Chicago Midway, Illinois and Atlanta, Georgia. (b) Projected increases in growing degree-days 
for the same locations, based on a 15oC threshold. (c) Projected increases in number of days per 
year over 95oC for the same locations. 
Chicago, IL Atlanta, GA 
(a)  
(b) 
 
(c) 
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Figure 4.9 Probability density functions of daily maximum temperature as simulated by multiple 
downscaling methods for 2071-2099 for Half Moon Bay, CA based on simulations by the (a) 
CGCM3, (b) GFDL CM2.1 and (c) PCM models. 
(a)  
(b)  
(c)  
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CHAPTER 5 
CONCLUSIONS AND NEXT STEPS 
 
5.1 PERFORMANCE OF STANDARDIZED FRAMEWORK AND IMPLICATIONS FOR 
IMPACTS 
The goal of this project was to develop a standardized framework of tests capable of 
evaluating a number of the aspects of climate variability and change key to regional and sectoral 
climate impact assessments. To achieve this goal, I first identified three basic attributes of 
weather variables relevant to impacts—annual, seasonal, and monthly mean values; threshold, 
extreme, and accumulated daily values; and the intensity and persistence of multi-day events. I 
next selected appropriate tests to evaluate for each of these characteristics, based on a 
comprehensive survey of the literature and reference to expert opinion. The tests were applied to 
downscaled simulations for 20 station locations across North America to evaluate the ability of 
five downscaling approaches to simulate historical climate, as well as differences between the 
methods when used to project changes in future climate. 
Application of these tests to 280 time series of historical and future downscaled 
projections enabled me to draw three main conclusions: 
(1) For some tests, similarly high scores across all downscaling methods suggested that all 
the methods were successful at a particular task.  
For example, Spearman ranking coefficients for all combinations of downscaling 
methods, stations, and GCMs were above 0.95 and most were above 0.99, indicating a 
very strong correlation between predicted and observed values. 
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The implication of this result for impact assessments is that for any impact sensitive to 
this aspect of the variable, any downscaling approach would be better than none, and 
estimates of projected impacts are not likely to be sensitive to the downscaling method 
selected. 
(2) For other tests, similarly poor scores across all downscaling methods suggested that none 
of the methods were currently successful at a particular task, such as reproducing the 
single hottest or coldest day in a multi-decadal period.  
For example, the bias in the value of the 99th percentile was similar across the delta, 
quantile mapping, and SAR methods, being 0.54, 0.73 and 0.66, respectively. Only the 
bias correction method was significantly higher, at 2.1. 
The implication of this result for impact assessments is that for any impact sensitive to 
this aspect of the variable, no downscaling approach is likely to produce a reliable result. 
Some tests (such as the quantile-quantile plots) do qualify likely biases; e.g., for a given 
method, whether the resulting value is likely to be lower or higher than the observed 
value would be. But overall, further development is badly needed in this and similar 
areas. 
(3) Finally, for most tests there was a discernable and often significant difference between 
the scores achieved by a given downscaling method. Generally the tests identified a 
spectrum of abilities, from relatively poor (bias correction) to significantly improved 
(quantile regression and other methods that explicitly resolve day-to-day variability of the 
time series). This difference was greatest for future projections. 
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For example, the average number of days per year over 90oF by 2080-2099 for a Midwest 
location were projected to range between 75 to 85 using a simple downscaling method, 
but only 35 to 40 using a quantile-based downscaling method. 
The implication of this result for impact assessments is that selection of downscaling 
approach can affect the robustness of the results. Additional comparisons for future 
periods illustrated how choice of downscaling method also affects the magnitude of 
projected changes and, by implication, impacts; by up to a factor of 2 for some of the 
analyses shown here. If a certain downscaling method has already been used for impact 
studies, this evaluation framework also helps to identify potential biases in simulated and 
projected climate variables that assist in interpretation of the results. 
 
5.2 PUBLICATIONS RESULTING FROM THIS RESEARCH 
The research presented here is currently being assembled into three journal articles, as 
follows:  
• The first journal article describes the standardized framework. It begins with a 
summary of the literature review. The tests selected to make up the framework are 
presented, and the rationale for selection of each discussed. To illustrate the ability of 
the evaluation framework to rank the performance of a broad range of downscaling 
methods, historical projections downscaled for two locations in the United States 
using the four AOGCMs and six downscaling methods are included. This manuscript 
will be submitted to the Journal of Geophysical Research. 
• The second journal article applies the standardized framework to evaluating 
simulation of temperature and precipitation at 20 locations, using the downscaling 
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methods evaluated here. The purpose of this publication is explore the implications of 
a standardized framework for development of high-resolution downscaled climate 
projections for regional climate impact assessments. This manuscript will be 
submitted to the International Journal of Climatology. 
• The third and final journal article will focus on the effect of downscaling approaches 
on estimation of future extremes, specifically extreme heat days and multi-day heat 
wave events. Conclusions regarding the robustness of previous analyses will be 
drawn here. Depending on the nature of the manuscript and the results, this study will 
be submitted to Science, Geophysical Research Letters, or Environmental Research 
Letters. 
 
5.3 LIMITATIONS AND AREAS FOR FUTURE EXPANSION 
The work summarized here demonstrates the potential utility of a standardized 
framework for evaluating statistical and dynamical downscaling methods. At the same time, the 
application of this framework to multiple locations, downscaling methods, and GCMs highlights 
several key areas in which the framework could be expanded and improved. 
1. Expansion of Existing Framework: The tests assembled here evaluate the performance 
of a given downscaling method at each station or location independently. Many impact 
assessments, however, focus on an entire region, such as California (Hayhoe et al., 2004) or the 
Northeast (NECIA, 2007). Including a test for correlations to resolve spatial patterns across a 
region would improve the ability of the framework to identify downscaling methods that 
performed best for the region as a whole, rather than for individual station locations. 
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2. Replacement of Current Tests: Tests such as Spearman’s rank, that showed all methods 
to perform well, provide little useful information in guiding downscaling method selection. This 
and similar tests could be replaced with more stringent measures—such as Pearson’s moment 
correlation, which tests for a linear correlation only—in order to more clearly differentiate 
between the abilities of various downscaling approaches. 
3. Application to Additional Variables and Downscaling Methods: The primary 
conclusions drawn here rest upon analyses of daily temperature only. Hence, the logical 
expansion of this analysis is to apply this method to the next most commonly downscaled 
variable, precipitation. Additional downscaling methods and datasets can be included, as these 
become available. 
4. Application to Investigate Predictor Skill: All the downscaling methods used here were 
artificially constrained to use identical GCM predictors, in order to isolate the effects of the 
downscaling method only on the resulting historical simulations and future projections. In 
reality, methods tend to use a broad range of predictors. A number of published studies (e.g., 
Benestad, 2001; Spak et al., 2007; Trigo et al., 2001) have demonstrated how the relative 
performance of a downscaling method depends strongly on location, predictor variable, and even 
season (e.g., Haylock et al., 2006; STARDEX). So this framework could equally be used to 
assess the relative ability of multiple predictors for a given downscaling method(s): for example, 
do methods using upper-air fields as predictors perform better for coastal regions than methods 
using surface fields? 
5. Innovation To Capture Interactions Between Variables. Many impacts depend on 
changes in more than one aspect of local climate. Heat waves and associated health issues, for 
example, are a function of daily maximum and minimum temperature and humidity. Energy 
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supply in water-limited areas is a factor of demand as well as water availability for cooling. 
Snowpack and water resources are a function of precipitation and temperature that determines 
whether the precipitation falls as rain or snow, with long-term implications for agriculture and 
ecosystems. Tests that simultaneously evaluated downscaling approaches for their ability to 
simulate multiple variables would significantly advance our understanding of complex 
interactions throughout the climate system. 
 
5.4 THE FUTURE OF HIGH-RESOLUTION CLIMATE PROJECTIONS 
Perhaps the most important finding of this analysis is that even the simplest downscaling 
method is better than using the raw output from the current generation of GCM simulations. This 
supports the use of downscaling in all the regional climate impact studies that have been 
conducted since the National Assessment of 2000 (e.g., USGCRP, 2009, Wuebbles & Hayhoe, 
2009, and Hayhoe et al. 2004). At the same time, however, these tests also serve to highlight how 
far the current generation of global and regional models must advance before they will be able to 
replace the use of statistical downscaling in regional climate impact assessments. 
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