A framework for data assimilation combining aspects of operator-theoretic ergodic theory and quantum mechanics is developed. This framework adapts the Dirac-von Neumann formalism of quantum dynamics and measurement to perform data assimilation (filtering) of a partially observed, measure-preserving dynamical system, using the Koopman operator on the L 2 space associated with the invariant measure as an analog of the Heisenberg evolution operator in quantum mechanics. In addition, the state of the data assimilation system is represented by a trace-class operator analogous to the density operator in quantum mechanics, and the assimilated observables by self-adjoint multiplication operators. A quantization approach is also introduced, rendering the spectrum of the assimilated observables discrete, and thus amenable to numerical approximation. Here, we present a data-driven formulation of the quantum mechanical data assimilation approach, utilizing kernel methods from machine learning and delay-coordinate maps of dynamical systems to represent the evolution and measurement operators via matrices in a data-driven basis. The data-driven formulation is structurally similar to its infinite-dimensional counterpart, and shown to converge in a limit of large data under mild assumptions. Applications to periodic oscillators and the Lorenz 63 system demonstrate that the framework is able to naturally handle highly non-Gaussian statistics, complex state space geometries, and chaotic dynamics.
I. INTRODUCTION
Data assimilation is a framework for state estimation and prediction for partially observed dynamical systems [1, 2] . Adopting a predictor-corrector approach, it employs a forward model to evolve the probability distribution for the system state until a new observation is acquired, at which time that probability distribution is updated in an analysis step to a posterior distribution correcting for model error and/or uncertainty in the prior distribution. Since the seminal work of Kalman [3] on filtering (which utilizes Bayes' theorem for the analysis step, under the assumption that all distributions are Gaussian), data assimilation has evolved to an indispensable tool in virtually every modeling scenario for complex systems, including object tracking, weather forecasting, and many other important applications.
In certain aspects, the predictor-corrector approach in data assimilation resembles another extremely successful branch of modern science, namely, quantum mechanics. Between measurements, the quantum mechanical state evolves under unitary dynamics through the Heisenberg operators, while the measurement process is described by projective dynamics (the so-called wavefunction collapse). As is well known, a fundamental difference between quantum and classical physics is that the quantum mechanical observables are represented by linear operators on a Hilbert space, as opposed to functions on state space in classical physics. In particular, quantum mechanical observables may be non-commuting, and this fundamentally affects the evolution of uncertainty in a quantum system.
Yet, despite these differences with classical physics, the unitary and projective dynamics underpinning quantum mechanical systems bear some conceptual similarity with the forward evolution and analysis in data assimilation, respectively, even if the underlying dynamical system is deterministic (i.e., "classical"). The goal of this work is to explore whether these conceptual similarities can be extended to the level of a mathematically precise data assimilation framework. In fact, we will formulate such a framework by literally transcribing the axioms of quantum mechanics to a partially observed dynamical system as in the setting of data assimilation. This framework, which we sometimes refer to as quantum mechanical data assimilation (QMDA), can naturally handle a number of challenges encountered by classical data assimilation schemes, including rigorous Bayesian approaches. In particular, classical approaches generally treat the singular nature of the invariant measures of deterministic systems, which are typically supported on non-smooth, zeromeasure subsets of the ambient state space (e.g., fractal attractors), through regularization by means of dynamical and/or observational noise, with difficult to analyze zero-noise limits. On the other hand, QMDA employs finite-rank approximations of the intrinsic evolution and measurement operators of such systems, realized through Koopman operator theory [4, 5] and kernel methods for machine learning [6] [7] [8] [9] , with well-established convergence properties. It should be noted that while connections between quantum theory and data assimilation have been studied in the literature [10, 11] , these works have generally approached the problem of performing data assimilation for an actual physical quantum system. To our knowledge, the approach presented here, which combines the Koopman operator formalism with abstract quantum mechanical axioms to construct a data assimilation algorithm for deterministic dynamical systems, as well as its approximation via machine-learning techniques, has not been studied elsewhere.
The plan of this paper is as follows. In Section II, we describe the basic mathematical formulation of the arXiv:1903.00612v1 [math-ph] 2 Mar 2019 QMDA approach. In Section III, we illustrate the behavior of this framework in a simple example involving a periodic dynamical system observed through a binary observation function. In Section IV, we consider data assimilation of observables with potentially continuous spectrum, and present a quantization approach to render their spectra discrete. In Section V, we describe the data-driven formulation of our schemes using kernel algorithms. The data-driven approach is demonstrated in Section VI in the context of data assimilation of the Lorenz 63 (L63) system. Our primary conclusions are stated in Section VII. A technical result on convergence of the data-driven formulation is stated and proved in an Appendix.
II. QUANTUM MECHANICAL FORMULATION OF DATA ASSIMILATION
We begin by reviewing the axioms of quantum mechanics according to the canonical Dirac-von Neumann formulation [12] . QM1) Associated with every quantum system is a separable Hilbert space (H, ·, · H ) over the complex numbers. The possible states of the system correspond to the set of non-negative, trace-class operators ρ : H → H, such that tr ρ = 1. The observables of the system are self-adjoint linear operators on H. We will denote the sets of bounded and trace-class operators on a Hilbert space H by B(H) and B 1 (H), respectively. QM2) Between measurements, the state evolves under the action of a strongly continuous group of unitary operators U t : H → H, t ∈ R, called Heisenberg operators. Specifically, the state ρ t reached at time t starting from a state ρ 0 ∈ B 1 (H) is given by
QM3) Let A : D(A) → H be an observable, defined on a dense subspace D(A) ⊆ H. By the spectral theorem for self-adjoint operators, there exists a unique projectionvalued measure E A : B(R) → B(H) on the Borel σalgebra B(R) on R such that A = R a dE A (a). The set of possible values that a measurement of A can take in a physical experiment is given by the spectrum of A, σ(A) ⊆ R.
QM4) If the system is in state ρ ∈ B 1 (H), then the probability that a measurement of an observable A will yield a value lying in a Borel set Ω ⊆ R is equal to tr(E A (Ω)ρ). QM5) If the system state immediately before a measurement is ρ − , and a measurement of A yields a value a ∈ σ(A), with E A ({a}) = 0 (i.e., a is an eigenvalue of A), then the state ρ + immediately after the measurement is given by
.
Axioms QM2 and QM5 describe the unitary and projective parts of quantum dynamics, respectively. Note that we have stated QM5 only in the case of measurements lying in the point spectrum of A. This will be sufficient for our purposes, since the QMDA framework will employ a quantization procedure, approximating the measurement operator in data assimilation by a selfadjoint operator with pure point spectrum.
We now consider how to construct a data assimilation scheme that mimics the quantum mechanical axioms listed above. In this construction, we will assume that the dynamics is described through a continuous measure-preserving flow Φ t : M → M , t ∈ R, on a metric space M , with an ergodic, invariant, compactly supported Borel probability measure µ. Associated with the flow Φ t is a unitary group of Koopman evolution operators [4, 5, 13] , acting on vectors in L 2 (µ) by composition, U t f = f • Φ t . We consider that the system is observed through a real-valued, bounded measurement function h ∈ L ∞ (µ). With these definitions, the data assimilation analogs of the quantum mechanical axioms above are as follows. DA1) Associated with the data assimilation system is the separable Hilbert space L 2 (µ), equipped with the standard inner product, f, g µ = M f * g dµ. The state of the system lies in the set of non-negative, trace-class operators ρ ∈ B 1 (L 2 (µ)), such that tr ρ = 1. The observables of the data assimilation system are self-adjoint linear operators on L 2 (µ). In particular, associated with the measurement function h is a self-adjoint multiplication operator T h ∈ B(L 2 (µ)), such that
DA2) Between measurements, the state evolves under the action of the unitary Koopman operators U t : L 2 (µ) → L 2 (µ) induced by the dynamical flow. In particular, the state reached at time t starting from a state ρ 0 ∈ B 1 (L 2 (µ)) is given by
). The set of values of A that can be observed with nonzero probability is given by the spectrum σ(A). In particular, in the case of the multiplication operator T h , the spectrum σ(T h ) coincides with the essential range of h. We will use the notation E h ≡ E T h to represent the projection-valued measure associated with a real multiplication operator T h . DA4) If the data assimilation system has state ρ ∈ B 1 (L 2 (µ)), then the probability that a measurement of A will yield a value lying in a Borel set Ω ⊆ R is equal to tr(E A (Ω)ρ). DA5) If the data assimilation state immediately before a measurement is ρ − ∈ B 1 (L 2 (µ)), and a measurement of A yields the value a ∈ σ(A), with E A ({a}) = 0, then the state ρ + immediately after the measurement is given by
A comparison between the "classical" and "quantum" formulations of data assimilation is displayed in Table I . There, it can be seen that QMDA reformulates the forward dynamics and Bayesian analysis steps in classical data assimilation using the Koopman operator U t and the spectral projectors E h ({a}), respectively, both of which are intrinsically linear. We now discuss some of the general properties of this scheme, which we will expand upon and demonstrate with numerical experiments in the ensuing sections.
First, it should be noted that, as in our statement of the quantum mechanical axioms, we have stated the state update in DA5 only for measurements lying in the point spectrum, denoted σ p (A), of the observable A. When A is a multiplication operator T h associated with a bounded measurement function h, as would be the case in typical data assimilation scenarios, the condition that a ∈ σ p (A) is equivalent to the subset h −1 ({a}) ⊆ M of state space having positive µ-measure.
An observable A is said to have pure point spectrum if there exists an orthonormal basis of L 2 (µ) consisting of its eigenfunctions. In that case, σ p (A) is a dense subset of σ(A), so that every measurement of A is arbitrarily close to an eigenvalue. Examples of measurement functions h resulting in A = T h with pure point spectrum are indicator functions of non-null subsets of M , representing binary measurements. Indicator functions are in turn special cases of simple ("quantized") functions taking finitely many values, where T h has again pure point spectrum. Such functions are appropriate for modeling experimental scenarios with detectors of finite resolution and dynamic range. In contrast, if there exists a ∈ σ(T h ) such that µ(h −1 ({a})) vanishes, then E h ({a}) also vanishes and a lies in the continuous spectrum of T h . Clearly, as with quantum mechanical axiom QM5, for such measurements, the update formula in DA5 is not applicable. We will discuss how to address this situation in Section IV below. For now, observe that for an arbitrary self-adjoint multiplication operator T h , the spectral projection E h (Ω) associated with a Borel subset Ω ⊆ R is itself a multiplication operator; specifically,
It follows from the above that E h (Ω) vanishes whenever µ(h −1 (Ω)) = 0, which includes the case discussed above with Ω = {a} ⊆ σ(T h ) and a lying in the continuous spectrum of T h .
Next, observe that because every data assimilation state ρ ∈ B 1 (L 2 (µ)) is a non-negative operator with unit trace, its diagonal elements j = φ j , ρφ j µ in any orthonormal basis {φ j } ∞ j=0 of L 2 (µ) correspond to the den-sity of a probability measure on the non-negative integers, N 0 (i.e., the indexing set of the basis); in particular, we have j ≥ 0 and ∞ j=0 j = 1. Adopting quantum mechanical terminology, we will say that ρ is a pure state if there exists f ∈ L 2 (µ) such that ρ = f, · µ f , and will otherwise refer to it as mixed. If ρ = f, · µ f is pure, then in any basis of L 2 (µ) having f as one of its elements becomes a Dirac δ-measure. In step DA5, if a is a simple eigenvalue of A, then the state ρ + following a measurement of A yielding the value a will be pure; otherwise, ρ + will be generally mixed. On the other hand, the unitary evolution between measurements in DA2 always maps pure states to pure states.
Note now that it is a standard result from ergodic theory [5] that, for any time t ∈ R, the Koopman operator U t has a simple eigenvalue equal to 1, with a constant corresponding eigenfunction. It is straightforward to verify that the corresponding pure state,ρ = 1 M , · µ 1 M satisfies
for every measurement function h ∈ L ∞ (µ) and Borel set Ω ⊆ R, where µ h : B(R) → [0, 1] is the pushforward probability measure induced on the real line by h and the invariant measure, satisfying µ h (Ω) = µ(h −1 (Ω)). As a result, all probabilities computed via step DA4 for the stateρ (and thus all statistics such as expectation values, variances, etc., derived from it) are equivalent to probabilities/statistics computed with respect to the stationary distribution of h viewed as a random variable (i.e., µ h ). For this reason, we refer toρ as the stationary state of the data assimilation system.
As a final general remark, it is worthwhile noting that even though the focus of this work is largely on observables associated with multiplication operators T h , which have an underlying "classical" observable h, our framework is also applicable to general observables A with no classical counterparts. In the context of measurepreserving, ergodic dynamical systems with strongly continuous unitary Koopman groups, a natural such observable is the generator of the Koopman group. In particular, it follows by Stone's theorem for one-parameter unitary groups [14] that there exists a skew-adjoint op-
This operator generates the Koopman group, in the sense that U t = e tV , with operator exponentiation computed through the spectral theorem for skew-adjoint operators.
In particular, after multiplication by the imaginary number i to render it self-adjoint, V behaves analogously to the Hamiltonian operator in quantum physics, which generates the unitary group of Heisenberg operators. In light of this analogy, V can be viewed as an energy observable for the data assimilation system, which has no classical counterpart associated with a multiplication operator. 
III. DEMONSTRATION IN A SIMPLE ERGODIC DYNAMICAL SYSTEM
In this section, we demonstrate the framework described in Section II in the context of a simple measurepreserving, ergodic dynamical system, namely, a rotation on the circle, M = S 1 . In this case, the dynamical flow Φ t : M → M is given by
where ω ∈ R is a frequency parameter. This system has a unique ergodic invariant Borel probability measure µ, equal to the Haar measure on S 1 . The corresponding Koopman operators U t : L 2 (µ) → L 2 (µ) have a pure point spectrum, with an associated orthonormal basis of
Note that the Koopman eigenfunctions for this system coincide with the Fourier functions on the circle. We consider that we observe the system through a binary measurement function h : M → R, with
We also define M 0 = M c 1 = [α, 2π). For this choice of observation map, the associated multiplication operator A = T h ∈ B(L 2 (µ)) has pure point spectrum, σ(A) = σ p (A) = {a 0 , a 1 }, where a 0 = 0 and a 1 = 1. Moreover, the orthogonal projection operators to the corresponding eigenspaces, respectively denoted by H 0 and H 1 , are given by proj Hi = T 1 M i . The spectral measure E h : B(R) → B(L 2 (µ)) associated with A is then given by
and we also have A = R a dE h (a) = a 0 proj H0 +a 1 proj H1 = proj H1 .
We now examine how (i) the state and measurement probability evolve between measurements under the unitary Koopman operators; and (ii) how the state is updated when measurements take place under projective dynamics. Working throughout in the Koopman eigenfunction basis {φ j }, we begin by computing the matrix elements of the state ρ t = U t * ρ 0 U t reached after dynamical evolution for time t starting from a state ρ 0 ∈ B 1 (L 2 (µ)), in accordance with step DA2:
Using these formulas, the probability P i (t) for a measurement of A to take value a i at time t, starting from state ρ 0 , and assuming no intervening measurements, is given by (DA4),
Moreover, the state ρ + i after a measurement a i of A has been observed, and the system was in state ρ − right before the measurement, has matrix elements (DA5)
where ρ − lm = φ l , ρ − φ m µ and
To perform data assimilation in practice using the expressions derived above, we choose a spectral resolution parameter L ∈ N 0 , and approximate all operators by composing them by orthogonal projections Π L :
,
Note that the division by tr(U t * L ρ 0 U t L ) in the expression forρ t is due to the fact that, unlike U t , U t L is not unitary, and thus does not preserve the trace of ρ 0 . Since all operators involved are bounded, and thus continuous, linear operators, the expressions above converge as L → ∞. Figure 1 displays the evolution of the probabilityP 1 (t) for a measurement a 1 = 1 to occur, computed via this approach, for three different choices of α (controlling the relative size of the subsets M i ⊂ M on which h takes values a i ) and the time interval between observations, denoted ∆t. All experiments start at time t = 0 from the uninformative pure stateρ (see Section II), which corresponds to a probability P 1 (0) = α/2π to observe a 1 . Moreover, the initial state θ 0 ∈ S 1 in state space has phase angle equal to 0, and we use the spectral resolution parameter L = 64. In Figs. 1(a, b) and 1(c), we set α = π and π/6, respectively. In the former two cases, this results in equal probability to observe 0 and 1 with respect to the invariant measure, which is manifested by the "truth" time series h(t) = h(Φ t (θ 0 )) exhibiting a regular square waveform. On the other hand, in Fig. 1(c) , h(t) has an intermittent character, as the probability for h to take value 1 is six times smaller than the probability for it to take value 0. In all three cases, the observation time interval ∆t is set to an irrational multiple of the rotation period, T = 2π/ω; specifically, ∆t = qT /(50 √ 2) ≈ 0.014q, with q = 20 in Fig. 1 (a) and
FIG. 1. Evolution of the measurement probabilityP1(t) for the binary observable T h of the circle rotation, determined via QMDA. Three cases are shown, the first two of which (a, b) have α = π (i.e., equal probability to observe 0 and 1 with respect to the invariant measure), with frequent (a) and infrequent (b) observations relative to the rotation period T = 2π/ω = 2π. Case (c) has α = π/6 (i.e., the stationary probability to observe 1 is 1/6 of the probability to observe 0) and infrequent observations as in (b). The truth signal h(t) and observations are also shown in each panel for reference. In (c), the first 250 time units of the data assimilation period are omitted for clarity of visualization, but have no a1 = 1 measurements. Notice the improvement of skill after an a1 measurement is made shortly after t = 300.
which tracks the signal h(t) essentially in a deterministic manner. That is,P 1 (t) ≈ 0 whenever h(t) = 0, andP 1 (t) ≈ 1 whenever h(t) = 1. In Fig. 1(a) , accurate tracking of h(t) is seen to take place from approximately t = 14. In Fig. 1(b) , the time to attain accurate tracking increases to t 55 (due to infrequent observations), while in Fig. 1 (c) accurate tracking does not take place until after t = 300 (due to both infrequent observations and low probability to observe h(t) = 1). It is worthwhile noting that in both Figs. 1(b, c) there is a marked increase in tracking accuracy after the first h(t) = 1 observation is made; this is particularly evident in Fig. 1(c) .
IV. QUANTIZATION OF OBSERVABLES
As stated in Section II, the state update formula in step DA5 is only applicable if the measurement a lies in the point spectrum of the observable A. In this section, we introduce a modification of that step, which renders it applicable for arbitrary bounded observables associated with multiplication operators. Specifically, we consider
Recall that a ∈ R lies in the point spectrum of T h if and only if corresponding level set h −1 ({a}) ⊆ M has positive µ measure. As a result, the problematic measurement points a in the context of step DA5 are those with null corresponding level sets with respect to µ. These facts suggest that a possible remedy for the ill-definition of DA5 is to approximate h by a functionh : M → R whose level sets have all positive µ measure. Because µ is a probability measure,h would necessarily take countably many values on a full-measure subset of M . Here, we will in fact constructh so as to take finitely many values through a quantization procedure applied to h, which we now describe.
A. Quantization by conditional averaging
Let also π h : R → {0, . . . , S − 1} be the affiliation function (projection map) associated with the partition Ξ, mapping a ∈ R to the index i of the unique set Ξ i ∈ Ξ in which a lies. Similarly, define the affiliation function π : M → {0, . . . , S − 1} for M, where π = π h • h. We approximate h by its conditional expectation,h : M → R, conditioned on the affiliation function π, viz.
It then follows that the corresponding multiplication operator Th ∈ B(L 2 (µ)) has pure point spectrum, and is characterized by the purely atomic projection-valued measure Eh :
With these definitions, we replace step DA5 with the following:
DA5 ) If the data assimilation state immediately before a measurement is ρ − ∈ B 1 (L 2 (µ)), and a measurement of T h yields the value a ∈ σ(T h ), then the state ρ + immediately after the measurement is given by
Note that despite this modification of DA5, the measurement probabilities in step DA4, evaluated with respect to T h on the elements Ξ i of the partition, are consistent with the measurement probabilities with respect to the quantized observable Th on the same set, i.e., for any state ρ t ∈ B 1 (L 2 (µ)),
B. Information-theoretic measures of skill
To assess the skill of QMDA, we use relative-entropy measures associated with the partition Ξ of R [15] . In particular, at any given time t, associated with this partition are three discrete probability measures on R, namely (i) the equilibrium measureν(Z) = i:Z∩Ji =∅ 1/S induced by the invariant measure of the dynamics; (ii) the measure ν t (Z) = i:Z∩Ji =∅ P i (t) associated with the data assimilation probabilities from (6); and (iii) the measureν t (Z) = i:
Here, Z is an arbitrary Borel subset of R and δ b the Dirac measure supported at b ∈ R. Using these probability measures, we compute the relative entropies
where D KL (· || ·) denotes relative entropy (Kullback-Leibler divergence) between discrete probability distributions.
The quantities D(t) and E(t) are information-theoretic measures of the precision and ignorance of the data assimilation distribution ν t . Specifically, D t measures the information content of ν t beyond the equilibrium measurē ν (which can be thought of as a null hypothesis), while E t measures the lack of information of ν t relative to the truth distributionν t . The fact that we use base-2 logarithms in our definition of relative entropy means that these information gain/losses are measured in "bits". Note that it follows from standard properties of relative entropy that D(t) is non-negative, vanishes if and only if ν(t) =ν, and is bounded above by log 2 S. The latter, is equal to D KL (ν t ||ν). E(t) is similarly non-negative, and vanishes if and only if ν t =ν t . Thus, a "perfect" data assimilation scheme would attain D(t) = log 2 S and E(t) = 0. Unlike D(t), E(t) is unbounded, but the value log 2 S happens to also be equal to D KL (ν ||ν t ), so that data assimilation distributions with E(t) > log 2 S have more ignorance relative to the truth than the equilibrium measure. As a result, E(t) < log 2 S and E(τ ) ≥ log 2 S are natural criteria to distinguish between useful versus non-useful data assimilation predictions, respectively.
C. Application to the circle rotation
As a demonstration of the approaches in Sections IV A and IV B, consider again the periodic dynamical system from Section III, now observed via the continuous observation map h : M → R with h(θ) = cos θ. For this choice of observation map, T h has purely continuous spectrum, and
It thus follows that for any interval
Using the above, we can compute formulas for the matrix elements E i,jk = φ j , Eh({ā i })φ k µ in the Koopman eigenfunction basis, namely,
The above, in conjunction with the expressions in (1) and (2) for the evolution of the state and measurement probabilities are sufficient to carry out our data assimilation scheme. Figures 2 and 3 show results for the measurement probabilities P i (t) and the relative-entropy metrics D(t) and E(t), obtained for the circle rotation from Section III with frequency ω = 2π/T = 1 and measurement interval ∆t = 200T /(50 √ 2) ≈ 2.8T (i.e., the infrequentobservations case from Section III and Fig. 1(c) ), using a partition of S = 32 elements and a spectral resolution of L = 64 for operator approximation. As in Section III, the experiment starts from the stationary stateρ (setting again the initial state of the underlying system to θ 0 = 0). Correspondingly, until the first measurement is made at t ≈ 2.8T , the measurement probability is uniform, P i (t) = 1/S ≈ 0.03, the precision metric is zero, D(t) = 0, and the ignorance metric is equal to the number of bits in the partition, E(t) = log 2 S = 5.
When the first measurement is made, P i (t) collapses to a strongly bimodal distribution, consistent with the fact that h(θ) = cos(θ) is a two-to-one function on the circle. Note, in particular, that in Figs. 2(a) and 3(a) one of the two branches of the measurement probability distribution accurately tracks the truth signal h(t), but on the basis of a single measurement, the data assimilation system assigns nearly equal probability to the two branches. The increase of skill following the first measurement is also manifestly visible in the relativeentropy plots in Fig. 1(c) , where D(t) is seen to jump to 3.5 upon occurrence of the first measurement. At that time, the ignorance metric E(t) exhibits an appreciable decrease from log 2 S, but is seen to undergo intermittent excursions to ≥ log 2 S values. Closer inspection (Figs. 2(b) and 3(a, b) ) indicates that these excursions are likely due to phase alignment errors between P i (t) and h(t).
Next, as soon as the second measurement arrives, the measurement probability collapses to a unimodal distribution that accurately tracks the truth signal. This contrasts the behavior seen in Figs. 1(b,c) , where, due to the lower discriminating power of the binary observable employed there, multiple measurements are required before the data assimilation system accurately tracks h(t). With successive measurements, the phase alignment error seen at early times gradually diminishes, and by t 500, the measurement probabilities P i (t) track the truth signal with persistently high precision and low ignorance (see Figs. 2(d) and 3(c)).
V. DATA-DRIVEN APPROXIMATION
) The data assimilation framework presented thus far operates under the assumptions that (i) an orthonormal basis {φ j } for the Hilbert space L 2 (µ) associated with the invariant measure is available; and (ii) the action of the Koopman operators U t and spectral projectors Eh(Ξ i ) on the basis elements can be computed so as to construct matrix representations of these operators. Arguably, this information will seldom be available in real-world applications, not least because µ is generally an unknown measure, supported on a non-smooth subset of state space M (e.g., a fractal attractor). Moreover, the equations of motion, allowing one in principle to act with the Koop- man operator, are not known. In response, in this section we establish a data-driven formulation of QMDA, which employs a finite, time-ordered dataset consisting of observations of the system to (i) build an orthonormal basis for an appropriate Hilbert space approximating L 2 (µ); and (ii) construct matrix representations of operators approximating the Koopman operator and spectral projectors on that space. Convergence of the data-driven approximation schemes to their continuous counterparts will then follow in the limit of large data by ergodicity (see Appendix).
Our approach follows closely [16] [17] [18] [19] [20] [21] , who employ kernel algorithms for statistical learning [6, 7, 9] to build the basis through eigenfunctions of kernel integral operators obtained from the data. In what follows, we describe the main elements of this procedure, referring the reader to [16] [17] [18] [19] [20] [21] for some of the mathematical details. Hereafter, X ⊆ M will denote the (compact) support of the invariant measure µ.
A. Data-driven modeling scenario
We consider that available to us is a time-ordered sequence F (x 0 ), F (x 1 ), . . . , F (x N −1 ) of N data points, sampled along a dynamical trajectory x n = Φ n ∆t (x 0 ), x 0 ∈ M , through a continuous, injective observation map F : M → Y , taking values in a metric space Y (the data space). Here, ∆t is a positive sampling interval such that the discrete-time map Φ ∆t : M → M is also ergodic for the probability measure µ. In applications, the data space is typically linear and finite-dimensional, Y = R d , but our methods also apply for nonlinear data spaces (e.g., directional data with Y = S 2 ), or infinitedimensional linear spaces (e.g., scalar-field, "snapshot" data). We will additionally assume that the observation function h : M → R is continuous, and its values h(x 0 ), . . . , h(x N −1 ) on the sampled dynamical states are known.
The observations F (x n ) will be used below to construct our-data driven basis employed for operation approximation. In that context, the injectivity of F will be important to ensure completeness of the basis. In practical applications, the joint values (F (x n ), h(x n )) could be acquired in an offline training phase where one has access to the full dynamical system on M . If access to an explicit injective map F is not available, but the values h(x n ) are still known, it is possible to employ an alternative approach, which involves building an injective map from h through the use of delay-coordinate maps of dynamical systems [22] [23] [24] . Specifically, given a nonzero integer parameter Q (the number of delays), we define
It is known that under mild assumptions on Φ t , h, and ∆t, if M is a finite-dimensional differentiable manifold, then for any compact set U ⊆ M there exists Q * ∈ N such that, for all Q > Q * , h Q is injective on U [22, 23] . Moreover, an analogous result holds if M is a (potentially infinite-dimensional) Hilbert space, and U ⊂ M is a compact subset of finite upper box-counting dimension, forward-invariant under Φ t [24] .
Together, the results in [22] [23] [24] hold for many of the dynamical systems encountered in physical applications, including ordinary differential equation and partial differential equation models. Noting, in particular, that h Q (x n ), Q − 1 ≤ n ≤ N − 1, can be evaluated given the time series h(x 0 ), . . . , h(x N −1 ) without knowledge of the dynamical flow Φ t , delay-coordinate maps provide a practical tool for implicitly constructing injective observation maps from partial (non-injective), time-ordered observations. As a result, in the absence of an explicit injective observation map F , our approach will be to set F = h Q with Q sufficiently large.
B. Sampling measures and the associated L 2 spaces
Associated with the dynamical trajectory x 0 , . . . , x N −1 is a sampling probability measure µ N = N −1 n=0 δ xn /N , consisting of equally weighted Dirac measures supported at the sampled states. Note that integration of a measurable function f : M → C with respect to µ N corresponds to a time average of its values at the sampled points, i.e.,
In particular, M f dµ N can be evaluated given the values f (x n ) without explicit knowledge of the underlying dynamical states. A sequence of sampling measures µ N starting from a fixed state x 0 ∈ M is said to converge to the invariant measure µ weakly if for every bounded continuous function f : M → C, M f dµ N converges to M f dµ as N → ∞ (i.e., in the limit of large data). The set of all starting points x 0 ∈ M for which this property holds is said to be the basin of µ, and will be denoted by B µ . By ergodicity, µ-almost every point in the support of µ lies in B µ ; that is, B µ is a full-measure set with µ(B µ ) = 1. In fact, for many systems encountered in applications, B µ is a significantly "larger" set than the support X of µ. For example, for systems that possess physical measures [25] , B µ has positive measure with respect to a reference ambient measure in state space (e.g., a Riemannian measure if M is a Riemannian manifold). This means that the method will converge from a sufficiently large, experimentally accessible, set of initial conditions.
Hereafter, we will always assume that µ N is a sampling measure associated with a dynamical trajectory starting in B µ . By the assumptions stated above and time-continuity of the flow Φ t , apart from the trivial case where µ is a Dirac measure supported on a fixed point of the dynamics (which we will exclude by assumption), all states x 0 , x 1 , . . . are distinct. Besides these assumptions, an additional requirement we will make is that the dynamics has an absorbing ball property; specifically, we will require that the trajectory starting from any x 0 ∈ B µ is contained within a compact subset X ⊆ M , containing X. This assumption endows the space of continuous functions on X , C(X ), with the structure of a Banach space (equipped with the uniform norm); this will be important for the convergence of the data-driven basis in Section V C.
Next, as a data-driven analog of L 2 (µ), we consider the Hilbert space L 2 (µ N ) associated with the sampling measure µ N . This space consists of equivalence classes [f ] µ N of measurable functions f : M → C having common values at the sampled states x 0 , . . . , x N −1 , and is equipped with the inner product f, g µ N = M f * g dµ N . Because x 0 , . . . , x N −1 are all distinct points, L 2 (µ N ) is an N -dimensional space isomorphic as a Hilbert space to C N , the latter equipped with a normalized Euclidean dot product, f † g/N . As a result, we can represent the L 2 (µ N ) equivalence class in which f : M → C lies by a column vector f = (f (x 0 ), . . . , f (x N −1 )) , whose elements contain the values of f at the sampled points. Moreover, we can represent every linear operator T : L 2 (µ N ) → L 2 (µ N ) by a unique N × N matrix T such that g = T f is the column-vector representation of T [f ] µ N . All of our data-driven techniques will utilize vectors and operators on L 2 (µ N ), so that they are readily implementable via the tools of matrix algebra.
C. Kernels and their associated eigenfunction bases
We now describe how to build an orthonormal basis of L 2 (µ N ) from the observed data F (x n ) using kernel integral operators, and discuss the convergence of this basis to an orthonormal basis of L 2 (µ) in the limit of large data. For the purposes of this work, a kernel will be a continuous, symmetric, positive-definite function k : M × M → R; that is, a continuous function with the properties that (i) k(x, x ) = k(x , x) for all x, x ∈ M ; and (ii) for any finite sequence x 0 , . . . , x N −1 of points in M , the N × N matrix K = [k(x m , x n )] is positivesemidefinite. Given any Borel probability measure ν on M with compact support X ν , the kernel k induces a selfadjoint, trace-class (thus compact) integral operator G ν :
In particular, there exists an orthonormal basis {φ 0 , φ 1 , . . .} of L 2 (ν) consisting of eigenfunctions of G ν corresponding to non-negative eigenvalues λ 0 , λ 1 , . . .. By continuity of k and compactness of X ν , every eigenfunction φ j with nonzero corresponding eigenvalue has a continuous representative ϕ j ∈ C(M ), such that
The kernel k will be said to be L 2 (ν)-strictly-positive if G ν is a positive operator, i.e., all eigenvalues λ j are strictly positive. In that case, all eigenfunctions φ j have continuous representatives. Moreover k will be called
implies, in particular, that the maximal eigenvalue λ 0 of G ν is equal to 1, and there is a constant corresponding eigenfunction φ 0 , also equal to 1. An L 2 (ν)-Markov kernel will be said to be ergodic if λ 0 is a simple eigenvalue. We will use the symbol p : M × M → R to distinguish a Markov kernel from a general kernel.
Intuitively, the eigenbases {φ j } associated with L 2 (ν)strictly positive and Markov ergodic kernels can be thought of as generalizations of the Laplace-Beltrami eigenfunction bases associated with heat operators on Riemannian manifolds. In particular, if X ν had the structure of a smooth, closed Riemannian manifold, and p was set to the heat kernel, the φ j would become Laplace-Beltrami eigenfunctions, which are well known to provide a smooth orthonormal basis for the L 2 space associated with the Riemannian measure [26] .
Given a dynamical trajectory x 0 , x 1 , . . . starting at x 0 ∈ B µ , with an associated forward-invariant compact set X and the corresponding sampling measures µ N , N ∈ N, we will be interested in a family of kernels p N : M × M → R with the following properties:
2. p N is L 2 (µ N )-strictly-positive and Markov ergodic.
3. As N → ∞, the restriction of p N to X × X converges uniformly to an L 2 (µ)-strictly-positive, Markov ergodic kernel p : X × X → R.
Property 1 above implies that the kernels p N are datadriven, i.e., they can be evaluated at arbitrary states x ∈ M from the corresponding observations F (x) ∈ Y alone. Property 2 implies that associated with the p N is a Laplace-Beltrami-like, orthonormal basis
In particular, this basis can be obtained from the eigenvectors φ j,N of a known N × N kernel matrix
, representing the operator G µ N as described in Section V B. Under the assumptions stated in Sections V A and V B, Property 3 implies that for every j ∈ N 0 , in the limit of large data, N → ∞, ϕ N,j converges uniformly on X to the continuous representative ϕ j associated with an orthonormal basis {φ 0 , φ 1 , . . .} of L 2 (µ), consisting of eigenfunctions of G µ . See [20, 21] for proofs of these results, which make use of spectral convergence results for kernel integral operators established in [8] .
Following [21] , we construct the kernelsp N starting from an unnormalized kernelk N : M × M → R, and applying to that kernel a normalization procedure to render it Markovian. Specifically, we set k N to the variablebandwidth Gaussian kernel introduced in [9] ,
and apply the symmetric (bistochastic) normalization proposed in [27] to obtainp N . In (8) 
is a distance function, which we will nominally set to Euclidean distance (2-norm) for data in Y = R m . Moreover, is a positive parameter, tuned via an automatic procedure, and σ N : Y → R + a continuous, positivevalued function whose role is to adaptively modify the localization of the kernel with respect to the sampling measure µ N . In particular, it can be shown [18] that if the support X has the structure of a smooth closed manifold, the corresponding φ j,N basis functions converge to Laplace-Beltrami eigenfunctions with respect to a Riemannian metric whose volume form has constant density relative to the invariant measure µ of the dynamics. While here we do not assume that X has manifold structure (and thus cannot, in general, interpret the φ i as Laplace-Beltrami eigenfunctions), the balancing of the kernel localization due to σ N plays an important role in enhancing the robustness of the data-driven basis to sampling errors.
In what follows, we will employ the φ j.N basis of L 2 (µ N ) obtained via this approach to formulate datadriven analogs of the QMDA framework described in Sections II and IV. We refer the reader to [21, Algorithm 1] for further details on the procedure to constructp N and select the bandwidth parameter . Representative eigenfunctions φ j,N obtained from data generated by the L63 system (to be studied in Section VI) are displayed in Fig. 4 .
D. Operator approximation and convergence
We now have the necessary ingredients to formulate a data-driven analog of the data-assimilation scheme presented in Sections II and IV. Structurally, the data-driven formulation resembles closely its infinite-dimensional counterpart, with the Hilbert space L 2 (µ) being replaced by L 2 (µ N ) as described in Section V B, and the dynamical and measurement operators on L 2 (µ) replaced by finite-rank operators on L 2 (µ N ), as follows.
1. The state ρ ∈ B 1 (L 2 (µ)) is replaced by a nonnegative operator ρ N ∈ B(L 2 (µ N )) with tr ρ N = 1. Note that, in any basis of L 2 (µ N ), ρ N is represented by an N × N density matrix ρ with tr ρ = 1. The stationary stateρ ∈ B 1 (L 2 (µ)) is replaced byρ N = φ N,0 , · µ N φ N,0 .
2. The Koopman operator U t ∈ B(L 2 (µ)) for t = q ∆t, q ∈ Z, is replaced by the q-step shift operator U (q) ∈ B(L 2 (µ N )), defined by 
The CDF function cdf
4. The multiplication operator Th ∈ B(L 2 (µ)) is replaced by the multiplication operator Th N ∈ B(L 2 (µ N )). Note that the spectral measure measure Eh N of the latter satisfies (cf. (5) )
With these definitions, the data-driven formulation of QMDA proceeds entirely analogously to its counterpart from Sections II and IV. Specifically, selecting a spectral resolution parameter L ≤ N − 1, and introducing the orthogonal projections Π N,L : L 2 (µ N ) → L 2 (µ N ) mapping into span{φ N,0 , . . . , φ N,L−1 }, the state ρ t,N reached at time t = q ∆t between measurements of h, starting from ρ 0,N ∈ B(L 2 (µ N )) is given by (cf. (4)),
Moreover, the probability for h to lie in interval Ξ i,N ∈ Ξ N at a time t between measurements is determined from (cf. (6)),P i,N (t) = tr(Eh N ({ā i,N })ρ t,N ), while the state update from a state ρ − N ∈ B(L 2 (µ N )) following a measurement yielding the value a ∈ R, becomes (cf. (4))
, with Eh N ,L (Ω) = Π L,N Eh N ,L (Ω)Π N,L , ∀Ω ∈ B(R), and i = π N (a).
The formulas stated above are sufficient to sequentially perform data assimilation starting from some initial state, which we will set by default to the stateρ N . Then, under the assumptions stated in Sections V A and V B, and an additional mild assumption on the partition Ξ, the data-driven scheme can be shown to converge in the limit of large data, N → ∞, in the sense that for a fixed spectral resolution L and bounded time interval for data assimilation, the matrix elements of all operators involved, as well as the partition intervals Ξ i,N and assignments π N (a), converge to their counterparts from Sections II and IV. This implies, in particular, that all measurement probabilities P i,N (t) produced by the data-driven assimilation scheme converge. A precise statement of this convergence is made in Theorem 1. It is important to note that the result holds for fixed L. Thus, in order to obtain convergence of the data-driven assimilation scheme in a joint limit of N → ∞ (training data size) and L → ∞ (spectral resolution), the latter limit must be taken after the former, or, a sequence N (L) with N L must be employed. Effectively, this is because while every matrix element of the form φ j,N , T N φ k,N µ N converges as N → ∞, where T stands here for the shift operator U (q) N or any of the spectral projectors Eh N ({ā i,N }), the convergence is not uniform with respect to j, k.
VI. APPLICATION TO THE LORENZ 63 SYSTEM
In this section, we apply the data-driven QMDA framework described in Section V to data assimilation of the L63 system [28] on M = R 3 . The L63 system is generated by the smooth vector field V :
Here, β, ρ, and σ are real parameters set to the standard values β = 8/3, ρ = 28, and σ = 10. For this choice of parameters, the L63 system is rigorously known to have a compact attractor X ⊂ M [29] with fractal dimension ≈ 2.06 [30] , supporting a physical invariant measure µ with a single positive Lyapunov exponent Λ ≈ 0.91 [31] . Due to dissipative dynamics, the attractor is contained within absorbing balls [32] , playing here the role of the forward-invariant compact set X ⊂ M . In light of these facts, all of the assumptions on the dynamical system made in Sections V A and V A rigorously hold. The L63 system is also known to be mixing [33] , which implies that its associated Koopman unitary group on L 2 (µ) has no nonconstant eigenfunctions.
In the experiments that follow, we perform data assimilation for the continuous observation function h : M → R projecting onto the first component of the state vector, h(x) = x 1 . We consider two training scenarios, namely one where the observation map F is the identity map on R 3 (i.e., the full state vector is observed), and another where only h is observed and an injective map F is built using delays. In both cases, we sample F at N = 64,000 points x n taken along a numerically generated dynamical trajectory at a sampling interval ∆t = 0.01. The first point x 0 in the trajectory is obtained by numerically integrating the L63 system from an arbitrary initial condition in R 3 for N ∆t natural time units, and setting x 0 to the state reached at the end of that interval. In the experiment with fully observed training data, we set F (x n ) = x n ; the experiments with partial observations use F (x n ) = h Q (x N ) with Q = 24 delays. Using the data F (x 0 ), . . . , F (x N −1 ), we compute basis functions φ j,N of L 2 (µ N ) as described in Section V C. Then, using the values h(x 0 ), . . . , h(x N −1 ) of the observation function, we build a partition Ξ N with S = 32 elements and the corresponding projection operators Eh N ,L (ā i ) as described in Section V D. The experiments with fully observed and partially observed training data use L = 1000 and 800 basis functions, respectively. In both cases, the time interval between observations during data assimilation is equal to 100 ∆t = 1, which is comparable to the characteristic Lyapunov timescale 1/Λ ≈ 1.1 of the system. In the data assimilation phase, we employ an underlying truth signal h(t) = h(Φ t (x 0 )) starting from a statex 0 sampled on a trajectory independent of the training data. Results from these experiments for the fully and partially observed training data are shown in Figs. 5 and 6 , respectively.
Starting from the example with the fully observed training data, in Fig. 5(a) , the initially uniform measurement probability distributionP i,N (t) associated with the stationary stateρ N is seen to collapse to a highly sharp probability distribution following a large negative value h(t) measured at t = 1. After that initial measurement,P i,N (t) tracks the evolution of h(t) fairly well, though with increasing uncertainty and development of some bimodality for t 1.2. The second measurement at t = 2 produces a value h(t) significantly closer to the origin, which is presumably less informative than the t = 1 measurement since h(x) ≈ 0 corresponds to the mixing region between the two lobes of the L63 attractor. The lack of information in the t = 2 measurement is manifested in the ensuing evolution ofP i,N (t), which exhibits significant bimodality and erroneously places the highest probability on positive values of h, whereas the true signal takes negative values. This error is clearly visible in the E(t) metric in Fig. 5(d) , which exhibits a pronounced increase to greater than log 2 S = 5 values over the time interval (2, 3) . In spite of the poor data assimilation performance for t ∈ (2, 3), when the next measurement h(x 3 ) comes in at t = 3, the ensuing measurement probabilitŷ P i,N (t) tracks the truth signal with significantly higher accuracy, despite the fact that h(x 3 ) is comparably close to zero as h(x 2 ). This improvement of skill demonstrates that the data assimilation stateρ t,N can progressively become more informative from a succession of uninformative measurements. Indeed, as shown in Fig. 5(d) , following a spike in E(t) for t ∈ (7, 8) , the data assimilation system appears to settle in a regime where E(t) is either significantly smaller than 5, or slightly exceeds that threshold (e.g., the interval t ∈ (19, 20) ). In general, these periods of larger error E(t) appear to correlate with observations h(t) close to zero. For instance, see the measurement at t = 19 in Fig. 5(b) , which is followed by probability distributionsP i,N (t) of comparatively large uncertainty. It is also worthwhile noting that the precision metric D(t) in Fig. 5(d) exhibits markedly more appreciable drops between measurements than in the case of the circle rotation in Fig. 2(c, d) , as expected from the mixing nature of the L63 dynamics.
Turning now to the example with partial observations in the training phase, a comparison between Figs. 5 and 6 shows a broadly consistent behavior with the experiment trained with full observations. That is, following an initial period t ∈ [0, 8) which exhibits similar errors to the fully observed case, the data assimilation system reaches FIG. 5. Results of QMDA applied to observable h(x) = x (1) of the L63 system using the full system state in the training phase (i.e., the eigenfunctions depicted in Fig. 4 ). (a, b) Logarithm of the measurement probabilityPi.N (t) for h to take values in a partition ΞN of R, containing S = 32 elements of equal probability mass with respect to the sampling measure µN . Time series Pi(t) of the probability to obtain a measurement in element ΞN,18 ≈ [0.20, 0.84) of the partition. Color-coding is as in Fig. 2(b) . (d) Information-theoretic precision and ignorance metrics, D(t) and E(t), respectively. a regime of smaller E(t) metric, characterized by moderate and infrequent crossings of the E(t) = 5 threshold when h(t) takes values close to zero (e.g., t = 16 and 19). Overall, this behavior demonstrates that the delaycoordinate mapping was able to successively recover lost information due to partial observations in the training phase, enabling the construction of a purely data-driven data assimilation scheme for this chaotic dynamical system.
FIG. 6. As in Fig. 5 , but for partial observations in the training phase, using Q = 24 delays to compute the basis functions.
VII. DISCUSSION AND CONCLUSIONS
In this work, we have developed a framework for data assimilation in measure-preserving ergodic dynamical systems combining elements of operator-theoretic ergodic theory and quantum mechanics. A key aspect of this approach has been to transcribe the Dirac-von Neumann axioms of quantum dynamics and measurement to the setting of measure-preserving ergodic dynamics by choosing as the quantum mechanical Hilbert space the L 2 (µ) space associated with the invariant measure of the dynamics, and as the Heisenberg evolution operators the unitary Koopman operators acting on L 2 (µ). Also in direct analogy with quantum mechanics, we represent the time-dependent state of the data assimilation system by a density operator on L 2 (µ) and the system observation function h by a self-adjoint multiplication operator T h . With these identifications, a quantum mechanical data assimilation (QMDA) scheme follows very naturally by allowing the state to evolve under unitary dynamics induced by Koopman operators between measurements and projective dynamics under the spectral projectors of the observation operator.
One issue that such a scheme must confront is that the multiplication operators associated with typical observation functions will have continuous spectrum. Here, we addressed this issue via a quantization approach, whereby h is replaced by a discrete variableh such that the corresponding multiplication operator Th has pure point spectrum. Here,h was constructed by binning h into bins of equal probability mass with respect to µ, but one could employ different quantization approaches, e.g., to take into account observational noise. We also studied the problem of constructing a data-driven formulation from a finite collection of time-ordered observations of the system state or h, assuming no prior knowledge of the equations of motion. This formulation employed operator approximation techniques in a basis of L 2 (µ) learned from the observed data [16, 18, 21] , leading to representations of the Koopman and measurement operators via matrices that provably converge in an asymptotic limit of large data (Theorem 1 in the Appendix).
An attractive feature of the QMDA approach presented here is that it requires no ad hoc approximations of the dynamics and/or observation modality, which are frequently necessary in order to apply classical data assimilation techniques to measure-preserving deterministic systems. Indeed, as we demonstrated here with examples, whether the underlying dynamics is a periodic rotation on a circle (Section IV), or a mixing system with a fractal attractor (Section VI), makes little difference in the context of QMDA from a methodological standpoint. In both cases, we saw that the method can successfully capture highly non-Gaussian features of the measurement distribution that accurately track the evolution of the assimilated observable.
Another advantageous aspect of QMDA is that it outputs full probability distributions, as opposed to point forecasts such as mean or maximum likelihood estimates. This output can be post-processed in a variety of ways to enable uncertainty quantification, as well as probabilistic decision-making in an operational environment. Here, we saw that the probability distribution outputs of QMDA lead to natural information-theoretic metrics for quantification of the precision and ignorance of data assimilation. Such metrics have been shown to provide more informative model assessment and validation than conventional root mean square error and pattern correlation metrics in a different context [34] .
Before closing, we outline a few aspects of QMDA that warrant future study and potential improvement. First, while in this paper we have shown that the method converges in a limit of large data, one aspect of convergence that has not been addressed is convergence under refine-ment of the partition employed for quantization. It is possible that a general treatment of this problem in the case of observables with continuous spectrum would employ a rigged Hilbert space structure [35] , allowing ρ to be extended to an operator on distributions. Second, we have restricted ourselves to the case of scalar-valued observation maps. An interesting question would be how to carry out an analogous QMDA construction for vectorvalued functions, possibly taking values in an infinitedimensional Banach space. Such a construction should have connections with the framework of quantum field theory. Algorithmically, it could be implemented by replacing the scalar-valued kernels employed here in the construction of the data-driven basis by operator-valued kernels appropriate for spaces of vector-valued functions [36] . Finally, an important task would be to devise ways of effectively coupling an observable-centric scheme such as QMDA, which employs linear operators on function spaces at its core, with dynamical models based on discretizations of the dynamics in state space (e.g., a partial differential equation model governing fluid flow). With the advent of quantum information processing technologies, it is possible that schemes such as QMDA could provide guidance to the design of next-generation dynamical models of complex systems.
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Appendix: Convergence in the limit of large data
In this appendix, we state and prove the following theorem establishing asymptotic consistency of the datadriven QMDA scheme from Section V in the limit of large data. In what follows, we will say that a sequence of Selement partitions Ξ N of R converges as N → ∞ to an S-element partition Ξ if all boundary points of the elements of Ξ N (ordered in increasing order at each N ) converge to the corresponding boundary points of Ξ. Theorem 1. Consider data assimilation with a bounded observation function h ∈ L ∞ (µ) via the scheme of Section V, using a partition Ξ N = {Ξ 0,N , . . . , Ξ S−1,N } of R determined through the empirical quantile function cdf −1 h,N , and starting from the stationary stateρ N . Assume that the partition Ξ = {Ξ 0 , . . . , Ξ S−1 } of R associated with the true quantile function cdf −1 h is such that µ h ({ξ k }) = 0 for all boundary points ξ k of the Ξ j ∈ Ξ.
Then, under the assumptions of Sections V A and V B, for any spectral resolution parameter L, the partitions Ξ N and corresponding measurement probabilitiesP i,N (t j ) at time t j = j ∆t, j ∈ Z, converge as N → ∞ to Ξ and the probabilitiesP i,N (t j ) obtained via the scheme of Section IV, respectively, using the same spectral resolution parameter L.
Proof. It suffices to show that, as N → ∞, (i) the elements of all L × L matrices representing the operators employed in the data-driven scheme converge to their counterparts from Section IV; and (ii) Ξ N converges to Ξ. Note, in particular, that the latter convergence implies that the affiliation functions π h,N converge to π N pointwise, and thus that the finitely many evaluations of π h,N during the time interval [0, t j ] also converge.
Starting from (ii), recall that the boundary points ξ k and ξ k,N of the intervals in Ξ and Ξ N , respectively, are obtained by evaluating the corresponding quantile and empirical quantile functions at the same quantile points b k ∈ (0, 1); that is, ξ k = cdf −1 h (b k ) and ξ k,N = cdf −1 h,N (b k ). Because µ h ({ξ k }) = 0, ξ k and b k are continuity points of cdf h and cdf −1 h , respectively. As a result, by the assumed weak convergence of the sampling measures µ N to µ (which implies weak convergence of the corresponding pushforward measures µ h,N under h to µ h ), the values cdf −1 h,N (b k ) of the empirical quantile functions converge, as N → ∞, to cdf −1 h (b k ) [37] . This shows that Ξ N converges to Ξ.
Turning to (i), the operators that we need to consider are (a) the initial stateρ N ; (b) the shift operator U (c) Let Ξ i,N and Ξ i be the i-th elements of Ξ N and Ξ, respectively, where i ∈ {0, . . . , S − 1} is arbitrary. We must show that, as N → ∞, φ j,N , T 1 M i,N φ k,N µ N converges to φ j , T 1 M i φ k µ . To that end, observe that φ j,N , T 1 M i,N φ k,N µ N =μ N (M i,N ) and φ j , T 1 M i φ k µ = µ(M i ), whereμ N andμ are finite, signed Borel measures on M such thatμ N (Ω) = Ω ϕ j,N ϕ k,N dµ N andμ(Ω) = Ω ϕ j ϕ k dµ. As a result, the claim will follow if it can be shown that
vanishes as N → ∞. Now, it is straightforward to verify that, by uniform convergence of ϕ j,N to ϕ j ,μ N converges weakly toμ. As a result, because M i is a continuity set ofμ (i.e.,μ(∂M i ) = 0, which follows from the fact that µ h ({ξ k }) = 0 for all boundary points ξ k ),μ N (M i ) converges toμ(M i ), and the second term in the right-hand side of (A.1) vanishes. Similarly, it follows by uniform convergence of ϕ j,N to ϕ j that there exists a constant C such that |μ N (M i,N )−μ N (M i )| ≤ C|µ N (M i,N )− µ N (M i )|. Therefore, because µ N (M i,N ) = 1/S by construction, we can conclude that the first-term in the right-hand side of (A.1) will also converge to zero if it can be shown that µ N (M i ) converges to 1/S. The latter follows immediately from the weak convergence of µ N to µ and fact that M i is a continuity set of µ.
This completes the proof of Claim (i) and of the theorem.
It should be noted that the assumption in Theorem 1 that the boundary points have vanishing µ h measure is mild, in the sense that if not satisfied, the condition can be met by shifting the problematic ξ k by arbitrarily small amounts.
