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Abstract
The method of the fundamental solutions (MFS) is used to construct an approximate solution for a
partial differential equation in a bounded domain. It is demonstrated by combining the fundamental
solutions shifted to the points outside the domain and determining the coefficients of the linear sum
to satisfy the boundary condition on the finite points of the boundary. In this paper, the existence of
the approximate solution by the MFS for the Neumann problems of the modified Helmholtz equation
in disk domains is rigorously demonstrated. We reveal the sufficient condition of the existence of the
approximate solution. Applying Green’s theorem to the Neumann problem of the modified Helmholtz
equation, we bound the error between the approximate solution and exact solution into the difference
of the function of the boundary condition and the normal derivative of the approximate solution by
boundary integrations. Using this estimate of the error, we show the convergence of the approximate
solution by the MFS to the exact solution with exponential order, that is, N2aN order, where a
is a positive constant less than one and N is the number of collocation points. Furthermore, it
is demonstrated that the error tends to 0 in exponential order in the numerical simulations with
increasing number of collocation points N .
Keywords: Method of fundamental solutions, Neumann problems of the modified Helmholtz
equation, Numerical analysis, Error analysis
1. Introduction
The method of fundamental solutions (MFS), also known as the charge simulation method, is used
to construct an approximate solution for a partial differential equation in a bounded domain. It is based
on combining the shifted fundamental solutions of the partial differential equation and controlling the
coefficients of the linear sum of the fundamental solutions to satisfy the boundary condition on the
finite points of the boundary. More precisely, the approximate solution by the MFS is constructed by
the following procedure. The points outside the domain, called the charge points, are first introduced
and, thereafter, the fundamental solutions for the partial differential equation are shifted to each charge
point. This renders the singular point of each fundamental solution laid outside the domain. If the
differential operator of the equation is invariant to the shift, the approximate solution is given by
the linear sum of the shifted fundamental solutions. Next, a number of points on the boundary of
the domain, called the collocation points, greater than or equal to the number of charge points are
prepared. The coefficients of the linear sum of the fundamental solutions are determined to satisfy
the boundary condition on the finite collocation points. As the number of collocation points increases,
the approximate solution possesses more points to satisfy the boundary condition. As a result, we can
construct the approximate solution, which is expected to converge to the exact solution for the partial
differential equation if the number of collocation points increases.
The arrangement of both charge and collocation points generally depends on the shape of the
domains. The conditions of these arrangements have been studied mathematically. There are several
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ways to determine the coefficients of the linear sum of the fundamental solutions, for example, the
collocation method [5, 4, 7, 11], the collocation Trefftz method [9], and the hyperinterpolation method
[8]. From the analytical studies, it has also been reported that the approximate solutions by the MFS
for some partial differential equations converge to the exact solutions with exponential order with
respect to the number of the collocation points [5, 4, 11]. Most results for the convergence of the
approximate solution in the MFS are for the Dirichlet boundary problems. The convergence results
of the approximate solution by the MFS for the Dirichlet boundary problem of the Laplace equation
have been shown in the disk domain, Jordan regions with analytic boundary, and the doubly connected
regions in [5, 4, 11], respectively. The convergence results for the Dirichlet boundary problem of the
Helmholtz equation in the disk domain and other analytic domains have been reported in [1]. The
convergence results for the Dirichlet boundary problem of the modified Helmholtz equation in the disk
domain and sphere domain have been reported in [7, 8]. For the Neumann boundary problem of the
Laplace equation, the convergence result of the approximate solution by the MFS has been reported
in the simply connected domain except for disk domains [9]. According to these earlier studies of the
MFS, the approximate solutions are often constructed in the disk domain, and thereafter the results
are extended to the general shape of the domain.
As an application of the Neumann boundary problem of the modified Helmholtz equation, its
solution is used to investigate the interactions between the domain shape and the motion of the inside
traveling spot and standing pulse solution of a reaction diffusion system [2]. The traveling spots and
the standing pulse are the solutions that allow spatially localized patterns to propagate. They are
often observed in reaction diffusion systems. The influence of the shape of the domain on the motion
of the inside traveling spots and the standing pulse is analyzed by deriving the equation of motion
[2]. However, this theory requires the explicit form of the solution of the modified Helmholtz equation
to be obtained with the Neumann boundary condition for the various domain shapes. Although the
existence of the solution of this modified Helmholtz equation is simply shown, the explicit form of the
solution has not been obtained except for domains with certain shapes.
In light of this background, we construct the approximate solution for the Neumann problem of the
modified Helmholtz equation, particularly in the disk domain, by using the MFS with a collocation
method as a quick step. We employ the collocation method to construct the approximate solution
in the MFS. Estimating the ratio of the modified Bessel functions of the first and second kinds, we
reveal the sufficient condition that all eigenvalues of the matrix generated by the MFS are not equal
to zero. This gives us the existence of the unique approximate solution by the MFS for this problem.
Moreover, we provide an algorithm to calculate the error bound between this approximate solution in
the MFS and the exact solution found by the energy method. Using this error bound, we show a priori
that the approximate solution converges to the exact solution in exponential order, that is, N2aN with
0 < a < 1 and the number of collocation points N . Furthermore, through numerical simulation, we
demonstrate a posteriori that the error tends to 0 in exponential order as the number of collocation
points N increases.
This paper is organized as follows: In Section 2, we state the mathematical setting of the Neumann
boundary problem of the modified Helmholtz equation, the MFS with the collocation method, and
the main results. We prove the main results, Theorems 2.4 and 2.5, in Section 3, and Sections 5 and
6, respectively. In Section 4, we describe the algorithm used to calculate the error bound for this
approximate solution in the MFS. In Section 7, we present the result of the numerical simulations, and
we summarize our paper in Section 8.
2. Mathematical settings and main results
As explained in Section 1, we consider the following form of the Neumann boundary problem of
the modified Helmholtz equation:
(2.1)

∆g − α2g = 0, x ∈ Ω,
∂g
∂n
= s, x ∈ ∂Ω,
2
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Figure 1: (a) Schematic of the domain Ω, position of the pulse P , the charge points {yk}Nk=1, and the collocation points
{xj}Nj=1 in the collocation method. (b) The profiles of the normal derivative of the exact solution ∂g/∂n = s, the
approximate solution ∂gN/∂n, and the error ∂hN/∂n on ∂Ω in (2.2) with the parameters ρ = 3, R = 1, P = 0.2e
pii/3,
N = 6, and Φ(r) = e−αr/
√
r with α = 1.0 and r = |x|, where hN is defined in Section 4. The black, gray, and dashed
curves correspond to the profiles of ∂g/∂n, ∂gN/∂n, and ∂hN/∂n, respectively.
where Ω := B(0, R) ⊆ R2, B(0, R) is a disk with a radius R > 0 at the origin, α is a positive
constant, and s = s(x) is a 2pi-periodic and sufficiently smooth function. Here we set the notation as
S(θ) := s(Reiθ) for θ ∈ [0, 2pi). A typical example of this equation applied to the pulse motion in the
reaction diffusion systems as introduced in Section 1 is as follows [2]:
(2.2)

∆g − α2g = 0, x ∈ Ω,
∂g
∂n
= −∂Φ(|x− P |)
∂n
, x ∈ ∂Ω,
where P is the fixed point in Ω, and Φ = Φ(r), r = |x| = (x21 +x22)1/2 is a sufficiently smooth function
satisfying Φ(r) → e−αr/√r as r → ∞. The point P corresponds to the position of a pulse as in Fig.
1 (a), and the derivation of this equation can be found in [2].
The existence of the solution of (2.1) is shown by the standard arguments. In this argument Ω
may be replaced by the general bounded domain with smooth boundary. Supposing that the function
s is the normal derivative of the trace of some function, say σ, and it satisfies ∂σ/∂n = s, we change
the variable as u = g + σ in (2.1). Then we have
(2.3)

∆u− α2u = ∆σ − α2σ =: ψ, x ∈ Ω,
∂u
∂n
= 0, x ∈ ∂Ω.
We define the weak solution of (2.3) as follows.
Definition 2.1. We say that a function u ∈ H1(Ω) is a weak solution of (2.3) if∫
Ω
∇u · ∇vdx+ α2
∫
Ω
uvdx = −
∫
Ω
ψvdx
for all v ∈ H1(Ω).
By using the Lax–Milgram theorem we show the existence of a unique weak solution u ∈ H1(Ω) of
(2.3). The regularity theory refines that the weak solution u ∈ H1(Ω) belongs to C∞(Ω) if ψ ∈ C∞(Ω).
Summarizing the previous results, we have the following proposition.
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Proposition 2.2. Assume that σ ∈ C∞(Ω). Then, there exists a unique solution g ∈ C∞(Ω) of (2.1).
In particular, in the case of Ω = B(0, R) we have the exact solution of (2.1) as follows.
Proposition 2.3. Let the function in (r, θ) ∈ [0,∞)× [0, 2pi) be
g(reiθ) =
∑
n∈Z
In(αr)
αI ′n(αR)
ane
inθ,(2.4)
an :=
1
2pi
∫ pi
−pi
S(θ)e−inθdθ,
where In(x) is the modified Bessel function of the first kind of n order, and an is the Fourier coefficients
for S(θ), and it satisfies
S(θ) =
∑
n∈Z
ane
inθ.
Then g(reiθ) satisfies (2.1).
The proof is presented in Appendix Appendix A. This exact solution is derived by the typical
variable separation of the Fourier method.
Next, we construct the approximate solution for (2.1) by the method of fundamental solution.
Owing to the operator ∆ − α2, the fundamental solution of (2.1) is written in terms of the modified
Bessel function of the second kind, K0(α|x|). We take the N points {yk}Nk=1 outside of Ω, called the
charge points. As the operator ∆ − α2 is invariant to the shift, the fundamental solutions K0(α|x −
yk|), (k = 1, . . . , N), of which singular points are shifted to the outside of Ω, satisfy the principal
equation (2.1). Therefore, we show that
(2.5) gN (x) :=
N∑
k=1
QkK0(α|x− yk|)
with constants {Qk}Nk=1 satisfies the principal equation (2.1) in Ω. From here, we identify the two-
dimensional Euclid space R2 with the complex plane C. We introduce the N points {xj}Nj=1 on
the boundary ∂Ω, called the collocation points, so that the approximate solution gN (x) satisfies the
boundary condition on the N points of the boundary. Substituting gN (x) for the boundary condition
of (2.1) and employing {xj}Nj=1 on the ∂Ω, we have
(2.6)
∂
∂n
gN (xj) =
N∑
k=1
Qk
∂
∂n
K0(α|xj − yk|) = s(xj), (j = 1, . . . , N).
We write (2.6) as a system of linear equations for unknown functions {Qk}Nk=1 in a matrix form. By
using K ′0(x) = −K1(x), we set
ck,j := −αK1(α|xj − yk|)
|xj | − Re
(
(xj/|xj |) · y¯k
)
|xj − yk| ,
sj := s(xj),
for k, j = 1, . . . , N , where Re means the real part of complex number, and y¯k means the complex
conjugate of yk. The form of sj in (2.2) is given by
sj := −Φ′(|xj − P |)
|xj | − Re
(
(xj/|xj |) · P¯
)
|xj − P | , (j = 1, . . . , N).
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This vector is used in the numerical simulation as in Figs. 1 and 2. We define G = {ck,j}1≤k,j≤N ,
Q = (Q1, · · · , QN )T and S = (s1, · · · , sN )T . Then (2.6) is equivalent to the following system of linear
equation:
(2.7) GQ = S.
For a solution {Qk}Nk=1 of this system (2.7), we obtain an approximate solution gN (x) given by (2.5).
Next, we explain the collocation method. From here, Ω is denoted as a disk again, that is, Ω =
B(0, R) with a positive constant R > 0. In the typical collocation method in a disk domain [5], the
charge points and the collocation points are usually set as {yk}Nk=1 = {ρωk}Nk=1, and as {xj}Nj=1 =
{Rωj}Nj=1 on ∂Ω in C, respectively, where 0 < R < ρ, and ω = e2pii/N . These points divide the
circumference of the concentric circles into N equal parts. The schematics are presented in Fig. 1 (a).
Then, calculating that
|xj − yk| = |R− ρωk−j |,
we have
ck,j = −αK1(α|R− ρωk−j |)R− Re(ρω
−k+j)
|R− ρωk−j | .
Therefore, using the notation l := −(k − j), we see that ck,j = cl, and that
cl := −αK1(α|R− ρe−iθl |)R− ρ cos θl|R− ρe−iθl | , θl :=
2pil
N
.
Then the matrix G becomes a cyclic matrix described by
G =

c0 c1 · · · · · · cN−1
cN−1 c0
. . .
...
...
. . .
. . .
...
...
. . . c1
c1 · · · · · · · · · c0

.
The eigenvalues of this matrix are calculated by
∑N−1
l=0 clω
lm, m = 0, . . . , N − 1, from the discrete
Fourier transform.
By calculating the inverse matrix of G we explicitly obtain the coefficients {Qk}Nk=1. We denote the
inverse matrix of G by G−1. Using the Lagrangian interpolation polynomial as in Appendix Appendix
B, we obtain G−1. Setting
f(x) :=
N−1∑
l=0
clx
l,
we write the eigenvalues as
(2.8) f(ωm) =
N−1∑
l=0
clω
ml, (m = 0, . . . , N − 1).
Furthermore, as G−1 is also a cyclic matrix, we define the component of G−1 as bl, (l = 0, . . . , N − 1),
by labeling the index similarly to that of G. Then, we have
bl=
1
N
N−1∑
m=0
1
f (ωm)ωml
, (l = 0, . . . , N − 1)
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as computed in Appendix Appendix B. If f(ωm) 6= 0 for m = 0, . . . , N − 1, which implies the matrix
G has no zero eigenvalue, we calculate the coefficients Qk by
(2.9) Qk =
N∑
l=1
slb(−k+l).
By using this {Qk}Nk=1, the approximate solution gN (x) is given by (2.5). Under these settings the
main results are as follows.
Theorem 2.4. Suppose that ρ >
(√
4α2R2 + 6− 2√4α2R2 + 9
)
/α for any R > 0 and α > 0. Then,
we have f(ωm) > 0 for any N ∈ N, and m = 0, . . . , N − 1. Thus, the approximate solution gN (x) is
determined uniquely.
The proof of Theorem 2.4 is given in Section 3. Moreover, using Green’s theorem as explained in
Section 4, we can estimate the error bound between exact solution and the approximate solution in
H2(Ω) by boundary integrations. Applying the Sobolev embedding theorem, we obtain the following
convergence result.
Theorem 2.5. In addition to the hypothesis of Theorem 2.4, we assume that g can be extended to the
neighborhood of Ω¯ and, hence, that g is bounded in 0 ≤ r ≤ r0, where some r0 > R. Then, there exist
constants C1 > 0 and a with 0 < a < 1 that are independent of N and g such that
sup
x∈Ω
|g − gN | ≤ C1N2aN sup
|x|≤r0
|g(x)|.
Hereafter Cj , (j ∈ N), denotes positive constants. The proof of Theorem 2.5 is given in Section 6
with the preparation in Sections 4 and 5.
Remark 2.6. In practice, assuming ρ ≥ 2R is a simpler and more sufficient condition for Theorem
2.4. As
√
4α2R2 + 6− 2√4α2R2 + 9 < 2αR for any α,R > 0, the condition of Theorem 2.4 becomes
a little stronger by ρ ≥ 2R.
Remark 2.7. From the variable separation of the Fourier method, we can construct the exact solution
g˜(r, θ) for the same problem in B(0, r0) as (2.1), and obtain g˜(R, θ). This implies that the solution g
of (2.1) can be extended to B(0, r0) if S(θ) = ∂g˜/∂n(R, θ). Thus, the assumption of Theorem 2.5 is
not empty at least.
3. Existence of the approximate solution
In this section we give the proof of Theorem 2.4. We set
An := (1 + n)Kn+1(αρ)In+1(αR), (n ∈ N),
where Kn(x) is the modified Bessel function of the second kind of n order. Furthermore, we introduce
the following functions:
d(θ) :=
∣∣R− ρe−iθ∣∣ = √R2 + ρ2 − 2Rρ cos θ,
c(θ) := −αK1(α|R− ρe−iθ|)R− ρ cos θ|R− ρe−iθ| = −αK1(αd(θ))
R− ρ cos θ
d(θ)
for θ ∈ [0, 2pi). To prove Theorem 2.4 we give the Fourier series expansion of c(θ), and another
description of the eigenvalues f(ωm) for m = 0, . . . , N − 1 by the Fourier coefficient of c(θ) in the
following proposition.
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Proposition 3.1. The Fourier series expansion of c(θ) is given by
c(θ) =
1
R
∑
n∈Z
A˜ne
inθ,(3.10)
where
A˜n :=
∞∑
r=0
(A|n−1|+2r +A|n+1|+2r − 2R
ρ
A|n|+2r), (n ∈ Z).
Moreover, the eigenvalues of the cyclic matrix G are expressed by
f(ωm) =
N
R
∑
n∈Z
A˜nδn+m∈NZ =
N
R
∑
n∈Z
A˜nN+m, (m = 0, . . . , N − 1),(3.11)
where δn is the Kronecker Delta.
Proof of Proposition 3.1. We utilize the following formulas of the modified Bessel function of the second
kind, and the Gegenbauer polynomial [13, p365]:
Kν(d(θ))
d(θ)ν
= 2νΓ(ν)
∞∑
m=0
(ν +m)
Km+ν(ρ)
ρν
Im+ν(R)
Rν
Cνm(cos θ), (ρ > R),
C1m(cos θ) =
m∑
r=0
cos(2r −m)θ
for θ ∈ [0, 2pi), where ν ∈ N, Γ(ν) is the Gamma function, Cνm(x) is the Gegenbauer polynomial of m
order. Here we compute that
C1m(cos θ) =
m∑
r=0
cos(2r −m)θ =
m∑
r=0
ei(2r−m)θ =
m∑
r=−m,r−m∈2Z
eirθ.
We deal with the specialization to ν = 1:
αK1(αd(θ))
d(θ)
=
2
Rρ
∞∑
m=0
AmC
1
m(cos θ).
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Putting the modified Bessel functions and the Gegenbauer polynomial into c(θ), we compute as
c(θ) = (ρ cos θ −R)αK1(αd(θ))
d(θ)
=
2
Rρ
(ρ cos θ −R)
∞∑
m=0
AmC
1
m(cos θ)
=
2
Rρ
(ρ cos θ −R)
∞∑
m=0
Am
m∑
n=−m,n−m∈2Z
einθ
=
2
Rρ
(ρ cos θ −R)
∑
n∈Z
∞∑
m=|n|,m−n∈2Z
Ame
inθ
=
2
Rρ
(ρ cos θ −R)
∑
n∈Z
∞∑
r=0
A|n|+2reinθ
=
1
R
(eiθ + e−iθ − 2R
ρ
)
∑
n∈Z
∞∑
r=0
A|n|+2reinθ
=
1
R
∑
n∈Z
∞∑
r=0
A|n|+2r(ei(n+1)θ + ei(n−1)θ − 2R
ρ
einθ)
=
1
R
∑
n∈Z
∞∑
r=0
(A|n−1|+2r +A|n+1|+2r − 2R
ρ
A|n|+2r)einθ.
So we put
A˜n =
∞∑
r=0
(A|n−1|+2r +A|n+1|+2r − 2R
ρ
A|n|+2r).
Then the Fourier series expansion of c(θ) is given by
c(θ) =
1
R
∑
n∈Z
A˜ne
inθ.
We see that A˜−n = A˜n for n ∈ Z. Then we obtain that
A˜n =
∞∑
r=0
(An−1+2r +An+1+2r − 2R
ρ
An+2r)(3.12)
if n ∈ N, and that
A˜0 =
∞∑
r=0
(2A1+2r − 2R
ρ
A2r).
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Substituting (3.10) into (2.8), we have
f(ωm) =
N−1∑
j=0
c(θj)ω
mj
=
N−1∑
j=0
1
R
∑
n∈Z
A˜nω
njωmj
=
1
R
∑
n∈Z
A˜n
N−1∑
j=0
ω(n+m)j
=
N
R
∑
n∈Z
A˜nδn+m∈NZ
=
N
R
∑
n∈Z
A˜nN+m.
From the expression (3.11), we show the positivity of f(ωm) with m = 0, . . . , N − 1. As the
preparations of the proof of Theorem 2.4, we will show the following lemmas.
Lemma 3.2. Assume that x >
√
4y2 + 6− 2
√
4y2 + 9 and 0 < y < x for x, y ∈ R. Then
sup
n∈N
y
x
1 + n
n
In+1(y)
In(y)
Kn+1(x)
Kn(x)
< 1.
Therefore, replacing x = αρ and y = αR, we have
(3.13) sup
n∈N
R
ρ
An
An−1
< 1.
Proof of Lemma 3.2. We use the following inequalities: By referring to ([6, Theorem 1.2]), we have
Kν(x)
Kν−1(x)
<
ν +
√
ν2 + x2
x
, (x > 0, ν ∈ R),
and from ([12, Theorem 3]), we see that
(3.14) 0 <
Iν+ 12 (y)
Iν− 12 (y)
<
y
ν +
√
ν2 + y2
, (y > 0, ν ≥ 0).
Using (3.14), we have for y > 0
In+1(y)
In(y)
<
y
(n+ 1/2) +
√
(n+ 1/2)2 + y2
.
Thus, we calculate that
y
x
1 + n
n
In+1(y)
In(y)
Kn+1(x)
Kn(x)
<
y
x
n+ 1
n
y
(n+ 1/2) +
√
(n+ 1/2)2 + y2
n+ 1 +
√
(n+ 1)2 + x2
x
=
y2
x2
n+ 1
n
n+ 1 +
√
(n+ 1)2 + x2
(n+ 1/2) +
√
(n+ 1/2)2 + y2
.(3.15)
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Regarding the sequence (n + 1 +
√
(n+ 1)2 + x2)/((n + 1/2) +
√
(n+ 1/2)2 + y2) as the function of
n ∈ R and calculating the derivative, we see that the sequences, and (n + 1)/n are monotonically
decreasing with respect to n. Thus, (3.15) attains the maximum value when n = 1, thereby estimating
that
y
x
1 + n
n
In+1(y)
In(y)
Kn+1(x)
Kn(x)
<
4y2
x2
2 +
√
4 + x2
3 +
√
9 + 4y2
=
√
4y2 + 9− 3√
x2 + 4− 2 .
Solving the inequality with respect to x so that (
√
4y2 + 9− 3)/(√x2 + 4− 2) < 1, we have
x >
√
4y2 + 6− 2
√
4y2 + 9.
Therefore the statement of this lemma is shown, and by substituting x = αρ and y = αR, we have
(3.13) when ρ >
(√
4α2R2 + 6− 2√4α2R2 + 9
)
/α.
Remark 3.3. The inequality x >
√
4y2 + 6− 2
√
4y2 + 9 is equivalent to
(3.16)
√
x2 + 4 >
√
4y2 + 9− 1.
We may check the condition of Lemma 3.2 by using this inequality.
Remark 3.4. Assuming that x ≥ 2y implies that (3.16). Thus, in practical way, we take the charge
points with ρ ≥ 2R using the MFS. Furthermore, assuming that (3.16) for x, y > 0 implies that x > y.
The only condition (3.16) is sufficient for Lemma 3.2.
Next, we show RAn/(ρAn+1) < 1 for n ∈ {0} ∪ N in the following lemma.
Lemma 3.5. For any x, y ∈ R with 0 < y < x and n ∈ N, we have
y
x
n
n+ 1
In(y)
In+1(y)
Kn(x)
Kn+1(x)
< 1.
Therefore, replacing x = αρ and y = αR, we have the inequality
(3.17)
R
ρ
An
An+1
< 1, (n ∈ {0} ∪ N).
Proof of Lemma 3.5. We use the following inequalities: Referring to ([12, Theorem 6]), we see that
(3.18)
1
x
Kν(x)
Kν+1(x)
≤ 1
(ν + 1/2) +
√
(ν − 1/2)2 + x2 ,
(
x > 0, ν ≥ 1
2
)
,
and from ([6, Theorem 1.1]), we have
(3.19)
Iν−1(y)
Iν(y)
<
ν +
√
ν2 + y2
y
, (y > 0, ν ≥ 0).
By using (3.18) and (3.19), for any n ∈ N we have
y
x
n
n+ 1
In(y)
In+1(y)
Kn(x)
Kn+1(x)
<
y
x
n
n+ 1
n+ 1 +
√
(n+ 1)2 + y2
y
x
(n+ 1/2) +
√
(n− 1/2)2 + x2
=
n
n+ 1
n+ 1 +
√
(n+ 1)2 + y2
(n+ 1/2) +
√
(n− 1/2)2 + x2
=: ηn(x, y).
10
We denote the above sequence of n by {ηn(x, y)}n. We fix y > 0. Since ηn(x, y) is the monotonically
decreasing sequence with respect to x for x ≥ y, we show that ηn(y, y) < 1. We have that
ηn(y, y) =
2 + pn
2 + qn
,
where
pn =
1
n+ 1
(√
(n+ 1)2 + y2 − (n+ 1)
)
=
y2
(n+ 1)2 + (n+ 1)
√
(n+ 1)2 + y2
,
qn =
1
n
(√
(n− 1/2)2 + y2 − (n− 1/2)
)
=
y2
n(n− 1/2) + n√(n− 1/2)2 + y2 .
Comparing the denominators of pn and qn, we see that qn > pn for any n ∈ N. It yields that
ηn(x, y) < 1 for any x and y with 0 < y < x, and then RAn/ρAn+1 < 1.
We show the following lower boundedness.
Lemma 3.6. Assume that ρ >
(√
4α2R2 + 6− 2√4α2R2 + 9
)
/α. Then we have
An−1 +An+1 − 2R
ρ
An > 0, (n ∈ N),(3.20)
and
A˜n > 0, (n ∈ Z).(3.21)
Proof of Lemma 3.6. Replacing x = αρ and y = αR and utilizing Lemma 3.2 and 3.5, for ρ >(√
4α2R2 + 6− 2√4α2R2 + 9
)
/α and n ∈ N we have
An−1 >
R
ρ
An, An+1 >
R
ρ
An.
Therefore, for any n ∈ N we have
An−1 +An+1 − 2R
ρ
An > 0,
which implies (3.20). Owing to (3.20) we have
A˜n =
∞∑
r=0
(A|n−1|+2r +A|n+1|+2r − 2R
ρ
A|n|+2r) > 0
in the case of n 6= 0. Since
2An+1 − 2R
ρ
An > 0, (n ∈ {0} ∪ N)
from (3.17), we see that
A˜0 =
∞∑
r=0
(2A1+2r − 2R
ρ
A2r) > 0.
Summarizing above, we have (3.21).
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Now we show the proof of Theorem 2.4.
Proof of Theorem 2.4. From (3.21), we have A˜n > 0 for any n ∈ Z. Thus, from (3.11) we compute
that
f(ωm) =
N
R
∑
n∈Z
A˜nN+m > 0
for m = 0, . . . , N − 1. This implies the assertion of Theorem 2.4.
4. Energy method for the error
In this section, we provides the algorithm to calculate the error bound for this approximate solution
by the energy method. By using the MFS, we have constructed the approximate solution (2.5), which
satisfies the boundary condition on the finite N collocation points of ∂Ω. Set the error function as
hN (x) = g(x)− gN (x).
We note that this term means the error between the solution g and the approximate solution gN . As
both g and gN satisfy the principal equation of (2.1), by substituting hN for the equation and the
boundary condition of (2.1), we have
(4.22)

∆hN − α2hN = 0, x ∈ Ω
∂hN
∂n
= s− ∂gN
∂n
, x ∈ ∂Ω.
To estimate the error bound, we perform a priori estimate. First we show the following lemmas.
Lemma 4.1. Let Ω ⊂ R2 be B(0, R) and u ∈ H1(Ω). Then, the trace u|∂Ω can be interpreted as a
function in L2(∂Ω) satisfying
(4.23) ‖u‖L2(∂Ω) ≤ CΩ ‖u‖H1(Ω) ,
where CΩ := (1 + 2/R).
The proof is put in the Appendix Appendix C.
Lemma 4.2. Suppose that Ω = B(0, R), and u ∈ H2(Ω) satisfies ∆u = α2u in Ω. Then we have
‖u‖H1(Ω) ≤ C2
CΩ
∥∥∥∥∂u∂n
∥∥∥∥
L2(∂Ω)
,
where C2 := min{1, α2}
Proof of Lemma 4.2. Multiplying ∆u = α2u by u and using the Green formula, we have
α2‖u‖2L2(Ω) =
∫
Ω
u∆udx =
∫
∂Ω
∂u
∂n
udl − ‖∇u‖2L2(Ω).
Then we obtain that
C2‖u‖2H1(Ω) ≤ ‖∇u‖2L2(Ω) + α2‖u‖2L2(Ω) =
∫
∂Ω
∂u
∂n
udl,
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where C2 = min{1, α2}. Schwarz inequality and the trace operator yields that∫
∂Ω
∂u
∂n
udl ≤
∥∥∥∥∂u∂n
∥∥∥∥
L2(∂Ω)
‖u‖L2(∂Ω)
≤ CΩ
∥∥∥∥∂u∂n
∥∥∥∥
L2(∂Ω)
‖u‖H1(Ω)
≤ C
2
Ω
2C2
∥∥∥∥∂u∂n
∥∥∥∥2
L2(∂Ω)
+
C2
2
‖u‖2H1(Ω),
where CΩ = (1 + 2/R)
1/2 is a positive constant specified from the trace operator in Ω as shown in
Lemma 4.1. Finally, we see that
‖u‖2H1(Ω) ≤
C2Ω
C22
∥∥∥∥∂u∂n
∥∥∥∥2
L2(∂Ω)
.
Next, we show following lemmas.
Lemma 4.3. Suppose that Ω ⊆ R2 is an arbitrary domain, and u ∈ H2(Ω). Then we have
‖u‖2H2(Ω) ≤ ‖u‖2H1(Ω) + ‖ux‖2H1(Ω) + ‖uy‖2H1(Ω).
Proof of Lemma 4.3.
LHS = ‖uxx‖2L2(Ω) + ‖uyy‖2L2(Ω) + ‖uxy‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖u‖2L2(Ω),
RHS = ‖uxx‖2L2(Ω) + ‖uyy‖2L2(Ω) + 2‖uxy‖2L2(Ω) + 2‖∇u‖2L2(Ω) + ‖u‖2L2(Ω).
Lemma 4.4. Suppose that Ω = B(0, R), and u ∈ H3(Ω) satisfies ∆u = α2u in Ω. Then we have
‖u‖2H2(Ω) ≤ C3
{∥∥∥∥∂u∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂ux∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂uy∂n
∥∥∥∥2
L2(∂Ω)
}
,
where C3 := C
2
Ω/C
2
2 .
Proof of Lemma 4.4. Applying Lemma 4.2 to u, ux and uy, we have
‖u‖2H1(Ω) ≤ C3
∥∥∥∥∂u∂n
∥∥∥∥2
L2(∂Ω)
,
‖ux‖2H1(Ω) ≤ C3
∥∥∥∥∂ux∂n
∥∥∥∥2
L2(∂Ω)
,
‖uy‖2H1(Ω) ≤ C3
∥∥∥∥∂uy∂n
∥∥∥∥2
L2(∂Ω)
.
Combining these inequalities and Lemma 4.3, we have the assertion of this lemma.
Applying Lemma 4.4 to hN in (4.22), we obtain that
‖hN‖2H2(Ω) ≤ C3
(∥∥∥∥∂hN∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,x∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,y∂n
∥∥∥∥2
L2(∂Ω)
)
.(4.24)
As the function s is given, the error in H2(Ω) is given by these boundary integrations. Eventually, the
Sobolev embedding theorem yields that the error hN belonging to C(Ω) can be bounded by (4.24).
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Remark 4.5. If the exact value of CΩ is obtained in the general Jordan domain with smooth boundary,
the above algorithm for the error to calculate can be extended in the general Jordan domain with
smooth boundary.
5. Estimates of the Fourier coefficents
From the algorithm in previous section the error bound between the exact solution g and the
approximate solution gN in H
2(Ω) is given by the boundary integrations. In this section we will
prepare some lemmas before the proof of Theorem 2.5.
5.1. Upper and lower bounds of the Fourier coefficient A˜n
First, we will estimate the upper and lower bounds of the Fourier coefficient A˜n for c(θ). We use
the following inequality [3]:
2n−1Γ(n)e−x
xn
< Kn(x) <
2n−1Γ(n)
xn
, (x > 0, n ∈ N).
Also the integration form of the modified Bessel function of the first kind
In(z) =
(z/2)n
Γ(n+ 1/2)Γ(1/2)
∫ 1
−1
e−zt(1− t2)n− 12 dt, (n ∈ {0} ∪ N)
yields that
(y/2)ne−y
n!
< In(y) <
(y/2)ney
n!
.
Combining these inequalities, we have
(5.25)
1
2
(R
ρ
)n+1
e−α(ρ+R) < An <
1
2
(R
ρ
)n+1
eαR, (n ∈ {0} ∪ N).
We show the following the formulas and the lower bounds.
Lemma 5.1.
A˜n = A˜−n, (n ∈ Z),(5.26) ∑
l∈Z
A˜lN+n =
∑
l∈Z
A˜lN−n, (n ∈ Z).
Proof of Lemma 5.1. We compute that∑
l∈Z
A˜lN+n =
∑
l∈Z
A˜−lN+n =
∑
l∈Z
A˜lN−n.
We changed the variable as l = −l in the first equation, and used (5.26) in the second equation.
Lemma 5.2. Under the assumption of Theorem 2.4, there exist a positive constant C4 independent of
N such that
(5.27) A˜n ≥ C4
(R
ρ
)|n|
, (n ∈ Z),
and
(5.28)
∑
l∈Z
A˜lN+n > C4
(R
ρ
)min{N−n,n}
, (0 ≤ n ≤ N),
and
(5.29)
∑
l∈Z
A˜lN+n > C4
(R
ρ
)N
2
, (n ∈ N).
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Proof of Lemma 5.2. We compute A˜n downward. Owing to (5.26), we firstly estimate A˜n for n ∈ N.
From (3.12), (3.13), (3.17) and (5.25) we compute that
A˜n =
∞∑
r=0
(An−1+2r +An+1+2r − 2R
ρ
An+2r)
=
∞∑
r=0
(An−1+2r − R
ρ
An+2r) +
∞∑
r=0
(An+1+2r − R
ρ
An+2r)
> An−1 − R
ρ
An
= An−1
(
1− R
ρ
An
An−1
)
≥ C5An−1
>
C5e
−α(ρ+R)
2
(R
ρ
)n
,
where
C5 := inf
n∈N
(
1− R
ρ
An
An−1
)
= 1− sup
n∈N
R
ρ
An
An−1
.
From (3.13) we see that C5 > 0. Due to A˜0 > 0 from (3.21), setting a positive constant as
C4 := min
{
C5e
−α(ρ+R)
2
, A˜0
}
,
we have (5.27). Next, we compute
∑
l∈Z A˜lN+n for 0 ≤ n ≤ N as follows. Utilizing (5.27), we obtain
that
∑
l∈Z
A˜lN+n >
0∑
l=−1
A˜lN+n
≥ C4
((R
ρ
)N−n
+
(R
ρ
)n)
> C4
(R
ρ
)min{N−n,n}
,
which implies (5.28).
Finally, since the left hand side of (5.29) is invariant for n ≡ m (mod N) for (m ∈ Z), we show
(5.29) in 0 ≤ n < N . Due to 2 min{N − n, n} ≤ N in 0 ≤ n ≤ N , (5.28) yields that (5.29).
Next, we show the upper bounds.
Lemma 5.3. There exist positive constants C6 and C7 independent of N such that
A˜n < C6
(R
ρ
)|n|
, (n ∈ Z),(5.30)
and ∑
l 6=0
A˜lN+n < 2C7
(R
ρ
)N−n
, (0 ≤ n ≤ N).(5.31)
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Proof of Lemma 5.3. From (5.26), we estimate A˜n for n ∈ N using (3.12) and (5.25) as follows:
A˜n =
∞∑
r=0
(An−1+2r +An+1+2r − 2R
ρ
An+2r)
<
∞∑
r=0
(An−1+2r +An+1+2r)
<
eαR
2
((R
ρ
)n−1
+
(R
ρ
)n+1) ∞∑
r=0
(R
ρ
)1+2r
=
eαR
2
R/ρ
1− (R/ρ)2
((R
ρ
)n−1
+
(R
ρ
)n+1)
=
eαR
2
ρR
ρ2 −R2
(R
ρ
+
ρ
R
)(R
ρ
)n
= C6
(R
ρ
)n
,
where C6 := (e
αR/2)(ρ2 +R2)/(ρ2 −R2) = (eαR/2)(1 +R2/ρ2)(1−R2/ρ2)−1. Next, we calculate A˜n
upward. Applying (5.25), we compute that
A˜0 =
∞∑
r=0
(2A1+2r − 2R
ρ
A2r)
< 2
∞∑
r=0
A1+2r
<
∞∑
r=0
(R
ρ
)2+2r
eαR
= eαR
(R
ρ
)2 1
1− (R/ρ)2
= eαR
R2
ρ2 −R2
=
eαR
2
2R2
ρ2 −R2
< C6.
Therefore, by using the symmetry (5.26), we obtain (5.30). We compute
∑
l∈Z A˜lN+n upward as
follows. Since ∑
l 6=0
A˜lN+n =
∞∑
l=1
A˜lN+n +
∞∑
l=1
A˜lN−n
for n ∈ N, we calculate the two terms, respectively. For the first term applying (5.30) for n ∈ {0} ∪N,
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we calculate that
∞∑
l=1
A˜lN+n < C6
∞∑
l=1
(R
ρ
)lN+n
= C6
(R
ρ
)n (R/ρ)N
1− (R/ρ)N
< C6
ρ
ρ−R
(R
ρ
)N+n
= C7
(R
ρ
)N+n
,
where C7 := C6ρ/(ρ−R). Since lN − n ≥ 0 for l ∈ N and any 0 ≤ n ≤ N , by using (5.30) we have
∞∑
l=1
A˜lN−n < C6
∞∑
l=1
(R
ρ
)lN−n
= C6
(R
ρ
)−n (R/ρ)N
1− (R/ρ)N
< C7
(R
ρ
)N−n
.
Therefore, ∑
l 6=0
A˜lN+n < C7
(R
ρ
)N((R
ρ
)n
+
(R
ρ
)−n)
≤ 2C7
(R
ρ
)N−n
5.2. Upper bound of the Fourier coefficient an
Defining the norm as
‖g‖∞,r0 := sup|x|≤r0
|g(x)|,
and the sequence as
(5.32) ϕn := α
(
1 +
|n|
αR
)(R
r0
)|n|
, (n ∈ Z),
we have following lemma.
Lemma 5.4. Under the assumption of Theorem 2.5, we have
|an| < ϕn ‖g‖∞,r0 = α
(
1 +
|n|
αR
)(R
r0
)|n|
‖g‖∞,r0 , (n ∈ Z).(5.33)
Proof of Lemma 5.4. We refer to [10] for
Iν(x)
Iν(y)
<
(x
y
)ν
,
(
0 < x < y, ν > −1
2
)
,
and to [6] for
t
I ′ν(t)
Iν(t)
<
√
t2 + ν2,
(
ν ≥ −1
2
)
.
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(2.4) yields that
In(αr)
αI ′n(αR)
an =
1
2pi
∫ pi
−pi
g(reiθ)e−inθdθ.
From the assumption of Theorem 2.5 the function g can be extended to the neighborhood of Ω¯, B(0, r0)
with r0 > R. Thus, we have
|an| =
∣∣∣αI ′n(αR)
In(αr0)
1
2pi
∫ pi
−pi
g(r0e
iθ)e−inθdθ
∣∣∣
≤ αI
′
n(αR)
In(αr0)
‖g‖∞,r0
=
αIn(αR)
In(αr0)
I ′n(αR)
In(αR)
‖g‖∞,r0
≤ α
√
α2R2 + n2
αR
(R
r0
)n
‖g‖∞,r0
≤ ααR+ n
αR
(R
r0
)n
‖g‖∞,r0
= α
(
1 +
n
αR
)(R
r0
)n
‖g‖∞,r0 , (n ∈ {0} ∪ N).
Due to |a−n| = |an| for n ∈ Z we have
|an| ≤ α
(
1 +
|n|
αR
)(R
r0
)|n|
‖g‖∞,r0 , (n ∈ Z).
5.3. Symmetries and upper bounds of ϕn
First, we show the following lemma.
Lemma 5.5.
ϕn = ϕ−n, (n ∈ Z),(5.34) ∑
l∈Z
ϕNl+n =
∑
l∈Z
ϕNl−n, (n ∈ Z).
Proof of Lemma 5.5. From the same calculation as that of Lemma 5.1 we have∑
l∈Z
ϕlN+n =
∑
l∈Z
ϕ−lN+n =
∑
l∈Z
ϕlN−n.
We changed the variable as l = −l in the first equation, and used (5.34) in the second equation.
Next we give the estimation for ϕn in the following lemma.
Lemma 5.6. There exist positive constants C8 and C9 independent of N such that
(5.35)
∑
l∈Z
ϕl ≤ αC8,
and
(5.36)
∑
l 6=0
ϕlN+n < αC9
(
1 +
2N
αR
)(R
r0
)N−n
, (0 ≤ n ≤ N).
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Proof of Lemma 5.6.
∑
l∈Z
ϕl = ϕ0 + 2
∞∑
l=1
ϕl
= α+ 2α
∞∑
l=1
(
1 +
n
αR
)(R
r0
)n
= α+ 2α
{
R/r0
1−R/r0 +
R/r0
αR(1−R/r0)2
}
= α
{r0 +R
r0 −R +
1
αR
2r0R
(r0 −R)2
}
≤ α
{ r20
(r0 −R)2 +
1
αR
2r20
(r0 −R)2
}
= α
r20
(r0 −R)2
(
1 +
2
αR
)
= αC8.
where C8 := α(r0/(r0 −R))2(1 + 2/(αR)).
We estimate ϕn upward as follows. From lN − n ≥ 0 for l ∈ N and any 0 ≤ n ≤ N , we calculate
that ∑
l 6=0
ϕlN+n =
∞∑
l=1
ϕlN+n +
∞∑
l=1
ϕlN−n
= α
{ ∞∑
l=1
(
1 +
lN + n
αR
)(R
r0
)lN+n
+
∞∑
l=1
(
1 +
lN − n
αR
)(R
r0
)lN−n}
< 2α
∞∑
l=1
(
1 +
lN +N
αR
)(R
r0
)lN−n
= 2α
(R
r0
)−n
(
1 +
N
αR
) (R/r0)N
1− (R/r0)N +
N
αR
(R/r0)
N(
1− (R/r0)N
)2

<
2αr20
(r0 −R)2
(
1 +
2N
αR
)(R
r0
)N−n
= αC9
(
1 +
2N
αR
)(R
r0
)N−n
,
where C9 := 2r
2
0/(r0 −R)2 = 2(1−R/r0)−2.
5.4. Fourier series expansion of
∂gN
∂n
Next, set the discrete Fourier transformation for the sampling of N collocation points as
sˆn :=
1
N
N−1∑
l=0
slω
−nl,
where we recall sl = s(Re
θl).
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Lemma 5.7. The Fourier series expansion of the normal derivative of the approximate solution gN
on ∂Ω, that is x = Reiθ, is expressed by
(5.37)
∂gN
∂n
(Reiθ) =
N
R
∑
n∈Z
sˆn
f(ωn)
A˜ne
inθ.
Moreover,
(5.38) sˆn =
∑
l∈Z
an+Nl, (n ∈ Z).
Proof of Lemma 5.7. We perform the Fourier series expansion of normal derivative gN by regarding it
as the function of ∂Ω:
∂gN
∂n
(Reiθ) =
N−1∑
k=0
Qk
∂
∂n
K0(α|Reiθ − ρeiθk |)
=
N−1∑
k=0
Qk
(
−αK1(α|R− ρe−i(θ−θk)|)R− ρ cos(θ − θk)|R− ρe−i(θ−θk)|
)
=
N−1∑
k=0
Qkc(θ − θk).
Here from (2.9) we have
Qk =
N∑
l=1
slb(−k+l)
=
1
N
N∑
l=1
sl
N−1∑
m=0
1
f (ωm)ωm(−k+l)
=
1
N
N−1∑
m=0
∑N
l=1 sle
−imθl
f (ωm)
eimθk−imθN
=
1
N
N−1∑
m=0
∑N
l=1 sle
−imθl
f (ωm)
eimθk
=
N−1∑
m=0
sˆm
f(ωm)
eimθk .
On the other hands, using (3.10), we compute that
c(θ − θk) = 1
R
∑
n∈Z
A˜ne
in(θ−θk).
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Substituting both, we have the Fourier series expansion of ∂gN/∂n|x∈∂Ω as
∂gN
∂n
(Reiθ) =
N−1∑
k=0
Qkc(θ − θk)
=
1
R
N−1∑
k=0
N−1∑
m=0
∑
n∈Z
sˆm
f(ωm)
A˜ne
inθ+i(m−n)θk
=
N
R
N−1∑
m=0
∑
n∈Z,
sˆm
f(ωm)
A˜nN+me
i(nN+m)θ
=
N
R
N−1∑
m=0
∑
n∈Z,
n≡m (mod N)
sˆm
f(ωm)
A˜ne
inθ
=
N
R
N−1∑
m=0
∑
n∈Z,
n≡m (mod N)
sˆn
f(ωn)
A˜ne
inθ
=
N
R
∑
n∈Z
sˆn
f(ωn)
A˜ne
inθ.
Next, we compute that
sˆn =
1
N
N−1∑
l=0
slω
−nl
=
1
N
N−1∑
l=0
∑
m∈Z
ame
imθle−inθl
=
1
N
∑
m∈Z
am
N−1∑
l=0
ei(m−n)θl
=
∑
m∈Z
amδm−n∈NZ
=
∑
l∈Z
an+Nl
for n ∈ Z.
5.5. Fourier series expansion of
∂hN
∂n
, and explicit forms and upper bounds of L2(∂Ω) norm
Next we give the explicit values of the boundary integrations in the following lemma.
Lemma 5.8. The Fourier series expansion of the normal derivative of the error hN on ∂Ω, that is
x = Reiθ, is expressed by
∂hN
∂n
(Reiθ) =
∑
n∈Z
(
an − N
R
sˆn
f(ωn)
A˜n
)
einθ
=
∑
n∈Z
(
an −
∑
l∈Z alN+n∑
l∈Z A˜lN+n
A˜n
)
einθ.
(5.39)
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The value and upper bound of ‖∂hN/∂n‖2L2(∂Ω) are given by
∥∥∥∥∂hN∂n
∥∥∥∥2
L2(∂Ω)
= 2piR
∑
n∈Z
(
an
∑
l∈Z,l 6=0 A˜lN+n − A˜n
∑
l∈Z,l 6=0 alN+n
)2
(∑
l∈Z A˜lN+n
)2 ,
and
1
4piR
∥∥∥∥∂hN∂n
∥∥∥∥2
L2(∂Ω)
≤ ‖g‖2∞,r0
∑
n∈Z
ϕ2n
(∑
l∈Z,l 6=0 A˜lN+n
)2
+ A˜2n
(∑
l∈Z,l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2 ,
(5.40)
respectively. Moreover, assuming that the series (5.39) is differentiable term by term, we have∥∥∥∥∂hN,x∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,y∂n
∥∥∥∥2
L2(∂Ω)
=
4pi
R
∑
n∈Z,n6=0
n2
(
an
∑
l∈Z,l 6=0 A˜lN+n − A˜n
∑
l∈Z,l 6=0 alN+n
)2
(∑
l∈Z A˜lN+n
)2 ,
and
R
8pi
{∥∥∥∥∂hN,x∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,y∂n
∥∥∥∥2
L2(∂Ω)
}
≤ ‖g‖2∞,r0
∑
n∈Z,n6=0
n2
{
ϕ2n
(∑
l∈Z,l 6=0 A˜lN+n
)2
+ A˜2n
(∑
l∈Z,l 6=0 ϕlN+n
)2}
(∑
l∈Z A˜lN+n
)2 .
(5.41)
The possibility of differentiation term by term to (5.39) will be guaranteed in the proof of Theorem
2.5 below.
Proof of Lemma 5.8. Applying (3.11), (5.33), (5.37) and (5.38), we compute the boundary integration
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as follows: ∥∥∥∥∂hN∂n
∥∥∥∥2
L2(∂Ω)
= R
∫ 2pi
0
∣∣∣∣s(θ)− ∂gN∂n (R, θ)
∣∣∣∣2 dθ
= R
∫ 2pi
0
∣∣∣∣∣∑
n∈Z
ane
inθ − N
R
∑
n∈Z
sˆn
f(ωn)
A˜ne
inθ
∣∣∣∣∣
2
dθ
= R
∫ 2pi
0
∣∣∣∣∣∑
n∈Z
(
an − N
R
sˆn
f(ωn)
A˜n
)
einθ
∣∣∣∣∣
2
dθ
= 2piR
∑
n∈Z
(
an − N
R
sˆn
f(ωn)
A˜n
)2
= 2piR
∑
n∈Z
(
an −
∑
l∈Z alN+n∑
l∈Z A˜lN+n
A˜n
)2
= 2piR
∑
n∈Z
(
an
∑
l∈Z,l 6=0 A˜lN+n − A˜n
∑
l∈Z,l 6=0 alN+n
)2
(∑
l∈Z A˜lN+n
)2
≤ 4piR ‖g‖2∞,r0
∑
n∈Z
ϕ2n
(∑
l∈Z,l 6=0 A˜lN+n
)2
+ A˜2n
(∑
l∈Z,l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2
(5.42)
It implies (5.39) and the assertions with respect to the boundary integration of ∂hN/∂n.
Furthermore, changing the variable x = R cos θ and y = R sin θ, we assume that the series of
∂hN/∂n in (5.39) is differentiable term by term. Then we compute that
∂hN,x
∂n
=
(∂s
∂θ
− ∂
∂θ
∂gN
∂n
)∂θ
∂x
=
− sin θ
R
(
i
∑
n∈Z
nane
inθ − iN
R
∑
n∈Z
nsˆn
f(ωn)
A˜ne
inθ
)
,
=
−i sin θ
R
∑
n∈Z
n
(
an − N
R
sˆn
f(ωn)
A˜n
)
einθ
= − 1
2R
∑
n∈Z
n
(
an − N
R
sˆn
f(ωn)
A˜n
)
(ei(n+1)θ − ei(n−1)θ),
and that
∂hN,y
∂n
=
(∂s
∂θ
− ∂
∂θ
∂gN
∂n
)∂θ
∂y
=
cos θ
R
(
i
∑
n∈Z
nane
inθ − iN
R
∑
n∈Z
nsˆn
f(ωn)
A˜ne
inθ
)
,
=
i cos θ
R
∑
n∈Z
n
(
an − N
R
sˆn
f(ωn)
A˜n
)
einθ
=
i
2R
∑
n∈Z
n
(
an − N
R
sˆn
f(ωn)
A˜n
)
(ei(n+1)θ + ei(n−1)θ).
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Using these calculations and computing boundary integration similarly to (5.42) , we obtain that∥∥∥∥∂hN,x∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,y∂n
∥∥∥∥2
L2(∂Ω)
=
4pi
R
∑
n∈Z
n2
(
an − N
R
sˆn
f(ωn)
A˜n
)2
=
4pi
R
∑
n∈Z,n6=0
n2(∑
l∈Z A˜lN+n
)2(an ∑
l∈Z,l 6=0
A˜lN+n − A˜n
∑
l∈Z,l 6=0
alN+n
)2
.
Therefore, we see that
R
8pi
{∥∥∥∥∂hN,x∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,y∂n
∥∥∥∥2
L2(∂Ω)
}
≤ ‖g‖2∞,r0
∑
n∈Z,n6=0
n2(∑
l∈Z A˜lN+n
)2{ϕ2n( ∑
l∈Z,l 6=0
A˜lN+n
)2
+ A˜2n
( ∑
l∈Z,l 6=0
ϕlN+n
)2}
.
6. Convergence
We will explain the proof of Theorem 2.5 after showing the following Lemma.
Lemma 6.1. There exist positive constants C11 and C12 independent of N and g such that
(6.43)
∥∥∥∥∂hN∂n
∥∥∥∥2
L2(∂Ω)
≤ C11τN ‖g‖2∞,r0 ,
and ∥∥∥∥∂hN,x∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,y∂n
∥∥∥∥2
L2(∂Ω)
≤ C12N2τN ‖g‖2∞,r0 ,(6.44)
where
τN := max
{(R
ρ
)N
, N2
(R
r0
)N}
.
Proof of Lemma 6.1. Since the error hN in H
2(Ω) can be bounded by the boundary integrations in
(4.24), we estimate the values of the boundary integrations. From (5.40) we put the bound of the
boundary integration as
Right hand side of (5.40) =: ‖g‖2∞,r0 (E1 + E2).
Furthermore, we divide E1 and E2 into 3 or 4 parts with respect to n, respectively. Here, we introduce
an integer p as the integer part of N/2, that is, p = [N/2], where [·] is the Gauss’s symbol. Then, from
Lemma 5.1, and Lemma 5.5, we write E1 and E2 as
E1 =
(∑
l 6=0 A˜lN
)2
ϕ20(∑
l∈Z A˜lN
)2 + 2 p∑
n=1
(∑
l 6=0 A˜lN+n
)2
ϕ2n(∑
l∈Z A˜lN+n
)2 + 2 ∞∑
n=p+1
(∑
l 6=0 A˜lN+n
)2
ϕ2n(∑
l∈Z A˜lN+n
)2
=: E1,1 + E1,2 + E1,3,
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and
E2 =
A˜20
(∑
l 6=0 ϕlN
)2
(∑
l∈Z A˜lN
)2 + 2 p∑
n=1
A˜2n
(∑
l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2
+ 2
N∑
n=p+1
A˜2n
(∑
l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2 + 2 ∞∑
n=N+1
A˜2n
(∑
l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2
=: E2,1 + E2,2 + E2,3 + E2,4.
First, we estimate E1,1 + E1,2/2. For the integer p = [N/2], we see that (N − 1)/2 ≤ p ≤ N/2
regardless of even and odd of N . Due to n ≤ N − n for 1 ≤ n ≤ p, applying (5.28) and (5.31), we
compute that
E1,1 +
E1,2
2
=
p∑
n=0
(∑
l 6=0 A˜lN+n
)2
ϕ2n(∑
l∈Z A˜lN+n
)2
<
p∑
n=0
1
C24
(R
ρ
)−2n
× 4C27
(R
ρ
)2N−2n
× α2
(
1 +
n
αR
)2(R
r0
)2n
<
4α2C27
C24
(
1 +
p
αR
)2 p∑
n=0
(R
ρ
)2N−4n(R
r0
)2n
≤

4α2C27
C24
Rr0
Rr0 − ρ2
(
1 +
N
2αR
)2(R
ρ
)2N
,
(R2
ρ2
>
R
r0
)
,
4α2C27
C24
N
2
(
1 +
N
2αR
)2(R
ρ
)2N
,
(R2
ρ2
=
R
r0
)
,
4α2C27
C24
ρ2
ρ2 −Rr0
(
1 +
N
2αR
)2(R
r0
)N
,
(R2
ρ2
<
R
r0
)
.
Setting
C10 := sup
N∈N
N3
(R
ρ
)N
≤
( 3
log ρ− logR
)3
e−3,
we obtain that
N3
(R
ρ
)2N
≤ C10
(R
ρ
)N
, (N ∈ N).
Thus, we see that E1,1 + E1,2/2 converges to 0 in the order of max{(R/ρ)N , N2(R/r0)N}.
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For E2,1 + E2,2/2, by using (5.36) we compute that
E2,1 +
E2,2
2
=
p∑
n=0
A˜2n(∑
l∈Z A˜lN+n
)2(∑
l 6=0
ϕlN+n
)2
<
p∑
n=0
(∑
l 6=0
ϕlN+n
)2
< α2C29
(
1 +
2N
αR
)2(R
r0
)2N p∑
n=0
(R
r0
)−2n
= α2C29
(
1 +
2N
αR
)2(R
r0
)2N 1− (r0/R)2p+2
1− (r0/R)2
< α2C29
1
(r0/R)2 − 1
(
1 +
2N
αR
)2(R
r0
)2N((r0
R
)N+2
− 1
)
< α2C29
(
1− R
r 0
)−1(
1 +
2N
αR
)2(R
r0
)N
Thus, E2,1 + E2,2/2 converges to 0 in N
2(R/r0)
N order.
Next, we estimate E1,3. Since A˜n > 0 for any n ∈ Z, and (N − 1)/2 ≤ p ≤ N/2, we compute that
E1,3
2
=
∞∑
n=p+1
(∑
l 6=0 A˜lN+n
)2
ϕ2n(∑
l∈Z A˜lN+n
)2 < ∞∑
n=p+1
ϕ2n <
( ∞∑
n=p+1
ϕn
)2
= α2
( ∞∑
n=1
(
1 +
n+ p
αR
)(R
r0
)n+p)2
= α2
[(R
r0
)p{(
1 +
p
αR
) R/r0
1−R/r0 +
1
αR
R/r0
(1−R/r0)2
}]2
< α2
(R
r0
)N−1{(
1 +
N
2αR
) R/r0
(1−R/r0)2 +
1
αR
R/r0
(1−R/r0)2
}2
=
α2C29
4
R
r0
(
1 +
N + 2
2αR
)2(R
r0
)N
(6.45)
from (5.32). ThereforeE1,3 converges to 0 in N
2(R/r0)
N order.
Next we compute E2,3. From n = p + 1, . . . , N we note that n > N − n, and thus, (R/ρ)n <
26
(R/ρ)N−n. Utilizing (5.28), (5.30) and (5.36), we calculate that
E2,3
2
=
N∑
n=p+1
A˜2n(∑
l∈Z A˜lN+n
)2(∑
l 6=0
ϕlN+n
)2
<
N∑
n=p+1
1
C24
(R
ρ
)2n−2N
× C26
(R
ρ
)2n
× α2C29
(
1 +
2N
αR
)2(R
r0
)2N−2n
=
α2C26C
2
9
C24
(
1 +
2N
αR
)2 N−p−1∑
n=0
(R
ρ
)2N−4n(R
r0
)2n
≤ α
2C26C
2
9
C24
(
1 +
2N
αR
)2 p∑
n=0
(R
ρ
)2N−4n(R
r0
)2n
≤

α2C26C
2
9
C24
r0R
r0R− ρ2
(
1 +
2N
αR
)2(R
ρ
)2N
,
(R2
ρ2
>
R
r0
)
.
α2C26C
2
9
C24
N
2
(
1 +
2N
αR
)2(R
ρ
)2N
,
(R2
ρ2
=
R
r0
)
,
α2C26C
2
9
C24
ρ2
ρ2 − r0R
(
1 +
2N
αR
)2(R
r0
)N
,
(R2
ρ2
<
R
r0
)
,
Using C10 similarly to the estimation of E1.1 + E1,2/2, we show that E2,3 converges to 0 in the order
of max{(R/ρ)N , N2(R/r0)N}.
Finally, applying (5.29), (5.30) and (5.35), we have
E2,4
2
=
∞∑
n=N+1
A˜2n(∑
l∈Z A˜lN+n
)2(∑
l 6=0
ϕlN+n
)2
<
∞∑
n=N+1
A˜2n(∑
l∈Z A˜lN+n
)2(∑
l∈Z
ϕl
)2
<
∞∑
n=N+1
1
C24
(R
ρ
)−N
× C26
(R
ρ
)2n
× α2C28
=
α2C26C
2
8
C24
(R
ρ
)−N ∞∑
n=N+1
(R
ρ
)2n
=
α2C26C
2
8
C24
(R
ρ
)−N (R/ρ)2(N+1)
1− (R/ρ)2
=
α2C26C
2
8
C24
(
1− R
2
ρ2
)−1(R
ρ
)N+2
.
(6.46)
We see that E2,4 converges to 0 in (R/ρ)
N order. Summarizing above all, we obtain (6.43).
Next we will estimate ‖∂hN,x/∂n‖2L2(∂Ω) + ‖∂hN,y/∂n‖2L2(∂Ω) in (4.24). Recalling (5.41), we put
the bound as
Right hand side of (5.41) =: ‖g‖2∞,r0 (E′1 + E′2).
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We write E′1 and E
′
2 as
E′1 = 2
p∑
n=1
n2
(∑
l 6=0 A˜lN+n
)2
ϕ2n(∑
l∈Z A˜lN+n
)2 + 2 ∞∑
n=p+1
n2
(∑
l 6=0 A˜lN+n
)2
ϕ2n(∑
l∈Z A˜lN+n
)2
=: E′1,2 + E
′
1,3,
and
E′2 = 2
p∑
n=1
n2A˜2n
(∑
l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2
+ 2
N∑
n=p+1
n2A˜2n
(∑
l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2 + 2 ∞∑
n=N+1
n2A˜2n
(∑
l 6=0 ϕlN+n
)2
(∑
l∈Z A˜lN+n
)2
=: E′2,2 + E
′
2,3 + E
′
2,4,
respectively. As we see that E′1,2 ≤ (N/2)2E1,2, E′2,2 ≤ (N/2)2E2,2, and E′2,3 ≤ N2E2,3, we estimate
E′1,3 and E
′
2,4. We use the following formula
∞∑
n=1
n2rn =
r(r + 1)
(1− r)3 ≤
2r
(1− r)3 , (0 < r < 1).
Similarly to (6.45), we have
E′1,3
2
=
∞∑
n=p+1
n2
(∑
l 6=0 A˜lN+n
)2
ϕ2n(∑
l∈Z A˜lN+n
)2 < ∞∑
n=p+1
n2ϕ2n <
( ∞∑
n=p+1
nϕn
)2
= α2
( ∞∑
n=1
(n+ p)
(
1 +
n+ p
αR
)(R
r0
)n+p)2
= α2
[(R
r0
)p{(
p+
p2
αR
) R/r0
1−R/r0
+
(
1 +
2p
αR
) R/r0
(1−R/r0)2 +
1
αR
R/r0(1 +R/r0)
(1−R/r0)3
}]2
<
α2C39
8
R
r0
(
1 +
N
2
+
N2 + 4N + 8
4αR
)2(R
r0
)N
.
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Therefore, E′1,3 converges to 0 in N
4(R/r0)
N order. Further, similarly to (6.46), we compute that
E′2,4
2
=
∞∑
n=N+1
n2A˜2n(∑
l∈Z A˜lN+n
)2(∑
l 6=0
ϕlN+n
)2
<
∞∑
n=N+1
n2A˜2n(∑
l∈Z A˜lN+n
)2(∑
l∈Z
ϕl
)2
<
∞∑
n=N+1
n2
C24
(R
ρ
)−N
× C26
(R
ρ
)2n
× α2C28
=
α2C26C
2
8
C24
(R
ρ
)−N ∞∑
n=N+1
n2
(R
ρ
)2n
=
α2C26C
2
8
C24
(R
ρ
)N { (R/ρ)2(1 + (R/ρ)2)
(1− (R/ρ)2)3 + 2N
(R/ρ)2
(1− (R/ρ)2)2 +N
2 (R/ρ)
2
1− (R/ρ)2
}
<
α2C26C
2
8
C24
(
1− R
2
ρ2
)−3
(N2 + 2N + 2)
(R
ρ
)N+2
.
We see that E′2,4 converges to 0 inN
2(R/ρ)N order. Consequently, the series of ∂hN/∂n is differentiable
term by term. Summarizing above all, we obtain (6.44).
Proof of Theorem 2.5. Finally, setting
a :=
R
min{ρ, r0} ,
and using (4.24), Lemma 6.1, and the Sobolev embedding theorem, we have the assertion of Theorem
2.5.
7. Numerical simulation
We numerically investigate the error in (4.24) against the number of the collocation points N . We
denote the error in (4.24) as
F (N) := C3
(∥∥∥∥∂hN∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,x∂n
∥∥∥∥2
L2(∂Ω)
+
∥∥∥∥∂hN,y∂n
∥∥∥∥2
L2(∂Ω)
)
for the simple description in this section. From ∂hN/∂n(Re
iθ) = S(θ)−∂gN/∂n(Reiθ), we can compute
the above error function F (N). Figure 2 shows the relationship between the error F (N) and N from
2 to 30. We calculate the numerical integration on ∂Ω by the trapezoidal rule. The vertical axes of
Fig. 2 are shown in the logarithmic scale. Since we observe that the error F (N) is linearly decreasing
against N as in Fig. 2 (a), we see that the error between g and gN decays exponentially in numerics.
Figure 2 (b) is the numerical result with the same parameters as Fig. 2 (a) except for the Gauss kernel
Φ(r) = e−r
2
. It is observed that the error F (N) is also linearly decreasing as varying the number of
N . Fig. 2 (c) shows that the numerical result with Φ(r) = e−αr/
√
r and P = 0.4eipi/3. The error is
periodically decreasing. Moreover, it is observed that the error becomes small when N is a multiple
of 6. This seems to be due to that the situation when N is a multiple of 6 has the nearest collocation
point on Repi/3i.
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Figure 2: The numerical results of the error F (N) = C3(‖∂hN/∂n‖2L2(∂Ω) + ‖∂hN,x/∂n‖2L2(∂Ω) + ‖∂hN,y/∂n‖2L2(∂Ω))
against N with the parameters same as Fig. 1 (b). The vertical and horizontal axes correspond to F (N) and N ,
respectively. The vertical axis is plotted on the logarithmic scale. (a) Φ(r) = e−αr/
√
r and P = 0.2eipi/3, (b) Φ(r) = e−r
2
and P = 0.2eipi/3 and (c) Φ(r) = e−αr/
√
r and P = 0.4eipi/3.
8. Discussions
In this paper, we have constructed the approximate solution for the Neumann boundary problem
of the modified Helmholtz equation in the disk domain by the MFS. We have shown the sufficient
condition of the existence of the approximate solution by analyzing the eigenvalues of the cyclic matrix
associated by the MFS. In [5], the sufficient and necessary condition for the existence and convergence
of the approximate solution in the Dirichlet problems of the Laplace equation has been reported by
using the property of the fundamental solution, log(|x|). Although our analysis provided the only
sufficient, and restricted, condition of the existence of the approximate solution, it may be relaxed.
The necessary condition is left for future work.
Reducing the error into the difference of the function s on ∂Ω and normal derivative of the ap-
proximate solution gN as the boundary integrations, we established the algorithm to calculate the
error bound. This enabled us to estimate the error between the exact solution g and the approximate
solution gN a priori. We have shown that the error converges to 0 with N
2aN order with 0 < a < 1
and number of collocation points N . In [5], it has been shown that the error of the exact solution
and approximate solution for the Laplace equation of the Dirichlet problem converges to 0 in expo-
nential order. The reason for the difference of the degree of N is a result of the set of the Neumann
boundary condition, and thus calculating the normal derivative of the modified Bessel function of first
kind. Furthermore, this error estimation enables us to compute the error without constructing the
exact solution a posteriori in numerical simulations as in Section 7. As demonstrated in Section 7,
we have shown that the decay order of the error is exponential in the numerics against the number
of collocation points N . In addition, we remark that we can introduce the numerical verification for
the numerics of the MFS if we compute the error as the boundary integrations with the numerical
verification.
As explained in Section 5, the Fourier coefficients, an, A˜n, and sˆnA˜n/f(ω
n) play important roles in
the analysis of the error estimate. Lemmas for an, An, and A˜n originally come from the property of the
modified Bessel functions of the first and second kinds. If the fundamental solution can be expanded
to the Fourier series, the method considered in this paper may be applicable to other problems with
another differential operator in the MFS in general. In addition, as the earlier studies succeeded in
extending the results obtained in the disk domain to the general domain in the case of the Laplace
equation, we plan to intensify our investigation for the extension thereof in the future by using the
results in this paper.
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Appendix A. Exact solution
We will show that the function g(reiθ) given in (2.4) satisfies equations (2.1). Changing the variables
in (2.1) as
g(x, y) = g(r cos θ, r sin θ) = v(r, θ), r =
√
x2 + y2, θ = arctan
y
x
,
we have
∆g =
∂2v
∂r2
+
1
r
∂v
∂r
+
1
r2
∂2v
∂θ2
,
∂g
∂n
= ∇g · n = vr.
Thus, (2.1) is rewritten by
(A.1)
 vrr +
1
r
vr +
1
r2
vθθ − α2v = 0, r ∈ (0, R], θ ∈ [0, 2pi),
vr(R, θ) = S(θ), θ ∈ [0, 2pi).
Proof of Proposition 2.3. From differentiation term by term in (2.4), we compute that
gr(re
iθ) =
∑
n∈Z
ane
inθ = S(θ),
which implies the second equation of (A.1). For the first equation of (A.1), we may prove for each
n ∈ Z. Hence, the function In(αr)einθ satisfies the first equation of (A.1).
Changing the variable r = r˜/α, this reduces to the fact that the modified Bessel function In(r˜) is
a bounded solution at r˜ = 0 of the differential equation with respect to ξ = ξ(r˜):
r˜2ξr˜r˜ + r˜ξr˜ − (n2 + r˜2)ξ = 0.
Thus, the function In(r˜)e
inθ satisfies r˜2vr˜r˜ + r˜vr˜ + vθθ − r˜2v = 0.
Appendix B. Lagrangian interpolation polynomial
In this section we explain the way of the calculation of G−1. To describe the cyclic matrix by a
polynomial we introduce the following N ×N matrix:
J =

0 1 · · · 0
...
. . .
. . .
...
0
. . . 1
1 0 · · · 0
 .
Using this matrix, we can represent the matrix G as
G = c0I + c1J + c2J
2 + · · ·+ cN−1JN−1,
where I is the identity matrix. Supposing G−1 is also the cyclic matrix, we set it as
G−1 = b0I + b1J + b2J2 + · · ·+ bN−1JN−1.
For these polynomials, we define the following polynomials as
f(x) =
N−1∑
j=0
cjx
j ,
f−1(x) :=
N−1∑
j=0
bjx
j .
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As GG−1 = I, we see that f(x)f−1(x) = 1 by putting x = J . Furthermore, as G and G−1 are
cyclic, and xn = 1, the polynomial f(x) and f−1(x) with xn = 1 are the eigenvalues of G and G−1,
respectively. Then we see that f(x)f−1(x)− 1 is divisible by xn − 1. This implies that
f(ωj)f−1(ωj) = 1, (j = 0, . . . , N − 1).
Assuming f(ωj) 6= 0, we have f−1(ωj) = 1/f(ωj), j = 0, . . . , N−1. Using the Lagrangian interpolation
polynomial to obtain the coefficients of g(x) yields
f−1(x) =
n−1∑
j=0
∏
k 6=j,0≤k≤N−1(x− ωk)∏
k 6=j(ωj − ωk)
1
f(ωj)
.
We calculate the numerator and denominator, respectively. The numerator is computed as
∏
k 6=j,0≤k≤N−1
(x− ωk) =
N−1∏
k=0
(x− ωk)
x− ωj
=
xN − 1
x− ωj
=
1
ωj
1− (ω−jx)N
1− ω−jx
=
1
ωj
N−1∑
k=0
(ω−jx)k.
The denominator is calculated as∏
k 6=j
(ωj − ωk) = lim
x→ωj
xN − 1
x− ωj
= lim
x→ωj
NxN−1 = Nω−j .
Therefore, we see that
f−1(x) =
1
N
N−1∑
j=0
N−1∑
k=0
(ω−jx)k
f(ωj)
=
1
N
N−1∑
k=0
N−1∑
j=0
1
ω−jkf(ωj)
xk
Finally we obtain the exact form of the components of G−1 as
bk =
1
N
N−1∑
j=0
1
ω−jkf(ωj)
, (k = 0, . . . , N − 1).
Appendix C. Proof of Lemma 4.1
In this section, we explain the proof of the Lemma 4.1. We suppose Ω := B(0, R) ⊂ R2. We define
the functional space Cm,p(Ω) as follows:
Cm,p(Ω) = {u ∈ Cp(Ω)| Dαu ∈ Lp(Ω), (|α| ≤ m)},
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where |α| = α1 + · · · + αn is the multi index, and Dαu = ∂|α|u/(∂xα11 · · · ∂xαnn ). As a preparation,
we first show the inequality (4.23) for u ∈ C1,2(Ω¯), and thereafter, we prove the inequality (4.23) for
u ∈ H1(Ω) by using the density. We calculate that
u2(R, θ) =
1
R2
∫ R
0
∂
∂r
(r2u2(r, θ))dr
=
2
R2
∫ R
0
(r2uur + ru
2)(r, θ)dr
Since ∇u · (x1, x2) = rur(sin2 θ + cos2 θ) = rur, and from the Schwarz inequality, we have
u2(R, θ) =
2
R2
∫ R
0
(
ru∇u · (x1, x2) + ru2
)
(r, θ)dr
≤ 2
R2
∫ R
0
r
(
R|u||∇u|+ u2) (r, θ)dr.
Thus we see that
‖u‖2L2(∂Ω) = R
∫ 2pi
0
u(R, θ)2dθ
≤ 2
R
∫
Ω
(R|u||∇u|+ u2)dx1dx2
≤
(
‖u‖2L2(Ω) + ‖∇u‖2L2(Ω)
)
+
2
R
‖u‖2L2(Ω)
≤
(
1 +
2
R
)
‖u‖2H1(Ω) .
(C.1)
Proof of Lemma 4.1. We show the inequality (4.23) for u ∈ H1(Ω) by using the density. As C1,2(Ω)
is dense in H1(Ω), for any u ∈ H1(Ω), there exists a sequence {un}n∈N ⊂ C1,2(Ω) such that ‖u −
un‖H1(Ω) → 0, (n→∞). Using the inequality (C.1), we see that
‖un − um‖L2(∂Ω) ≤
√
1 +
2
R
‖un − um‖H1(Ω)
≤
√
1 +
2
R
(
‖un − u‖H1(Ω) + ‖u− um‖H1(Ω)
)
→ 0.
This implies that {un}n∈N ⊂ C1,2(Ω) is the Cauchy sequence in L2(∂Ω). Then, there exists a function
v ∈ L2(∂Ω) such that ‖un − v‖2L2(∂Ω) → 0, (n → ∞). Thus, for any u ∈ H1(Ω), a function v in
L2(∂Ω) is determined. We define the trace of u ∈ H1(Ω) in ∂Ω as
u|∂Ω := v.
Next we show that the determination of u|∂Ω does not depend on the choice of the sequences in C1,2(Ω).
We consider other sequence in C1,2(Ω) that converges to u ∈ H1(Ω). Suppose that for any u ∈ H1(Ω),
there exists another sequence {vn} in C1,2(Ω) such that ‖u − vn‖H1(Ω) → 0, (n → ∞). Then we
compute that
‖v − vn‖L2(∂Ω) ≤ ‖v − un‖L2(∂Ω) + ‖un − vn‖L2(∂Ω)
≤ ‖v − un‖L2(∂Ω) +
√
1 +
2
R
(
‖un − u‖H1(Ω) + ‖u− vn‖H1(Ω)
)
→ 0, (n→ 0).
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Then u|∂Ω is well defined. Finally, we show the inequality (4.23) as
‖u‖L2(∂Ω) = ‖v‖L2(∂Ω) = lim
n→∞ ‖un‖L2(∂Ω)
≤ lim
n→∞
√
1 +
2
R
‖un‖2H1(Ω)
=
√
1 +
2
R
‖u‖2H1(Ω) .
Acknowledgments
The authors would like to thank Professor Mitsuhiro Nakao of Waseda University for the fruitful
suggestions for the error estimation in Section 4. This work was supported in part by JST CREST
Grant Number JPMJCR14D3 to S.-I. E., JSPS KAKENHI Grant Number 15H03613 to H. O., and
JSPS KAKENHI Grant Numbers 17K14228 and 20K14364 to Y. T..
References
[1] A. H. Barnett, T. Betcke, Stability and convergence of the Method of Fundamental Solutions for
Helmholtz problems on analytic domains, J. Comput. Phys. 227 (2008) 7003-7026
[2] S.-I. Ei, The motion of a spot solution in a bounded domain, in preparation.
[3] R. R. Gaunt, Inequalities for modified Bessel functions and their integrals, J. Math. Anal. Appl.
420 (2014) 373-386
[4] M. Katsurada, Asymptotic error analysis of the charge simulation method in a Jordan region with
an analytic boundary, J. Fac. Sci., Univ. Tokyo, Sect. 1A, Math. 37 (1990) 635-657
[5] M. Katsurada, H. Okamoto, A mathematical study of the charge simulation method I, J. Fac.
Sci., Univ. Tokyo, Sect. 1A, Math. 35 (1988) 507-518.
[6] A. Laforgia, P. Natalini, Some inequalities for modified Bessel functions, J. Inequal. Appl. (2010),
Art. ID 253035, 10 pp.
[7] X. Li, Convergence of the method of fundamental solutions for solving the boundary value problem
of modified Helmholtz equation, Applied Mathematics and Computation 159 (2004) 113-125
[8] X. Li, Rate of convergence of the method of fundamental solutions and hyperinterpolation for
modified Helmholtz equations on the unit ball, Adv. Comput. Math., 29 (2008) 393-413
[9] Z. C. Li, M. G. Lee, H. T. Huang, J. Y. Chaing, Neumann problems of 2D Laplace’s equation by
method of fundamental solutions, Appl. Numer. Math., 119 (2017) 126-145
[10] R. B. Paris, An inequality for the Bessel function Jν(νx), SIAM J. Math. Analysis 15 (1) (1984),
203-205.
[11] K. Sakakibara, Asymptotic analysis of the conventional and invariant schemes for the method
of fundamental solutions applied to potential problems in doubly-connected regions, Jpn. J. Ind.
Appl. Math. 34 (2017), no. 1, 177-228.
[12] J. Segura, Bounds for ratios of modified Bessel functions and associated Tura´n-type inequalities,
J. Math. Anal. Appl.374 (2011) 516-528
[13] G. N. Watson, A threatise on the of Bessel functions, Second ed., Cambridge University Press,
London, 1944.
34
