Introduction
Cauchy's problem is one of the main problems in the theory of differential equations, which comes down to finding a solution (integral) of the differential equation that satisfies initial conditions (original data).
Over many years, a numerical solution of the Cauchy's problem has been the focus of attention by scientists as it is widely used in different areas of science and technology. That is why there are a large number of developed methods for it. In spite of this, however, new methods are being devised, some of them with better properties than those preceding.
Cauchy's problem usually emerges during analysis of the processes predetermined by the differential law and original state. Mathematical notation of such equations is an equation and the initial condition.
The difference between the boundary-value problems and the Cauchy's problem is that the region over which the desired solution should be determined is not specified in the latter in advance. However, the Cauchy's problem can be considered as one of the boundary-value problems.
Literature review and problem statement
Numerical methods of the Cauchy's problem solution are divided into 3 groups [1] :
-one-point; -multipoint (methods of prediction and correction); -methods with automatic choice of integration step.
The one-point methods include methods that have certain common features, such as:
1. Underlying all one-point methods is the function decomposition into Taylor's series, which preserves members that have h in a power to k inclusive. An integer k is called the order of the method. Error on a step has an order of k+1.
2. All one-point methods do not require a valid computation of derivatives, because only the function itself is calculated, however, one may require its values in some intermediate points. This entails, of course, additional cost of time and effort.
3. In order to receive information in a new point, it is necessary to have data only from the previous point. This property can be called "self-starting". A capability to "self-start" makes it possible to easily change the magnitude of step h. 
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4. Compared with the one-point methods, the methods of prediction and correction possess a number of special features [2] . 1) To implement the methods of prediction and correction, it is necessary to have information about several of the previous points (they do not belong to the "self-starting" methods), which is why, in order to obtain additional information, it is necessary to apply the one-point method. If in the process of solving differential equations by the method of prediction and correction the step changes, then one has typically to switch over temporarily to the one-point method.
2) One-point methods and methods of prediction and correction provide approximately the same accuracy of the results. However, the latter, in contrast to the former, make it possible to estimate only an error in a step. For this reason, when employing the one-point methods, the magnitude of step h is typically chosen slightly smaller than it is required, which is why the methods of prediction and correction prove to be the most effective.
3) When applying the Runge-Kutta method [2] of the fourth-order accuracy, at each step one has to calculate four values of the functions, but for the convergence of the method of prediction and correction of the same order of accuracy, it is often sufficient to have two values of the function. That is why methods of prediction and correction require almost twice less computing time than the Runge-Kutta methods of comparable accuracy.
To solve differential equation There are methods of differential transformation (MDT) of solution to the Cauchy's problem. Basic definitions and fundamental theorems of a one-dimensional MDT and its suitability for different types of differential and integraldifferential equations are given in [4] .
A reliable, yet very simple, numerical method to solve different cases of a singular Cauchy-type integral equation is developed in [5] . For this purpose, first Bernstein polynomials are derived, which are used to approximate a solution of the given singular integral equation. This, however, leads to solving the system of linear algebraic equations (SLAE), which sometimes is difficult to resolve.
Article [6] examines numerical solution of the class of systems of singular integral Cauchy's equations with constant coefficients. The proposed procedure consists of two main stages: the first is to consider a modified problem, equivalent to the original under appropriate conditions, the second is to bring its solution using a vector of polynomial functions. But the solution comes down to solving the linear systems.
By applying the Haar functions [7] , it is possible to receive a solution with a very small error, more accurate in some cases than the solution derived by the second order Runge-Kutta method. But the function must be superimposed with certain conditions.
The aim and objectives of the study
The goal of present work is to construct a numerical method to solve the Cauchy's problem for ordinary first order differential equations, which would yield more accurate results than the classical methods. The new method should not require solving a system of linear algebraic equations and should not require superimposing of conditions on the function.
To accomplish the goal, the following tasks have been set: -to develop a new interpolation numerical method, employing the apparatus of non-classical Newton's minorants in order to solve the Cauchy's problem for ordinary first order differential equations;
-to prove the computational stability and convergence of the method;
-to assess accuracy of the solution and error of the method.
Materials and methods for examining a solution to the
Cauchy's problem
1. Formulae of the minorant type for the approximated calculation of definite integrals
There are a number of approaches in order to construct formulae for the approximated calculation of definite integrals: replacing an integrand function with interpolation polynomial [8] , the use of Bernoulli numbers and polynomials [9] . In practice, however, most often used are quadrature formulae of the interpolation type. A question then arose: is it at all possible to employ the apparatus of non-classical minorants of Newton's functions, assigned in a tabular form, to solve the Cauchy's problem as well? In this case, the new method would not have to solve SLAE since this is a cumbersome process. In [10] , the apparatus of non-classical minorants of Newton's functions, assigned in a tabular form, was used for finding zeros of the function.
Assume that it is required to compute a definite integral
Without loss of generality, we shall consider that
where
where ( ) R f is the remainder. Calculate
The resulting formula is called a small formula of the minorant type [11] for approximated calculation of definite integrals.
Let us prove that
Actually, 
In order to record the constructed formula of the minorant type for calculating definite integrals, we shall split the interval of integration [ ] ,
Since at ( ) ( )
The resulting formula is called a combined formula of the minorant type [11] for an approximate calculation of definite integrals.
We shall estimate the remainder ( ) n R f for the constructed formula of the minorant type. Since ( ) (
d ,
If we assume that function ( ) 
Thus, the following theorem holds. 
n is monotonous, the formula (12) holds and the evaluation of accuracy is performed 
that is, a quadrature formula (12) will be of second-order accuracy.
The quadrature formula constructed has the same complexity and the same order of accuracy (in case the conditions of Theorem 1 or 2 are fulfilled) compared with the quadrature formula of trapezoids. At the same time, if func-
then the quadrature formula of the minorant type produces the exact value of the desired integral. This is the advantage of the method.
Results of research into an interpolation numerical method to solve the Cauchy's problem for ordinary first order differential equations

1. Algorithm of the method to solve the Cauchy's problem for ordinary first order differential equations
Consider the Cauchy's problem for ordinary first order differential equation 
where L is some constant while ( ) ,� , + x x a a system of points 0 1 , , , ,
Then, by employing the apparatus of non-classical minorants and diagrams of the Newton's functions, assigned in a tabular form, we shall build interpolation numerical method for solving the problem (19), (20). That is, we shall develop a method for finding the approximated values 
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where N is some constant, then the approximated values 1 2 , , , , … n y y y found from formula (7) 
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By employing the Lipschitz condition for function
And based on condition (29), we obtain 
is satisfied, then at this step
will be searched for by formula ( ) ( ) 1 1 , .
We shall find at which condition this iterative process converges. An attribute of the end of the iterative process is the condition:
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That is why ( ) ( )
By employing the Lipschitz condition at variable y for ( , ), f x y we receive ( 1) ( ) 1 ( ) ( ) ( ) . 1
( ).
It follows from what we received that at 1 < hL the iterative process converges.
Because a Newton's minorant consists of convex arcs, this method produces more accurate results than known two-point methods, in the case when the function ( ) Then, instead of formula (22) to calculate the approximated values of solution ( ) = y y x in points 1 2 , , ..., , n x x x we shall receive formula ( )
If we denote We obtain ( ) 
That is why 
n we receive By denoting 0 1 max ( ) ( ).
We shall obtain ( )
(1 ) is the solution obtained employing the Runge-Kutta method. Thus, the new interpolation method produces a solution that is very close to the exact solution.
As one can see, it is necessary to run a lot of iterations in order to solve the Cauchy's problem by the new method, which is the main shortcoming of the method.
Conclusions
1. We developed and constructed an interpolation numerical method to solve the Cauchy's problem for ordinary first order differential equations. Underlying the method is the so-called apparatus of non-classical minorants and diagrams of Newton's functions, assigned in a tabular form. In the case of a convex function, this method produces more accurate results than the Euler's method. The method also does not require solving the systems of linear algebraic equations or superimposing additional conditions on the equations.
2. The order of accuracy is proven, as well as computational stability, convergence of the new method, and an error of approximated value is estimated by the new method. The method has a second order of accuracy, similar to the Euler's method, yet produces more accurate results in the case of a convex function.
