We consider policy evaluation in infinite-horizon discounted Markov decision problems (MDPs) with infinite spaces. We reformulate this task a compositional stochastic program with a function-valued decision variable that belongs to a reproducing kernel Hilbert space (RKHS). We approach this problem via a new functional generalization of stochastic quasi-gradient methods operating in tandem with stochastic sparse subspace projections. The result is an extension of gradient temporal difference learning that yields nonlinearly parameterized value function estimates of the solution to the Bellman evaluation equation. Our main contribution is a memory-efficient non-parametric stochastic method guaranteed to converge exactly to the Bellman fixed point with probability 1 with attenuating step-sizes. Further, with constant step-sizes, we obtain mean convergence to a neighborhood and that the value function estimates have finite complexity. In the Mountain Car domain, we observe faster convergence to lower Bellman error solutions than existing approaches with a fraction of the required memory.
Policy Evaluation in Markov Decision Processes
We consider an autonomous agent acting in an environment defined by a Markov decision process (MDP) (Sutton and Barto, 1998) with continuous spaces, which is increasingly relevant to emerging technologies such as robotics (Kober et al., 2013) , power systems (Scott et al., 2014) , and others. A MDP is a quintuple (X , A, P, r, γ), where P is the action-dependent transition probability of the process: when the agent starts in state x t ∈ X ⊂ R p at time t and takes an action a t ∈ A, a transition to next state y t ∈ X is distributed according to y t ∼ P(· x t , a t ). After the agent transitions to a particular y t , the MDP provides to it an instantaneous reward r(x t , a t , y t ), where the reward function is a map r : X × A × X → R. We focus on the problem of policy evaluation: control decisions a t are chosen according to a fixed stationary stochastic policy π : X → ρ(A), where ρ(A) denotes the set of probability distributions over A. Policy evaluation underlies methods that seek optimal policies through repeated evaluation and improvement (Lagoudakis and Parr, 2003) . In policy evaluation, we seek to compute the value of a policy when starting in state x, quantified by the discounted expected sum of rewards, or value function V π (x):
γ t r(x t , a t , y t ) x 0 = x, {a t = π(x t )} ∞ t=0 .
For a single trajectory through the state space X , y t = x t+1 . The value function (1) is parameterized by a discount factor γ ∈ (0, 1), which determines the agent's farsightedness. Decomposing the summand in (1) into its first and subsequent terms, and using both the stationarity of the transition probability and the Markov property yields the Bellman evaluation equation (Bellman, 1957) :
[r(x, π(x), y) + γV (y)]P(dy x, π(x)) for all x ∈ X ,
The right-hand side of (2) defines a Bellman evaluation operator B π : B(X ) → B(X ) over B(X ), the space of bounded continuous value functions V : X → R:
[r(x, π(x), y) + γV π (y)]P(dy x, π(x)) for all x ∈ X , (Bertsekas and Shreve, 1978) [Proposition 4.2(b) ] establishes that the stationary point of (3) is V π , i.e., (B π V π )(x) = V π (x). As a stepping stone to finding optimal policies in infinite MDPs, we seek here to find the fixed point of (3). Specifically, the goal of this work is stable value function estimation in infinite MDPs, with nonlinear parameterizations that are allowed to be infinite, but are nonetheless memory-efficient.
Challenges To solve (3), fixed point methods, i.e., value iteration (V k+1 = B π V k ), have been proposed (Bertsekas and Shreve, 1978) , but only apply when the value function can be represented by a vector whose length is defined by the number of states and the state space is small enough that the expectation 2 in B can be computed. For large spaces, stochastic approximations of value iteration, i.e., temporal difference (TD) learning (Sutton, 1988) , have been utilized to circumvent this intractable expectation. Incremental methods (least-squares TD) provide an alternative when V (x) has a finite linear parameterization (Bradtke and Barto, 1996) , but their extensions to infinite representations require infinite memory (Powell and Ma, 2011) or elude stability (Xu et al., 2005) .
Solving the fixed point problem defined by (3) requires surmounting the fact that this expression is defined for each x ∈ X , which for continuous X ⊂ R p has infinitely many unknowns. This phenomenon is one example of Bellman's curse of dimensionality (Bellman, 1957) , and it is frequently sidestepped by parameterizing the value function using a finite linear (Tsitsiklis and Van Roy, 1997; Melo et al., 2008) or nonlinear (Bhatnagar et al., 2009 ) basis expansion. Such methods have paved the way for the recent success of neural networks in value function-based approaches to MDPs (Mnih et al., 2013) , but combining TD learning with different parameterizations may cause divergence (Baird, 1995; Tsitsiklis and Van Roy, 1997) : in general, the representation must be tied to the stochastic update (Jong and Stone, 2007) to ensure both the parameterization and the stochastic process are stable.
Contributions Our main result is a memory-efficient, non-parametric, stochastic method that converges to the Bellman fixed point almost surely when it belongs to a reproducing kernel Hilbert space (RKHS). Our approach is to reformulate (2) as a compositional stochastic program (Section 2), a topic studied in operations 1. In MDPs more generally, we choose actions {at} ∞ t=1 to maximize the reward accumulation starting from state x, i.e., V (x, {at} ∞ t=0 ) = Ey ∞ t=0 γ t r(xt, at, yt) x 0 = x, {at} ∞ t=0 . For fixed π, this simplifies to (1). 2. The integral in (2) defines a conditional expectation: V π (x) = Ey[r(x, π(x), y) + γV π (y)] x, π(x)].
research (Shapiro et al., 2014 ) and probability (Korostelev, 1984; Konda and Tsitsiklis, 2004) . These problems motivate stochastic quasi-gradient (SQG) methods which use two time-scale stochastic approximation to mitigate the fact that the objective's stochastic gradient is biased with respect to its average (Ermoliev, 1983) . Here, we use SQG for policy evaluation in infinite MDPs (finite MDPs addressed in (Bhatnagar et al., 2009; ).
In (2), the decision variable is a continuous function, which we address by hypothesizing the Bellman fixed point belongs to a RKHS (Kimeldorf and Wahba, 1971; Slavakis et al., 2013) . However, a function in a RKHS has comparable complexity to the number of training samples processed, which could be infinite (an issue ignored in many kernel methods for MDPs (Ormoneit and Sen, 2002; Xu et al., 2005; Taylor and Parr, 2009; Powell and Ma, 2011; Grünewälder et al., 2012; Farahmand et al., 2016; Dai et al., 2016) ). We will tackle this memory bottleneck by requiring memory efficiency in both the function sample path and in its limit.
To find a memory-efficient sample path in the function space, we generalize SQG to RKHSs (Section 3), and combine this generalization with greedily-constructed sparse subspace projections (Section 3.1). These subspaces are constructed via matching pursuit (Pati et al., 1993; Lever et al., 2016) , a procedure motivated by the facts that (a) kernel matrices induced by arbitrary data streams likely violate requirements for convexrelaxation-based sparsity (Candes, 2008) , and (b) parsimony is more important than exact recovery since SQG iterates are not the target signal but rather a point along the convergence path to Bellman fixed point. Rather than unsupervised forgetting (Engel et al., 2003) , we tie the projection-induced error to stochastic descent (Koppel et al., 2016) which keeps only those dictionary points needed for convergence (Sec. 4).
As a result, we conduct functional SQG descent via sparse projections of the SQG. This maintains a moderate-complexity sample path exactly towards V * , which may be made arbitrarily close to the Bellman fixed point by decreasing the regularizer. By generalizing the relationship between SQG and supermartingales in (Wang et al., 2017) to Hilbert spaces, we establish that the sparse projected SQG sequence converges almost surely to the Bellman fixed point with decreasing learning rates, and converges in mean while maintaining finite complexity when constant learning rates are used (Section 4).
Policy Evaluation as Compositional Stochastic Programming
We turn to reformulating the functional fixed point problem (3) defined by Bellman's equation so that it may be identified with a nested stochastic program. We note that the resulting domain of this problem is intractable, and address this by hypothesizing that the Bellman fixed point belongs to a RKHS, which, in turn, requires the introduction of regularization.
We proceed with reformulating (3): subtract the value function V π (x) that satisfies the fixed point relation from both sides, and then pull it inside the expectation:
Value functions satisfying (4) are equivalent to those which satisfy the quadratic expression 0 =
2 , which is null for all x ∈ X . Solving this expression for every x may be achieved by considering this expression in an initialization-independent manner. That is, integrating out x, the starting point of the trajectory defining the value function (1), as well as policy π(x), yields the compositional stochastic program:
whose solutions coincide exactly with the fixed points of (3).
(5) defines a functional optimization problem which is intractable when we search over all bounded continuous functions B(X ). However, when we restrict B(X ) to a Hilbert space H equipped with a unique reproducing kernel, i.e., an inner product-like map κ : X × X → R such that
we may apply the Representer Theorem to transform the functional problem (5) into a parametric one (Kimeldorf and Wahba, 1971; Schölkopf et al., 2001; Norkin and Keyzer, 2009 ) In a RKHS, the optimal function f ∈ H of (5) then takes the form
where x n is a realization of the random variable x. Thus, f ∈ H is an expansion of kernel evaluations only at training samples. We refer to the upper summand index N in (7) in the kernel expansion of f ∈ H as the model order, which here coincides with the training sample size. Common kernel choices are polynomials and radial basis (Gaussian) functions, i.e., κ(x, x ) = x T x + b c and κ(x, x ) = exp{− x − x 2 2 /2c 2 }, respectively. In (6), property (i) is called the reproducing property, which follows from Riesz Representation Theorem (Wheeden et al., 1977) . Replacing f by κ(x , ·) in (6) (i) yields the expression κ(x , ·), κ(x, ·) H = κ(x, x ), the origin of the term "reproducing kernel." Moreover, property (6) (ii) states that functions f ∈ H admit a basis expansion in terms of kernel evaluations (7). Function spaces of this type are referred to as reproducing kernel Hilbert spaces (RKHSs). For universal kernels the kernel is universal (Micchelli et al., 2006) , e.g., a Gaussian, a continuous function over a compact set may be approximated uniformly by one in a RKHS.
Subsequently, we seek to solve (5) with the restriction that V ∈ H, and independent and identically distributed samples (x t , π(x t ), y t ) from the triple (x, π(x), y) are sequentially available, yielding (8) is needed to apply the Representer Theorem (7) (Schölkopf et al., 2001) . Thus, policy evaluation in infinite MDPs (8) is both a specialization of compositional stochastic programming (Wang et al., 2017) to an objective defined by dynamic programming, and a generalization to the case where the decision variable is not vector-valued but is instead a function.
Functional Stochastic Quasi-Gradient Method
To apply functional SQG to (8), we differentiate the compositional objective L(V ), which is of the form
, and then consider its stochastic estimate. Consider the Frechét derivative of L(V ):
On the first line, we pull the differential operator inside the expectation, and on the second line we make use of the chain rule and reproducing property of the kernel (6)(i). For future reference, we define the expression
=δ as the average temporal difference (Sutton, 1988) . To perform stochastic descent in function space H, we need a stochastic approximate of (9) evaluated at a stateaction-state triple (x, π(x), y), which together with the regularizer yields
where δ := r(x, π(x), y) + γV (y) − V (x) is defined as the (instantaneous) temporal difference. Observe that we cannot obtain unbiased samples of ∇ V J(V, δ; x, π(x), y) due to the fact that the terms inside the inner expectations in (9) are dependent, a problem first identified in ) for finite MDPs. Therefore, we require a method that constructs a coupled stochastic descent procedure by considering noisy estimates of both terms in the product-of-expectations expression in (9).
Due to the fact that the first term [γκ(y, ·) − κ(x, ·)] in (10) is a difference of kernel maps, building up its total expectation will, in the limit, be of infinite complexity (Kivinen et al., 2004) . Thus, we propose instead to construct a sequence based on samples of the second term. That is, based on realizations of δ, we consider a fixed point recursion that builds up an estimate ofδ by defining a scalar sequence z t as
where we define δ t (Sutton, 1988) as the temporal difference at time t in (11) Thus, (11) approximately averages the temporal difference sequence δ t : z t estimatesδ t , and β t ∈ (0, 1) is a learning rate.
To define a stochastic descent step, we replace the first term inside the outer expectation in (9) with its instantaneous approximate, i.e., [γκ(y t , ·) − κ(x t , ·)], evaluated at a sample triple (x t , π(x t ), y t ), which yields the stochastic quasi-gradient step (Ermoliev, 1983; Wang et al., 2017 )
where the coefficient (1 − α t λ) comes from the regularizer, and α t is a positive scalar learning rate. This update is a stochastic quasi-gradient step because the true stochastic gradient of J(V ) is (γκ(y t , ·)−κ(x t , ·))δ t , but this estimator is biased with respect to its average ∇ V J(V ) since the terms in this product are correlated. By replacing δ t by auxiliary variable z t+1 this issue may be circumvented in the construction of coupled supermartingales (Section 4). Kernel Parameterization Suppose V 0 = 0 ∈ H. Then the update in (12) at time t, making use of the Representer Theorem (7), implies the functionṼ t is a kernel expansion of past states (x t , y t ) aŝ
On the right-hand side of (13) we introduce the notation v n = x n for n even and v n = y n for n odd, and:
T . The kernel expansion in (13), together with the functional update (12), yields the fact that functional SQG in H amounts to the following updates on the kernel dictionary X and coefficient vector w:
Observe that this update causes X t+1 to have two more columns than X t . We define the model order as number of data points M t in the dictionary at time t, which for functional stochastic quasi-gradient descent is M t = 2(t − 1). Asymptotically, then, the complexity of storingV t (x) is infinite.
Sparse Stochastic Subspace Projections
Since the update (12) has complexity O(t) due to the parameterization induced by RKHS (Kivinen et al., 2004; Koppel et al., 2016) , it is impractical in settings with streaming data or arbitrarily large training sets. We address this issue by replacing the stochastic descent step (12) with an orthogonally projected variant (Koppel et al., 2016) , where the projection is onto a low-dimensional functional subspace H Dt+1 of H, i.e.,
where α t again is a scalar step-size, and
for some collection of sample instances {d n } ⊂ {x u } u≤t . The interpretation of the un-projected function SQG method (12) (Section 3) in terms of subspace projections is in Appendix A.1, motivating (15).
We proceed to describe the construction of these subspace projections. Consider subspaces H D ⊆ H that consist of functions that can be represented using some dictionary
e. initial dict., coeffs., and aux. variable null for t = 0, 1, 2, . . . do Obtain trajectory realization (x t , π(x t ), y t ) Compute the temporal difference and update the auxiliary sequence z t+1 [cf. (11)]:
Compute unconstrained functional stochastic quasi-gradient step [cf. (12)]
Obtain greedy compression of function parameterization via Algorithm 2
end for resulting kernel matrix from this dictionary. We enforce function parsimony by selecting dictionaries D that
Coefficient update The update (15), for a fixed dictionary D t+1 ∈ R p×Mt+1 , may be expressed in terms of the parameter space of coefficients only. To do so, first define the stochastic quasi-gradient update without projection, given function V t parameterized by dictionary D t and coefficients w t , as
This update may be represented using dictionary and weight vector
Observe thatD t+1 hasM t+1 = M t + 2 columns, which is the length ofw t+1 . For a fixed dictionary D t+1 , the stochastic projection in (24) is a least-squares problem on the coefficient vector, i.e.,
where we define the cross-kernel matrix K Dt+1,Dt+1 whose (n, m)
and K Dt+1,Dt+1 are similarly defined. Here M t+1 is the number of columns in D t+1 , whilẽ M t+1 = M t + 2 is that of inD t+1 [cf. (17)]. Appendix A.2 contains a derivation of (18). We now turn to selecting the dictionary D t+1 from the MDP trajectory {x u , π(x u ), y u } u≤t .
Dictionary Update We select kernel dictionary D t+1 via greedy compression, a topic studied in compressive sensing (Needell et al., 2008) .
defined by SQG method without projection (16) is parameterized by dictionaryD t+1 [cf. (17)]. We form D t+1 by selecting a subset of M t+1 columns fromD t+1 that best approximateṼ t+1 in terms of Hilbert norm error. To accomplish this, we use kernel orthogonal matching pursuit (KOMP) (Vincent and Bengio, 2002) with error tolerance t to find a dictionary D t+1 based that which adds the latest samplesD t+1 . We tune t to ensure both stochastic descent (Lemma 6(ii)) and finite model order (Corollary 4).
With respect to the KOMP procedure above, we specifically use a variant called destructive KOMP with pre-fitting (see (Vincent and Bengio, 2002) , Section 2.3), (see Appendix A.3, Algorithm 2). This flavor of KOMP takes as an input a candidate functionṼ of model orderM parameterized by its dictionaryD ∈ R p×M and coefficientsw ∈ RM . The method then approximatesṼ by V ∈ H with a lower model order. Initially, the candidate is the original V =Ṽ so that its dictionary is initialized with D =D, with coefficients w =w. Then, we sequentially and greedily remove model points from initial dictionaryD until threshold V −Ṽ H ≤ t is violated. The result is a sparse approximation V ofṼ .
We summarize the proposed method, Parsimonious Kernel Gradient Temporal Difference (PKGTD) in Algorithm 1: we execute the stochastic projection of the functional SQG iterates onto sparse subspaces H Dt+1 stated in (24). With initial function null V 0 = 0 (empty dictionary D 0 = [] and coefficients w 0 = []),at each step, given an i.i.d. sample (x t , π(x t ), y t ) and step-sizes α t , β t , we compute the unconstrained functional SQG iterateṼ t+1 (·) = (1 − α t λ)Ṽ t (·) − α t (γκ(y t , ·) − κ(x t , ·))z t+1 parameterized byD t+1 and w t+1 as stated in (17), which are fed into KOMP (Algorithm 2) with budget t , i.e., (V t+1 , D t+1 , w t+1 ) = KOMP(Ṽ t+1 ,D t+1 ,w t+1 , t ).
Convergence Analysis
We now analyze the stability and memory requirements of Algorithm 1 developed in Section 3. Our approach is fundamentally different from stochastic fixed point methods such as TD learning, which are not descent techniques, and thus exhibit delicate convergence. The interplay between the Bellman operator contraction (Bertsekas and Shreve, 1978) and expectations prevents the construction of supermartingales underlying stochastic descent stability (Robbins and Monro, 1951) . Attempts to mitigate this issue, such as those based on stochastic backward-differences (Kiefer et al., 1952) ((Tsitsiklis, 1994; Jaakkola et al., 1994) ) or Lyapunov approaches (Borkar and Meyn, 2000) , e.g., , require the state space to be completely explored in the limit per step (intractable when |X | = ∞), or stipulate that data dependent matrices be non-singular, respectively. Thus, there is a long-standing question of how to perform policy evaluation in MDPs under conditions applicable to practitioners while also guaranteeing stability. We provide an answer by connecting RKHS-valued stochastic quasi-gradient methods (Algorithm 1) with coupled supermartingale theory (Wang and Bertsekas, 2014) .
Iterate Convergence Under the technical conditions stated at the outset of Appendix B, it is possible to derive the fact that the auxiliary variable z t and value function estimate V t satisfy supermartingale-type relationships, but their behavior is intrinsically coupled to one another. We generalize recently developed coupled supermartingale tools in (Wang and Bertsekas, 2014) , i.e., Lemma 7 in Appendix B, to establish the following almost sure convergence result when the step-sizes and compression budget are diminishing.
Theorem 1 Consider the sequence z t [cf. (11)] and {V t } [cf. 15] as stated in Algorithm 1. Assume the regularizer is positive λ > 0, Assumptions 1 -3 hold, and the step-size conditions hold:
Then V t → V * defined by (8) with probability 1, and thus achieves the regularized Bellman fixed point (4) restricted to the reproducing kernel Hilbert space.
Proofs are given in Appendices B -C. Theorem 1 states that the value functions generated by Algorithm 1 converge almost surely to the optimal V * defined by (8). With regularizer λ made arbitrarily small but nonzero, using a universal kernel (e.g., a Gaussian), V t converges arbitrarily close to a function satisfying Bellman's equation in infinite MDPs (3). This is the first guarantee w.p.1 for a true stochastic descent method with an infinitely and nonlinearly parameterized value function. Theorem 1 requires attenuating step-sizes such that the stochastic approximation error approaches null. In contrast, constant learning rates allow for the perpetual revision of the value function estimates without diminishing algorithm adaptivity, motivating the following result.
Theorem 2 Suppose Algorithm 1 is run with constant positive learning rates α t = α and β t = β and constant compression budget t = with sufficiently large regularization, i.e.
where C > 0 is a scalar, and 0 < λ 0 < 1. Then, under Assumptions 1 -3, the sub-optimality sequence V t − V * 2 H converges in mean to a neighborhood:
Theorem 2 (proof in Appendix D) establishes that the value function estimates generated by Algorithm 1 converge in expectation to a neighborhood when constant step-sizes α and β and sparsification budget in Algorithm 2 are small constants. In particular, the bias induced by sparsification does not cause instability even when it is not going to null. Moreover, this result only holds when the regularizer λ is chosen large enough, which numerically induces a forgetting factor on past kernel dictionary weights (17). We may make the learning rates α and β arbitrarily small, which yield a proportional decrease in the radius of convergence to a neighborhood of the Bellman fixed point (3).
Remark 3 (Aggressive Constant Learning Rates) In practice, one may obtain better performance by using larger constant step-sizes. To do so, the criterion (20) may be relaxed: we require 0 < β < 1 but α > 0 may be any positive scalar. Then, the radius of convergence is (see Appendix D)
The ratios α 2 /β and α 2 /β 2 dominate (22) and must be made small to obtain accurate solutions.
Theorem 2 is the first constant learning rate result for nonparametric compositional stochastic programming of which we are aware, and allows for repeatedly revising value function without the need for stochastic approximation error to approach null. Use of constant learning rates yields the fact that value function estimates have moderate complexity even in the worst case, as we detail next.
Model Order Control As noted in Section 3, the complexity of functional stochastic quasi-gradient method in a RKHS is of order O(2(t − 1)) which grows without bound. To mitigate this issue, we develop the sparse subspace projection in Section 3.1. We formalize here that this projection does indeed limit the complexity of the value function when constant learning rates and compression budget are used. This result is a corollary, since it is an extension of Theorem 3 in (Koppel et al., 2016) . To obtain this result, the reward function must be bounded (Assumption 4 in Appendix E).
Corollary 4 Denote V t as the value function sequence defined by Algorithm 1 with constant step-sizes α t = α and β t = β ∈ (0, 1) with compression budget t = = Cα 2 and regularization parameter λ = (α/β)G 2 V + λ 0 = O(αβ −1 + 1) as in Remark 3. Let M t be the model order of the value function V t i.e., the number of columns of the dictionary D t which parameterizes V t . Then there exists a finite upper bound M ∞ such that, for all t ≥ 0, the model order is always bounded as M t ≤ M ∞ . Consequently, the model order of the limiting function V ∞ = lim t V t is finite.
The results above establish that Algorithm 1 yields convergent behavior for the problem (8) in both diminishing and constant step-size regimes. With diminishing step-sizes [cf. (19) ] and compression budget
, we obtain exact convergence with probability 1 of the function sequence {V t } in the RKHS to that of the regularized Bellman fixed point of the evaluation equation V * (Theorem 1). This result holds for any positive regularizer λ > 0, and thus can be made arbitrarily close to the true Bellman fixed point V π [cf. PKGTD learns fastest and most stably with the least complexity (best viewed in color). We plot the contour of the learned value function (right): its minimal value is in the valley, and states near the goal are close to null. Bold black dots are kernel dictionary elements, or retained instances.
the learning rates α t = α, β t = β and the compression budget t = are constant. Under specific selections (20), the algorithm converges to a neighborhood of the optimal value function, whose radius depends on the step-sizes, and may be made small by decreasing α at the cost of a decreasing learning rate. Moreover, the use of constant step-sizes and compression budget with large enough regularization yields a value function parameterized by a dictionary whose model order is always bounded (Corollary 4).
Experiments
Our experiments aim to compare PKGTD to other policy evaluation techniques in this domain. Because it seeks memory-efficient solutions over an RKHS, we expect PKGTD to obtain accurate estimates of the value function using only a fraction of the memory required by the other methods. We perform experiments on the classical Mountain Car domain (Sutton and Barto, 1998): an agent applies discrete actions A = {reverse, coast, forward} to a car that starts at the bottom of a valley and attempts to climb up to a goal at the top of one of the mountain sides. The state space is continuous, consisting of the car's scalar position and velocity, i.e., X = R 2 . The reward function r(x t , a t , y t ) is −1 unless y t is the goal state at the mountain top, in which case it is 0 and the episode terminates.
To obtain a benchmark policy for this task, we make use of trust region policy optimization (Schulman et al., 2015) . To evaluate value function estimates, we form an offline training set of state transitions and associated rewards by running this policy through consecutive episodes until we had one training trajectory of 5000 steps and then repeat this for 100 training trajectories to generate sample statistics. For ground truth, we generate one long trajectory of 10000 steps and randomly sample 2000 states from it. From each of these 2000 states, we apply the policy until episode termination and use the observed discounted return asV π (x). Since our policy was deterministic, we only performed this procedure once per sampled state. For value function V , we define the percentage error metric: Percentage Error(V ) = (1/2000)
We compared PKGTD with a Gaussian kernel to two other techniques for policy evaluation that also use kernel-based value function representations: (1) Gaussian process temporal difference (GPTD) (Engel et al., 2003) , and (2) gradient temporal difference (GTD) (Sutton et al., 2009) using radial basis function (RBF) network features. Figure 1 depicts the results of our experiment. We fix a kernel bandwidth across all techniques, and select parameter values that yield the best results for each method (Appendix F). For RBF feature generation, we use two fixed grids with different spacing. The first was one for which GTD yielded a value function estimate with percentage error similar to that which we obtained using PKGTD (RBF-49), and the second was one which yielded a number of basis functions that was similar to what PKGTD selected . Observe that GTD with fixed RBF features requires a much denser grid in order to reach the same Percentage Error as Algorithm 1. Moreover, PKGTD's adaptive instance selection results in both faster initial learning and smaller error. Compared to GPTD, which chooses model points online according to a fixed linear-dependence criterion, PKGTD requires fewer model points and converges to a better estimate of the value function more quickly and stably.
Discussion
In this paper, we considered the problem of policy evaluation in infinite MDPs with value functions that belong to a RKHS. To solve this problem, we extended recent SQG methods for compositional stochastic programming to a RKHS, and used the result, combined with greedy sparse subspace projection, in a new policy-evaluation procedure called PKGTD (Algorithm 1). Under diminishing step sizes, PKGTD solves Bellman's evaluation equation exactly under the hypothesis that its fixed point belongs to a RKHS (Theorem 1). Under constant step sizes, we can further guarantee finite-memory approximations (Corollary 4) that still exhibit mean convergence to a neighborhood of the optimal value function (Theorem 2). In our Mountain Car experiments, PKGTD yields excellent sample efficiency and model complexity, and therefore holds promise for large state space problems common in robotics where fixed state-action space tiling may prove impractical. By selecting D = X t+1 at each step, the sequence (12) may be interpreted as a sequence of orthogonal projections. To see this, rewrite (12) as the quadratic minimization
where the first equality in (23) comes from ignoring constant terms which vanish upon differentiation with respect to V , and the second comes from observing that V t+1 can be represented using only the points X t+1 , using (14) . Notice now that (23) expresses V t+1 as the orthogonal projection of the update (1 − α t λ)V t − α t (γκ(y t , ·) − κ(x t , ·))z t+1 onto the subspace defined by dictionary X t+1 .
Rather than select dictionary D = X t+1 , we propose instead to select a different dictionary, D = D t+1 , which is extracted from the data points observed thus far, at each iteration. The process by which we select D t+1 is discussed in Section A.3, and is of dimension p × M t+1 , with M t+1 << O(t). As a result, the sequence V t differs from the functional stochastic quasi-gradient methodV t presented in Section 3.
The function V t+1 is parameterized dictionary D t+1 and weight vector w t+1 . We denote columns of D t+1 as d n for n = 1, . . . , M t+1 , where the time index is dropped for notational clarity but may be inferred from the context. We replace the update (23) in which the dictionary grows at each iteration by the functional stochastic quasi-gradient sequence projected onto the subspace
where we define the projection operator P onto subspace H Dt+1 ⊂ H by the update (24). This orthogonal projection is the modification of the functional SQG iterate [cf. (12)] defined at the beginning of this subsection (15). Next we discuss how this update amounts to modifications of the parametric updates (14) defined by functional SQG.
A.2 Coefficient Update induced by Sparse Subspace Projections
We use the notation that V t+1 is the sequence of projected quasi-FGSD iterates [cf. (15)] andṼ t+1 is the update [cf. (16)] without projection in Section 3.1. The later is parameterized by dictionaryD t+1 and weightsw t+1 (17). When the dictionary defining V t+1 is assumed fixed, we may use use of the Representer Theorem to rewrite (24) in terms of kernel expansions, and note that the coefficient vector is the only free
Algorithm 2 Destructive Kernel Orthogonal Matching Pursuit (KOMP)
Require: functionṼ defined by dict.D ∈ R p×M , coeffs.w ∈ RM , approx. budget t > 0 initialize V =Ṽ , dictionary D =D with indices I, model order M =M , coeffs. w =w. while candidate dictionary is non-empty I = ∅ do for j = 1, . . . ,M do Find minimal approximation error with dictionary element d j removed
end for Find dictionary index minimizing approximation error: j * = argmin j∈I γ j if minimal approximation error exceeds threshold γ j * > t stop else
Prune dictionary D ← D I\{j * } Revise set I ← I \ {j * } and model order M ← M − 1. Compute updated weights w defined by current dictionary D w = argmin
In (25), the first equality comes from expanding the square, and the second comes from defining The explicit solution of (25) may be obtained by noting that the last term is a constant independent of w, and thus by computing gradients and solving for w t+1 we obtain (18).
A.3 Dictionary Selection via Greedy Compression
At each stage of KOMP, a single dictionary element j of D is selected to be removed which contributes the least to the Hilbert-norm approximation error min V ∈H D\{j} Ṽ − V H of the original functionṼ , when dictionary D is used. Since at each stage the kernel dictionary is fixed, this amounts to a computation involving weights w ∈ R M −1 only; that is, the error of removing dictionary point d j is computed for each j
. We use the notation w I\{j} to denote the entries of w ∈ R M restricted to the sub-vector associated with indices I \ {j}. Then, we define the dictionary element which contributes the least to the approximation error as j * = argmin j γ j . If the error associated with removing this kernel dictionary element exceeds the given approximation budget γ j * > t , the algorithm terminates. Otherwise, this dictionary element d j * is removed, the weights w are revised based on the pruned dictionary as w = argmin w∈R M f (·) − w T κ D (·) H , and the process repeats as long as the current function approximation is defined by a nonempty dictionary. These steps are summarized in Algorithm 2
Appendix B. Technical Assumptions and Auxiliary Results
For further reference, we define the functional stochastic quasi-gradient of the regularized objective aŝ
and its sparse-subspace projected variant as
Note that the update (15), using (27), may be rewritten as a stochastic projected quasi-gradient step rather than a stochastic quasi-gradient step followed by set projection, i.e.,
The compactness of X (Assumption 1) implies that H is a compact function space, which together with the fact that the Hilbert subspaces H Dt are closed, mean V t is contained within compact sets for all t due to the use of set projections in the value function update (15), which allows us to write
where K > 0 is some constant. The boundedness of V * follows from the fact that since X is compact and J(V ) is a continuous convex function over a compact set, its minimizer is achieved over this compact set (Brezis, 2010) [Corrolary 3.23] .
Assumption 1
The state space X ⊂ R p and action space A ⊂ R q are compact, and the reproducing kernel map may be bounded as sup
Assumption 2 The temporal difference δ and auxiliary sequence z [cf. (11)] satisfy the zero-mean, finite conditional variance, and Lipschitz continuity conditions, respectively,
where σ δ and G δ are positive scalars.
Assumption 3 The functional gradient of the temporal difference is an unbiased estimate for
], and the difference of reproducing kernels expression (the first term in the product expression (10)) has finite conditional variance:
Moreover, the projected stochastic quasi-gradient of the objective [cf. (27) ] has finite second conditional moment as
and the temporal difference is Lipschitz continuous with respect to the value function V , i.e for any two distinct δ andδ, we have
where V,Ṽ ∈ H are distinct value functions in the RKHS, and L V > 0 is a scalar.
Assumption 1 regarding the compactness of the state and action spaces of the Markov Decision Process intrinsically hold for most application settings and limit the radius of the set from which the MDP trajectory is sampled. Similar boundedness conditions on the reproducing kernel map have been considered in supervised learning applications (Kivinen et al., 2004) . The mean and variance properties of the temporal difference stated in Assumption 2 are necessary to bound the error in the descent direction associated with stochastic approximations, and are necessary to establish stability properties of stochastic methods. Assumption 3 is similar to Assumption 2 but instead of establishing bounds on the stochastic approximation error of the temporal difference, limits stochastic error variance in the reproducing kernel Hilbert space. These are natural extensions of the conditions needed for convergence of stochastic compositional gradient methods with vector-valued decision variables (Wang et al., 2017 ).
Next we turn to establishing some technical results which are necessary precursor to the proofs of the main stability results.
Proposition 5 Given independent identical realizations (x t , π(x t ), y t ) of the random triple (x, π(x), y), the difference between the projected stochastic functional quasi-gradient and the stochastic functional quasigradient of the instantaneous cost instantaneous risk defined by (26) and (27), respectively, is bounded for all t as
where α t > 0 denotes the algorithm step-size and t > 0 is the compression budget parameter of Algorithm 2.
Proof: As in Proposition 6 of (Koppel et al., 2016) , consider the square-Hilbert-norm difference of∇ (26) and (27), respectively,
Multiply and divide∇ V J(V t , z t+1 ; x t , π(x t ), y t ), the last term, by α t , and reorder terms to write
where we have pulled the nonnegative scalar α t outside the norm on the second line and substituted the definition ofṼ t+1 and V t+1 in (12) and (15), respectively, in the last one. These facts combined with the KOMP residual stopping criterion in Algorithm 2 is Ṽ t+1 − V t+1 H ≤ t applied to the last term on the right-hand side of (37) yields (35).
Lemma 6 Denote the filtration F t as the time-dependent sigma-algebra containing the algorithm history
) Let Assumptions 1 -3 hold true and consider the sequence of iterates defined by Algorithm 1. Then:
i. The conditional expectation of the Hilbert-norm difference of value functions at the next and current iteration satisfies the relationship
ii. The conditional expectation of the Hilbert-norm difference of value functions at the next and current iteration satisfies the relationship
iii. Define the expected value of the temporal difference given the state variable x and policy π asδ t = E[δ t x t , π(x t )]. Then the evolution of the auxiliary sequence z t with respect toδ t satisfies
where we use the reformulation of the projected functional stochastic quasi-gradient step defined in (28) for
Note that 2ab ≤ ρa 2 + b 2 /ρ for ρ, a, b > 0, which we apply to (53) with a = |z t+1 −δ t |, b = α t γκ(y t , ·) − κ(x t , ·) H V t − V * H , and ρ = β t so that (53) becomes
The conditional mean of v t [cf. (49)], using (54), is then
where we apply the finite variance property of the functional component of the stochastic gradient [cf. (32) ] for the final inequality (55). Now, substitute (55) into the right-hand side of (52) and gather like terms:
which is as stated in Lemma 6(ii).
Proof of Lemma 6(iii):
This proof is an adaptation of Lemma 2 in Appendix G.1 in the Supplementary Material of (Wang et al., 2017) to the recursively averaged temporal difference sequence z t defined in (11).
Begin by defining the scalar quantity e t as the difference of mean temporal differences scaled by the forgetting factor β t , i.e. e t = (1 − β t )(δ t −δ t−1 ). Then we consider the difference of the evolution of the auxiliary variable z t+1 with respect to the conditional mean temporal differenceδ t , plus the difference of mean temporal differences:
where we make use of the definition of z t+1 in (11), the fact thatδ t = [(1 − β t )δ t + β tδt ], and the definition of e t on the first line of (57), and in the second we gather terms with respect to coefficients (1 − β t ) and β t , and cancel the redundantδ t term. Now, consider the square of the expression (57), using it's simplification on the right-hand side of the preceding expression
where we expand the square to obtain the second line in the previous expression. Now, compute the expectation of (58) conditional on the filtration F t , which yields
Now we apply the assumption [cf. (31) ] that the fact that the temporal difference δ t is an unbiased estimator for its conditional meanδ t (so that the last term in the previous expression is null), with finite variance
We may use the relationship in (60) to obtain an upper estimate on the conditional mean square of z t+1 −δ t by using the inequality a+b 2 ≤ (1+ρ) a 2 +(1+1/ρ) b 2 which holds for any ρ > 0: set a = z t+1 −δ t +e t , b = −e t , and ρ = β t . Therefore, we obtain
Now, we may use the conditionally expected value of (61) in lieu of (60), while gaining a multiplicative factor of (1 + β t ) on the right-hand side of (60) plus the error term (1 + 1/β t )e t , yielding
Use the fact that (1 − β 2 t )(1 − β t ) ≤ (1 − β t ) to the first term in (62) and (1 + β t )β 2 t ≤ 2β 2 t to the second (since β t ∈ (0, 1)) to simplify (62) as
From here, we turn to controlling the term involving e t , which represents the difference of mean temporal differences. By definition, we have
where we apply the Lipschitz continuity of the temporal difference with respect to the value function [cf.
(34)] stated in Assumption 3. Substitute the right-hand side of (64) into (63), and simplify the expression in the last term as (1 − β 2 t )/β t ≤ 1/β t to conclude (40).
Lemma 7 (Coupled Supermartingale Theorem (Wang and Bertsekas, 2014) 
where
is the filtration, and c > 0 is a scalar. Suppose the following summability conditions hold:
Then ξ k and ζ k converge almost surely to two respective nonnegative random variables, and we may conclude that
We can use Lemma 7 to establish convergence with probability 1 of Algorithm 1 by considering the expressions derived in Lemma 6.
Appendix C. Proof of Theorem 1
We use the relations established in Lemma 6 to construct a coupled supermartingale of the form in Lemma 7 as follows. First, consider the expression (39) for the value function sub-optimality, using approximation budget Assumption 4 The reward function r : X × A × X → R is bounded for all x, a, y, i.e., r(x t , π(x t ), y t ) ≤ R max for all t
Assumption 4 holds whenever the reward function is continuous and the state and action spaces are compact, and thus is not restrictive as these conditions are met in most practical settings. In this setting, we have the following finite-memory property of Algorithm 1.
We now prove Corollary 4: In Theorem 3 of (Koppel et al., 2016) [Appendix D.1], it is established for a nonparametric stochastic program without any compositional structure that the effect of sparse subspace projections on the functional stochastic gradient sequence in an RKHS is to yield a function sequence of finite model order, provided a constant algorithm step-size and compression budget are used. The proof of Corollary 4 is nearly identical: the same projection operator is used and the same compactness properties of the state and action spaces apply. The only point of departure is that a distinct deterministic bound is needed on the functional stochastic quasi-gradient for all {x t , π(x t ), y t }, i.e., to apply the reasoning following equations (74) in (Koppel et al., 2016) [Appendix D.1], we require the existence of a deterministic constant D such that |[γκ(y t , ·) − κ(x t , ·)]z t+1 | ≤ D for all {x t , π(x t ), y t }. We turn to establishing such an upper-estimate. To do so, we first establish that the auxiliary sequence z t stated in (11) is bounded, i.e.
Proposition 8
The auxiliary sequence z t [cf. (11)] satisfies the following upper bound when constant stepsize β t = β is used :
|z t | = (γ + 1)K + R max for all t (91)
Proof: We pursue a proof by induction. First, the base case: with V 0 = 0, we have |z 1 | ≤ βR max ≤ (γ + 1)K + R max making use of the bound on V t for all t in (29) and the fact that the step-size is less than unit. Now we consider the induction step: assume the prior bound holds for z u for u ≤ t. Write for z t+1
where in the last inequality we apply the induction hypothesis together with the upper-estimate on the temporal difference δ t ≤ (γ + 1)K + R max .
By making use of Proposition 8 together with the bound on the reproducing kernel map (Assumption 1), we have the following uniform deterministic bound:
|[γκ(y t , ·) − κ(x t , ·)]z t+1 | ≤ X(γ + 1)[(γ + 1)K + R max ] := D for all {x t , π(x t ), y t }
Then, we may apply the same reasoning as that of Appendix D.1 of (Koppel et al., 2016) which allows us to conclude that the number of Euclidean balls of radius d = /D needed to cover the space φ(X ) = κ(X , ·) is finite, where is a constant as in (20) . See (Anthony and Bartlett, 2009; Engel et al., 2004) for further details. Therefore, for Algorithm 1, there exists a finite M ∞ < ∞ such that the model order M t ≤ M ∞ for all t.
Appendix F. Experimental Details
Here we describe the configuration of the algorithms used for comparison. The Mountain Car environment has a two-dimensional state space (position and velocity) with bounds of [−1.2, 0.6] in position, and [−0.07, 0.07] in velocity. We chose not to normalize this state space to [0, 1] intervals, choosing instead to handle the scale difference by using non-isotropic kernels. The ratio of the kernel variances is equal to the ratio of the lengths of their corresponding bounds, so they would be isotropic kernels if we normalized the state space.
We used a fixed non-isotropic kernel bandwidth of σ 1 = 0.2, σ 2 = 0.0156 in all cases. By fixing the kernel bandwidth across all algorithms, we are basically enforcing that the learned functions all belong to the same Kernel Hilbert Space.
For PKGTD, the relevant parameters are the step size, α, the rate of expectation update, β, the regularizer, λ, and the approximation error, K. For GPTD, the relevant parameters are the gaussian process noise standard deviation, σ 0 , the linear independence test bound, ν, and the regularizer, λ. For the RBF grids fit using GTD, the relevant parameters are the grid spacing in the position and velocity directions, h 1 and h 2 , respectively, the step size, α, and the rate of expectation update, β. Our values are summarized in Table. 1. 
