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Abstract 
    Glucose concentration measurement plays a key role in treating and 
taking precautions against the diabetes. This research describes the 
noninvasive method to measure glucose level based on ultrasonic 
transducer and near infrared spectrometer. Such as a method would provide 
useful for even people without illness, addressing preventive care.  
    It consists of three aspects as follows:  
(1) Experiment method research: a series of spectral experiment have been 
carries out to investigate this method. The experimental conditions, such 
as the subject gender, measurement location and room temperature were 
studied, and proved that the ultrasonic transducer and near infrared 
spectroscopy glucose level detection method is feasible. Meanwhile in the 
experiment we use aqualane oil and study the relevance of near infrared 
spectra and glucose level over oil diffusion time for aqualane oil can 
strength finger skin moisture. In addition, we get the wide range of glucose 
concentration by an OGTT (oral tolerance glucose test) experiment to help 
achieve wider spectra data. 
(2) Data pre-process method research: this research through comparing a 
variety method of data processing, finally we choose SNV (Standard 
normal variate) method, normalization, differential method and weighted 
moving average method to smooth and pre-process the original spectrum, 
and to enhance correlation of finger near infrared absorption spectrum and 
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glucose concentration. 
(3) Data modeling method research: In this research the PLS (partial least 
square) regression method and BP-ANN (artificial neural network) method 
were studied. In the ultrasonic transducer experiment, five measurement 
targets are considered to predict the glucose level from two subjects. In the 
near infrared experiment, we analysis the characteristic absorption 
spectrum from five subjects respectively. So the result show that the 
predictability of models is better when only use characteristic absorbance 
data to analysis. while most of situations, the performance of BP-ANN 
model is better than PLS model. And finally error grid analysis is used to 
validate the prediction performance. 
    As the predication accuracy was improved by using pro-process data 
methods and two kinds of prediction model as PLS and BP-ANN that the 
research is valuable for the achievement of non-invasive glucose 
concentration measurement.  
Keyword: Near infrared spectroscopy, glucose measurement, NIR, OGTT, 
SNV, PLS, BP-ANN 
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Chapter 1 Introduction  
1.1 Motivation 
     Globally, an estimated 422 million adults suffer from diabetes in 
2014, compared to 108 million in 1980 [1]. Since 1980 the number of 
diabetes rising from 4.7 percent to 8.5 percent in the adult population in 
the world. The increase of diabetes is accompanied by the overweight and 
overfat. And the increase of diabetes is faster in some low-and middle-
income countries than in high-income countries in the recent ten years [2]. 
In addition, in some case the diabetes can damage the heart, blood vessels, 
eyes, kidneys and nerves. Therefore, it is very significant to explore a 
method that would be useful for even people without disease to address 
preventive care. 
1.1.1 Diabetes and Glucose 
     Diabetes is a number of diseases that involve problems with the 
hormone insulin. Normally, the pancreas releases insulin to help your body 
store and use the sugar and fat from the food you eat. Diabetes can occur 
when the pancreas produces very little or no insulin, or when the body does 
not respond appropriately to insulin [3]. People with diabetes need to 
manage their disease to stay healthy. Insulin is a hormone that regulates 
blood sugar. Or raised blood sugar, is a common effect of uncontrolled 
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diabetes and over time leads to serious damage to many of the body's 
systems, especially the nerves and blood vessels.  
    There are two kinds of diabetes, Type 1 and Type 2. Type 1 diabetes 
is characterized by deficient insulin production and requires daily 
administration of insulin [1]. The reason that cause the type 1 diabetes is 
not known at present, and no method can cure and solve the diabetes 
problem with the current knowledge. The patients who with type 1 diabetes 
have some symptoms, such as thirst, hunger, weight loss and weak vision. 
While type 2 diabetes results from the body’s ineffective use of insulin [1]. 
Usually the excess weight and less physical sports maybe can lead to type 
2 diabetes and the symptoms are similar to the symptoms in the type 1 
diabetes. Recently, type 2 of diabetes was seen only in adults but it is now 
also occurring increasingly frequently in children. 
    Glucose is a simple sugar with the molecular formula C6H12O6, which 
means that it is a molecule that is made of six carbon atoms, twelve 
hydrogen atoms, and six oxygen atoms [4]. Glucose circulates in the blood 
of animals as blood sugar. Animals and plants convert energy from sunlight 
into sugar by water and carbon dioxide [5]. And glucose is the most 
important energy source of for breath and photosynthesis. So it is very 
important that make sure the glucose level in the normal range for human. 
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 Fig.1.1 The block diagram of the ultrasonic transducer experiment 
    The blood glucose level: 
Low blood glucose level 0 ~ 70 mg/dl 
Normal blood glucose level 70 ~ 135 mg/dl 
High blood glucose level 135 ~ 450 mg/dl 
    Generally, the normal glucose level is around 100mg/dl, but the range 
of the glucose level can from 50mg/dl to 400mg/dl. Figure 1 shows the 
traditional glucose meter that help patient to measure the glucose level 
every day. 
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1.2 Dissertation outlines 
The organization of the chapter is as follows:  
² In the chapter 1, introduce the background and the problem that should 
be solved in the thesis. 
² In the chapter 2, overview the basic information about methods of 
glucose level monitoring and currently trend based on literature 
reviews.  
² In this research ultrasonic transducer and near infrared spectroscopy 
are applied to do the glucose measurement. Multivariate calibration 
methods and validation method is described in chapter 3. 
² The chapter 4 presents detailed descriptions of the experiment 
procedures of ultrasonic transducer and NIR spectroscopy, and show 
the simulation results for glucose prediction as well as discuss the 
performance respectively by using PLS model and ANN model.  
² The challenge of blood glucose measurement in non-invasive methods 
and some future works are introduced in the chapter 5.   
² And the chapter 6 provides the conclusions from those two 
experiments and describe the future works about pursue more 
conditions and more parameters.  
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      Fig.1.2 The main procedure flow chart of this research 
 
1.3 Abbreviations 
ABS   Absorbance 
CGM Continuous Glucose Monitoring 
NIR   Near Infrared  
MIR Middle Infrared 
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SNV Standard Normal Variate 
PLSR   Partial Least Square Regression 
ANN Artificial Neural Network 
OGTT Oral Glucose Tolerance Test 
R    Correlation coefficient 
RMSEP Root mean square error of prediction 
SMGB Self-Monitoring Glucose Blood  
EGA Error Grid Analysis 
PCA Principal Component Analysis 
 
 
 
Chapter 2 Background-Literature reviews 
2.1 Current research 
    At present, various methods have been explored for noninvasive 
glucose measurement in many research that intend to replace the traditional 
glucose measurement method, but the first ideal non-invasive glucose 
measurement device is not available yet. If the ideal device achieved, it 
will not only decrease the pressure from the cost of the glucose test, but 
also release the patients with diabetes from the painful and the stress of 
measuring glucose frequently. 
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   And the most popular measurement methods are including the bio-
sensor method, Fourier transform near infrared spectrum, photoacoustic 
method and Raman spectroscopy and other methods. Schichiri were the 
first personal who introduced the minimally invasive method to measure 
the blood glucose concentration [6]. It is a milestone in this filed for 
avoiding infection problems and reduce the measurement cost. And also, 
Anas M.N accomplished the glucose measurement by setting up the 
experimental circuit that include the near infrared LED with peak at 
wavelength of 940nm, and the data recorded show differences of voltage 
value related to their blood-glucose alterations, his research also 
considered the skin temperature and finger diameter in the experiment, 
found the relationship between the glucose concentration and voltage 
finally [7]. Jyoti Yadav also did his research through found the correlation 
between the glucose concentration and voltage by sensor that patch is 
designed to observe diffused reflectance spectra of forearm. But in this task 
“before meal” and “after meal” two situations are considered [8]. Dachao 
Li provided a novel minimally invasive way that used 55 kHz low-
frequency ultrasound pulses are applied to skin and extracted the interstitial 
fluid to measure blood glucose concentration [9]. Xiaoli Li from Harbin 
Institute of Technology proposed a non-invasive glucose monitoring setup 
was developed using near infrared by detecting the transmission laser 
power. And a proportional relationship between the laser power and the 
glucose concentration was proved by comparing the resulting laser power 
for glucose concentration at the same circumstances [10]. 
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    In recent years, the non-invasive blood glucose measurement 
technology has become a research hotspot in the world. In this research, 
both Ultrasonic transducer and Near infrared spectrometer are applied to 
blood glucose measurement. 
2.2 Theory 
     Light is attenuated due to the absorption and scattering of human 
tissue. The attenuation of light [11] can be expressed as: 
                      		𝐼 = 𝐼$𝑒&'()                     (2.1) 
    which is the light transport theory. This equation describes light 
propagation in human tissue through a set of spectroscopic properties. And 
in this equation 𝐼  is the reflected light intensity, 𝐼$  is incident light 
intensity. 
                 𝑢+ = 3𝜇.(𝜇. + 𝜇12 )                  (2.2) 							𝜇+ is shown as equation (2.2) interacts with the absorption coefficient 𝜇.  and reduced scatter coefficient 𝜇12 , where 𝜇12 = 𝜇1[1 − 𝑔]. And the 
absorption coefficient can be described as the absorbance per unit path 
length equation that contains the molar absorption coefficient 𝜖 and the 
molar concentration 𝐶:	2.303𝜖𝐶	𝑐𝑚&A . The changes in glucose 
concentration can affect the light scattered intensity from human tissue. 
The higher glucose concentration, the more glucose molecule in the blood 
vessel. So it leads less scattering, less optical path and less absorption. It 
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means the absorbance decreases with the increase of glucose concentration. 
2.3 Ultrasonic transducer 
   According to the intensity of frequency, ultrasonic divided into power 
ultrasonic and detection ultrasonic. Ultrasonic plays a great important role 
in medical, military and industry fields. In the medical field, ultrasonic can 
penetrate the human muscle and tissue to help doctor diagnose and treat 
disease by scanning many organs [12].  
   Generally, the frequency of ultrasonic that from 2 MHz to 10 MHz is 
suitable for human detection. Ultrasonic has many advantages in the 
medical filed:  
² zero radioactivity, with high security.  
² It images muscle, soft tissue, and bone surfaces very well and is 
particularly useful for delineating the interfaces between solid and 
fluid-filled spaces. 
² It renders real time images, where the operator can dynamically select 
the most useful section for diagnosing and documenting changes, often 
enabling rapid diagnoses. Real time images also allow for ultrasound-
guided biopsies or injections, which can be cumbersome with other 
imaging modalities [13]. 
² It has no known long-term side effects and rarely causes any 
discomfort to the patient. 
² Equipment is widely available and comparatively flexible. Small, 
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easily carried scanners are available; examinations can be performed 
at the bedside. 
² Relatively inexpensive compared to other modes of investigation, such 
as computed X-ray tomography, magnetic resonance imaging. 
² Spatial resolution is better in high frequency ultrasound transducers 
than other imaging modalities [14]. 
    Due to those advantages, ultrasonic become the require equipment in 
the hospital compare to the radiation devices.  
2.4 Near infrared spectroscopy 
    Although there are various methods have been proposed for 
measuring the glucose concentration. For example, the traditional way to 
prick the fingertip to get the blood sample; the mini-invasive method to get 
the glucose level by embedding the bio-sensor under the skin; the non-
invasive methods usually use the near infrared, mid-infrared [15], raman 
spectroscopy [16], optical polarimetry to achieve the glucose measurement. 
Near infrared (NIR) spectroscopy is not only can overcome the 
disadvantage of extravagant material in the invasive method but also can 
reduce the pain of physical and mental from the people. And near infrared 
spectroscopy is one of the most widely investigated and promising 
techniques for non-invasive glucose sensing. NIR photons penetrate skin 
tissue at the depths of 1 to 100 millimeters, depending on the exact NIR 
wavelength [17]. Absorption increases and scattering decreases as the 
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wavelength becomes longer. 
    As we know, the wavelength of near infrared spectrum is from 780 
nm to 2526 nm, and it is between visible light and mid-infrared light. Near 
infrared spectrum belongs to frequency multiplication and dominant 
frequency absorption spectral of molecular vibrational spectral, it is mainly 
generated by the anharmonicity of the molecular vibrational that make the 
vibration from ground state to the high energy level transition, and has a 
strong penetration ability [18]. Through the near infrared spectrum, the 
spectral absorptions of -CH and -OH chemical functional groups which are 
the main components of the glucose molecules. Due to different organic 
matter contain the different function group that with the different energy 
level, different groups and the same groups in diverse environment have 
obvious differences in the absorption wavelength of the near infrared light, 
and absorption coefficient is small with less heat. Therefore, near infrared 
light is an effective carrier to obtaining feature information. 
    Additionally, it is convenient, fast, efficient, high accuracy and low 
cost to analyze sample by using near infrared spectrometer. And it does not 
destroy the sample, consume chemical reagents, pollutes the environment, 
so the near infrared light is favored by more and more researchers. In this 
research, we use near infrared spectroscopy to do the glucose level 
prediction experiment. 
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Chapter 3 Multivariate calibration and validation 
3.1 Partial least square regression 
    Partial least squares was first developed by H.Wold in the 1960s. It 
can build the model to estimate the regression coefficients in a linear 
regression between spectral variance and concentration variance. PLS is 
one of the most popular regression methods applied to analyze the near 
infrared spectral data [19]. The algorithm of PLS will be discussed in the 
follow section detailedly. First of all, in this method there are 𝑝 dependent 
variables 𝑦A, 𝑦E …𝑦G , and 𝑚  independent variables 𝑥A, 𝑥E … 𝑥I 
assumed to be standardized. And the process by the following four steps: 
Step 1: Computation of the first pair PLS components, and have the 
strongly correlated with each other [20]. It assumes that extract the first 
pair components 𝑢A  and 𝑣A  from two groups, 𝑢A	 is the linear 
combination of 𝑋 = [𝑥A, … , 𝑥I]L:  
 																								𝑢A = 𝛼AA𝑥A + ⋯+ 𝛼AI𝑥I = 𝜌(A)L𝑋             (3.1) 																											𝑣A = 𝛽AA𝑦A + ⋯+ 𝛽AG𝑦G = 𝛾(A)L𝑌              (3.2) 
where 𝜌(A) is the first vector of the matrix 𝑋, ||𝜌(A)|| =1, and 𝛾(A) is the 
first vector of the matrix 𝑌, ||𝛾(A)L || = 1. 
    Step 2: Computation of the score vector of the first pairs components, 
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𝐴	and 𝐵 are measurement matrix.  
																								𝑢A = 𝐴𝜌(A) = aAA ⋯ aAV⋮ ⋱ ⋮aYA ⋯ aYV αAA⋮αAV         (3.3) 
																							vA = Bγ(A) = bAA ⋯ bA_⋮ ⋱ ⋮bYA ⋯ bY_ 𝛽AA⋮𝛽AG          (3.4) 
    Step 3: Establishing the regression model. It assumes that the 
regression model is  
         𝐴 = 𝑢A𝜎(A)L + 𝐴A		, 𝐵 = 𝑢A𝜏(A)L𝑌 +	𝐵A           (3.5) 
    where the 𝐴A  and 𝐵A  are the residual matrix 𝜎(A) =[𝜎 AA , … , 𝜎 AI ]L , 𝜏(A) = [𝜏 AA , … , 𝜏 AG ]L  are the parameter vector in 
the model. And then residual matrix 𝐴A , 𝐵A  replace matrix A and B, 
repeatedly. Unless get the satisfactory accuracy. 
   Step 4: The result. Repeat those steps above, finally it can get 𝛾 
components: 𝑢A, 𝑢E, … , 𝑢b,			𝛾 is the rank of matrix A, put 𝑢c =	𝛼(cA)𝑥A + ⋯+ 𝛼(cI)𝑥I into 𝑌 = 	𝑢A𝜏(A) + ⋯+ 𝑢b𝜏(b), and then it can 
get the following equation: 
          𝑦d = 	 𝑐dA𝑥A + ⋯+ 𝑐dI𝑥I	, j= 1,2 ,3 ,…𝑝           (3.6) 									𝑦d	 is the glucose concentration, so in PLS regression, if we know the 
independent variable 𝑥I  and the regression parameter 𝑐dI , then it can 
predict the variable 𝑦. 
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    PLS regression is a statistical method that bears some relation to 
principal components regression. PLS method can find a linear regression 
model by projecting the predicted variables and the observable variables to 
a new space, due to it can extract the latent variables by building co-
variance between the spectral matrices and concentration matrices. This 
method can minimize the impact of interference efficiently as well. 
Additional, the method principle component regression (PCR) [21] is 
another popular method that can determine the relationship between the 
spectrum and real glucose level, due to generally the performance of PLSR 
is better than PCR so the PLSR is utilized to achieve the data analysis in 
this work. 
3.2 Back-propagation Artificial neural network 
   Back-propagation ANN is another calibration model that apply to 
linear relations as well as nonlinear. The back-propagation artificial neural  
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  Fig.3.1 The explanation of Back-propagation Artificial neural network  
network is applied in this research. BP-ANN operates by feeding the input 
variate into the input layer through the hidden layer and do the summary 
in output layer, then get the output from output node. In the figure 3.2, 𝑖 
is the number of the input node, 𝑛 is the total number of the input nodes, 𝑗 is the number of the hidden node, 𝑚 is the total number of the hidden 
nodes, 𝑘 is the number of the output node, 𝑤jd is the weightings of the 
input-hidden layer, 𝑤dc	is the weightings of the hidden–output layer, and 
the direction means feedforward and backpropagation [22][23]. 
    The weights associated with each connection between two neurons 
are adjusted to minimize mean square error among predicted output value 
and reference output value, so from the output node feedback to hidden 
layer and input layer to adjust the weights value and then repeats that 
process until get the most ideal result. And it can improve the performance 
by adjusting the node number of input and hidden layer, training iteration 
number and validation check number. 
    In this research, in order to improve the accuracy of the glucose 
prediction, we used the optimizer to help Artificial neural network training 
the data in the training process. Usually, ANN get the ideal results by 
adjusting and updating the model parameters such as weights and bias 
values. The algorithms help us to minimize an objective function E(x) that 
is simply a mathematical function according to the weights and bias of the 
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model, the parameters are used in calculate the output values from the set 
of the predictors as the input values [24]. Here we will use an algorithm to 
optimize the gradient descent in this ANN scheme. Adam was introduced 
in 2015, a new and popular optimizer.  
   The meaning of Adam represents Adaptive Moment Estimation. A 
method can compute individual adaptive learning rates for each parameters 
and just require little memory in the optimizer process [25]. Adam 
combines the advantages of other popular methods and also based on the 
gradient descent with the stable value of parameter. This method is reform 
from the RMSProp and AdaDelta that update the value of weights and 
parameter: 𝛽A = 0.9, 𝛽E = 0.999, ∈= 10-8  [26].  																																																				𝑚l = 𝑚l1 − 𝛽Al 																																														(3.7) 
																																																		𝑣l = 𝑚l1 − 𝛽El 																																																			(3.8) 
																																				𝑊lpA = 𝑊l −	 𝜂𝑣l	+∈𝑚l																																							(3.9) 
    Where m(t) and v(t) are values of the first moment which is the Mean 
and the second moment which is the not centered variance of the gradients 
respectively [26]. The equation 3.9 shows the rule of the weight update 
process. From the related works, Adam is robust and well-suited to a wide 
range of non-convex optimization problems in the field machine learning. 
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3.3 Data Pre-process 
    In the Near infrared experiment, the spectral data that collected from 
near infrared spectrometer, expect the sample (glucose level in this 
research) information, but also including the noise and unrelated 
information. For the unique sample, in order to improve the performance 
of calibration model and robustness, through doing suitable process or 
transform for the spectral data to eliminate the unrelated information and 
enhance the resolution and sensitivity. 
    Generally, the pre-process ways of spectrum are data enhancement, 
smoothing, derivative, standard normal variate transformation, 
multiplicative and wavelet transform. And data enhancement and data 
normalization are introduced as follow. 
3.3.1 Data Enhancement 
   Data enhancement is used to remove the redundant information, 
increase the difference within the samples to enhance the robustness and 
prediction ability of the model when we build the near infrared spectrum 
analysis model to explore the relationship that between the changing 
spectrum and glucose concentration. And meaning centering, 
standardization and normalization algorithm are common used. In this 
research, we need improve the data training to accelerate the convergence 
of weights as quick as possible in the ANN method, so here my work use 
normalization method to do the data enhancement. 
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（1） Min-Max normalization [27] 
    This method is the default normalization method in the Matlab. It is 
more suitable for concentration data. If the min value and max value are 
not stable, it is easy to get the unstable result and the unstable subsequent 
effect. When new data are added into group, the min and max value need 
the redefine again due to the value have been changed. 
                    𝑦 = 	 s&stuvstwx&stuv                  (3.10) 
   Where 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 are the minimum and maximum values in input	X, where X is the set of observed values of x. It can be easily seen that when 𝑥 = 𝑥𝑚𝑖𝑛, then y=0, and When 𝑥 = 𝑥𝑚𝑎𝑥, then y=1. Min-max normalization 
is a normalization strategy which linearly transforms x into y (normalized), 
mapping the result in [0,1]. When the data are don not refer to the distance 
measurement, covariance calculation or data are not follow Gaussian 
distribution, we can use this method to pre-process the data.  
（2） Nonlinear normalization [28] 
    The nonlinear normalization is always applied to data group that with 
a big division and some data extreme big or small. The original data are 
mapped through the mathematic function. It is including the log function, 
exponential function and tangent function, depend on the distribution of 
data to decide the suitable nonlinear function.  
   Log function is mapping to [0,1]. It is required that original data should 
bigger than 1. 
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																			𝑦 = 	 𝑙𝑜𝑔A$(𝑥)/𝑙𝑜𝑔A$ 𝑥I.s 													         (3.11) 
   Logistic function | sigmoid function is S curve, and value range in the 
[0,1] too. 
																																																𝑦 = 	 11+𝑒 −𝑥 																							           (3.12)    
（3） Z-score normalization [29] 
   It typically means that the range of values are "standardized" to 
measure how many standard deviations the value is from its mean. After 
standardization the data will follow the Gaussian distribution.  
            								𝑦 =		 𝑥−𝑢𝜎                     (3.13) 
    Where 𝜎 is standard deviation, and 𝑢 is the mean of 𝑥, y is the value 
of 𝑥 after standardization. The value y is distributed around 0, it means the 
distance between the raw score and the mean in units of the standard 
deviation. This method is suitable for the machine learning filed widely, 
such as Logistic regression and neural network and so on. So in this 
research, we will change the default normalization method min-max into 
Z-score normalization. 
3.3.2 Data Smoothing 
   As we know, there are many data smoothing methods that use an 
algorithm to remove noise from a data set, allowing important patterns to 
stand out [30]. Such as wavelet transform, savitzky-golay smoothing, 
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roughness penalty smoothing, kernel smoothing method and weighted 
moving average method. We will not introduce the details here. In this 
research, the weighted moving average method is used to smoothing the 
data set before data analysis of the blood glucose level prediction. 
3.4 EGA: error grid analysis 
   The performance of blood glucose meter can be described by analytical 
accuracy or clinical accuracy. Analytical accuracy describes the difference 
between blood glucose values from blood glucose meter being evaluated 
and blood glucose values obtained by some other prediction method. A 
typical tool for analytical accuracy is linear regression and typical 
measures include the correlation coefficient and percentage deviations. 
Results of treatment decisions were judged based on differences between 
the blood glucose meter values and the true blood glucose value. The 
widely popular and comparison tool for clinical accuracy of glucose-
related measurements is the error grid analysis [31]. 
    It can more accurately represent the actual situation of the blood 
glucose measurement. In this method, the grid is divided into 5 regions. A 
target range for the blood glucose values of the patients was set to 70–
200mg/dl. Within this range the patients are well controlled, below or 
above this range the patients have to intervene with corrective actions. A 
correction that results in a blood glucose value outside the target range was 
considered as inappropriate as well as the failure to treat a blood glucose 
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value outside range. The judgment of the experts leads to an error grid with 
five different zones called zone A to E.  
 
 
 
 
    
 
      
 
Fig 3.2 The representation of the Clark’s Error Grid Analysis 
The values that fall in: 
(1) Region A are clinically correct decisions. Region A is the zone on both 
sides of the diagonal. The shape of the zone results from the judgment 
that a difference between blood glucose meter values and reference 
blood glucose values of less than 20 percent. 
(2) Region B are clinically uncritical decisions. In the remaining zone B 
the difference between blood glucose meter and reference values is 
larger than 20 percent. 
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(3) Whereas values in C and D are potentially dangerous. In both zones the 
blood glucose values lead to over-corrections. 
(4) But if the values fall in region E are clinically significant errors. This 
would be the wrong decision and would drive the patient further into 
the hypoglycaemic range. 
    So in this research, after the blood glucose prediction we need to use 
this method to compare the glucose level from glucose meter and the 
predicted result from the ultrasonic transducer and near infrared.  
3.5 Evaluation of the prediction calibration model 
     Except the error grid analysis method do describe the performance 
of the glucose prediction model by using the figure. and we also can 
describe the model's performance in numerical way. Usually, the 
correlation coefficient (R) and the root mean standard error of prediction 
(RMSEP) that between the real glucose value and predicted glucose value 
are commonly used evaluate performance of a PLS or ANN prediction 
model. These parameters are obtained according to the following equations 
[32]: 
																											𝑅 𝑥, 𝑦 = 	 (𝑥𝑖−𝑥𝑖)(𝑦𝑖−𝑦𝑖)𝑛𝑖=1( (𝑥𝑖−𝑥𝑖)2𝑛𝑖=1 )( (𝑦𝑖−𝑦𝑖)2𝑛𝑖=1 )          (3.14) 
    where 𝑅(𝑥	, 𝑦) is the correlation coefficient that between the real and 
predicted glucose concentration, the value of correlation coefficient is 
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between 0 and 1	, and more close to 1 is more better. 𝑥j is reference the 
real glucose sets variables, and 𝑦j  is reference predicted glucose 
concentration by the calibration model. then 𝑥  and 𝑦jare represent the 
average of real glucose concentration and predicted glucose concentration. 
The 𝑛 is the number of spectra data in calibration and prediction process 
[33]. 																																				𝑅𝑀𝑆𝐸 = (𝑥𝑖−𝑦𝑖)2𝑁𝑖=1 𝑁 	               (3.15) 
    Same as equation 3.15, where 𝑥j  and 𝑦j  is reference the real 
glucose concentration and the predicted glucose concentration respectively. 
And 𝑁 is the number of measurement times. 
 
Chapter 4   Experiments and results discussion 
     In this research, both Ultrasonic transducer and Near infrared 
spectrometer are applied to blood glucose measurement. And the PLS 
regression mode and ANN model are used to predict the glucose 
concentration in each experiment. As well as discuss and compare the 
performance of those two model by showing error grid analysis results. 
4.1 Ultrasonic transducer 
   Currently, the commonly used frequency range for ultrasonic 
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diagnostic apparatus is 2-10 MHz, where 3-5 MHz has been widely used. 
In this experiment, a pair of 5 MHz Ultrasonic transducers with transmitter 
and receiver are selected to connect with the signal generator and signal 
analyzer. 
4.1.1 Experiments 
     Two volunteers in this experiment, one male subject and one female 
subject. The ultrasonic transducers are applied to four measurement targets: 
fingertip, palm, wrist and arm. Measure those five targets for six times a 
day, before and 90 minutes after breakfast and same as lunch and dinner, 
then at the same time measure the real glucose level by glucose meter as 
reference value. 
    Fig 4.1 The block diagram 1 of the ultrasonic transducer experiment 
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     Figure 4.1 shows the block diagram of the ultrasonic transducer 
experiment. Those two ultrasonic transducers apply to four measurement 
targets: fingertip, palm, wrist and arm. And the transmitter and receiver 
connect to the signal generator and signal analyzer respectively. And then 
do the signal processing, analysis the data. Those targets are measured six 
times a day, 30 minutes before and 90 minutes after the breakfast, lunch 
and dinner. 
 
 
 
 
 
 
 
 
 
Fig 4.2 The block diagram 2 of the ultrasonic transducer experiment  
    Meanwhile the real glucose level is measured by traditional glucose 
meter as reference value at the same time. In this experiment, the room 
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temperature is also considered to explore the influence for the relationship 
between glucose and ultrasonic. And in the figure 4.2, the same distance is 
kept by using tripod to make sure in the same condition with each 
experiment. 
4.1.2 Results 
   In ultrasonic transducer experiment, we use PLS regression and BP-
ANN method to analysis the data and predict the glucose concentration. 
150 data sets are collected in the ultrasonic experiment for each subject. 
This article takes the first 130 data sets to established prediction calibration 
model and the left 20 data sets to do validation that in order to test the 
performance of prediction scheme.  
4.1.2.1 PLSR 
   In this experiment PLSR method can explore the codependent 
relationship among the volunteers' glucose concentrations from glucose 
meter and the corresponding near infrared spectral data to construct 
calibration model, and then use this model to predict other observable 
variables. 
   we can get two equations that show the relationship between the 
glucose concentration and the variable of fingertip, palm, wrist, arm and 
the room temperature by using PLS method as following: 
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𝑌A = (2.1958)𝑥A + (0.2363)𝑥E + (−0.4361)𝑥																													+(−0.6979)𝑥 + (−2.9557)𝑥 + (85.153)       (4.1) 	𝑌E = (1.7565)𝑥A + (−0.2551)𝑥E + (−0.0910)𝑥																														+(−0.0688)𝑥 + (4.5107)𝑥 + (−9.376)       (4.2)	
    In the equation 𝑌A  is the predicted glucose concentration value, 𝑥A	, 𝑥E	, 𝑥	, 𝑥	, 𝑥	are represent the output value of fingertip, palm, wrist, 
arm and room temperature respectively. In addition, the metabolism rates 
in everyone is not same. By considered the metabolism rate with the 
fluctuation of the blood glucose, so everyone should have their unique 
prediction equation to describe the glucose level. 
 
 
 
 
 
 
Fig.4.3 The variable importance for the prediction of two subjects 
    And in the figure 4.3 shows the importance of five parameters for 
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glucose prediction from those two equation. In this prediction, fingertip 
and temperature make the great contribution to the blood glucose 
prediction. So it means that the fingertip is best position to do the glucose 
measurement experiment compare to other positions. While the 
temperature makes negative influence on subject1 and positive influence 
on subject2 are opposite relation for two subjects in the ultrasonic 
transducer experiment. 
 
 
 
 
 
 
Fig 4.4 The EGA analysis result of two subjects from ultrasonic 
experiment by the PLSR method, female: red, male: black 
    Figure 4.4 and Table 4.1 show the Clarke error grid analysis result of 
two subjects in this experiment. The figure shows the most of the predicted 
results fall in the region A, which means the established scheme is capable 
of making prediction. And the correlation coefficient R of subjects are 
5.5419 and 5.4558, the RMSEP (root mean square error of prediction) of 
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the glucose level are 12.1445 and 14.3531 mg/dl in PLSR method.  
  Table 4.1 The explanation of the EGA in numerical value by PLSR 
 
 
 
            
        
Additional, the International standard of SMGB the error is less than or 
equal to 15mg/dl to comply with ISO 151197. So it can confirm that the 
results are satisfied with the international standard. 
4.1.2.2 BP-ANN 
    BP-ANN is another calibration model that applies to linear relations 
as well as nonlinear. It through the output node feedback to hidden layer 
and input layer is used to adjust the weights value and then repeats that 
process until get the most ideal result. In this research those two methods 
can explore the codependent relationship among the volunteers' glucose 
from glucose meter and the corresponding experiment data to construct 
calibration model, and then we use this model to predict other observable 
variables.  
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   The EGA analysis result of two subjects by the BP-ANN method in 
ultrasonic experiment shown as Figure 4.5. The values almost fall in the 
region A. 
  
 
 
 
 
 
 
Fig 4.5 The EGA analysis result of two subjects from ultrasonic 
experiment by the ANN method, female: red, male: black 
    While in ANN method, the value of R is 7.6332 and 6.6995, RMSEP 
is 9.3541 and 10.9674 mg/dl of two subjects respectively. In the EGA 
results and the numerical explanation, the values of ANN method are close 
to the center line compare to PLSR method. So in the ultrasonic transducer 
experiment, the performance of ANN method is better than PLSR method. 
 Table 4.2 The explanation of the EGA in numerical value by BP-ANN 
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                 Subject1(black)   Subject2(red) 
  
  EGA 
 Results 
A Zone 80% 16/20 85% 17/20 
B Zone 20% 4/20 15% 3/20 
C Zone 0% 0/20 0% 0/20 
D Zone 0% 0/20 0% 0/20 
E Zone 0% 0/20 0% 0/20 
4.2 Near infrared spectrometer 
4.2.1 Oral Glucose Tolerance Test 
     In this experiment oral glucose tolerance test is used to help achieve 
the blood glucose level. Oral Glucose Tolerance Test is a common way to 
measure how well your body’s cells are able to absorb glucose, or sugar, 
after you ingest a given amount of sugar. Usually, doctors use fasting blood 
sugar levels values to diagnose type 1 and type 2 diabetes, and prediabetes. 
A glucose tolerance test can also be used to diagnose diabetes [21][22].  
     While in this research the oral glucose tolerance test is used to help 
achieve the wide blood glucose level. Before doing the test the subjects 
were fasting for more than 10 hours before the experiment day and no 
breakfast. Measured the baseline glucose level first and then drinking the 
250ml solution with 75 grams of sugar. Table 4.3 shows the glucose level 
distribution of five subjects from the oral glucose tolerance test. The 
glucose level range from 69 mg/dl to 210 mg/dl, while the normal range of 
glucose level are between 70 mg/dl and 135 mg/dl. So we can get wide 
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distribution glucose level from OGTT test that useful and can get clear near 
infrared spectral data. 
Table 4.3 The distribution of blood glucose level from OGTT 
Subjects(mg/dl) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Subject1(M) 83 97 136 161 181 179 197 189 192 174 165 155 137 127 106 69 
Subject2(F) 89 118 140 153 159 166 176 181 172 175 162 159 152 139 121 101 
Subject3(M) 95 127 187 163 156 141 135 138 137 146 140 132 125 112   
Subject4(M) 100 116 144 194 194 196 210 181 170 144 145 140 130 123 130 115 
Subject5(F) 101 106 133 135 135 122 121 112 117 137 143 139 132 121 113 124 
Fig 4.6 The blood glucose level distribution from five subjects 
4.2.2 Experiments 
    In this part, Near Infrared Spectrometer (AOFT: Acousto Optic 
Tunable Filter method) is applied to middle fingertip of left hand by 
reflection method. The device and experimental schematic are shown in 
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Figure 4.7. Wavelength range is from 1200nm to 2500nm. This device 
including the spectrometer and laptop that installed corresponding 
software. The resolution is 1nm, it has been scanned 10 times and 
integrated 5 times.  
    There are two data pre-process methods, one is SNV (standard normal 
variate transformation) processing that eliminates solid particle size, 
surface scattering and the influence of NIR diffuse reflection spectrum 
from optical path difference. 
Fig 4.7 The spectrometer device and experimental schematic 
representation of near infrared experiment 
     In the experimental schematic representation in the right side above, 
the describe of sample measurement that put the middle finger between the 
spectrometer and reflector, then transmit the light, penetrate the finger, and 
reflect the light. From this measurement we can achieve the corresponding 
spectrum from the software that has already been installed in the computer 
before. 
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  Fig4.8 The reflector that contain PS plate and ceramic plate  
    The reflector has two sides shown as Figure 4.8, the PS plate and 
ceramic plate are included to help doing the near infrared experiment. Due 
to the spectrometer is sensitive to de temperature, wrong situation or some 
not ideal problem are may happen. So it is necessary to do the wavelength 
calibration to make sure the device is operated in the good condition. 
    First, ceramic is used to calibrate the spectrometer (the method shown 
as fig4.7 right side but without sample), and then use the PS plate to do 
calibration until get the information of calibration successfully. But it is 
should be concern that the PS plate and ceramic plate are need to overlap 
together when do the PS plate calibration. After the calibration, we can 
start the measurement. 
    And another one is differential calculation that can erase baseline and 
other background interference, recognize overlapping peak, improve 
resolution and sensitivity effectively. And We also used squalane oil on 
fingertip to erase some noise and absorb infrared easily.  
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Fig 4.9 The structure of AOTF unit in near infrared spectrometer device  
We compared three situations when used spectrometer applied to fingertip 
shown as figure 4.9:  
(1) utilize SNV method and without squalane oil (upper);  
(2) utilize SNV method and with squalane oil (middle);  
(3) utilize SNV and differential method together and with squalane oil 
(last).  
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    Fig 4.10 The comparison results from three different situations 
    Finally, from the figure we can notice that the last situation showed 
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the smoothest spectrum, so in this research apply those two pre-process 
method and smear squalane oil on measurement target together. 
    The process of near infrared experiment as follow: 
(1) Preheat the device, prepare the glucose water that 250ml solution with   
75 grams of sugar; 
(2) Measure the baseline glucose level as reference value by glucometer; 
(3) Smear Squalane oil on test fingertip (The oil needs time to be absorbed 
by finger and then the skin will become easy to assimilate the infrared 
light);  
    
 
 
 
Fig 4.11 The 75 g glucose powder and 250 ml glucose solution 
(4) After 5 minutes drinking glucose solution; 
(5) Start the near infrared experiment, save the absorbance spectral data 
and measure glucose level by glucose meter every 10 minutes for two 
hours, totally 16 times. And each time we collect 30 times spectral data 
to do the average calculation in order to reduce noise and improve 
signal-to-noise ratio. 
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4.2.3 Results 
     Figure 4.10 shows the five subjects' glucose range between 70 and 
210 mg/dl are measured by glucose meter every 10 minutes from the 
OGTT and the absorbance spectrum of one subject's fingertip for 16 times 
from infrared spectrometer with two and half hour.  
  Fig 4.12 The absorbance spectrum of subject's fingertip for 16 times 
    In order to achieve the prediction of blood glucose concentration by 
analysis the absorption spectrum. There are some absorption wavelength 
areas of glucose, first area is 1450nm-1490nm, second area is 1530nm-
1570nm and third area is 2130nm-2170nm. They attribute to combination 
bands of -CO stretching vibration and -OH stretching and bending 
vibration of blood glucose. 
    This research takes the first eleven times spectral data sets and 
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corresponding glucose concentrations as the predictor to establish the 
calibration model, and then takes left five data sets as the tester to validate 
the model performance in this experiment. 
4.2.3.1 PLSR 
    Firstly, PLS regression method is applied to the experimental data to 
build the glucose concentration prediction model, Figure 4.13~Figure 4.15 
show the EGA results and describe the performance of the prediction 
model. In those figures, different colors represent subjects in the three area 
respectively. And from the result  
 
 
 
 
 
 
Fig 4.13 The EGA analysis result of five subjects (two females and three 
male) in first characteristic absorption spectrum by the PLS method 
  Table 4.4 The explanation of the EGA in numerical value by PLSR  
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Fig 4.14 The EGA analysis result of five subjects in second characteristic 
absorption spectrum by the PLS method 
Table 4.5 The explanation of the EGA in numerical value in PLSR method 
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Fig 4.15 The EGA analysis result of five subjects in third characteristic 
absorption spectrum by the PLS method 
Table 4.6 The explanation of the EGA in numerical value in PLSR method 
       
  
   
    
    From those fingers and tables, the prediction performance of the 
PLSR method is explored. Those results from five subjects are all fall in 
region A in EGA which means this scheme has a good prediction 
performance. 
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4.2.3.2 BP-ANN 
     In the BP-ANN method, the number of the layers and the nodes 
should be adjusted by the different data characteristic. We need to repeat 
the adjustment until get the ideal result. For example, the figure 4.16 is one 
example that the neural network contains four layers: input layer, two 
hidden layers and output layer. And in each hidden layer with 11 layer 
nodes. From this interface, beside the network structure, we can understand 
some other parameters such as the epoch, time, gradient and training state 
to check the model performance, shown as Fig 4.16-Fig4.19.  
 
 
 
 
 
 
 
   
Fig 4.16 The interface of Neural Network Training with parameters 
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  Fig 4.17 The performance of the prediction model in ANN training 
 
 
 
     
 
 
 
  Fig 4.18 The training state of the prediction model in ANN training 
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   Fig 4.19 The regression of the prediction model in ANN training 
    Same as PLS regression method, Figure 4.20~Figure 4.22 show the 
EGA results of BP-ANN method and describe the performance of the 
prediction model. In those figures, different colors represent subjects in the 
three area respectively. 
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Fig 4.20 The EGA analysis result of five subjects in first characteristic 
absorption spectrum by the BP-ANN method 
 Table 4.7 The explanation of the EGA in numerical value in BP-ANN 
 
 
 
 
 
 
 
 
 
 
 
Fig 4.21 The EGA analysis result of five subjects in second characteristic 
absorption spectrum by the BP-ANN method 
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 Table 4.8 The explanation of the EGA in numerical value in BP-ANN  
 
 
 
 
 
 
 
 
 
 
Fig 4.22 The EGA analysis result of five subjects in third characteristic 
absorption spectrum by the BP-ANN method 
Table 4.9 The explanation of the EGA in numerical value in BP-ANN 
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4.2.4 Comparison 
   In this work, two methods are used to build the glucose concentration 
prediction scheme, we also know the results and the performance 
respectively. In order to achieve the suitable prediction method in this 
experiment, here compare those two methods. 
 
 
 
 
 
 
 
Fig 4.23 The EGA analysis result of three characteristic absorption 
spectrum by the PLS method, at first area: diamond; second area: circle; 
third area: star 
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Fig 4.24 The EGA analysis result of in three characteristic absorption 
spectrum by the BP-ANN method, at first area: diamond; second area: 
circle; third area: star 
Table 4.10 The results of calibration curve from the PLS regression and 
ANN method 
    The PLSR and BP-ANN validation results of five subjects are showed 
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in Figure 4.23 and 4.24. The points with different colors and different 
shapes represent the results of five subjects from three wavelength areas in 
those two figures. In the PLSR and BP-ANN method, the almost results 
fall in the region A, which means they are acceptable scheme for the blood 
glucose prediction. While the results from BP-ANN are more close to the 
the central line than the PLSR method’s. And table 4.4 shows the the 
correlation coefficient R and RMSEP of five subjects in two different 
methods. The value of R is around 0.9 which is good, and the value of 
RMSEP from BP-ANN are smaller than the results from PLSR method. 
Therefor by comparing the values, the prediction accuracy of BP-ANN 
method is better than PLSR method, which is same as the result of 
ultrasonic transducer experiment. 
 
Chapter 5 Challenges and Future works  
    It is no doubt that the prediction accuracy is the most important part 
for the non-invasive way to measure the blood glucose concentration. In 
order to improve the prediction accuracy, the researchers continue 
exploring the most suitable experiment method or scheme to achieve the 
blood glucose measurement.  
    Usually, the accuracy is related to the experiment and data process 
method. In my work, the same distance, room temperature and four 
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measurement targets are considered in the ultrasonic transducer experiment, 
but the pressure that between the transducer and the measurement targets 
is difficult to keep in the same level. And in the near infrared experiment, 
we repeat the experiment many times to confirm the best procedure that 
the time interval between two times measurement and the order in the 
experiment to achieve the ideal data. On the data analysis, the BP-ANN 
method that need to repeat adjust the number of hidden layer and the node 
to get the best prediction result. Actually, now there are so many methods 
to explore this filed, but the fact is that the prediction accuracy is not stable. 
    So the future research will focus on the accuracy improvement and 
applying and adapting these methodologies to real world applications. 
Firstly, the pressure sensor will be made to make sure that the same 
pressure will be kept in each measurement. And add the subject weight, 
height, the thickness of the measurement target as the parameters are 
considered in the experiment. Secondly, we will focus on further 
optimizing the algorithm to analysis the experimental data for mature 
blood glucose prediction systems. Finally, develop the portable glucose 
monitoring device that same like smartphone can get the numerical glucose 
reading directly. 
 
Chapter 6 Conclusion 
• In this research a non-invasive glucose measurement scheme using 
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ultrasonic transducer and near IR spectrometer are explored.  
• The predicted results from ultrasonic transducer and near infrared 
experiment are less than the international standard ISO 151197 
(International standard of SMGB the error is less than or equal to 
15mg/dl to comply with ISO 151197).  
• And in the near infrared experiment, the results show the feasibility of 
the development of non-invasive glucose measurement scheme based 
on reflectance through acousto-optic tunable filter. The prediction 
ability of ANN method is better than PLS regression method, 
especially in the nonlinear correlation between independent variable 
and dependent variable. 
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