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V posledných rokoch sme svedkami mnohých úsporných opatrení vo nan£-
nom sektore, v oblasti pois´ovníctva nevynímajúc. Nestále nan£né výnosy, po-
kles prijatého poistného a neustávajúca snaha o udrºanie konkurencieschopnosti
na poistnom trhu núti poistite©ov ²etri´ a konsolidova´ svoje náklady. Nie na-
darmo sa hovorí, ºe naj©ah²ie zarobené peniaze sú tie u²etrené. Jednou z oblastí,
kde je v rámci pois´ovne moºné u²etri´ nemalé nan£né prostriedky, je zabráni´
vyplácaniu poistných plnení, na ktoré nie je právny nárok. Poistné podvody sú
významnou zloºkou opera£ného rizika a ich efektívne riadenie môºe ovplyvni´
celkovú ziskovos´ pois´ovne.
Cie©om tejto práce je prispie´ k zefektívneniu procesu odha©ovania poistných
podvodov a navrhnú´ rie²enie riadenia fraud managementu s vyuºitím Bussiness
Intelligence a metód mnohorozmernej ²tatistky.
Úvodná kapitola je venovaná v²eobecným poznatkom o poistnom podvode
naprie£ rôznymi odvetviami poistenia. Zhrnuté sú v nej posledné ²tatistky tý-
kajúce sa poistných podvodov v eskej republike a taktieº postupy, ktorými sa
pois´ovne snaºia chráni´ pred neoprávnenými výplatami poistných plnení. My sa
v na²ej práci zameriame na princíp odha©ovania poistných podvodov pomocou
prediktívnych modelov.
Praktickú ilustráciu vybraných metód aplikujeme v práci na reálne dáta ºia-
dostí o poistenie domácnosti. Na²im cie©om pritom nebude predikova´ len prav-
depodobnos´ výskytu poistného podvodu, ale úlohu roz²írime aj o odhad celkovej
ziskovosti zmluvy. Na²ou predstavou je predloºi´ koncept, ako by pois´ovne mohli
ltrova´ ºiadosti o poistenie. A to takým spôsobom, aby uzatvárali zmluvy s vy²-
²ou pravdepodobnos´ou pozitívneho ²kodného pomeru a tým zlep²ovali prota-
bilitu svojho poistného kme¬a. V druhej kapitole je teda zhrnutá denícia tejto
úlohy a popísané zdrojové dáta spolu so sledovanými znakmi.
V ¤al²ích £astiach práce sú potom postupne popísané vybrané metódy mnoho-
rozmernej ²tatistiky, ktoré vyuºijeme k tvorbe prediktívnych modelov. Výstavba
jednotlivých modelov je v kaºdej kapitole popísaná teoreticky a následne ilustro-
vaná na dátach z poistenia domácnosti. Pouºitý je pri tom softvér NCSS 2007 a
najmä Wolfram Mathematica 8.0, v ktorej sme úlohy programovali vytvorením
vlastného kódu, ktorý taktieº uvádzame v prílohách tejto práce.
V tretej kapitole sa detailnej²ie venujeme analýze hlavných komponentov. Túto
metódu vyuºijeme k prvej £asti tvorby prediktívneho modelu, t. j. na identikáciu
premenných, ktoré sú podstatné pre na²u úlohu z h©adiska zachovania £o najvä£-
²ej £asti celkovej variability dátovej ²truktúry. V praktickej £asti úlohy je na²ím
cie©om identikova´ tie merané znaky jednotlivých ºiadostí, ktoré nemusia by´
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pre ú£ely predikcie protability spracovávané v ¤al²ích £astiach práce.
Kon²trukciou samotných prediktívnych modelov sa následne zaoberáme v ²tvr-
tej kapitole. Vychádzame pritom z poznatkov diskrimina£nej analýzy. Pomocou
kanonickej diskrimina£nej analýzy je moºné ur£i´ významné premenné na odlí²e-
nie zadenovaných skupín pozorovaní, ktoré v úlohe poistenia domácnosti tvoria
protabilné a neprotabilné zmluvy roztriedené pod©a svojho dlhodobého ²kod-
ného pomeru. Kanonickú diskrimina£nú analýzu a rovnako tak metódu kvadra-
tických diskrimina£ných funkcií ¤alej vyuºijeme na odhad protability zoh©ad-
¬ujúcej poistný podvod pre sadu nových ºiadostí.
Piata kapitola je venovaná tvorbe prediktívneho modelu pomocou logistickej
regresie, ktorá sa v pois´ovníctve vyuºíva najmä na modelovanie odhadu pravde-
podobnosti poistnej udalosti, £i stornovanie poistnej zmluvy. Logistická regresia
je taktieº vyuºitá na klasikáciu nových ºiadostí a dosiahnuté výsledky sú porov-
nané s výsledkami získanými na základe diskrimina£nej analýzy.
Závere£ná kapitola je zameraná na prepojenie tvorby prediktívnych modelov
s aplika£nými a systémovými rie²eniami pois´ovní. Navrhujeme v nej inova£ný
koncept fraud managementu systému ako integráciu jeho prvkov do dátovej ²truk-
túry spolo£nosti. Vyuºité sú pritom zloºky Business Intelligence. Predstavené
sú tieº moºnosti ako pomocou systémových rie²ení dosiahnu´ £o najefektívnej-
²ie spracovanie preditkívnych modelov. A taktieº ako zabezpe£i´ vhodné vyuºitie
výstupov z jednotlivých modelov v rámci oddelenia likvidácie poistných udalostí
alebo pri pre²etrovaní podozrivých jednaní.
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Kapitola 1
Poistný podvod a jeho
charakteristiky
1.1 Poistný podvod
V sú£asnej dobe celosvetovej recesie sa téma poistných podvodov stáva z roka
na rok aktuálnej²ou. Zhor²ujúca sa ekonomická situácia v domácnostiach nabáda
©udí £oraz £astej²ie k páchaniu poistných podvodov.
V posledných rokoch pozorujeme naprie£ celým poistným trhom nárast po-
istných podvodov, vä£²iu vynaliezavos´ a zapájanie sa vä£²ích organizovaných
skupín do ich páchania. Fingované dopravné nehody, krádeºe vozidiel, nadhod-
nocované vý²ky ²kôd pri prírodných katastrofách, úmyselne zakladané poºiare
nehnute©ností, ale i falo²né lekárske správy, zatajovanie skuto£ného zdravotného
stavu, £i vymyslené úrazy patria k £astým praktikám, pomocou ktorých sa pois-
tení snaºia obohati´ na úkor poistite©ov.
Hlavným motívom poistite©ov na odha©ovanie týchto podvodov je zabránenie
nan£ným stratám a nevyplácanie plnení, na ktoré nie je právny nárok. Av²ak
snaha o rie²enie tohto problému by nemala by´ len na strane poistite©ov. Zapo-
ji´ do boja proti poistným podvodom by sa mali v²etci, ktorí pravidelne platia
poistné a nemajú ºiadne postranné úmysly. Mnohí ©udia ani nevedia, ºe dôsled-
kom poistných podvodov je mnohokrát zvý²enie sadzieb poistného. Neodhalené
poistné podvody totiº zhor²ujú celkový ²kodný priebeh poistenia a tým pádom
ovplyv¬ujú aj vý²ku poistného v²etkých klientov. Teda náklady spôsobené poist-
ným podvodom v kone£nom dôsledku nesú v²etci poistníci, i tí poctiví.
Poistný podvod moºno vo v²eobecnosti charakterizova´ ako úmyselné klamanie
jednej strany druhou v poistnom vz´ahu za ú£elom obohatenia sa alebo získania
výhody, ktorá by nenastala, ak by bol pravdivo vysvetlený skutkový stav.
Poistný podvod má i svoju právnu úpravu1 v legislatíve eskej republiky.
Jedná sa o trestný £in, ktorý sa zara¤uje do kategórie majetkovej kriminality.
1Právne predpisy súvisiace s poistným podvodom v R sú: Trestní zákon, Zákon o poji²-
´ovnictví, Zákon o pojistné smlouv¥, Zákon o ochran¥ osobních údaj·, Zákon o poji²tení odpo-
v¥dnosti z provozu vozidla, Zákon o poji²´ovacích zprost°edovatelích a likvidátorech pojistních
událostí.
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Trestný zákonník2 denuje poistný podvod ako dve samostatné skutkové pod-
staty:
1. Kto uvedie nepravdivé alebo hrubo skreslené údaje alebo podstatné údaje
zaml£í:
(a) v súvislosti s uzatváraním alebo zmenou poistnej zmluvy
(b) v súvislosti s likvidáciou poistnej udalosti
(c) pri uplatnení práva na plnenie z poistenia alebo iné obdobné plnenie
bude potrestaný od¬atím slobody aº na 2 roky, zákazom £innosti alebo
prepadnutím veci alebo inej majetkovej hodnoty.
2. Kto uvedie v úmysle opatri´ sebe alebo inému prospech, vyvolá alebo pred-
stiera udalos´, s ktorou je spojené právo na plnenie z poistenia alebo iné
obdobné plnenie, alebo stav vyvolaný poistnou udalos´ou udrºuje a spôsobí
tak na cudzom majetku nezanedbate©nú ²kodu, bude rovnako potrestaný.
alej Trestný zákonník uvádza vý²ku jednotlivých trestov pod©a rozsahu ²kody.
Tresty sa pohybujú v rozmedzí 6 mesiacov aº 10 rokov od¬atia slobody. Presné
znenie moºno nájs´ v [12].
1.2 Typy poistných podvodov
K poistnému podvodu môºe dôjs´ v ktorejko©vek fáze poistnej zmluvy:
 pri zjednávaní a podpise poistnej zmluvy
 pri upisovaní a spravovaní poistnej zmluvy
 pri likvidácií poistných udalostí.
Pri zjednávaní poistnej zmluvy sa naj£astej²ie jedná o zatajenie dôleºitých in-
formácií pre ocenenie rizika. Z obavy, ºe poistite© odmietne poskytnú´ poistnú
ochranu alebo z dôvodu získania lep²ích podmienok. Patrí sem i uzatváranie zmlúv
na neexistujúci majetok, £i stanovovanie vy²²ej hodnoty majetku. V priebehu po-
istnej zmluvy sa poistný podvod môºe objavi´ pri dodato£nej zmene údajov,
napríklad prehodnotenie zdravotného stavu na základe skreslených lekárskych
správ. Zámerné spôsobenie ²kody, ktorú klient nahlási ako poistnú udalos´, prí-
padne nahlásenie vy²²ej ²kody k akej skuto£ne do²lo, sú príkladmi podvodných
jednaní pri likvidácií poistných udalostí.
Existuje mnoho kritérií pod©a ktorých moºno poistné podvody deli´. Jedným
z nich je druh poistenia. Poistné podvody sa vyskytujú v rámci ºivotného i neºi-
votného poistenie a teda v:
 poistení majetku, vozidiel, zodpovednosti




Páchate©om podvodu nemusí by´ vºdy len poistený. Pod©a osoby páchate©a
môºeme poistné podvody rozdeli´ na interné, kde je páchate©om zamestnanec
pois´ovne, a externé kedy je páchate©om poistník, po²kodený alebo poistený.
K omnoho závaºnej²ím podvodom, ktoré spôsobujú i vy²²ie ²kody, patria interné
podvody. Pri týchto typoch podvodov je páchate©om zamestnanec pois´ovne,
ktorý vyuºíva znalosti vnútornej ²truktúry, systémov a procesov vo svoj pros-
pech, resp. k osobnému obohateniu sa. V dne²nej dobe nie je výnimkou, ºe tieto
typy podvodov nie sú páchané len z vlastnej iniciatívy, ale v spolupráci s pácha-
te©mi mimo pois´ovne.
1.3 Poistné podvody v £íslach
CEA (Comité Européen des Assurances) odhaduje, ºe plnenie poistných pod-
vodov predstavuje asi 2 % ro£ného predpísaného poistného, vi¤ [8]. Na £eskom
trhu je v²ak situácia e²te váºnej²ia. Odhady latencie poistných podvodov (celkový
po£et vrátane neodhalených) sa pod©a [3] pohybujú medzi 5 - 15 % predpísaného
poistného s oh©adom na druh poistenia. Znamená to teda, ºe £eské pois´ovne tra-
tia ro£ne okolo 8,5 aº 12,5 miliárd K£ na výplatách za poistné podvody. Pod©a
svetových ²tatistík zhruba kaºdý siedmy prípad, ktorý klient pois´ovniam ohlási,
patrí medzi poistné podvody. I to je jeden z dôvodov pre£o ich nesmieme bra´
na ©ahkú váhu.
eská asociácia pois´ovní (AP) kaºdoro£ne spracováva ²tatistiku poistných
podvodov, ktoré boli odhalené jej £lenskými pois´ov¬ami. V tabu©ke 1.1 je uve-
dený preh©ad po£tu prípadov vy²etrovania poistných podvodov v jednotlivých
oboroch poistenia.
Obor poistenia Po£et ²etrených prípadov Vý²ka preukázaných hodnôt (v tis. K£)
Roky 2007 2008 2009 2010 2011 2007 2008 2009 2010 2011
Poistenie
vozidiel
3359 3510 3110 3211 4728 269593 347484 360072 302904 329730
Poistenie
prepravy




654 595 817 967 891 216617 168375 237868 268517 425569
Poistenie osôb 520 690 523 943 1046 32803 32919 30672 47213 82461
Spolu 4584 4806 4478 5142 6682 523968 550653 632415 624987 839077
Tabu©ka 1.1: tatistiky poistných podvodov v R, roky 2007 - 2011
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Experti z komer£ných pois´ovní v R sa zhodujú, ºe najviac pokusov o pod-
vodné jednanie je i na¤alej v poistení motorových vozidiel. Naj£astej²ie sú krádeºe
vozidiel, sú£iastok, predmetov ponechaných vo vozidle a samozrejme ngované do-
pravné nehody. Výrazne v²ak rastie i po£et podvodov v poistení zodpovednosti.
Z tabu©ky 1.2 je zjavné, ºe i v roku 2012 bolo najviac ²etrených prípadov
v poistení vozidiel. Za pov²imnutie stojí najvy²²ia preukázaná hodnota v poistení
majetku a zodpovednosti, ktorej podiel na v²etkých podvodoch je pribliºne 50%.
Nárast pozorujeme i v poistení osôb. Zaujímavým je aj celkový pokles ²etrených
prípadov oproti roku 2011 a naopak nárast preukázanej hodnoty v poslednom







plnení (v tis. K£)
Vý²ka preukázanej
hodnoty (v tis. K£)







Poistenie osôb 1296 122814 111171
Spolu 6143 1568112 1064576
Tabu©ka 1.2: tatistiky poistných podvodov v R, rok 2012
1.4 Boj s poistným podvodom
Dôvody narastajúcej aktivity boja proti poistným podvodom, ktoré potvr-
dzuje aj AP, sú celkom zrejmé. Sú£asný trend stagnácie prijatého poistného
a nestabilných, £i nejasných výnosov z nan£ných operácií znamená evidentnú
potrebu pois´ovní zvy²ova´ svoj zisk, respektíve zniºova´ náklady, ku ktorým
patria aj £iastky vyplácané za podvody. Zníºením po£tu úspe²ných podvodov,
t. j. i ²kodového pomeru, si teda pois´ovne môºu zaisti´ udrºanie svojej konku-
rencieschopnosti.
Nezanedbate©nou sú£as´ou boja proti poistným podvodom je efektívny v²e-
obecný systém riadenia rizika. Tento systém zah¯¬a aj fraud management,
respektíve riadenie rizík podvodov, ktorý spadá do riadenia opera£ných rizík.
Komplexný cyklus fraud managementu, pozri [13], je tvorený nasledujúcimi zloº-
kami:
 Odstra²ovanie (zabránenie podvodu predtým neº sa o¬ £lovek vôbec po-
kúsi).
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 Prevencia (predchádzanie výskytu podvodov). Táto fáza nastáva, ak zly-
hajú v²etky £innosti vo fáze odstra²ovania.
 Detekcia (identikácia a lokalizácia podvodov pred, v priebehu a po do-
kon£ení podvodnej £innosti; odhalenie prítomnosti podvodu alebo pokusu
o podvod).
 Zmier¬ovanie (zastavovanie podvodu, ke¤ nastane alebo zmiernenie straty
z prebiehajúcich podvodov, napríklad zablokovaním ú£tu).
 Analýza (identikácia podvodu, ktorý nastal aj napriek predchádzajúcim
fázam, vyhodnotenie objemu a prí£in strát z podvodu, dopadu na fraud
management).
 Stratégia (vytvorenie zásad a stratégie, ktorá bude vies´ k zníºeniu výskytu
podvodov).
 Vy²etrovanie (získanie informácií na zastavenie podvodnej £innosti, dokla-
danie dôkazov pre trestné stíhanie a odsúdenie podvodníkov).
 Trestné stíhanie, obºaloba (presadzovanie práva, obvinenie a stanovenie
trestu pre páchate©a).
Jednotlivé fázy tohto cyklu sa mnohokrát prelínajú a bývajú zredukované na tri
hlavné zloºky: prevencia, detekcia a vy²etrovanie.
Zlep²enie fraud managementu si (i ke¤ nepriamo) ako jeden zo svojich cie©ov
kladie aj pripravovaný regulatórny koncept Solventnos´ II, ktorý by mal vstúpi´
do platnosti 1. januára 2015. Jeho cie©om je poskytnú´ vy²²iu ochranu poisteným
za sú£asnej stability trhu. V koncepte sú okrem iného kladené nároky na efektívny
systém riadenia opera£ného rizika, ktoré zah¯¬a aj poistné podvody. Nároky sú
kladené teda i na implementáciu procesu identikácie a hodnotenie podvodu. Po-
ºiadavky zah¯¬ajú existenciu zdokumentovanej stratégie, rozsahu riadenia a tak-
tieº procesy posudzovania a reportovania.
Ke¤ºe opera£né riziko je sú£as´ou formule pre výpo£et solventnostného ka-
pitálového poºiadavku i efektívnym riadením fraud managementu bude moºné
zniºova´ jeho hodnotu. A to môºe by´ v dobe, kedy by pod©a dopadovej ²túdie
Solventnosti II (QIS 5 - The fth Quantitative Impact Study, vi¤ [11]) mini-
málne 15 % pois´ovní v Európskej Únií nesplnilo poºiadavky na solventnostný
kapitálový poºiadavok, významnou motiváciou.
Napriek tomu, ºe pois´ovne v poslednej dobe vykazujú vy²²iu aktivitu v ria-
dení procesov svojho fraud managementu, nie je situácia z¤aleka optimálna.
V eskej republike sa pois´ovniam podarilo v roku 2012 odhali´ poistné podvody
za pribliºne 1 miliardu K£. Táto suma v²ak tvorí len 6 -9 % predpokladaných
výplat za podvody. Pre£o je toto £íslo také malé?
Sú£asná situácia v riadení poistných podvodov je zloºitá. Boj proti nim v po-
slednej dobe komplikujú aj meniace sa podmienky na trhu, vrátane niektorých pre
klientských prístupov pois´ovní, ako sú moderné formy zjednávania poistení, £i
hlásenia ²kôd cez internetové rozhrania. Aj napriek tomu moºno základné dôvody
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neuspokojivého stavu fraud managementu zvy£ajne h©ada´ niekde inde. Základ-
nými dôvodmi sú najmä:
 chýbajúca stratégia a nejednotnos´ v prístupe v boji proti podvodom
 nefunk£né systémy na odha©ovanie podvodov a zlá kontinuita jednotlivých
procesov
 nedostato£ná motivácia zodpovedných zamestnancov
 protichodné ciele obchodu a riadenia rizík, £i zlá spolupráca medzi jednot-
livými oddeleniami spolo£nosti
 nedostatok vhodných dát
 chýbajúci software zameraný na odha©ovanie podvodov
 nesystémové denície rolí a zodpovedností.
Vzh©adom k týmto komplexným problémom si vyºaduje i smerovanie aktivít
v boji proti podvodom komplexný prístup. Dôraz musí by´ kladený na centra-
lizáciu procesov a jednotný prístup riadenia rizík v spolo£nosti, fraud skóring
a implementáciu systémov na odha©ovanie podvodov. Nemenej dôleºité je aj bu-
dovanie povedomia o poistných podvodoch a ich prevencia. Vedomie, ºe pois´ov¬a
sa podvodmi zaoberá odradí mnoho potencionálnych podvodníkov z obavy moº-
ného odhalenia.
Medzi pozitívne trendy, ktoré sa v poslednom období objavujú, patrí efektívne
rozdelenie £inností a reorganizácia v rámci pois´ovní. Ako príklad sa £asto uvá-
dza presúvanie vy²etrovania menej závaºných podvodov na oddelenie likvidácií
²kôd. Tým pádom majú ²pecializované oddelenia viac priestoru na odha©ovanie
závaºnej²ích podvodov, ktorých preukazovanie je odborne i £asovo náro£nej²ie.
al²ím z trendov je investícia do ²peciálnych nástrojov na odhalenie poistných
podvodov.
Dôleºitou sú£as´ou boja proti poistným podvodom je vzájomná spolupráca
poistite©ov. V rámci eskej republiky prebieha prostredníctvom eskej kancelá-
rie poistite©ov (KP), £i AP. Ide najmä o výmenu informácií o preverovaných
poistných udalostiach, jednotlivých ²etreniach a prípravu preventívnych opatrení.
Na jar roku 2012 AP spustila nový systém pre odha©ovanie poistných podvodov
SVIPO t. j. Systém výmeny informácií o podozrivých okolnostiach. Jeho cie©om
je systematicky odha©ova´ podvody, ktoré sú páchané na trhu a doplni´ uº zauºí-
vané metódy. Tento systém porovnáva poistné udalosti vy²etrované jednotlivými
pois´ov¬ami a upozor¬uje na tie, ktoré sú s ve©kou pravdepodobnos´ou poistnými
podvodmi. Pripoji´ sa k tomuto systému môºu v²etky komer£né pois´ovne pôso-
biace na £eskom trhu. V sú£asnosti systém pracuje s dátami z oblasti motorových
vozidiel, av²ak je plánované jeho roz²írenie do ¤al²ích odvetví poistenia. Tento
systém je ur£ite vhodným dopl¬ujúcim nástrojom v boji s poistnými podvodmi.
Spracúva v²ak uº vy²etrované zmluvy a tým pádom v úlohách pois´ovní i na¤alej
zostáva selektovanie podozrivých zmlúv, respektíve poistných udalostí.
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Uvedomme si v²ak, ºe ani tie najlep²ie procesy, metodika, £i ²tandardy riade-
nia samy o sebe nezaistia efektívne odha©ovanie podvodov. Hlavným aspektom je
totiº vºdy uplatnenie metód detekcie a vy²etrovania v kombinácii s ich integrá-
ciou v informa£ných systémoch danej spolo£nosti. Tie sú £asto k©ú£om k úspechu
alebo zlyhaniu £inností v jednotlivých fázach spomínaného cyklu a vedú k úspe-
chu, £i naopak zlyhaniu celého oddelenia fraud managementu.
V dne²nej dobe uº existujú systémy, ktoré sú pomocou dátovej analýzy schopné
poistné podvody odhali´. Rozlí²i´ moºno dva základné princípy, na ktorých sú za-
loºené:
 princíp expertných pravidiel
 princíp prediktívnych modelov.
Cie©om expertných pravidiel je charakterizova´ podozrivé udalosti. Tieto pra-
vidlá sú vytvárané na základe expertných znalostí a skúseností. Aplikujú sa
pri tom indikátory potencionálnych podvodov. Jedná sa o súhrn odpozo-
rovaných a overených okolností priebehu ²kodnej udalosti v praxi, ktoré signali-
zujú, ºe ide o potencionálny poistný podvod. Pracovníci pois´ovní vyuºívajú tieto
indikátory pri likvidácií, £i revízii poistných udalostí na odha©ovanie poistných
podvodov. K indikátorom poistných podvodov, ak hovoríme vo v²eobecnej rovine,
patria napríklad:
 viac ²kôd v prvých 90 d¬och od po£iatku poistenia
 atypická ²kodná frekvencia a ich ro£ný nárast
 £astá zmena poistite©ov
 absencia poistnej histórie
 ve©ké mnoºstvo malých poistných udalostí
 chýbajúce lekárske potvrdenia, zmeny lekárov
 dokumenta£né indikátory ú£ty za o²etrenia nemajú obvyklé záleºitosti, po-
zmenené dokumenty, sporná autentickos´ dokladov.
Ved©a v²eobecných pravidiel zameraných na atribúty jednotlivých zmlúv a
ich ºivotných cyklov sú expertné pravidlá pouºívané pois´ov¬ami aj pre detekciu
fraudov z interného poh©adu. Tu sa prvotná kontrola neprevádza na zmluvách a
klientoch, ale vychádza sa z parametrov sledovaných pre jednotlivé predajné ka-
nály resp. sprostredkovate©ov poistenia. V nasledujúcej £asti sú zhrnuté niektoré
sledované ukazovatele pre pois´ovacích agentov a maklérov3. Pois´ov¬a na základe
stanovených kritérií posudzuje, kedy sledované ukazovatele nazna£ujú moºný po-
3Agent predáva produkty pois´ovne, s ktorou má uzavretú zmluvu, na základe ktorej mu
náleºí provízia. Maklér naopak nepredáva produkty konkrétnej pois´ovne, ale vyh©adáva pre kli-
entov najvýhodnej²ie produkty na trhu
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istný podvod. Po prekro£ení interne stanovených úrovní nastáva hlb²ie ²etrenie
vybraných sprostredkovate©ov a ich klientov.
 Ukazovatele pre agentov:
- Nový obchod jednotlivých agentov za daný mesiac. Pre existujúcich
klientov sa zárove¬ sleduje stav ich portfólia.
- Sledujú sa aktívni agenti s províznym dlhom.
- Zmluvy za posledný rok uzatvorené na seba samého, £i iného agenta.
- Ukon£enie zmluvy do 80 dní od uzatvorenia zmluvy.
- Zmluvy, ktoré zanikli za posledný rok po maximálne 2 rokoch platenia
poistného.
 Ukazovatele pre maklérov:
- Skokový nárast produkcie nového obchodu, preh©ad produkcie maklé-
rov.
- Podiel maklérov na dlhu maklérskej spolo£nosti.
- Kontrola maklérov s klientmi, ktorí majú anualizované poistné vy²²ie
neº ur£ené £iastka.
- Kontrola jednotlivých zmlúv s anualizovaným poistným vy²²ím neº
ur£ená £iastka.
- Sledovanie dlhu na remných zmluvách, aby sa predi²lo prípadnému
zániku v²etkých zmlúv vo rme.
 Spolo£né kritériá pre agentov a maklérov:
- Významný podiel zmlúv s vysokým poistným.
- Poistený vystupuje na viacerých zmluvách.
- Preh©ad zmlúv, kde je uhradené maximálne tretie poistné, porovnanie
s po£tom nových zmlúv za dané obdobie.
- Platenie poistného zloºenkou.
- Z jedného ú£tu hradené poistné pre viac zmlúv.
- Aktuálny preh©ad dlhov po agentoch/ makléroch.
- Percento zru²ených zmlúv.
- Preh©ad provízneho dlhu agentského/maklérskeho kanálu po jednotli-
vých poradcoch.
- Kontrola, £i klientské platby neprichádzajú z provízneho ú£tu poradcu.
Treba podotknú´, ºe hoci nám tieto indikátory nazna£ia moºný výskyt podvodu,
je nutné aby si likvidátori zachovali objektivitu, ke¤ºe nie kaºdý má v úmysle
poistný podvod spácha´.
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al²ími z techník detekcie podvodov sú spomínané prediktívne modely, ktoré
vyuºívajú klasika£né modely a sostikované dataminingové techniky vytvárané
na základe dostato£ne ve©kého objemu dát. Ich ve©kou výhodou je to, ºe na rozdiel
od expertných pravidiel je moºné pomocou nich nájs´ i skryté závislosti v dátach.
Sú teda efektívnej²ie. Nevýhodou sa potom stáva nutnos´ kvalikovaného nastave-
nia správneho modelu a jeho vhodná integrácia do dátových systémov pois´ovne.
Pre efektívne riadenie fraud managementu je teda potrebné sk¨bi´ dostupné in-
forma£né technológie s nástrojmi a metódami na detekciu podvodov. Vhodným






Na rozdiel od intuitívnej aplikácie expertných pravidiel je praktické pouºitie
prediktívnych modelov mnohokrát komplikované. V prvom rade pre kaºdé pois-
tenie musí by´ zvolený jedine£ný prediktívny model, ktorý bude odráºa´ odli²né
²peciká kaºdého poistenia a rôzne údaje, ktoré o klientovi a danom produkte
pois´ov¬a zbiera. Je zrejmé, ºe iné veli£iny budú ovplyv¬ova´ pravdepodobnos´
podvodu pri investi£nom poistení a iné pri zdravotnom poistení.
Na ukáºku prediktívnych modelov sme zo spektra poistných produktov zvo-
lili poistenie domácnosti. Toto poistenie slúºi na ochranu vybavenia domácnosti
a vecí osobnej potreby. Jedná sa teda o poistenie hnute©ného majetku v trvalo
obývanej domácnosti v rodinnom, £inºovom, £i panelovom dome. Tento typ po-
istenia chráni proti základným rizikám, ktorými sú ºivelné katastrofy, poruchy
vodovodného zariadenia, £i krádeºe a vandalizmus. Pois´ovne ponúkajú aj po-
istenie proti ²peciálnym rizikám ako napríklad ²kody spôsobené úderom blesku
(prepätie, skrat v elektronický zariadeniach v dôsledku prepätia), rozbitie skla
(okná, sklenené plochy, sklo-keramické dosky) a iné [9].
al²ím problémom aplikácie prediktívnych modelov, na ktorú naráºame, je
samotný princíp úlohy fraud managementu. Cie©om je denova´ model, ktorý
umoºní na základe historických pozorovaní predikova´ pravdepodobnos´ pod-
vodu na jednotlivých zmluvách v portfóliu. To ale znamená predpoklad historicky
úspe²ných prípadov odhalenia podvodu. V situácii, ke¤ sa odhaduje, ºe je pod-
vod pois´ov¬ami správne rozpoznaný len v nieko©kých percentách prípadov, je
naplnenie tohto predpokladu sporné. iasto£ným rie²ením je vyuºitie samou£ia-
cich schopností vybraných prediktívnych modelov, t. j. postupné iterácie k stále
úspe²nej²ím modelom.
V na²ej práci sme k tejto problematike ale pristúpili z odli²ného, praktického,
poh©adu. o pois´ovne najviac zaujíma na podvodoch? To, ºe úspe²ný podvod
zniºuje zisky - poistite©a v kone£nom dôsledku zaujíma hlavne ziskovos´ jeho
portfólia. Z tohto dôvodu spojíme úlohu fraud managementu s úlohou predikcie
protability jednotlivých zmlúv. Vstupom pre na²u úlohu sú vybrané reálne údaje
o poistení domácnosti.
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Ná² dátový súbor, vi¤ Príloha A.1, je tvorený 70 ºiados´ami o uzatvorenie
poistnej zmluvy, roz²írenými o poznatky, ktoré poistite© zo ºiadosti sám odvodil.
Jedná sa napríklad o zaradenie klienta na interný black list alebo o klasikáciu
rizikovosti bydliska. Doplnené sú ¤alej údaje o sledovanej protabilite na zmluve
a o tom, £i na nej bol detekovaný pokus o podvod. Kaºdý riadok z dátovej matice
reprezentuje jednu ºiados´, st¨pce reprezentujú merané znaky. Dáta sú tvorené
reálnymi ºiados´ami, ktoré boli pre ú£el tejto práce zúºené na po£et posta£u-
júci k praktickej ilustrácii. Pre kaºdú ºiados´ máme teda k dispozícii 18 údajov.
Jedná sa zvä£²a o diskrétne, t. j. kategoriálne premenné, ktoré nadobúdajú ko-
ne£ný po£et hodnôt, napr. Mesto. Kategoriálne premenné je moºné ¤alej rozdeli´
na ordinálne, ktorých hodnoty sa dajú logicky usporiada´, napr. Profit, a nomi-
nálne, ktoré nemajú logické usporiadanie. Hodnoty priradené kategóriám slúºia
len na identikáciu rôznych kategórií, napr. Stvrt, Mesto. Súbor obsahuje tieº
spojité premenné resp. kategorizované spojité premenné, ktoré boli za ú£elom
jednoduch²ieho spracovanie prevedené na kategórie, napr. PC. Preh©ad jednotli-
vých meraných znakov, ich rozdelenie do kategórii, hodnoty a popis je uvedený
v tabu©ke 2.1.
Premenná Kategórie Hodnoty Popis
Profit
1 PÚ < poistné
Poistná udalos´ (PÚ) vs.
anualizované poistné po 3 rokoch
trvania poistenia.
2 PÚ < 3 x poistné
3 PÚ < 5 x poistné






























































Frekvencia platenia poistného.2 polro£ne
3 ²tvr´ro£ne
BL
1 áno Interný Black list.
2 nie Zoznam podozrivých klientov.
DalsieP
1 nie
al²ie poistenie a jeho ziskovos´.
2 áno - protabilné















Z©avy na povode¬, zosuv pôdy,
blesky a iné.
2 nie
Tabu©ka 2.1: Popis dátového súboru
V na²om dátovom súbore máme zastúpených 47 muºov a 23 ºien. Najmlad²í
poistený je vo veku 23 rokov, najstar²í vo veku 72 a celkový vekový priemer je
41,27 rokov. Pokus o poistný podvod bol odhalený v 8 prípadoch.
Z poh©adu protability (premenná Profit) sme zmluvy rozdelili do skupín
pod©a pomeru poistných plnení z poistných udalostí a objemu násobku ro£ného
poistného (de facto ²kodný pomer). Za akceptovate©né berieme zmluvy, kde po-
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istné plnenie nepresiahlo 3 násobok ro£ného poistného, t.j. za ziskové povaºujeme
kategórie 1 a 2 premennej Profit. Ostatné zmluvy by mali by´ z ná²ho poh©adu
z portfólia vylú£ené. Pod©a ná²ho kritéria protability máme v databáze celkom
50 protabilných poistných zmlúv.
Na²ou úlohou je teraz nájs´ prediktívny model, ktorý bude na nových ºiados-
tiach o poistenie domácnosti identikova´ neziskové zmluvy alebo zmluvy, kde
hrozí podvodné jednanie. Výstupom tak bude model, ktorý pois´ovni umoºní vy-
triedi´ nevhodné ºiadosti o poistenie uº na za£iatku procesu poistenia, a teda




3.1 Ur£enie podstatných premenných
Kon²trukcia vhodného prediktívneho modelu by mala v prvom kroku zah¯¬a´
dátovú analýzu vstupných premenných a identikova´ tie premenné, ktoré sú
podstatné a tie, £o sú pre ú£el úlohy nadbyto£né. Hlavným cie©om v tejto £asti
práce preto bude vyradi´ niektoré premenné z dátovej matice tak, aby sme zacho-
vali vypovedajúcu schopnos´ súboru dát. Selekcia podstatných premenných môºe
totiº mnohokrát vies´ k zjednodu²eniu výpo£tu, vä£²ej preh©adnosti a jednoduch-
²ej interpretácií navrhnutého modelu a to bez straty dôleºitej informácie. Práve
týmto problémom sa zaoberá analýza hlavných komponentov. Najprv predstavíme
metódu teoreticky.
Predpokladajme, ºe skúmame n objektov, pri£om na kaºdom z nich bolo mera-
ných k znakov, zna£ených X1, . . . , Xk. Hlavným cie©om analýzy je zníºi´ dimenziu
vektoru X = (X1, . . . , Xk)T tak, aby ostala zachovaná £o najvä£²ia informácia
obsiahnutá v celom vektore. Dátová matica má tvar: x11 . . . x1k... ... ...
xn1 . . . xnk
 ,
kde xij je hodnotou j-teho znaku na i-tom objekte. Riadky tejto matice predsta-
vujú n pozorovaní vektoru meraných k znakov a ozna£íme ich
X i = (xi1, . . . , xik)
T , i = 1, . . . , n.
3.2 Hlavné komponenty
Z vektoruX chceme vytvori´ skrátený vektor Z = (Z1, . . . , Zm)T ,m < k, kto-
rého zloºky sú vhodnými funkciami zloºiek vektoru X. Zloºky vektoru Z nazý-
vame hlavné komponenty. Pod©a [7] nové náhodné vektory kon²truujeme ako line-
árnu kombináciu meraných znakov. Najprv h©adáme vektor C1 = (c11, . . . , c1k)T
tak, aby náhodná veli£ina








1j = 1. To znamená, ºe Z1 má medzi v²etkými
normovanými lineárnymi kombináciami znakov X1, . . . , Xk najvä£²í rozptyl.
alej h©adáme vektor C2 = (c21, . . . , c2k)T tak, aby náhodná veli£ina
Z2 = c21X1 + c22X2 + . . .+ c2kXk = C
T
2X




2j = 1. Takto po-
stupujeme ¤alej, aº kým zostrojíme v²etky hlavné komponenty Z1, . . . , Zk. Pre Zi
platí










ij = 1, Zi má £o najvä£²í rozptyl a je nekorelovaná so v²etkými uº
nájdenými Zj, j < i a i = 1, . . . , k. Týmto postupom teda nájdeme v²etky
koecienty matice C,
C =
 c11 . . . c1k... ... ...








Prakticky sa k výpo£tu hlavných komponentov vyuºíva spektrálny rozklad
kovarian£nej matice na vlastné £ísla a vlastné vektory. Ozna£me teda kovarian£nú
maticu vektoru X ako
Σ =





... . . .
...




kde σ2i = var(Xi) a σij = cov(Xi, Xj) pre i 6= j, kde i, j = 1, . . . , k. Táto matica
je symetrická, pretoºe cov(Xi, Xj) = cov(Xj, Xi).
Pod©a [4] existuje pre kaºdú symetrickú maticu spektrálny rozklad v tvare







Λ = diag(λ1, . . . , λk)
je diagonálna matica a
Γ = (γ1, . . . , γk)
je ortogonálna matica zloºená z vlastných vektorov γj príslu²ných vlastným £ís-
lam λj matice Σ. Pre ortogonálnu maticu Γ platí ΓΓT = I = ΓTΓ, kde I je
jednotková matica typu k × k.
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i X) = E(C
T
i (XX
T )Ci) = C
T
i ΣCi.
Problém maximalizácie rozptylu prvého hlavného komponentu sa redukuje na
max
C1:‖C1‖=1








Vzh©adom k tomu, ºe Γ je ortogonálna matica, platí ‖C1‖ = ‖v‖. alej poloºme
mj = v
2





















mj = λj∗ ,
kde indexom j∗ ozna£íme maximálne vlastné £íslo matice Σ. Usporiadame vlastné
£ísla zostupne, t. j. λ1 ≥ λ2 ≥ . . . λk. Maximum 3.3 získame, ak m1 odpovedajúce
najvä£²iemu vlastnému £íslu λ1 je 1 a mj = 0 pre j = 2, . . . , k. Potom spätne
C1 je rovné vlastnému vektoru γj∗ matice Γ, príslu²nému najvä£²iemu vlastnému
£íslu, teda λ1. Vektor C1 je ortonormálny a maximálny rozptyl pre prvý hlavný
komponent získame pre C1 = γ1. Hodnota maxima je λ1. Ke¤ºe vlastné vektory
symetrickej matice sú ortogonálne, k nájdeniu druhého hlavného komponentu
maximalizujeme rozptyl tak, ºe v1 = 0. H©adáme C2 ortogonálny k C1. Ide
o rovnaký maximaliza£ný problém ako 3.3 s dodato£nou podmienkou m1 = 0.
Maximum podla predo²lého získame, ke¤ vektor C2 bude rovný vlastnému vek-
toru prislúchajúceho druhému najvä£²iemu vlastnému £íslu matice Σ, v na²om
usporiadaní λ2. Analogicky postupujeme ¤alej a pre i-ty hlavný komponent do-
stávame, ºe Ci sú vlastné vektory γi matice Σ príslu²né vlastným £íslam λi a
var(Zi) = λi, i = 1, . . . , k.
Koecienty ci1, . . . , cik vektoru Ci potom h©adáme ako normované rie²enie
sústavy rovníc
(Σ− λiI)Ci = 0
tak, ºe λi je i-ty najvä£²í kore¬ rovnice
det(Σ− λI) = 0. (3.4)
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Kovarian£ná matica hlavných komponentov ΣZ teda bude tvaru
ΣZ =

λ1 0 . . . 0
0 λ2 0 0
...
... . . .
...
0 0 . . . λk
 .
Ke¤ºe transforma£ná matica C je ortogonálna, vieme pomocou získaných






Pre hlavné komponenty platí, ºe celková variabilita meraných znakov je popí-
saná celkovou variabilitou hlavných komponentov. Pritom hlavné komponenty
s niº²ími indexmi vysvet©ujú vä£²iu £as´ z celkovej variability a prvý hlavný kom-










3.2.1 Po£et hlavných komponentov a ²tandardizácia dát
V úlohe o zníºení dimenzie vektoru charakteristických znakov je dôleºitá aj
vo©ba po£tu hlavných komponentov. Chceme dosiahnu´, aby po£et hlavných kom-
ponentov bol men²í ako po£et pozorovaných znakov, ale zárove¬ tak ve©ký, ºe cel-
ková variabilita hlavných komponentov odráºa dostato£ne ve©kú £as´ variability
meraných znakov. K vo©be po£tu hlavných komponentov sa pod©a [7] vyuºíva po-






Z priebehu krivky q(m) volíme po£et hlavných komponentov tak, aby
q(m) > 1− ε
alebo
q(m+ 1)− q(m) < ε
pre dané ε. Zvä£²a sta£í k popisu variability 2 aº 5 hlavných komponentov. Pokia©
q(m) rastie pomaly, nazna£uje to nevhodnú vo©bu znakov a analýzu je treba
opakova´ pridaním nových znakov alebo s úplne novým súborom znakov.
Problémom pri praktických výpo£toch býva fakt, ºe vo vä£²ine prípadov nie
je známa kovarian£ná matica Σ základného súboru znakov. V prípadoch, ke¤







(xti − xi)(xtj − xj),
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kde xi = 1n
∑n
s=1 xsi je priemer i-tej premennej cez v²etky objekty. Hlavné kompo-
nenty, ktoré získame pomocou výberovej kovarian£nej matice sa nazývajú výberové
hlavné komponenty, zna£íme ich Ẑ1, . . . , Ẑk.
Pokia© sú pozorované znaky merané v rôznych jednotkách, vyuºívajú sa tzv.
²tandardizované premenné, ktoré uº nie sú závislé na jednotkách pôvodných pre-




, j = 1, . . . , k. (3.5)
Takto transformované premenné majú nulovú strednú hodnotu a jednotkový rozp-















Nech Σ∗ je kovarian£ná matica ²tandardizovaných premenných. Potom pre túto
maticu platí, ºe jej diagonálne prvky sú rovné jednej a je sú£asne korela£nou ma-
ticou pôvodných pozorovaných znakov.
Pri vyhodnocovaní výsledkov analýzy hlavných komponentov sa vä£²ia po-
zornos´ kladie na ve©kos´ absolútnych hodnôt koecientov ci1, ci2, . . . , cik jednot-
livých komponentov. Dôvodom je najmä náro£ná interpretácia samotných hlav-
ných komponentov. Získané koecienty ci1, ci2, . . . , cik nadobúdajú hodnoty v in-
tervale 〈−1, 1〉 a predstavujú váhy znakov X1, . . . , Xk v i-tom hlavnom kompo-
nente. Z dôvodu, ºe prvý hlavný komponent vysvet©uje najvä£²iu £as´ celkovej
variability, sú jeho znaky s ve©kou absolútnou hodnotou váh tie najdôleºitej²ie
k popisu skúmaných objektov. Podobne sú pod©a absolútnej hodnoty koecien-
tov vyberané dôleºité znaky v druhom hlavnom komponente at¤. Popísaným po-
stupom nám teda analýza hlavných komponentov umoº¬uje rozli²ova´ podstatné
merané znaky pre skúmané objekty.
3.3 Aplikácia na dátovú maticu
Analýzu hlavných komponentov teraz vyuºijeme v na²ej úlohe tvorby predik-
tívneho modelu riadenia protability a podvodov, na základe ºiadostí o poistenie
domácnosti tak, ako sme ich denovali v predchádzajúcej kapitole. Ú£elom bude
zníºi´ rozmer úlohy a tým vylep²i´ jej pouºite©nos´ v reálnych situáciách. K spra-
covaniu dát vyuºijeme softvér Wolfram Mathematica 8.0, [15], v ktorom sme vy-
tvorili vlastný kód pre spracovanie úlohy. Kód je písaný v²eobecným spôsobom
s pouºitím parametrizácie na vstupnom súbore, aby sme ilustrovali moºnos´ jed-
noduchého prispôsobenia v prípade aplikácie na iný typ poistenia a iný dátový
súbor. Okomentovaný kód z Mathematici prikladáme v Prílohe B.1.
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Na za£iatku analýzy je vhodné spo£íta´ výberové priemery a smerodajné od-
chýlky pozorovaných znakov. Hodnoty sú uvedené v tabu©ke 3.1.



















Tabu©ka 3.1: Výberový priemer a smerodajná odchýlka
Vidíme, ºe priemery a smerodajné odchýlky jednotlivých premenných sú rá-
dovo odli²né, je preto vhodné dáta ²tandardizova´ ako sme uviedli v £asti 3.2.1.
Vyuºijeme transformáciu dát pod©a 3.5. Vo v²etkých na²ich výpo£toch zachová-
vame poradie premenných, ktoré je uvedené v tabu©ke 2.1.
alej k výpo£tu hlavných komponentov potrebujeme ur£i´ kovarian£nú maticu
²tandardizovaných premenných, ktorá je zárove¬ korela£nou maticou pôvodných
meraných znakov. Maticu uvádzame v tabu©ke 3.2 s hodnotami zaokrúhlenými
na dve desatinné miesta. Vysokú korelovanos´ môºme pozorova´ medzi premen-
nými Stvrt a PC (|0, 71|), kde vy²²ia rizikovos´ ²tvrte môºe prispieva´ k poisteniu
na vy²²ie poistné sumy. Ke¤ºe sa zvä£²a od poistnej £iastky odvíja vý²ka poist-
ného, frekven£né z©avy, z©avy za objem poistného, rôzne provízie a v kone£nom
dôsledku teda aj prot pois´ovne, je vysoká korelovanos´ medzi premennými PC
a Profit vcelku o£akávaná. al²ími významne korelovanými znakmi sú TO a ADR,
Zlavy1 a ADR, £i DalsieP a BL.
V ¤al²om kroku analýzy spo£ítame vlastné £ísla kovarian£nej matice, ktoré
vyjadrujú rozptyl príslu²ných hlavných komponentov. Pod©a pomeru celkovej va-
riability a variability, ktorú popisujú hlavné komponenty, stanovíme po£et hlav-
ných komponentov. Vychádzame pritom z rovníc 3.4 a 3.7.
V tabu©ke 3.3 je uvedená hodnota vlastných £ísel spo£ítaných softvérom. Tak-
tieº je v nej vyjadrené ko©ko percent tvorí dané vlastné £íslo v ich celkovom sú£te.
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Prot Fraud Stvrt Mesto TO PC Titul Vek Pohlavie Adr SP Bydlisko Platenie BL DalsieP Cudzinec Zlavy1 Zlavy2
Prot 1, 0,19 0,43 0,37 0,14 -0,6 0,19 -0,08 -0,12 0,27 -0,07 0,07 0,32 -0,24 0,08 0,03 -0,33 -0,36
Fraud 0,19 1, 0,32 0, 0,07 -0,18 0,1 -0,15 -0,06 0,18 0,07 0,1 0,21 -0,31 -0,01 -0,07 -0,01 -0,18
Stvrt 0,43 0,32 1, 0,11 0,16 -0,71 0,27 -0,2 -0,11 0,27 0, -0,02 0,26 -0,16 0,05 0,1 -0,25 -0,27
Mesto 0,37 0, 0,11 1, -0,15 -0,39 0,17 -0,03 -0,02 -0,1 0,01 0,07 0,05 -0,04 0,15 0,04 -0,12 -0,05
TO 0,14 0,07 0,16 -0,15 1, -0,16 -0,03 -0,08 -0,08 0,57 0,04 0,21 -0,09 0,01 -0,11 0,13 -0,24 -0,19
PC -0,6 -0,18 -0,71 -0,39 -0,16 1, -0,25 0,19 0,04 -0,26 -0,08 -0,12 -0,23 0,23 -0,16 -0,02 0,3 0,28
Titul 0,19 0,1 0,27 0,17 -0,03 -0,25 1, 0,02 0,05 0,09 0,04 0,07 0,12 -0,05 0,07 -0,11 -0,07 -0,06
Vek -0,08 -0,15 -0,2 -0,03 -0,08 0,19 0,02 1, 0,15 -0,05 0,08 -0,06 0,26 0,37 -0,21 0,12 0,31 0,14
Pohlavie -0,12 -0,06 -0,11 -0,02 -0,08 0,04 0,05 0,15 1, -0,24 0,2 -0,04 -0,04 0, -0,02 -0,04 0,13 0,09
Adr 0,27 0,18 0,27 -0,1 0,57 -0,26 0,09 -0,05 -0,24 1, -0,04 0,18 0,14 -0,03 -0,04 0,11 -0,52 -0,37
SP -0,07 0,07 0, 0,01 0,04 -0,08 0,04 0,08 0,2 -0,04 1, -0,03 0,03 0,15 0,02 0, 0,01 0,01
Bydlisko 0,07 0,1 -0,02 0,07 0,21 -0,12 0,07 -0,06 -0,04 0,18 -0,03 1, 0,1 0,11 -0,1 0,07 -0,13 -0,19
Platenie 0,32 0,21 0,26 0,05 -0,09 -0,23 0,12 0,26 -0,04 0,14 0,03 0,1 1, 0,15 0,03 0,11 -0,08 -0,14
BL -0,24 -0,31 -0,16 -0,04 0,01 0,23 -0,05 0,37 0, -0,03 0,15 0,11 0,15 1, -0,47 0,02 0,01 0,11
DalsieP 0,08 -0,01 0,05 0,15 -0,11 -0,16 0,07 -0,21 -0,02 -0,04 0,02 -0,1 0,03 -0,47 1, -0,03 0,02 0,11
Cudzinec 0,03 -0,07 0,1 0,04 0,13 -0,02 -0,11 0,12 -0,04 0,11 0, 0,07 0,11 0,02 -0,03 1, -0,05 -0,13
Zlavy1 -0,33 -0,01 -0,25 -0,12 -0,24 0,3 -0,07 0,31 0,13 -0,52 0,01 -0,13 -0,08 0,01 0,02 -0,05 1, 0,33
Zlavy2 -0,36 -0,18 -0,27 -0,05 -0,19 0,28 -0,06 0,14 0,09 -0,37 0,01 -0,19 -0,14 0,11 0,11 -0,13 0,33 1.
Tabu©ka 3.2: Kovarian£ná matica ²tandardizovaných premenných
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Uvádzame v nej tieº kumulatívne sú£ty vlastných £ísel v celkovej variabilite.
Vlastné £íslo Hodnota vl. £ísla Percentuálna £as´ Kumulatívne percentá
1 3,59036 19,9464 19,9464
2 2,00474 11,1374 31,0839
3 1,72534 9,58522 40,6691
4 1,23934 6,8852 47,5543
5 1,17605 6,53362 54,0879
6 1,089 6,05 60,1379
7 0,995178 5,52876 65,6667
8 0,92267 5,12594 70,7926
9 0,869463 4,83035 75,6229
10 0,828219 4,60122 80,2242
11 0,754053 4,18918 84,4133
12 0,70441 3,91339 88,3267
13 0,604434 3,35797 91,6847
14 0,441436 2,45242 94,1371
15 0,392073 2,17819 96,3153
16 0,263601 1,46445 97,7798
17 0,237636 1,3202 99,1
18 0,162007 0,90004 100
Tabu©ka 3.3: Vlastné £ísla kovarian£nej matice
Prvý hlavný komponent vysvet©uje takmer 19,95%, prvých 5 komponentov
uº viac neº 54 % celkovej variability. Z grafu funkcie q(m), vi¤ obrázok 3.1,
vidíme, ºe funkcia rastie dostato£ne rýchlo pre prvých 5 hlavných komponentov.









Obr. 3.1: Funckia q(m)
Aby sme si potvrdili, ºe nami zvolený po£et je dostato£ný, uvádzame taktieº
obrázok 3.2 zostupne zoradených vlastných £ísiel, tzv. scree graf. Tento graf od-
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borná literatúra tieº odporú£a na ur£enie po£tu komponentov. Vidíme, ºe hod-
nota vlastných £ísel klesá rýchlej²ie najmä pre prvých 5 komponentov, a teda










Obr. 3.2: Scree graf
K vypo£ítaným vlastným £íslam následne ur£íme normované vlastné vektory
a získame tak maticu koecientov hlavných komponentov. Podstatnými koe-
cientami pre nás budú tie, ktoré v prvých 5 hlavných komponentoch nadobúdajú
v absolútnej hodnote vy²²iu hodnotu ako 0,25. Koecienty sú uvedené v tabu©ke
3.4. Overíme tieº, ºe celková variabilita meraných znakov je popísaná celkovou va-
riabilitou hlavných komponentov. Najprv teda spo£ítame rozptyly hlavných kom-
ponentov: 3,59036; 2,00474; 1,72534; 1,23934; 1,17605; 1,089; 0,995178; 0,92267;
0,869463; 0,828219; 0,754053; 0,70441; 0,604434; 0,441436; 0,392073; 0,263601;
0,237636; 0,162007. Ich hodnoty odpovedajú vlastným £íslam kovarian£nej ma-
tice. Pod©a rovnice 3.6 ur£íme ich celkový sú£et, ktorý je pod©a o£akávania rovný
sú£tu hodnôt vlastných £ísiel a po£tu meraných znakov, teda 18.
Najdôleºitej²ími premennými pre celkovú variabilitu dát z prvého hlavného
komponentu sú Profit, Stvrt, PC, ADR, Zlavy1 a Zlavy2. Premennými, ktoré sa ja-
via nevýznamné z poh©adu nami vybraných komponentov, sú Cudzinec, Bydlisko
a Titul. U premennej Titul jej nepodstatný význam môºme interpretova´ tak, ºe
©udia mnohokrát vysoko²kolský titul do ºiadostí neuvádzajú a teda majú automa-
ticky vyplnenú moºnos´, ºe titul nemajú i ke¤ ho v skuto£nosti získali. Uzavrie´
poistenie je pre cudzincov zd¨havej²í proces a pokia© sú v danej krajine krát-
kodobo poistenie zvä£²a neuzatvárajú, preto sa premenná Cudzinec môºe javi´
nevýznamnou. Premenná Bydlisko vyjadruje interný skóring rizikovosti bydliska
poistenia domácnosti. Jej nevýznamnos´ z titulu variability nutne neznamená, ºe
je nevýznamná vo v²eobecnosti, ale len v prípade nami pouºitej dátovej matice.
Je nutné si uvedomi´, ºe z praktických dôvodov pouºívame malú vzorku vybra-
ných dát. Pre ¤al²ie spracovanie úlohy tak na základe výstupu analýzy hlavných
komponentov môºme vynecha´ 3 merané znaky Titul, Cudzinec a Bydlisko, £ím
dosiahneme zníºenie rozmeru úlohy na 15 z poh©adu variability podstatných zna-
kov.
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Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 Z11 Z12 Z13 Z14 Z15 Z16 Z17 Z18
Profit 0,385 -0,107 -0,165 0,177 -0,043 0,012 0,005 0,077 0,065 0,181 0,33 0,115 -0,078 0,614 -0,074 -0,383 -0,268 0,087
Fraud 0,208 -0,093 0,027 -0,524 -0,344 0,187 -0,26 0,146 -0,125 -0,134 0,11 0,191 0,442 -0,154 0,016 -0,281 0,016 -0,222
Stvrt 0,378 -0,1 -0,127 -0,148 -0,094 -0,038 0,263 0,157 0,173 -0,348 -0,14 -0,321 -0,103 -0,233 -0,085 -0,167 0,064 0,572
Mesto 0,157 -0,267 -0,256 0,439 0,276 0,034 -0,219 0,049 -0,081 -0,142 0,272 0,276 0,311 -0,31 0,264 0,176 0,031 0,218
TO 0,198 0,382 0,228 -0,183 0,169 -0,194 0,051 -0,276 0,146 -0,192 0,389 0,000 -0,037 0,129 0,455 -0,044 0,384 -0,002
PC -0,412 0,174 0,17 -0,027 -0,153 0,064 -0,075 -0,053 -0,066 0,211 -0,144 0,246 0,218 0,122 0,207 -0,229 -0,015 0,668
Titul 0,158 -0,148 -0,243 -0,148 0,194 0,31 0,148 -0,476 0,297 -0,059 -0,49 0,333 0,067 0,16 0,106 0,016 0,032 -0,072
Vek -0,171 0,193 -0,487 -0,016 -0,195 -0,146 0,085 -0,257 0,13 0,136 0,298 0,249 -0,06 -0,235 -0,455 -0,122 0,309 0,037
Pohlavie -0,122 -0,107 -0,203 -0,346 0,383 -0,221 -0,205 0,078 0,436 0,421 0,069 -0,325 0,21 -0,09 0,094 -0,051 -0,164 0,025
Adr 0,318 0,37 0,164 -0,071 -0,015 -0,066 0,193 -0,271 -0,061 0,15 0,092 0,118 0,156 -0,263 -0,132 0,261 -0,615 0,095
SP -0,017 0,011 -0,216 -0,426 0,434 -0,299 0,029 0,16 -0,536 -0,124 -0,072 0,257 -0,138 0,184 -0,118 0,101 -0,016 0,127
Bydlisko 0,124 0,241 -0,027 0,031 0,142 0,255 -0,725 -0,3 -0,118 -0,123 -0,066 -0,269 -0,155 0,039 -0,264 -0,032 0,004 0,151
Platenie 0,167 0,053 -0,451 -0,053 -0,414 -0,019 -0,005 -0,103 -0,311 0,297 -0,086 -0,306 0,042 0,144 0,369 0,348 0,115 0,038
BL -0,167 0,411 -0,364 0,145 0,169 0,185 0,172 0,084 -0,174 -0,152 -0,077 -0,151 -0,014 -0,185 0,287 -0,491 -0,249 -0,219
DalsieP 0,07 -0,428 0,173 0,049 -0,017 -0,338 -0,015 -0,48 -0,32 0,181 -0,067 -0,077 -0,168 -0,263 0,114 -0,419 -0,026 -0,051
Cudzinec 0,059 0,184 -0,088 0,223 -0,193 -0,668 -0,247 0,036 0,181 -0,274 -0,382 0,088 0,241 0,133 -0,011 -0,049 -0,082 -0,115
Zlavy1 -0,305 -0,19 -0,151 -0,201 -0,27 -0,034 -0,177 -0,112 0,194 -0,354 0,227 0,12 -0,434 -0,013 0,262 0,145 -0,426 0,043
Zlavy2 -0,297 -0,179 -0,037 0,005 0,038 0,001 0,225 -0,343 -0,133 -0,36 0,216 -0,367 0,496 0,286 -0,199 0,049 -0,092 0,024




4.1 Ciele diskrimina£nej analýzy
Úlohou fraud managementu je predikova´ pravdepodobnos´ pokusu o podvod.
V kontexte na²ej úlohy sa zameriavame na nové ºiadosti o poistenie domácnosti,
na základe ktorých je na²im cie©om odhadnú´ budúcu protabilitu so zahrnutím
pokusov o podvod medzi neprotabilné zmluvy. Pomocou analýzy hlavných kom-
ponentov sme z ná²ho dátového súboru vybrali premenné, ktoré nie sú významné
z poh©adu zachovania celkovej variability dátového súboru. Pokia© sa na²a da-
tabáza roz²iruje príchodom nových ºiadate©ov, je na²im zámerom zaradi´ novú
zmluvu do niektorej z uº existujúcich skupín pod©a úrovne protability a poist-
ného podvodu. A to na základe sledovaných kvantitatívnych premenných. Práve
pre tento ú£el vyuºijeme metódu diskrimina£nej analýzy.
Pod©a [5] je prvotnou úlohou tejto analýzy skúma´ schopnos´ sledovaných
premenných separova´ jednotlivé skupiny v súbore. V na²om prípade protabilné
zmluvy od tých neporotabilných. Táto metóda teda analyzuje závislosti medzi
skupinou nezávisle premenných (diskriminátorov) a jednou závisle premennou.
Budeme postupova´ obdobne ako v predchádzajúcej kapitole. Diskrimina£nú ana-
lýzu najprv popí²eme teoreticky, pri£om budeme vychádza´ najmä z [5] a na klasi-
káciu pozorovaní vyuºijeme [1]. Následne budeme aplikova´ túto analýzu na ná²
dátový súbor s významnými premennými, ktoré sme získali pomocou analýzy
hlavných komponentov.
4.2 Kanonická diskrimina£ná analýza
Opä´ vyuºijeme predpoklad, ºe skúmame n objektov pomocou k pozorovaných
znakov. V tejto fáze analýzy v²ak uº máme objekty rozdelené doM skupín zna£e-
ných K1, . . . , KM . Budeme teda pracova´ s dátovou maticou X, ktorej riadky sú
tvorené vektormiXmi = (Xmi1, . . . , Xmik)T , kde m = 1, . . . ,M vyjadruje príslu²-
nos´ k skupine a i = 1, . . . , nm po£et objektov v danej skupine. Teda nm vyjadruje
po£et objektov v skupine Km.




tak, aby najlep²ie odli²ovala M skupín. A to v zmysle, ºe jej vnútroskupinová







(Xmi −Xm)(Xmi −Xm)T = (n−M)S. (4.1)






(Xm −X)(Xm −X)T =
M∑
m=1
nm(Xm −X)(Xm −X)T . (4.2)






(Xmi −X)(Xmi −X)T ,











(Xmi −Xm)(Xmi −Xm)T .












Variabilitu Y teda môºme vyjadri´ v tvare cTTc = cTEc+cTBc. Maximum me-
dziskupinovej a minimum vnútroskupinvej varibility Y získame maximalizáciou





H©adáme teda prvky vektoru c. A to tak, ºe poloºíme parciálne derivácie λ pod©a
c rovné 0. Získame sústavu rovníc tvaru
(B − λE)c = 0 (4.4)
(BE−1 − λI)c = 0, |E| 6= 0.
Sústava má l nenulových rie²ení, pokia© je charakteristický polynóm
∣∣BE−1 − λI∣∣
rovný nule. Jeho rie²ením sú vlastné £ísla λ1, . . . , λl maticeBE−1. Po£et rie²ení je
l = min(k,M−1).Vlastným £íslam odpovedajú ortogonálne vlastné vektory. Vek-
tor c1 odpovedá najvä£²iemu vlastnému £íslu, pokia© vlastné £ísla usporiadame
zostupne λ1 ≥ λ2 ≥ . . . λl. Jednozna£né rie²enie c1 moºno získa´ normovaním





cT1Ec1 = 1. (4.6)














1X sa nazýva prvý diskriminant alebo prvá kanonická premenná.
Jej medziskupinovú variabilitu vyjadruje λ1. al²ie kanonické premenné získame
na základe zvy²ných vlastných £ísiel a im príslu²ných vlastných vektorov, teda
Yi = c
T
i X, i = 2, 3, . . . , l. Prvky vektoru ci sú potom koecientami i-tej kanonic-
kej premennej a dosadením pozorovaných hodnôt za X1, . . . , Xk získame tzv. i-te
diskrimina£né skóre.
Pri£ítaním kon²tanty vi = −cTi X k i-tému diskrimina£nému skóre pozorova-
nia charakterizovaného vektorom X, t. j. vytvorením atribútu
yi = vi + c
T
i X,
dosiahneme, ºe priemerné diskrimina£né skóre jednotlivých diskriminantov bude
nulové.
K analýze toho ako sa vzh©adom k i-tej kanonickej premennej jednotlivé sku-
piny vzájomne lí²ia sa vyuºíva vektor priemerných hodnôt diskriminantov v sku-
pinách
ymi = vi +
k∑
j=1
cijXmj, i = 1, . . . , l. (4.7)
Koecient cij vyjadruje vplyv j-tej pôvodnej premennej na i-tú kanonickú pre-





kde H je diagonálna matica tvorená odmocninami diagonálnych prvkov matice
E.
al²ou charakteristikou, ktorá sa vyuºíva k posúdeniu významnosti premennej






Vysoká absolútna hodnota tohto koecientu nazna£uje, ºe premenná je pre dis-
kriminant významná.
K overeniu hypotézy, ºe aspo¬ jedna kanonická premenná je dôleºitá k odlí-
²eniu jednotlivých skupín sa vyuºíva tzv. Wilksova ²tatistika Λ = |E| / |E +B|
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pre l < 2. Test hypotézy o nulovosti vlastných £ísiel λ1 = λ2 = . . . , λl = 0 je ek-
vivalentný testu na zhodu vektorov stredných hodnôt M skupinových vektorov.
Pre l ≥ 2 sa pouºíva tzv.Bartlettova ²tatistika
V = c(− ln Λ), c = n− 1− (k +M)/2,
ktorá má pribliºne chí-kvadrát rozdelenie o k(M − 1) stup¬och vo©nosti. Pred-
pokladáme pritom nezávislos´ skupín, normalitu skupín a zhodu kovarian£ných
matíc.
4.3 Klasikácia pomocou diskrimina£nej analýzy
Druhou hlavnou úlohou diskrimina£nej analýzy je klasikácia objektov do uº
existujúcich skupín. Predpokladajme pod©a [5], ºe sme zvolili q prvých diskri-
minantov. Na zaradenie i-teho pozorovania do skupiny sa vyuºíva vzdialenos´
objektu od skupinového centroidu. Vzdialenos´ s-tého objektu od m-tej skupiny




[vTi (Xs −Xm)]2 =
q∑
i=1
(ysi − ymi), (4.10)
kde ysi je i-té diskrimina£né skóre s-tého pozorovania v súbore a ymi je priemer
ur£ený pod©a 4.7. Pozorovanie zaradíme do tej skupiny, pre ktorú je vzdialenos´
d2sm najmen²ia. Nevýhodou tejto klasikácie je pod©a odbornej literatúry najmä
to, ºe sa neberie do úvahy ve©kos´ jednotlivých skupín. A teda sa opomína fakt,
ºe apriórne pravdepodobnosti príslu²nosti k skupinám sa môºu lí²i´.
Existuje alternatívny prístup roztriedenia pozorovaní do existujúcich skupín.
A to na základe rozhodovacieho pravidla, resp. funkcie, ktorá sa odhaduje z pô-
vodných premenných a objektov uº zaradených do skupín. Predpokladajme, ºe
poznáme vektor meraných znakov nového pozorovania X = (X1, . . . , Xk)T , kde
X ∈ Rk. H©adáme rozklad tohto priestoru nam disjunktných borelovských mno-
ºín A1, . . . , AM tak, aby rozhodovanie bolo optimálne. A to v zmysle zaradenia
vektoru do m-tej skupiny, pokia© X padne do mnoºiny Am.
Ozna£me:
- smj stratu, ktorú utrpíme ak pozorovanie patriace do m-tej skupiny zara-
díme do j-tej
- fm(X) hustotu rozdelenia vektoru X vzh©adom k σ kone£nej miere µ,
pre pozorovania patriace do skupiny Km
- πm pravdepodobnos´, ºe objekt patrí do skupiny Km







kde Lm je podmienená stredná hodnota straty, pri podmienke, ºe pozorovanie








Ak ozna£íme qj(X) =
∑M







Optimálnym rozkladom je pre nás ten, pre ktorý je stredná hodnota straty
minimálna. Pokia© uvaºujeme rozklad priestoru Rk na A
′
1, . . . , A
′
M tak, ºe platí














































asto sa volí smm = 0 a smj = 1 pre m 6= j a vlastne sa minimalizuje podiel





Pri danom X potom platí
qt(X) ≤ qj(X)⇔ πtft(X) ≥ πjfj(X), j = 1, . . . ,M.
V prípade platnosti πtft(X) > πjfj(X) pre v²etky j 6= t, zaradíme pozoro-
vanie do skupiny t. V Prípade rovnosti i pre iné j ako j = t objekt zaradíme
do ktorejko©vek skupiny z maximálnych indexov.
V praxi sa tieº vyuºíva predpoklad hustoty k-rozmerného normálneho rozde-









(X − µj)TΣj−1(X − µj)
}
.
Pre zjednodu²enie výpo£tu sa pracuje so zlogaritmovanou verziou nerovnosti
ln πt + ln ft(X) > lnπj + ln fj(X), j 6= t. (4.12)
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(X − µj)TΣj−1(X − µj).
Po substitúcii
Dj(X) = lnπj −
1
2
ln |Σj | −
1
2
(X − µj)TΣj−1(X − µj) (4.13)
platí
Dt(X) > Dj(X), j 6= t. (4.14)
Dj(X) sa nazýva kvadratická diskrimina£ná funkcia. Pri praktickom výpo£te sa
ur£ia v²etky hodnoty Dj(X), j = 1, . . . ,M a pozorovanie zaradíme do skupiny t,
ak platí Dt(X) = max {Dj(X), j = 1, . . . ,M}.
V prípade, ºe Σj = Σ pre v²etky j = 1, . . . ,M , sa pouºíva tzv. lineárna
diskrimina£ná funkcia, pre ktorú platí








A nerovnos´ 4.14 je ekvivalentná nerovnosti dt(X) > dj(X), j 6= t.
Pri výpo£toch sa tieº vyuºívajú odhady Xj ako odhad µj, Sj ako odhad
varian£nej matice Σj . Odporú£aným odhadom pravdepodobnosti, ºe pozorovanie
patrí do j-tej skupiny, je 1
M
alebo relatívna po£etnos´, t. j. nj
n
.
Taktieº je vhodné overi´ ú£innos´ diskrimina£nej analýzy v prípadoch, ke¤ uº
o ur£itých pozorovaniach vieme, do ktorej skupiny patria. Pre tieto pozorovania
sa spo£ítajú hodnoty d2sj resp. Dj a je teda moºné ur£i´, do ktorej skupiny by
sme dané pozorovanie zaradili na základe kanonickej diskrimina£nej analýzy resp.
kvadratickej diskrimina£nej funkcie. Týmto spôsobom je potom moºné vy£ísli´
podiel správne a nesprávne klasikovaných pozorovaní.
4.4 Aplikácia diskrimina£nej analýzy
Popísanú metódu pouºijeme na analýzu na²ej dátovej matice zmlúv poistenia
domácnosti. Aj v tejto £asti budeme pracova´ so softvérom Wolfram Mathematica
8.0, v ktorom úlohu spracujeme vytvorením vlastného kódu. Vyuºijeme pritom
výsledky z doteraj²ích analýz a dátovú maticu budeme spracováva´ bez premen-
ných, ktoré sme uº vylú£ili pomocou analýzy hlavných komponentov, t. j. bez pre-
menných Cudzinec, Bydlisko a Titul. Ke¤ºe na²ím cie©om je prepoji´ skúmanie
ziskovosti a podvodov poistných zmlúv, spojíme premenné Profit a Fraud do no-
vej premennej ProfitF. Táto transformovaná premenná bude vyjadrova´ £i je
daná zmluva zisková a zárove¬ bude zoh©ad¬ova´, £i bol spáchaný poistný pod-
vod.
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K dispozícii teda máme 70 ºiadostí rozdelených do dvoch skupín pod©a premennej
ProfitF, vi¤ tabu©ka 4.1.
Premenná Kategórie Popis
ProtF 1
Zmluva je protabilná. Za ziskové povaºujeme zmluvy,
ktorých pôvodná premenná Profit bola v kategórii 1
alebo 2 a na zmluve nebol odhalený fraud.
0
Zmluva nie je protabilná. Teda pôvodná premenná
Profit bola v kategórii 3 a 4 alebo bol na zmluve
odhalený fraud.
Tabu©ka 4.1: Transformovaná premenná ProfitF
Medzi neziskové zmluvy sme zaradili aj tie, ktoré sa na základe pôvodnej
premennej Profit javili ako ziskové, ale zárove¬ bol na nich odhalený poistný
podvod. Tieto zmluvy sú totiº pre poistite©a z dlhodobého h©adiska stratové. Zá-
kladom na²ej úvahy je fakt, ºe pois´ov¬a v prípade podvodu (©ubovo©nej vý²ky)
podstupuje v kaºdom prípade neoprávnenú výplatu poistného plnenia a tým ink-
linuje k niº²ej protabilite poistného kme¬a.
4.4.1 Test normality
Skôr neº pristúpime k samotnej diskrimina£nej analýze prevedieme test na ove-
renie mnohorozmernej normality vstupných dát. Budeme pri tom vychádza´ z mno-









[(X i −X)TS−1(Xj −X)]3,
kdeX i je k rozmerný vektor meraných znakov, n je po£et pozorovaní, S je výbe-
rová kovarian£ná matica a X je výberový priemer. Testujeme nulovú hypotézu,
ºe dátová matica pochádza z mnohorozmerného normálneho rozdelenia. V rámci
testu normality sa overuje nulová hypotéza o tom, ºe odchýlka od strednej hod-
noty koecientu ²ikmosti je nevýznamná, t. j. E(b1) = 0. Túto hypotézu, ktorá





vä£²ia ako kvantil χ2(1−α/2) chí-kvadrát rozdelenia s k(k+1)(k+2)/6 stup¬ami
vo©nosti.
Pre na²u dátovú maticu, ktorú vyuºijeme ako vstup pre diskrimina£nú ana-
lýzu, platí n = 70 a k = 13. Koecient ²ikmosti b1 vychádza 40,6747 a hodnota
²tatistiky V je 474,538. Hodnota kvantilu χ2(1 − α/2) so 455 stup¬ami vo©nosti
na hladine α =0,05 je 515,996. Nulovú hypotézu teda zamietnu´ nemôºme.
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[(X i −X)TS−1(X i −X)]2.
Testuje sa nulová hypotéza, ºe odchýlka od strednej hodnoty koecientu ²picatosti
je významná, t. j. E(b2) = k(k + 2). A teda hypotézu o normalite mnohorozmer-






(b2 − k(k + 2))
kvantil normovaného normálneho rozdelenia u1−α/2.
Mnohorozmerná ²picatos´ pre na²u dátovú maticu vychádza 187,516. Testová
²tatistika U má hodnotu -1,58526, £o je niº²ia hodnota ako kvantil u0,975 =1,95996
normovaného normálneho rozdelenia pre α =0,05. Opä´ teda nie je moºné za-
mietnu´ hypotézu a mnohorozmernej normalite dátovej matice. Odhady mnoho-
rozmerných koecientov ²ikmosti a ²picatosti sme taktieº spo£ítali vMathematice
8.0 a kód prikladáme v Prílohe C.1.
4.4.2 Diskrimina£ná analýza v praxi
Prejdeme teraz k samotnej diskrimina£nej analýze a za£neme kanonickou dis-
krimina£nou analýzou. Ako sme uviedli v úvode tejto podkapitoly, dáta máme
rozdelené do 2 skupín. Na²im prvým zámerom je nájs´ premenné, ktoré majú
vplyv na odlí²enie zmlúv, ktoré sú zaradené v skupine protabilných od skupiny
neprotabilných zmlúv.
Algoritmus rozdelíme na nieko©ko £astí, v ktorých uvedieme postup výpo£tu
a výsledné hodnoty. Kód z Mathematici uvádzame v Prílohe C.2.
 Vstupné parametre: vstupom do Mathematici bude upravená dátová ma-
tica bez premenných Cudzinec, Bydlisko a Titul, po£et skupín 2, po£et
meraných znakov 13 a ur£íme tieº po£et pozorovaní v jednotlivých skupi-
nách, odlí²ených pod©a premennej ProfitF. V skupine protabilných zmlúv
(zna£ených 1) máme zaradených 46 pozorovaní a zvy²ných 24 povaºujeme
za neprotabilné.
 Vektory priemerných hodnôt: Spo£ítame priemer jednotlivých meraných
znakov cez v²etky pozorovania a taktieº priemery znakov cez pozorovania
v jednotlivých skupinách. Priemery cez v²etky pozorovania, zaokrúhlené
na 3 desatinné miesta uvádzame pre preh©adnos´ aj s názvom premennej:
X =
(
Stvrt Mesto TO PC Vek Pohlavie Adr SP Platenie BL DalsieP Zlavy1 Zlavy2
2, 071 3, 257 1, 171 3, 1 41, 271 1, 329 1, 386 1, 8 1, 471 1, 829 1, 9 1, 514 1, 371
)T
Priemery v skupinách s ozna£ením X(1) pre skupinu protabilných zmlúv
a X(0) pre skupinu neprotabilných zmlúv sú potom nasledovné:
X(1) = (1, 783; 2, 978; 1, 109; 3, 609; 42, 413; 1, 348; 1, 261; 1, 804; 1, 304; 1, 891; 1, 826; 1, 63; 1, 478)
T
X(0) = (2, 625; 3, 792; 1, 292; 2, 125; 39, 083; 1, 292; 1, 625; 1, 792; 1, 792; 1, 708; 2, 042; 1, 292; 1, 167)
T
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 Výpo£et potrebných matíc: V tejto £asti spo£ítame výberové kovarian£né
matice pre obe na²e skupiny pozorovaní. Ur£ené matice uvádzame v Prílohe
C.3 s hodnotami zaokrúhlenými na 4 desatinné miesta.
K ¤al²ím výpo£tom budeme potrebova´ aj maticu medziskupinovej varia-
bility B, ktorú spo£ítame pod©a 4.2, maticu vnútroskupinovej variablity E,
ktorú spo£ítame pod©a 4.1, a k nej diagonálnu maticuH . V²etky spomínané
matice sú uvedené v Prílohe C.4.
 Rie²enie sústavy 4.4: V tomto kroku vyrie²ime sústavu rovníc s cie©om
získa´ vlastné £ísla matice (B − λE). Vyuºijeme k tomu normovaciu pod-
mienku 4.6, aby sme získali koecienty c, ktoré pouºijeme k ¤al²ím vý-
po£tom. Ke¤ºe máme len dve skupiny, ktoré sa snaºíme odlí²i´, rie²ením
sústavy je jedno vlastné £íslo rovné 0,921738. Za zvolenej normovacej pod-
mienky tomuto vlastnému £íslu náleºia 2 vlastné vektory:
c1 = (0, 41796; 0, 109732; 0, 618474;−0, 437984;−0, 00170564; 0, 136913; 0, 374419;
−0, 107271; 0, 690459;−0, 907722;−0, 0558716;−0, 30854;−0, 187622)T ,
c
′
1 = (−0, 41796;−0, 109732;−0, 618474; 0, 437984; 0, 00170564;−0, 136913;
−0, 374419; 0, 107271;−0, 690459; 0, 907722; 0, 0558716; 0, 30854; 0, 187622)T .
alej nám posta£ia absolútne hodnoty zloºiek jednotlivých vektorov. Pou-
ºijeme teda uº len prvý z uvedených vektorov ako vektor c1.
 Výpo£et koecientov: Z rovnice 4.7 spo£ítame priemerné hodnoty diskrimi-
nantov v oboch skupinách, t. j. y11 = -0,683496 a y21 = 1,31003, kde nám
kon²tatna v1 ako sú£in celkového priemeruX a vektoru −c1 vy²la 0,447366.
Teraz uº máme v²etko potrebné na vyjadrenie normovaných koecientov
vektoru c1 z rovnice 4.8 a korela£ných koecientov z 4.9 medzi kanonickou
premennou a pôvodnými premennými. Hodnoty sú uvedené v tabu©ke 4.2.














Tabu©ka 4.2: Normované a korela£né koecienty
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Na základe normovaných koecientov sa ako menej významné znaky na odlí-
²enie ziskových a neziskových zmlúv javia vek, pohlavie, sú£asné poistenie u iného
poistite©a, ¤al²ie poistenie a z©avy na prírodné ºivly t. j. premenné Vek, Pohlavie,
SP, DalsieP, Zlavy2. Ako kritérium sme brali absolútnu hodnotu normovaných
koecientov vo vý²ke 0,1. Z vektoru korela£ných koecientov, kde sme ako kri-
térium volili absolútnu hodnotu koecientu vo vý²ke 0,15, môºme usúdi´ zhodu
v premenných, ktoré vychádzajú ako nepodstatné na rozlí²enie na²ich skupín aº
na premennú Zlavy2. Táto premenná sa javí ako významná. Aj kvôli hrani£nej
hodnote v prípade kritéria normovaných koecientov sme sa rozhodli v na²ej
¤al²ej analýze túto premennú ponecha´. Myslíme si totiº, ºe stanovovanie zliav
v praxi £asto robí konkrétny produkt pre klienta atraktívnej²ím a vý²ka celkovej
z©avy môºe z poh©adu poistite©a významne ovplyvni´ ziskovos´ danej zmluvy.
V tento moment vieme, ktoré z premenných sú dôleºité pre klasikáciu pro-
tabilných skupín. V rámci tvorby prediktívneho modelu sa tak dostávame k ¤al²ej
£asti, a to zaradeniu nových pozorovaní - nových ºiadostí o poistenie domácnosti.
Vyuºijeme pritom maticu vzdialeností kanonickej diskrimina£nej analýzy pod©a
4.10 a taktieº maticu kvadratických diskrimina£ných funkcií na základe rovnice
4.13.
Najprv aplikáciou oboch metód zaradíme pozorovania obsiahnuté v analyzo-
vanom súbore. Pomocou tejto klasikácie budeme môc´ stanovi´ úspe²nos´ ur£e-
ných modelov, t. j. budeme schopní odhadnú´ ako úspe²ne budú klasikova´ nové
ºiadosti.
K ¤al²ím výpo£tom v²ak budeme potrebova´ niektoré predchádzajúce vý-
po£ty, preto najprv aplikujeme kanonickú analýzu na na²u dátovú maticu s men-
²ím po£tom meraných znakov. V Prílohe C.5 uvádzame potrebné výsledky upra-
venej dátovej matice. Nenulové vlastné £íslo upravenej matice je opä´ len jedno
0,914982. Jeho príslu²ný vlastný vektor je
c11 = (−0, 425258;−0, 105316;−0, 638908; 0, 43131,−0, 330086;−0, 676185; 0, 874973;
0, 324416; 0, 21107)T ,
priemerné hodnoty diskriminantov v oboch skupinách sú y111 =0.680986, y
1
21=-
1.30522 a kon²tanta v11 =-0.293017. Ani v tomto prípade sme na základe mno-
horozmerného koecientu ²ikmosti a ²picatosti nezamietli hypotézu o normalite
mnohorozmerného rozdelenia dátovej matice.
Z ur£enej matice vzdialeností pozorovaní od jednotlivých zhlukov, ktorú uvá-
dzame v Prílohe C.6, vyplýva, ºe ná² model kanonickej diskrimina£nej analýzy
chybne zaradí zmluvy s poradovým £íslom 9, 10, 17, 24, 31, 32, 35, 36, 38, 47, 49,




Pre klasikáciu pomocou kvadratických diskrimina£ných funkcií pouºijeme
ako odhad pravdepodobnosti príslu²nosti k jednotlivým skupinám relatívnu po-
£etnos´ v celom súbore pozorovaní. V tomto prípade budú pod©a hodnôt v matici
kvadratických funkcií uvedených v Prílohe C.6 nesprávne klasikované zmluvy
s poradovými £íslami 9, 10, 35, 36, 47, 49, 55, 57. Celkovo 8 zmlúv a úspe²nos´




V oboch prípadoch tak môºme odôvodnene predpoklada´, ºe na²e modely
budú dostato£ne efektívne k zaradeniu nových pozorovaní, teda predikcii pro-
tability nových ºiadostí o poistenie. Pre ilustráciu zaradenia nových pozorovaní
vyuºijeme 12 náhodne vybraných nových ºiadostí, ktoré sú uvedené v tabu©ke
4.3. Pre tieto ºiadosti uvádzame hodnoty 9 premenných, ktoré boli ozna£ené ako
podstatné pre klasikáciu protabilných zmlúv.
Pozorovanie Stvrt Mesto TO PC ADR Platenie BL Zlavy1 Zlavy2
71. 2 2 1 4 1 2 2 1 2
72. 1 1 1 5 1 3 2 2 1
73. 2 4 2 1 1 2 1 1 1
74. 2 3 1 4 1 1 2 1 1
75. 3 5 1 4 1 1 2 2 1
76. 1 3 1 5 2 1 2 1 2
77. 1 6 2 3 1 2 2 2 2
78. 3 5 1 2 2 2 2 2 2
79. 3 3 1 4 2 1 2 2 2
80. 2 2 1 2 2 2 1 2 1
81. 2 5 2 4 2 1 2 1 1
82. 3 1 1 2 1 3 2 1 2
Tabu©ka 4.3: Nové ºiadosti
Matica vzdialeností diskrimina£nej analýzy a kvadratických diskrimina£ných
funkcií je uvedená v Prílohe C.7. Pod©a týchto výsledkov uvádzame klasikáciu
nových ºiadostí v tabu©ke 4.4. Hodnoty klasikácie vyjadrujú predikciu premen-




















Tabu©ka 4.4: Klasikácia nových ºiadostí
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Z tabu©ky klasikácie nových pozorovaní vidíme, ºe medzi neziskové by sme na zá-
klade oboch metód zaradili pozorovania 73, 78, 80 a 82. Z nich sa dve pozorovania
vyskytli na internom black liste (73 a 80) a zvy²né dve sa nachádzajú v rizikovej
oblasti. Za pov²imnutie stojí fakt, ºe ani jedno z týchto pozorovaní nemá poistnú
£iastku vy²²iu ako 750 tisíc K£. Výsledok klasikácie je rôzny v prípade pozorova-
nia 79. Z parametrov tejto ºiadosti vidíme, ºe sa jedná o rizikovú oblas´ s vy²²ou
poistnou £iastkou. Môºme teda usudzova´, ºe v prípade poistnej udalosti hrozí,






V tejto kapitole sa pokúsime, pre porovnanie s výsledkami diskrimina£nej ana-
lýzy, nájs´ regresný model, ktorý by na základe poskytnutých informácií o klien-
tovi umoºnil odhadnú´ pravdepodobnos´ ziskovosti danej poistnej zmluvy. Vyuºi-
jeme pri tom logistickú regresiu. Medzi mnohými ²tatistikmi prevláda názor, ºe
logistická regresia je univerzálnej²ia a vhodnej²ia pre vä£²inu situácií neº diskri-
mina£ná analýza. Jej výhodou oproti diskrimina£nej analýze je fakt, ºe nekladie
ºiadne podmienky na tvar rozdelenia a nevyºaduje ani predpoklady na apriórne
pravdepodobnosti. Vybudovanie modelu logistickej regresie popí²eme teoreticky,
a podobne ako v predchádzajúcej kapitole, ho následne vyuºijeme na odhad pro-
tability nových ºiadostí poistenia domácností.
Stále uvaºujme pre i-teho klienta vektor k dimenzionálneho priestoru Rk
meraných znakov xi, i = 1, . . . , n. Binárna vysvet©ovaná premenná Yi nado-
búda hodnôt 1 a 0 pod©a zara¤enia pozorovaní do kategórie. alej ozna£me
π(xi) = P (Yi = 1|xi). V²imnime si tieº, ºe ide zárove¬ o strednú hodnotu Yi,
E(Yi|xi) = 1 ∗ P (Yi = 1|xi) + 0 ∗ P (Yi = 0|xi) = P (Yi = 1|xi) = π(xi).
Túto pravdepodobnos´ ur£íme pomocou vektoru charakteristík xi i-teho klienta.
Ke¤ºe ide o pravdepodobnos´, ktorej hodnoty leºia v intervale 〈0, 1〉, pouºijeme
logitovú transformáciu s vektorom neznámych parametrov β. Pod©a [6] predpo-
kladáme, ºe π(xi) má tvar
π(xi) =
exp(xTi β)
1 + exp(xTi β)
. (5.1)
Pri£om funkcia β0 +β1xi1 + . . .+βkxik sa nazýva logit a pomer pravdepodobností
π(xi)
1−π(xi) sa nazýva ²anca respektíve odds. Jednoduchou úpravou je potom moºné
dospie´ k tomu, ºe log(odds) = logit.
5.2 Odhad parametrov modelu
Predpokladáme, ºe máme n nezávislých pozorovaní vektoru (yi,xi), pre jed-
notlivé i = 1 . . . , n. Odhad parametrov vektoru β prevedieme pomocou metódy
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maximálnej vierohodnosti, vi¤ [2]. Táto metóda je zaloºená na kon²trukcii viero-
hodnostnej funkcie a h©adaní jej maxima vzh©adom k mnoºine neznámych para-
metrov. V²eobecne moºno pre i-te pozorovanie vyjadri´ pravdepodobnos´
P (Yi = yi) = π(xi)
yi(1− π(xi))1−yi .
Platí Yi ∼ Alt(π(xi)), t. j.
P (Yi = 1) = π(xi), P (Yi = 0) = 1− π(xi).
Ke¤ºe pozorované hodnoty sú pod©a predpokladu nezávislé, dostaneme viero-






yi(1− π(xi))1−yi . (5.2)
K nájdeniu maxima funkcie 5.2 vyuºijeme moºnos´ zlogaritmovania vierohodnost-
nej funkcie L(β). Tento postup je £asto vyuºívaný najmä z dôvodu zjednodu²enia
funkcie pre potreby následného derivovania a zárove¬ touto transformáciou nie je
ovplyvnená poloha h©adaného extrému. Dostávame teda logaritmickú vierohod-




[yi log(π(xi)) + (1− yi) log(1− π(xi))].
Do tohto vz´ahu dosadíme π(xi) pod©a 5.1. Funkciu derivujeme pod©a vektoru

























pre j = 1, 2, . . . , k, kde xij je j-tá zloºka vektoru xi. Rovnice poloºíme rovné
nule a dostaneme sústavu k + 1 vierohodnostných rovníc. Rie²ením sústavy zís-
kame maximálne vierohodnný odhad β̂ vektoru β. Sústava sa rie²i numericky
napríklad pomocou Newton-Raphsonovho itera£ného algoritmu. Tento algoritmus
za£ína ©ubovo©ne zvolenou hodnotou β(0) a ¤alej postupuje itera£ne
β(t+1) = β(t) − (H(t))−1q(t), (5.3)
kde β(t) je aktuálny odhad vektoru parametrov. H(t) je matica druhých par-








(t)(xi)(1− π(t)(xi))), a, b = 1, 2, . . . , k
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1 + exp(xTi β
(t))
, t = 0, 1, . . . .
Postupne dostaneme lep²ie odhady parametrov β a platí β(t) → β̂, pre t → ∞.
Maximálne vierohodným odhadom π(xi) pre i = 1, . . . , n je teda
π̂(xi) =
exp(xTi β̂)
1 + exp(xTi β̂)
.
Z vlastností maximálne vierohodných odhadov, vi¤ [2], plynie, ºe odhad β̂ má
asymptoticky normálne rozdelenie so strednou hodnotou β a rozptylom, ktorý
je rovný inverzii Fisherovej informa£nej matice J(β), ktorá je v na²om prípade




xiaxibπ(xi)(1− π(xi)), a, b = 1, 2, . . . , k.
Platí teda var(β) = J−1(β). Rozptyl a-tej zloºky vektoru β je a-ty diagonálny
prvok tejto matice, t. j. var(βa). Kovarianciu zloºiek cov(βaβb) získame ako mimo
diagonálny prvok tejto matice. Odhad rozptylu v̂ar(β̂) a kovariancie dostaneme,
ak v spo£ítame maticu var(β) s maximálne vierohodným odhadom parametrov
β̂. Pod©a [6] pre informa£nú maticu platí
J(β) = XTV X,
kde X je matica k + 1 regresorov
X =

1 x11 . . . x1k
1 x21 . . . x2k
...
... . . .
...
1 xn1 . . . xnk
 ,
a V je diagonálna matica tvaru
V =

π(x1)(1− π(x1)) 0 . . . 0
0 π(x2)(1− π(x2)) . . . 0
... 0 . . .
...
0 . . . 0 π(xn)(1− π(xn))
 .
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5.3 Selekcia premenných a kon²trukcia modelu
Pre kon²trukciu modelu logistickej regresie je dôleºitý aj výber a ohodnotenie
významnosti jednotlivých parametrov. Testom pomerom vierohodností (Wilksov
test) sa overuje hypotéza o nulovosti niektorého podvektoru vektora β. Tento test
je zaloºený na vierohodnostnom pomere
LR = −2 log
(
vierohodnos´ zjednodu²eného modelu
vierohodnos´ modelu s nenulovými parametrami
)
(5.4)
Za platnosti hypotézy, ºe zloºky i1, i2, . . . , il vektoru β sú nulové, má ²tatistika
LR asymptoticky rozdelenie χ2 o k − l stup¬och vo©nosti. Hypotézu zamietame,
ak je hodnota ²tatistiky 5.4 vä£²ia ako príslu²ný horný kvantil rozdelenia χ2.
Po otestovaní modelu na nenulovos´ aspo¬ jedného parametru β je vhodné
previes´ orienta£ný test na významnos´ jednotlivých parametrov tzv.Waldov test.
PreWaldov test sa overuje nulová hypotéza, ºe parameter βj = 0, proti alternatíve





kde var(β̂j) získame z odhadu inverznej Fisherovej informa£nej matice. Za plat-
nosti nulovej hypotézy má táto veli£ina asymptoticky normálne rozdelenie s nu-
lovou strednou hodnotou a jednotkovým rozptylom. Waldovu ²tatistiku potom
denujeme ako Wj = Z2j , ktorá má za platnosti nulovej hypotézy asympto-
ticky χ2 rozdelenie s jedným stup¬om vo©nosti. Nulovú hypotézu zamietame,
ak Wj > χ21(α), kde χ
2
1(α) je α kvantil χ
2
1 rozdelenia. Pomocou tohto testu vieme
ur£i´, ktoré parametre sú pre model významné, a ktoré sú naopak kandidátmi
pre nulovos´.
Pre testovanie hypotézy, ºe v²etky parametre sú nulové sa vyuºíva mnohoroz-
merná varianta Waldovej testovej ²tatistiky
W = β̂T [v̂ar(β̂)]−1β̂ = β̂TXTV Xβ̂,
ktorá má asymptoticky rozdelenie χ2 o k stup¬och vo©nosti. Detailne pozri napr.
[2] alebo [6].
Jedným z prístupov pre vo©bu signikantných premenných a kon²trukciu mo-
delu je tzv. stepwise metóda. Pomocou tejto metódy sú premenné na základe
²tatistických kritérií vybrané bu¤ pre zahrnutie, alebo vylú£enie z modelu sek-
ven£ným spôsobom. Rozli²ujú sa dve postupné kon²trukcie modelu:
 Spätná regresia (backward elimination), pri ktorej sa vychádza z plného
modelu a postupne sa pod©a významnosti zniºuje po£et parametrov.
 Roz²irujúca sa regresia (forward selection), kedy sa vychádza z modelu,
ktorý obsahuje len jeden parameter a postupne sa premenné do modelu
pridávajú.
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Stru£ne popí²eme model spätnej regresie. Základný model by sme mohli zhrnú´
do nasledujúcich krokov:
1. Krok 0: NechM ⊆ {1, 2, . . . , k} je mnoºina indexov parametrov vektoru β.
Ozna£me LM hodnotu logaritmu vierohodnostnej funkcie za predpokladu,
ºe v modeli sú parametre s indexom z mnoºinyM . alej predpokladáme, ºe




j = 2(L{1,2,...,k} − L{1,2,...,k}\{j}), (5.5)
ktorá má za platnosti H0 : βj = 0 rozdelenie χ2 o jednom stupni vo©nosti.




j ). ím je táto pravdepodobnos´ men²ia,
tým je model presnej²í. Vyberieme teda index r0 = max p
(0)
j , najvä£²ej hod-
noty p(0). Pokia© bude pr0 < pR pre predom stanovenú hrani£nú hodnotu
(vi¤ popis niº²ie), algoritmus skon£í. Inak poloºíme index iterácie s = 0,
R0 = M \ {r0} a pokra£ujeme krokom 1.
2. Krok 1: Ozna£íme Rs mnoºinu indexov po s-tej iterácii. Poloºme s = s+1.
Vyberieme rovnakým spôsobom novú premennú, ktorú vylú£ime z modelu.
Ur£íme teda pre kaºdé j ∈ Rs−1:
G
(s)
j = 2(LRs−1 − LR(s−1)\{j}).
alej ur£íme hodnotu rs = max p
(s)
j pre j ∈ Rs−1, p
(s)





Pokia© prs ≥ pR premennú s indexom rs vylú£ime z modelu, teda Rs =
Rs−1 \ {rs} a opakujeme krok 1. Algoritmus skon£í v prípade prs < pR.
Kone£nos´ algoritmu je zaru£ená kone£nos´ou po£tu premenných v modeli.
Po tomto kroku e²te môºe nasledova´ ¤al²í krok, v ktorom sa overuje prípadné
opätovné pridanie uº vylú£enej premennej do modelu.
Významnú úlohu v algoritme spätnej i roz²irujúcej sa regresie hrajú hrani£né
hodnoty pre zahrnutie alebo vylú£enie premennej pE (pre roz²irujúcu sa regresiu)
a pR1 (pre spätnú regresiu pod©a uvedeného algoritmu). Pod©a [6] je vhodné voli´
hodnoty pE ∈ (0, 15; 0, 20) a hodnoty pR = pE + (0, 05; 0, 01). Ukazuje sa totiº,
ºe hodnoty kritickej hladiny z teórie ²tatistických hypotéz sú príli² obmedzujúce.
Pokia© chceme zaru£i´, aby model obsahoval viac premenných, volíme pE e²te
vä£²ie a rovnako tak vy²²ou hodnotou pR zaru£íme malé vylu£ovanie zaradených
premenných do modelu.
5.4 Diverzika£ná schopnos´ modelu
Schopnos´ diverzikácie modelu udáva nako©ko je model schopný rozlí²i´ po-
zorovania, ktorých odozva modelu je rovná jednej, od tých s odozvou rovnej nule.
Uvaºujme model, ktorým sa snaºíme pre kaºdé pozorovanie odhadnú´ hodnotu
1Indexy E a R sú odvodené zo slov Enter ako vstúpi´ rep. Remove ako vylú£i´.
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yi binárnej premennej Yi, i = 1, . . . , n. Kaºdému pozorovaniu je priradené na zá-
klade meraných znakov skóre si ∈ R. Ako skóre sa pouºíva napríklad odhad
pravdepodobnosti π̂(xi) z modelu logistickej regresie. Cie©om je potom stano-
vi´ hranicu s0 tak, aby v²etky pozorovania, ktorých skóre je vy²²ie ako s0, mali
odozvu modelu rovnú jednej. Schopnos´ diverzikácie modelu teda hovorí o tom
ako je model na základe stanoveného skóre schopný rozlí²i´ pozorovania s yi = 1
od tých s yi = 0.
K ukazovate©om diverzikácie patrí tzv. Giniho koecient, ktorý vychádza
z Lorenzovej krivky, ozna£ovanej tieº ROC krivka. Na zostrojenie tejto krivky sa
vyuºívajú odhady distribu£ných funkcií skóre pre pozorovania s yi = 1 a yi = 0.












I(−∞,s)(sj)(1− yj), s ∈ R,
kde n1 vyjadruje po£et pozorovaní s yi = 1, teda n1 =
∑n
j=1 yi a n0 = n − n1.
Hodnota I(−∞,s)(sj) je rovná 1, pokia© sj ∈ (−∞, s], inak je hodnota nulová.
Lorenzova krivka potom vzniká spojením bodov [F0(si), F1(si)], i = 1, . . . , n.
Krajnými bodmi sú [0, 0], [1, 1], a teda krivka leºí vnútri jednotkového ²tvorca.
Pokia© krivka leºí bliº²ie k stranám ²tvorca, má model lep²iu diverzika£nú schop-
nos´ ako ke¤ krivka leºí bliº²ie k diagonále. Bod, ktorý leºí najbliº²ie k ©avému
hornému okraju, sa ozna£uje ako hrani£ný bod pre klasikáciu do jednotlivých
skupín.
Moºnos´ou merania diverzika£nej sily modelu je potom spo£ítanie plochy
pod krivkou, ozna£ovanej ako AUC, vi¤ [6]. Na jej základe je zaloºený aj spo-
mínaný Giniho koecient. Pokia© ozna£íme A plochu medzi Lorenzovou krivkou
a diagonálou, B ako plochu nad Lorenzovou krivkou, platí, ºe B + AUC = 1
(plocha celého jednotkového ²tvorca). Potom A + B = 1
2
a Giniho koecient je




= 2A = 1− 2B = 1− 2(1− AUC) = 2AUC − 1.
Platí Gini ∈ 〈−1, 1〉 , kde hodnoty bliº²ie k 1 nazna£ujú lep²iu diverzika£nú
schopnos´, v prípade hodnoty 0 model nemá ºiadnu diverzika£nú silu a záporné
hodnoty hovoria o opa£ne postavenom modeli.
5.5 Aplikácia na dáta
V ¤al²ej £asti budeme h©ada´ model logistickej regresie, ktorý by bolo moºné
vyuºi´ na klasikáciu nových ºiadostí do predom stanovených skupín, protabil-
ných resp. neprotabilných zmlúv. Vyuºijeme k tomu ²tatistický softvér NCSS
2007. Ako vstupné dáta pre nastavenie modelu budeme pouºíva´ rovnakú dá-
tovú maticu, ktorú sme pouºili v £asti 4.4. Teda dátovú maticu bez premenných
45
Cudzinec, Bydlisko a Titul. Vysvet©ovanou premennou bude premenná ProfitF a
vysvet©újúcimi premennými sú merané znaky Stvrt, Mesto, TO, PC, Vek, Pohlavie,
Adr, SP, Platenie, BL, DalsieP, Zlavy1 a Zlavy2.
5.5.1 Kódovanie premenných
Ke¤ºe máme len jednu spojitú numerickú premennú Vek a ostatné sú katego-
riálne (nominálne i ordinálne), je vhodné premenné zakódova´ umelými premen-
nými. Hosmer a Lemshow, vi¤ [6], nazvali tieto premenné designové. V logistic-
kej regresii totiº nie je vhodné kombinova´ rovnakým spôsobom £íselné a kate-
goriálne premenné. Vo©bou vhodných designových premenných by sme sa mali
zaobera´ v prípadoch, ke¤ potrebujeme porovna´ úrove¬ vysvet©ovanej premen-
nej pri zmene kategórie tej premennej, ktorá nemá £íselný význam. Pouºívanie
týchto umelých premenných je teda úzko spojené s interpretáciou jednotlivých
parametrov. Výber vhodného kódovania by sa malo odvíja´ od typu premennej.
Pre rôzne typy designových premenných získame rôzne hodnoty parametrov β.
My sme zvolili kódovanie premennými, £asto ozna£ovanými ako dummy pre-
menné. Toto kódovanie je najpouºívanej²ie, zahrnuté vo vä£²ine ²tatistických soft-
véroch a jednoduch²ie na interpretáciu. Ide o kódovanie premenných pomocou 0
a 1, pri£om sa zvolí jedna referen£ná kategória, ku ktorej sa vz´ahujú v²etky os-
tatné. Pre referen£nú kategóriu sú v²etky dummy premenné nulové. Kaºdá ¤al²ia
kategória obsahuje jednu dummy premennú rovnú 1. Na zakódovanie premen-
nej, ktorá má k kategórií, je potrebných k − 1 dummy premenných. V na²om
prípade sme za referen£nú kategóriu volili vºdy tú prvú. Kódovanie premenných
uvádzame v Prílohe D.1. Na základe tohto kódovania pracujeme ¤alej s novými
premennými, ktorých pomenovanie je doplnené o index vyjadrujúci ich sekven£né
poradie.
5.5.2 Vybudovanie modelu
Pristúpime teraz k samotnému odhadu modelu logistickej regresie pre ná²
dátový súbor. K vybudovaniu modelu vyuºijeme zabudovanú procedúru, ktorú
ponúka program NCSS pre odhad modelu logistickej regresie. Budeme vytvára´
model, v ktorom je kaºdá premenná vyuºívaná samostatne a nie sú pouºité inte-
rakcie ani ºiadne dodato£né podmienky medzi premennými. V podstate budeme
postupova´ spätnou regresiou tak, ako bola denovaná v £asti 5.3. Za£neme s od-
hadom modelu, ktorý zah¯¬a v²etky premenné a postupnými iteráciami vylú£ime
tie, ktorých p-hodnota 2 prekro£í stanovenú hranicu pre ponechanie premennej
v modeli. V NCSS je k testom významnosti parametrov vyuºívaná Waldova ²ta-
tistika.
2p-hodnota resp. dosiahnutá hladina testu slúºi na posúdenie výsledku testu hypotézy. Jedná
sa o pravdepodobnos´, ºe by sme za platnosti hypotézy vypozorovali dáta, ktoré by boli s hy-
potézou vo vä£²om rozpore ako analyzovaný dátový súbor, detailne vi¤ [2]
46
Pri ponechaní v²etkých premenných má odhadnutý model tvar
18.524+4.026∗Adr−4.678∗BL−1.2∗DalsieP1+1.201∗DalsieP2−2.409∗DalsieP3−
10.375 ∗Mesto1 +0.18 ∗Mesto2− 4.896 ∗Mesto3− 7.576 ∗Mesto4− 3.066 ∗Mesto5−
4.927 ∗Platenie1− 0.612 ∗Platenie2− 2.160 ∗PC1+1.31 ∗PC2+8.627 ∗PC3+4.739 ∗
PC4 + 0.438 ∗ Pohlavie− 6.447 ∗ Stvrt1 − 10.567 ∗ Stvrt2 − 2.085 ∗ SP + 0.641 ∗ TO−
0.108 ∗ vek − 1.200 ∗ Zlavy1− 2.24 ∗ Zlavy2.
Z tohoto modelu sme v prvom itera£nom kroku vylú£ili premenné, ktorých p-
hodnota prekro£ila nami zvolenú hladinu α = 0, 05 na základe Waldovho testu.
Ide o premenné DalsieP1, DalsieP2, Mesto2, Platenie2, PC1, PC2, Pohlavie,
To, V ek, Zlavy1 a Zlavy2. V ¤al²ej iterácií sme na základe Waldovho testu
na rovnakej hladine α = 0, 05 vylú£ili premenné BL, DalsieP3, a SP . Po ná-
slednej iterácií uº nedo²lo k zlep²eniu modelu, preto sme za kone£ný tvar modelu
zvolili nasledujúci:
6.84639 + 2.8289 ∗ Adr − 5.03134 ∗Mesto1 − 3.01892 ∗Mesto3 − 4.29902 ∗Mesto4 −
2.11106 ∗Mesto5 − 1.23612 ∗ Platenie1 + 5.2735 ∗ PC3 + 4.78735 ∗ PC4 − 5.13568 ∗
Stvrt1 − 7.860392 ∗ Stvrt2.
V Prílohe D.2 uvádzame výsledné charakteristiky modelu. V²imnime si, ºe oproti
významným premenným v diskrimina£nej analýze nám do modelu nevstupujú
premenné TO, BL a ani Zlavy1 a Zlavy2. I napriek tomu sme v²ak pri hrani£nej
hodnote 0,75 dosiahli úspe²nos´ klasikácie pozorovaní pribliºne 85,71%. Za hra-
ni£nú hodnotu povaºujeme pravdepodobnos´, ktorú tolerujeme pre zaradenie po-
zorovania do skupiny protabilných zmlúv. Na obrázku 5.1 uvádzame graf Loren-
zovej krivky, kde hodnota AUC vy²la 0,92074 a Giniho koecient rovný 0,84148.
Diverzika£ná sila modelu je teda pomerne vysoká.
Obr. 5.1: Graf Lorenzovej krivky
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Ur£ený model teraz vyuºijeme na klasikáciu nových ºiadostí, ktoré sme pou-
ºili v diskrimina£nej analýze, vi¤ tabu©ka 4.3. Premenné ADR, Mesto, PC, Stvrt
a Platenie, ktoré vyuºívame v modeli logistickej regresie, sme opä´ kódovali
na dummy premenné. Klasikáciu - odhad pravdepodobnosti príslu²nosti ku ka-


















Tabu©ka 5.1: Klasikácia nových ºiadostí pomocou logistickej regresie
Ako hrani£né skóre sme volili hodnotu 0,75 v súlade s aplikáciou pre uº zaradené
ºiadosti. Pozorovania s odhadom pravdepodobnosti vy²²ím ako táto hodnota by
sme zaradili do skupiny protabilných zmlúv. Pri pozorovaní 79, ktorého kla-
sikácia bola sporná v diskrimina£nej analýze, nám vychádza zaradenie medzi
protabilné zmluvy. Rovnaké zaradenie nám vy²lo v prípade kanonickej diskrimi-
na£nej analýzy a naopak medzi neprotabilné ho zaradila metóda kvadratických
diskrimina£ných funkcií. al²ím pozorovaním, u ktorého sa lí²i výsledok klasiká-
cie s diskrimina£nou analýzou, je 82. pozorovanie. Ide o klienta z Prahy, ºijúceho
v rizikovej oblasti, s nízkou poistnou £iastkou. Dá sa predpoklada´, ºe by klient
platil ²tvr´ro£ne zvý²ené poistné, práve za rizikovej²iu oblas´. V prípade poistnej
udalosti by v²ak bola vyplácaná niº²ia poistná £iastka, mohlo by to teda indiko-
va´ ziskovú poistnú zmluvu. Na druhej strane v²ak odhad pravdepodobnosti je
niº²í ako 90% a v prípade opakovania sa poistných udalostí, ktoré v rizikovej ob-
lasti hrozia vo zvý²enej miere, by sa zmluva mohla taktieº dosta´ medzi neziskové
zmluvy. Priklonili by sme sa teda k zaradeniu medzi neziskové zmluvy, kde nám
vy²la zhoda v klasikácií pod©a kanonickej i kvadratickej diskrimina£nej analýzy.
Celkovo nám zhodná klasikácia pod©a logistickej regresie, kvadratických dis-
krimina£ných funkcií a na základe kanonickej diskrimina£nej analýzy, vy²la pre 10
nových ºiadostí z 12, £o je pribliºne 83% úspe²nos´ zhodnej klasikácie. Výsledky
metód môºme teda povaºova´ za obdobné. Logistická regresia kladie na dáta me-
nej striktné poºiadavky ako diskrimina£ná analýza. I napriek tomu sa v²ak vo©ba
vhodnej metódy pre tvorbu prediktívneho modelu môºe lí²i´, a to najmä v závis-




6.1 Business Intelligence a jeho ²truktúra
Denícia a nastavenie vhodných prediktívnych modelov (alebo procesov vyuºi-
tia expertných pravidiel, prípadne sk¨benie oboch) je nevyhnutnou sú£as´ou fraud
managementu. K efektívnemu fungovaniu v²ak musí by´ zakomponovaný do uce-
leného systému pre monitorovania a hodnotenie rizík podvodov. A ako sa ukazuje
v praxi, k©ú£ová je pritom predov²etkým jeho integrácia do sveta dátových slu-
ºieb spolo£nosti. Dnes sa uº na trhu síce vyskytuje mnoºstvo fraud management
systémov, av²ak pois´ovne sa pri ich vyuºívaní £asto stretávajú so zásadnými
problémami, ku ktorým patria:
- Neschopnos´ pripravi´ vhodné vstupné dáta, £i obmedzovanie modelov len
na ur£ité segmenty poistenia.
- Obmedzené moºnosti správneho vyhodnotenia výsledkov kvantikácie rizík.
- Chýbajúce prepojenie na ¤al²ie dátové sluºby spolo£nosti, napríklad repor-
tovanie.
- Neuspokojivá koordinácia s ¤al²ími zloºkami fraud managementu, ako na-
príklad nevyuºívanie výsledkov v oddelení likvidácie poistných udalostí.
- Nedostato£ná automatizácia systému.
- Nízka úrove¬ prispôsobivosti systému na meniace sa podmienky.
Aby k týmto problémom nedochádzalo, je nevyhnutné, aby pois´ovne k integrácií
týchto systémov pristupovali koncep£né v rámci riadenia celého svojho Business
Intelligence, ¤alej BI.
Pod©a [14] BI ako pojem zah¯¬a kombináciu produktov, aplikácií, technoló-
gií a osved£ených metód na organizáciu k©ú£ových informácií, ktoré management
potrebuje pre optimalizáciu rozhodovania a zlep²enie výkonu spolo£nosti. Reálne
to znamená, ºe sa BI stará o riadenie dátových sluºieb vrátane systémov a apli-
kácií. Zabezpe£uje tieº vyuºitie obsiahnutých informácií v jednotlivých útvaroch
spolo£nosti. Cie©om BI je najmä dosiahnutie lep²ieho usporiadania dát, ktoré sú
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obsiahnuté v zdrojových systémoch (napr. ú£tovnícke systémy), zaisti´ ich zjed-
notenie z viacerých zdrojov a transformova´ ich do vyuºite©nej podoby. Takto
reorganizované dáta je moºné potom vyuºi´ pre strategické rozhodnutia spolo£-
nosti, rôzne analýzy a reportovania. K základným zloºkám v rámci BI ²truktúry
patria:
- Budovanie a správa dátového skladu (Data Warehouse - DWH) ako základ-
ného dátového úloºiska pre analýzu dát.
- Budovanie a správa dátových trºí²´, datamártov (Data Mart) ako tematicky
orientovaných dátových skladov ur£ených na sprostredkovanie informácií
pre konkrétnu sluºbu, £i ur£ité oddelenie podniku.
- Tvorba nadstavbových OLAP aplikácií (Online Analytical Processing). Jedná
sa o technológiu multidimenzionálnych databáz a analytických sluºieb, ktoré
slúºia na analýzu ve©kého mnoºstva údajov.
- Data mining (dolovanie dát).
- Prediktívne analýzy (analýza dát vo viacrozmernej ²truktúre).
- Vytváranie správ a reporting (prezentácia dát uºívate©om).
Tieto zloºky sa dajú vyuºi´ v ²irokej oblasti procesov pois´ovne a podporujú jej
kaºdodenný business. Vyplýva z toho tieº, ºe BI je v podstate prirodzeným spo-
jením sveta byznysu, analýzy, informa£ných technológií a systémov, kam svojou
povahou spadá aj systémove rie²enie fraud managementu.
6.2 Systémový koncept fraud managementu
Správny BI systémový koncept fraud managementu, ¤alej FMS, by mal pod©a
ná²ho názoru spl¬ova´ nieko©ko základných kritérií:
 Musí vedie´ vyuºíva´ dáta zo zdrojových systémov pois´ovne a zistené údaje
musí vedie´ ponúka´ uºívate©om procesov.
 Musí by´ napojený na ¤al²ie dátové sluºby a umoº¬ova´ exibilné zmeny,
ktoré by mohli by´ riadené samotnými uºívate©mi.
 Z poh©adu informa£ného pokrytia, vi¤ obrázok 6.1, musí rie²enie dátovo i
systémovo pomáha´ rie²i´ otázky vo v²etkých základných vrstvách, ktorými
sú:
- Reporting - £o sa stalo? (Aké podvody sa udiali? Ako pracujú spro-
stredkovatelia a likvidátori?).
- Analýza - pre£o sa to stalo? (Aké sú indikátory podvodov? Ako je
moºné podvodom zabráni´ a ako ich v£as odhali´?).
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- Monitorovanie - £o sa deje teraz? (Aké podvody sú zaznamenávané?
Aká z nich plynie strata pre pois´ov¬u? Aká je úspe²nos´ detekcie,
vy²etrovania a ako tieto £innosti prebiehajú?).
- Predikcia - £o sa môºe sta´ (Aké je riziko podvodu na zmluve? Aké
straty z podvodu je moºné o£akáva´ v budúcnosti?).
Obr. 6.1: Informa£né pokrytie. Zdroj: autor
Je teda zjavné, ºe základným prvkom FMS je okrem výpo£tovej aplikácie,
kde sa uplat¬ujú prediktívne modely alebo expertné pravidlá na odha©ovanie
podvodov, taktieº podkladová dátová základ¬a a nadväzujúce sluºby.
Ideálny koncept FMS, ktoré by pois´ovne pod©a nás mali naplni´, navrhujeme
na obrázku 6.2. Jeho základnými komponentmi by mali by´:
1. FMS datamárt ako hlavný zdroj dát (poistné zmluvy, klienti; ich apli-
ka£né a behaviorálne atribúty). Z poh©adu architektúry dátových sluºieb
je datamárt vybudovaný nad dátovým skladom spolo£nosti, odkia© sa dáta
preberajú, transformujú a spracovávajú pomocou ETL1 nástrojov do uº
spomínaných dátových skladov. Dátový sklad by mal by´ optimalizovaný
na £ítanie dát, vyh©adávanie, zloºité analýzy a taktieº zrozumite©ný pre uºí-
vate©ov. Na druhú stranu, mnoºstvo pois´ovní vlastný dátový sklad ako zá-
kladné zhromaºdisko dát zo zdrojových systémov nemá. V tomto prípade
sa samozrejme z nan£ných dôvodov núka vystava´ FMS datamárt priamo
nad zdrojovými systémami. Datamárt by sa potom mohol sta´ prirodze-
nou dátovou základ¬ou i pre ¤al²ie ú£ely (nan£né a obchodné riadenie,
1Jedná sa o skratky slov Extraction, Transformation a Loading. V prvej fáze tohto pro-
cesu - extrakcii sú vybrané potrebné dáta zo zdrojových dát. Nasleduje transformácia, po£as
ktorej dochádza k overovaniu a £isteniu dát (doplnenie chýbajúcich hodnôt, odstránenie pre-
klepov, zjednotenie formátov at¤), dátovej konsolidácií a podobne. V poslednej fáze sú dáta
premiest¬ované do dátového skladu.
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risk management, marketing a iné). Zdrojom datamártu môºu by´ okrem
zdrojových systémov (systém pre ú£tovníctvo, ºiadosti, ziskate©ský systém,
at¤.) i ¤al²ie vstupy:
- Od uºívate©ov (zah¯¬ajú rôzne útvary fraud management procesu).
Môºe ís´ o priame vstupy, ku ktorým je moºné zaradi´ udrºovaný
black list (zoznam podozrivých klientov), výsledky likvidácie poist-
ných udalostí a jednotlivých ²etrení, záznamy pracovníkov call cen-
tra alebo iného kontaktu s klientmi. alej sem môºme zaradi´ vstupy
z analýz väzieb medzi klientmi alebo s poistnými sprostredkovate©mi,
vstupy z analýzy sociálnych sietí (pokia© je k dispozícii) a taktieº text
mining (proces dolovania netriviálnych informácií z textu resp. spra-
covávanie ne²truktúrovaného textu). Vstupom môºu by´ tieº pravidlá
pre FMS aplikáciu. Máme na mysli namjmä poºiadavky na to, £o sa
má kontrolova´, aké metódy a s akými parametrami sa majú pouºi´,
aké sú hranice na ozna£enie zmluvy, £i poistnej udalosti za podozrivú
a mnohé iné.
- Z FMS aplikácie - jedná o zapísanie výsledkov do systému, pretoºe vý-
stupy z aplikácie by mali by´ propagované i útvarom, ktoré s aplikáciou
priamo nepracujú.
Vo FMS datamárte by malo dochádza´ i k naplneniu ¤al²ích BI rie²ení,
akými sú konsolidácia dát a s ¬ou spojená dátová kvalita. Pokia© neexistuje
dátový sklad jedná sa napríklad o konsolidáciu klientov. Pokia© má pois-
´ov¬a viac systémov napr. pre ºivotné a neºivotné poistenie, potom môºe
dôjs´ k tomu, ºe jedna osoba je v týchto systémoch vedená nie ako jeden kli-
ent, ale viac klientov s rôznymi produktami. V procese fraud managementu
je potom dôleºité klientov správne skonsolidova´, t. j. napárova´ na jednu
osobu. Cie©om je ozna£i´ podvodné alebo podozrivé jednanie klienta na jed-
nom produkte a na v²etkých jeho zvy²ných produktoch v pois´ovni. K odbe-
rate©om datamártu by mali patri´ útvary, sluºby a aplikácie priamo spojené
s fraud managementom vyuºívajúce výsledky k svojím analýzam. Existujú
ale aj ¤al²í moºní odberatelia dát ako sú CRM systémy (Customer Re-
lationship Management, respektíve riadenie vz´ahov so zákazníkmi), kde
sa získané informácie môºu vyuºi´ v rámci nových kampaní, v ktorých sa
napríklad nebudú oslovova´ podozriví klienti.
2. FMS aplikácia, kde dochádza k ur£eniu a selekcii podozrivých zmlúv a po-
istných udalostí. V rámci aplikácie, ktorej dátovým zdrojom je FMS data-
márt, sa vyuºijú navrhnuté modely pomocou ²tatistických metód a tak-
tieº pravidlá detekcie poistných podvodov pomocou data mingových tech-
ník. Takéto aplikácie si môºu pois´ovne bu¤ kúpi´, ale potom je potrebné
venova´ zna£ný priestor integrácii nad FMS datamártom a prispôsobeniu
konkrétnym potrebám pois´ovne, alebo si ich môºu priamo vyvinú´ (napr.
pomocou modulov ²tatistických softvérov).
3. Reportovanie ako výstup z uskuto£nených analýz vo FMS aplikácii a
z FMS datamártu. Výsledky môºu vyuºi´ primárni odberatelia, ku kto-
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rým patria zástupcovia fraud managementu (tým likvidácie a vy²etrovania,
tým taxácie a správy, ALM tým, tým call centra, produktový management)
a sekundárni odberatelia ako napríklad manaºérsky reporting.
4. Kalkulácie a nastavenie pravidiel ako uºívate©ské vstupy a parametre
pre výpo£tové modely. V tejto fáze systému je priestor na nastavenie nových
pravidiel pre výpo£tové modely (napríklad spusti´ v aplikácií logistickú re-
gresiu s ur£itými parametrami pre daný výpis atribútov, £i aplikova´ model
na dáta kapitálového ºivotného poistenia). Uºívate©sky riadená by mala by´
aj frekvencia spú²´ania analýz a ur£enie odberate©ov jednotlivých analýz.
Obr. 6.2: Systémová architektúra FMS. Zdroj: autor
Popísaný koncept spl¬uje poºiadavky na zjednotenie a efektívne vyuºitie dát
zo zdrojových systémov. Pomocou FMS aplikácie umoºní pois´ovniam odha©ova´
podozrivé udalosti a v rámci reportovania a kalibrácie ponúka priestor roz²íri´
funk£nos´ celého procesu na nové druhy podvodov, ktorým je a bude pois´ov¬a
v rozvíjajúcej sa spolo£nosti vystavená. Tento koncept teda môºe by´ svojou
²truktúrou podporným systémom pre v²etky zloºky fraud managementu.
Naplnenie konceptu FMS je samozrejme pre pois´ovne jednorázovo nan£ne
nákladnej²ie neº vybudova´ separátne rie²enie prostredníctvom zakúpenia samos-
tatnej fraud management aplikácie a zaistenia základného prísunu dát. Ak si v²ak
uvedomíme ako rýchlo sa menia podmienky a celkový dátový svet v kaºdej po-
is´ovni, potom je zrejmé, ºe sa nekoncep£ný prístup stáva len krátkodobým rie-
²ením. Jeho efektivita bude po nasadení v nasledujúcom období klesa´ a toto
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rie²enie sa bez dodato£ných nákladov stane neprínosným. K dôvodom pre£o by
mali pois´ovne tento koncept zavies´ do praxe patrí:
- Zvý²enie zisku v zmysle zníºenia straty plynúcej z úspe²ne uskuto£nených
poistných podvodov.
- Zvý²enie efektivity celého procesu fraud managementu od uzatvárania no-
vých kontraktov, likvidáciu aº po vy²etrovanie podvodov.
- Úspora nákladov. Príkladom by mohla by´ úspora v¤aka nahradeniu práce
likvidátorov, ktorí detekujú podozrivé udalosti automatizovaným procesom.
Naviac si myslíme, ºe ucelený koncept riadenia fraud managementu vystavaný
práve na procesoch dátových skladov spojených so sluºbami, ktoré priná²a BI,
by mal prinies´ pois´ovniam radu ¤al²ích výhod. Napomôc´ likvidátorom a vy-
²etrovate©om pri pre²etrovaní poistných udalostí, £i odhadnú´ o£akávané straty
z podvodov. Je v²ak nutné zdôrazni´, ºe samotné zakúpenie FMS aplikácie na od-
halenie podozrivých zmlúv sta£i´ nebude. Ako sme spomínali v predchádzajúcich
kapitolách, rovnako dôleºité je i pouºitie správnych data miningových techník
a výpo£tových modelov. Takáto kombinácia môºe by´ pre kaºdú pois´ov¬u tým
najlep²ím predpokladom k rastúcej úspe²nosti v boji s poistným podvodom.
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Záver
V tejto práci sme sa venovali problematike poistných podvodov a moºnostiam
ako efektívne riadi´ fraud management v pois´ovni. Cie©om práce bolo nájs´ spô-
soby tvorby prediktívnych modelov s vyuºitím mnohorozmerných metód ²tatis-
tickej analýzy a ukáza´ moºnos´ ich integrácie do dátových systémov spolo£nosti
pomocou Business Intelligence.
Na úvod sme sa snaºili nájs´ odpovede na otázky: Pre£o ©udia páchajú poistné
podvody? Aké typy poistných podvodov sa vyskytujú v na²ej spolo£nosti, £i ako
sa poistitelia snaºia odha©ova´ tieto podvody? Zistili sme, ºe hodnoty odhalených
poistných podvodov z roka na rok rastú, £o zna£í, ºe poistitelia túto problematiku
neberú na ©ahkú váhu. Práve naopak, pomocou dátovej analýzy a procesných na-
stavení sa snaºia detekova´ podozrivé udalosti a zabra¬ova´ tým neoprávneným
výplatám poistného plnenia. My sme sa zamerali na oblas´ odha©ovania podvod-
ných jednaní pomocou kon²trukcie prediktívnych modelov na základe klasika£-
ných metód a dataminigových techník.
Druhá kapitola bola zameraná na priblíºenie praktickej úlohy z vybraného
typu poistenia - poistenia domácnosti. Úlohu sme zostavili prepojením predikcie
pravdepodobnosti poistného podvodu s predikciou protabilného správania sa
zmlúv v dlhodobom horizonte na základe ich ²kodného pomeru. Na²im zámerom
bolo nájs´ také modely, ktoré budú na základe odhadu budúceho vývoja pomá-
ha´ pri schva©ovaní ºiadostí o poistenie domácnosti. A to takým spôsobom, aby
do portfólia neboli zaradené výrazne neziskové zmluvy alebo zmluvy s vysokou
pravdepodobnos´ou moºného poistného podvodu. Priblíºili sme dátový súbor,
ktorý nám ¤alej slúºil ako historická dátova základ¬a, na základe ktorej sme
navrhovali modely klasikácie nových ºiadostí.
Vhodná selekcia premenných pred samotnou kon²trukciou prediktívneho mo-
delu, £asto vedie k zjednodu²eniu výpo£tu a interpretácií navrhnutého modelu.
Preto sme sa z metód mnohorozmernej ²tatistiky zamerali v tretej kapitole najprv
na analýzu hlavných komponentov. Pomocou tejto metódy sa nám podarilo zní-
ºi´ po£et meraných znakov v na²ej úlohe na jednotlivých ºiadostiach o poistenie
domácnosti, z pôvodných 18 pozorovaných znakov historickej dátovej základne
na 15. Vyuºili sme pri tom maticu koecientov hlavných komponentov, ktorú
sme spo£ítali pomocou softvéru Mathematica 8.0. Vytvorili sme v²eobecný kód
umoº¬ujúci roz²írenie úlohy aj na iné dátové matice a typ poistenia.
V ¤al²ej £asti sme pristúpili k samotnej klasikácií nových ºiadostí. Vyuºili
sme k tomu kanonickú diskrimina£nú analýzu a kvadratické diskrimina£né fun-
kcie. Predstavili sme tieº primárnu úlohu diskrimina£nej analýzy, tak ako ju v 30.
rokoch 20. storo£ia denoval Ronald Aylmer Fisher, teda schopnos´ meraných
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znakov odlí²i´ jednotlivé klasika£né skupiny. Dospeli sme k tomu, ºe na odlí²e-
nie nami stanovených skupín, nám posta£í 9 meraných znakov. Tieto znaky sme
¤alej vyuºili pri klasikácií nových pozorovaní do 2, predom denovaných, skupín.
Obe metódy diskrimina£nej analýzy dosiahli úspe²nos´ klasikácie historických
pozorovaní vy²²iu ako 80%. Vybranú skupinu nových ºiadostí klasikovali obe
metódy rovnakým spôsobom vo viac neº 90% prípadov. Metódy diskrimina£nej
analýzy sme, rovnako ako pomocné výpo£ty, aplikovali zostavením kódu v softvéri
Mathematica 8.0.
Ako alternatívu k metódam diskrimina£nej analýzy sme v piatej kapitole pred-
stavili model logistickej regresie, ktorého výhodou je, ºe nie je obmedzený tva-
rom rozdelenia. Kon²trukciu modelu sme previedli metódou stepwise v ²tatistic-
kom softvéri NCSS 2007. Kvôli kategoriálnemu charakteru vstupných premenných
sme ich najprv prekódovali na dummy premenné. Úspe²nos´ klasikácie historic-
kých pozorovaní taktieº dosiahla hodnoty vy²²ej ako 80% pre stanovenú hodnotu
pravdepodobnosti. Pri klasikácií nových ºiadostí sme dosiahli klasika£nú zhodu
s metódami diskrimina£nej analýzy v 85% prípadov, pri£om ale ná² model logis-
tickej regresie vyuºíva na klasikáciu menej pozorovaných znakov. Pre nami vy-
braný typ poistenie sú teda obe metódy takmer zhodné a tým pádom predstavujú
hodnotné alternatívy k praktickej integrácii pod©a vo©by pois´ovne.
Na záver práce sme sa venovali predstaveniu pojmu Business Intelligence, po-
mocou ktorého je moºné nájdené prediktívne modely zahrnú´ do celistvého sys-
tému monitorovania poistných podvodov a dátových sluºieb pois´ovní. Navrhli
sme systémový koncept fraud managementu, ktorý by mal zahr¬ova´ efektívne
vyuºívanie dát zo zdrojových systémov pois´ovne, mal by by´ exibilný a do-
stupný uºívate©om v rámci pois´ovne. Dôleºité je teda prepojenie výpo£tových
aplikácií, ku ktorým patria i prediktívne modely, s dostato£nou dátovou základ-
¬ou a nadväzujúcimi sluºbami, ktoré sú nevyhnutné pre efektívne fungovanie
pois´ovne.
Vzh©adom k tomu, ºe jednotlivé oblasti poistenia majú svoje ²peciká a ©udia
resp. organizované skupiny sú pri páchaní poistných podvodov £oraz vynalie-
zavej²í, je v problematike poistných podvodov stále priestor na zefektív¬ovanie
fraud managementu. Myslíme si, ºe tou správnou cestou je popri integrácii no-
vých procesných nastavení najmä rozvoj v oblastiach aplikácie dataminigových
techník. Veríme, ºe zostavením prediktívnych modelov a navrhnutím fraud ma-
nagement systému bol dosiahnutý nielen cie© na²ej práce, ale predov²etkým, ºe
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Príloha A.1: Dátová matica
Pozorovanie Profit Fraud Stvrt Mesto TO PC Titul Vek Pohlavie Adr SP Bydlisko Platenie BL DalsieP Cudzinec Zlavy1 Zlavy2
1. 1 1 1 1 1 5 1 39 1 1 2 1 1 2 2 2 2 2
2. 1 1 1 1 1 5 1 52 1 1 2 1 1 2 1 2 2 1
3. 1 1 1 1 1 5 1 70 2 1 2 1 2 2 1 2 2 1
4. 1 1 1 1 2 5 1 43 1 2 2 1 1 2 1 2 1 2
5. 1 1 1 1 1 4 2 29 1 2 2 1 1 2 3 1 1 1
6. 1 1 2 1 1 3 2 61 1 2 1 1 1 2 2 2 2 1
7. 1 1 2 1 1 4 1 40 2 1 2 1 1 2 2 2 2 1
8. 1 1 2 1 2 3 2 43 1 2 1 2 1 2 1 2 1 1
9. 1 1 2 1 2 3 2 35 2 2 2 1 1 1 4 2 2 1
10. 1 1 3 1 2 2 1 26 1 2 2 1 1 2 1 2 1 1
11. 1 1 1 2 1 5 2 43 2 1 2 1 1 2 1 1 2 2
12. 1 1 2 2 1 4 1 36 1 2 2 1 1 2 2 2 1 1
13. 1 1 2 2 1 3 1 25 2 1 2 1 1 1 3 2 2 2
14. 1 1 2 1 2 5 2 50 1 2 2 1 1 2 1 2 2 2
15. 1 1 2 3 1 5 1 38 1 1 1 1 1 2 2 2 2 2
16. 1 1 2 3 1 4 1 28 1 1 1 1 1 2 2 2 1 2
17. 1 1 2 3 1 3 1 35 2 2 2 2 2 2 2 2 1 1
18. 1 1 2 3 1 3 1 55 2 1 2 1 2 2 3 2 2 2
19. 1 1 3 3 1 2 2 63 1 1 2 1 1 2 4 2 2 2
20. 1 1 1 4 1 5 1 40 1 1 2 1 1 2 2 2 1 1
21. 1 1 1 4 1 4 1 34 1 1 1 1 1 2 1 2 2 1
22. 1 1 1 4 1 3 2 44 1 1 2 1 1 2 1 2 2 2
23. 1 1 2 4 1 3 2 33 2 1 2 1 1 2 2 2 1 2
24. 1 1 2 4 1 3 2 55 1 1 2 1 3 2 4 2 2 2
25. 1 1 1 5 1 5 1 72 1 1 2 1 2 2 1 2 2 1
26. 1 1 1 5 1 5 2 34 1 1 2 1 1 2 2 2 2 2
27. 1 1 1 3 1 4 2 53 2 1 2 1 1 2 2 2 2 2
28. 1 1 2 5 1 2 2 27 2 1 2 1 1 2 1 2 1 1
29. 1 1 1 1 1 5 2 44 1 1 2 1 1 2 2 2 2 2
30. 1 1 2 6 1 3 2 43 2 1 2 1 2 2 2 2 1 2
31. 1 1 3 6 1 2 2 32 2 1 2 1 1 2 1 2 2 1
32. 1 1 3 6 1 2 2 26 1 1 2 1 2 2 2 2 2 2
33. 2 1 1 1 1 4 1 32 2 1 2 1 1 2 2 2 2 2
34. 2 1 2 1 1 4 1 35 1 1 2 1 2 2 1 2 2 1
35. 2 1 3 1 1 3 2 37 1 2 1 1 3 2 1 2 1 1
36. 2 1 3 1 1 3 2 28 1 1 2 1 1 1 2 2 1 1
37. 2 1 2 3 1 4 2 47 1 2 2 1 1 2 1 2 1 1
38. 2 1 3 3 1 1 2 54 1 1 2 1 2 2 1 2 2 1
39. 2 1 1 4 1 4 1 69 2 1 2 1 2 2 2 2 2 2
40. 2 1 1 4 1 3 2 35 2 1 2 1 1 1 2 2 1 1
41. 2 1 1 4 1 4 2 32 1 1 1 1 1 1 3 2 2 2
42. 2 1 3 4 1 2 2 57 1 1 2 1 1 2 1 2 2 2
43. 2 1 1 5 1 4 1 39 1 1 1 1 1 2 1 1 1 2
44. 2 1 2 5 1 4 2 46 1 2 2 1 2 2 3 2 1 1
45. 2 1 2 6 1 4 2 62 2 1 1 1 1 2 1 2 2 1
46. 2 1 2 6 1 3 1 30 1 1 2 1 1 2 2 2 2 1
47. 1 2 3 1 1 2 2 47 2 1 2 1 2 2 1 1 2 2
48. 1 2 3 2 2 4 2 41 2 2 2 1 1 2 1 2 1 1
49. 2 2 3 1 1 3 1 32 1 1 2 1 2 2 1 2 2 1
50. 2 2 3 3 1 3 2 27 1 2 2 1 3 1 4 2 1 1
51. 3 1 2 2 1 3 2 58 2 1 2 1 3 2 2 2 2 1
52. 3 1 3 3 2 1 1 36 1 2 1 1 1 1 2 2 1 1
53. 3 1 3 3 1 2 2 38 1 2 2 1 1 2 2 2 1 2
54. 3 1 2 4 2 2 1 24 1 2 2 1 1 2 2 2 1 1
55. 3 1 2 4 1 3 1 41 2 1 1 1 1 1 4 2 2 2
56. 3 1 3 4 1 2 1 59 1 2 2 1 3 2 1 2 1 2
57. 3 1 2 5 1 2 2 28 1 1 2 2 1 2 2 2 1 1
58. 3 1 2 5 1 2 2 38 1 2 1 1 3 2 4 2 1 1
59. 3 1 3 6 2 1 1 37 1 2 2 1 1 2 3 2 1 1
60. 3 2 3 3 1 3 2 30 1 2 1 1 1 1 1 2 2 1
61. 3 2 2 4 1 1 1 38 1 2 2 1 2 1 2 2 1 1
62. 4 1 2 2 2 2 2 49 1 2 2 1 2 2 2 2 1 1
63. 4 1 3 2 1 3 2 34 1 1 1 1 3 2 1 2 1 1
64. 4 1 3 3 1 2 2 40 2 1 2 1 2 2 2 2 1 1
65. 4 1 3 4 2 2 2 39 2 2 2 1 2 2 1 2 1 1
66. 4 1 2 6 1 2 2 53 2 2 2 1 1 2 1 2 1 1
67. 4 1 3 6 1 1 2 50 1 2 2 1 2 2 1 2 1 1
68. 4 1 3 6 1 1 2 23 1 1 2 1 1 1 4 1 2 1
69. 4 2 2 6 2 2 2 47 1 2 2 2 3 2 1 2 2 1
70. 4 2 3 6 1 2 2 29 1 1 2 1 1 1 4 2 1 1
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Príloha B.1: Analýza hlavných komponentov (kód)















standardizovane = Table[(datovamatica[[i]] - Mean[datovamatica])/








system = Eigensystem[kovariancna]; (vlastné £ísla a vlastné vektory)
lambda = DiagonalMatrix[system[[1]]]; (diagonálna matica)




cislo = Table[i, {i, 1, pocetznakov}];
tabulka = Transpose[{vlcisla, percenta, kumulativne}];
TableForm[tabulka,TableHeadings->{cislo,{"vlastné číslo","percentá",
"kumulatívne"}}] (výstupný formát)
qm = ListPlot[kumulativne, DataRange -> {0, pocetznakov},
AxesLabel->{Style["m", Large], Style["q(m)", Medium]},
PlotStyle->{Darker[Green],PointSize[Medium]},Filling->Axis,
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LabelStyle->Directive[Medium]] (graf funkcie q(m))
vl = Transpose[{Range[pocetznakov], vlcisla}];
vl1 = ListPlot[vl, DataRange->{0, pocetznakov},
AxesOrigin->{-1, 0}; AxesLabel -> {"vl.c.","Hodnota"},
Filling->Axis, PlotStyle -> PointSize[Medium],
LabelStyle->Directive[Medium]] (scree graf)
Koecienty, vlastné vektory:




Hlavné komponenty a ich rozptyly:
hk = Transpose[standardizovane.p]; (hlavné komponenty)
rozptyly = Table[Variance[hk[[i]]], {i,1,pocetznakov}]
stdata = Transpose[standardizovane];




Príloha C.1: Mnohorozmerná normalita (kód)
Kompletný niº²ie uvedený kód je k dispozícii taktieº na priloºenom CD, v súbore
Test_normality.nb.










s = Covariance[datMatica]; (výberová kovarian£ná matica)
sn = Sum[Transpose[{datMatica[[i]] - priemer}].
{(datMatica[[i]]-priemer)},{i,1,n}]/(n-1);
(alternatívny výpo£et kovarian£nej matice)
Koecient ²ikmosti:




Porovnanie so zabudovanou funkciou na výpo£et mnohorozmernej ²ikmosti:
bb1 == b1
statistikaV = (n*b1)/6
stvolnosti = p*(p + 1)*(p + 2)/6 (po£et stup¬ov vo©nosti)
k1 = InverseCDF[ChiSquareDistribution[stvolnosti], 1 - α /2]
(kvantil chí-kvadrát rozdelenie)
statistikaV > k1 (test)
Koecient ²picatosti:




Porovnanie so zabudovanou funkciou na výpo£et mnohorozmernej ²picatosti:
bb2 == b2
statistikaU = Sqrt[n/(8*p*(p + 2))]*(b2 - p*(p + 2))
k2 = InverseCDF[NormalDistribution[], 1 - α /2]
(kvantil normálneho rozdelenia)
statistikaU > k2 (test)
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Príloha C.2: Diskrimina£ná analýza (kód)
Kompletný niº²ie uvedený kód je k dispozícii taktieº na priloºenom CD, v súbo-
rochDiskrimina£ná_analýza.nb aDiskrimina£ná_analýza-vylú£ené_premenné.nb.
Na£ítanie dát, vstupné parametre:
SetDirectory[NotebookDirectory[]];
pocetskupin = 2; pocetznakov = 13;
(resp. po£et znakov 9, v prípade DA s vylú£enými premennými)
nacitanie = Import["data.xlsx"][[3]];
(resp. [[4]] v prípade diskrimina£nej analýzy s vylú£enými premennými)
bezhlavicky = IntegerPart[Rest[nacitanie]];
profit = bezhlavicky[[All, 1]];
skupiny = bezhlavicky[[1 ;; 70, 2 ;; pocetznakov + 1]];
(dátova matica bez premennej ProfitF)
pocty = Table[Count[profit,i], {i, pocetskupin- 1,0,-1}]
(po£ty objektov v skupinách)
Celkový priemer a priemery znakov v skupinách:
celkovyp=Table[N[Mean[skupiny[[All,i]]]],{i,1,pocetznakov}]
priemer={} ;a = 1; b = 0; p = 0;
While[p < pocetskupin, { p++, b = b + pocty[[p]],
Print[AppendTo[priemer,
Table[N[Sum[skupiny[[j,l]], {j,a,b}]/pocty[[p]]],
{l,1,pocetznakov}]]], a = 1 + pocty[[p]]}];
Výberové kovarian£né matice skupín:
kovariancia = {};a = 1; b = 0; p = 0;




a = 1 + pocty[[p]]}];
Matica B:
maticaB = Sum[pocty[[i]]*(Transpose[{priemer[[i]] - celkovyp}]).
({priemer[[i]]-celkovyp}),{i,1,pocetskupin}]//Rationalize;;
Matica E:
maticaE = Sum[(pocty[[i]]-1)*kovariancia[[i]], {i,1,pocetskupin}];
Matica H:
H = DiagonalMatrix[Table[Sqrt[maticaE[[i,i]]], {i,1,pocetznakov}]];
Rie²enie sústavy s normovacou podmienkou:
vlcisla = Sort[Eigenvalues[maticaB.Inverse[maticaE]], Greater];
Clear[u,x]; u = Map[x, Range[pocetznakov]];





prava && normovanie.u == 1, u]




priemerydiskr = Table[v1 + prve.priemer[[i]], i, 1, pocetskupin]
(priemery diskriminantov)





kanskory = Table[((v1 + prve.skupiny[[i]])-priemerydiskr[[j]])2,
{i,1,pocetobjektov}, {j, 1, pocetskupin}];
priemerydiskr = Table[v1 + prve.priemer[[i]], i, 1, pocetskupin]
(matica vzdialeností)
chybne=Select[Table[If[Position[kanskory[[i]],Min[kanskory[[i]]]][[1,1]]
6=skupina[[i]], i, 0],{i,1,pocetobjektov}],# 6=0 &]












skupina[[i]], i, 0], {i,1,pocetobjektov}],# 6= 0&]











1,1,0], {i, 1, Length[bezhlavickyn]}]





(zaradenie do skupín pomocou kanonickej DA)
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Príloha C.3: Výberové kovarian£né matice skupín
Výberová kovarian£ná matica, kde ProfitF= 1.
0, 5295 0, 0841 0, 0242 −0, 5758 −1, 2638 −0, 0338 0, 058 0, 001 0, 0899 −0, 0019 0, 028 −0, 0377 −0, 0715
0, 0841 3, 1329 −0, 2198 −0, 4754 0, 5425 0, 0966 −0, 3275 −0, 0266 0, 1179 0, 0643 −0, 0039 0, 014 0, 0995
0, 0242 −0, 2198 0, 099 −0, 001 −0, 3348 −0, 0164 0, 0821 −0, 0005 −0, 0338 −0, 0101 −0, 0251 −0, 0256 −0, 0087
−0, 5758 −0, 4754 −0, 001 1, 1324 2, 343 −0, 0609 −0, 0068 −0, 0338 −0, 1005 0, 0454 −0, 114 0, 0522 0, 0802
−1, 2638 0, 5425 −0, 3348 2, 343 159, 803 0, 2309 −0, 4657 0, 1715 2, 1159 1, 2681 −0, 771 2, 356 0, 2647
−0, 0338 0, 0966 −0, 0164 −0, 0609 0, 2309 0, 2319 −0, 0483 0, 0473 0, 0029 −0, 028 0, 0396 0, 0203 0, 0077
0, 058 −0, 3275 0, 0821 −0, 0068 −0, 4657 −0, 0483 0, 1971 −0, 0145 0, 0077 0, 0068 0, 0019 −0, 1014 −0, 0831
0, 001 −0, 0266 −0, 0005 −0, 0338 0, 1715 0, 0473 −0, 0145 0, 1609 0, 0164 0, 0005 0, 0541 0, 015 0, 0068
0, 0899 0, 1179 −0, 0338 −0, 1005 2, 1159 0, 0029 0, 0077 0, 0164 0, 3053 0, 0338 0, 0541 0, 0039 −0, 0155
−0, 0019 0, 0643 −0, 0101 0, 0454 1, 2681 −0, 028 0, 0068 0, 0005 0, 0338 0, 099 −0, 1082 0, 0034 0, 0087
0, 028 −0, 0039 −0, 0251 −0, 114 −0, 771 0, 0396 0, 0019 0, 0541 0, 0541 −0, 1082 0, 7691 0, 0454 0, 1072
−0, 0377 0, 014 −0, 0256 0, 0522 2, 356 0, 0203 −0, 1014 0, 015 0, 0039 0, 0034 0, 0454 0, 2382 0, 0696
−0, 0715 0, 0995 −0, 0087 0, 0802 0, 2647 0, 0077 −0, 0831 0, 0068 −0, 0155 0, 0087 0, 1072 0, 0696 0, 2551

Výberová kovarian£ná matica, kde ProfitF= 0.
0, 2446 −0, 1685 −0, 0163 0, 0054 −1, 0543 −0, 0163 −0, 0163 0, 0054 −0, 038 −0, 0272 −0, 0707 −0, 0163 0, 0217
−0, 1685 2, 7808 0, 0199 −0, 7554 −1, 4167 −0, 1975 0, 1793 0, 0851 −0, 3062 −0, 1069 0, 6612 −0, 154 −0, 1377
−0, 0163 0, 0199 0, 2156 −0, 038 −0, 0254 −0, 0018 0, 1141 0, 0199 −0, 067 0, 0453 −0, 0996 −0, 0453 −0, 0507
0, 0054 −0, 7554 −0, 038 0, 6359 0, 1196 0, 1359 −0, 0815 −0, 0598 0, 1141 0, 038 −0, 1359 0, 0924 0, 0217
−1, 0543 −1, 4167 −0, 0254 0, 1196 101, 384 1, 9746 0, 8587 0, 7138 3, 4094 2, 1558 −5, 1341 0, 192 1, 2464
−0, 0163 −0, 1975 −0, 0018 0, 1359 1, 9746 0, 2156 −0, 0598 0, 0199 −0, 0236 0, 0453 −0, 0996 0, 0417 0, 0362
−0, 0163 0, 1793 0, 1141 −0, 0815 0, 8587 −0, 0598 0, 2446 0, 0054 0, 0054 0, 0163 −0, 1141 −0, 1033 −0, 0217
0, 0054 0, 0851 0, 0199 −0, 0598 0, 7138 0, 0199 0, 0054 0, 1721 −0, 0018 0, 067 −0, 0779 −0, 0236 −0, 0072
−0, 038 −0, 3062 −0, 067 0, 1141 3, 4094 −0, 0236 0, 0054 −0, 0018 0, 6938 0, 1105 −0, 1214 0, 0199 −0, 0072
−0, 0272 −0, 1069 0, 0453 0, 038 2, 1558 0, 0453 0, 0163 0, 067 0, 1105 0, 2156 −0, 2917 −0, 0417 0, 0072
−0, 0707 0, 6612 −0, 0996 −0, 1359 −5, 1341 −0, 0996 −0, 1141 −0, 0779 −0, 1214 −0, 2917 1, 346 −0, 0127 −0, 0072
−0, 0163 −0, 154 −0, 0453 0, 0924 0, 192 0, 0417 −0, 1033 −0, 0236 0, 0199 −0, 0417 −0, 0127 0, 2156 0, 0362
0, 0217 −0, 1377 −0, 0507 0, 0217 1, 2464 0, 0362 −0, 0217 −0, 0072 −0, 0072 0, 0072 −0, 0072 0, 0362 0, 1449
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Príloha C.4: Matice E, B a H
Matica B:

11, 1918 10, 8067 2, 4309 −19, 712 −44, 2376 −0, 746118 4, 83773 −0, 168478 6, 47438 −2, 4309 2, 86413 −4, 50078 −4, 13975
10, 8067 10, 4348 2, 34726 −19, 0337 −42, 7154 −0, 720445 4, 67127 −0, 162681 6, 2516 −2, 34726 2, 76558 −4, 34591 −3, 99731
2, 4309 2, 34726 0, 528002 −4, 28152 −9, 60859 −0, 16206 1, 05078 −0, 0365942 1, 40626 −0, 528002 0, 622101 −0, 977588 −0, 899172
−19, 712 −19, 0337 −4, 28152 34, 7185 77, 9152 1, 31413 −8, 52065 0, 296739 −11, 4033 4, 28152 −5, 04457 7, 92717 7, 2913
−44, 2376 −42, 7154 −9, 60859 77, 9152 174, 857 2, 94917 −19, 122 0, 665942 −25, 5912 9, 60859 −11, 321 17, 7902 16, 3631
−0, 746118 −0, 720445 −0, 16206 1, 31413 2, 94917 0, 0497412 −0, 322516 0, 0112319 −0, 431625 0, 16206 −0, 190942 0, 300052 0, 275983
4, 83773 4, 67127 1, 05078 −8, 52065 −19, 122 −0, 322516 2, 09115 −0, 0728261 2, 7986 −1, 05078 1, 23804 −1, 9455 −1, 78944
−0, 168478 −0, 162681 −0, 0365942 0, 296739 0, 665942 0, 0112319 −0, 0728261 0, 00253623 −0, 0974638 0, 0365942 −0, 0431159 0, 0677536 0, 0623188
6, 47438 6, 2516 1, 40626 −11, 4033 −25, 5912 −0, 431625 2, 7986 −0, 0974638 3, 74539 −1, 40626 1, 65688 −2, 60367 −2, 39482
−2, 4309 −2, 34726 −0, 528002 4, 28152 9, 60859 0, 16206 −1, 05078 0, 0365942 −1, 40626 0, 528002 −0, 622101 0, 977588 0, 899172
2, 86413 2, 76558 0, 622101 −5, 04457 −11, 321 −0, 190942 1, 23804 −0, 0431159 1, 65688 −0, 622101 0, 732971 −1, 15181 −1, 05942
−4, 50078 −4, 34591 −0, 977588 7, 92717 17, 7902 0, 300052 −1, 9455 0, 0677536 −2, 60367 0, 977588 −1, 15181 1, 80999 1, 6648




29, 4511 −0, 0923913 0, 711957 −25, 788 −81, 1196 −1, 89674 2, 2337 0, 168478 3, 16848 −0, 711957 −0, 36413 −2, 07065 −2, 71739
−0, 0923913 204, 937 −9, 43297 −38, 7663 −8, 17029 −0, 193841 −10, 6141 0, 762681 −1, 73732 0, 432971 15, 0344 −2, 91123 1, 31159
0, 711957 −9, 43297 9, 41486 −0, 918478 −15, 6486 −0, 780797 6, 32065 0, 436594 −3, 06341 0, 585145 −3, 4221 −2, 19384 −1, 55797
−25, 788 −38, 7663 −0, 918478 65, 5815 108, 185 0, 38587 −2, 17935 −2, 89674 −1, 89674 2, 91848 −8, 25543 4, 47283 4, 1087
−81, 1196 −8, 17029 −15, 6486 108, 185 9522, 99 55, 808 −1, 20652 24, 1341 173, 634 106, 649 −152, 779 110, 438 40, 5797
−1, 89674 −0, 193841 −0, 780797 0, 38587 55, 808 15, 3931 −3, 54891 2, 58877 −0, 411232 −0, 219203 −0, 509058 1, 87138 1, 18116
2, 2337 −10, 6141 6, 32065 −2, 17935 −1, 20652 −3, 54891 14, 4946 −0, 527174 0, 472826 0, 679348 −2, 53804 −6, 94022 −4, 23913
0, 168478 0, 762681 0, 436594 −2, 89674 24, 1341 2, 58877 −0, 527174 11, 1975 0, 697464 1, 56341 0, 643116 0, 132246 0, 137681
3, 16848 −1, 73732 −3, 06341 −1, 89674 173, 634 −0, 411232 0, 472826 0, 697464 29, 6975 4, 06341 −0, 356884 0, 632246 −0, 862319
−0, 711957 0, 432971 0, 585145 2, 91848 106, 649 −0, 219203 0, 679348 1, 56341 4, 06341 9, 41486 −11, 5779 −0, 806159 0, 557971
−0, 36413 15, 0344 −3, 4221 −8, 25543 −152, 779 −0, 509058 −2, 53804 0, 643116 −0, 356884 −11, 5779 65, 567 1, 75181 4, 65942
−2, 07065 −2, 91123 −2, 19384 4, 47283 110, 438 1, 87138 −6, 94022 0, 132246 0, 632246 −0, 806159 1, 75181 15, 6757 3, 96377




5, 42689 0 0 0 0 0 0 0 0 0 0 0 0
0 14, 3156 0 0 0 0 0 0 0 0 0 0 0
0 0 3, 06836 0 0 0 0 0 0 0 0 0 0
0 0 0 8, 09824 0 0 0 0 0 0 0 0 0
0 0 0 0 97, 5858 0 0 0 0 0 0 0 0
0 0 0 0 0 3, 92341 0 0 0 0 0 0 0
0 0 0 0 0 0 3, 80717 0 0 0 0 0 0
0 0 0 0 0 0 0 3, 34626 0 0 0 0 0
0 0 0 0 0 0 0 0 5, 44954 0 0 0 0
0 0 0 0 0 0 0 0 0 3, 06836 0 0 0
0 0 0 0 0 0 0 0 0 0 8, 09735 0 0
0 0 0 0 0 0 0 0 0 0 0 3, 95926 0
0 0 0 0 0 0 0 0 0 0 0 0 3, 848586
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Príloha C.5: Kanonická diskriminan£ná analýza pre reduko-
vanú dátovú maticu
Výberová kovarian£ná matica, kde ProfitF= 1.

0, 5295 0, 0841 0, 0242 −0, 5758 0, 058 0, 0899 −0, 0019 −0, 0377 −0, 0715
0, 0841 3, 1329 −0, 2198 −0, 4754 −0, 3275 0, 1179 0, 0643 0, 014 0, 0995
0, 0242 −0, 2198 0, 099 −0, 001 0, 0821 −0, 0338 −0, 0101 −0, 0256 −0, 0087
−0, 5758 −0, 4754 −0, 001 1, 1324 −0, 0068 −0, 1005 0, 0454 0, 0522 0, 0802
0, 058 −0, 3275 0, 0821 −0, 0068 0, 1971 0, 0077 0, 0068 −0, 1014 −0, 0831
0, 0899 0, 1179 −0, 0338 −0, 1005 0, 0077 0, 3053 0, 0338 0, 0039 −0, 0155
−0, 0019 0, 0643 −0, 0101 0, 0454 0, 0068 0, 0338 0, 099 0, 0034 0, 0087
−0, 0377 0, 014 −0, 0256 0, 0522 −0, 1014 0, 0039 0, 0034 0, 2382 0, 0696
−0, 0715 0, 0995 −0, 0087 0, 0802 −0, 0831 −0, 0155 0, 0087 0, 0696 0, 2551

Výberová kovarian£ná matica, kde ProfitF= 0.

0, 2446 −0, 1685 −0, 0163 0, 0054 −0, 0163 −0, 038 −0, 0272 −0, 0163 0, 0217
−0, 1685 2, 7808 0, 0199 −0, 7554 0, 1793 −0, 3062 −0, 1069 −0, 154 −0, 1377
−0, 0163 0, 0199 0, 2156 −0, 038 0, 1141 −0, 067 0, 0453 −0, 0453 −0, 0507
0, 0054 −0, 7554 −0, 038 0, 6359 −0, 0815 0, 1141 0, 038 0, 0924 0, 0217
−0, 0163 0, 1793 0, 1141 −0, 0815 0, 2446 0, 0054 0, 0163 −0, 1033 −0, 0217
−0, 038 −0, 3062 −0, 067 0, 1141 0, 0054 0, 6938 0, 1105 0, 0199 −0, 0072
−0, 0272 −0, 1069 0, 0453 0, 038 0, 0163 0, 1105 0, 2156 −0, 0417 0, 0072
−0, 0163 −0, 154 −0, 0453 0, 0924 −0, 1033 0, 0199 −0, 0417 0, 2156 0, 0362




11, 1918 10, 8067 2, 4309 −19, 712 4, 83773 6, 47438 −2, 4309 −4, 50078 −4, 13975
10, 8067 10, 4348 2, 34726 −19, 0337 4, 67127 6, 2516 −2, 34726 −4, 34591 −3, 99731
2, 4309 2, 34726 0, 528002 −4, 28152 1, 05078 1, 40626 −0, 528002 −0, 977588 −0, 899172
−19, 712 −19, 0337 −4, 28152 34, 7185 −8, 52065 −11, 4033 4, 28152 7, 92717 7, 2913
4, 83773 4, 67127 1, 05078 −8, 52065 2, 09115 2, 7986 −1, 05078 −1, 9455 −1, 78944
6, 47438 6, 2516 1, 40626 −11, 4033 2, 7986 3, 74539 −1, 40626 −2, 60367 −2, 39482
−2, 4309 −2, 34726 −0, 528002 4, 28152 −1, 05078 −1, 40626 0, 528002 0, 977588 0, 899172
−4, 50078 −4, 34591 −0, 977588 7, 92717 −1, 9455 −2, 60367 0, 977588 1, 80999 1, 6648




29, 4511 −0, 0923913 0, 711957 −25, 788 2, 2337 3, 16848 −0, 711957 −2, 07065 −2, 71739
−0, 0923913 204, 937 −9, 43297 −38, 7663 −10, 6141 −1, 73732 0, 432971 −2, 91123 1, 31159
0, 711957 −9, 43297 9, 41486 −0, 918478 6, 32065 −3, 06341 0, 585145 −2, 19384 −1, 55797
−25, 788 −38, 7663 −0, 918478 65, 5815 −2, 17935 −1, 89674 2, 91848 4, 47283 4, 1087
2, 2337 −10, 6141 6, 32065 −2, 17935 14, 4946 0, 472826 0, 679348 −6, 94022 −4, 23913
3, 16848 −1, 73732 −3, 06341 −1, 89674 0, 472826 29, 6975 4, 06341 0, 632246 −0, 862319
−0, 711957 0, 432971 0, 585145 2, 91848 0, 679348 4, 06341 9, 41486 −0, 806159 0, 557971
−2, 07065 −2, 91123 −2, 19384 4, 47283 −6, 94022 0, 632246 −0, 806159 15, 6757 3, 96377




5, 42689 0 0 0 0 0 0 0 0
0 14, 3156 0 0 0 0 0 0 0
0 0 3, 06836 0 0 0 0 0 0
0 0 0 8, 09824 0 0 0 0 0
0 0 0 0 3, 80717 0 0 0 0
0 0 0 0 0 5, 44954 0 0 0
0 0 0 0 0 0 3, 06836 0 0
0 0 0 0 0 0 0 3, 95926 0
0 0 0 0 0 0 0 0 3, 84858

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Príloha C.6: Matica vzdialeností a matica kvadratických dis-
krimina£ných funkcií
Matica vzdialeností Matica kv. diskrimina£ných funkcií

3, 34053 14, 546
2, 61353 12, 9805
0, 884458 8, 56538
0, 285477 6, 35297
0, 281779 6, 33548
1, 75249× 10−6 3, 93977
0, 57771 7, 54207
0, 930547 1, 04359
2, 29585 0, 221846
3, 31683 0, 0272227
2, 96664 13, 7538
6, 42932× 10−8 3, 94604
0, 194002 2, 38936
0, 187886 5, 85479
1, 42044 10, 0999
0, 190178 5, 86756
1, 4703 0, 598539
0, 120398 2, 68706
0, 278117 2, 12822
0, 953115 8, 77632
0, 755825 8, 15441
0, 421386 6, 94508
0, 0101068 3, 55578
1, 27348 0, 735692
0, 26956 6, 27704
1, 97809 11, 5101
1, 40605 10, 0614
0, 719492 1, 295
3, 34053 14, 546
0, 974859 0, 997722
1, 11173 0, 868294
2, 30889 0, 217817
1, 94994 11, 4421
0, 00703718 4, 28531
4, 42416 0, 0137259
1, 67932 0, 476549
0, 0110382 3, 53872
3, 40747 0, 0196777
0, 163432 5, 71438
0, 579603 1, 50036
0, 0422219 4, 8035
0, 40029 1, 83203
0, 423436 6, 9534
0, 983826 0, 988693
0, 0545182 4, 92707
0, 0391323 3, 19834
0, 985891 0, 986625
1, 13191 0, 850632
0, 597035 1, 47265
10, 1695 1, 44664
1, 27447 0, 734941
11, 1431 1, 82769
1, 39682 0, 646962
2, 93063 0, 075242
0, 423917 1, 78255
6, 96726 0, 426862
0, 719492 1, 295
6, 40436 0, 296452
7, 72344 0, 628688
2, 28671 0, 224698
9, 33587 1, 14331
4, 74133 0, 0365763
3, 52913 0, 0115804
3, 02426 0, 0610934
7, 91494 0, 684161
1, 64771 0, 493617
7, 93202 0, 68919
5, 57276 0, 14022
8, 70541 0, 929841
5, 07951 0, 0715916


3, 44347 −12, 3463
2, 51706 −10, 9129
1, 19811 −8, 63459
−0, 870833 −16, 9943
0, 597705 −11, 076
−0, 838924 −7, 07971
2, 63307 −2, 85094
0, 016601 −1, 03184
−3, 63836 −3, 63527
−0, 854569 −0, 150882
4, 04895 −12, 5124
2, 03724 −4, 00326
0, 0846222 −2, 53225
−1, 89866 −9, 81336
1, 70699 −8, 69976
2, 08535 −6, 21971
2, 15666 0, 890686
3, 77385 −0, 512874
2, 00292 −0, 309221
1, 57901 −13, 8016
3, 12239 −6, 85789
1, 88762 −6, 62278
2, 73495 −3, 62317
−0, 2428 −2, 74874
0, 826774 −11, 8925
3, 00537 −16, 9273
4, 08612 −8, 67937
1, 31631 0, 626745
3, 44347 −12, 3463
1, 51901 −7, 20539
1, 05093 −1, 43057
1, 64258 −3, 39758
2, 77547 −9, 05775
1, 96167 −0, 800345
−2, 28302 0, 221509
−4, 4269 −1, 23859
1, 8175 −3, 56222
0, 385084 −1, 72923
3, 09423 −8, 76077
−1, 7621 −7, 71916
−0, 536351 −11, 6417
2, 19269 −0, 599615
2, 3772 −14, 3016
0, 313902 −3, 18996
1, 2572 −6, 02628
2, 34266 −2, 08206
0, 350104 −0, 665565
−3, 1751 −1, 41636
0, 559808 0, 544838
−9, 50873 −0, 69291
−1, 64305 0, 785175
−4, 55992 −0, 675813
−2, 59667 −0, 174659
−2, 81065 1, 93081
−0, 165423 −2, 90551
−4, 44338 −0, 612013
1, 31631 0, 626745
−3, 96306 1, 64195
−5, 4325 1, 17575
−8, 3289 −1, 91422
−8, 30715 −0, 776021
−3, 91837 0, 897195
−5, 04962 0, 76408
0, 556815 2, 05877
−2, 54896 2, 46083
−2, 27061 0, 352583
−1, 78716 1, 05455
−3, 24699 −0, 317989
−13, 8735 −2, 5294
−3, 13174 −0, 280326
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Príloha C.7: Matica vzdialeností a matica kvadratických dis-
krimina£ných funkcií nových ºiadostí
Matica vzdialeností Matica kv. diskrimina£ných funkcií

0, 0181642 3, 42781
0, 0698395 5, 06467
11, 3184 1, 8991
0, 0506356 4, 88956
0, 00747377 3, 60909
0, 926552 8, 69534
0, 768398 1, 23127
3, 04248 0, 0585342
0, 0000266813 3, 96558
4, 36437 0, 0105878
0, 911268 1, 06421
3, 97413 0, 0000534542


0, 599887 −5, 19989
−3, 98662 −8, 27684
−16, 1956 −7, 80866
1, 99992 −2, 7989
−2, 33153 −5, 09275
−0, 969286 −16, 1033
−10, 7986 −15, 5914
−4, 75287 −2, 39605
−6, 60846 −5, 8397
−7, 44539 −3, 1209
−3, 18793 −4, 31795
−6, 59628 −2, 84671

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Kategória DalsieP1 DalsieP2 DalsieP3
1 0 0 0
2 1 0 0
3 0 1 0
4 0 0 1
PC Dummy
Kategória PC1 PC2 PC3 PC4
1 0 0 0 0
2 1 0 0 0
3 0 1 0 0
4 0 0 1 0
5 0 0 0 1
Mesto Dummy
Kategória Mesto1 Mesto2 Mesto3 Mesto4 Mesto5
1 0 0 0 0 0
2 1 0 0 0 0
3 0 1 0 0 0
4 0 0 1 0 0
5 0 0 0 1 0
6 0 0 0 0 1
Premenné s dvoma kategóriami t.j. Adr, TO, Pohlavie, SP, BL, Zlavy1 a Zlavy2
sme kódovali 1 pre 1. kategóriu a 0 pre 2. kategóriu.
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Príloha D.2: Model logistickej regresie
Premenná Odhad koecientu tandardná chyba Waldova ²tatistika p-hodnota
Kontanta 6,84639 2,66401 2,570 0,01017
Adr 2,82889 1,98807 1,423 0,15475
Mesto1 -5,03134 0,91834 -5,479 0,00000
Mesto3 -3,01892 0,93750 -3,220 0,00128
Mesto4 -4,29902 0,84382 -5,095 0,00000
Mesto5 -2,11106 1,29099 -1,635 0,10200
Platenie1 -1,23612 1,32880 -0,930 0,35224
PC3 5,27350 0,69333 7,606 0,00000
PC4 4,78735 0,04319 110,852 0,00000
Stvrt1 -5,13568 1,83707 -2,796 0,00518
Stvrt2 -7,86039 1,92852 -4,076 0,00005
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