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Abstract. The problem of reliability of a large distributed system is analyzed
via a new mathematical model. A typical framework is a system where a set of
files are duplicated on several data servers. When one of these servers breaks
down, all copies of files stored on it are lost. In this way, repeated failures may
lead to losses of files. The efficiency of such a network is directly related to
the performances of the mechanism used to duplicate files on servers. In this
paper we study the evolution of the network using a natural duplication policy
giving priority to the files with the least number of copies.
We investigate the asymptotic behavior of the network when the number
N of servers is large. The analysis is complicated by the large dimension of the
state space of the empirical distribution of the state of the network. A stochas-
tic model of the evolution of the network which has values in state space whose
dimension does not depend on N is introduced. Despite this description does
not have the Markov property, it turns out that it is converging in distribu-
tion, when the number of nodes goes to infinity, to a nonlinear Markov process.
The rate of decay of the network, which is the key characteristic of interest
of these systems, can be expressed in terms of this asymptotic process. The
corresponding mean-field convergence results are established. A lower bound
on the exponential decay, with respect to time, of the fraction of the number
of initial files with at least one copy is obtained.
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2 REZA AGHAJANI, PHILIPPE ROBERT, AND WEN SUN
1. Introduction
The problem of reliability of a large distributed system is analyzed in the present
paper via a new mathematical model. A typical framework is a system where files
are duplicated on several data servers. When a server breaks down, all copies of
files stored on this server are lost but they can be retrieved if copies of the same
files are stored on other servers. In the case when no other copy of a given file is
present in the network, it is definitively lost. Failures of disks occur naturally in
this context, these events are quite rare but, given the large number of nodes of
these large systems, this is not a negligible phenomenon at all at network scale. See
the measurements at Google in Pinheiro et al. [25] for example.
In order to maintain copies on distant servers, a fraction of the bandwidth of each
server has to be devoted to the duplication mechanism of its files to other servers.
If, for a short period of time, several of the servers break down, it may happen that
files will be lost for good just because all available copies were on these servers and
that the recovery procedure was not completed before the last copy disappeared.
The natural critical parameters of such a distributed system with N servers are the
failure rate µ of servers, the bandwidth λ allocated to duplication of a given server,
and the total number of initial files FN . The quantity λ represents the amount of
capacity that a server allocates to make duplication to enhance the durability of the
network. If there are initially too many files in the system, the duplication capacity
at each node may not be able to cope with the losses due to successive failures of
servers and, therefore, a significant fraction of files will be lost very quickly. An
efficient storage system should be able to maximize both the average number of files
β=FN/N per server and the durability, i.e. the first instant T
N (δ) when a fraction
δ ∈ (0, 1) of files which are definitely lost.
1.1. Models with Independent Losses of Copies and Global Duplication
Capacity. A large body of the work in computer science in this domain has been
devoted to the design and the implementation of duplication algorithms. These sys-
tems are known as distributed hash tables (DHT) which refer to the data structures
used to manage these systems. They play an important role in the development
of some large scale distributed systems right now, in cloud computing for example,
see Rhea et al. [27] and Rowstron and Druschel [29] for example. Except extensive
simulations, little has been done to evaluate the performances of these algorithms
concerning the durability of the system.
Several approaches have been used to investigate the corresponding mathemati-
cal models. Simplified models using finite birth and death processes have been often
used, see Chun et al. [9], Picconi et al. [24] and Ramabhadran and Pasquale [26].
In Feuillet and Robert [13] and Sun et al. [30], the authors studied how the durabil-
ity T (δ) scales with the number of servers N and the maximum number of copies
d of each file, under simplifying assumptions on file losses and the duplication
mechanism. For this later work, each copy of a file is assumed to be lost at a cer-
tain fixed rate, independently of the other copies of files. Secondly, they assumed
that the duplication capacity can be used globally. This means that, if each of
N servers has an available bandwidth λ to duplicate files, the total capacity for
duplication, λN , can be used to create a copy of any file in the system to another
server. With these assumptions, the mathematical representation of the network is
significantly simplified because it is not necessary to know the locations of copies
A LARGE SCALE ANALYSIS OF UNRELIABLE STOCHASTIC NETWORKS 3
of files to derive the dynamics of the system. In particular, in [30], a Markov-
ian model with a fixed state space of dimension d+1 has been investigated: if for
0 ≤ i ≤ d and t ≥ 0, XNi (t) is the number of files with i copies, then the vec-
tor XN (t) = (XN0 (t), X
N
1 (t), . . . , X
N
d (t)) is a Markov process on Nd+1 under the
hypothesis that the global capacity λN is devoted to a file with the least number
of copies. They have shown that the durability TN (δ) is of the order Nd−1 for a
large N under certain conditions. Limit theorems were established for the rescaled
process (XN (Nd−1t)) using various technical estimations. In Sun et al. [31] the
impact of placement policies, i.e. policies determining the location of the node to
make a copy of a given file, is investigated.
1.2. Stochastic Models with Local Duplication Features. In this paper, we
consider a more realistic stochastic model for these systems, dropping the two main
simplifying assumptions of previous works on copy losses and duplication capacity.
(i) Simultaneous losses due to server failures. Each server can fail with a
constant rate µ, and independently of the other servers. When a server
fails, all copies on that server are lost simultaneously, and therefore, the
copy losses are not independent anymore. This dependency and bursty
losses of file copies has a crucial effect on system performance. It is assumed
that a new, empty, server replaces a failed server so that the total number
of nodes is constant.
(ii) Local duplication capacity. The duplication capacity is assumed to be local,
that is, each server has a capacity λ to duplicate the copies of files present
on that server. In particular, this capacity cannot be used to copy files of
other servers, as it is case for models with a global duplication capacity.
(iii) Duplication Policy: Priority to files with smallest number of copies. The
capacity of a server is allocated to duplicating one of its own files which
has the smallest number of copies alive in the network. See Section 3 of
Sun at al. [31] for a quick description of how this kind of mechanism can
be implemented in practice. It is copied, uniformly at random, onto one of
the servers which does not have such a copy.
Without a duplication mechanism, it is not difficult to see that the probability that
a given file with d initial copies has still at least one copy at time t is of the order
of d exp(−µt) for a large t, when µ is the failure rate of servers. If, initially, there
are bβNc files, all with d copies scattered randomly in the network, the average
fraction of files with at least a copy at time t is thus of the order of βd exp(−µt). The
central question is how much a duplication mechanism can improve these (poor)
performances.
One cannot expect, intuitively, that the average lifetime of a file will grow sig-
nificantly with N as in the case of a global duplication capacity, see Sun et al. [30]
where the decay occurs only on the “fast” time scale t 7→ Nd−1t. In contrast, as
it will be seen, the decay of our system occurs in fact on the “normal” time scale
t 7→ t. The main aim of this paper is of investigating the exponential decay rate of
the fraction of the number of files alive at time t with bounds of the form
Ce−µκt.
Of course duplication is of interest only if κ<1 and in fact is as close to 0 as possible.
The goal of this paper is to investigate the decay of the system described above via
a mean-field approach. This is the key problem of these systems in our view.
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With these assumptions, our mathematical model turns out to have stark dif-
ferences compared to previous stochastic models. For a system of fixed size N , the
exact dynamics of the system under above duplication mechanism is quite intricate,
and hence, obtaining mathematical quantitative results to estimate the coefficient
κ is quite challenging. A natural approach is of studying the performance of the
system when the number of servers N goes to infinity.
To illustrate in a simpler setting the difficulties of these models, we first consider
the case where there are at most two copies of each file stored on the system (d=2).
In this case, a Markovian representation of the state of the system can be given by
(1) (XN (t)) = (XNi,j(t), i, j = 0, 1, ..., N),
where for 1≤i6= j≤N , XNi,j(t) is the number of files which have copies on server i
and j at time t, and XNi,0(t)=X
N
0,i(t) is the number of files having only one copy
located on server i. The state space of the state of a given node is therefore of
dimension of the order of N which does not seem to be not amenable to analysis
since the dimension of the basic state space is growing with N .
To overcome this difficulty, we introduce a reduced state representation in which
each node i is described by only two variables: the number of files whose unique
copy is on server i and the number of files with two copies and one of the copies
is on i. The state of a node is then a two-dimensional state space. The empirical
distribution associated with such a representation has values in a state space of
probability distributions on N2. This dimension reduction comes nevertheless at
a price, the loss of the Markov property. We prove that this non-Markovian de-
scription of the network is in fact converging in distribution, as N goes to infinity,
to a nonlinear Markov process, (R(t))=(R1(t), R2(t))∈N2 satisfying the following
Fokker-Planck Equations
(2)
d
dt
E
(
f(R1(t), R2(t))
)
= λE
((
f(R(t)+e2−e1)− f(R(t))
)
1{R1(t)>0}
)
+ λP(R1(t) > 0)E
(
f(R(t)+e2)− f(R(t))
)
+ µE
(
f(0, 0)− f(R(t))
)
+ µE
((
f(R(t)+e1−e2)− f(R(t))
)
R2(t)
)
,
with e1=(1, 0) and e2=(0, 1), and f is a function with finite support on N2. In this
setting the asymptotic fraction of the number of files alive at time t is given by
E(R1(t))+E(R2(t))/2.
The asymptotic process (R(t) = (R1(t), R2(t)) is a jump process with a type of
jump, x 7→ x+e2 having time-dependent and distribution-dependent rate given by
λP(R1(t)>0) which is the nonlinear term of this evolution equation.
1.3. Rate of Convergence to Equilibrium. It will be shown that the non-time-
homogeneous Markov process defined by Relation (2) is converging to the unique
distribution pi=δ(0,0), the Dirac measure at (0, 0), corresponding to a system with
all files lost. The decay of the network is thus closely related to the convergence
rate to equilibrium of this Markov process.
As we have seen before, the problem is of finding a constant κ>0 for which the
asymptotic fraction of the number of files alive at time t has an exponential decay
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with parameter µκ, i.e.
(3) E
(
R1(t)
)
+
1
2
E
(
R2(t)
) ≤ (R1(0) + 1
2
R2(0)
)
e−µκt, ∀t ≥ 0.
The convergence rate can be defined in terms of the Wasserstein distance between
the distribution Pt of the distribution at time t and the equilibrium distribution pi,
W1(Pt, pi) def.= inf
{
E(d(X,Y )) : Xdist.= Pt, Y
dist.
= pi
}
,
where d(·, ·) is some distance on the state space. One has to find the best possible
constant α such that the relation
(4) W1(Pt, pi) ≤ W1(P0, pi)e−αt
holds for all t≥0.
For time-homogeneous, i.e. “standard”, Markov processes, this is already a diffi-
cult problem. For finite state spaces, tight estimates are known for some classical
random walks, see Aldous and Diaconis [1] for example. When the state space is
countable, results are more scarce. Lyapunov functions techniques to prove the
existence of finite exponential moments of hitting times of finite sets can give a
lower bound on the exponential decay α. This is, in general, a quite rough estimate
for α, furthermore it does not give an estimate of the form (4). See Section 6.5 of
Nummelin [22], see also Chapter 15 of Meyn and Tweedie [21].
In the continuous case, i.e. with Brownian motions instead of Poisson processes,
some functional inequalities have been successfully used to obtain Relations of the
form (4), see Markowich and Villani [20] and Desvillettes and Villani [11] for surveys
on this topic. An extension of this approach for the case of the discrete state space
turns out to be more difficult to do. Some generalizations have been proposed by
Caputo et al. [6], Joulin [16] and Ollivier [23] for some jump processes. They have
been used with some success, see Alfonsi et al. [2] and Thai [19] for example. For
classical birth and death processes on N, it leads to some quite specific (and strong)
conditions on the birth and death rates in order to have a positive exponential decay
α.
For non-linear Markov processes, which is our case, the situation is, of course,
much more complicated. Recall that, in this context, there may be several invariant
distributions, so that convergence to equilibrium is a more delicate notion. Note
that this is not our case however. Ideas using the functional inequalities mentioned
before have been also used but for specific stochastic models. See Carrillo et al. [7]
and Cattiaux et al. [8] for a class of diffusions and Thai [19] for a class of birth and
death processes. They do not seem of any help for the class of models we consider.
To the best of our knowledge, the results of optimality concerning the exponential
decay α are quite scarce. Only lower bounds are provided in general. For the
non-linear Markov processes associated to the mean-field results of this paper, our
approach will mainly use some monotonicity properties to derive lower bounds on
the exponential decay.
In a first step, the present paper develops a mathematical framework to get a
convenient asymptotic description of our network, Equations (2), and, secondly, to
obtain explicit lower bounds on its exponential decay. This program is completed
in the case d=2. In particular it is shown in Proposition 4 of Section 5 that Equa-
tion (3) holds some a constant κ=κ+2 . Note that, however, as it can be expected in
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such a complicated context, we are not able to show that the constant κ+2 is opti-
mal. As it will be seen, the case d>2 is more awkward in terms of an asymptotic
picture, but results on the exponential decay of the network can be nevertheless
obtained by studying a non-linear Markov process dominating, in some sense, the
original Markov process.
Outline of the Paper. Section 2 introduces the main evolution equations of the
state of the network. Section 3 investigates the existence and uniqueness properties
of a nonlinear Markov process, the main result is Theorem 1. This process turns
out to be the limit of a reduced description of the network. Section 4 shows the
mean-field convergence of the reduced description of the network to this asymptotic
process, this is Theorem 2. Section 5 studies the asymptotic behavior of the nonlin-
ear Markov process. A lower bound on the exponential decay, with respect to time,
of the fraction of the number of initial files still alive at time t is derived. These
results are obtained in the case when the maximal number of copies for a given file
is 2. Section 6 investigates the case of a general d. By using a simpler stochastic
model, for which a mean-field limit result also holds, a multi-dimensional analogue
of the set of equations (2) is introduced and analyzed. It gives a lower bound on
the exponential decay of the number of files present in the network. It is expressed
as the maximal eigenvalue of a d×d matrix. The proofs of the main results rely
essentially on several ingredients: careful stochastic calculus with marked Poisson
processes, several technical estimates, Lemmas 1 and 2, and mean-field techniques.
2. The Stochastic Model
In this section, we describe the dynamics of our system. Recall that the system
has N servers, and until Section 6, it is assumed that each file has at most two
copies in the system. Recall the Markovian representation (XN (t)) defined in (1),
that is,
XN (t) = (XNi,j(t), 1 ≤ i, j ≤ N),
where, for 1≤i≤N , XNi,0(t) is the number of files whose unique copy is located in
server i at time t, and XNi,j(t) is the number of files with a copy on server i and
on server j, 1≤j≤N , j 6=i. Note the symmetry XNi,j(t)=XNj,i(t), and by convention,
XNi,i(·)≡0. We assume that all files have initially two copies and are randomly scat-
tered on the network, as described below.
Assumption 1. (Initial State) For 1≤i≤N , there are Ai files on server i and each
file `=1,. . . ,Ai has another copy on server Vi,`, where
– Ai,i=1,. . . ,N , are i.i.d. square integrable random variables on N,
– For each i, V Ni,` , `≥1, are i.i.d. random variables with uniform distribution
over {1, . . . , N}\{i}.
Hence, XNi,0(0)=0 and
XNi,j(0) =
Ai∑
`=1
1{V Ni,`=j} +
Aj∑
`=1
1{V Nj,`=i}.
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The total number of initial files is therefore FN
def.
= A1+A2+ · · ·+AN , and the
initial average load of the system is
β
def.
= lim
N→+∞
FN
N
= E (A1) .
The initial mean number of copies of files per server is therefore 2β.
The initial state described in Assumption 1 have two main properties. First,
it is exchangeable, in the sense that the distribution of XN (0) is invariant under
permutations of server indices, and second, the two copies of each file are uniformly
distributed over all servers. Alternatively, one can also assume that the total num-
ber of files FN is a fixed number, without changing the results of the paper.
Transitions of the State Representation. The transitions of the Markov pro-
cess (XN (t)) is governed by server failures and file duplications, as described below.
Throughout this paper, f(t−) denotes the left limit of a function f at time t.
– Server failure. Each server i breaks down after an exponential time with
parameter µ. At each breakdown, all copies on server i are lost, and the
server restarts immediately but empty. It is in fact replaced by a new one.
If a breakdown happens at time t,
XNi,j(t) = 0, for all j = 1, .., N,
XNi,0(t) = 0,
XNj,0(t) = X
N
j,0(t−)+XNi,j(t−), for all j 6= i.
– Duplication. If there are files on server i with only one copy (i.e. XNi,0(t)>0),
one of such files is copied at a rate λ onto another server j ∈ {1, . . . , N}\{i}
chosen uniformly at random. If the duplication is completed at time t,X
N
i,0(t) = X
N
i,0(t−)−1,
XNi,j(t) = X
N
i,j(t−)+1.
Note that (XN (t)) is a transient Markov process converging to the state with all
coordinates being 0 (all copies are lost).
Stochastic Evolution Equations. We can describe the dynamics of (XN (t))
using stochastic integrals with respect to Poisson processes. Throughout the paper,
we use the following notations for Poisson processes.
– Nξ is a Poisson point process on R+ with parameter ξ > 0 and (Nξ,i) is an
i.i.d. sequence of such processes.
– N ξ is a Poisson point process on R2+ with intensity ξ dtdh and (N ξ,i) is an
i.i.d. sequence of such processes.
– For 1≤j≤N , the random variable NU,Nλ,j =(tjn, U jn) is a marked Poisson pro-
cess, (tjn) is a Poisson process on R+ with rate λ and (U jn) is an i.i.d. random
variables with uniform distribution over {1, . . . , N}\{j}. In particular, for
1≤i≤N , (NU,Nλ,j (·, {i})) is an i.i.d. sequence of Poisson processes with rate
λ/(N−1).
With a slight abuse of notation, we denote Nλ,jdef.= NU,Nλ,j (·,N), which is a Poisson
process with rate λ. See Kingman [18] and [4] for an introduction on ordinary and
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marked Poisson processes. All Poisson processes used are assumed to be indepen-
dent.
For every j=1, ..., N , failure times of server j are given by the epoch times of a
Poisson process Nµ,j . A marked Poisson process NU,Nλ,j captures duplications of files
from server j as follows: for n≥1, at the nth event time tjn of NU,Nλ,j , if XNj,0(tjn−)>0,
a file on server j is copied onto the server whose index is given by the mark U jn.
The process (XN (t)) can then be characterized as the solution of the following
system of stochastic differential equations (SDEs): for 1≤i, j≤N , j 6=i and t≥0,
(5) dXNi,j(t) = −XNi,j(t−)
[
Nµ,i(dt) +Nµ,j(dt)
]
+ 1{XNj,0(t−)>0}N
U,N
λ,j (dt, {i}) + 1{XNi,0(t−)>0}N
U,N
λ,i (dt, {j}),
and
(6) dXNi,0(t) = −XNi,0(t−)Nµ,i(dt)− 1{XNi,0(t−)>0}Nλ,i(dt)
+
N∑
j=1
XNi,j(t−)Nµ,j(dt).
Classical results on Poisson processes show that the process(∫ t
0
1{XNi,0(s−)>0}N
U,N
λ,i (ds, {j})−
λ
N − 1
∫ t
0
1{XNi,0(s)>0} ds
)
is a martingale whose previsible increasing process is(
λ
N − 1
∫ t
0
1{XNi,0(s)>0} ds
)
.
See, for example, Section 4 of Chapter IV of Rogers and Williams [28]. Therefore,
for 1≤i6=j≤N ,
(7) XNi,j(t) = X
N
i,j(0)− 2µ
∫ t
0
XNi,j(s) ds
+
λ
N−1
∫ t
0
(
1{XNi,0(s)>0} + 1{XNj,0(s)>0}
)
ds+MNi,j(t),
and
(8) XNi,0(t) = X
N
i,0(0)− µ
∫ t
0
XNi,0(s) ds− λ
∫ t
0
1{XNi,0(s)>0} ds
+ µ
N∑
j=1
∫ t
0
XNi,j(s) ds+MNi,0(t),
where (MNi,0(t)), 1≤i≤N , and (MNi,j(t)), 1≤i<j≤N , are local martingales with the
respective previsible increasing processes:〈MNi,j〉 (t) = 2µ∫ t
0
(
XNi,j(s)
)2
ds
+
λ
N−1
∫ t
0
1{XNi,0(s)>0} ds+
λ
N−1
∫ t
0
1{XNj,0(s)>0} ds,
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and
〈MNi,0〉 (t) = µ∫ t
0
(
XNi,0(s)
)2
ds
+
λ
N−1
∫ t
0
1{XNi,0(s)>0} ds+ µ
∫ t
0
N∑
j=1
(
XNi,j(s)
)2
ds.
3. An Asymptotic Process
As mentioned in the introduction, for 1≤i≤N , the state of each server i at time t
can alternatively be described by the pair
(9) RNi (t) = (R
N
i,1(t), R
N
i,2(t)),
where RNi,1(t) (resp. R
N
i,2(t)) is the number of files with one copy (resp. two copies)
at node i. This reduced representation can be obtained from the full Markovian
representation (XN (t)) via
RNi,1(t) = X
N
i,0(t) and R
N
i,2(t) =
N∑
j=1
XNi,j(t).
Therefore, the evolution equations of (RNi (t)) can be deduced from the SDEs (5)
and (6):
(10) dRNi,1(t) = −RNi,1(t−)Nµ,i(dt)
− 1{RNi,1(t−)>0}Nλ,i(dt) +
∑
j 6=i
XNi,j(t−)Nµ,j(dt)
(11) dRNi,2(t) = −RNi,2(t−)Nµ,i(dt) + 1{RNi,1(t−)>0}Nλ,i(dt)
−
∑
j 6=i
XNi,j(t−)Nµ,j(dt) +
∑
j 6=i
1{RNj,1(t−)>0}N
U,N
λ,j (dt, {i}).
The process (RN (t))=(RNi (t), 1≤i≤N) lives on a state space of dimension 2N in-
stead of N2. The process (RN (t)) still captures the information on the decay of
the system since, for example, the total number of files which are still available in
the network at time t can be expressed as
N∑
i=1
RNi,1(t) +
1
2
RNi,2(t).
This dimension reduction comes at the price of the loss of the Markov property.
The evolution equations of (RNi (t)) are not autonomous, they depend on the pro-
cess (XN (t)), and, consequently, the process (RN (t)) does not have the Markov
property. However, as it will be seen, the limit in distribution of (RNi,1(t), R
N
i,2(t))
turns out to be a nonlinear Markov process, or a so-called McKean-Vlasov process.
See e.g. Sznitman [32]. In this section we characterize this limiting process, while
the proof of convergence as N goes to infinity is given in the next section.
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An Intuitive Introduction of the Asymptotic Process. The purpose of this
section is only of motivating the asymptotic process; rigorous arguments to establish
the convergence results are given later. Fix some 1≤i≤N and assume for the mo-
ment that (RNi,1(t), R
N
i,2(t)) is converging in distribution to a process (R1(t), R2(t)).
Define the positive random measure
PNi ([0, t]) def.=
∫ t
0
∑
j 6=i
XNi,j(s−)Nµ,j(ds).
It will be shown later in Lemma 1 that for a fixed 1≤i≤N , with high probability
when N is large, all the variables (XNi,j(t), 1≤j≤N) are either 0 or 1 on a fixed time
interval. In particular, PNi is asymptotically a counting process, i.e. an increasing
process with jumps of size 1, with compensator given by
µ
∫ t
0
∑
j 6=i
XNi,j(s) ds = µ
∫ t
0
RNi,2(s) ds.
See Jacod [15] or Kasahara and Watanabe [17] for example. The convergence in
distribution of the process (RNi,2(s)) to (R2(s)) and standard results on convergence
of point processes give that PNi converges to P∞, an inhomogeneous Poisson process
with intensity (R2(t)) which can be represented as
P∞(dt) =
∫
R+
1{0≤h≤R2(t−)}N µ(dt, dh).
See e.g. Kasahara and Watanabe [17] and Brown [5]. Recall that N µ is a Pois-
son process on R2+ with intensity µdtdh (see Section 2). By formally taking the
limit on both sides of Equation (10) as N gets large. This yields that the process
(R1(t), R2(t)) satisfies the relation
(12) dR1(t) = −R1(t−)Nµ(dt)− 1{R1(t−)>0}Nλ(dt)
+
∫
R+
1{0≤h≤R2(t−)}N µ(dt,dh).
A similar work can be done with Equation (11). Consider the counting measure
QNi ([0, t]) def.=
∫ t
0
∑
j 6=i
1{RNj,1(s−)>0}N
U,N
λ,j (ds, {i}),
which has the compensator, see Jacod [15],
λ
∫ t
0
1
N − 1
∑
j 6=i
1{RNj,1(s)>0} ds.
Again formally, it follows from the asymptotic independence of different servers and
the law of large numbers limit for the processes (RNj,1(t)) that
lim
N→+∞
 1
N − 1
∑
j 6=i
1{RNj,1(t)>0}
 = (P (R1(t) > 0)) ,
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and therefore, QNi converges in distribution to an inhomogeneous Poisson process
with intensity (P(R1(s)>0)). Therefore, taking limit from both sides of Equa-
tion (11) as N gets large. One obtains that the process (R2(t)) satisfies
(13) dR2(t) = −R2(t−)Nµ(dt) + 1{R1(t−)>0}Nλ(dt)
−
∫
R+
1{0≤h≤R2(t−)}N µ(dt,dh) +
∫
R+
1{0≤h≤P(R1(t)>0)}N λ(dt,dh).
The first result establishes the existence and uniqueness of a stochastic process
satisfying the SDEs (12) and (13). For T > 0, let DT def.= D([0, T ],N2) be the set
of ca`dla`g functions from [0, T ] to N2 and dT (·, ·) denotes a distance associated with
the Skorohod topology on DT ; see Chapter 3 of Billingsley [3].
Theorem 1. (McKean-Vlasov Process) For every (x, y) ∈ N2, the equations
(14)

R1(t)=x−
∫ t
0
R1(s−)Nµ(ds)−
∫ t
0
1{R1(s−)>0}Nλ(ds)
+
∫∫
[0,t]×R+
1{0≤h≤R2(s−)}N µ(ds,dh),
R2(t)=y−
∫ t
0
R2(s−)Nµ(ds)−
∫∫
[0,t]×R+
1{0≤h≤R2(s−)}N µ(ds,dh)
+
∫ t
0
1{R1(s−)>0}Nλ(ds)+
∫∫
[0,t]×R+
1{0≤h≤P(R1(s)>0)}N λ(ds,dh).
have a unique solution (R1(t), R2(t)) in DT .
The set of probability distributions on DT is denoted as P(DT ). Theorem 1
states that there exists a unique pi
dist.
= (R1(t), R2(t)) in P(DT ) which satisfies Equa-
tion (14). See Rogers and Williams [28] for definitions of existence and uniqueness
of a solution. Note that the solution to Equation (14) solves the Fokker-Planck
Equation (2) of the introduction.
Proof. Define the uniform norm ‖ · ‖∞,T on DT , if f = (f1, f2) ∈ DT ,
‖f‖∞,T = sup{‖f(t)‖ : 0 ≤ t ≤ T} = sup{|f1(t)|+ |f2(t)| : 0 ≤ t ≤ T}.
One can introduce the Wasserstein metrics on P(DT ) as follows, for pi1, pi2 ∈ P(DT )
WT (pi1, pi2) = inf
pi∈CT (pi1,pi2)
∫
ω=(ω1,ω2)∈D2T
[dT (ω1, ω2) ∧ 1] dpi(ω),(15)
ρT (pi1, pi2) = inf
pi∈CT (pi1,pi2)
∫
ω=(ω1,ω2)∈D2T
[‖ω1 − ω2‖∞,T ∧ 1] dpi(ω),(16)
where a∧ b = min{a, b} for a, b ∈ R and CT (pi1, pi2) is the subset of couplings of pi1
and pi2, i.e. the subset of P(DT×DT ) whose first (resp. second) marginal is pi1 (resp.
pi2). Since (DT , dT ) is separable and complete, the space (P(DT ),WT ) is complete,
which gives the topology of convergence in distribution on P(DT ). Clearly, for any
pi1, pi2 ∈ P(DT ), one has the relation WT (pi1, pi2) ≤ ρT (pi1, pi2).
Let Ψ : (P(DT ),WT )→(P(DT ),WT ) be the mapping that takes pi to the distri-
bution Ψ(pi) of Rpi, where (Rpi(t))=(Rpi,1(t), Rpi,2(t)) is the unique solution to the
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SDEs
Rpi,1(t)=x−
∫ t
0
Rpi,1(s−)Nµ(ds)−
∫ t
0
1{Rpi,1(s−)>0}Nλ(ds)
+
∫∫
[0,t]×R+
1{0≤h≤Rpi,2(s−)}N µ(ds,dh),
Rpi,2(t)=y −
∫ t
0
Rpi,2(s−)Nµ(ds)−
∫∫
[0,t]×R+
1{0≤h≤Rpi,2(s−)}N µ(ds,dh)
+
∫ t
0
1{Rpi,1(s−)>0}Nλ(ds)+
∫∫
[0,t]×R+
1{0≤h≤pi(r1(s)>0)}N λ(ds,dh),
with initial condition (Rpi,1(0), Rpi,2(0))=(x, y). Note that
pi(r1(t) > 0) =
∫
ω=(r1,r2)∈DT
1{r1(t)>0} dpi(ω).
The existence and uniqueness of a solution to Equations (14) is equivalent to the
existence and uniqueness of a fixed point pi=Ψ(pi).
For any pia, pib ∈ P(DT ) then, let Rpia and Rpib both be solutions to the equations
of the display above driven by same Poisson processes. Therefore, the distribution
of the pair (Rpia(t), Rpib(t)) is a coupling of Ψ(pia) and Ψ(pib), and hence,
(17) ρt(Ψ(pia),Ψ(pib)) ≤ E (‖Rpia −Rpib‖∞,t) .
For t≤T , using the definition of Rpia and Rpib ,
(18) ‖Rpia −Rpib‖∞,t= sup
s≤t
(|Rpia,1(s)−Rpib,1(s)|+ |Rpia,2(s)−Rpib,2(s)|)
≤
∫ t
0
(|Rpia,1(s−)−Rpib,1(s−)|+ |Rpia,2(s−)−Rpib,2(s−)|)Nµ(ds)
+2
∫ t
0
∣∣∣1{Rpia,1(s−)>0} − 1{Rpib,1(s−)>0}∣∣∣Nλ(ds)
+2
∫ t
0
∫ ∞
0
1{Rpia,2(s−)∧Rpib,2(s−)≤h≤Rpia,2(s−)∨Rpib,2(s−)}N µ(ds,dh)
+
∫ t
0
∫ ∞
0
1{pia(r1(s)>0)∧pib(r1(s)>0)≤h≤pia(r1(s)>0)∨pib(r1(s)>0)}N λ(ds,dh).
We bound the expected value of each of the terms of the right-hand side above.
First, for `=1, 2,
E
(∫ t
0
|Rpia,`(s−)−Rpib,`(s−)| Nµ(ds)
)
= µE
(∫ t
0
|Rpia,`(s)−Rpib,`(s)| ds
)
(a)
≤ µ
∫ t
0
E
(
‖Rpia −Rpib‖∞,s
)
ds.
For the second term on the right-hand side of (18), since Rpia,1(s) and Rpib,1(s) are
integer valued,∣∣∣1{Rpia,1(s)>0} − 1{Rpib,1(s)>0}∣∣∣ ≤ |Rpia,1(s)−Rpib,1(s)|,
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and hence, using (a), we have the bound
(b) E
(∫ t
0
∣∣∣1{Rpia,1(s−)>0} − 1{Rpib,1(s−)>0}∣∣∣Nλ(ds)
)
≤ µ
∫ t
0
E
(
‖Rpia −Rpib‖∞,s
)
ds.
Similarly, for the third term on the right-hand side of (18), we have
(c) E
(∫ t
0
∫ ∞
0
1{Rpia,2(s−)∧Rpib,2(s−)≤h≤Rpia,2(s−)∨Rpib,2(s−)}N µ(ds,dh)
)
= µ
∫ t
0
E (|Rpia,2(s)−Rpib,2(s)|) ds ≤ µ
∫ t
0
E
(
‖Rpia−Rpib‖∞,s
)
ds.
Finally, for the last term on the right-hand side of (18),
(d) E
(∫ t
0
∫ ∞
0
1{pia(r1(s)>0)∧pib(r1(s)>0)≤h≤pia(r1(s)>0)∨pib(r1(s)>0)}N λ(ds,dh)
)
= λ
∫ t
0
|pia(r1(s)>0)−pib(r1(s)>0)| ds.
Note that for every coupling pi∈CT (pia, pib) of pia and pib,∫ t
0
|pia(r1(s)>0)− pib(r1(s)>0) ds
=
∫ t
0
∣∣pi ((ra, rb) : ra1(s)>0)−pi ((ra, rb) : rb1(s)>0)∣∣ds
≤
∫ t
0
∫
ω=(ra,rb)∈D2T
|1{ra1 (s)>0}−1{rb1(s)>0}|pi(dω) ds
≤
∫ t
0
∫
ω=(ra,rb)∈D2T
|ra1(s)−rb1(s)| ∧ 1pi(dω) ds.
By taking the infimum among all the couplings of pia and pib, we have
(e)
∫ t
0
|pia(r1(s)>0)− pib(r1(s)>0)| ds ≤
∫ t
0
ρs(pia, pib) ds.
Now, by combining the estimates (a), (b), (c), (d), (e), we conclude
E
(
(‖Rpia −Rpib‖∞,t
)
≤ (2λ+ 3µ)
∫ t
0
E
(
‖Rpia −Rpib‖∞,s
)
ds+ λ
∫ t
0
ρs(pia, pib) ds,
Gro¨nwall’s inequality then gives
E
(
(‖Rpia −Rpib‖∞,t
)
≤ CT
∫ t
0
ρs(pia, pib) ds, ∀t ∈ [0, T ],
with CT=λ exp(2λ+3µ)T . Hence using (17), we have
(19) ρt(Ψ(pia),Ψ(pib)) ≤ CT
∫ t
0
ρs(pia, pib) ds, ∀t ∈ [0, T ].
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Uniqueness of the fixed point for the equation Ψ(pi)=pi follows immediately from
(19). Also, a typical iterative argument proves the existence: pick any pi0∈P(DT ),
and define the sequence (pin) inductively by pin+1=Ψ(pin). It follows from Rela-
tion (19) that
WT (pin+1, pin) ≤ ρT (pin+1, pin) ≤ (TCT )
n
n!
∫ T
0
ρs(pi1, pi0) ds.
The metric space (P(DT ),WT ) is complete, and therefore the sequence (pin) con-
verges. Since Ψ is continuous with respect to the Skorohod topology, its limit is
necessarily a fixed point of Ψ. This completes the proof. 
4. Mean-Field Limit
The empirical distribution ΛN (t) of (RNi (t), 1≤i≤N) is defined by, for f a func-
tion on N2,
ΛN (t)(f) =
1
N
N∑
i=1
f(RNi (t)) =
1
N
N∑
i=1
f
(
(RNi,1(t), R
N
i,2(t))
)
.
As it has already been remarked, at the beginning of Section 3, the process (ΛN (t))
does not have the Markov property. The goal of this section is to prove that
the stochastic process (ΛN (t)) is converging in distribution as N goes to infinity,
that is, for any function f with finite support, the sequence of stochastic processes
(ΛN (t)(f)) converges in distribution. See Billingsley [3] and Dawson [10].
The main result of this section is the following theorem.
Theorem 2. (Mean-Field Convergence Theorem) Suppose the process (XN (t)) is
initialized according to Assumption 1. The sequence of empirical distribution pro-
cess (ΛN (t)) converges in distribution to a process (Λ(t))∈D(R+,P(N2)) which is
defined as follows: for f with finite support on N2,
Λ(t)(f)
def.
= E
(
f
(
R1(t), R2(t)
))
,
where (R1(t), R2(t)) is the unique solution of Equations (14). Moreover, for any
p≥1, the sequence of finite marginals (RNi,1(t), RNi,2(t), 1≤i≤p) converges in distri-
bution to ((Ri,1(t), Ri,2(t)), 1≤i≤p), where (Ri,1(t), Ri,2(t)) are i.i.d. processes with
the same distribution as (R1(t), R2(t)).
The last statement is the “propagation of chaos” property.
4.1. Uniform Bound for (RNi (t)). We start with a technical result which will be
used to establish mean-field convergence. It states that, uniformly on a compact
time interval, the number of files with a copy at a given server i is stochastically
bounded and that, with a high probability, all other servers have at most one
file in common with server i. This is a key ingredient to prove that the non-
Markovian process (RNi,1(t), (R
N
i,2(t)) is converging in distribution to the nonlinear
Markov process described in Theorem 1.
Lemma 1. If the initial state of the process (XN (t)) is given by Assumption 1, for
1≤i≤N and T>0 then, for i∈N,
(20) sup
N≥1
E
(
sup
0≤t≤T
(
RNi,1(t) +R
N
i,2(t)
)2)
< +∞
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and if
EiN (T ) def.=
{
sup
0≤t≤T,1≤j≤N
XNi,j(t) ≥ 2
}
,
then there exists a constant C(T ) independent of i such that P
(EiN (T ))≤C(T )/N .
Proof. For i=1, ..., N, the total number of files DNi,0 initially on server i satisfies
(21) DNi,0
def.
= RNi,1(0)+R
N
i,2(0) = X
N
i,0(0) +
N∑
j 6=i
XNi,j(0) = Ai+
N∑
j 6=i
Aj∑
`=1
1{V Nj,`=i},
and hence, E
(
DNi,0
)
=2E (A1) and var(DNi,0)=2var(A1)+E (A1)N/(N−1). Also, the
total number of files DNi,1(t) copied on server i from all other servers during the
interval [0, t] verifies
(22) DNi,1(t)
def.
=
N∑
j 6=i
∫ t
0
1{RNj,0(s)>0}N
U,N
λ,j (ds, {i}) ≤
N∑
j 6=i
NU,Nλ,j (t, {i}).
Therefore, for every t≤T , E (DNi,1(t))≤λT and E (DNi,1(t)2)≤2λT. The bound (20)
then follows from the inequality
sup
0≤t≤T
(
RNi,1(t) +R
N
i,2(t)
) ≤ DNi,0(T ) +DNi,1(T )
For the next part, note that on EiN (T ), there exists 1≤j≤N such that either server
i or j makes two copies on the other one or both i and j make one copy on the
other during the time interval [0, T ]. Recall again that server i initially copies
Ai files on other servers, and that the total number of files copied from server
i onto server j during (0, T ] is upper bounded by NU,Nλ,i (T, {j}). Define the se-
quence (ZNi,`, 1≤i≤N, `≥1) as follows: ZNi,`=V Ni,` when 1≤`≤Ai, and ZNi,`=U i`−Ai
when `>Ai. For the first Ai indices `, Z
N
i,`s are therefore the indices of servers
which received an initial copy of a file of server i, while the subsequent ZNi,`s are
the server indices on which (potential) duplications from server i can take place.
(ZNi,`) is therefore a sequence of i.i.d. random variables uniformly distributed on
{1, . . . , N}\{i}. Therefore, P (ENi (T ))≤P (BNi ), where
BNi def.=
N⋃
j=1,j 6=i
 ⋃
1≤`≤Ai+Li(T )
1≤`′≤Aj+Lj(T )
{ZNi,`=j, ZNj,`′=i}
⋃
1≤` 6=`′≤Ai+Li(T )
{ZNi,`=j, ZNi,`′ = j}
⋃
1≤` 6=`′≤Aj+Lj(T )
{
V Nj,`=i, V
N
j,`′=i
} ,
with Li(T )=Nλ,i([0, T ])+Ai. Since the probability of each of the elementary events
of the right hand side of this relation is 1/(N−1)2, Zk,`s are independent of Lk′(T )
for all k, k′, and E (Li(T )) =λT+E (A1). It is then easy to conclude. 
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4.2. Evolution Equations for the Empirical Distribution. Denote e1=(1, 0)
and e2=(0, 1), and define the operators
∆±(f)(x)=f(x+e1−e2)−f(x), ∆∓(f)(x)=f(x−e1+e2)−f(x),
∆+2 (f)(x)=f(x+e2)−f(x),
for x∈N2 and f :N2→R+. For every function f :N2→R+ with finite support, it
follows from Equations (10) and (11) and using martingale decomposition for the
Poisson processes, we have
(23) df(RNi (t)) = dMNf,i(t) + ∆∓(f)(RNi (t))1{RNi,1(t)>0}λ dt
+∆+2 (f)(R
N
i (t))
λ
N−1
∑
j 6=i
1{RNj,1(t)>0} dt+
[
f(0, 0)−f(RNi (t))
]
µdt
+
∑
j 6=i
[
f(RNi (t) +X
N
i,j(t)(e1−e2))−f(RNi (t))
]
µdt,
where MNf,i is a martingale. The jth term of the last sum in on the right-hand
side above corresponds to the event when server j breaks down and therefore the
copies of XNi,j(t) files at node j are lost, and the remaining copies are only located
at node i. Using the notation of Lemma 1 then, outside the event ENi (T ), XNi,j(t)
is either 0 or 1, and hence, t∈[0, T ],∑
j 6=i
[
f(RNi (t) +X
N
i,j(t)(e1−e2))−f(RNi (t))
]
= RN2,i(t)∆
±(f)(RNi (t)).
By summing up both sides of Relation (23) over i and denoting N∗=N\{0}, we have
(24) ΛN (t)(f)=ΛN (0)(f)+MNf (t)+λ
∫ t
0
∫
N2
∆∓(f)(x, y)1{x>0}ΛN (s)(dx, dy) ds
+
λN
N−1
∫ t
0
ΛN (s)(N∗×N)
∫
N2
∆+2 (f)(x, y)Λ
N (s)(dx, dy) ds−HN1 (t)
+ µ
∫ t
0
∫
N2
(f(0, 0)−f(x, y))ΛN (s)(dx, dy) ds
+ µ
∫ t
0
∫
N2
y∆±(f)(x, y) ΛN (s)(dx, dy) ds+HN2 (t),
where
MNf (t) =
1
N
(MNf,1(t) +MNf,2(t) + · · ·+MNf,N (t)) ,
HN1 (t) =
λ
N−1
∫ t
0
∫
N2
∆+2 (f)(x, y)1{x>0}Λ
N (s)(dx,dy) ds,
HN2 (t) = µ
1
N
N∑
i=1
∫ t
0
hN2,i(s) ds,
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with
hN2,i(t) =
∑
j 6=i
(
f(RNi (t) +X
N
ij (t)(e1−e2))−f(RNi (t))
)
−
∫
N2
y∆±(f)(x, y) ΛN (t)(dx,dy).
Now, we investigate the asymptotic properties of the terms of the right hand side
of Equation (24).
4.3. The negligible terms. We first prove that the two processes (HN1 (t)) and
(HN2 (t)) converge to zero in distribution as N goes to infinity. For the former, the
result follows immediately from the simple bound
‖HN1 ‖∞,T ≤
2λT
N
‖f‖∞.
For (HN2 (t)), first note that, for 0≤t≤T and 1≤i≤N , hN2,i(t) is non-zero only on
the event ENi (T ), and hence,∥∥∥∥∥ 1N
N∑
i=1
hN2,i(s)
∥∥∥∥∥
∞,T
≤ sup
0≤s≤T
1
N
N∑
i=1
∣∣∣∣∣∣
∑
j 6=i
[
f(RNi (s)+X
N
ij (s)(e1−e2))−f(RNi (s))
]
−RN2,i(s)∆±(f)(RNi (s))
∣∣∣∣∣ ≤ 4µ‖f‖∞ 1N
N∑
i=1
|RN2,i(s)|∞,T1{ENi (T )}.
By an application of Cauchy-Schwartz inequality and using Lemma 1, there exists
a constant C1(T ) such that
1
N
N∑
i=1
E
(
|RN2,i|∞,T1{ENi (T )}
)
≤ 1
N
N∑
i=1
√
E
(
|RN2,i|2∞,T
)√
P
(ENi (T ))≤C1(T )√
N
.
Consequently,
lim
N→+∞
E
(
sup
0≤t≤T
∣∣∣∣∣ 1N
N∑
i=1
∫ t
0
hN2,i(s) ds
∣∣∣∣∣
)
= 0,
which implies that the process (HN2 (t)) is also vanishing in distribution.
4.4. The Martingale. Careful calculations show that the previsible increasing
process of (MNf (t)) is given by(〈MNf 〉 (t))=( λN2GN1 (t) + µN2GN2 (t)
)
,
with
GN1 (t) =
N∑
i=1
∫ t
0
(
∆∓(f)(RNi (s))+
N
N−1Λ
N (s)(∆+2 (f))
− N
N−1∆
+
2 (f)(R
N
i (t))
)2
1{RNi,1(s−)>0} ds,
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and
GN2 (t) =
N∑
i=1
∫ t
0
(
f(0, 0)− f(RNi (s))
+
∑
j 6=i
[f(RNj (s)+X
N
i,j(s)(e1−e2))−f(RNj (s))]1{XNij (s)>0}
2 ds.
From the simple bounds ‖GN1 ‖∞,T≤16 ·NT‖f‖2∞ and
‖GN2 ‖∞,T ≤ 8NT‖f‖2∞
(
1+‖RNi,2‖2∞,T
)
,
and, by using Relation (20) of Lemma 1, we get
lim
N→+∞
E
(〈MNf 〉 (T )) = 0.
Therefore, by Doob’s inequality, the martingale (MNf (t)) converges to zero in dis-
tribution as N goes to infinity.
Proposition 1. (Tightness of the Empirical Distribution Process) The sequence
(ΛN (t)) is tight with respect to the convergence in distribution in D(R+,P(N2)).
Any limiting point (Λ(t)) is a continuous process which satisfies
(25) Λ(t)(f)=Λ(0)(f)+λ
∫ t
0
∫
N2
∆∓(f)(x, y)1{x>0}Λ(s)(dx,dy) ds
+λ
∫ t
0
Λ(s)(N∗×N)
∫
N2
∆+2 (f)(x, y)Λ(s)(dx, dy) ds
+ µ
∫ t
0
∫
N2
(f(0, 0)− f(x, y))Λ(s)(dx, dy) ds
+ µ
∫ t
0
∫
N2
y∆±(f)(x, y) Λ(s)(dx, dy) ds
for every function f with finite support on N2.
Note that the Fokker-Planck Equation (2) of the introduction is the functional
form of the stochastic Equation (25).
Proof. Theorem 3.7.1 of Dawson [10] states that it is enough to prove that, for any
function f on N2 with finite support, the sequence of processes (ΛN (·)(f)) is tight
with respect to the topology of the uniform norm on compact sets. Using the crite-
rion of the modulus of continuity (see e.g. Theorem 7.2, page 81 of Billingsley [3]),
we need to show that for every ε>0 and η>0, there exists a δ0>0 such that if δ<δ0
then,
(26) P
 sup
0≤s≤t≤T
|t−s|≤δ
|ΛN (t)(f)− ΛN (s)(f)| ≥ η
 ≤ ε
holds for all N∈N. Fix 0≤s, t≤T with |t−s|≤δ, and remember the equality (24)
for the process (ΛN (t)(f)). We have already shown that the processes (HN1 (t)),
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(HN2 (t)), and (MNf (t)) vanish as N goes to infinity. For the remaining terms on
the right-hand side of (24), note that there exists a finite constant C0 such that∣∣∣∣∫ t
s
∫
N2
∆∓(f)(x, y)1{x>0}ΛN (u)(dx, dy) du
∣∣∣∣ ≤ C0δ‖f‖∞,∣∣∣∣∫ t
s
ΛN (u)(N∗×N)
∫
N2
∆+2 (f)(x, y)Λ
N (u)(dx,dy) du
∣∣∣∣ ≤ C0δ‖f‖∞,
and ∣∣∣∣∫ t
s
∫
N2
(f(0, 0)− f(x, y))ΛN (u)(dx,dy) du
∣∣∣∣ ≤ C0δ‖f‖∞.
Also, by Relation (20) of Lemma 1 shows that there exists C1<∞ independent of
N such that
E
(∣∣∣∣∫ t
s
∫
N2
y∆±(f)(x, y) ΛN (u)(dx, dy) du
∣∣∣∣)
≤ 2‖f‖∞δ 1
N
N∑
i=1
E
(
sup
0≤u≤T
RNi,2(u)
)
≤ C1δ‖f‖∞.
If follows from the Chebishev’s inequality that the sequence (ΛN (·)(f)) satisfies
Relation (26), and hence it is tight.
Moreover, if Λ is a limiting point, from Relation (24) and the fact that the
processes HN1 , H
N
2 , andMNf vanish as N gets large, one obtains that Relation (25)
holds, Finally, it is straightforward to show that all the terms on the right-hand
side of (25) are continuous in t. 
We now show that Equation (25) that characterized the limits of (ΛN (t)) has a
unique solution.
Lemma 2. Let (Λ(t)) be a solution to equation (25) with an initial condition
Λ(0), a probability on N2 with bounded support. Then, for any T>0, there exists
a constant CT such that for all K≥2 log(2),
(27) sup
0≤t≤T
∫ t
0
∫
N2
y1{y≥K}Λ(s)(dx,dy) ds ≤ CT e−K/2.
Proof. For all t ≤ T , since y ≤ exp(y/2) if y ≥ 2 log(2), then for K ≥ 2 log(2),
(28)
∫
N2
y1{y≥K}Λ(t)(dx, dy) ≤ e−K/2
∫
N2
eyΛ(t)(dx, dy).
For every K1 ≥ 0, using equation (25) for Λ with f replaced by
f˜(x, y) = ex+y1{x+y≤K1},
and since ∆∓(f˜) = ∆±(f˜) = 0, we have∫
N2
ex+y1{x+y≤K1}Λ(t)(dx, dy)≤
∫
N2
ex+yΛ(0)(dx,dy)
+λ(e− 1)
∫ t
0
∫
N2
ex+y1{x+y≤K1}Λ(s)(dx, dy) ds
+µ
∫ t
0
(
1−
∫
N2
ex+y1{x+y≤K1}Λ(s)(dx,dy)
)
ds.
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By an application of Gro¨nwall’s inequality, there exists a constant cT independent
of K1 such that
sup
0≤t≤T
∫
N2
ey1{x+y≤K1}Λ(t)(dx, dy) ≤ cT .
The bound (27) can be obtained by letting K1 go to infinity in the above inequality,
and substituting it in Relation (28). 
Proposition 2 (Uniqueness). For every Λ0 a probability on N2 with finite sup-
port, Equation (25) has at most one solution (Λ(t)) in D(R+,P(N2)), with initial
condition Λ0.
Proof. Let (Λ1(t)) and (Λ2(t))∈D(R+,P(N2)) be solutions of (25) with initial con-
dition Λ0. Let f be a bounded function on N2 and t≥0, we have
Λ1(t)(f)− Λ2(t)(f)=λ
∫ t
0
∫
N2
∆∓(f)(x, y)1{x>0}
(
Λ1(s)− Λ2(s)) (dx, dy) ds
+λ
∫ t
0
Λ1(s)(N∗×N)
∫
N2
∆+2 (f)(x, y)
(
Λ1(s)− Λ2(s)) (dx,dy) ds
+λ
∫ t
0
(
Λ1(s)− Λ2(s)) (N∗×N)∫
N2
∆+2 (f)(x, y)Λ
2(s)(dx, dy) ds
+µ
∫ t
0
∫
N2
(f(0, 0)− f(x, y)) (Λ1(s)− Λ2(s)) (dx, dy) ds
+µ
∫ t
0
∫
N2
y∆±(f)(x, y)
(
Λ1(s)− Λ2(s)) (dx, dy) ds.
For a signed measure m on N2, denote
‖m‖TV = sup
{∫
N2
f(x, y)m(dx, dy), f : N2 → R with ‖f‖∞ ≤ 1
}
.
Therefore, for every f on N2 with ‖f‖∞≤1 and every K>0, we have∣∣Λ1(t)(f)− Λ2(t)(f)∣∣≤(6λ+2µ+2µK)∫ t
0
‖Λ1(s)− Λ2(s)‖TV ds
+2µ
∫ t
0
∫
N2
y1{y≥K}Λ1(s)(dx, dy) ds+2
∫ t
0
∫
N2
y1{y≥K}Λ2(s)(dx, dy) ds.
Now using (27) of Lemma 2, and taking the supremum over all functions f on N2
with ‖f‖∞ ≤ 1, we have
‖Λ1(t)− Λ2(t)‖TV ≤ 4µCte−K/2 + (6λ+ 2µ+ 2µK)
∫ t
0
‖Λ1(s)− Λ2(s)‖TV ds.
Therefore, by another application of Gro¨nwall’s inequality,
‖Λ1(t)− Λ2(t)‖TV ≤ 4µCT e−K/2e(6λ+2µ+2µK)t.
For t<1/(4µ), by letting K go to infinity in the above relation, one gets that
Λ1(t)=Λ2(t). By repeating the same argument on successive time intervals of width
less than 1/(4µ), one obtains the uniqueness result. 
Now we can conclude the proof of Theorem 2.
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Proof of Theorem 2. Let (x, y)∈N2 and Λ0=δ(x,y), then if (R1(t), R2(t)) is the
unique solution of Equation (14) and the measure valued process (Λ1(t)) is de-
fined by, if f is a function with finite support on N2,
Λ1(t)(f)
def.
= E
(
f(R1(t), R2(t))
)
,
it is straightforward to check that this is a solution of Equation (25). The conver-
gence of (ΛN (t)) follows from Propositions 1 and 2. The last assertion is a simple
consequence of Proposition 2.2 in Sznitman [32]. 
5. An Asymptotic Bound on the Decay of the Network
The asymptotic process (R(t))=(R1(t), R2(t)) of Theorem 1 is an inhomogeneous
Markov process with the following transitions: if (R(t)) is in state r=(r1, r2) at time
t, the next possible state and the corresponding rates are given by
(29) r 7→
{
(0, 0) with rate µ
r+e2 with rate λp(t)
and r 7→
{
r−e1+e2 with rate λ1{r1>0}
r+e1−e2 with rate µr2,
where p(t)=P
(
R1(t)>0
)
is the non-linear part of the dynamic. A simple feature of
this process is that it resets to the state (0, 0) at the epoch times of a Poisson process
with rate µ, and between two consecutive epoch times, the sum of its coordinates
grows according to an inhomogeneous Poisson process with rate p(·). With this
observation, the following proposition gives a representation of the distribution of
the total number of copies with the function (p(t)).
Proposition 3. If the initial state of (R1(t), R2(t)) is (0, r2) with r2∈N then, for
u∈[0, 1] and t≥0,
E
(
uR1(t)+R2(t)
)
= e−µtur2 exp
(
−λ(1−u)
∫ t
0
p(z) dz
)
+
∫ t
0
exp
(
−λ(1−u)
∫ s
0
p(t−z) dz
)
µe−µs ds.
Proof. From Relation (29), one obtains that the transition rates of the process
(R1(t)+R2(t)) are given by
r 7→ r+1, at rate λp(t) and r 7→ 0, at rate µ.
The Fokker-Planck equation associated to this process yields the relation
d
dt
E
(
uR1(t)+R2(t)
)
= µ+ (λp(t)(u−1)−µ)E
(
uR1(t)+R2(t)
)
.
It is then easy to conclude. 
The problem with the above formula is that the function t 7→ p(t) is unknown.
In the following, we obtain a lower bound on the asymptotic rate of decay of the
network, i.e. the exponential rate of convergence of the process (R1(t), R2(t)) to
(0, 0).
Recall that RNi,1(t) and R
N
i,2(t) are the number of files on server i with one and
two copies, respectively. Therefore, the quantity
LN (t) =
N∑
i=1
RNi,1(t) +
1
2
N∑
i=1
RNi,2(t)
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is the total number of distinct files in the system at time t. By Theorem 2, Equa-
tion (20) of Lemma 1, and an application of the dominated convergence theorem,
we have
(L(t))
def.
= lim
N→∞
(
LN (t)
N
)
=
(
E
(
R1(t)
)
+
1
2
E
(
R2(t)
))
.
The following proposition gives therefore a lower bound on the exponential rate of
decay (L(t)).
Proposition 4. If (R(t))=(R1(t), R2(t)) is the solution of Equation (14), then
(30) E
(
R1(t) +
1
2
R2(t)
)
≤ E
(
R1(0) +
1
2
R2(0)
)
e−κ
+
2 (ρ)µt,
where
κ+2 (x) =
(3+x)−√(3+x)2−8
2
, x ∈ R,
and ρ=λ/µ.
The quantity κ+2 (ρ)µ is thus a lower bound for the exponential rate of decay.
When there is no duplication capacity, i.e. λ=0, κ+2 (ρ)=1 and the lower bound
becomes µ, the failure rate of servers, as expected. On the other hand, when the
duplication capacity goes to infinity, the lower bound goes to 0.
Proof of Proposition 4. Let m1(t)=E
(
R1(t)
)
and m2(t)=E
(
R2(t)
)
. Taking expec-
tation from both sides of Equations (14), we conclude that the pair (m1,m2) satisfy
the following set of Ordinary Differential Equations (ODEs):
(31)
{
m˙1(t) = −λp(t) + µ(m2(t)−m1(t)),
m˙2(t) = 2λp(t)− 2µm2(t).
Defining g(t)=m1(t)−p(t), then clearly 0≤g(t)≤m1(t). The ODEs (31) can be
rewritten as
d
dt
(
m1(t)
m2(t)
)
= A
(
m1(t)
m2(t)
)
+ λ
(
g(t)
−2g(t)
)
,(32)
where A is the matrix
A =
(−(λ+µ) µ
2λ −2µ
)
.
It has two negative eigenvalues, −µκ+2 (ρ) and −µκ−2 (ρ) with
κ+2 (ρ) =
(3+ρ)−√(3+ρ)2 − 8
2
, κ−2 (ρ) =
(3+ρ) +
√
(3+ρ)2−8
2
.
Defining the constants y1=(−µκ+2 (ρ)+λ+µ)/µ, y2=(−µκ−2 (ρ)+λ+µ)/µ,
h1 =
1
y1−y2 (−y2m1(0)+m2(0)), and h2 =
1
y1−y2 (y1m1(0)−m2(0)),
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the standard formula for explicit solution of the linear ODE (32), with g regarded
as an external force, gives
m1(t) = h1e
−µκ+2 (ρ)t + h2e−µκ
−
2 (ρ)t(33)
− λ
y1−y2
∫ t
0
g(s)
[
(y2+2)e
−µκ+2 (ρ)(t−s)−(y1+2)e−µκ
−
2 (ρ)(t−s)
]
ds,
m2(t) = y1h1e
−µκ+2 (ρ)t + y2h2e−µκ
−
2 (ρ)t(34)
− λ
y1−y2
∫ t
0
g(s)
[
(y2+2)y1e
−µκ+2 (ρ)(t−s)−(y1+2)y2e−µκ
−
2 (ρ)(t−s)
]
ds.
Therefore, using the fact g(s)≥0 in the first inequality, and the relations y1>y2≥−2
and κ+2 (ρ)<κ
−
2 (ρ) in the second inequality below, we conclude
m1(t) +
1
2
m2(t) =
(
1 +
y1
2
)
h1e
−µκ+2 (ρ)t +
(
1 +
y2
2
)
h2e
−µκ−2 (ρ)t
− λ
y1−y2
1
2
(y1+2)(y2+2)
∫ t
0
g(s)
(
e−µκ
+
2 (ρ)(t−s)−e−µκ−2 (ρ)(t−s)
)
ds
≤
(
1 +
y1
2
)
h1e
−µκ+2 (ρ)t +
(
1 +
y2
2
)
h2e
−µκ−2 (ρ)t
≤
(
m1(0) +
1
2
m2(0)
)
e−µκ
+
2 (ρ)t,
This completes the proof. 
6. The Case of Multiple Copies
In this section, we consider the general case where each file has a maximum
number of d copies in the system. We now describe the algorithm without too
much formalism for sake of simplicity. The duplication capacity of a given node is
used for one of its copies corresponding to a file with the least number of copies in
the network. Provided that this number is strictly less than d, a new copy is done
at rate λ at random on a node of the network. See Section 3 of Sun at al. [31] for
a quick description of how this kind of mechanism can be implemented in practice.
The node receives copies from other nodes from this duplication mechanism. As
before, at rate µ all copies of the node are removed.
As it will be seen, the model does not seem to be mathematically tractable as in
the case d=2. To understand the effect of the maximum number of copies d on the
performance of the file system, we study the asymptotic behavior of a stochastic
model which is dominating (in some sense) our network. We then study the decay
rate of this new model.
The initial condition of our system are given by the following assumption.
Assumption 2. (Initial State) There is a set FN of FN initial files, and for f∈FN ,
a subset of d nodes of {1, . . . , N} is taken at random and on each of them a copy
of f is done.
It should be noted that, with the duplication mechanism described above, a copy
can be made on a node which has already a copy of the same file. But, with similar
methods as the ones used in the proof of Lemma 1, it can be shown that on any finite
time interval, with probability 1, there is only a finite number of files which have at
least two copies on a server. In particular, this assumption has no influence on the
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asymptotic results obtained in this section since they are concerning asymptotic
growth in N of the number of files alive at time t.
With these assumptions, if f is a file, f∈FN , one denotes by ANf (t)⊂{1, . . . , N}
the subset of nodes which have a copy of f at time t. The cardinality of the set
ANf (t) is denoted as cNf (t), it is at most d. The process
(AN (t))def.= (ANf (t), f∈FN )
gives a (Markovian) representation of the time evolution of the state of the network.
6.1. The Additional Complexity of the Model. A analogous Markovian de-
scription as for the case d=2 can be done in the following way. If S is the set of
non-empty subsets of {1, . . . , N} whose cardinality is less or equal to d and, for
A ∈ S, if XNA (t) is the number of files with a copy only in the nodes whose index
is in A,
XNA (t) =
∑
f∈FN
1{ANf (t)=A}
then it is not difficult to show that (XN (t))=(XNA (t), A ∈ S) is a Markov process,
even if its transitions are not so easy to write formally. Following the analysis done
for the case d=2, it is natural to introduce, for 1≤i≤N , and 1≤k≤d, the quantity
RNi,k(t) =
∑
A∈S,i∈A
card(A)=k
XNA (t) =
∑
f∈FN
1{i∈ANf (t),cNf (t)=k}
is the number of files having k copies in the whole network, with a copy on server
i. It is the equivalent of the variables RNi,1(t) and R
N
i,2(t) of the case d=2.
The vector RNi (t)=(R
N
i,k(t), 1≤k≤d) gives also a reduced representation of the
state of the node i at time t. It turns out that the evolution equations of this model
are much more involved. To observe why our method cannot be worked out for
general d>2, let us try, as in Section 3, to heuristically obtain the transition rates
of a possible asymptotic limit process for this model.
Fix 1≤k<d and 1≤i≤N , ek is the kth unit vector of Nd, and r=(rj)=(RNi,j(t−)),
then the process (RNi,j(t) jumps from r to r−ek+ek+1 at time t according with two
types of events:
(a) due to the duplication capacity at node i, it occurs at rate λ under the
condition r1=r2= · · ·=rk−1=0 and rk>0. Recall that only files with the
least number of copies are duplicated.
(b) If a copy of a file is present at i with a total k copies is duplicated on one of
the other k−1 servers having a copy of this file, conditionally on the past
before t, it occurs at rate
λ
∑
j 6=i
1{RNj,`(t−)=0,1≤`<k,RNj,k(t−)>0}
1
RNj,k(t−)
∑
A∈S:i,j∈A
card(A)=k
XNA (t−).
The first event is similar as in the case d=2, the jump rate can be expressed in
terms of the vector r. This is not the case for the second event. The last sum of the
above expression does not seem to have an expression in terms of the components
of the vector r. It requires a much more detailed description. The information
provided by r is not enough, even in the limit when N goes to infinity as it is the
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case when d=2. Consequently, it does not seem that one can derive autonomous
equations describing the asymptotic dynamics of (RNi (t)).
6.2. Introduction of a Dominating Process. We now consider the following
related Markov process. We first describe it, without too much formalism for sake
of simplicity, in terms of a duplication system. Note that this is not an alterna-
tive algorithm but merely a way of having a mathematically tractable stochastic
process that will give us a lower bound of the exponential decay rate of the ini-
tial system. For convenience, we will use nevertheless the terminology of “files”,
“copies”, “duplication” and “servers” to describe this new process.
The initial condition is also given by Assumption 2. If f is one of the files of the
network, as long as the total number of copies of f is strictly less that d, each of the
nodes having one of these copies generates a new copy of f at rate λ at random on
a node. The case of multiple copies on the same server is taken care of as for the
process (AN (t)). The failures of a given node occur according to a Poisson process
with rate µ and, as for our algorithm, all copies are lost.
The system works the same as the original model, except that each file on a
server i with strictly less than d copies in the network, can be duplicated at rate λ,
regardless of any other copy on that server. Consequently, if, for 1≤k≤d, a node
has rk files, each of them with a total of k copies, at a given time, the “duplication
capacity” of this node is given by
λ (r1+r2+ · · ·+rd−1) ,
instead of λ in our algorithm. Remember nevertheless that such system is not
possible in practice, it is used only to estimate the performances of the algorithm
introduced at the beginning of this section.
For f∈FN , one denotes by BNf (t) the finite subset of {1, . . . , N} of nodes having
a copy of f at time t and its cardinality is denoted by dNf (t). We define
(BN (t))def.= (BNf (t), f∈FN ).
Since the duplication mechanism associated to the process (BNf (t)) is more active
than for our algorithm, intuitively the decay rate of our system should be faster
that the decay rate of the process (BNf (t)). The following lemma will be used to
establish rigorously this relation.
Lemma 3. There exists a coupling of the processes (AN (t)) and (BN (t)) such that,
almost surely, for all f∈FN and t≥0, ANf (t)⊂BNf (t).
Proof. This is done by induction on the number of jumps of the process (BN (t)).
By assumption one can take AN (0)=BN (0). If the relation ANf (t)⊂BNf (t), at the
instant t = τn of the nth jump of (AN (t)) and (BN (t)). We review the different
scenarios for the next jump after time τn, at time τn+1,
(a) if some node i0∈{1, . . . , N} fails, then, for f∈FN ,
ANf (τn+1)=ANf (τn)\{i0} if i0∈ANf (τn), ANf (τn+1)=ANf (τn) otherwise,
and a similar relation holds for BNf (τn+1). The relation ANf (t)⊂BNf (t) still
holds for t=τn+1 since it is true at time τn.
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(b) If a duplication occurs for the process (AN (t)) at time τn+1 at some node
i0∈{1, . . . , N} and for file a f∈FN , In particular i0∈ANf (τn) and there-
fore, by induction hypothesis, i0∈BNf (τn), so that we can couple both the
duplication process for both processes (AN (t)) and (BN (t)) as follows
– If card(BNf (τn))<d. A copy is made on the same node for both pro-
cesses (AN (t)) and (BN (t)).
– If card(BNf (τn))=d. There exists some node i0 such that i0 6∈ANf (τn)
and i0∈BNf (τn). We can then set ANf (τn+1) = ANf (τn)∪{i0}, remem-
ber that for the process (BN (t)) the servers where to make a copy are
also chosen at random.
In both cases the relation ANf (τn+1)⊂BNf (τn+1) will hold.
(c) If a duplication occurs for the process (BN (t)) at time τn+1 but not for
the process (AN (t)) then, clearly, the desired relation will then also hold
at time τn+1.
The lemma is proved. 
For the dominating model, for k∈{1, . . . , d} and 1≤i≤N , we will denote by TNi,k(t)
the number of files of type k and with one copy on node i at time t≥0, this is the
analogue of the variable RNi,k(t) defined above,
TNi,k(t) =
∑
f∈FN
1{i∈BNf (t),dNf (t)=k}.
For a given node i, if (TNi,k(t−))=r=(rk), provided that there are no multiple copies
on the same server just before time t, the transition rates of this process at time t
are given by
r 7→
{
r−ek+ek+1, at rate λkrk, 1≤k<d,
r+ek−1−ek, µ(k−1)rk, 1<k≤d.
and
r 7→

(0, 0), at rate µ,
r+ek, λ
(k−1)
N−k+1
∑
f∈FN
1{i6∈BNf (t),dNf (t−)=k−1}.
Note that the last sum is the sum of the terms TNj,k−1(t−), j=1, . . . , N minus some
term which is less that (k−1)TNi,k−1(t−). The term TNi,k−1(t−), with appropriate
estimates as in Section 4, will vanish in the limit when divided by N−k+1. Conse-
quently, asymptotically, the transitions of the vector (TNi,k(t)) can be expressed as a
functional of its coordinates. With the same methods as for the original model for
d=2 in Section 4, it is not difficult to show that an analogue of Theorem 2 holds.
Theorem 3. (Mean-Field Convergence Theorem) Suppose the process (AN (t)) is
initialized according to Assumption 2. The process of the empirical distribution
(ΛN (t)) =
(
1
N
N∑
i=1
δ(TNi,k(t),1≤k≤d)
)
converges in distribution to a process (Λ(t) ∈ D(R+,P(N2)) such that : for every
function g with finite support on Nd,
Λ(t)(g)
def.
= E
(
g
(
T k(t)
))
,
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where (T (t))=(T k(t)) is a nonlinear Markov process with the following transition
rates: if (T (t)) is in state r=(rk) just before time t, the next possible state and the
corresponding rates are given by
r 7→
{
(0, 0), µ,
r+ek, λE
(
T k−1(t)
)
, 1≤k≤d, and
{
r−ek+ek+1, λkrk, 1≤k < d,
r+ek−1−ek, µ(k−1)rk, 1<k≤d.
An argument similar to that in the proof of Theorem 1 shows the existence and
uniqueness of the Markov process (T (t)). Note that the nonlinear component is
now given by the vector of the mean values E(T k(t)), k=1, . . . , d.
The limiting Markov process (T (t))=(T k(t)) can also be seen as the solution of
the following SDEs, for t ≥ 0
(35) dT 1(t) = −T 1(t−)Nµ(dt)−
∫
R+
1{0≤h≤T 1(t−)}N λ(dt, dh)
+
∫
R+
1{0≤h≤T 2(t−)}N µ(dt,dh),
for 1<k<d,
(36) dT k(t) = −T k(t−)Nµ(dt)
−
∫
R+
1{0≤h≤Tk(t−)}N kλ(dt,dh) +
∫
R+
1{0≤h≤Tk−1(t−)}N (k−1)λ(dt,dh)
−
∫
R+
1{0≤h≤Tk(t−)}N (k−1)µ(dt, dh)+
∫
R+
1{0≤h≤Tk+1(t−)}N kµ(dt, dh)
+
∫
R+
1{0≤h≤E(Tk−1(t))}N λ,k−1(dt,dh),
(37) dT d(t) = −T d(t−)Nµ(dt) +
∫
R+
1{0≤h≤E(Td−1(t))}N λ,d−1(dt, dh)
+
∫
R+
1{0≤h≤Td−1(t−)}N (d−1)λ(dt, dh)−
∫
R+
1{0≤h≤Td(t−)}N (d−1)µ(dt,dh).
The interesting property of these SDEs is that the vector of expected values can
be expressed as the solution of a classical ODE, as the next proposition states.
Proposition 5. For t≥0, the function V (t)=E(T k(t/µ)) satisfies
(38)
d
dt
V (t) = Mρ·V (t),
with
Mρ =

−(ρ+1) 1 0 0
2ρ −2(ρ+1) 2 0 0
0 3ρ −3(ρ+1) 3 0 0
. . . . . . . . . . . . . . . . . .
0 0 kρ −k(ρ+1) k 0
. . . . . . . . . . . . . . . . . .
0 0 dρ −d

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and ρ=λ/µ. Moreover, the matrix Mρ has d distinct negative eigenvalues and the
largest of them, −κ+d (ρ), satisfies
(39) 0 < κ+d (ρ) ≤ κd(ρ)
def.
=
(
d∑
k=1
ρk−1
k
)−1
< 1.
Finally, there exists a positive constant K0 such that, for all 1 ≤ k ≤ d and t ≥ 0,
(40) E
(
T k(t)
) ≤ K0e−µκ+d (ρ)t.
Proof. Equation (38) can be obtained by taking the expected value of both sides
of the integral version of Equations (35), (36) and (37). For the next claim, since
the matrix Mρ is a tridiagonal matrix, it has d distinct real eigenvalues (see e.g.
Chapter 1 of Fallat and Johnson [12]). If D is the d×d diagonal matrix whose kth
diagonal component is 1/
√
kρk−1, then
DMρD
−1=

−(ρ+1) √2ρ 0 0√
2ρ −2(ρ+1) √6ρ 0 0
0
√
6ρ −3(ρ+1) √12ρ 0 0
. . . . . . . . . . . . . . . . . .
0 0
√
k(k−1)ρ −k(ρ+1) √k(k+1)ρ 0
. . . . . . . . . . . . . . . . . .
0 0
√
d(d−1)ρ −d

is a symmetric matrix with the same eigenvalues as Mρ. A straightforward calcu-
lation shows that its associated quadratic form is given by
q(x1, ..., xd)
def.
= −
d−1∑
i=1
(√
kρxk −
√
(k+1)xk+1
)2
− x21, (x1, ..., xd) ∈ Rd,
which implies that all eigenvalues of Mρ are negative. The maximal eigenvalue of
the symmetric matrix can be expressed as
sup
(
q(y) : y = (y1, ..., yd) ∈ Rd, ‖y‖ = 1
)
,
with ‖y‖2=y21+ · · ·+y2d, see e.g. page 176 of Horn and Johnson [14]. Taking the
vector x=(x1, ..., xd) such that
xk=xk−1
√
k−1
k
ρ, 1 < k ≤ d,
and x1 is chosen so that ‖x‖=1, one gets the upper bound (39).
Finally, Equation (38) shows that the components of V (·) can be expressed as
a linear combination of the functions (exp(λkµt)), 1≤k≤d. Since all eigenvalues of
Mρ are negative, −κ+d is the largest eigenvalue, Relation (40) follows. 
Remarks
(1) We have not been able to get a closed form expression for the actual expo-
nential decay rate κ+d (ρ) associated to the process (T k(t)). However, the
upper bound κd(ρ) defined in Equation (39) gives a lower bound for the
decay rate. In Figure 1, we plot the ration κ¯d(ρ)/κ
+
d (ρ) for different values
of ρ and d.
(2) Note that if the duplication rate λ is larger than µ, i.e. ρ>1, then
lim
d→+∞
κ+d (ρ) = 0.
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Figure 1. Accuracy of the upper bound of Relation (39): The
ratio κd(ρ)/κ
+
d (ρ) for various values of ρ and d.
Finally, for the case d=2, we can compare our result on the decay rate of file
system with the decay rate of the process (E(T k(t))).
Corollary 1. For d=2, if (T 1(0), T 2(0))=(0, r2), we have
E
(
T 1(t)
)
=
r2
κ+2 (ρ)− κ−2 (ρ)
(
e−µκ
+
2 (ρ)t − e−µκ−2 (ρ)t
)
E
(
T 2(t)
)
=
r2
κ+2 (ρ)− κ−2 (ρ)
(
y+e
−µκ+2 (ρ)t − y−e−µκ
−
2 (ρ)t
)
,
where
κ±2 (ρ)
def.
=
(3+ρ)±√(3+ρ)2−8
2
and y±
def.
= −κ±2 +ρ+1.
The definitions with ± just indicate that the identities are taken for + and −
separately. Note that the definition of κ+2 (ρ) is consistent with the definition of
Proposition 5.
Proof of Corollary 1. The above proposition can be used but the work has already
been done to prove Proposition 4. It is not difficult to show that
(m1(t),m2(t)) =
(
E
(
T 1(t)
)
,E
(
T 2(t)
))
satisfies Relation (31) with p(t)=m1(t), i.e. so that g(t)=0 with the notations of
the proof of Proposition 4. One concludes by using Relations (33) and (34). 
A Bound on the Exponential Decay Rate of the Algorithm. The following
proposition gives an estimation of the rate of decay of the network.
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Proposition 6. If LN (t) is the number of files alive at time t,
LN (t) =
∑
f∈FN
1{ANf (t)6=∅},
then there exists a constant K1>0 such that, for all t≥0,
lim sup
N→+∞
E
(
LN (t)
N
)
≤ K1e−µκ
+
d (ρ)t,
where κ+d (ρ) is the constant defined in Proposition 5.
Proof. By using the coupling of the last proposition, one gets
E
(
LN (t)
) ≤ ∑
f∈FN
P
(BNf (t) 6=∅)
≤
∑
f∈FN
E
(BNf (t)) = N∑
i=1
d∑
k=1
1
k
E
(
TNi,k(t)
)
= N
d∑
k=1
1
k
E
(
TN1,k(t)
)
.
Theorem 3 gives the convergence of the sequence of processes (TN1,k(t)) to the so-
lution of the EDS (35), (37) and (37). It is not difficult to obtain an analogue
of Lemma 1 which guarantee the boundedness of the second moments of the vari-
ables TN1,k(t), k=1,. . . ,d, which gives the convergence of the first moments. One has
obtained the relation,
lim sup
N→+∞
E
(
LN (t)
N
)
≤
d∑
k=1
1
k
E
(
T k(t)
)
,
one concludes with Inequality (40). The proposition is proved. 
References
[1] David Aldous and Persi Diaconis, Strong uniform times and finite random walks, Advances
in Applied Mathematics 8 (1987), 69–97.
[2] Aure´lien Alfonsi, Jacopo Corbetta, and Benjamin Jourdain, Evolution of the wasserstein
distance between the marginals of two markov processes, arXiv:1606.02994, 2016.
[3] P. Billingsley, Convergence of probability measures, second ed., Wiley Series in Probability
and Statistics: Probability and Statistics, John Wiley & Sons Inc., New York, 1999, A Wiley-
Interscience Publication.
[4] Pierre Bre´maud, Point processes and queues: Martingale dynamics, Springer-Verlag, New
York, 1981, Springer Series in Statistics.
[5] Tim Brown, A martingale approach to the Poisson convergence of simple point processes,
The Annals of Probability 6 (1978), no. 4, 615–628.
[6] Pietro Caputo, Paolo Dai Pra, and Gustavo Posta, Convex entropy decay via the Bochner-
Bakry-Emery approach, Annales de l’institut Henri Poincare´ 45 (2009), no. 3, 734–753.
[7] Jose´ A. Carrillo, Robert J. McCann, and Ce´dric Villani, Kinetic equilibration rates for gran-
ular media and related equations: entropy dissipation and mass transportation estimates,
Revista Matema´tica Iberoamericana 19 (2003), no. 3, 971–1018. MR 2053570
[8] P. Cattiaux, A. Guillin, and F. Malrieu, Probabilistic approach for granular media equations
in the non-uniformly convex case, Probability Theory and Related Fields 140 (2008), no. 1-2,
19–40.
[9] Byung-Gon Chun, Frank Dabek, Andreas Haeberlen, Emil Sit, Hakim Weatherspoon,
M. Frans Kaashoek, John Kubiatowicz, and Robert Morris, Efficient replica maintenance
for distributed storage systems, NSDI, 2006, pp. 45–58.
[10] Donald A. Dawson, Measure-valued Markov processes, E´cole d’E´te´ de Probabilite´s de Saint-
Flour XXI—1991, Lecture Notes in Math., vol. 1541, Springer, Berlin, 1993, pp. 1–260.
A LARGE SCALE ANALYSIS OF UNRELIABLE STOCHASTIC NETWORKS 31
[11] L. Desvillettes and C. Villani, On the trend to global equilibrium in spatially inhomogeneous
entropy-dissipating systems: the linear Fokker-Planck equation, Communications on Pure
and Applied Mathematics 54 (2001), no. 1, 1–42.
[12] Shaun M. Fallat and Charles R. Johnson, Totally nonnegative matrices, Princeton Series in
Applied Mathematics, Princeton University Press, Princeton, NJ, 2011. MR 2791531
[13] Mathieu Feuillet and Philippe Robert, A scaling analysis of a transient stochastic network,
Advances in Applied Probability 46 (2014), no. 2, 516–535.
[14] Roger A. Horn and Charles R. Johnson, Matrix analysis, Cambridge University Press, Cam-
bridge, 1990, Corrected reprint of the 1985 original.
[15] Jean Jacod, Calcul stochastique et proble`mes de martingales, Lecture Notes in Mathematics,
vol. 714, Springer, Berlin, 1979. MR 542115
[16] Alde´ric Joulin, A new Poisson-type deviation inequality for Markov jump processes with
positive Wasserstein curvature, Bernoulli. Official Journal of the Bernoulli Society for Math-
ematical Statistics and Probability 15 (2009), no. 2, 532–549. MR 2543873
[17] Yuji Kasahara and Shinzo Watanabe, Limit theorems for point processes and their function-
als, Journal of the Mathematical Society of Japan 38 (1986), no. 3, 543–574.
[18] J. F. C. Kingman, Poisson processes, Oxford studies in probability, 1993.
[19] Marie-Noe´mie, Birth and death process in mean field type interaction, arXiv:1510.03238,
2015.
[20] P. A. Markowich and C. Villani, On the trend to equilibrium for the Fokker-Planck equation:
an interplay between physics and functional analysis, Matema´tica Contemporaˆnea 19 (2000),
1–29, VI Workshop on Partial Differential Equations, Part II (Rio de Janeiro, 1999).
[21] S. Meyn and R. Tweedie, Markov chains and stochastic stability, Communications and control
engineering series, Springer, 1993.
[22] Esa Nummelin, General irreducible Markov chains and nonnegative operators, Cambridge
University Press, Cambridge, 1984.
[23] Yann Ollivier, Ricci curvature of Markov chains on metric spaces, Journal of Functional
Analysis 256 (2009), no. 3, 810–864.
[24] Fabio Picconi, Bruno Baynat, and Pierre Sens, An analytical estimation of durability in
DHTs, Distributed Computing and Internet Technology (Tomasz Janowski and Hrushikesha
Mohanty, eds.), Lecture Notes in Computer Science, vol. 4882, Springer, 2007, pp. 184–196.
[25] Eduardo Pinheiro, Wolf-Dietrich Weber, and Luiz Andre´ Barroso, Failure trends in a large
disk drive population, 5th USENIX Conference on File and Storage Technologies (FAST’07),
2007, http://research.google.com/archive/disk failures.pdf, pp. 17–29.
[26] Sriram Ramabhadran and Joseph Pasquale, Analysis of long-running replicated systems, Pro-
ceedings IEEE INFOCOM 2006. 25TH IEEE International Conference on Computer Com-
munications (Barcelona, Spain), IEEE, April 2006, pp. 1–9.
[27] Sean Rhea, Brighten Godfrey, Brad Karp, John Kubiatowicz, Sylvia Ratnasamy, Scott
Shenker, Ion Stoica, and Harlan Yu, OpenDHT: a public DHT service and its uses, Pro-
ceedings of SIGCOMM, 2005, pp. 73–84.
[28] L. C. G. Rogers and David Williams, Diffusions, Markov processes, and martingales. Vol. 2:
Itoˆ calculus, John Wiley & Sons Inc., New York, 1987.
[29] Antony Rowstron and Peter Druschel, Storage management and caching in PAST, a large-
scale, persistent peer-to-peer storage utility, Proceedings of SOSP, ACM, 2001, pp. 188–201.
[30] Wen Sun, Mathieu Feuillet, and Philippe Robert, Analysis of large unreliable stochastic
networks, Annals of Applied Probability 26 (2016), no. 5, 2959–3000.
[31] Wen Sun, Ve´ronique Simon, Se´bastien Monnet, Philippe Robert, and Pierre Sens, Analysis of
a stochastic model of replication in large distributed storage systems: A mean-field approach,
ACM-Sigmetrics (Urbana-Champaign, IL USA), ACM, June 2017.
[32] A.S. Sznitman, Topics in propagation of chaos, E´cole d’E´te´ de Probabilite´s de Saint-Flour
XIX — 1989, Lecture Notes in Maths, vol. 1464, Springer-Verlag, 1991, pp. 167–243.
(R. Aghajani) Department of Mathematics, University of California San Diego, 9500
Gilman Drive, La Jolla, CA 92093, USA.
E-mail address: maghajani@ucsd.edu
32 REZA AGHAJANI, PHILIPPE ROBERT, AND WEN SUN
(Ph. Robert, W. Sun) INRIA Paris, 2 rue Simone Iff, F-75012 Paris, France
E-mail address: Philippe.Robert@inria.fr
URL: http://team.inria.fr/rap/robert
E-mail address: Wen.Sun@inria.fr
