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The tetrahedral analog of Veneziano amplitude
Igor G. Korepanov
Abstract
In solv-int/9812016 it was shown that the Veneziano amplitude in string
theory comes naturally from one of the simplest solutions of the functional
pentagon equation (FPE). More generally, FPE is intimately connected with
the duality condition for scattering processes. Here I find the amplitude that
comes the same way from a solution of the functional tetrahedron equation,
with the duality replaced by the local Yang–Baxter equation.
1 Introduction
It was shown in [1] that the famous Veneziano amplitude, from which all the string
theory starts, comes naturally from one of the simplest solutions of the functional
pentagon equation (FPE). More generally, FPE is intimately connected with the
duality condition for scattering processes.
From the viewpoint of the theory of integrable models, FPE is a rather trivial
equation whose solutions have transparent geometrical or group-theoretic mean-
ing [1, section 5]. It looks natural to search for similar constructions with FPE
replaced by the functional tetrahedron equation (FTE). As the relations between
the pentagon and duality condition are like those between the tetrahedron and lo-
cal Yang–Baxter equation (LYBE), the duality condition is likely to be replaced by
LYBE.
In this paper, I find such FTE and LYBE solutions that are described by formulas
very similar to those describing Veneziano amplitude in [1], including the fundamen-
tal property of Mo¨bius invariance. They are what I mean by the tetrahedral analog
of Veneziano amplitude.
2 A functional transformation for edge variables
from refactorization equation
Consider the following “refactorization equation” for the product of three matrices:

 a1 b1 0c1 d1 0
0 0 1



 a2 0 b20 1 0
c2 0 d2



 1 0 00 a3 b3
0 c3 d3

 =
1
=
 1 0 00 a′3 b′3
0 c′3 d
′
3



 a
′
2 0 b
′
2
0 1 0
c′2 0 d
′
2



 a
′
1 b
′
1 0
c′1 d
′
1 0
0 0 1

 , (1)
(a1, . . . , d
′
3 are numbers) for the case when all six submatrices
(
a
(′)
i b
(′)
i
c
(′)
i d
(′)
i
)
have the
form (
a b
c d
)
=
(
α 1− α
1− β β
)
. (2)
In other words, each of the six matrices in (1) transforms the vector

 11
1

 into itself.
It is known from [2, 3, 4] that each side of (1) determines the other side to
within some “gauge freedom”, and one can verify that the additional conditions (2)
are exactly good for fixing that freedom.
The fate of an arbitrary vector

 pq
r

 under the action of both sides of (1) is more
complicated. We present it in Figure 1, where we denote the matrices entering (1),
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Figure 1:
in their order in that equation, by letters X1, X2, X3, Y3, Y2, Y1. The meaning of
the LHS of Figure 1 is that
X3

 pq
r

 =

 pv
w

 , X2

 pv
w

 =

uv
z

 , X1

uv
z

 =

 xy
z

 ,
while the meaning of the RHS is that
Y1

 pq
r

 =

 fg
r

 , Y2

 fg
r

 =

 xg
h

 , Y3

 xg
h

 =

xy
z

 .
One can see that if, vice versa, all the values x, y, z, . . . in e.g. the LHS of Figure 1
are given, then matrices X1, X2, X3 of the form (2) are recovered unambiguously.
2
So, we can take some given values of nine numbers in the LHS, get the triple of
matrices X1, X2, X3 from them, then get Y1, Y2, Y3 by (1), and then get the missing
values f, g, h in the RHS from p, q, r using Y1, Y2, Y3. We will formulate this the
following way: for any fixed “outer” variables x, y, z, p, q, r, the transformation
R = R(x, y, z, p, q, r) : (u, v, w) 7→ (f, g, h) (3)
is given.
The transformations (3) satisfy the functional tetrahedron equation (FTE). To
explain this, note that equation (1) can be naturally regarded as an equation in
the direct sum of three one-dimensional complex linear spaces, each of the matrices
acting nontrivially only in a direct sum of two of them. One can consider similar
relations in a direct sum of four spaces (each of the matrices acting nontrivially
again only in a direct sum of two spaces). Let us picture in Figure 2 the spaces as
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Figure 2:
straight lines, put matrices at their intersections, and attach the results of matrix
action upon some 4-vector to line segments like in Figure 1, and then consider the
transition from the LHS of Figure 2 to its RHS as a composition of “elementary”
transformations R of type (3).
As was explained in the paper [4] (and the reader will verify it him-/herself
easily), there exist two different compositions of four Rs both transforming the LHS
of Figure 1 in its RHS. The first of them starts with R356, by which we mean “turning
inside out” triangle 356, while the other—with R123. We can write FTE in the same
abstract form as in [4]:
R123 ◦R145 ◦R246 ◦R356 = R356 ◦R246 ◦R145 ◦R123, (4)
but the sense of (4) is now different: R is now a transformation of variables belonging
to the edges rather than of matrices belonging to vertices.
To prove FTE (4) for edge variables, note that the variables belonging to inner
edges (i.e., say, edges 12, 13, . . . , 56 in the LHS of Figure 2) are unambiguously
recovered if variables at outer edges and matrices at vertices are given. The FTE
for matrices, according to [4], does hold, while the variables at outer edges are not
changed by the transformations. Thus, the variables at inner edges do not depend
on the way of transformations as well.
3
3 Mo¨bius invariance
The same way as we have traced the fate of vector

 pq
r

 under the action of LHS
and RHS of (1) in Figure 1, we can trace the fate of two more vectors, namely

 pnqn
rn

 = κ

 11
1

+ λ

 pq
r

 and

 pdqd
rd

 = µ

 11
1

+ ν

 pq
r

 , (5)
where κ, λ, µ, ν are some constants (and subcripts n and d stand for “numerator” and
“denominator”, see formula (6) below). I do not draw here corresponding diagrams,
differing from Figure 1 only in that n or d is added to all small letters.
Now let us do the following gauge transformations (in the sense of [2, 3, 4]) on
matrices X1, . . . , Y3:(
a1 b1
c1 d1
)
7→
(
a˜1 b˜1
c˜1 d˜1
)
=
(
x−1
d
0
0 y−1
d
)(
a1 b1
c1 d1
)(
ud 0
0 vd
)
,
(
a2 b2
c2 d2
)
7→
(
a˜2 b˜2
c˜2 d˜2
)
=
(
u−1
d
0
0 z−1
d
)(
a2 b2
c2 d2
)(
pd 0
0 wd
)
,
(
a3 b3
c3 d3
)
7→
(
a˜3 b˜3
c˜3 d˜3
)
=
(
v−1
d
0
0 w−1
d
)(
a3 b3
c3 d3
)(
qd 0
0 rd
)
,
(
a′1 b
′
1
c′1 d
′
1
)
7→
(
a˜′1 b˜
′
1
c˜′1 d˜
′
1
)
=
(
f−1
d
0
0 g−1
d
)(
a′1 b
′
1
c′1 d
′
1
)(
pd 0
0 qd
)
,
(
a′2 b
′
2
c′2 d
′
2
)
7→
(
a˜′2 b˜
′
2
c˜′2 d˜
′
2
)
=
(
x−1
d
0
0 h−1
d
)(
a′2 b
′
2
c′2 d
′
2
)(
fd 0
0 rd
)
,
(
a′3 b
′
3
c′3 d
′
3
)
7→
(
a˜′3 b˜
′
3
c˜′3 d˜
′
3
)
=
(
y−1
d
0
0 z−1
d
)(
a′3 b
′
3
c′3 d
′
3
)(
gd 0
0 hd
)
.
Here, of course, xd = µ+ νx etc., in analogy with pd, qd and rd in (5).
Denote the so obtained matrices X˜1, . . . , Y˜3. Now imagine a version of Figure 1
for these matrices with tildes. One can say that the transformation of vectors
corresponding to the above gauge matrix transformation has brought all variables
with subscript d into 1, and hence the matrices with tildes have again the form (2).
As for the variables with subscript n, they turned into
x→ x˜ =
xn
xd
=
κ + λx
µ+ νx
etc. (6)
We see from here that a linear-fractional (Mo¨bius) transformation of variables
x, y, . . . commutes with the transformation R. Clearly, the same conclusion could
be made from the explicit formulas for R given in Section 4. The Mo¨bius invariance
is an argument in support of the idea that R really is an analog of “pentagonal”
transformation from [1] connected with Veneziano amplitude.
4
4 Connection between volume elements and the
explicit form of functional transformation
Let us now vary the edge variables in Figure 1, with matrices X1, . . . Y3 fixed. For
instance, consider the variables at outer edges of the LHS of that Figure as functions
of three inner variables u, v, w, and calculate the corresponding partial derivatives.
The reader will easily check that
∂x
∂u
=
x− v
u− v
,
∂x
∂v
=
x− u
v − u
,
∂y
∂u
=
y − v
u− v
(7)
and so on.
Using formulas of the type (7), it is not hard to obtain the following relations
for “volume elements”:
dx ∧ dy ∧ dz =
x− y
u− v
z − u
w − u
du ∧ dv ∧ dw (8)
from the LHS of Figure 1 and similarly
dx ∧ dy ∧ dz =
x− h
f − h
y − z
g − h
df ∧ dg ∧ dh (9)
from its RHS. The equalness of the RHSs of (8) and (9) can be called “the relation
between du ∧ dv ∧ dw and df ∧ dg ∧ dh got via dx ∧ dy ∧ dz”.
Similarly, the equalness of the RHSs of relations
dy ∧ dz ∧ dp =
y − u
v − u
z − p
w − u
du ∧ dv ∧ dw (10)
and
dy ∧ dz ∧ dp =
y − z
g − h
p− g
f − g
du ∧ dv ∧ dw (11)
can be called “the relation between du∧dv∧dw and df∧dg∧dh got via dy∧dz∧dp”.
There are four more pairs of relations of the type (8–11) with dz∧dp∧dq, dp∧dq∧dr,
dq ∧ dr ∧ dx and dr ∧ dx ∧ dy respectively in their LHSs.
Certainly, one can exclude the differentials from those relations and obtain for-
mulas giving explicitely the connection between edge variables, i.e. the transforma-
tion R, namely
x− y
u− y
u− z
p− z
=
x− h
f − h
f − g
p− g
, (12)
y − x
v − x
v − r
q − r
=
y − h
g − h
g − f
q − f
, (13)
z − p
w − p
w − q
r − q
=
z − g
h− g
h− f
r − f
, (14)
x− v
u− v
u− w
p− w
=
x− r
f − r
f − q
p− q
, (15)
y − u
v − u
v − w
q − w
=
y − z
g − z
g − p
q − p
, (16)
z − u
w − u
w − v
r − v
=
z − y
h− y
h− x
r − x
. (17)
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5 Local Yang–Baxter equation
The local Yang–Baxter equation (LYBE) dealt with in this section differs from the
conventional Yang–Baxter equation, first, in its continuous (instead of usual discrete)
“set of colours” and, second (and this is what makes it “local”, or “twisted”), in that
all six R-matrices (instead of which we will have, however, functions of 4 complex
variables) entering it are different (in the usual Yang–Baxter equation, the LHS and
RHS are made from the same 3 matrices, multiplied in different orders). Namely,
our LYBE will have the following form (for real x, y, . . .):∫
L(x, y, u, v)M(u, z, p, w)N(v, w, q, r) du∧ dv ∧ dw
=
∫
N ′(y, z, g, h)M ′(x, h, f, r)L′(f, g, p, q) df ∧ dg ∧ dh. (18)
In the same way as the duality relation in [1], the equality (18) will hold if we
require that the relation hold obtained from (18) by removing the integration signs,
with the triples of variables u, v, w and f, g, h connected by some dependence. For
such dependence, we will take the transformation R from formula (3). Then, the
following construction of functions L, . . . , N ′ can be proposed.
Take the relation
x− y
u− v
z − u
w − u
du ∧ dv ∧ dw =
x− h
f − h
y − z
g − h
df ∧ dg ∧ dh (19)
(see (8, 9)), and also the relations (12–17) raised in arbitrary degrees (the relations
(12–17) are not independent, so one of those degrees can be set to zero). Then
multiply separately the LHSs and RHSs of all so obtained relations (including (19)).
The obtained LHS and RHS will be exactly the integrands in (18), and from them
the multipliers L, . . . , N ′ depending on proper quadruples of variables are easily
extracted.
I leave for further work the problem of possible choices of integration domains
in (18) and integral regularization (if needed). The explicit form of functions
L, . . . , N ′ will also be presented elsewhere. Let me just note that we can also regard
all the variables x, y, . . . as complex. In such case, we should multiply the inte-
grands (including differentials) by their complex conjugates and integrate over some
domains of six real dimensions. This will be the tetrahedral analog of Virasoro–
Shapiro amplitude.
6 Discussion
The LYBE of the form (18), as well as the duality equations from [1], are interesting
because there exists a hope to construct from them interesting “exactly solvable”
functional integrals, perhaps connected with 3-dimensional statistical physics. By
the way, here I have presented the tetrahedral analog of one of two models in [1], and
it seems fascinatingly interesting to construct the analog of the other model (and
their generalizations). Very interesting will be also to clarify the relations between
6
pentagon and tetrahedron equations, where, despite the presence of the excellent
work [5], many things are unclear.
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