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This paper examines the problem of determining a sequence of questions, 
or a questionnaire, in order to optimally identify the unknown state of a system 
for the case where the answers to the questions asked are not necessarily 
truthful. The problem is modeled by a slight generalization of the partially 
observed Markov optimization problem for the special case where the under- 
lying process is not allowed to change state during the period of questioning. 
In this formulation, each question is considered equivalent o a discrete 
memoryless channel and its associated channel matrix. Recent results in 
questionnaire theory and an apphcation of restriction set theory to diagnosis 
are shown to be essentially equivalent to the case where all available channel 
matrices are deterministic, Le., all questions receive truthful replies, and 
further results for this particular case are determined. When answers to 
questions are not necessarily truthful, a charge per question of the channel 
capacity of the associated channel and an appropriate terminal charge are 
shown to imply that the average cost of a questionnaire is bounded below by the 
Shannon entropy of a given a priori density, thus further exploring the relation- 
ship between optimal diagnostic questioning and information theory. Conditions 
sufficient for an optimal questionnaire to attain this lower limit are then 
presented. 
INTRODUCTION 
Th is  paper  is concerned wi th  the prob lem of determin ing  an opt imal  
diagnostic quest ionnaire  to ident i fy the unknown state of a system where:  
(i) the system has a finite state space, (ii) the system does not  change state 
dur ing  the per iod of quest ioning,  (iii) the decision as to which quest ion is to 
be asked next is al lowed to be dependent  on an a pr ior i  probabi l i ty  density, 
all former quest ions asked, and all replies to those questions,  and (iv) answers 
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to questions are not necessarily assumed to be truthful. The fourth 
assumption, a common aspect of many medical diagnosis tests, distinquishes 
a primary concern of this paper and recent questionnaire theoretic models of 
optimal diagnosis which assume all questions are truthfully answered. The 
optimal diagnosis problem is modeled as a special case of a slight extension of 
the partially observed Markov optimization problem considered by Aoki 
(1965), Astrom (1965), Sondik (1971), and others. For this model of the 
optimal diagnosis problem, a control value corresponds to a question and, in 
correspondence to the above assumptions, (i) the underlying process has a 
finite state space, (ii) the control independent transition probability matrix 
is the identity matrix, (iii) the information pattern is classical (Witsenhausen, 
1971), and (iv) the control variable affects the observation quality, or channel, 
matrix, which may be other than deterministic for some control values. A 
direct relationship thus exists between a diagnostic question and a discrete 
memoryless channel. 
The problem of optimal diagnosis, for the case where the unknown state of 
the system undergoes no transition during the period of questioning, has been 
examined in the context of questionnaire theory (Duncan, 1974 a, 1974 b, 
1975), restriction set theory (Figueras, 1972, Chapter 3) and partially observed 
Markov optimization theory (Hockstra, 1974). Duncan (1974 a, 1974 b, 
1975) has explored the relationship between the questionnaire theory of 
Claude Picard (1965) and noiseless coding theory (discussed, for example, 
in Ash, 1965), considering the case where only truthful responses to questions 
are permitted. Duncan (1975) defined a question as a partition of the state 
space and its answer as the element of the partition which contains the un- 
known state of the system. A charge of log(d) for each partition containing d
elements was shown to generate a charging scheme which caused the average 
charge of a questionnaire to be bounded below by the Shannon entropy of the 
given a priori probability density vector. Graph-theoretic methods were 
employed to obtain such results. Essentially the same approach to optimal 
diagnosis for a more general cost structure was taken independently by 
Figueras (1972, Chapter 3) in an application of restriction set theory to 
stochastic decision systems. Recently, Hockstra (1974) has considered a special 
case of the problem of optimal partitioning using a finite-state discrete-time 
partially observed Markov optimization model. Hockstra assumed that an 
inspector, in examining a component ofa nonfunctioning machine, knows with 
probability one whether or not the component is the cause of the failure. 
Hockstra's model is a special case of the diagnosis and repair-treatment 
problems whlch have been modeled by the partially observed Markov and 
semi-Markov optimization problems (Sondik, 1971; Hockstra, 1973; White, 
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1974). These more general problem formulations have allowed the unknown 
state of the system to make transitions during the questioning period and have 
also considered the subsequent problem of treatment and/or repair. No direct 
attempt has been made to relate the determined results to information 
theoretic oncepts. 
The outline of this paper is as follows. The optimal diagnosis problem is 
formulated and preliminary results given in Sections 2 and 3, respectively. 
The truthful response case is discussed in Section 4. The essentially identical 
optimal diagnosis problems considered by Duncan (1975) and Figueras 
(1972, Chapter 3) are shown to be equivalent o the problem formulated in 
Section 3 for the case where all questions are associated with deterministic 
channel matrices. A recent result due to Hockstra (1974) is then generalized. 
This result gives a more specific description of an optimal diagnostic question- 
naire allowing only truthful responses than the description obtained from the 
usual conditions for optimality for the general partially observed Markov 
optimization problem. The case where all channel matrices are not necessarily 
deterministic is discussed in Section 5. A charging scheme of the channel 
capacity of each question asked and a reasonable terminal cost is shown to 
imply that the average charge of a questionnaire has a lower bound of the 
Shannon entropy of the a priori density. Conditions which imply that the 
lower bound is achieved for the cost are also presented. Conclusions and 
computational considerations are discussed in the last section. 
PROBLEM FORMULATION 
Let f2 = (1,..., S) be a finite state space containing the unknown state s 
which we wish to identify. Define ~(A)  as the set of all probability density 
vectors on any finite set A, and le'~ X = ~(f2) .  Assume an a priori 
density x ° ~-  (xo)°), x~ ° -~  P (s  ~ ~o). It is assumed throughout his paper 
that the unknown state makes no transition during the period of questioning. 
Let U be the set of all questions that may be asked in the effort to identify 
the unknown state, and assume for simplicity that the set of all answers that 
may be given to the questions asked in U is also .Q. Let u( t  - -  1) represent 
the tth question asked (u(0) will be the first question asked), and designate 
z(t) as its answer. A question u( t  - -  1) and its answer z(t) are assumed related 
by the given probabilities q~oT~(v) = P (z ( t )  = k [ s = ~o, u ( t  - -  1) = v). The 
matrix Q(v)  = (q,o~(v))  is then stochastic and is called the observation quality, 
or channel, matrix associated with question v. A question can thus be inter- 
preted as a discrete memoryless channel with identical input and output 
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alphabets through which the unidentified state is sent, where 'the subsequent 
answer represents the received signal. The more notationally complicated 
assumption that the output alphabet differs from the input alphabet is a 
straightforward extension of results to follow. 
Let the data sequence d t - - (x  °, (u(0), z(1)),..., (u ( t -  1), z(t))), and 
define the information process (~(t, d~), t ~ 0, 1,...) as follows: £(t, d~) = 
(~o(t, d,)) ~ X, where ~o,(t, dt) ~ P(s ~ co ] dr). The information process has 
been shown to be a controlled Markov process (Astrom, 1965; Sawaragi 
and Yoshikawa, 1970). Let V(k, x, v) = 7~o~q~(v) x~ , To~(k, x, v) ~- 
qo~,~(v) x~/V(k, x, v), and T(k, x, v) ~ (T~(k, x, v)). (When V(k, x, v) = O, 
define T(k, x, v) arbitrarily in X.) Note also that V(k, x, v) = xRk(v) l  and 
T(k, x, v) = xRk(v)/V(k,  x, v), where R~(v) = diag{q~(v)}, a diagonal matrix, 
and where y l  =- Y~iYi . Bayesian arguments then show that £(t + 1, dr+l) = 
T(k, 2(t, dr), v), where d~+ 1 = {d~, (v, k)}, and that V(k, ~(t, dr), v) =- 
P(z(t  + 1) = k [ u(t) = v, d,). Note that each element in the set of verticies of 
X, ~f" = {% 6 X: co E f2} where e~ has a 1 in the wth position, is absorbing 
for the information process. 
Let c: sQ × X × U--+ R be the uniformly bounded nonnegative real- 
valued function such that c(co, x, v) represents the cost accrued when question 
v is asked, the system state is co, and the state of the information process is x. 
The expected cost accrued as a result of the (t + 1)st question is then 
g(x, v) ~- xc(x, v) = Z~x~c(co, x, v), given u(t) = v and ~(t, dt) = x. 
Let c o : D × X-+ R be the uniformly bounded nonnegative function such 
that Co(W , x) represents the terminal cost accrued after all questions have 
been asked, given the system is in state co and the state of the information 
process following the answer to the last question is x. The expected terminal 
cost is then go(X) = XCo(X ) ~ ~,~ x,~co(co , x), given 2(N, dN)= X, where u(N --  1) 
is the final question to be asked and N is a known fixed positive integer. In that 
the diagnosis problem is assumed to stop once the system state has been 
unambiguously identified, let g(x, v) - 0 and go(X) = 0 when x ~ ~,  for 
all v. The total cost accrued by the questions u(0),..., u(N --  1) is then the 
N--1 
random variable C N ~ 5-'.,=0 c(co, £(t,d,), u(t)) + Co(co, ~(N, dN) ). 
A questionnaire ~b = (~bt, t = 0, 1,...) is a sequence of decision rules 
which determines the sequence of questions to be asked. A questionnaire is 
said to be (deterministic) admissible if for all t -- 0, 1,..., ~b, 6 Uis functionally 
dependent on the data sequence d, ; thus, ~bt = ~bt(dt) E U for all t. It also is 
assumed that the questionnaire selector (the purpose of selection will be 
stated below) knows the structure of the diagnostic problem, which is com- 
prised of the definition of an admissible questionnaire, the sets ~ and U, 
the cost functions c and c o , the channel matrices for all v ~ U, and the fact 
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that the system state makes no transition during the interval of questioning. 
Optimal diagnosis problem PN is the problem of choosing an admissible 
questionnaire which minimizes E~0{CN} with respect to the set of all admissible 
questionnaires of length N, where E~0 denotes the expectation operator 
conditioned on a priori density x ° ~ X. A minimizing questionnaire is said to 
be an optimal questionnaire. 
PRELIMINARY RESULTS 
Problem PN differs slightly from the finite horizon partially observed 
Markov optimization problem considered by Aoki (1965), Astrom (1965), 
Sondik (1971), and others in that c and c o are allowed to be dependent on the 
information process. This dependence has been assumed in order to ensure 
that the diagnostic problem essentially stops once (almost sure) diagnosis is 
made. The development of recursive cost equations and conditions for 
optimality are now outlined for clarity of notation for this slight extension of 
the partially observed Markov optimization problem. Details can by deter- 
mined by dire~t generalization of results found in Astrom (1965) and White 
(1974), or in Sawaragi and Yoshikawa (1971), Rhenius (1974), and others for a 
more general problem setting. 
Let ~.t(d~) = Ea~(~¢=-~ c(oJ, 2(k, d~), 4~k(dk)) + Co(CO , ~(N, dN))}, which 
represents the expected cost to be accrued by questions 4J1~(dk), k = t ..... 
N --  1, and the terminal cost. The function xP~., can then be shown to satisfy 
the recursive quation ff'~.,(dt) ~- g(x, v) + ~k V(k, x, v) 13~.,+1({dt , (v, k)}), 
t = N - -  1,..., 0, where x : 2(t, dr), v : ~bt(d~) , and/~r,N(dN) = go(2(N, dN)). 
I f  ~ depends on d~ only through ~(k, d~) for k ---- t,..., N --  1, then there exists 
a function F¢n., : X- -+ R which satisfies F~.t(x) : g(x, ~bt(x)) + 
2~ V(k, x, ~t(x)) F~N,,+I(T(k, x, v)), t -~ N --  1,..., O, F~N,~c(x) = go(X) such 
that/~N.t(dt) = l"~N.t(~(t, d~)) for all t ~ 0,..., N and all dt which has positive 
probability of occuring. 
Define ]~u.~(d~)  inf~ F~N,~(dt), where the infimum is taken with respect o 
the set of all admissible sequences of questions ~ ,..., ~N-1 • The Principle of 
Optimality, i.e., the interchange of appropriate infimum and expectation 
operators allowed by the causal structure of the system and the admissible 
questionnaires, then implies that there is a function I 'N,~:X--> R which 
satisfies the dynamic programming equation I'N.~(x ) = inf~cr/~*~(x), where 
F~ (x) = g(x, v) -}- E~ V(k, x, v) l"~¢,,+l(T(k, x, v)), t = N -- 1,..., O, 
Z'~C,N(X) = go(X), such that ff~c,,(dt) =/'N,~(z?(t, d~)), t = 0,..., N. A necessary 
and sufficient condition for a questionnaire to be optimal is that it achieves the 
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infimum of the dynamic programming equation for all t = 0,..., N --  1 for 
all 2(t, d,) where d, has positive probability of occuring (see Hinderer, 
1970, p. 48) which implies that the information process is a sufficient statistic 
for the optimal diagnosis problem. 
It has been shown by Astrom (1969), Sondik (1971), and others, that for the 
case where c and c o are independent of the information process, -PN.~ 
is a concave function, a particularly useful property in the development of 
many proofs and computational algorithms. Additional assumptions must 
be made if the concavity of the function/'N.t for problem PN is desired. By 
direct generalization of results in Astrom (1969) and Sondik (1971), it is 
easily shown that i fg and go are concave on X, then -P2¢., is also concave on X. 
The concavity ofg  o (g for all v ~ U) is guaranteed if either c0(oJ , x)(c(oJ, x, v) 
for all v e U) is independent of oJ and concave on X or if c0(m , x)(c(a,, x, v) 
for all v e U) is constant on X ~-~ ~'.  
THE TRUTHFUL RESPONSE CASE 
In this section, the essentially identical optimal diagnosis problem formula- 
tions of Duncan (1975) and Figueras (1972, Chapter 3) are shown to be 
equivalent to problem PN for the special case where all channel matrices are 
equivalent to deterministic channel matrices. A result due to Hockstra (1974) 
is then generalized for this special case, providing a more specific description 
of an optimal questionnaire than that provided by the conditions for optimality 
presented in Section 3. 
Duncan (1975) defined a question on a subset A of£2 as a partition of A and 
an answer to the question asked as the element of the partition which contains 
the unidentified state. An answer was assumed truthful in the sense that it 
always contained the unidentified state. A questionnaire determined the 
tth question on the basis of the pair (x °, Zt) , where Z t = z(t) C~ Z~_ 1 and 
Z 0 = D. (Recall that in Duncan, 1975, z ( t )C  Y2.) Essentially the same cost 
structure was used as defined in Section 2. Figueras (1972) allowed a decision 
to be based in general on (x °, u(0),..., u(t --  l), Zt), where again a decision was 
a partition and an observation was the truthful reply of which element of the 
partition contained the unknown state. It  has been shown by Theorem 2.3 
(Figueras, 1972, p. 81) that for the cost structure considered in this paper, in 
(Duncan 1975), and in (Figueras, 1972, Chapter 3), the pair (x °, Z~) is a 
sufficient statistic for the problem considered by Duncan and Figueras. I t  is 
easily shown that dt is equivalent to (x °, u(0),..., u(t --  1), Z~). We now show 
that the question-answer scheme of Duncan and Figueras is equivalent to the 
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class of deterministic memoryless channel matrices, which implies that 
((x °, Zt), t = 0, 1,...) is also a sufficient statistic of the problem considered in 
this paper, if each question in U is equivalent o a deterministic discrete 
memoryless channel matrix. 
Let v be the partition (f2,1,..., Y2, ~) of 12, where ~5 is called the resolution of 
the question v. Define the S × S matrix Q(v) = (qo~k(v)) as follows. For 
co ~ Y2~, assume qo~(v) = 0 for k ~ 12, "~ and that qo~e(v) = qo/e(v) > 0 for all 
oJ, co', k e ~ such that ~k~r2j~ q~,k(v) = 1, for all m = 1,.., ~. The matrix 
O(v) is stochastic and is easily shown to imply the partition v. Note that the 
answer z(t) to the tth question v will be an element of the partition in which 
the unidentified state resides, but once the partition is determined, the 
answer given provides no additional information as to which element in the 
partition is the unidentified state. Note also that the constructed channel 
matrix Q(v) is equivalent to an S × ~ deterministic channel matrix. Although 
it is a slight abuse of nomenclature, the square channel matrix O(v) constructed 
as above will be referred to as a deterministic channel matrix. 
The results above have shown that the optimal diagnostic problems con- 
sidered by Duncan and Figueras are equivalent o the problem formulated 
in Section 2 for the special case where all questions are associated with 
deterministic channel matrices. It has also been shown that ((x °, Zt), 
t = 0, 1,...) is a (nontrivial) sufficient statistic for this special case. It is 
noted, however, that convenient use of ((x °, Zt), t = 0, 1,...) as a sufficient 
statistic is limited to the (truthful) deterministic hannel matrix case. (Note 
also that (x °, Zt) contains "more superfluous information" than Ye(t, dr) in 
the sense that Yc(t, dr) can be determined from (x °, Zt) but not conversely.) 
The following generalization of a result due to Hockstra (1974) is most 
conveniently cast in the partially observed Markov control formulation, 
suggesting that the problem formulated in Section 2 also represents a poten- 
tially fruitful approach to the diagnostic problem where only truthful answers 
are allowed. 
THEOREM 1. Assume both go(x) and g(x, v), for all v ~ U, are concave 
on X .  Let x 1, x 2 ~ ~(Zt )  ~-, 7Y ~ be such that (i) Ct(x i) = v ---- (f2~ 1.... f2v ~) is 
an optimal (t + 1)st question for i = 1, 2 for problem Pn ,  t < N,  and (ii) 
there is a ~7~ for each k ~ {1,..., ~} such that x~ 1 = fi~xj 2, for all j ~ Zt c~ Y2flq 
Then, v is an optimal (t -}- 1)st question for any convex combination of x 1 
and x 2. 
Proof. Note that s can be considered a two-vector, one element of which is 
completely observed and represents the partition to which s belongs. The 
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other element hen represents the element in the partition designated by the 
first element, which is completely unobserved. It then follows from results 
in (White, 1975) that FN,~(x ) = Xk=l V(k, x, v)/ 'N, , (T(k,  x, v)) for x e {x 1, x~}. 
Note that the hypotheses on x 1 and x 2 imply that T(k, x 1, v) = T(k, x ~, v), for 
all k ~ {1,..., ~}. Then, FN.t(x z) = xiA, where A = 22=1 Rk(v)l-PN,,(T(k, x', v)) 
and where A is independent of i. The hypotheses on g and go guarantee that 
F~r.t is concave on X~-~¢/~ and can thus be expressed as/~N,~(x) = min~(c~,,(x)) 
X N ¢/', where for some l, a~,,(x) = xA. It is then clear that v is an optimal 
control at the time of the (t + 1)st question for any convex combination of 
x 1 and x 2. Q.E.D. 
It is straightforward to also show that the result of Theorem 1 holds true 
for the N = oo case under the hypotheses of Theorem 1 and the assumption 
that limN~ . FN,0(X °) exists. 
For machine maintenance problems, it is often the case that for each 
element ~o a ~2, there is a partition v~ = ({~o}, ~2 ,-~ ~o); that is, if the inspector 
decides to examine component ~ of the system (assuming the system has 
failed and the failure is caused by at most a single component failure), it is 
recognized with probability one that upon examination either the component 
has failed or it has not failed. The following result due to Hockstra (1974) is 
then a direct consequence of the above theorem. 
COROLLARY 1. Let go and g, for all v ~ U, be concave. Assume x 1, x ~ ~ X 
are such that (i) x z ~/Sxl + (1 --  fl) e~for some 13 ~ (0, 1], and (ii) v~ is optimal 
for both x I and x ~ at the time of the (t + 1)st question. Then, for any x = ~x 1 @ 
(1 - ~) x 2, ~ ~ [0, 1],/~N.,(x) - F~7)(x). 
The result also holds true for the N = oo case if limn~ ~ F~c.o(X° ) exists. 
Corollary 1 describes regions of constant control in X, the region being a 
ring around the vertex eo~. It is also shown in Hockstra (1974) that if 
maintenance controls are included in U, that under certain reasonable 
assumptions, the above region has the shape of a halo. Interestingly, such 
regions are not necessarily convex; a counterexample is presented in Hockstra 
(1973). 
QUESTIONNAIRES WHICH ALLOW LESS THAN TRUTHFUL RESPONSES 
In the previous section only questions and answers were permitted which 
were equivalent o discrete memoryless deterministic hannel matrices. 
In this section questions and answers are permitted which are equivalent to 
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general discrete memoryless channel matrices; thus, questions are no longer 
assumed to elicit truthful answers. A charge of the channel capacity associated 
with such a matrix is assumed to be accrued when its related question is 
asked, which generalizes the charging scheme introduced in (Duncan, 
1974a, 1974b, 1975). Such a charging scheme is shown to imply that the 
average charge accrued by an admissible questionnaire is bounded below by 
the Shannon entropy of the a priori probability density when a reasonable 
terminal charge is imposed. Conditions on the set of admissible questions are 
then presented which imply that the lower bound can be reached. 
Let H: X -+ R be the Shannon entropy function, i.e., H(x) 
- -~s=l  x~ log x~, where the base of the logarithm can be chosen arbitrarily 
and where 0 log 0 is defined as 0. Define the nonnegative function I(x, v) z 
H(x) -- ~ V(k, x, v) H(T(k, x, v)), which represents the information pro- 
cessed by the channel associated with question v, given x E X. The channel 
capacity of the channel associated with question v is then c(~o, x, v) 
sup~x I( y, v), for x ~ ~/'. Since H is uniformly bounded and continuous on 
X, V(k, x, v) is linear on Xfor  fixed k and v, and Xis  compact, he supremum 
is achieved (Hinderer, 1970, p. 31). Hence, there exists a function ~: U--~ X 
such that I(~(v), v) ~- c(x, v), x ~ ~/P, for all v ~ U. For terminal cost, assume 
g(x) ~- Co(X ) = H(x). Such a cost structure is clearly reasonable since the 
capacity of "information flow" of a question is directly related to its charge 
and the penalty assessed after the final question has been asked and its answer 
given is directly related to the uncertainty of the system state. 
The proposed cost structure also generalizes the cost structure proposed 
by Duncan (1974a, 1974b, 1975) since the channel capacity of the channel 
associated with a resolution 3 question which elicits only a truthful response 
is log 3. This result is proven as follows. Consider the deterministic channel 
matrix Q(v) which was constructed in the previous ection as equivalent to 
the partition (f2~l,..., f2~ ~) off2. It is easily shown that for k ~ f2~% V(k, x, v) 
qo,~(v) ~..o,~# xo, (recall q~(v) is independent of co), T~o(k, x, v) =xo,/~o,~a# xo, 
for o~ E f2, ~, and T,~(k, x, v) =- 0 for oJ ~ f2, "~, m ---- 1,..., 3. Noting T(k,x,v) ~-- 
T(k', x, v) for k and k' in the same element of the partition, 
V(k, x, v) H(T(k, x, v)) ~ ~ E V(k, x, v) H(T(k, x, v)) 
(the slight abuse of notation should be clear). From the generalized grouping 
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axiom, I(x, v) = - -~=1 {~2~ ~ x~} log{Z~ ~ x~}. It is well known (see 
Gallager, 1968, p. 23, for instance) that c(x, v) then becomes --~2,~=1 (~)-1 log 
(~)-1 = log ~5, x 6 ~/~, agreeing with the charging scheme per question 
introduced by Duncan. Duncan's (infinite horizon) problem formulation 
guaranteed that the system state could be identified exactly in a finite number 
of questions, with probability one. Hence, a terminal charge associated with 
the uncertainty of the system state after all questions were asked and answered 
would have been superfluous. 
The generalized charging scheme defined above implies the following result. 
THEOREM 2. For all admissible questionnaires ¢ = (¢0 ,..., ¢N-1), 
H(~(t, d,)) <~ ff~,t(dt),for all d, , t --  0 ..... N ,  and N = O, 1... 
Thus, the Shannon entropy represents a lower bound on expected minimal 
cost. 
Proof. The result is trivially true for t = N; assume it is true for 
t + 1. Then, ]~.t(dt) >/ g(x, v) + ~1~ V(k, x, v) H(T(k ,  x, v)) >/ 
H(x)  -- E~ V(k, x, v) H(T(k ,  x, v)) + ~ V(k, x, v) H(T(k ,  x, v)) = H(x),  for 
x = ~(t, d,), Ct(d,) = v. The result then follows by complete induction. 
Q.E.D. 
It clearly follows from the above theorem that H(~(t, d,)) ~</~zc.,(d,) = 
T~e.,(~(t, dr)) for all d,,  t = 0,..., AT, and N = 0, 1,..., and hence 
H(~(t, dt)) <~ 11~m I~N.,(@(t, d,)), 
for all d~ and t = 0, 1,..., where the limit exists. An upper bound has also 
been determined on optimal cost for U containing a sufficiently large set of 
deterministic questions; see Duncan (1974a, Theorem 4.4). 
Conditions which imply that the lower limit of the Shannon entropy is 
achieved are now determined following several preliminary definitions. Let 
~7 be a function of x such that I(x, g(x)) = g(x, g(x)). The admissibility of ~7 
is predicated on whether or not U contains ~Y(x) for all x of interest. Note 
that ~7 is a stationary (though not necessarily admissible) questionnaire. 
Let ¢ = (¢~, t = 0, 1,...), ¢1 : X---~ U, be an admissible questionnaire. 
Define Toe(X°) = x °, Tl*(kl , x °) = T(kl  , x, Co(X°)), and T,*(k I .... , kt , x °) = 
T(kt ,  Tt~_l(kl ,..., kt_1, x°), ~t_l(ret_ l (k l  ,..., kt_l  , x°))). Thus, TrY(k1 ,... kt ,x °) 
is the conditional probability density vector after the t questions Co(X°),..., 
q~t_l(T~_l(k 1 ,..., kt_ l ,  x°)) have been asked and their answers k 1 ,..., k t given, 
given a priori density x ° and questionnaire 6" Let Vo~(X °) -~ 1, Vl~(k, x °) = 
V(kl , x, Co(X°)), and Vt~(kl .... , kt , x °) = V~_l(kl ,..., k t -1 ,  x °) V(kt , 
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r~t_:(kl ,..., kt_: , x°), ¢t_:( T,_l(k 1 ,..., kt_: , x°))). The function Vt(k 1 ,..., kt ,x °) 
is then the probability of receiving answers k 1 ,..., kt to the questions 
¢o(X°),..., ¢,_:(Tt~_:(k: ,..., kt_:, x°)), given a priori density x °. Define Yo ~ x° 
and Yt = {TrY(k: ,..., ktx°): Vt~(kl ,..., kt , x °) ~= 0}. Conditions ufficient for 
the Shannon entropy lower bound to be achieved are now presented. 
THEOREM 3. Assume ~(y)~U for all yeY~, t  ~0 ..... N - -  1. Then, 
F~.t(y ) = H(y)  for al ly e Yt , t : 0 ..... N - -  1, N : O, 1 .... 
Thus, the admissibility of ~7 implies that the lower bound presented in 
Theorem 2 can be achieved. 
Proof. The result is trivially true for N ~- 0; assume it is true for t + 1. 
Then, fory e Yt, F~.,(y) ~- c(y, ~(y)) + ~ V(k, y, g(y)) H(T(k,y, ~(y))) --  
H(y) --  E~ V(k, y, g(y)) H(r(k,  y, g(y))) + ~2e V(k, y, g(y)) H(T(k, y, 
g(y))) = H(y). The result then follows by complete induction. Q.E.D. 
It is clear that if the hypotheses of Theorem 3 hold for the case where 
N ~ o% then limN_~  I'[v.t(y ) exists and equals H(y) for all y G Yt for all 
t ~ 0, 1,.... It then follows that the stationary admissible questionnaire 
is also necessarily optimal for the associated infinite-question diagnosis 
problem. 
Other optimal questionnaires may also exist. Let ¢ be a questionnaire such 
that rank(Q(¢t(x))  = 1 for all x G X and all t = 0, l,.... Then c(x, ¢~(x)) = 0 
for all x and t. This type of questionnaire prefers to ask no questions which 
would allow informative answers. Note that for such a questionnaire, 
T(k, x, ~t(x)) = x for all x, t, and k when V(k, x, ~6,(x)) ¢ O. Thus, such 
questionnaires imply a stationary information process and the only cost 
accrued is the terminal cost H(x), where x = x °. If, however, v is such that 
rank (Q(v)) > 1, then c(x, v) > 0 for x ~ ~/f. Thus, if v G U if and only if 
rank(O(v)) > 1, then such pathological questionnaires are eliminated. Note 
also that if U were dependent on x such that for x ~ ~/', v G U(x) if and only 
if rank(~(v)) > 1 and for x ~ ~F ~, v G U(x) if and only if rank(O(v)) = 1, 
then c could be chosen to be independent of the information process with 
no alteration of the results presented throughout the paper. 
CONCLUSIONS 
A generalization ofthe optimal diagnostic questionnaire problem considered 
by Duncan and Figueras has been reformulated as a special case of a slight 
extension of the partially observed Markov optimization problem considered 
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by Aoki (1965), Astrom (1965), and others. It  has been shown that the 
problem posed by Duncan and Figueras is essentially the problem of mini- 
mizing the total sum of the channel capacities of deterministic hannel 
matrices associated with diagnostic questions. A deterministic hannel 
matrix result due to Hockstra (1974) was then generalized allowing for a 
specific description of an optimal questionnaire for this special case. 
Section 5 considered the case where all questions were not necessarily 
associated with a strictly deterministic channel, thus allowing answers to the 
questions asked to be other than truthful. A cost structure was imposed which 
implied that the average cost for any admissible questionnaire was bounded 
below by the Shannon entropy of the a priori density. This cost structure was 
shown to generalize the cost structure presented by Duncan. Conditions 
were then presented which guaranteed that the Shannon lower bound was met 
for an optimal questionnaire. 
It is noted that the assumption that both c and Co can be functionally 
dependent on the information process caused little difficulty in the derivation 
of the dynamic programming equation and the conditions for optimality which 
were presented in Section 3. This generalizing assumption, however, is 
significant computationally for the case where it is not assured that the under- 
lying state will be identified unambiguously, with probability 1, before the 
terminal time. For this case, the regions of minimum average charge defined 
in (Duncan, 1975) are not necessarily convex due to the nonlinearity ofg and 
go on X. This fact can be shown as follows. Let/ 'N ---- FN,o, which satisfies 
-PN(x) = min~u/'~N~)(X) where/'~)(x) ~ g(x, v) + ~ V(k, x, v) FN_l( T(k,x,v)) 
and/'0(x) = go(x). Let g and go be defined as in Section 5. Then, it is easily 
shown that there exists a collection of concave functions AN-1 ---- (c~v_l(x), 
c~_l(X),... ) such that FN_I(x ) = min~ (~_l(x)), and hence for a chosen 
y e X ~-~ ~//', there is an integer d ~ d~ such that 
F(N*)( y) = c(v) -+-Z V(k, y, v)ofl_~(T(k, y, v)). 
k 
Since ~-1  : X--+ R is not necessarily inear on X if ~(N, dz¢ ) ~ ~/" with some 
positive probability (note a0:" ~ H), the region 
R~N~ -~ (X ~ X: c~a~_l(T(k, x, v)) ~ o~_l(T(k, x, v)), for all j} 
is not necessarily convex for fixed k and v. Regions of this form were important 
in the development of the computational lgorithm for the partially observed 
Markov optimization problem developed by Sondik (1971) and Smallwood 
(1973). Unfortunately, the algorithm relies heavily on the convexity of these 
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regions and cannot be extended to the generalized problem presented in 
Section 2. For the case where the terminal time is greater than the largest 
final time of unambiguous identification (as in Duncan, 1975), the convexity 
properties for finite U will hold and the Sondik algorithm is then applicable. 
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