Abstract. This paper gives an algorithm for finding the minimum weight tree having k edges in an edge weighted graph. The algorithm combines a search and optimization technique based on pheromone with a weight based greedy local optimization. Experimental results on a large set of problem instances show that this algorithm matches or surpasses other algorithms including an ant colony optimization algorithm, a tabu search algorithm, an evolutionary algorithm and a greedy-based algorithm on all but one of the 138 tested instances.
Introduction
Let G = (V, E) be a graph with vertex set V , edge set E and a weight function w : E → R + assigning a weight for each edge of G. A k-cardinality tree of G is a subgraph of G that is a tree having exactly k edges. The weight of a k-cardinality tree T is the sum of the weights of all the edges in T . The k-cardinality tree problem is defined as follows.
Input: Edge-weighted graph G = (V, E) with a weight function w : E → R + and an integer k, where 1 ≤ k ≤ |V | − 1. Output: The minimum weight k-cardinality tree of G.
The k-cardinality tree problem was first described by Hamacher, Jornsten and Maffioli in [12] who also proved this problem to be strongly NP -hard. It remains NP -hard even if w : E → {1, 2, 3} [14] . However, it is solvable in polynomial time if the range of w has cardinality 2 [14] . This problem arises in various areas such as facility layout [9] , graph partitioning [10] , quorum cast routing [5] , telecommunications [11] , and matrix decomposition [4] .
Several heuristic and meta-heuristic algorithms have been developed for this problem. Under the heuristic category, an integer programming approach is given in [8] , and a Branch and Bound approach is given in [5] . These heuristic algorithms are based on the greedy and dual greedy strategies in addition to dynamic programming technique. Recent meta-heuristic approaches for this problem include ant colony optimization [2] , evolutionary computation [3] , tabu search [3] , and variable neighborhood search [13] .
In this paper, we present an ant system algorithm for the k-cardinality tree problem. We test the algorithm on a number of benchmark graphs and for a large number of k values. We compare our results against a number of existing heuristics including an ant colony optimization algorithm, an evolutionary algorithm, a tabu search algorithm and a greedy-based algorithm. The experimental results show that our algorithm performs very well against these algorithms, matching or surpassing all of them in all but one of the 138 problem instances. In fact, for more than half of the instances, our algorithm found solutions that are better than the previously best known solutions.
The rest of the paper is organized as follows. Section 2 describes the algorithm in detail. The experimental results comparing our algorithm against other known algorithms are given in Section 3 and the conclusion is given in Section 4.
Algorithm
The main idea for our algorithm is that a given edge in the input graph by itself may not have a low enough weight to be considered for the solution tree, but when combined with other neighboring edges without creating a cycle, this set of connected edges may have the lowest total weight compared to other equicardinality, acyclic, connected set of edges in its neighborhood. We use ants to discover such connected acyclic sets of edges in the graph that can be combined to obtain an optimal k-cardinality tree. In fact, it has been shown that the connectivity requirement is the crux of the difficulty in this problem [7] .
The algorithm, called ASkCT and given in Figure 1 , consists of two main phases. The first phase has two stages: discovery and construction. In the discovery stage ants are used to discover a potential set of edges from which a small weight k-cardinality tree can be constructed. In the construction stage a greedy algorithm similar to the Kruskal algorithm for finding the minimum cost spanning tree is used to construct a k-cardinality tree of small weight from the set of potential edges produced by the discovery stage. The greedy strategy used in this construction stage is based on the pheromone left on the edges by the ants in the discovery stage.
The second phase of the algorithm consists of a sequence of local optimization stages designed to reduce the weight of the k-cardinality tree produced by the first phase. In what follows, we describe each of the two phases in detail.
The Discovery Stage
In this stage, we let each ant, starting from a given vertex, to discover a path consisting of more than one edge. We then let the ant move to the other end vertex of the path while allowing the ant to deposit pheromone along the path. We call such a move a step and number of edges in that move the step size. The amount of pheromone deposited on each edge in the path is inversely proportional to the total weight of the edges in the path. The edges in these paths are stored in the ant's 'memory' so that they will not be rediscovered by the same ant when it is trying to find the next best path from the other end vertex of the already discovered path and also to make sure that no cycle is created. This stage is accomplished by the Discover algorithm given in Figure 2 .
The Discover algorithm starts by applying an initial amount of pheromone on all the edges and distributing the ants randomly on the vertices. For our experiment this initial amount of pheromone is set to 0.5, the pheromone evaporation rate is set to 0.01, and the number of ants is set to 20% of the number of vertices in graph. The algorithm then runs through a number of iterations, which is set to 50 for our experiment. At the end of each iteration, the memory of each ant is cleared and each ant starts the next iteration from a randomly chosen vertex. In each iteration, an ant takes numSteps steps. We set numSteps to 2 in our current implementation.
The Tree Construction Stage
We use a modified version of the Kruskal algorithm [6] for constructing the tree. A k-cardinality tree is extracted from the candidate edges based on the pheromone left by the ants in the discovery stage.
First, the edges are sorted into order of decreasing pheromone values. The algorithm maintains a collection of disjoint sets as in the normal implementation of the Kruskal algorithm, each disjoint set is a tree. Starting from the edge that has the highest pheromone value, edges are added to the disjoint sets that contain one of their end vertices. For any edge, if there is no disjoint set that has one of its end vertices, a new disjoint set is created and the edge is added to that set. If the end vertices of an edge are in two different disjoint sets, the sets are merged into a single set and the edge is added to the merged set. If a disjoint set has both the end vertices of an edge, the algorithm checks the loop that is formed by the addition of this new edge. If the new edge is better in weight than any other edge in the loop, that edge is replaced by the new edge. Once an edge is added to a disjoint set, the sets are checked to see if any of them contain k or more edges. If there is one, a k-cardinality tree is constructed out of these edges. If the size is more than k, the leaf edges are trimmed off in a greedy manner until there are only k edges left, i.e., higher weight leaf edges are removed first. A leaf edge is an edge one of whose end point is a leaf. The newly constructed tree is compared with the current best tree, and the smaller of the two is kept as the current best tree. Once the tree is constructed from a disjoint set, the set is marked as processed. New edges will be added to the set that is marked as processed, but no new tree will be constructed from that disjoint set until it is merged with another disjoint set. The tree obtained at the end is considered as the best for that step-size. The algorithm is given in Figure 3 .
ConstructTree(CandidateEdges, G = (V , E), w)
Sort the edges in CandidateEdges into decreasing pheromone values for each edge e in the sorted order Find the disjoint sets that contain the end vertices of e if there is none create a new set, add e to it, mark the set unprocessed if there is only one set containing one of the end vertices of e add e to it if there is only one set containing both end vertices try to replace an edge in the loop formed; otherwise discard e if there are two different sets, each containing one end vertex of e merge the two sets add e to the merged set mark the merged set unprocessed for each disjoint set A if A has k or more edges extract a k-cardinality tree by trimming greedily if needed if the new tree has a lower weight than the best known so far discard the previous best and take the new tree as the best mark A processed end-disjoint-set end-edge return the best k-cardinality tree It can be noted from the ASkCT algorithm given in Figure 1 that the discovery and the tree construction stages are repeated for various step sizes, that is, the step size is varied from minStepSize to maxStepSize. For our experiment minStepSize is set to 2 and maxStepSize is set to 3. The algorithm then picks the best tree out of these step sizes to pass on to the next phase to be optimized.
The Local Optimization Phase
In the local optimization phase, we apply a sequence of greedy algorithms to reduce the weight of the k-cardinality tree produced by the previous phase. Unlike the previous phase, the strategy used here is based on the weight of the edges not the pheromone. The main idea here is to swap edges in and out of the tree so that the tree weight is reduced. Specifically, this phase consists of four stages: (i) the tree is grown first and then shrunk back, in a greedy manner, to its original size, (ii) the tree is shrunk and then grown back, in a greedy manner, to its original size, (iii) the tree is shrunk and then grown back, in a depth first manner, to its original size, and (iv) the tree is split into two by removing the highest weight edge, and the resulting trees are grown back until they meet or one of them has k edges. The algorithm is given in Figure 4 .
In these stages, when a tree is grown by i edges in a greedy manner, we select i smallest weight edges among the edges that are connected to the tree by one endpoint only, and add them to the tree. Similarly, when a tree is trimmed by i leaf edges in a greedy manner, we select the i highest weight edges among the leaf edges of the tree and remove them. When a tree is grown by i edges in a depth-first manner, we select by using a depth-first search the lowest weight path of length i that has one end connected to the tree and add the edges in the path to the tree.
These stages were chosen so that the effect of the individual stages are complementary to each other. In Stages 1-3, we try to replace the leaf edges, whereas in Stage 4 we try to replace the non-leaf edges, beginning at the highest weight edge. In order to achieve a balance between the quality of the results and the overall running time of the algorithm, only 30% of the edges in the k-cardinality tree were considered for replacement in each of these stages except Stage 3.
We observed that the k-cardinality tree problem is usually more difficult when the cardinality k is small but not too small. The local optimization algorithm accounts for this in the third for loop with a variable number of iterations based on the size of k. Specifically, the function α(k) in the third for loop in Figure 4 is defined as follows.
otherwise.
where V is the vertex set of the input graph.
grow T by adding i edges in a greedy manner trim T by removing i leaf edges in a greedy manner if
T ← T * for i = 1 to 3k/10 trim T by removing i leaf edges in a greedy manner grow T by adding i edges in a greedy manner if
trim T by removing i leaf edges in a greedy manner find the lowest weight path of length i with one end connected to T add the edges of this path to
Stage 4.
T ← T * sort the edges of T into decreasing order of weight for i = 1 to 3k/10 remove the ith highest weight edge from T to obtain two trees T1 and T2 grow T1 and T2 independently in a greedy manner until they meet or one of them has k edges let T be the resulting tree if T has more than k edges, trim off the excess leaf edges in a greedy manner if w(T ) < w(T * ) T * ← T end-for return T *
Fig. 4. The LocalOptimize algorithm

Experimental Results
In this section, we describe the results of running our algorithm on a collection of benchmark graphs for this problem, and compare them against the current best known results from four other algorithms: an ACO algorithm [2] , an evolutionary algorithm [3] , a tabu search algorithm [1] , and a greedy based algorithm [7] .
Our algorithm was implemented in C++ and run on a PC with Pentium IV 2.4GHz processor and 512MB of RAM. We tested our algorithm on three different classes of graphs: random graphs, grid graphs and Steiner graphs. There are four graphs in each class, for a total of twelve graphs. In order to be able to compare the performance of our algorithm against others, we selected these graphs from KCTLIB, a library for the edge-weighted k-cardinality tree problem, maintained by C. Blum and M. Blesa at http://iridia.ulb.ac.be/˜cblum/kctlib/. We also used the same set of values for k in each graph and the same number of runs, which is 20, for each of these k values as used by the authors of KCTLIB. Since the configuration of the system used to run the other algorithms was not available, we could not compare the running time of our algorithm against others.
Of the 138 instances that we tested, our algorithm ASkCT matches the previous best known results in 61 cases. It provides better results than previously known in 76 cases. ASkCT did not match the best known result for the one remaining case. The difference in this case has an absolute difference of 7 or 0.46% of the best known value. The results shown in Tables 1 through 6 list the best (w best ), the average (w avg ), the standard deviation (σ), and the average running time in seconds (t avg ) for our algorithm. These tables also include the previous best-known values for each of the k values. It can be observed from these tables that the standard deviations are very small for the most part. In fact, the standard deviations for these results are no more than 3.5% of the best known value. The results shown in Tables 7 through 12 compare our best values against the best values from other algorithms. It should be noted that the previously best known results were not achieved by any one single algorithm alone. They were the bests obtained among the four algorithms. The data for these four algorithms were obtained from KCTLIB.
From our experiments, we observed that the influence of the local optimization phase on the final results were minimal. It improved the results by no more than 5-10%. For many k values, we were able to obtain the same results without the local optimization.
In our implementation, the values for minStepSize and maxStepSize in the ASkCT algorithm and the value for numSteps in the Discover algorithm were chosen based on our experiments on two graphs. The same is true of the values for α(k) in the LocalOptimize algorithm. 
Conclusion
In this paper, we gave an efficient ant system algorithm, called ASkCT, for the k-cardinality tree problem. The algorithm combines a search and optimization based on pheromone with a weight based optimization. Extensive experimental results show that ASkCT outperforms existing heuristics from different methodologies. We note that the weight based local optimization algorithm can also be used with other algorithms as an extra optimization. Possible future work includes improving the quality of ASkCT even further, particularly, for the cases when k is small compared to the number of vertices in the graph and for 
