We study diffusion and consensus based optimization of a sum of unknown convex objective functions over distributed networks. The only access to these functions is through stochastic gradient oracles, each of which is only available at a different node; and a limited number of gradient oracle calls is allowed at each node. In this framework, we introduce a convex optimization algorithm based on stochastic subgradient descent (SSD) updates. We use a carefully designed time-dependent weighted averaging of the SSD iterates, which yields a convergence rate of O N ffiffiffi N p
INTRODUCTION
T HE demand for large-scale networks consisting of multiple agents (i.e., nodes) [1] with different objectives is steadily growing due to their increased efficiency and scalability compared to centralized distributed structures [2] , [3] , [4] , [5] , [6] . A wide range of problems in the context of distributed and parallel processing can be considered as a minimization of a sum of objective functions, where each function (or information on each function) is available only to a single agent or node [7] , [8] , [9] . In such practical applications, it is essential to process the information in a decentralized manner since transferring the objective functions as well as the entire resources (e.g., data) may not be feasible or possible [10] , [11] , [12] , [13] . For example, in a distributed data mining scenario, privacy considerations may prohibit sharing of the objective functions [7] , [8] , [9] . Similarly, in a distributed wireless network, energy considerations may limit the communication rate between agents [14] , [15] , [16] , [17] . In such settings, parallel or distributed processing algorithms, where each node performs its own processing and shares information subsequently, are preferable over the centralized methods [18] , [19] , [20] , [21] .
Here, we consider minimization of a sum of unknown convex objective functions, where each agent (or node) observes only its particular objective function via the stochastic gradient oracles. Particularly, we seek to minimize this sum of functions with a limited number of gradient oracle calls at each agent. In this framework, we introduce a distributed online convex optimization algorithm based on stochastic subgradient descent (SSD) iterates that efficiently minimizes this cost function. Specifically, each agent uses a time-dependent weighted combination of the SSD iterates and achieves the presented performance guarantees, which matches the lower bounds presented in [22] , only with a relatively small excess term caused by the unknown network model. The proposed method is comprehensive, in that any communication strategy, such as the diffusion [3] and the consensus [6] strategies, are incorporated into our algorithm in a straightforward manner as shown in the paper. We compare the performance of our algorithm with respect to the state-of-the-art methods [6] , [11] , [23] in the literature and present substantial performance improvements for various well-known network topologies and benchmark data sets.
The distributed network framework is successfully used in wireless sensor networks [24] , [25] , [26] , [27] , [28] , [29] , as well as for convex optimization via projected subgradient techniques [6] , [7] , [8] , [9] , [10] , [11] . In [11] , the authors demonstrate the performance of the least mean squares (LMS) algorithm over distributed networks using different diffusion strategies. We emphasize that this problem can also be cast as a distributed convex optimization problem, and hence our results here can be applied to these problems in a straightforward manner. In [10] , the authors consider the cooperative optimization of the cost function under convex inequality constraints. However, the problem formulation as well as the convergence results in this paper are substantially different from the ones in [10] . In particular, in [10] , agents seek to minimize an approximation of the original optimization problem through penalty functions while we directly consider the original optimization problem. Furthermore, Reference [10] provides an upper bound on the mean square error as the number of iterates goes to infinity for sufficiently small step sizes. Yet that upper bound goes to zero as the step size goes to zero. On the other hand, here, we not only show that through the proposed approach each agent achieves the minimum cost for a certain step size, but also provide an upper bound on the convergence rate, while that upper bound matches the lower bound provided in [22] up to constant terms.
In [2] , [6] , the authors present a (constrained in [6] and unconstrained in [2] ) deterministic analysis of the SSD iterates and our results build on them by illustrating a stronger convergence bound in expectation while also providing MSD analyses of the SSD iterates. Similarly, a regret analysis is conducted for every possible input stream in an online and distributed manner in [30] for general convex cost functions; and in [31] under Lipschitz continuous and strongly convex cost functions, where the latter achieves a regret diminishing at a faster rate of Oðlog ðT Þ=T Þ (after T iterates). On the contrary, we study the distributed online convex optimization problem in the expectation sense (with respect to the data statistics), i.e., not in an individual sequence manner, where we show that SSD iterates achieve the optimal convergence rate of Oð1=T Þ. In [7] , [8] , [9] , the authors consider the distributed convex optimization problem and present probability-1 and mean square convergence results of the SSD iterates. In this paper, on the other hand, we provide the expected convergence rate of our algorithm and the mean square deviation (MSD) of the SSD iterates at any time instant.
Similar convergence analyses have recently been carried out in the computational learning theory literature [22] , [23] , [32] , [33] , [34] . In [32] , the authors provide deterministic bounds on the learning performance (i.e., regret) of the SSD algorithm. In [33] , these analyses are extended and a regret-optimal learning algorithm is proposed. Along similar lines, in [23] , the authors describe a method to make the SSD algorithm optimal for strongly convex optimization. However, these approaches rely on the smoothness of the optimization problem. In [34] , a different method to achieve the optimal convergence rate is proposed and its performance is analyzed. In this paper, however, convex optimization is performed over a network of localized learners, unlike in [23] , [32] , [33] , [34] . Our results entail convergence rates over any unknown communication graph, and in this sense build upon the analyses of the centralized learners. Furthermore, unlike [23] , [33] , our algorithm does not require the optimization problem to be sufficiently smooth.
Distributed convex optimization appears in a wide range of practical applications in wireless sensor networks and realtime control systems [3] , [4] , [5] . We introduce a comprehensive approach to this setup by proposing an online algorithm, whose expected performance is asymptotically the same as the performance of the optimal centralized processor. Our results are generic for any probability distribution on the data, not necessarily Gaussian, unlike the conventional works in the literature [11] , [12] . Our experiments over different network topologies, various data sets and cost functions demonstrate the superiority and robustness of our approach with respect to the state-of-the-art methods in the literature.
Our main contributions can thus be summarized as follows.
1) We introduce a distributed online convex optimization algorithm based on SSD iterates, which achieves
after T gradient updates, for each and every node of the network, where N is the number of nodes. We emphasize that this convergence rate is optimal since it achieves the lower bounds presented in [22] .
3) Our analyses can be extended to analyze the performances of the diffusion and consensus strategies in a straightforward manner as illustrated in the paper. 4) We demonstrate that the algorithm introduced outperforms the state-of-the-art methods in terms of normalized accumulated error and MSD from the optimal solution under various network topologies and benchmark data sets. The organization of the paper is as follows. In Section 2, we introduce the distributed convex optimization framework and provide the notations. We then introduce the main result of the paper, i.e., an SSD based convex optimization algorithm, in Section 3 and analyze the convergence rate of the algorithm. In Section 4, we demonstrate the performance of our algorithm with respect to the state-of-theart methods through simulations and then conclude the paper with several remarks in Section 5.
PROBLEM FORMULATION

Notation and Preliminaries
Throughout the paper, all vectors are column vectors and represented by boldface lowercase letters. Matrices are represented by boldface uppercase letters. For a matrix H H, H H j j j j F is the Frobenius norm. For a vector x x, x x j j j j ¼ ffiffiffiffiffiffiffiffi ffi x x T x x p is the ' 2 -norm. 0 (and 1) denotes a vector with all zero (and one) elements and the dimensions can be understood from the context. For a matrix H H, H H ij represents its entry at the ith row and jth column.
For a non-empty, closed and convex set W & R m , P W denotes the Euclidean projection onto W, i.e.,
We say that a convex function (possibly non-smooth) f : R m ! R on the convex domain W has the subgradient set @fðÁÞ & R m at a point w w 0 2 W if g g 2 @fðw w 0 Þ , fðw wÞ ! fðw w 0 Þ þ g g T ðw w À w w 0 Þ 8w w 2 W:
Furthermore, we say that f is -strongly convex on W if, and only if, for all w w; w w 0 2 W and g g 2 @fðw w 0 Þ, we have
System Overview
Consider a static and connected network of N-agents with processing and communication capabilities. Over the network, each agent has connections with certain other agents, i.e., the ones in his/her neighborhood, and can exchange information with them. We can represent such a network through an undirected graph, where the vertices and the edges correspond to the agents and the communication links between them, respectively, as seen in Fig. 1 . Each agent seeks to minimize F : R m ! R, which is a sum of -strongly convex (possibly non-smooth) local cost functions F i : R m ! R, for i ¼ 1; . . . ; N, i.e., each agent aims to
where W R m is a non-empty, closed and convex set. However, the cost function F is unknown to the agents, and each agent i has only access to F via at most T stochastic subgradient oracles 1 of the corresponding local cost function F i . Let ðV i ; F i ; P i Þ, for i ¼ 1; . . . ; N, denote the probability spaces, describing the uncertainty associated with individual agents. Here, V i is the outcome space, F i is a suitable s-algebra over V i , and P i is the probability distribution over V i . Furthermore, let ðV; F ; PÞ be the joint probability space over those spaces. After agent-i's call at instant t, for any given point w w i 2 W, the gradient oracle independently draws a sample v t;i 2 V i according to the distribution P i , and produces a vectorĝ g t;i ðv t;i Þ such that
where @F i ðw w i Þ denotes the sub-differential set of F i at w w i . For notational simplicity, henceforth, we denote the expectation taken with respect to the probability distribution P i by E i fÁg instead of E P i fÁg. Correspondingly, we use EfÁg instead of E P fÁg.
Although the aim of each agent is to minimize F over W rather than the local cost F i , the agents can only call local subgradient oraclesĝ g i;t , for 1 t T . In particular, other local cost functions are totally unknown. Therefore, the agents exchange information with each other within the neighborhoods to mitigate the access restriction.
Special Cases
We note that this problem formulation is general enough, covering for example the following scenario as a special case. Consider that the local cost functions are given by
Þ is a certain local loss function, which is a strongly convex function of w w i for any fix v i 2 V i . At each instant t, a new sample v t;i is drawn from V i independently according to the distribution P i , and agent-i has access to a corresponding subgradient of f i ðv t;i ; w w i Þ at w w i ¼ w w t;i , i.e., ĝ g i;t ðv t;i Þ 2 @f i ðv t;i ; w w t;i Þ:
As an example, the local loss function could be as follows:
where 'ðv i ; w w t;i Þ is a Lipschitz-continuous convex loss function with respect to the second variable w w t;i , which has been extensively studied in the literature [23] , [32] , [33] , [34] as a -strongly convex loss function involving regularity terms. 2 Here, the aim of each agent is to minimize the sum of the expected losses (where the expectations are taken over the random variables v i 's) over the convex set W. To continue with our example in (4), each agent seeks to minimize
We emphasize that the formulation in (5) covers a wide range of practical loss functions. As an example, for
we consider the regularized squared error loss; and when 'ðv i ; w w t;i Þ ¼ maxf0; 1 À d i ðv i Þw w T t;i u u i ðv i Þg, we consider the hinge loss. Since we make no assumptions on the loss function f i ðv i ; w w t;i Þ other than strong convexity, one can also use different loss functions with their corresponding subgradients and our results would still hold.
MAIN RESULTS
In this section, we present the main results of the paper, where we introduce an algorithm based on the SSD updates, which leads to a rate of convergence bounded from above
after T iterates, where N is the number of agents (nodes). In particular, the rate of convergence of the algorithm for agent-i is given by
where w w i is the minimizer produced by agent-i, and the expectation is taken over the randomness of the subgradient 1. The agents have a limited budget to call the gradient oracle.
2. Note that in the regularization term is the same with in the strong convexity definition (2). In particular, the regularization term ensures that f i is -strongly convex even when ' is not strongly convex. oracles, i.e., with respect to the joint distribution P. In order to achieve this performance, the proposed method uses time dependent weighted averages of the SSD updates at each agent together with the adapt-then-combine diffusion strategy [11] . However, as later explained in this section (See Remark 1), our algorithm can be extended to cover consensus in a straightforward manner.
At each time instant t, each agent i has a pre-computed pseudo-solution of problem (3), denoted by w w t;i . With this pseudo-solution agent-i calls the local subgradient oracle and receivesĝ g t;i . Then, agent-i computes the iterate f f tþ1;i by projecting the SSD update of w w t;i onto W as follows:
where m t;i > 0 is a step size. In order to mitigate the access restriction to the other oracles, agent-i exchanges f f tþ1;i with his/her neighbors and computes
where H H 2 R NÂN is the communication matrix of the graph such that H H ji 's are the combination weights in (6), and the weight H H ji for any i; j is nonzero if, and only if, i and j are neighbors. We assume that H H is an irreducible and a periodic doubly stochastic matrix, i.e., H H i;j ! 0 8i; j and
We emphasize that this assumption is not restrictive, and previous analyses in the literature also make similar assumptions [6] , [7] , [8] , [9] . Furthermore, the assumption holds for many communication strategies such as the Metropolis rule [3] . At each instant, agent-i also computes a time-variant weighted average as follows:
After consuming the budget to call subgradient oracles, i.e., after T calls, agent-i has w w i ¼ w w T þ1;i as the minimizer of F . The complete description of the algorithm can be found in Algorithm 1.
Call the subgradient oracle to obtainĝ g t;i for w w t;i . 5:
end if 13: end for 14: end for To achieve the aforementioned result, we first introduce the following lemma, which provides an upper bound on the performance of the average parameter vector. Lemma 1. Assume that for any given w w 2 W, the expected squared norm of any produced subgradient oracle is bounded by
Then, Algorithm 1 yields 3
This lemma provides an upper bound on the rate of convergence and the squared deviation of the average parameter vector w w t . It provides an intermediate step to relate the performance of the parameter vector at each agent to the best parameter vector. We point out that the assumption in Lemma 1 is practically a boundedness condition that is widely used to analyze the performance of SSD based algorithms [33] , [34] . We emphasize that our algorithm does not need to know this upper bound and it is only used in our theoretical derivations.
Proof. In order to efficiently manage the recursions, we first consider the projection operation and let
Then, we can compactly represent the averaged estimation parameter w w t (defined in (8)) in a recursive manner as follows [6] w
where the last line follows since H H is doubly stochastic, i.e., H H1 ¼ 1.
Hence, the squared deviation of these average iterates with respect to any w w Ã can be obtained as follows:
We first upper bound the second term on the right hand side (RHS) of (11) through triangle inequality as follows:
We then note that
where the second line follows from the definition of the projection operator (1). Thus, we can rewrite (12) as follows:
and taking the expectation of both side with respect to P, we obtain
G 2 for any i 6 ¼ j due to Cauchy-Schwarz inequality and the boundedness assumption.
We next turn our attention to ½Àĝ g T t;i ðw w t À w w Ã Þ term in (11) and upper bound this term as follows:
where g g t;i 2 @f i ðw w t Þ, (15) follows from the -strong convexity of F i at w w t;i , i.e.,
(16) also follows from the -strong convexity of F i at w w t , i.e.,
and (17) follows from the Cauchy-Schwarz inequality. Summing (17) from i ¼ 1 to N and taking expectation of both sides, we obtain
where the first inequality follows from the Cauchy-Schwarz inequality and the boundedness assumption, and the last inequality follows from the Jensen's inequality due to the convexity of the norm operator. We finally turn our attention to the x x T t;i ðw w t À w w Ã Þ term in (11) and write it as follows:
where ðc c tþ1;i À P W ðc c tþ1;i ÞÞ T ðw w Ã À P W ðc c tþ1;i ÞÞ 0 due to the Euclidean projection onto the convex set W [35] . Taking the expectation of both sides, we can upper bound this term as follows:
by first using the Cauchy-Schwarz inequality, and then using (13) and the bound Eĝ g t;i ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi Eĝ g i;t 2 q G. Putting (14), (18) , and (19) back in (11) , we obtain
This concludes the proof of Lemma 1. t u
Having obtained an upper bound on the performance of the average parameter vector, we then consider the mean square deviation of the parameter vectors at each agent from the average parameter vector. This lemma will then be used to relate the performance of each individual agent to the performance of the fully connected distributed system. Lemma 2. In addition to the assumptions in Lemma 1, assume that the initial weights at each agent are identically initialized to avoid any bias, 4 i.e., w w 1;i ¼ w w 1;j , 8i; j. Then Algorithm 1 yields
and
where 0 s < 1 is the second largest singular value of the matrix H H.
Proof. We first let W W t :¼ ½w w t;1 ; . . . ; w w t;N ; G G t :¼ ½ĝ g t;1 ; . . . ;ĝ g t;N ; and X X t :¼ ½x x t;1 ; . . . ; x x t;N :
Then, we obtain the recursion on W W t as follows:
Letting e e i denote the basis function for the ith dimension, i.e., only the ith entry of e e i is 1 whereas the rest are 0, we have
where (24) 
and combining (26) , (27) , and (28), we obtain 1 N 1 À H H z e e i s z 2 ðH HÞ:
From here on, we denote s :¼ s 2 ðH HÞ for notational simplicity. We also note that 0 s < 1 since H H is an irreducible and aperiodic doubly stochastic matrix [30] , [37] . Using (29) in (25), we obtain
Taking the expectation of both sides and noting that
we can rewrite (30) as follows:
An upper bound for the term w w t À c c tþ1;i can be obtained as w w t À c c tþ1;i ¼ w w t À w w t;i þ m tĝ g t;i w w t À w w t;i þ m tĝ g t;i ;
where the last line follows from the triangle inequality. Taking square and then expectation of both sides, we obtain the following upper bound
This concludes the proof of Lemma 2. , matches the lower bounds presented in [22] up to constant terms, 5 hence the shown dependency of the convergence rate of the algorithm on T is optimal.
The computational complexity of the algorithm introduced is on the order of the computational complexity of the SSD iterates up to constant terms. Furthermore, the communication load of the proposed method is the same as the communication load of the SSD algorithm. On the other hand, by using a time-dependent averaging of the SSD iterates, our algorithm achieves a substantially improved performance as shown in Theorem 1 and illustrated through our simulations in Section 4. Theorem 1. Under the assumptions in Lemmas 1 and 2, Algorithm 1 with learning rate m t ¼ 2 ðtþ1Þ and weighted parameters w w t;i achieves the following guaranteed convergence rate
for all T ! 1, where 0 s < 1 is the second largest singular value of the matrix H H.
This theorem says that although the agents use only local gradient oracle calls to train their parameter vectors, they asymptotically achieve the performance of the centralized processor because of the information diffusion over the network. This result shows that each agent acquires the information contained in the gradient oracles at every other agent and suffers no regret asymptotically as the number of gradient oracle calls at each agent increases.
Proof. According to Lemmas 1 and 2, we have
From the convexity of the cost functions, we also have
8i; j 2 f1; . . . ; Ng, where g g t;i;j 2 @F i ðw w t;j Þ:
Here, we can rewrite (35) as follows:
where the second line follows from Cauchy Schwarz inequality and the last line follows from the boundedness assumption. Summing (36) 
Using Lemma 2 in (37), we get
We then add (34) and (38) to obtain
Multiplying both sides of (39) by t and summing from
m tÀz s z :
(40) 5 . The number of agents, N, is fixed and independent of the budget to call the oracles, i.e., T .
Next, we observe that
where I ft > zg is the indicator function and (42) follows since 0 s < 1. Using (42) in (40) and inserting m t ¼ 2 ðtþ1Þ , we obtain
where the last line follows since t tþ1 1. Dividing both sides of (43) by P T t¼1 t ¼ T ðT þ1Þ 2 , we obtain
Since F i 's are convex for all i 2 f1; . . . ; Ng, F is also convex. Thus, from Jensen's inequality, we can write
Combining (44) and (45), we obtain
Note that the weighting step in Algorithm 1, i.e., (7) , leads to
This concludes the proof of Theorem 1.
t u
Hence, using the weighted average w w t;i instead of the original SSD iterates w w t;i , we can achieve a convergence rate
. The denominator T of this regret bound follows since we use a time-varian't weighting of the SSD iterates. The linear dependency to the network size follows since we add N different cost functions, i.e., one corresponding to each agent. Finally, the sub-linear dependency to the network size results from the diffusion of the parameter vector over the distributed network.
We note that the upper bound in (33) includes s, which can depend on the network size N. In particular, for different communication matrices, the corresponding upper bounds on the second largest singular value can be included in (33) . As an example, Reference [38] shows that the second largest singular value of the lazy metropolis matrix, defined by
is bounded from above by 1 À 1 71N 2 , which implies s 1Às < OðN 2 Þ.
In the following corollary, we provide an MSD guarantee on the weighted parameters w w t;i . Corollary 1. Under the assumptions in Lemmas 1 and 2, Algorithm 1 with learning rate m t ¼ 2 ðtþ1Þ and weighted parameters w w t;i guarantees the following MSD
Proof. This follows from Theorem 1 (33) and -strong convexity (2) of F at w w Ã since 0 2 @F ðw w Ã Þ. t u
In the following corollary, we then consider the performance of the average SSD iterate instead of the time-variant weighted iterate in (47). Note that even though the agents have consumed their budgets to call the subgradient oracle, they can continue to exchange information, which averages out the iterates. We show that the average SSD iterate achieves an MSD of O . This MSD follows due to the number of gradient oracle calls and diffusion regret over the distributed network. . For the consensus strategy, the lines 5-8 of Algorithm 1 would be replaced by the following update
H H ji w w t;j À m tĝ g t;i ! :
(50)
Hence, we have the following recursion on the parameter vectors
instead of the one in (23) . Under this modification, Lemma 2 can be updated as follows:
This loosens the upper bounds in (25) and (32) by a factor of 1=s (note that 0 s < 1). Therefore, diffusion strategies achieves a better convergence performance compared to the consensus strategy.
We note that the proposed algorithm leads to the theoretical bounds on the convergence rate for a certain step size, which is m t ¼ 2 ðtþ1Þ . Otherwise, the algorithm can also be used with different step sizes yet not necessarily delivering such theoretical performance guarantees. Furthermore, even though all the agents use m t ¼ 2
ðtþ1Þ , the only necessary information for them to keep how many times they have called the subgradient oracles and then they can all use the same step size 2= and scale it by 1=ðt þ 1Þ. We consider that the cost function F is -strongly convex, i.e., the agents have the knowledge of even though they do not know what the function is.
SIMULATIONS
In this section, we first examine the performance of the proposed algorithms for various distributed network topologies, namely the star, the circle, and a random network topologies (which are shown in Fig. 3 ). In all cases, we have a network of N ¼ 20 agents where each agent i at time t, observes the data d t;
where the regression vector u u t;i and the observation noise v t;i are generated from i.i.d. zero mean Gaussian processes for all t ! 1. The variance of the observation noise is s 2 v;i ¼ 0:1 for all i ¼ 1; . . . ; N, whereas the auto-covariance matrix of the regression vector u u t;i 2 R 5 is randomly chosen for each agent i ¼ 1; . . . ; N such that the signal-to-noise ratio (SNR) over the network varies between À15 dB to 10 dB (see Fig. 2 ). The parameter of interest, w w 0 2 R 5 , is randomly chosen from a zero mean Gaussian process and normalized to have a unit norm, i.e., w w 0 j j j j ¼ 1. We use the well-known Metropolis combination rule [3] to set the combination weights as follows:
where n i is the number of neighboring agents for agent i. For this set of experiments, we consider the squared error loss, i.e., 'ðw w t;i ; u u t;i ; d t;i Þ ¼ ðd t;i À w w T t;i u u t;i Þ 2 as our loss function. In the figures, CSS represents the distributed constant step-size SSD algorithm of [11] , VSS represents the distributed variable step-size SSD algorithm of [6] , UW represents the distributed version of the uniform weighted SSD algorithm of [23] , and TVW represents the distributed time variant weighted SSD algorithm introduced in this paper. The step-sizes of the CSS-1, CSS-2, and CSS-3 algorithms are set to 0.05, 0.1, and 0.2, respectively, at each agent and the learning rates of the VSS and UW algorithms are set to 1=ðtÞ as noted in [6] , [23] , whereas the learning rate of the TVW algorithm is set to 2=ððt þ 1ÞÞ as noted in Theorem 1, where ¼ 0:01. These learning rates are chosen specifically to guarantee a fair performance comparison between these algorithms according to the corresponding algorithm descriptions stated in this paper and in [6] , [23] .
In the left column of Fig. 3 , we compare the normalized time accumulated error performances of these algorithms under different network topologies in terms of the global normalized cumulative error (NCE) measure, i.e., Additionally, in the right column of Fig. 3 , we compare the performances of the algorithms in terms of the global MSD measure, i.e.,
In the figures, we have plotted the NCE and MSE performances of the proposed algorithms over 200 independent trials to avoid any bias.
As can be seen in the Fig. 3 , the TVW algorithm substantially outperforms its competitors and achieves a much smaller error performance. This superior performance of our algorithm is achieved thanks to the time-dependent weighting of the regression parameters, used to obtain a faster convergence rate with respect to the rest of the algorithms. Hence, by using a certain time varying weighting of the SSD iterates, we obtain a significantly improved convergence performance compared to the state-of-the-art approaches in the literature. Furthermore, the performance of our algorithm is robust against the network topology, whereas the competitor algorithms may not provide satisfactory performances under different network topologies.
We next consider the classification tasks over the benchmark data sets: Covertype 6 and quantum. 7 For this set of experiments, we consider the hinge loss, i.e., 'ðw w t;i ; u u t;i ; d t;i Þ ¼ maxf0; 1 À d t;i w w T t;i u u t;i g 2 as our loss function. The regularization constant is set to ¼ 1=T , where the step sizes of the TVW, UW, and VSS algorithms are set as in the previous experiment. The step sizes of the CSS-1, CSS-2, and CSS-3 algorithms are set to 0.02, 0.05, and 0.1 for the covertype data set, whereas the step sizes of the CSS-1, CSS-2, and CSS-3 algorithms are set to 0.01, 0.02, and 0.05 for the quantum data set. These learning rates are chosen to illustrate the tradeoff between the convergence speed and the steady state performance of the constant step size SSD methods. The network sizes are set to N ¼ 20 and N ¼ 50 for the covertype and quantum data sets, respectively.
In Figs. 4 and 5 , we illustrate the performances of the six algorithms for various training data lengths. In particular, we train the parameter vectors at each agent using a certain length of training data and test the performance of the final parameter vector over the entire data set. We provide averaged results over 250 and 100 independent trials for covertype and quantum data sets, respectively, and present the mean and variance of the normalized accumulated hinge errors. These figures illustrate that the proposed TVW algorithm significantly outperforms its competitors. Although the performances of the UW and VSS algorithms are comparably robust over different iterations, the TVW algorithm provides a smaller accumulated loss. On the other hand, the variances of the constant step size methods highly deteriorate as the step size increases. Although decreasing the step size yields more robust performance for these constant step size algorithms, the TVW algorithm 6. https://www.csie.ntu.edu.tw/$cjlin/libsvmtools/datasets/ 7. http://osmot.cs.cornell.edu/kddcup/ provides a significantly smaller steady-state cumulative error with respect to these methods.
Finally, we note that the upper bounds in Theorem 1 and Corollary 1 directly depend on the number of agents in addition to the second largest singular value of the combination matrix, s. In the following numerical examples, we examine how the MSD of the algorithm scales with the network size. To this end, we consider the setup for Fig. 3b with different network sizes: 50,100,200, and 500. Fig. 6 shows how the time evolution of the global MSD scales with increasing network sizes from 50 to 500. Furthermore, Fig. 7 shows how s scales with the network size and correspondingly we observe that 1=ð1 À sÞ scales with N. We also note that the global MSD measure (53) is averaged across the network. Therefore, the corresponding upper bound on the global MSD (See Corollary 1) scales with ffiffiffiffi ffi N p =ð1 À sÞ. However, in Fig. 6 , we observe that when the network size scales by 10, e.g., from 50 to 500, the global MSD scales by 10 dB rather than 15dB. This raises the possibility that the dependency of the upper bound on the network size might be tightened further and formulating the upper bound, which is also optimal in terms of network size complexity, can be an interesting future research direction.
CONCLUSION
We have studied distributed strongly convex optimization over distributed networks, where the aim is to minimize a sum of unknown convex objective functions. We have introduced an algorithm that uses a limited number of gradient oracle calls to these objective functions and achieves an opti-
after T gradient updates at each agent. This level of performance is achieved by using a certain time-dependent weighting of the SSD iterates at each agent. Additionally, the weighted parameters achieve a guaranteed mean square deviation (MSD) of
after T gradient updates. The computational complexity and the communication load of the proposed approach is the same as with the state-of-the-art methods in the literature up to constant terms. We have also proved that the average SSD iterate, which can be attained if the agents continue to exchange information without gradient updates, achieves a guaranteed MSD of O
after T gradient oracle calls. We have illustrated the superior convergence rate of our algorithm with respect to the state-of-the-art methods in the literature. Some future directions of research on this topic include the computation of convergence rate bounds for the heterogeneous case, where agents can have different step sizes and/or learning rates, and asynchronous distributed computation as in [39] .
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