Abstract-Irregular LDPC codes can have capacityapproaching performance with an iterative BP decoder under AWGN channel with BPSK modulation. Generally in BPSK modulation, every bit within the block has the same power. In this paper, we investigate unequal power allocation (UPA) using BPSK modulation for irregular binary LDPC codes. We show that constant power modulation need not lead to the best performance. With UPA we see gains of up to 0.25dB, with larger gains possible if the receiver knows the details of the UPA scheme. Optimal power allocation is shown to depend strongly on the codes in use. Our work demonstrates the promise of the UPA scheme for some irregular LDPC codes.
I. INTRODUCTION
ow-density parity-check (LDPC) codes with BPSK modulation have been shown to achieve near-capacity performance with iterative belief propagation (BP) decoding for the AWGN channel. Researchers have shown that irregular LDPC codes have superior performance both theoretically and practically [1] [2] [3] [4] [5] . In [5] , Chung et al presented a block length 10 7 bit rate-1/2 LDPC code that achieves reliable performance-a 10 -6 bit error rate (BER)-on an additive white Gaussian noise (AWGN) channel with a signal-to-noise ratio (SNR) E b /N 0 within 0.04 dB of the Shannon limit. Meanwhile, irregular LDPC codes exhibit natural unequal error protection (UEP) with BP decoding [6] [7] [8] . It is widely observed that highly connected nodes are more protected than weakly connected ones. This property is naturally used for UEP information transmission systems such as image transmission, packet transmission and so on [7] , [9] . UEP is one of our motivations for studying unequal power allocation.
For binary LDPC codes, in normal BPSK modulation, every bit is modulated into -1 or +1, with an equal power of 1. There are other ways to modulate such as soft modulation with unequal power known as unequal power allocation (UPA). In [11] and [12] , normal BPSK modulation and BPSK modulation with UPA are analysed. A source-adaptive power allocation scheme is proposed in [13] . UPA schemes have also been applied to image transmission systems, audio transmission systems, multicarrier/OFDM systems and Turbo code systems [14] [15] [16] [17] [18] .
In this paper, we investigate UPA scheme for irregular LDPC codes, which we believe has received little attention. We give unequal power to different bits within same block of an irregular LDPC code and investigate the code's average performance including BER and block error ratio (BLER) for an AWGN channel. We show that the UPA scheme can improve overall performance and thus give irregular LDPC codes an extra coding gain (we have observed a maximum of 0.25dB). We investigate the best power ratio for the UPA scheme for particular irregular LDPC codes. We find that the average performance is improved whenever the receiver knows that the UPA scheme is applied in the transmitter.
The paper is organized as follows. In Section II, we briefly review the UEP behaviour of irregular LDPC codes. Section III presents our definition of the UPA scheme for LDPC codes including UPA-UI (with updated intrinsic information) and the irregular LDPC codes that we investigate. In Section IV, we determine by simulation the best power ratio of UPA scheme for irregular LDPC codes. In Section V, we present our results of the UPA scheme on irregular LDPC codes, UPA performance when receiver is unaware and aware that UPA is being used, and BER performance with the number of iterations without and with UPA. Finally, we conclude our work and propose possible future work in Section VI.
II. UNEQUAL PROTECTION OF IRREGULAR LDPC CODES
In this section, we review the unequal error protection behaviour of irregular binary LDPC codes first. Binary LDPC codes can be described by a bipartite (Tanner) graph. For regular LDPC codes with regular Tanner graph, the degrees of all bit nodes are equal, and the degrees of all check nodes are equal. While for irregular codes, the degrees of nodes on each side can vary widely. In terms of parity-check matrix, H, the weight per row and column is not uniform. The degrees are usually chosen according to some distribution.
Within a single block of an irregular LDPC code, some bits are strongly protected and tend to have a lower BER while other bits are less protected and tend to have a higher BER. This is usually related to the degree distribution and connectivity of bit nodes of the Tanner graph of the LDPC codes. We give a simple example here. Consider a code with block length N=155 and coding rate approximately 0.4 where the first 62 bits (group 1) have degree 3, the last 93 bits (group 2) have degree 2 (the exact construction is described later). The average bit error rate for group 1 is denoted BER1, for group 2 is BER2 and the average is BER. The UEP performance of the 155 irregular LDPC codes with BPSK under AWGN channel is shown in Fig. 1 . For the two groups of bits in the 155 codes, at the BER level of 10 -4 , there is already over 0.2 dB of difference. Note that all the simulations in this paper are run until 50 block errors happen for each point. 
III. UNEQUAL POWER ALLOCATION ON IRREGULAR LDPC

A. Unequal power allocation scheme
Our UPA scheme on LDPC codes is constructed such that different bits can have different modulation power with an average power constant while still using BPSK modulation. On a code of block size N, we define P(i) as the power used for bit i. We require the mean power constraint,
is not necessarily constant for every i.
In particular, we investigate irregular LDPC codes with two groups of bits. To the N 1 bits in group 1 we allocate power P 1 , and N 2 bits in group 2 we allocate P 2 . The constraint is
so the average power is still 1. Given a desired power ratio, a = P 2 / P 2 , we may solve for P 1 and P 2 and then set the BPSK modulation amplitude accordingly.
B. Receiver with and without knowledge of UPA
We investigate the performance of UPA scheme on irregular LDPC codes both when the receiver knows UPA is used and when it does not know about UPA. We use a BP decoder with maximum 30 iterations. In the decoder for LDPC codes, intrinsic information from the channel is used, which includes the modulation power and the variance of the AWGN channel.
In a UPA BPSK modulation system for an AWGN channel, N(0,σ 2 ), let x'={x' 1 , x' 2 , … x' N } denote the codeword. x={x 1 , x 2 , … x N } is the modulated vector (0-> + P i , 1-> − P i ). For normal BPSK P i is 1 for all i. y={y 1 , y 2 , … y N } is the vector after channel. As the channel is AWGN,
The soft value f i of bit i in a log-likelihood ratio domain BP decoder is calculated as follows.
When the receiver knows that UPA scheme is used, it will use the known P i , otherwise it will suppose P i =1 and will just use 2y i σ 2 as the intrinsic information instead. The UPA scheme can thus be viewed as providing an unequal intrinsic information distribution as well.
In later sections, we show the performance of UPA in both cases, where the updated intrinsic information is and is not adapted for UPA system. We name the schemes as UPA and UPA-UI (updated intrinsic) respectively. UPA scheme shows improved performance in both situations though performance is better when the accurate intrinsic information is used.
C. Irregular LDPC codes construction
The irregular LDPC codes that we use to investigate the UPA Scheme are the codes punctured from Quasi-cyclic (QC) LDPC codes based on circulant matrices [10] . The reason that we chose QC LDPC codes is because the regular codes are strong regular LDPC codes. Every bit in the block has exactly the same bit error ratio. They also achieve a good trade-off between encoder complexity and decoding performance. We then modify the regular LDPC codes to be irregular by puncturing some sub-matrices with zero matrices. The irregular codes that we get have two groups of bits with different error protection ability. For example, using length 155 codes, the parity-check matrix becomes: 
H
The other codes have similar construction and structure. All the irregular codes that we investigated are listed in Table 1 . 
IV. POWER ALLOCATION RATIO, UEP AND BER
We now investigate the UPA scheme on irregular LDPC codes. We use UPA-UI with a BP decoder with maximum 30 iterations. For each fixed average SNR we determine the performance of the UPA scheme for each LDPC codes by change different power allocation ratio a, and monitoring BER1, BER2, BER and BLER. The results for each code on Table 1 are shown in Fig. 3 to Fig. 8 respectively. The results clearly show that BER and BLER change considerably when the power ratio a changes. The minimum of BER and BLER does not necessarily occur at a=1(i.e. normal BPSK). For the codes with length 155, 305, 905 and 1655, the optimum power ratio is smaller than 1, (0.6, 0.6, 0.7, 0.7 respectively), while for the codes with length 1928, 2249 and 2947, the power ratio for best average performance is slightly larger than 1. We note that there seems to be less separation between the BER1 and BER2 for the longer codes that we use here, and the BLER curve is quite flat above 1. This suggests that the optimal power ratio is linked to the code structure.
Not surprisingly, we observe that the UEP behaviour of BER1 and BER2 changes with the power ratio changes. BER1 is smaller than BER2 for all of our 7 codes when power ratio is 1 (normal BPSK). When power ratio becomes small, BER1 becomes close to BER2 and at some point they become equal and then BER2 becomes smaller than BER1. But the power ratio of the change-over point is not necessarily the optimal power ratio for BER and BLER. It is also surprising that sometimes we give less power to less protected bits.
It is also interesting to note that short and medium irregular LDPC codes have a larger range of power ratios, which keep BER and BLER performance at a similar level, but long codes have more abrupt changes in the performance-power ratio curve. The performance drops faster for 2248 and 2947 codes when power ratio goes away from 1.
V. PERFORMANCE OF UPA ON IRREGULAR LDPC CODES
A. Performance of UPA on irregular LDPC codes
Having demonstrated the promise of UPA, we now look at performance gains over a range of SNRs and the impact of accurate intrinsic information. The UPA and UPA-UI schemes use close optimal powers found from the previous section (we note it is possible that the optimal power ratio is different for UPA and UPA-UI). Results are shown in Fig. 9 to Fig. 13 . All the results show better average performance for UPA over an equal power allocation and performance improves further when the intrinsic information is updated. With the UPA-UI scheme, at the BER at around 10
, there is a 0.2dB gain for 155 codes, 0.2dB gain for 305 codes, and 0.25dB gain for 905 codes and 1655 codes. For other codes, the gain is smaller. This could because of the structure of these codes, their UEP behaviour is not dominant, as the optimum power ratio is very close to 1. Figure 14 shows how BER performance improves as the number of BP iterations increases without and with UPA-UI.
B. BER Performance of UPA vs. iterations
We see similar performance up to 10 iterations, but the real advantage of UPA becomes apparent later. We have seen broadly similar results for other codes and SNR values. This suggests that the gains from UPA are genuinely being incorporated by the decoder and are not a simple first order effect. Beyond 10 iterations, UPA shows an advantage over the scheme without UPA. This suggests that UPA offers gains even for relatively small number of iterations. 
VI. CONCLUSIONS AND FURTHER WORK
In this paper, we investigated an unequal power allocation (UPA) modulation scheme for irregular LDPC codes under an AWGN channel. We found that a power ratio of 1 is not necessarily optimal and UPA can give irregular LDPC codes an extra performance gain. The largest gain was 0.25dB in our simulations. We studied the codes performance with different power ratios. The optimum power ratio can be smaller or larger than 1 and does not seem to allocate similar BERs to both groups of bits. The reason for this is not clear, but we speculate that it relates to the structure of the codes. We also studied the behaviour of UPA when the receiver uses the power allocation as part of its intrinsic information. We found this further improves the performance of UPA. BER performance vs. decoding iterations is also investigated and it is shown that UPA can improve the BER performance in early stages (around 10 iterations) of decoding.
As future work we hope to investigate more general irregular LDPC codes with UPA beyond codes with 2 groups of bits. The relationship between optimal power allocation and code structure is also an interesting one. For an irregular code, an analytical scheme for finding the best power allocation would be desirable.
