Abstract-In this paper, the Uncertain CARP (UCARP) is investigated. In UCARP, the demands of tasks and the deadheading costs of edges are stochastic and one has to design a robust solution for all possible environments. A problem model and a robustness measure for solutions are defined according to the requirements in reality. Three benchmark sets with uncertain parameters are generated by extending existing benchmark sets for static cases. In order to explore the solution space of UCARP, the most competitive algorithms for static CARP are tested on one of the generated uncertain benchmark sets. The experimental results showed that the optimal solution in terms of robustness in uncertain environment may be far away from the optimal one in terms of quality in a static environment and thus, utilizing only the expected value of the random variables can hardly lead to robust solutions.
I. INTRODUCTION
As a classic combinatorial optimization problem with wide real-world applications, the Capacitated Arc Routing Problem (CARP) [1] in static environments has received much research interest. However, this is quite far away from the reality, where the problem parameters are often stochastic. For example, in snow removal problems, the amount of snow that has to be removed from the streets is not known exactly until the vehicles have reached them. In this paper, the corresponding optimization problem, called the uncertain CARP (UCARP), is investigated.
Unfortunately, although UCARP is much closer to the real-world applications, it has been overlooked so far. There has been only one uncertain version of CARP considered in previous work, i.e., the stochastic CARP (SCARP) proposed by Fleury et al. [2] . In SCARP, the demands of the tasks are considered as random variables. Due to the stochastic character of the demands, the feasibility of solution cannot be guaranteed and the total demand taken by a single route may exceed the capacity. The goal of SCARP is to find a solution and a recourse operation to minimize the total cost of the final feasible solution obtained by applying the recourse operation to the solution. The SCARP is a simple version of UCARP as only the demands of the tasks are stochastic and other uncertain parameters, such as the deadheading costs of the edges, are fixed in the problem.
More research has been carried out on uncertain versions of the node routing counterpart of CARP, i.e., the Vehicle Routing Problem (VRP), or even its one-vehicle special case called the Traveling Salesman Problem (TSP). In stochastic TSPs, the random variables taken into account include the presence of customers and the travel times between the customers. The TSP with stochastic customers was proposed by Jaillet [3] along with a number of mathematical models, while there has been no mathematical model for the TSP with stochastic travel times. In the m-vehicle version of the TSP with stochastic travel times, there are m vehicles available instead of only one vehicle. In the problem, all the vehicles have to depart from and arrive at a common depot, and a deadline is imposed on each vehicle route. A penalty is induced for the completion delay. For stochastic VRPs, research works are focused on stochastic demands [4] , [5] , [6] and on the stochastic presence of customers [5] , [7] , or both [8] . [9] gives a comprehensive survey of the aforementioned problems. [10] and [11] consider dynamic replanning for VRP in case of unforseen situations such as traffic jams.
In summary, there have been three stochastic factors considered in previous research work: (1) the presence of tasks (customers in VRP and edges in CARP); (2) the demands of the tasks and (3) the deadheading costs between the tasks. In fact, there should be a fourth stochastic factor: the availability of a path between each pair of vertices. For example, when a street is on its maintenance, it becomes unavailable to be traversed and thus disappears from the graph temporarily. These above four stochastic factors can occur simultaneously in the problem. Unfortunately, a corresponding model has not been investigated. Most research works consider them separately or combine at most two of them together (e.g., the presence and demands of the tasks are combined in [8] ). Here, we consider all the four stochastic factors in the problem.
An optimization problem like CARP can be characterized by the following four aspects: inputs, outputs, constraints and objectives. UCARP is different from CARP with respect to all the above four aspects. In this paper, we give the formal definition of UCARP. First, we point out the differences between UCARP and CARP with respect to the inputs, outputs and constraints, and provide a mathematical statement of UCARP. Second, in UCARP, it is no longer appropriate to minimize the total cost in a specific environment. Instead, one should find a solution that can show relatively good performance under all possible environments. In other words, the objective of UCARP is to find a robust solution. Based on such consideration, a performance measure of UCARP is defined in order to evaluate the robustness of a solution. After that, three sets of UCARP benchmark problems named the Ugdb, Uval and Uegl sets are generated by extending the corresponding gdb [12] , val [13] and egl [14] sets for the static CARP, respectively. Finally, in order to investigate the fitness landscape of UCARP, two existing competitive algorithms for static CARP are tested on the simplest of the three extended UCARP benchmark set, i.e., the Ugdb set. The experimental results showed that it is difficult to find highly robust solutions if only the expected values of the random variables are utilized.
The rest of the paper is organized as follows: First, Section II gives the formal definition of UCARP. Then, based on practical requirements, a robustness measure for UCARP solutions is defined in Section III. In Section IV, three benchmark sets are generated by extending the corresponding three static benchmark sets. Afterwards, in Section V, two static CARP approaches are applied to UCARP instances to conduct a rough investigation and analysis of the fitness landscape of UCARP. Finally, conclusion and future work are presented in Section VI.
II. PROBLEM DEFINITION
Solving a CARP means to determine a routing plan on a given graph to serve a given set of edges and arcs (also called tasks) of the graph at a minimal total cost subject to the following constraints:
• Each route starts and ends at the depot vertex;
• Each task is served exactly by one route;
• The total demand of the tasks served by each route cannot exceed its capacity. The total cost of the routing plan includes the cost induced by serving the tasks (also called the serving cost) and the cost induced by traversing the paths between the tasks (also called the deadheading cost).
Given a graph G(V, E, A), where V , E and A represent the sets of vertices, edges and arcs, respectively. The deadheading cost matrix is denoted as (dc ij ) |V |×|V | , where dc ij = dc(v i , v j ) indicates the deadheading cost for traversing from vertex v i to vertex v j . Obviously, dc ij = ∞ ⇐⇒there is no edge or arc from v i to v j . All edges e ∈ E and arcs a ∈ A are associated with a nonnegative demand d(e) and d(a), and a nonnegative serving cost sc(e) and sc(a). The edges and arcs with positive demands are called the tasks. There are m vehicles with capacity of Q are located at the depot v 0 ∈ V to serve the task set
A CARP solution can be essentially represented by a route set X = {X 1 , ..., X m } and a corresponding 0-1 vector set
is a sequence of vertices starting and ending at v 0 , i.e.,
) is a task and is served at the current position, then y ki = 1; otherwise, y ki = 0. For the sake of convenience, the above solution representation scheme is called the vertex representation. Vertex representation is the most explicit representation scheme for CARP solutions since under such representation scheme, a CARP solution can be implemented without any transformation. Concretely, a solution can be implemented in the following way: For each vertex sequence X k , the assigned vehicle starts from v 0 and traverse towards the next vertex in the sequence. If the corresponding 0-1 indicator in Y k is 1, then the vehicle serves the path to be traversed. Otherwise, it traverses the path without serving it. The above operations are repeated until the vehicle finishes the sequence and returns to v 0 . In addition to the vertex representation scheme, there are other representation schemes for CARP solutions proposed, such as the explicit task representation scheme [15] and the implicit task representation scheme [16] . When using the explicit task representation scheme, a solution is represented by a set of task sequences {R 1 , ..., R m }. During the implementation phase, each task sequence is transformed to a vertex sequence by connecting the adjacent tasks with the shortest path between them in the graph. Therefore, the explicit task representation is equivalent to the vertex representation during implementation. Similarly, the implicit task representation is equivalent to the vertex representation as well since it will be transformed to the explicit task representation first during implementation. In summary, although there are various solution representation schemes proposed to facilitate the search, they have to be transformed to the most explicit vertex representation during implementation.
In a static environment, CARP can be stated as follows:
in constraints (5) and (6), the inequality (k 1 , i 1 ) = (k 2 , i 2 ) means that at least one of the two inequalities k 1 = k 2 and i 1 = i 2 is satisfied. Objective (1) is to minimize the total cost tc(S). Constraint (2) indicates all the routes start and end at the depot v 0 . Constraints (3)- (6) guarantee that all the tasks are served exactly once. Constraint (7) is the capacity constraint, i.e., the total demands served by each route cannot exceed the capacity Q. Constraint (8) defines the domain of the variables.
Contrary to static CARP, in UCARP, the deadheading cost matrix and the task demands are random variables depending on the environmental parameter ξ. In practice, ξ is affected by various real-world factors. For example, the surface temperature of a street in Salt Routing Optimization determines the demand of the street, while the traffic situation influences the deadheading cost matrix. For the sake of convenience, all the real-world factors are combined into the single environmental parameter ξ. Thereby, in UCARP, the deadheading cost matrix and the task demands can be denoted as functions of ξ, i.e., (dc ij (ξ)) |V |×|V | and d(t, ξ).
As mentioned in Section I, the stochastic factors in UCARP include (1) presence of tasks; (2) demands of tasks; (3) presence of paths between vertices and (4) deadheading costs between vertices. Specifically, in UCARP,
is present with probability p ij , and absent with probability 1 − p ij . If it is present, its demand obeys a certain distribution, i.e.,
is the component of ξ affecting the demand of the task
is the probability density function of ξ d ij . Otherwise, its demand is zero.
• each path (v i , v j ) is present with probability q ij , and absent with probability 1 − q ij . If it is present, its deadheading cost obeys a certain distribution, i.e., P (dc ij In an uncertain environment, the problem objective is no longer to find a single global optimal solution, but to find a solution with the best expected quality under all possible environments, i.e., the most robust solution. For this reason, UCARP can be stated as follows:
E[
The constraints (10)- (14) and (16) are exactly the same as those of the static counterpart (2)- (6) and (8) . The differences between UCARP and static CARP lie in the following aspects: First, as shown in (9), the objective of UCARP becomes the robustness measure R(S), whose definition will be given in Section III. Second, due to the stochastic character of task demands, the capacity constraint (7) cannot be guaranteed in UCARP. Therefore, the capacity constraint in UCARP is modified in such a way that the expected total demands (with respect to the environmental parameter ξ) served by each route does not exceed the capacity Q. The modified capacity constraint can be seen in (15) .
III. ROBUSTNESS OPTIMIZATION IN UNCERTAIN CAPACITATED ARC ROUTING PROBLEM
The concept of robust optimization in uncertain environment has been considered in the fields of operations research, engineering design and other scientific areas. So far, there have been various robustness measures proposed. Next, we will introduce several commonly used robustness measures.
1. Worst-case Performance R w (x): Take minimizing the objective function f (x) as an example, the worst-case performance is defined as:
where N (x) stands for a predefined neighborhood of x.
Expected Performance R e (x):
The expected performance measures the expectation of f (x) with respect to the environmental parameter ξ. It can be stated as:
Threshold-based Robustness Measure R t (x):
In many real-world cases, the objective is not to maximize the performance, but to meet the predefined quality threshold q. In such a situation, one can maximize the probability of reaching the quality threshold, i.e.,
4. Reliability-based Robustness Measure: In uncertain environments, the stochastic factors may appear not only in the objective functions, but also in the constraints. For such kind of problems, the practical feasibility of solution can no longer be guaranteed. Given the following optimization problem:
in which there is a stochastic constraint g k (x; ξ) 0 affected by the environmental parameter ξ. For the same value of x, there may exist ξ 1 and ξ 2 so that g k (x; ξ 1 ) 0 and g k (x; ξ 2 ) > 0. In other words, x is feasible in environment ξ 1 , while becomes infeasible in environment ξ 2 . In such a situation, the reliability-based robustness measure transforms the original constraint g k (x; ξ) 0 to the following constraint P r[g k (x; ξ) 0] P 0 , which means the probability of satisfying the constraint is no less than the confidence probability P 0 . An example of the measure is given in [17] .
5. Repair-based Robustness Measure: Like the reliability-based robustness measure, this measure is used to deal with the stochastic factors appearing in constraints as well. It defines a repair operator Φ to make infeasible solutions feasible again. Given a solution x and a sample of the environmental parameter ξ, if x is feasible in the current environment, then it remains unchanged. Otherwise, it is modified by Φ to be made feasible, i.e., x ← Φ(x, ξ). Here, the repair operator Φ has to be defined in such a way that for any solution x and environment sample ξ, Φ(x, ξ) must be a feasible solution. [2] adopted the measure in the context of the CARP with stochastic task demands.
In summary, measures 1-3 tackle the stochastic factors in objective functions, while measures 4 and 5 deal with the stochastic constraints. in UCARP, the random variables include the deadheading costs dc(v i , v j ) and the task demands d(t). From Eq. (1)- (8), we can see that dc(v i , v j ) will affect the objective function and the domain of (x ki , x k(i+1) ) in constraint (8), while d(t) will determine the satisfactory of constraint (7) . Therefore, we need to pick a measure from 1-3 to handle the stochastic objective function, and pick one from 4 and 5 to handle the stochastic constraints. Here, measures 2 and 5 are picked. Measures 1-3 reflect different aspects of the objective function and can be chosen according to practical consideration. Here, we select the representative expectation performance to evaluate the stochastic total cost. In contrast, the reliability-based and repair-based robustness measures are quite different in tackling stochastic constraints. The reason why we select the repair-based robustness measure can be explained as follows: in UCARP, the stochastic constraints are hard constraints, and the infeasible solutions cannot be implemented. First, it is obvious that each vehicle cannot serve total demands larger than its capacity. Second, when the path between adjacent vertices becomes absent, the latter vertex can no longer be reached unless another path is found. Therefore, once a solution becomes infeasible due to the stochastic factors, it has to be made feasible by certain repair operator, or it will fail to be implemented. If using the reliability-based robustness measure, the system will collapse with probability 1 − P 0 . For this reason, the repair-based robust measure is more appropriate than the reliability-based robust measure for UCARP.
Based on the introduction of the repair-based robustness measure, a repair operator Φ has to be defined. As mentioned above, in UCARP, the feasibility of solution can be changed due to the stochastic character of task demands and presence of paths. In many real-world applications, the departments in charge wish to keep the modification as small as possible during the repair process. Based on such consideration, Φ should satisfy the following conditions:
• If all the constraints are satisfied, then Φ should not make any change on the solution; • If the solution violates the capacity constraint, then Φ should cut the infeasible routes into several feasible routes; • If the path between adjacent vertices in the solution becomes absent, then Φ connects them with another path in the graph.
All the above repair operation should consider minimizing the modification of the solution.
Here, we assume the practical value of the random variables can only be known during the implementation. To be specific, the vehicle does not know whether the path from vertex x ki to its successor x k(i+1) is connected until it reaches x ki . The deadheading cost of (x ki , x k(i+1) ) can only be known after the vehicle has arrived at x k(i+1) . Besides, if (x ki , x k(i+1) ) is a task, its demand cannot be known until the vehicle finishes its service and reaches x k(i+1) . Based on the above assumption, the repair operation of Φ can be defined as follows: Given a solution S = ({X 1 , ..., X m }, {Y 1 , ..., Y m }) represented by the vertex representation scheme, each vehicle starts from x k1 = v 0 and traverses according to the vertex sequence X k = (x k1 , ..., x kl k ). Once the vehicle arrives at a new vertex (including the starting vertex v 0 ), Φ checks the value of the first time occurring y kj = 1 in the sub-vector Y k = (y ki , ..., y k(l k −1) ) to locate the position of the next task (x kj , x k(j+1) ). If there is no task left, then it returns the depot through the predefined path. Otherwise, Φ examines whether the current residue is enough to serve the expected demand
If so, then the vehicle traverses to x kj through the original path. Otherwise, the vehicle returns to the depot through the shortest path and update the capacity, then goes to x kj through the shortest path again. Note that the practical demand of (x kj , x k(j+1) ) may be larger than expected and exhaust the capacity on the way of its service. In this case, the vehicle neglects the remaining demand and returns to the depot to update the capacity, and then goes back to x kj so as to finish the service of (x kj , x k(j+1) ). After the above operations, the satisfactory of the capacity constraint can be guaranteed. On the other hand, for the infeasibility caused by the absence of the path between the adjacent vertices x ki and x k(i+1) , Φ simply update the deadheading cost matrix by setting dc(x ki , x k(i+1) ) = ∞, and calculate the shortest path under the updated cost matrix by Dijstra's alorithm [18] . Then, it replaces the interrupted path with the new shortest path.
Based on the above descriptions, Φ can be divided into a repair operator Φ d to deal with stochastic task demands and a repair operator Φ c to deal with stochastic presence of paths. Given an infeasible solution, it is first repaired by Φ d , and then repaired by Φ c . Algorithm 1 and 2 give the pseudo codes of the repair operators Φ d and Φ c , respectively.
In Algorithm 1 and 2, the function X.pushback(a) indicates inserting the element a (can be a single element or a sequence) into the end of the sequence X, and |X| stands for the length of X. 0 l represents the sequence composed with l 0's. ESP (v i , v j ) is the shortest path from v i to v j under the expected deadheading cost matrix, while SP (v i , v j , ξ) is that under the practical deadheading cost matrix under the environmental parameter ξ.
Under the definition of Φ d and Φ c , an infeasible solution S is repaired at the following two steps: 1) S = Φ d (S); 2) S ξ = Φ c (S ). Then, the expected performance of a solution S is defined as the expected total cost of all possible S ξ 's, i.e., the objective function (9) is defined as:
3:
Y k .pushback(0); 10:
Y k .pushback (1); 14:
else 20: if Y kj = 1 and IV. BENCHMARK GENERATION Since there currently exists no benchmark instance for UCARP, we decided to generate them by ourselves. Intuitively, we can extend the existing static CARP benchmark instances to UCARP instances. In [2] , the well-known gdb test set with static CARP instances was extended to a stochastic CARP test set by replacing the deterministic demand d(t i )
6: 
Here, we can generate our benchmark instances similarly, but the Gamma distribution is chosen for the random variables. This is because their values must be nonnegative, and the Gamma distribution is one of the commonly used distributions having nonnegative supports. Besides, d(v i , v j ) equals zero with probability 1 − p ij , and dc(v i , v j ) equals infinity with probability 1 − p ij . Hence, in UCARP, the random variables should satisfy the following distributions:
where G(k, θ) is the Gamma distribution with the shape parameter k and the scale parameter θ. The probability density function of
It is known that the mean of the Gamma distribution G(k, θ) is μ = kθ and G(k, θ) converges to the Gaussian distribution when the shape parameter k becomes infinite. According to the idea of UCARP instance generation in [2] , the random variables in UCARP should have the following properties: Property 1:
1) The Gamma distribution is close to Gaussian distribution; 2) The expected value of the random variables equals their static values; Property 1 can be realized by setting a sufficiently large k. Here, we set k = 20 for all the random variables. The probability density functions of the Gamma distribution with the shape parameter k = 20 and various θ values are illustrated in Fig. 1 . 
However, the above equation is not available for the deadheading cost DC(v i , v j ) since it is likely to become infinity. Therefore, we neglect such case and only set
From Eq. (24) and (25), we can get θ
Besides, p i and q ij can be intuitively set to 0.9 and 0.95, respectively.
The C++ source code of the instance generator for extending the static CARP instances to UCARP instances can be downloaded on http://home.ustc.edu.cn/∼meiyi, along with the extended instances for the gdb, val, and egl sets, namely the Ugdb, Uval and Uegl sets, respectively. For each static instance, 30 uncertain instances are generated one by one by the instance generator with the starting random seed of 0. If necessary, users can also generate more uncertain instances with other random seeds.
V. EXPERIMENTAL STUDIES
The stochastic character of random variables makes the fitness landscape of UCARP much more complicated than CARP. To investigate the fitness landscape of UCARP and the impact of the stochastic factors on the performance of the search algorithms, the two competitive static CARP optimization approaches, RTS * [19] and MAENS [15] , were applied to the Ugdb set, which is the simplest and smallest test set among the three UCARP benchmark sets generated in Section IV. In this way, it is easier to observe how the performance of the algorithms are influenced by the uncertain environment, but not the complicatedness of the problem itself. As demonstrated in [19] and [15] , the two selected algorithms are able to reach the global optima for all the static version of the Ugdb instances, i.e., the gdb instances.
In the experiments, RTS * and MAENS were implemented once on all the gdb instances, and the sequences of best feasible solutions updated during the search process were recorded. Recalling that the expected values of the random variables of the Ugdb instances are exactly the corresponding static values of the gdb instances. Thus, by solving the gdb instances, the algorithms can be seen as solving the Ugdb instances by utilizing the expectation of the random variables. For each solution recorded in the best feasible solution sequence obtained by RTS * and MAENS, denoted as (S 11 , ..., S 1l1 ) and (S 21 , ..., S 2l2 ), the robustness performance defined in Section III (R(S ij )) is calculated in terms of the average total cost of the 30 corresponding Ugdb instance samples generated in Section IV, i.e.,
R(S
where
is the feasible solution obtained by applying Φ to S ij under ξ k , which is the environmental parameter of the k th sample. Table I presents the experimental results. In the table, the columns headed "Best tc(S)" and "Best R(S)" stand for the solution with the lowest tc(S) and that with the lowest R(S) among all the recorded solutions. The column headed "Best Known R(S)" presents the best known solution with respect to R(S). The columns headed "tc(S)" and "R(S)" are the objective functions defined for the static and uncertain versions, respectively. tc(S) is defined in Eq. (1) and R(S) is defined in Eq. (6). For tc(S), the optimal values are marked in bold. As mentioned before, MAENS and RTS * can both reach the optimal solutions for the static version of the instances. Therefore, the best tc(S) obtained by them were marked in bold for all the instances.
From Table I , it is observed that R(S) is not proportional to tc(S). For MAENS, the solution with the lowest tc(S) and the solution with the lowest R(S) are different on 9 out of the total 23 instances. For RTS * , such a phenomenon occurs also on 9 instances. Another interesting observation is that for the lowest tc(S) obtained by MAENS and RTS * , although their values are the same and optimal, the corresponding R(S) of the solution can be very different (e.g., in Ugdb12, the solutions with lowest tc(S) obtained by the two algorithms have their R(S)'s of 642.03 and 603.54, respectively). Based on the above observation, it can be concluded that for a static CARP instance, there often exist multiple globally optimal solutions. However, their robustness in the corresponding uncertain versions may be quite different. When looking at the best known solutions with respect to R(S), it is seen that for 16 out of the total 23 instances, the best known solutions have non-optimal tc(S)'s. This implies that the global optimum (in terms of robustness) in a UCARP instance may be quite far away from the global optimum in its static counterpart. Comparing with the results obtained by MAENS and RTS * , the R(S) values of the best known solutions are much smaller than the lowest R(S)'s obtained by the two algorithms, not to mention the R(S) of the solutions with lowest tc(S). Therefore, we can conclude that when solving Ugdb instances by applying algorithms to the gdb counterparts, it is difficult to achieve highly robust solutions.
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In summary, the following observations can be drawn:
• The robustness of solution in UCARP is not proportional to its absolute performance in static CARP; • Static CARP instances often have multiple global optimal solutions. However, their robustness in the corresponding uncertain version may be quite different; • Only utilizing the expected information cannot lead to highly robust solutions.
VI. CONCLUSION AND FUTURE WORK
In this paper, we investigate a new variant of the wellknown CARP, i.e., the Uncertain CARP (UCARP). In contrast to its static counterpart, in UCARP, the environment parameters are uncertain, and the objective is to find a solution that can keep a relatively good average performance over all the possible environments instead of having optimal performance for one specific static environment. In our study, the UCARP with random variables denoting the presence of tasks, the demands of the tasks, the availability of paths between vertices, and the traversal costs of the paths is formally defined. A performance measure to indicate solution quality for such problems is also defined on basis of all stochastic factors. Furthermore, three benchmark sets for UCARP are generated by extending the three commonly used static CARP benchmark sets. The two most competitive algorithms for static CARP, i.e., MAENS [15] and RTS * [19] , were tested on the simplest generated benchmark set, i.e., the Ugdb set. It is found that, although the two algorithms showed excellent performance for static CARP, they were not able to find robust solutions for UCARP. Therefore, the future work is to design new algorithms that can find more robust solutions by taking advantage of more information random character. One possible direction is to select the solutions in which the adjacent tasks can be connected by multiple paths with nearly the same lengths to avoid the additional cost induced by the absence of edges.
