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SUMMARY 
An i nves t iga t ion  of the p r o p e r t i e s  important f o r  t h e  design of s t o c h a s t i c  adapt ive  
c o n t r o l l e r s  f o r  t h e  h igher  harmonic c o n t r o l  of h e l i c o p t e r  v i b r a t i o n  is  presented. 
Three d i f f e r e n t  model types are considered f o r  t h e  t r a n s f e r  r e l a t i o n s h i p  between t h e  
h e l i c o p t e r  h igher  harmonic c o n t r o l  input  and the v i b r a t i o n  butput;  
2) l i n e a r  with slow t i m e  varying c o e f f i c i e n t s ,  and 3) l i n e a r  wi th  cons tan t  
c o e f f i c i e n t s .  
f o r  a dual ,  cau t ious ,  and d e t e r m i n i s t i c  c o n t r o l l e r  f o r  both l i n e a r  and nonl inear  
t r a n s f e r  models. 
1) Nonlinear,  
The s t o c h a s t i c  contrcj l ler  formulat ions and so lu t ions  are presented  
Extensive s imula t ions  are performed wi th  t h e  var ious  models and c o n t r o l l e r s .  It 
i s  shown t h a t  even f o r  a l i n e a r  model t h e  caut ious  adapt ive  c o n t r o l l e r  can sometimes 
r e s u l t  i n  unacceptable v i b r a t i o n  con t ro l  including an apparent c o n t r o l l e r  diver-  
gence. This is found t o  occur f o r  both constant  parameter condi t ions  r ep resen ta t ive  
of s teady  f l i g h t  and t i m e  varying parameter conditions r e p r e s e n t a t i v e  of maneuvering 
f l i g h t  condi t ions.  
A new second order  dua l  c o n t r o l l e r  i s  developed which is  shown t o  modify t h e  
caut ious  adapt ive  c o n t r o l l e r  by adding numerator and denominator co r rec t ion  terms 
t o  t h e  caut ious  con t ro l  algorithm. 
simple s ingle-control  v i b r a t i o n  example and is  found t o  achieve exce l l en t  v i b r a t i o n  
reduct ion and s i g n i f i c a n t l y  improves upon t h e  caut ious  c o n t r o l l e r .  
The new dual  c o n t r o l l e r  is  simulated on a 
Nonlinear, t ime varying c o e f f i c i e n t  and constant  c o e f f i c i e n t  systems are each 
found t o  e x h i b i t  d i s t i n c t i v e  c h a r a c t e r i s t i c s  using t h e  adapt ive  c o n t r o l l e r s .  
t i o n  and ana lys i s  are presented i n  an at tempt  t o  f u r t h e r  understand t h e  closed loop 
behavior. 
Simula- 
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1. INTRODUCTION 
The use  of adapt ive  c o n t r o l l e r s  f o r  h igher  harmonic c o n t r o l  (HHC) t o  e l imina te  
h e l i c o p t e r  v i b r a t i o n  has  been inves t iga t ed  i n  numerous a n a l y t i c a l  s t u d i e s  [ I ,  
2, 3,  4,  51, wind tunnel  tests [I, 7, 8 1 and f l i g h t  tests 19, 101. The 
e f f e c t i v e n e s s  of h igher  harmonic c o n t r o l  has  been experimentally v e r i f i e d  and found 
t o  work except iona l ly  w e l l  i n  most cases. However, s p e c i f i c  cases have been found 
where t h e  use  of an adapt ive  c o n t r o l l e r  e i t h e r  f a i l e d  t o  converge t o  t h e  t r u e  mini- 
mizing so lu t ion ,  f a i l e d  t o  simultaneously reduce several v i b r a t i o n  components, o r  
have shown a tendency f o r  divergence. This has  been repor ted  i n  a n a l y t i c  s t u d i e s  
[17, 221, wind tunnel  tests [l, 71 and f l i g h t  tests [9, 101. 
The adapt ive  closed loop c o n t r o l l e r s  can be considered t o  have a t t a i n e d  t h e  proof 
of concept s t a t u s .  However, t h e r e  is a l a c k  of understanding of t h e  i n t r i n s i c  con- 
t r o l l e r  p rope r t i e s .  S p e c i f i c a l l y ,  t h e r e  does not  e x i s t  a t  t h i s  t i m e  a s t a b i l i t y  
a n a l y s i s  f o r  t h e  closed loop system. Cases e x i s t  where t h e  c o n t r o l l e r  f a i l s  t o  
f u l l y  minimize v i b r a t i o n s  and t h i s  is not  f u l l y  understood. The problem is  f u r t h e r  
complicated by t h e  var ious  model desc r ip t ions  of t h e  h e l i c o p t e r  HHC inpu t  t o  vibra-  
t i o n  output .  The h e l i c o p t e r  v i b r a t i o n  model which i s  assumed t o  be i n  quasi-steady 
state can e x h i b i t  nonl inear ,  l i n e a r  t i m e  varying,  o r  linear cons tan t  c o e f f i c i e n t  
bekavior.  In add i t ion ,  t h e  v i b r a t i o n  model is i n  a sense s t o c h a s t i c  s i n c e  t h e  t r ans -  
f e r  m a t r i x  v a r i e s  i n  an unknown manner t o  a c e r t a i n  degree wi th  f l i p ,h t  condi t ion  and 
s ince  t h e  measurenents are contaminated by random noise .  . .  . 
Because of t h e  d i v e r s i t y  of h e l i c o p t e r  v i b r a t i o n  model types and t h e  s t o c h a s t i c  
na tu re  of t h e  environment , i t  is d i f f i c u l t  t o  gene ra l i ze  t h e  p r o p e r t i e s  of t h e  closed 
loop system. 
may h e  unacceptable during another  condi t ion.  
t he  f a c t  t h a t  t h e  adapt ive  c o n t r o l  a lgori thm is  i t s e l f  nonl inear  and i t s  p r o p e r t i e s  
cannot be analyzed by l i n e a r  methods. 
A s o l u t i o n  which shows e x c e l l e n t  convergence during one f l i g h t  condi t ion  
The d i f f i c u l t y  is f u r t h e r  complicated by 
There are s e v e r a l  v a r i a t i o n s  f o r  t he  implementation of t h e  adapt ive  c o n t r o l l e r s  
These have been r e f e r r e d  t o  as l o c a l  o r  
They can be implemented wi th  and without s t o c h a s t i c  p r o p e r t i e s  (such 
used f o r  h e l i c o p t e r  v i b r a t i o n  minimization. 
g loba l  models. 
a s  caut ious  and probing) and can be designed t o  minimize va r ious  opt imiza t ion  cri teria 
t o  inc lude  s p e c i f i c  v i b r a t i o n  states, HHC con t ro l  i npu t s  and rate of change of HHC 
input .  
repor ted  i n  d e t a i l  i n  [ l - 8  1. Although t h e  var ious  c o n t r o l l e r s  can 
Extensive s imula t ions  have been done using t h e  va r ious  c o n t r o l l e r s  as 
1 2  
be implemented d i f f e r e n t l y  they a l l  con ta in  an adapt ive  parameter i d e n t i f i c a t i o n  
algori thm followed by a c o n t r o l l e r  which u t i l i z e s  t h e  i d e n t i f i e d  parameters.  
It i s  of importance t o  f u r t h e r  understand t h e  c losed  loop adapt ive  system 
p rope r t i e s .  I n  
add i t ion ,  depending upon t h e  na tu re  of t h e  random dis turbance  t h e  c o n t r o l l e r  can 
The adapt ive  c o n t r o l  implementation can r e s u l t  i n  a divergence. 
. f a i l  t o  minimize v i b r a t i o n s  under c e r t a i n  condi t ions .  This behavior would 
c e r t a i n l y  
. 
be unacceptable f o r  u se  on production h e i i c j p t e r s .  
. 
This  r e p o r t  p re sen t s  r e s u l t s  f o r  t h e  t h r e e  h e l i c o p t e r  vibrati-on model descr ip-  
t i o n s ;  1) nonl inear ,  2) l i n e a r  t i m e  varying and 3) l i n e a r  constant  c o e f f i c i e n t .  
Simulations are presented which show s p e c i f i c  condi t ions  when t h e  closed loop 
adapt ive c o n t r o l l e r  e x h i b i t s  divergence, o r  f a i l s  t o  f u l l y  minimize v ib ra t ions .  
i n v e s t i g a t i o n  of t h e  p rope r t i e s  of t h e  closed loop c o n t r o l l e r s  is  presented and a new 
dual  c o n t r o l l e r  is  developed. 
An 
A s t o c h a s t i c  adapt ive  c o n t r o l  formulat ion is presented f o r  nonl inear  and l i n e a r  
model desc r ip t ions .  
a t tempt  t o  improve upon t h e  non-dual c o n t r o l l e r  (i.e. caut ious  o r  de t e rmin i s t i c ) .  
The new dual  c o n t r o l l e r  is such as t o  modify t h e  caut ious  adapt ive  c o n t r o l l e r  by 
adding numerator and denominator c o r r e c t i o n  t e r m s  t o  t h e  caut ious c o n t r o l  algorithm. 
Conditions are s imulated where t h e  caut ious  c o n t r o l l e r  f a i l s  t o  minimize v i b r a t i o n  
and t h e  new dual  c o n t r o l l e r  is  found t o  achieve e x c e l l e n t  v i b r a t i o n  reduct ion  and 
convergence. 
output  v ibra t ion  problem, t h e  s imula t ions  are presented f o r  a scalar example. 
A new second order  dua l  c o n t r o l  s o l u t i o n  is developed i n  an  
Although, t h e  new dual  c o n t r o l l e r  is developed f o r  a multi- input/multi-  
The t h e o r e t i c a l  background and HHC problem formulat ion is presented i n  s e c t i o n  
S tochas t i c  c o n t r o l  s o l u t i o n s  are presented f o r  both t h e  l i n e a r  and nonl inear  
The s imula t ion  models used are discussed i n  
2. 
problem desc r ip t ions  i n  s e c t i o n  3.  
s e c t i o n  4 and the d e t a i l s  of the var ious  closed loop s imulat ion resuPts  are peasented 
i n  s e c t i o n  5. The de r iva t ion  of t h e  new second order  dua l  c o n t r o l l e r  is presented 
i n  t h e  appendicies.  
2 .  THEORETICAL BACKGROUND 
Hel icopter  v i b r a t i o n  can be  reduced by a c t i v e  blade c o n t r o l  us ing  c o n t r o l l e r s  
employing s t o c h a s t i c  c o n t r o l  t heo ry .  
research  is on going t o  extend these  i d e a s  f o r  f u r t h e r  improvement i n  v i b r a t i o n  
reduct ion.  
provided here .  
Various c o n t r o l  p o l i c i e s  are a v a i l a b l e  and 
A summary of t h e  v l b r a t i o n  problem and va r ious  c o n t r o l  approaches i s  
2.1. Higher Harmonic. Control Problem Formulation 
The l i n e a r  mul t iva r i ab le  model represent ing  t h e  h igher  harmonic c o n t r o l  
(mc) input  t o  output  vibration fs 
x(k+l) = c(k) + B(k) u(k) (1) 
where c(k) is an unknown vec to r  and B(k) is  a matrix of unknown parameters. The 
unknown elements of c(k) and B(k) are denoted as 8(k) w i th  covariance mat r ix  P ( k ) .  
These unknown parameters are t i m e  varying and t h e i r  v a r i a t i o n s  are modelled as 
B(k+l) = A 8(k) + v(k) (2  
wi th  
(3) 
kj  
E{v(k)) = 0 and E{v(k) v ' ( j ) )  = V 6 
I n  equi l ibr ium f l i g h t  the s teady  outputs  (v ib ra t ions )  at zero  con t ro l  is c(k) .  
This is a s ta t ic  model where it i s  requi red  t o  f i n d  t h e  con t ro l  u(k) which reduces 
the uncontrol led v i b r a t i o n  c(k).  
The measurement equat ion i s  
y(k) = x(k) + w(k) (4  1 
where 
(5) k j  
E{w(k)} = 0 ; E{w(k)w'(j)) = W 6 
E{w(k)v'(j)) = 0 
and x (k ) ,  y(k) being n dimensional vec tors .  The gene ra l  con t ro l  c r i t e r i o n  t o  be 
minimized i s  t h e  expected va lue  of t h e  cost  from s t e p  0 t o  N 
N 
k= 1 
J(0) = E{C(O)) = E{ 1 x'(k) Qx(k) + u'(k-1) Ruck.-l)) ( 6 )  
The nonl inear  HHC problem formulation is  given next .  The nonl inear  r e l a t i o n -  
s h i p  between HHC input  and v i b r a t i o n  output  can be approximated by t h e  Vo l t e r r a  
harmonic series developed i n  1171. 
including up t o  t h i r d  order  terms i s ,  
The  input-output non l inea r  r e l a t i o n s h i p  
14 
x(k+l) = cCk) + B(k)uCk) + 
This r e l a t i o n s h i p  r e p r e s e n t s  bo th  the s teady  and the varying f l i g h t  condi t ions.  
During varying f l i g w  condi t ions  the c o e f f i c i e n t s  c(k3, B(.k) , S(k) and TCk) vary 
according t o  Equations 2 and 3. 
are the sane as before.  
u'Ck) SCk)uCk) + u'(k) TCk) u2(k) C7) 
The measurement equat ion and t h e  c o n t r o l  c r i t e r i o n  
The so lu t ions  t o  these  problems are given i n  Sec t ion  3.  
2.2 S tochas t i c  Control Theory Background 
In most real world systems t h e r e  are inherent  u n c e r t a i n t i e s  t h a t  prevent 
t h e  use  of de t e rmin i s t i c  c o n t r o l  theory.  These u n c e r t a i n t i e s ,  e i t h e r  i n  t h e  
system i t s e l f  o r  i n  t h e  measurements made on t h e  system, can be appropr ia te ly  
modelled as s t o c h a s t i c  processes.  
any measurement of t h e  system. 
feedback c o n t r o l l e r s  u t i l i z e  real-time observat ions.  
An open-loop c o n t r o l l e r  does not  r equ i r e  
It i s  a func t ion  of t h e  i n i t i a l  state and t i m e .  The 
I n  a s t o c h a s t i c  environment t h e  con t ro l  has a dua l  e f f e c t  (11, 121: it 
a f f e c t s  t h e  system's state as w e l l  as t h e  unce r t a in ty  i n  t h e  est imated parameters. 
This dual  e f f e c t  can be u t i l i z e d  f o r  designing good c o n t r o l l e r s  f o r  t h e  v i b r a t i o n  
reduct ion i n  a he l i cop te r .  
keeps t h e  output  at  a recommended level. 
It enhances es t imat ion  of t h e  unknown parameters bu t  
Let u s  consider  a s t o c h a s t i c  system with unknown parameters 0 where t h e  
state of t h e  system at  t i m e  k ,  x(k) evolves according t o  t h e  equat ion 
x(k+l) = A(@) x(k) + B(0)  u(k) + v(k) (8) 
where u(k) is t h e  cont ro l  appl ied  at time k and v(k) is  t h e  process noise .  
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The measurement is given by 
yea) = H x(k) + wCk) (9) 
where w(k) is t h e  measurement noise .  
W e  are i n t e r e s t e d  i n  a f i x e d  end-time problem and t h e  performance index t o  be 
minimized i s  
min J = min E{ CCO, xN, rrN-'> 1 
$3-l #-I 
where 
N- 1 
C(0, xN, = x'(N) Qx(N) + 1 x'Ck) Q(k) xCk) + u'(k)R(k) u(k) (11) 
k= 0 
i= 0
i= 0
In an equiva len t  d e t e r m i n i s t i c  s i t u a t i o n ,  (known 8 and no noises)  t h e  parameters 
and the s ta te  v a r i a b l e s  are known exac t ly  and w e  are i n t e r e s t e d  i n  
N '  #-I, 
m i n  cco, x Y 
$- 1 (14) 
The de t e rmin i s t i c  c o n t r o l l e r  i s  
U D Q  = L[k,e] xck) CIS) 
I f  t h e  parameters were known, but the no i se  ex i s t ed ,  then  t h e  s t o c h a s t i c  con- 
t r o l l e r  f o r  this problem (w) has  t h e  Cer ta in ty  Equivalence (CE) property [12,20,211 
For a p l an t  w i t h  unknown parameters the s t o c h a s t i c  c o n t r o l l e r s  are adpat ive  i n  
na tu re  and t h e  parameter 8 is est imated in real-time. 
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A s t o c h a s t i c  c o n t r o l l e r  t h a t  ignores  t h e  u n c e r t a i n t i e s  i n  the parameter 
estimates is the H e u r i s t i c  Cer ta in ty  Equivalence c o n t r o l l e r  
A 
uHGE(k) = L[k, O(k)] x^(k{k) (17) 
In the Sel f  Tuning Regulator (STURE) perfect state observat ions are a v a i l a b l e  
and unknown parameters a r e  es t imated i n  real t i m e .  The c o n t r o l l e r  is 
A 
U sTURE(k) = L[k, e (k) ]  x(k) 
A caut’ious c o n t r o l l e r  belongs t o  the feedback class 112,20.,211 and m a b  use 
of t h e  u n c e r t a i n t i e s  i n  t h e  parameter estimates. It is given by 
assuming 
p ( j )  = P(k) B j > k  cz Ql 
A l l  t h e  above mentioned c o n t r o l l e r s  e x h i b i t  dua l  e f f e c t  i n  a s t o c h a s t i c  environ- 
ment (non-neutral) but none of t h e  above uses  t h e  dua l  e f f e c t  i n  i t s  design. The 
dua l  c o n t r o l l e r  incorpora tes  t h i s  and thus  belongs t o  t h e  closed-loop class and 
anticipates f u t u r e  learn ing .  It t akes  i n t o  account t h e  func t iona l  dependence of 
f u t u r e  covariances on t h e  cur ren t  con t ro l  u(k) .  It is  given by 
h A * 
ucL(k) = a r g  min J [k,  x ( k / k )  , e(k) ,  p(j l j ) ,  j L k l  c?1) 
u (k) 
This o f t en  leads  t o  a heavy computation load  [ 13, 14, 15, 16-1. Our i d e a  
is t o  ge t  a con t ro l  of  t h e  form . 
A 
(222 M j )  
A 
u(k) = L k ,  e(k) ,  P W ,  au(k) , j >  kl x(klk) 
which is  s impler  t o  handle  and analyse.  
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3. STOCHASTIC CONTROL SOLUTION 
This  s e c t i o n  p resen t s  t h e  con t ro l  so lu t ions  f o r  t h e  de t e rmin i s t i c ,  t h e  
caut ious ,  t h e  f i r s t  order  dua l  and t h e  second o r d e r  dua l  c o n t r o l l e r  based upon 
a l i n e a r  t r a n s f e r  m a t r i x  v i b r a t i o n  descr ip t ion .  I n  addi t ion ,  t h e  non l inea r  
s t o c h a s t i c  formulation and so lu t ion  i s  a l s o  presented. These c o n t r o l l e r s  are 
evaluated by s imulat ion i n  subsequent sect ions. 
The genera l  l i n e a r  and t h e  nonl inear  problems are formulated i n  previous 
sec t ions  and t h e  var ious  s t o c h a s t i c  con t ro l  p o l i c i e s  are discussed i n  Sec t ion  2. 
The d i f f e r e n t  s o l u t i o n s  t o  t h e  l i n e a r  and t h e  nonl inear  problems are given here.  
Three ob jec t ive  func t ions  f o r  t h e  design of t h e  c o n t r o l l e r s  are: 
= {x'(k)Qx(k) + u'(k-l)Ru(k-l) + Au'(k-1) R Au(k-1)) (23) 
J~~~ 
Determinis t ic  : 
Cautious : J~~~~ = E{JDET) 
N 
Dual : JDuAL = E{ 2 JDET} 
i= 1 
A dual  so lu t ion  is  presented f o r  N = 2 based upon an approximate 
1 i n e a r i z  at ion. 
Solu t ion  t o  t h e  Linear HHC Problem 
For t h e  l i n e a r  HHC problem with = 0 w e  have t h e  following con t ro l  s o l u t i o n s  
der ived i n  [3,4] and Appendix A: 
A h n h A R 
U *(')cO) = -[B'(O)QB(O) + qL PB(0) + R1- l  [B'(O) Qc(0) + 
R = 1  
n D 
where the v e c t o r  f R  is 
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The supe r sc r ip t  (1) i n  u(') (0) i n d i c a t e s  t h e  dua l  so lu t ion  is  der ived based 
DUAL 
upon a f i r s t  o rde r  Taylor  series expansion as developed i n  (3,4].  The p a r t i a l s  are 
evaluated at t h e  nominal cau t ious  c o n t r o l  u(O.), the parameter 6CO) and t h e  nominal 
h 
- covariance P(1). ghe  new dual  c o n t r o l  (Appendix A) is 
R n 
R= 1 
+ e (qL 'Bc(O) + 'L)  1 
where t h e  ma t r ix  F and t h e  vec to r  f R  are R 
apR .(I) a i,J 
au(0) au(0) 
where k? = 1, 2 ,  ..., n row of B and P is t h e  i , j t h  element of t h e  covariance 
i , j  
matrix P . 
The supe r sc r ip t  (2) i n  u ( ~ )  (0) i n d i c a t e s  t h e  dua l  so lu t ion  is der ived based DUAL 
upon a second order  Taylor Series expansion as developed i n  Appendix A. 
3 . 2  Solu t ion  t o  t h e  Nonlinear HHC Problem 
The d e t e r m i n i s t i c  nonl inear  problem i s  t o  determine t h e  HHC which minimizes 
t h e  quadra t i c  c r i t e r i o n  of Eq. (23) subjec t  t o  t h e  nonl inear  model of  Eq. c7). The 
s t o c h a s t i c  one-step problem uses t h e  c r i t e r i o n  of Eq. ( 2 4 )  and t h e  s t o c h a s t i c  
mult i -s tep problem uses  t h e  c r i t e r k n  of Eq. (25).  
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The nonl inear  equat ion shown i n  Eq. (7) is a g l o b a l  nonl inear  mode1 (using 
t h e  d e f i n i t i o n  of [ 3 , 4 ] ) .  Taking t h e  d i f f e rence  between two success ive  t i m e  p o i n t s  
r e s u l t s  i n  a l o a a l  nonl inear  model ( t h i s  w a s  formally done i n  [ 2 2 ]  f o r  t h e  l i n e a r  
case) .  Ignoring nonl inear  terms i n  Eq. (7) r e s u l t s  i n  t h e  g l o b a l  l i n e a r  model. 
Ignoring nonl inear  terms in t h e  l o c a l  nonl inear  model r e s u l t s  i n  the  l o c a l  l i n e a r  
model. Thus, f o u r  poss ib l e  r ep resen ta t ions  can be der ived from Eq. ( 7 )  ; 
1) g l o b a l  nonl inear ,  2 )  l o c a l  nonl inear ,  3 )  ' g loba l  l i n e a r ,  and 4 )  l o c a l  l i n e a r .  
The development t o  fo l low w i l l  only consider  t h e  g l o b a l  nonl inear  model of 
Eq. (7) and d e t e r k i n i s t i c  c r i t e r i o n  of Eq. ( 2 3 ) .  Although it is  poss ib l e  t o  treat 
t h e  s t o c h a s t i c  c r i t e r i a  and l o c a l  non l inea r  models, t h i s  w i l l  not  be included here .  
A subsequent s e c t i o n  d iscusses  a nonl inear  s t o c h a s t i c  so lu t ion .  
3 . 3  Open Loop and Adaptive Higher Harmonic Control 
The minimization of t h e  d e t e r m i n i s t i c  cost  func t ion  Eq. ( 2 3 ) ,  sub jec t  t o  t h e  
g loba l  nonl inear  model Eq. (7) is  a problem i n  nonl inear  programming. This  is  
equivalent  t o  open-loop (or  of f - l ine)  opt imizat ion.  There are many opt imiza t ion  
techniques a v a i l a b l e  f o r  opt imizat ion of a nonl inear  func t ion  of many v a r i a b l e s  
and [ 2 4 ]  provides a d e t a i l e d  examination of such techniques.  Two opt imizat ion 
techniques which r equ i r e  e x p l i c i t  ca l cu la t ion  of t h e  grad ien t  of the cost  func t ion  
are t h e  grad ien t  method and Newton's method [ 2 4 ] .  Two opt imiza t ion  methods which 
do not r equ i r e  e x p l i c i t  g rad ien t  c a l c u l a t i o n  are Powell 's  method and Rosenbrock's 
method [ 2 4 ] .  
Newton's method i s  presented here  as an example of an open loop opt imizat ion 
method. 
leads  t o  the open loop g loba l  adapt ive  c o n t r o l l e r  of [ l ,  3 ,  4 ,  2 2 1 .  
It w i l l  a l s o  be shown that under s u i t a b l e  approximations t h i s  method 
Newton's method [ 2 4 ]  f o r  minimization of t h e  cos t  func t ion  J of Eq. ( 2 3 )  
sub jec t  t o  t h e  nonl inear  model (Eq. 7) i s  
where I represents  t h e  i t e r a t i o n  number, 01 is a scalar s t e p  length parameter  
( 0  5 ci 5 11, V J represents  t h e  grad ien t  of J w i t h  respect t o  
r ep resen t s  the. second gradien t  (Hessian) . 
and '$J 
The gradien t  V J  and Hessian $J are computed at 1-1 from Eq. ( 2 3 )  which 
y i e l d s  
20 
ax1 
aU V J  = - Q x + R u + R AU ( 3 4 )  
ax1 ax 
Q, aU + R + R  - Q x + -  
a 
( 3 5 )  
where t h e  vec to r  x represents  t h e  vec to r  of v ib ra t ion  components of E q .  ( 7 ) .  
In orde r  t o  use  t h e  open loop Newton cont ro l  of E q .  ( 3 3 ) ,  t h e  g rad ien t s  
ax1 
aU aU aU - and-  a - Q )  x i n  E q .  ( 3 4 )  and ( 3 5 )  must be e x p l i c i t l y  determined. 
2 A second algori thm is developed using an approximation t o  V J. A s i m p l i f i c a t i o n  ' 
t o  E q .  ( 3 5 )  r e s u l t s  i f  the second gradien t  terms are ignored. Thus an approximation 
form f o r  $5 is  
ax1 ax 
Q,, 
+ R + R  2 -  V J -  
Thus, an approximate Newton algorithm using E q .  ( 3 3 ) ,  E q .  ( 3 4 )  and E q .  ( 3 6 )  is  
1-l . I ax + R + R  I u = u  
( 3 7 )  
I - l l  
F Q x  + R u  1-1 + R A u  
If w e  assume a l i n e a r  t r a n s f e r  mat r ix  f o r  E q .  ( 7 )  (i.e. S = T = 0, i n  E q .  ( 7 )  
then 
x =  c + B u  ( 3 8 )  
where E r ep resen t s  t h e  l i n e a r  t r a n s f e r  matrix.  
S u b s t i t u t i o n  of E q .  ( 3 8 )  i n t o  E q .  ( 3 7 )  and assuming = 0 y i e l d s  
- a[B'QB + R]-'[B'Q(c + BuI-') + R ul-l] ( 3 9 )  I 1-1 u = u  
I f  w e  assume a =  1, E q .  ( 3 9 )  reduces t o  
+ R]-lIB'Qc] ( 4 0 )  
which has t h e  i d e n t i c a l  form as t h e  g l o b a l  l i n e a r  adapt ive  c o n t r o l l e r  wi th  on- 
l i n e  i d e n t i f i c a t i o n  of B and C. For on-line i d e n t i f i c a t i o n  t h e  i t e r a t i o n  number 
I is  replaced wi th  t i m e  s t e p  number i. 
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Thus, t h e  g l o b a l  l i n e a r  adapt ive c o n t r o l l e r  of [1 ,3 ,4]  can be viewed as a on- 
l i n e  vers ion  of a Newton method of op t imiza t ion  using an approximation t o  t h e  
Hessian $5 and assuming a l i n e a r  t r a n s f e r  m a t r i x .  
w i th  t h e  l o c a l  nonl inear  model formulation and under s u i t a b l e  approximation 
develop a on-line Newton type algori thm which uses  t h e  l o c a l  l i n e a r  t r a n s f e r  
mat r ix  approximat ion. 
It is  a l s o  poss ib l e  t o  start 
The above example development of a Newton type  adapt ive  c o n t r o l l e r  provides 
i n s i g h t  i n t o  convergence behavior s i n c e  o f f - l i n e  Newton algori thms have been 
ex tens ive ly  researched. I n  1251 (pp. 392-400) a f u r t h e r  comparison of two 
i terative methods f o r  so lv ing  the roo t s  of a nonl inear  equat ion i s  discussed.  
The first method c a l l e d  the Method of Chords i s  analogous t o  t h e  g loba l  l i n e a r  
model assumption. The second method c a l l e d  t h e  Method of Tangents is  analogous 
t o  t h e  l o c a l  l i n e a r  model assumption. 
c o n t r o l l e r s  is  f u r t h e r  understood wi th  comparison t o  these  two i t e r a t i v e  methods. 
The g loba l  l i n e a r  caut ious  c o n t r o l l e r  of [1,7,22,23] i s  found t o  e x h i b i t  
good convergence t o  a l o c a l  minimum s o l u t i o n  f o r  a nonl inear  t r a n s f e r  r e l a t i o n s h i p ?  
The caut ion  property is  a r e s u l t  of inc luding  t h e  parameter covariance matr ix  
i n  t h e  c o n t r o l  s o l u t i o n  [ l ] .  The improved convergence w i t h  the caut ion property 
is similar t o  t h e  o f f - l i ne  nonl inear  op t imiza t ion  method r e f e r r e d  t o  as t h e  
Marquardt method i n  1261. The  Marquardt method 126.1 i s  s i m i l a r  t o  Newtons method 
where t h e  con t ro l  i s  i t e r a t e d  us ing  
Convergence behavior of t h e  adapt ive  
- [$J + alI]-' VJ ( 4  1) I 1-1 u = u  
w h e r e  a is  a scalar parameter mul t ip l i ed  by t h e  i d e n t i t y  ma t r ix  I. Eq. (41) 
is i d e n t i c a l  t o  t h e  Newton algori thm of Eq. (33) with ot-1 i f  al=O i n  Eq. (41). 
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T h e  t e r m  alI i n  Eq. (41) is used t o  improve convergence. When t h e  con t ro l  
is f a r  removed from t h e  minimum s o l u t i o n  a is set t o  a very l a r g e  number then 
the matrix inve r se  i n  Eq. (41) is a s m a l l  va lue  approximately equal  t o  I / a  Thus 
the algori thm is similar t o  t h e  grad ien t  method 
1 
1' 
- l/al VJ I u = u  (42) 
The g rad ien t  method i s  known t o  converge b e t t e r  t h a n t  Newton's method when f a r  
removed from the minimum s o l u t i o n  (i.e. when the c o n t r o l  i s  i n  a very non- 
quadra t i c  region) .  
number approaching zero  and Eq. (41) behaves l i k e  Newton's method of Eq. (31). 
As the minimum s o l u t i o n  is approached al is  then set t o  a s m a l l  
22 
Newton's method has supe r io r  convergence t o  t h e  grad ien t  method i n  t h e  v i c i n i t y  
of t h e  minimum s o l u t i o n  (it has  quadra t i c  convergence). 
Eq. (41) is  seen t o  be very similar t o  t h e  g loba l  l i n e a r  caut ious  c o n t r o l l e r  
where t h e  covariance matr ix  PI-l is used t o  rep lace  a I i n  Eq. (41). The co- 
variance mat r ix  is  set t o  a l a r g e  number i n i t i a l l y  and decreases  as t h e  parameters 
are more accura te ly  i d e n t i f i e d .  Thus t h e  caut ious c o n t r o l l e r  can be viewed as 
behaving i n i t i a l l y  l i k e  a gradien t  a lgori thm and then l i k e  a Newton-type algori thm 
1 
as t h e  minimum s o l u t i o n  is approached. 
behavior observed i n  most cases wi th  the  caut ious  c o n t r o l l e r .  
This expla ins  t h e  exce l l en t  Convergence 
Adaptive c o n t r o l l e r s  r equ i r e  on-l ine es t imat ion  of the parameters of t h e  
model of HHC input  t o  v i b r a t i o n  output .  I f  t h e  nonl inear  model LEq. (7)) is used 
then t h e  parameters are contained i n  c , €3, S, and T.  A l i n e a r  K a l m a n  f i l t e r  
can s t i l l  be used s i n c e  t h e  parameters e n t e r  l i n e a r l y .  
This s ec t ion  presents  a b r i e f  t reatment  of open-loop and adapt ive HHC f o r  
t h e  nonl inear  problem. 
algori thms can be developed us ing  t h e  formulation presented. 
p l an t  model are poss ib le :  
A l a r g e  number of both open-loop and closed-loop adapt ive 
Four ca tegor ies  of 
Model C r  i t er ion Con t r o l l e r  E s t  i m a t  o r 
Global Nonlinear ; 
Lo cal Modified Linear;  
Global 
Nonlinear Determinis t ic  Newton c, BY s, T 
Nonlinear Cautious N e w t  on CY B 
c2 1 Other (1) Linear Dual Other 
Linear 
Local 
(1) Nonlinear Programming Methods 
(2) Off-l ine of on-line based upon Nonlinear Programming Method Chosen 
As is apparent from these f o u r  ca tegor ies  a l a r g e  number of combinations e x i s t  
f o r  both open-loop and adapt ive algorithms. 
l i n e a r  adapt ive c o n t r o l l e r s  success fu l ly  converge t o  l o c a l  minimum values  of t h e  
cos t  func t ion  f o r  a nonl inear  v i b r a t i o n  model ( t h i s  is  shown i n  [22, 231) two s p e c i f i c  
p rob lem remain due t o  non l inea r i ty ;  1) mul t ip le  minima s o l u t i o n s  exist, some of 
Although bo th  t h e  l o c a l  and g loba l  
which do not  y i e l d  s u f f i c i e n t l y  low v i b r a t i o n  l e v e l s  and 2) adapt ive HHC 
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algori thm divergence. 
t h e  mathematical framework t o  f u r t h e r  analyze t h e s e  two s p e c i f i c  problems. 
The nonl inear  formulation presented i n  t h i s  sect ion provides 
I 
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3.4 Nonlinear HHC Theory and t h e  Dual Solu t ion  
The dua l  t h e o r i e s  *developed earlier may be extended i n  a s t ra ight forward  
manner t o  a nonl inear  model. It is  assumed t h a t  fclr a t  least some f l i g h t  condi t ions  
t h e  mathematical model represent ing  t h e  h e l i c o p t e r  v i b r a t i o n  is  nonl inear .  
l i n e a r  model has  been proposed i n  [17, 221.' This provides  t h e  motivat ion t o  extend 
e x i s t i n g  dual  c o n t r o l  so lu t ions  [13,14,18] t o  handle a nonl inear  model. For 
s impl i c i ty ,  here  a scalar nonl inear  model i s  s e l e c t e d  and t h e  a lgor i thmic  s t e p s  
are summarized. There is  a d i s t i n c t i v e  d i f f e rence  i n  t h e  complexity of t h i s  a lgori thm. 
This  w i l l  be ind ica t ed  i n  t h e  proper  context  but  t h e  concepts are s i m i l a r  t o  t h a t  of 
t h e  l i n e a r  case. 
A non- 
L e t  us  consider  a p l an t  
2 x(k+l) = d + eu(k) + f u  (k) (43) 
where d , e , f are unknown, but time inva r i an t  scalars. These unknown elements d , e ,  
f are denoted as 0(k) with covariance mat r ix  PCk). Since the parameter  set 
{C d,e ,  f 1 E 0(k) 1 is t i m e  i nva r i an t  w e  represent  i t  as 
B(k+l) = e(k) (44) 
The measurement of x(k)  is according t o  
y(k) = x(k) + w(k) 
where 
kj 
E(w(k)) = 0 and E(w(k)w(j)) = W 6 
(45) 
The c o n t r o l  c r i t e r i o n  t o  be minimized is  t h e  expected va lue  of t h e  cos t  from 
s t e p  0 t o  N 
2 2 N 
k= 1 
J(0) = E{ C(0)) = E{ q x (k) + r u (k-1)) ( 4 7 )  
where N = 2 f o r  t h e  two-step ahead c r i t e r i o n .  
The minimization of (.$7) w i t h  respect  t o  uC0) and u(1) subjec t  t o  (143)-(46) 
is  obtained from the'  S tochas t i c  Dynamic Programming equat ion h9,20] .  
k = N-1 ,  ... , 1, 0 (48) 
is t h e  cumulated information 
* 
J (k) = min E{C(k) + J*(k+l) Ilk> 
u(k) * k where J (k) is  t h e  "cost-to-go" from k t o  N and I 
at t i m e  k when t h e  cont ro l  u(k) i s  t o  be determined. For X = 1, Eq. ( 4 8 )  i s  
* 
J (0) = min E{q x2( l )  + r u2(0) + J*( l )  I I o >  
u(0) 
(49) 
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* 
where J (1) i s  the opt imal  c o s t  at t h e  l as t  s t e p  and is  obtained by minimization 
of J(N-1) f o r  N = 2. 
Thus, 
2 1 J*(1) = min E{q x2(2) + r u (1) I? 
u(1) 
u(1) 
u( l )  
2 2  
= min E{q ( d + eu(1) + f u  (1)) + r u2c1) 11') 
2 2 2  2 4  2 = min E{q(d +e u (1) + f u (1) + 2deu(l) + 2dfu (1) 
+ 2ef u 3 ( ~ )  + r u2(1> 1 1 ~ )  (50) 
The con t ro l  u(1) can be computed only by a search procedure on t h i s  s t o c h a s t i c  * 
s u r f a c e  J (1). 
p l a n t  case and no e x p l i c i t  e l imina t ion  of u(1) i n  terms of t h e  p l a n t  parameters 
is  poss ib l e .  
H e r e  t h e  method d i f f e r s  from that f o r  t h e  corresponding l i n e a r  
Combining (49) and (50) we  g e t ,  
* 2 * 
J (0) = min E{qx2(1) + m (01 + J (1) i 7 ° )  
UCO) 
U(0) 
2 2 2  3 2 2 
= min E{q(d Se u LO) + f 2u4CO) + 2deu(O) + 2ef u (0) + 2dfu (0)) + ru ( 0 )  
2 2 2  2 4  3 2 + m i n  E{q(d ie u (1) + f u (I) + 2deuCl) + 2efu (1) + 2dfa (1)) 
UC1)  
+ ru2(1> 1I1)1l0) (5 1) 
From c 50) and c 51) it is evident  t h a t  
* 
from which * 
u (1) = f 2 1 6 ( l > ,  P a ) )  (53) 
* 
where f,(.,.,.) is  an e x p l i c i t  funct ion but f2(. , . )  i s  n o t  one, because u (1) can 
be obtained only by a sea rch  i f  e ( l ) ,  P(1) are known. Thus un l ike  t h e  l i n e a r  case, 
u(0) a l s o  has t o  be obtained by a search and no e x p l i c i t  formula can be der ived f o r  
it. However, an algori thm based on the d u a l  c o n t r o l  i deas  appl ied  t o  a l i n e a r  
p l a n t  [ 13,14,1&1 can be summarized as follows: 
A 
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(1) 
CZ) g e t  a nominal P(1) 
(3) , ob ta in  
( 4 )  l i n e a r i z e  J(1) about 0(0) ,  F(1) ,  G(0) as 
u s e  a nominal caut ious c o n t r o l  u(0) obtained by a sea rch  method 
A 
another c o n t r o l  u ( l )  = f 2  (0(0) ,  F(1)) again by s e a r c h  and 
A 
J*(l) = J*[G(O) F(1) ] 
u(1) =U(l) 
The covariance P ( 1 )  is  inf luenced by u(0) according t o  the l i n e a r  K a l m a n  
F i l t e r  equation. Thus w e  may l i n e a r i z e  P(1) about t h e  c o n t r o l  u(0) according t o  
Using (51) , (55),  (56) w e  g e t  u(0) b.y a f ina l  search method. Conceptually, 
the extension t o  t h e  nonl inear  p l a n t  is  no t  d i f f i c u l t  but  the complexity is increased  
many fo ld .  
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4. SIMULATION MODELS 
This sec t ion  d iscusses  t h e  t h r e e  d i s t i n c t  mathematical  models used t o  represent  
. the r e l a t i o n s h i p  between t h e  h e l i c o p t e r  higher  harmonic con t ro l  inputs  and i t s  
v i b r a t i o n  outputs .  The model desc r ip t ions  are: 
1) 
2) a l i n e a r  time varying t r a n s f e r  matr ix  model, and 
3) 
a nonl inear  t r a n s f e r  matr ix  model 
a scalar model represent ing  a s i n g l e  HHC input  t o  a s i n g l e  v i b r a t i o n  
output .  
4.1 Nonlinear Model 
A t h i r d  order  polynomial model has  been der ived i n  [23].  The i d e n t i f i e d  
long i tud ina l  hub f o r c e  polynomial model a t  120 knots  f l i g h t  condi t ion  is  shown i n  
Figures  1-3. This  l o n g i t u d i n a l  hub .v ib ra t ion  model as a func t ion  of t h e  two 
c o n t r o l  i n p u t s  8 and 83s i s  descr ibed by t h e  polynomial equat ions,  3c 
Xl(k+l) = 108.9 - 74.84ul(k) - 51.04u2(k) - 6.515ul(k) 2 - 2.825u2(k)  
- 1.O4ul(k)u2(k) + 7 . 7 7 ~  3 (k) + 22.27u2(k)ul(k) 2 
+ 5.92ul(k)u2(k) 2 + 4.17u2(k) 3 
1 c5 7) 
2 2 
1 x2(k+l) = -89.74 + 53.31ul(k) - 82.56u2(k) - 7 . 4 2 ~  (k) + 7.34u2(k) + 1.91ul(k)u2(k) 
c.5 81 3 2 2 3 1 + 5 . 6 3 ~  (k) + 26.24u2(k)ul(k) - 7.O9ul(k)u2(k) + 6.54u2(k) 
where 
x = l o n g i t u d i n a l  hub fo rce  (cosine component of v i b r a t i o n ) ,  LBS. 
x = l o n g i t u d i n a l  hub f o r c e  ( s i n e  component of v i b r a t i o n )  , LBS. 
1 
2 
1 u = cosine component input ,  8% deg. 
u2 = s i n e  component i npu t ,  e3s ' ¶ deg. 
and measurements according t o  
where i t  i s  assumed t h a t  
E{w(k) w ' c j )  1 = W 6 = diag (10.8g2, 8.972) 
kj 
Figures  1 and 2 show t h e  long i tud ina l  eos ine  v i b r a t i o n  x and t h e  s i n e  1 
v i b r a t i o n  x r e spec t ive ly  vs .  t h e  c o n t r o l  inputs  8 and The non l inea r i ty  is 
c l e a r l y  shown f o r  ] e , Q ]  2 1" arid 103,1 - > 1". The t o t a l  l o n g i t u d i n a l  cos t  func t ion  
2 3s 
n 'I 
L x1 + x; i s  shown i n  Figure 3. 28 
4.2 Linear T i m e  - Varying Mul t ivar iab le  Model 
The parameters of t h e  h e l i c o p t e r  v i b r a t i o n  model can be r ap id ly  
varying during an acce le ra t ion  o r  dece le ra t ion  maneuver. A simulat ion of 
t h i s  s i t u a t i o n  is  done using a linear t r a n s f e r  matrix model with varying 
parameters.  The cu r ren t  algorithms are evaluated on t h i s  model. The HHC 
problem formulation f o r  t i m e  varying parameters assumes t h a t  t h e  t r a n s f e r  matrix 
elements B(k) and t h e  v i b r a t i o n  components without c o n t r o l  c(k) are modelled as a 
random walk 
@(k+l) = e(k) + v(k) 
where 
{cy B E e) 
The p l an t  process  n o i s e  v(k) is  zero 'mean white gaussian of 
covariance V . The process n o i s e  covariance V is assumed a va lue  of 30% of t h e  
i n i t i a l  parametex va lues  s o  t h a t  they s imula te  a- rap id  maneuver. 
The  l i n e a r  v ib ra t ion  model used is  
x(k+l) = c(k) + B.(k) u(k) (64) 
where x(k+l) is  the v i b r a t i o n  when HHC u(k) is  appl ied.  This v i b r a t i o n  is  measured 
y(k) = x(k) + w(k) (65) 
The measurement n o i s e  wCk) has  a s tandard  devia t ion  of 10% of the uncont ro l led  
v i b r a t i o n  a t  time t = O .  The random walk model of (62),  (63) can desc r ibe  t h e  
he l i cop te r  i n  any number of t r a n s i e n t  f l i g h t  condi t ione.  
(1) Hel icopter  t r a n s i t i o n  from hover t o  forward speed (or  from forward 
. speed t o  hover) 
(2) 
C3) Maneuvering f l i g h t  condi t ions and 
( 4 )  Nonl inear i ty  (assuming nonl inear  e f f e c t s  can be modelled as 
Hel icopter  i n  a windy environment 
l i n e a r i z e d  t ime-varying parameters) . 
The s imula t ion  model descr ibed by (62)-(65) does not  descr ibe  j u s t  one 
h e l i c o p t e r  model. Monte-Carlo s imulat ions w i t h  var ious  n o i s e  l e v e l s  on t h e  model 
of (62)-(65) can desc r ibe  t h e  h e l i c o p t e r  i n  several d i f f e r e n t  t r a n s i e n t  modes o r  
perhaps even d i f f e r e n t  h e l i c o p t e r s  as w e l l  i n  d i f f e r e n t  f l i g h t  condi t ions .  Thus 
t h e  model i s  q u i t e  genera l  and can be used t o  eva lua te  t h e  e x i s t i n g  algori thms under 
d i f f e r e n t  condi t ions .  The simulat ion i s  s t a r t e d  wi th  t h e  i n i t i a l  l i n e a r  p l a n t  as 
Xl(k+l) = 108.9 - 74.84ul(k) - 51.04u2(k) 
x2(k+l) = -89.74 + 53.31ul(k) - 82.56u2(k) 
and t h e  measurements a r e  according t o  (59), ( 6 0 ) .  
4 . 3 .  Scalar Model 
A s c a l a r  model is used t o  eva lua te  t h e  new dua l  s o l u t i o n  based upon 
t h e  second order  Taylor series expansion and is given by 
x(k+l) = c + b(k)u(k) 
b(k+l) = a b(k) + vCk) 
and the measurement is a c c o r d h g  t o  
y(k) = x(k) + w(k) 
wi th  
k j  
k j  
E(v(k)) = 0 , E(v(k )v ' ( j ) )  = V 6 
E(w(k)) = 0 , E(w(k)w'(j)) = W 6 
E{w(k)v'(j))  = 0 
For t h e  time varying case, t h e  parameters used are 
b(0) = .05 , Pb(0) = 1.0  , V = .1 , c = 1.0 
W = .01 and W = .1 , a = .9 
For t h e  constant  case,  t h e  parameters used are 
b(O) = .05 , Pb(0) = 1.0 , V = 0 , c = 1.0 
W = .01 and W = .1 , a = 1.0 
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5. SIMULATION RESULTS 
This s e c t i o n  presents  t h e  r e s u l t s  of t h e  caut ious  and the dual  adapt ive  
c o n t r o l l e r s  presented earlier i n  Sec t ions  2 and 3 using t h e  s imulat ion models 
presented i n  Sec t ion  4 .  
5.1 Simulation Model f o r  t h e  T i m e  Varying 
Mult i -var iable  Linear Model -_ 
These two c o n t r o l l e r s  are based on t h e  l i n e a r  t i m e  varying model discussed 
earlier i n  Sec t ion  4 .  
so  that it rep resen t s  a r ap id ly  varying f l i g h t  condi t ion.  
The process  noise  covariance of t h e  parameters i s  s e l e c t e d  
The process  no i se  s tandard  
devia t ion  is  s e l e c t e d  as lo%,  30%, and 50% of t h e  i n i t i a l  parameter values .  These 
t h r e e  cases  are re fe r r ed  t o  as t h e  10% no i se  case,  30% no i se  case and 50% no i se  
case. Each s imula t ion  run i s  performed f o r  40 time s t e p s  f o r  100 Monte-Carlo runs.  
Fig. 4 shows a t h e  h i s t o r y  of t h e  cos t  func t ion  us ing  t h e  caut ious c o n t r o l  f o r  
t hese  t h r e e  n o i s e  l eve l s .  The 10% n o i s e  case (circle i n  Figure 4 )  shows exce l l en t  
v i b r a t i o n  reduct ion.  The v i b r a t i o n  reduct ion i s  poorer wi th  30% n o i s e  ( t r i a n g l e  
i n  Figure 4 )  and t h e  50% no i se  ( + symbol). The 30% n o i s e  case shows poor v i b r a t i o n  
reduct ion f o r  0 < k < 16 and 32 < k < 40 and good reduct ion f o r  16 < k < 32, k being 
5 and 6 show t h e  cos ine  and s i n e  long i tud ina l  components r e spec t ive ly  of t h e  amplitudes 
squared f o r  the 30% noise .  The K a h a n  f i l t e r  of Figures  4-6 is i n i t i a l i z e d  w i t h  
parameters taken from a random number generatar  w i t h  a s tandard devia t ion  equal  
t o  t h e  magnitude of t h e  t r u e  parameter values .  This represents  an acce le ra t ion  run 
of a he l i cop te r  w h e r e  the parameters are poorly est imated at hover. A second case 
. t h e  t i m e  s t e p .  The 30% no i se  case is  s e l e c t e d  f o r  more ex tens ive  eva lua t ion .  Figures  
is also run in which t h e  parameter es t imates  w e r e  i n i t i a l i z e d  as t r u e  values w i t h  
t h e  s tandard devia t ion  equa l  t o  10% of t h e  t r u e  parameters. 
t r a n s i e n t  dece le ra t ion  run after t h e  parameters have been accura te ly  i d e n t i f i e d  
i n  s teady  f l i g h t  condi t ions.  Figures 4 t h r o u g h 6  provide the motivation f o r  
T h i s  r ep resen t s  a 
studying i n  depth t h e  e f f e c t  of t h e  caut ious and t h e  f i r s t  o rder  dua l  c o n t r o l l e r  
[13]0n t h e  t i m e  varying parameter model. ' A  summary 'of t h e  r e s u l t s  f o r  two cases 
of i n i t i a l i z a t i o n  is  discussed next .  A d e t a i l e d  d iscuss ion  of t h e  second case 
w i l l  be discussed later on. 
. .  
5.2 Cont ro l le r  Performance f o r  t h e  f i r s t  case 
( K a l m a n  F i l t e r  I n i t i a l i z a t i o n  w i t h  l a r g e  I n i t i a l  Covariance) - .  I 
Figures  4-6 show t h a t  t h e  caut ious  c o n t r o l l e r  i s  not  ab le  t o  reduce t h e  
v i b r a t i o n s  f o r  t h e  r eg ions  7 < k < 16 and 32 < k < 40. 
(30% n o i s e  case) t h r e e  regions are def ined as follows: 
Referr ing t o  Figure 4 
Region 1: k = 7 t o  k = 16 
Region 2: k = 16 t o  k = 32 
Region 3: k = 32 t o  k = 40 
The caut ious c o n t r o l l e r  demonstrates good performance i n  Region 2, but poor 
r e s u l t s  i n  Regions 1 and 3. The dua l  c o n t r o l l e r  based upon t h e  f i r s t  o r d e r  
l i n e a r i z a t i o n  [13] i s  used next  and a performance comparison is  p l o t t e d  i n  Figures 
7-9 f o r  t h e  s a m e  Nonte Carlo s imula t ions .  The design parameter 
[13]. 
is  set t o  1 and 2 
For 6 = 2 t h e  r e s u l t s  are worse than t h a t  f o r  t h e  caut ious  c o n t r o l l e r  and f o r  
= 1 they are t h e  same as t h a t  f o r  t h e  caut ious  case. Here it  is  t o  be noted t h a t  
Regions 1 and 3 are uncont ro l lab le  i.e., a c o n t r o l  which n e u t r a l i z e s  t h e  v i b r a t i o n s  
does not  e x i s t  w i th in  t h e  limits of - + 2'. 
t he  caut ious  c o n t r o l l e r  performs so  w e l l  i n  t h i s  region,  t h e  dua l  c o n t r o l l e r  can o f f e r  
However Region 2 i s  c o n t r o l l a b l e  but  s ince  
no f u r t h e r  improvement. Figures  10-15 show the true parameter v a r i a t i o n ,  t h e  
est imated parameters and t h e  a s soc ia t ed  - + one s tandard  devia t ion  band from t h e  
Kalman f i l t e r .  Figures  11 and 12 show poor i d e n t i f i c a t i o n  of t h e  
and 8 i n  Region 2 but reasonably good con t ro l  performance. This 
t r u e  and est imated parameters f o r  e2 y d  9 are f a r  from t h e  zero  
a c o n t r o l l a b l e  mode. A d i f f e r e n t  f e a t u r e  w i l l  be demonstrated i n  
3 
3 
parameters O2 
i s  because t h e  
i .e.,  s t i l l  i n  
t h e  next  case. 
5.3 Cont ro l le r  Performance f o r  t h e  second case 
(Ka lman  F i l t e r  I n i t i a l i z a t i o n  wi th  T r u e  I n i t i a l  Parameters 
and very s m a l l  I n i t i a l  Covariance) 
For this run the Kalman f i l t e r  is i n i t i a l i z e d  with t h e  t r u e  p a r a m e t e r  values  
and the i n i t i a l  parameter s tandard  deviagion is 10% of t h e  magnitude of  t h e  i n i t i a l  
parameters. This s imulat ion d i f f e r s  from the previous one only i n  the Kalman 
f i l t e r  i n i t i a l i z a t i o n .  
Figures 16-20 compare the cos t  using the caut ious c o n t r o l  ( s o l i d  l i n e )  wi th  
The three regions are c l e a r l y  marked i n  the cos t  us ing  no c o n t r o l  (dashed l i n e ) .  
3 2  
- t h e  f i g u r e s  and t h e  c o n t r o l l e r  demonstrates no improvement over no con t ro l  i n  Regions 
1 and 3 .  
3 are not .  
18 show t h e  caut ious  c o n t r o l s  u and u 
turnoff  occurs.  
Figures  21-26 show t h e  t r u e ,  es t imated parameters and t h e i r  a s soc ia t ed  var iances .  
These f i g u r e s  i n d i c a t e  t h e  cause of t h e  poor performance of t h e  caut ious  c o n t r o l l e r .  
The improvement in  Region 2 by a dual  c o n t r o l l e r  w i l l  be  discussed i n  d e t a i l  i n  a 
later sub-section. 
t r a n s f e r  mat r ix  (measure of c o n t r o l l a b i l i t y )  and t h a t  of t h e  r a t i o  of i ts eigenvalues  
(degree of c o n t r o l l a b i l i t y ) .  
From examining the  determinant,  Region 2 i s  con t ro l l ab le  but  Regions 1 and 
Figures  17  and 
The controXs sometimes go t o  zero and thus  
Figures  19  and 20 show t h e  cont r ibu t ion  from the  ind iv idua l  states. 
Thus Region 2 can be improved upon by a dua l  c o n t r o l l e r .  
1 2' 
Figures  27 and 28 show the  v a r i a t i o n  of t he  determinant of t h e  
5 . 4  C o n t r o l l a b i l i t y  Condition f o r  t h e  P lan t  
_ -  
For a p l an t  wi th  known parameters t h e  c o n t r o l l a b i l i t y  condi t ion  r equ i r e s  t h a t  
t h e  t r a n s f e r  ma t r ix  composed of t h e  parameters 02, 03, 0 5 ,  8 has  an inverse ,  i .e.,  6 
T h i s  condi t ion may be v i o l a t e d  due t o  var ious  reasons: 
1)  
2) t h e  t r a n s f e r  mat r ix  c o n s i s t s  of l i n e a r l y  dependent rows o r  columns. 
When such a s i t i l a t i o n  occurs  it i s  impossible t o  c o n t r o l  t h e  v i b r a t i o n s  with only a 
a l l  o r  some of t h e  parameters i nd iv idua l ly  are simultaneously zero  
l imi t ed  amount of cont ro l .  For a p l a n t  w i t h  unknown parameters,  t h e  mat r ix  cons i s t ing  
of t h e  est imated parameters e2, e 3 ,  e5, 0 
i n  Region 2 of Figure 16, the parameters are poorly es t imated  as near  zero w i t h  
t h e  wrong sign. I n  such a case, t u r n  o f f  may occur and the v ib ra t ion  may not a t  
a l l  be reduced even though t h e  t r u e  t r a n s f e r  mat r ix  is cont ro l lab le .  
i n  such ins tances  and t h i s  has been observed using t h e  dua l  con t ro l l e r .  
ana lys i s  of these phenomena are discussed next .  
A A A A  
a l s o  has a r o l e  t o  p lay .  Sometimes, as 6 
Probing helps 
Detai led 
5 - 5  Detai led Discussion of t h e  c o n t r o l l e r  performances f o r  
t h e  second case of i n i t i a l i z a t i o n ;  Scope of Probing; 
Uncontrollable regions 
H e r e  t h e  K a l m a n  f i l t e r  is i n i t i a l i z e d  wi th  t h e  t r u e  parameter values  and t h e  
i n i t i a l  parameter s tandard  devia t ion  is 10% of t h e  magnitude of  t h e  i n i t i a l  parameters. 
The s imula t ion  is  c a r r i e d  ou t  i n  a Monte Carlo fashion f o r  100 runs.  
caut ious and the d u a l  c o n t r o l l e r s  are used. 
t i m e  s t eps .  
us ing  no cont ro l ,  the caut ious  c o n t r o l l e r  and t h e  dua l  c o n t r o l l e r  (a(= 1) 
T h e  average cos t  over a l l  runs is given at t h e  bottom of t h e  t ab le .  
Both t h e  
Each of t hese  100 runs is made f o r  40 
The r e s u l t s  of the average cost  per  run are t abu la t ed  i n  Table 1, 
[13]. 
Applying no 
3 3  
con t ro l ,  t h e  average c o s t  i s  50,531. Applying t h e  one s t e p  ahead caut ious con t ro l ,  
t h e  average cos t  i s  18,051. This  i s  a reduct ion of 64.3%. The dua l  c o n t r o l l e r  
y i e l d s  17,141, a reduct ion of 66.1%. These f i g u r e s  do no t  g i v e  us  any i n s i g h t  i n t o  
the condi t ions of the p l a n t  when probing is use fu l .  
ana lys i s .  Comparative p l o t s  of t h e  performance o f  no con t ro l ,  caut ious con t ro l ,  
and the d u a l  c o n t r o l  f o r  t h e  f i r s t  20 runs of t h i s  Monte Carlo s tudy are given i n  
Figures 29-48. 
caut ious con t ro l ,  and p lus  symbol- d u a l  c o n t r o l  (6  = 1). These comparative p l o t s  
Each run r equ i r e s  i n d i v i d u a l  
The symbols i n  t h e s e  f i g u r e s  are circle- no con t ro l ,  t r i a n g l e -  
. show c l e a r l y  t h a t  t h e r e  e x i s t  some s i t u a t i o n s  when t h e  d u a l  does b e t t e r  t han  t h e  
cau t ious  and when both the d u a l  and the caut ious perform w e l l .  Four runs are 
s e l e c t e d  from Table 1 and are discussed i n  d e t a i l .  The runs and t h e  % cos t  
reduct ions are shown Gelow. 
COST REDUCTIONS FOR 4 SELE[;TED RUNS 
FROM 100 MONTE-CARLO RUNS 
Run No. 
1 
2 
11 
18 
Cautious Control Dual Control No Control 
Cost % Reduction Cost % Reduction cos t  
28583 20215 29.2 1 5  764 44.8 
43381 12067 72.2 125 71 71.0 
2 8091 3 360 88.0 3230 88.5 
28850 17064 40.8 125 11 56.6 
From the above t a b l e  it is clear that  d u a l  con t ro l  sometimes y i e l d s  l a r g e r  
cos t  reduct ions,  and at t imes both the c o n t r o l l e r s  perform equa l ly  good. Thus 
each run needs t o  be analysed i n d i v i d u a l l y  i n  o rde r  t o  discover  whether t h e  
prevalent  condi t ions are congenial  t o  the u s e  of the d u a l  con t ro l .  The  i s s u e s  of 
c o n t r o l l a b i l i t y  of the t r u e  p l a n t  and the c o n t r o l l a b i l i t y  of the es t imated  p l a n t  
are o f  concern t o  the ana lys t .  These are discussed next.  
Run Number 1 
Referr ing t o  Figure 29, one can c l e a r l y  see that t h e  d u a l  c o n t r o l  improves 
over the caut ious c o n t r o l ' s  performance f o r  the region 16  
e f f e c t i v e l y  during 13 - -  < k < 15. 
caut ious c o n t r o l l e r .  
k c  28, by probing 
The  rest of the p l o t  is similar t o  t h a t  of the 
Let u s  f i r s t  consider the cau t ious  c o n t r o l l e r .  From Figure 27 i t  is seen that 
34 
t h e  determinant of t h e  est imated parameter t r a n s f e r  matr ix  is zero  between t h e  
t i m e  s t e p s  11 and 25. This  corresponds t o  t h e  case of t h e  r a t i o  of smaller t o  
t h e  l a r g e r  e igenvalues  being zero i n  Figure 28 ( a l so  a Run 1 case) .  
Figures  1 7  and 18, however, are s t i l l  bounded because of t h e  caut ion  terms present  
i n  t h e  c o n t r o l  design. From f i g u r e s  21-26 w e  see t h a t  i n  Region 1 82 is  est imated 
wi th  the  wrong s i g n ,  
I n  Region 2, 9 has a wrong s ign .  
o f f  and the  sine component has  a major share  i n  t h e  v i b r a t i o n .  
es t imated w e l l  but  i t  i s  c l o s e  t o  zero.  
con t r ibu te  here .  
The c o n t r o l s  i n  
This l e a d s  t o  a l a r g e  con t r ibu t ion  from t h e  cos ine  component. 
I n  add i t ion  t o  t h i s  t h e  c o n t r o l s  are almost turned 3 
I n  Region 3 ,  8 3 i s  
Both t h e  s i n e  and t h e  cos ine  components 
For t h e  dua l  w e  see from Figures  4 9 ,  50 t h a t  t h e  cosine component con t r ibu te s  i n  
Region 1 and both  the s i n e  and t h e  cosine components con t r ibu te  i n  Region 3 .  
c o n t r o l l e r  probes t h e  system and the  con t ro l  va lues  i n  Figures  51, 52 are non-zero. 
Next w e  r e f e r  t o  Figures  53-58. e2 is  est imated aga in  wi th  the  wrong s ign  i n  Region 
1. O3 is est imated c o r r e c t l y  between t h e  t i m e  s t e p s  10  and 13 and between 34 and 35 
but  i t s  true va lue  is  c lose  t o  zero.  I n  Region 3 ,  8 has  t h e  wrong s ign .  I n  Region 
3, 6 is  c lose  t o  zero again.  It is  c l e a r  from Figures  5 9 ,  60 t h a t  t he  determinant 
of t h e  est imated parameter mat r ix  i s  not  zero between t h e  t i m e  s t e p s  11 and 25. 
The 
3 
6 
T h e  main improvement i s  i n  Region 2 and t h i s  leads  t o  a reduct ion i n  t h e  
average cost  from 20215 (Cautious) t o  15762 (Dual). 
Run Number 2 
_ .  
Referr ing t o  Figure 3 0 ,  one sees c l e a r l y  t h a t  both t h e  dua l  and caut ious 
c o n t r o l l e r s  perform poorly between t h e  t i m e  s t e p s  6 and 8 and between 15 and 25. 
I n  these regions t h e  v i b r a t i o n s  are more than  that obtained by applying no cont ro l .  
For t h i s  run, re ference  is made t o  Figures  61-68. 
t h e  cosine Component between t h e  time s t e p s  15 and 25 (Fig. 61  ) , 
T M e  is a l a r g e  cont r ibu t ion  from 
_. . 
It is observed c l e a r l y  from Figures 69-72 f o r  bo th  t h e  c o n t r o l l e r s ,  t h e  t r u e  
t r a n s f e r  mat r ix  i s  s ingu la r ,  corresponding t o  an uncont ro l lab le  mode. The  parameters 
e2, 
good. Under this s i t u a t i o n  applying no c o n t r o l  is  t h e  most j ud ic ious  choice. Any 
o t h e r  c o n t r o l l e r  could make the s i t u a t i o n  worse, which is  c l e a r l y  demonstrated here.  
A t  o t h e r  t i m e  s t e p s ,  w h e n  the p l a n t  i s ,  i n  f a c t ,  con t ro l l ab le ,  both the c o n t r o l l e r s  
p e r f o m  w e l l .  
o rder  model o r  by applying some switches on the s ta te  and c o n t r o l  weights. 
be discussed later on i n  d e t a i l .  
are re spons ib l e  f o r  t h i s .  The es t imat ion  of t h e  parameters is  reasonably 
This uncon t ro l l ab le  s i t u a t i o n  can be handled by consider ing a reduced 
T h i s  w i l l  
35 
Run Number 11 
From Figure 39 it i s  c l e a r l y  seen t h a t  both t h e  caut ious and t h e  dua l  c o n t r o l l e r s  
are success fu l  i n  br inging down t h e  v i b r a t i o n  t o  a s a t i s f a c t o r y  level. Both of them 
reduce t h e  v i b r a t i o n  by 88% of t h a t  of no cont ro l .  
Both t h e  c o n t r o l l e r s  perform w e l l  because t h e  p l an t  is con t ro l l ab le .  
t i o n s  from the  s i n e  and t h e  cosine components are reduced s u b s t a n t i a l l y .  
The contribu- 
The d e t a i l e d  
performances are portrayed i n  Figures  73-80. The determinants of t h e  matrices composed 0 
of t h e  t r u e  and t h e  est imated parameters and t h e  r a t i o  of t h e i r  e igenvalues  are 
p l o t t e d  i n  Figures  81-84. They are f a r  from zero.  
Run Number 18 
A comparative p l o t  showing t h e  performances of t h e  no con t ro l ,  cau t ious  and the 
d u a l  c o n t r o l l e r  is given in Figure 43. 
t i m e  s t e p s  9 and 20 and again between t h e  time s t e p s  29 and 33. I n  t h e  f i r s t  
region,  a t  time s t e p  11, t h e  performances are wurse  than that of t h e  no cont ro l .  
Beyond t i m e  s t e p  11 u n t i l  t i m e  s t e p  16, t h e  dual  c o n t r o l l e r  improves the  s i t u a t i o n ,  bu t  
t h e  caut ious  s t i l l  performs poor. 
Poor performances are observed between t h e  
The d e t a i l e d  performances are given i n  Figures  85-92. 
The determinants of t h e  matrices composed of the t r u e  and t h e  es t imated  para- 
meters and t h e  r a t i o  of t h e i r  e igenvalues  are p l o t t e d  i n  Figures  93-96. 
cau t ious  c o n t r o l l e r ,  the .estimated parameter t r a n s f e r  m a t r i x  has a s m a l l  value f o r  
i t s  determinant between t h e  time s t e p s  11 and 16. The dua l  c o n t r o l l e r  starts probing 
earlier around time s t e p  9 (Fig. 87, 88, 91, 92) and i ts  est imated parameter 
t r a n s f e r  matrix has a non zero va lue  f o r  i t s  determinant during t h e  same time s t e p s .  
Moreover, during the time s t e p s  16  and 20 t h e  t r u e  p l an t  is  c lose  t o  uncont ro l l -  
a b i l i t y  and nothing can b e  b e t t e r  than no cont ro l .  
For t h e  
From t h e  d e t a i l e d  s tudy discussed above one may conclude t h e  following: 
1) Both the c o n t r o l l e r s  behave poorly whenever the t r u e  system is  uncontrol l -  
able.  The c o n t r o l l e r s  have no information, whatsoever, about t h e  present  
or t h e  f u t u r e  c o n t r o l l a b i l i t y  of t h e  p l a n t .  I n  such a s i t u a t i o n ,  t h e  
cor rec t  d i agnos t i c  i s  t o  apply no con t ro l  at a l l .  
2) The caut ious  c o n t r o l l e r  behaves poorly i f  t h e  est imated parameters  
def ine  an uncon t ro l l ab le  s i t u a t i o n  although the t r u e  system is con t ro l l ab le .  
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In such s i t u a t i o n s ,  t h e  dua l  c o n t r o l l e r  can o f f e r  s i g n i f i c a n t  improvement 
over t h e  caut ious c o n t r o l l e r ,  by probing t o  b e t t e r  estimate t h e  parameters. 
Optimal Control Requirements f o r  t h e  Runs 1, 2, 11, 1 8  
I n  t h i s  s e c t i o n  t h e  caut ious  and t h e  dua l  c o n t r o l l e r s  are used on the  l i n e a r  
model whose unknown parameters are t i m e  varying,  
used i n  conjunct ion with a n  es t imator ,  which supp l i e s  t h e  c o n t r o l l e r s  wi th  t h e  
parameter estimzitor. 
ledge of t h e  p l a n t  parameters and at tempts  t o  con t ro l  t h e  p l an t .  
s tudy i s  made on this optimal c o n t r o l l e r .  P l o t s  of t h e  two requi red  opt imal  con t ro l s  
are given i n  Figures  97-104. 
hard  l i m i t e r  w i t h  limits between -10' and +loo. When t h e  t r u e  p l an t  is uncontrol l -  
The s t o c h a s t i c  c o n t r o l l e r s  are 
An optimal c o n t r o l l e r ,  on t h e  cont ra ry ,  assumes p e r f e c t  know- 
I n  t h i s  subsect ion,  a 
While p l o t t i n g , t h e  con t ro l s  are passed through a 
ab le ,  an opt imal  c o n t r o l l e r  demands an i n f i n i t e  amount of cont ro l  and thus  it 
h i t s  t h e  boundary of + looor  -10'. From these  p l o t s ,  i t  i s  evident  t h a t  f o r  a l l  but  
Run 11, t h e  P l a n t s  are uncont ro l lab le  at some time during t h e  40 t i m e  s t e p s .  
E f fec t  of switches on t h e  con t ro l  weights R 
It has been discussed earlier t h a t  i n  uncont ro l lab le  s i t u a t i o n s  t h e  proper 
d iagnos t ics  i s  t o  apply no con t ro l  at a l l .  The  con t ro l  can be switched off  by 
exe rc i s ing  exceedingly l a r g e  caut ion  o r  by p u t t i n g  l a r g e  con t ro l  weights R i n  
t h e  cont ro l  design. In Run 2 ,  t h e  region between time s t e p s  15 and 25 i s  known 
t o  be uncont ro l lab le .  
from R = diag (0,O) t o  R = diag  (104,0) and R = diag (10 ,10 1, keeping t h e  s ta te  
weights Q = diag  (1 , l )  as before.  
con t ro l  u1 and t h e  second case 'R = diag  (10 ,10 ) ' swi t ches  off bo th  t h e  con t ro l s  
u1 and u2. 
switching is q u i t e  success fu l  i n  reducing the'  v i b r a t i o n s  i n  uncont ro l lab le  
s i t u a t i o n s .  
Thus between t h e s e  reg ions  t h e  con t ro l  weights are increased  
4 4  
4 The case ' R  = diag (10 ,O)' switches o f f  the 
4 4  
The t o t a l  and the ind iv idua l  c o s t s  are p l o t t e d  in Figures  105-107. This  
E f fec t  of switches on t h e  s ta te  weights Q 
During uncont ro l lab le  s i t u a t i o n s ,  it is impossible f o r  the two con t ro l s  t o  
a f f e c t  both t h e  states. 
at t h e  expense of allowing t h e  o t h e r  state t o  run f r e e .  T h i s  can be done by 
choosing properly the s ta te  weights Q. 
and diag (1, .Ol) f o r  R = diag (0,O)- and R = diag C..Ol,.Ol). The t o t a l  and t h e  
ind iv idua l  c o s t s  are p l o t t e d  i n  Figures  108-113. The cases Q = .diag ( l , . l )  and 
Nevertheless,  i t  may be poss ib l e  t o  handle one state only 
For Run 2 again,  Q i s  chosen as diag (l,.l) 
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and Q = diag  ( l , .Ol)  put less cons t r a in t  on t h e  second state. Thus t h e s e  switches 
reduce t h e  f i r s t  s tate,  allowing t h e  second state t o  go f r ee .  
hardly d i f f e r  
The performances 
f o r  t h e  cases R = diag (0,O) and R = diag (.Ol,.Ol). 
E f fec t  of I n i t i a l  Covariance of the Parameters 
( f i r s t  method of i n i t i a l i z a t i o n )  
on t h e  Cont ro l le r ' s  Perfiormance 
Two methods of i n i t i a l i z a t i o n  have been discussed and their performances 
have been analysed i n  d e t a i l  earlier. 
i n i t i a l i z a t i o n  where t h e  Kalman f i l t e r  i s  i n i t i a l i z e d  wi th  parameters taken from 
a random number genera tor  w i t h  an i n i t i a l  covariance.  Both t h e  caut ious  and t h e  
dua l  c o n t r o l l e r s  are used on t h i s  p l a n t .  The parameters are slowly varying with 
time (process n o i s e  of 10%). A Monte Carlo s imulat ion of 100 runs i s  made f o r  
40 t i m e  s t e p s .  The average cos t  is computed over a l l  runs f o r  each time s t e p .  
Three choices are made f o r  t h i s  i n i t i a l  covariance. The normal i n i t i a l  var iance  
s p e c i f i e d  on t h e  p l o t s  is t h e  square of t h e  magnitude of t h e  t r u e  i n i t i a l  parameters. 
The average performances of t h e  no con t ro l ,  cau t ious  and t h e  dua l  are p l o t t e d  i n  
Figures 114-117. The dua l  c a n t r o l l e r  o f f e r s  improvement i n  t h e  case of l a r g e  
i n i t i a l  var iance  (Figure 116). It has always an i n i t i a l  jump f o r  t h i s  l a r g e  i n i t i a l  
var iance  (Figure 114,116). This i s  no t  observed when the i n i t i a l  var iance  i s  s m a l l  
(Figure 115). 
t h e  beginning and switching t o  t h e  d u a l  a f t e r  t i m e  s t e p  2 (Figure 117) .  
T h i s  s tudy  r e f e r s  t o  t h e  f i r s t  method of 
This  i n i t i a l  jump can be avoided by using a caut ious c o n t r o l l e r  i n  
5.7 Simulation Resul ts  f o r  t h e  Nonlinear Model 
The nonl inear  model descr ib ing  the long i tud ina l  hub v i b r a t i o n  model is used 
wi th  t h e  g loba l  l i n e a r  adapt ive  caut ious  c o n t r o l l e r  of 1121. T h e  alternate form 
of t h e  Kalman f i l t e r  which r e t a i n s  b e t t e r  p o s i t i v e  d e f i n i t e n e s s  of t h e  covariance 
equat ion is used. The exponent ia l  weighting form of t h e  equat ions is a l s o  used 
wi th  t h e  f o r g e t t i n g  f a c t o r  A set equa l  t o  .99 t o  discount p a s t  data .  The i n i t i a l  
covariance i s  taken as a l a r g e  quan t i ty  250000 (compared t o  approxipately 10000 f o r  
t h e  o r i g i n a l  covariance) t o  b e t t e r  account f o r  non l inea r i ty .  
of t h e  c o s t  func t ion  of Figures  1-3 i n d i c a t e  t h e  presence of mul t ip l e  minima so lu t ions .  
The p l o t s  can be broadly divided i n t o  t h e  fol lowing regions:  
Region I : 0 u1 - < +2, -2 - < u2 - < 0 
The g raph ica l  desc r ip t ions  
Region I1 : 0 u1 5 2 , 0 - < u2 - < 2 
Region 111 : - 2 < u  < o  1- - o < u  < 2  - 2 -  
Region I V :  - 2 < u  < o  , - 2 < u  < o  - 1- - 2 -  
These d e f i n i t i o n s  of t h e  regions provide easier i n t e r p r e t a t i o n  of the per -  
formance of t h e  c o n t r o l l e r s .  Figures  118-122 show t h e  convergence p l o t s  of t h e  
caut ious  adapt ive c o n t r o l l e r  f o r  100 time s t e p s .  
case Q = diag (10 
concentrate  on reducing t h e  state x while  allowing less r e s t r i c t i o n  on t h e  s ta te  
x There are more than one occasion before  t i m e  s t e p  80 when t h e  cos t  i nc reases  
sharp ly .  
po in t s  t h e  c o n t r o l  is operat ing i n  Region 11. I n  t h i s  region state x is  h ighly  
nonl inear  and appears  t o  possess  a saddle  point .  A t  a saddle  po in t  t h e  second 
gradien t  of a func t ion  is  zero.  This corresponds t o  an uncont ro l lab le  s i t u a t i o n  
as is clear from t h e  equat ions of [17J. Figures 121-123 d iscuss  the case f o r  
which Q = diag (1 , l )  and R = diag (0,O). Here both  t h e  states x1 and x a r e  
equal ly  weighted. In t h i s  case convergence occurs r ap id ly  with t h e  con t ro l s  
going t o  Region I. From f i g u r e s  1 ,2  it is c l e a r  that t h e  two ind iv idua l  
states x and x are w e l l  behaved in t h i s  region and a f a s t  convergence occurs.  
Figures 118-120 are f o r  t h e  
-5 , 5 ~ 1 0 - ~ )  and R = diag (10-4,10-4). These weights p r imar i ly  
1 
2' 
The con t ro l s  are allowed t o  move within t h e  l i m i t s  of 52.  A t  t h e s e  
1 
2 
1 2 
5.8 Simulation of t h e  Scalar Model us ing  t h e  Cautious, Dual 
and t h e  Dual Adaptive Control based upon S e n s i t i v i t y  Functions 
(Appendix A and E) 
I 
A new adapt ive dua l  con t ro l  s o l u t i o n  based upon t h e  s e n s i t i v i t y  func t ions  of 
t h e  expected f u t u r e  cos t  i s  der ived and analysed i n  t h e  Appendices A and B. The 
c o n t r o l l e r  design and i t s  performance on 
The performance i s  compared wi th  t h a t  of 
dua l  con t ro l l e r .  This s e c t i o n  d iscusses  
Appendices A and B and inc ludes  several 
runs f o r  both t h e  constant  parameter and 
T i m e  Varying Parameter 
The d e t a i l s  of t h e  s imula t ion  model 
a scalar model are given i n  Appendix A .  
t h e  caut ious  c o n t r o l l e r  and t h e  f i r s t  o rde r  
i n  f u r t h e r  d e t a i l  t h e  r e s u l t s  shown i n  
o t h e r  f i g u r e s  from t h e  100 Monte Carlo 
t h e  t i m e  varying parameter cases. 
Case (Example a) 
used are presented i n  Appendix A f o r  
t h e  t i m e  varying parameter case. 
A. Runs 2 and 2 1  are discussed here.  The caut ious  con t ro l  is  shown by t h e  c i r c l e  
symbol, t h e  f i r s t  o rder  dua l  by t h e  t r i a n g l e ,  and t h e  seoond o rde r  dua l  by t h e  p lus  
symbols. Figures  124-126 descr ibe  th i s  run. T h e  second order  dua l  performs b e t t e r  
Run numbers 7 and 14 are discussed i n  t h e  Appendix 
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than t h e  o t h e r  two r i g h t  from t h e  start.  
the  con t ro l  f o r  runs 7 and 14 r e spec t ive ly .  Figures  129-131 descr ibe  Run 21. The 
na tu re  of t he  performance of a l l  t h e  c o n t r o l l e r s  is  t h e  same bu t  i n  most occasions 
the  second order  dua l  (denoted by t h e  p lus  symbol) performs b e t t e r  than  t h e  o t h e r  
two (see Tables  2, 3, and 6). 
Figures  127, 128 g ives  the  t i m e  h i s t o r y  of 
Constant Parameter Case (Examble b) 
I n  t h i s  case (Sect ion 4) t h e  t r u e  parameter i s  c lose  t o  zero ( i . e . ,  b(0)=.05) 
but  cons tan t .  
-20 is  requi red  t o  handle t h i s  s i t u a t i o n .  
Appendix A. 
and 80. 
30 uns tab le  i n  t h e  11 t o  15 time s t e p  and t h e  caut ious  is  slow i n  its convergence. 
Figures  135 and 136 give  the  c o s t  and t f e  con t ro l  t i m e  h i s t o r y  of Run 44. 
duals  work b e t t e r  than t h e  caut ious .  In all runs of t h i s  constant  perameter case 
the  new dual  shows b e t t e r  r e s u l t s  than the  o t h e r  two. 
d i r e c t i o n  of es t imat ion  by properly probing from t h e  start (see  Tables 4, 5, and 7). 
This  corresponds t o  t h e  uncont ro l lab le  case. A con t ro l  magnitude of 
Runs 26 and 80 are discussed i n  the  
Figures  134 and 137 show t h e  t i m e  h i s t o r y  of t he  c m t r o l  f o r  Runs 26 
Here the  f i r s t  o rder  dua l  tends t o  Figures  132 and 133 desc r ibe  Run 18. 
Both t h e  
It always goes t o  t h e  r i g h t  
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6 .  CONCLUSIONS 
Helicopter  v i b r a t i o n  can be e f f e c t i v e l y  reduced by applying adapt ive  
c o n t r o l  techniques.  Although adapt ive c o n t r o l l e r s  o f t en  show exce l l en t  v i b r a t i o n  
reduct ion,  i t  has been shown t h a t  t h e r e  e x i s t  c e r t a i n  condi t ions which y i e l d  unsat- 
i s f a c t o r y  behavior and thus  r equ i r e  improvements. 
caut ious c o n t r o l l e r  o f t en  e x h i b i t s  problems l i k e  slow convergence, t u r n  of f  
phenomenon, and i n s t a b i l i t y .  
t o  have a s i g n i f i c a n t  e f f e c t  on t h e  HHC convergence behavior. 
It is shown t h a t  t h e  e x i s t i n g  
Also, non l inea r i ty  i n  t h e  h e l i c o p t e r  model i s  shown 
The performance 
of t h e  caut ious c o n t r o l l e r  has been evaluated based upon 100 Monte-Carlo s imulat ions 
of a l i n e a r  t i m e  varying mul t ivar iab le  model r ep resen ta t ive  of he l i cop te r  v i b r a t i o n  
during maneuvering f l i g h t  condi t ions.  The caut ious c o n t r o l l e r  has  been shown t o  
y i e l d  unacceptable reduct ion i n  v i b r a t i o n  whenever t h e  determinant of t h e  est imated 
parameter model is nea r  zero.  This  r e s u l t s  i n  an uncont ro l lab le  model. The f i r s t  
o rder  dua l  c o n t r o l l e r  of 1131 avoids t h i s  s i t u a t i o n  by probing and es t imat ing  t h e  
parameters b e t t e r .  It however is s t i l l  d e f i c i e n t  under c e r t a i n  condi t ions and 
sometimes y i e l d s  poor r e s u l t s .  
T h e  problems of t h e  previous c o n t r o l l e r s  are overcome by the new adapt ive  dua l  
con t ro l  solutLon developed i n  Appendix A. 
i n t o  account t h e  dua l  e f f e c t  b e t t e r  by performing a second order  Taylor series 
expansion of the expected f u t u r e  cost .  It is shown t o  modify t h e  caut ious c o n t r o l  
so lu t ion  by introducing numerator and denominator co r rec t ion  terms. These t h r e e  
c o n t r o l l e r s  have been evaluated on both a simple scalar constant parameter model 
and a time-varying parameter model r ep resen ta t ive  of maneuvering f l i g h t .  
each case 100 Monte-Carlo s imulat ions are used. 
upon both t h e  constant  and the t i m e  varying case and provides improved convergence. 
I n  t h e  case of t h e  constant  parameter model, whenever t h e  unknown parameter i s  
The second order  dua l  c o n t r o l l e r  takes  
I n  
The new dual  c o n t r o l l e r  improves 
c lose  t o  zero (i.e. nea r  s i n g u l a r ) ,  t h e  caut ious and the  f i r s t  o rder  dua l  cont ro l -  
lers have demonstrated slow convergence and t u r n  o f f .  
c o n t r o l l e r  cons i s t en t ly  demonstrates f a s t e r  convergence. 
t u r n  o f f ,  slow convergence and always goes toward the r i g h t  d i r e c t i o n  of es t imat ion  
by properly probing. It has  t h e  p o t e n t i a l  t o  be used on a mul t iva r i ab le  
The new second o rde r  dua l  
It avoids problems of 
model and t h e  d e t a i l e d  sensi-t iyicies have- been presented 
i n  t h i s  repor t .  It is y e t  t o  be implemented on th i s  mul t iva r i ab le  model. Moreover, 
its p rope r t i e s  and t h e  behavior of t h e  co r rec t ion  terms t h a t  enable  b e t t e r  performance 
in  t h e  scalar case are no t  y e t  f u l l y  understood. Computationally, i t  is complex 
and may be d i f f i c u l t  t o  u s e  i n  real t i m e .  
is thus  .warranted i n  o rde r  t o  develop a p r a c t i c a l  implementatgon. 
However, i n v e s t i g a t i o n  of its p r o p e r t i e s  
In addi t ion  t o  t h e  above l i n e a r  s imula t ion  s t u d i e s ,  t h e  g loba l  l i n e a r  adapt ive  
caut ious c o n t r o l l e r  has been used on a nonl inear  model descr ib ing  h e l i c o p t e r  v ib ra t ion .  
Nonlinear i ty  has  a s i g n i f i c a n t  e f f e c t  on the convergence behavior. 
s o l u t i o n s  can e x i s t  and t h e  algori thms are slower i n  convergence and can be uns tab le .  
To accommodate t h e  non l inea r i ty ,  t h e  i n i t i a l  covariance on t h e  parameter estimates 
is taken as a l a r g e  quant i ty .  This  accounts f o r  t h e  n o n l i n e a r i t y  by in t roducing  
more caution. Reduction of v i b r a t i o n  i s  poss ib l e  i n  most regions of t h e  nonl inear  
sur face .  
saddle  point .  A t  a saddle  poin t  t h e  second gradien t  of t h e  cos t  func t ion  is  zero.  
This  corresponds t o  an uncont ro l lab le  s i t u a t i o n  and can r e s u l t  i n  a lgori thm 
divergence. 
Mult iple  minima 
Vibrat ions cannot be reduced when th;! nonl inear  su r face  possesses  a 
The l i n e a r  and nonl inear  s imulat ion s t u d i e s  inves t iga t ed  i n  t h i s  r epor t  c l e a r l y  
demonstrate t h e  need €o r  f u r t h e r  research  t o  b e t t e r  understand t h e  convergence 
p rope r t i e s  of t h e  adapt ive c o n t r o l l e r  f o r  reduct ion of h e l i c o p t e r  v ib ra t ion .  In t h e  
present  s t u d i e s  t h e  a n a l y t i c a l  ground work has been presented. Further  a n a l y t i c a l  
work and s imulat ion is requi red  t o  f u l l y  understand t h e  p rope r t i e s  of t h e  adapt ive  
c o n t r o l l e r  f o r  h e l i c o p t e r  v i b r a t i o n  reduct ion.  
4 2  
APPENDIX A 
DUAL ADAPTIVE COtJTROL BASED W O N  SENSITIVITY FUNCTIONS 
A nex adapt ive  dua l  c o n t r o l  s o l u t i o n  is presented  f o r  t h e  c o n t r o l  of ' a  class 
of nxi l t i -var iable  input-output  systems. Both r ap id ly  vary ing  random parameters 
and ccmstant 'out yn'mown parameters are included.  The new controlI .er  i s  based 
iipon a on-l ine Newton type  a lgor i thm which i s  shown t o  r e s u l t  i n  a c o n t r o l l e r  which 
acd-ifies t h e  caa t ious  c o n t r o l  design wi th  a numerator and denominator co r rec t ion .  
'The RCZJ c c n t r o l l e r  is  shovm t o  depend upon s e n s i t i v i t y  func t ions  of t h e  expected 
Eilturc C O S T .  
c:E the nex dual c o n t r o l l e r .  Monte-Carlo s imula t ions  are performed which show 
iniprovemnt aver  the caut ious  c o n t r o l l e r  and t h e  Linear  Feedback Dual Cont ro l l e r  
of 10 (13) and (14).  , 
A scalar example is presented  t o  provide i n s i g h t  i n t o  t h e  p r o p e r t i e s  
T,;~JTI?JnUCTZON -- --- A 1  . 
%!lti-va;-iabh! systems which a r e  cha rac t e r i zed  by unce r t a in  parameters w i th  
i.arge rz::+xt v a r i a t i o n s  are a d i f f i c u l t  cha l lenge  f o r  most c o n t r o l  design techniques .  
T!ic assumed raidom n a t u r e  of t h e  parameter v a r i a t i o n s  o f t e n  prec ludes  t h e  u s e  of gain 
s c ? l a d u % i n g  (non adapt ive)  c o n t r o l  design. S t o c h a s t i c  adapt ive  control.  theory 
s r o v i d s s  a p r inc ipa l  design approach f o r  systems of t h i s  type.  Exact s o l u t i o n  of 
che stochastic problem wi th  unknown p a r a m e t e r s  r e q u i r e s  s o l u t i o n  of t h e  S t o c h a s t i c  
Dyca:nic Prc:gramming equat ion and t h i s  i s  n o t  f e a s i b l e  f o r  p r a c t i c a l  inplementat ion.  
'Tile solilti:;n is  ZCnzwn t o  have a dua l  e f f e c t  113, 141 t h a t  can be used t o  enhance 
the  real-time i d e n t i f d c a t i o n  of system parameters as weEl as provide good con t ro l .  
, ?  
Many subopt imal  d u a l  s o l u t i o n s  have been sugges ted  [11,13,14,27-321. The va r ious  
approaches which have inco rpora t ed  t h i s  d u a l  p rope r ty  can b e  l o o s e l y  divided i n t o  
two classes. I n  t h e  f i r s t  class [28-311, t h e  opt imal  t o n t r o l  problem is  ' 
re formula ted  t o  c o n s i s t  o f  a one-step ahead c r i t e r i o n  t o  be minimized, augmented 
by a second term which p e n a l i z e s  t h e  cos t  f o r  poor i d e n t i f i c a t i o n .  
is  attractive due t o  t h e  a n a l y t i c a l  t r a c t a b i l i t y  of t h e  s o l u t i o n ;  however, the 
s o l u t i o n  i s  based on a one-step c r i t e r i o n  and does no t  f u l l y  e x p l o i t  the d u a l  
p rope r ty  of a mul t i - s tep  s o l u t i o n .  
such a p l a n t  by minimizing the c o n t r o l  o b j e c t i v e  f u n c t i o n  s u b j e c t  t o  an upper 
boul16 i n  the t o t a l  e s t i m a t i o n  cos t .  
c o n t r o l  o b j e c t i v e  f u n c t i o n  and a l s o  a second c o n s t r a i n t  term which. reflects the  sen- 
s i t i v i t y  of t h e  parameters  t o  t h e  s ta te  o f  t h e  system. 
t o  e x e r c i s e  b e t t e r  e s t i m a t i o n  f o r  such s e n s i t i v e  parameters w i t h i n  t h e  upper bound. 
The second c l a s s  [21,32,33] u t i l i z e s  the  s t o c h a s t i c  dynamic programming equat ion  
d i r e c t l y  and performs l i n e a r i z a t i o n  of t h e  f u t u r e  c o s t  i n  o r d e r  t o  o b t a i n  a s o l u t i o n .  
Yrevious c o n t r o l  s o l u t i o n s  among t h i s  second class r e q u i r e  a numerical  s ea rch  pro- 
cedure which poses d i f f i c u l t i e s  f o r  a p r a c t i c a l  s o l u t i o n  f o r  on-l ine con t ro l  f o r  
m u l t i v a r i a b l e  s y s t e m s .  
Th i s  approach 
P a d i l l a  and Cruz [34]  g i v e  a d u a l  contrQ1 s o l u t i o n  f u l  
Their o b j e c t i v e  f u n c t i o n  i n c l u d e s  a s t a n d a r d  
L 
Thus the s o l u t i o n  a d j u s t s  i t s e l f  
A linear fp-edback d u a l  c o n t r o l l e r  w a s  p re sen ted  i n  [13,14] based 
upon a l i n e a r i z a t i o n  o f  a two-step c r i t e r i o n  and found t o  o f f e r  some improvement 
c'ii?r t h e  non-dual caut2ous c o n t r o l  based upon a one-step c r i t e r i o n .  The r e s u l t s  
wers based upon a s i m c l a t i o n  model wi th  cons t an t  but unknown parameters. Although 
the dual c o n t r o l  o f f e r s  some improvement o v e r  t h e  cau t ious  c o n t r o l l e r  t h e  improve- 
menr i s  n o t  s i g n i f i c a n t  f o r  most p r a c t i c a l  a p p l i c a t i o n s  where the system con ta ins  
coilstant parameters and t h e  o b j e c t i v e  is  t o  c o n t r o l  i n  steady state opera t ion .  
Ifowz-ler, ior random parameter v a r i a t i o n s ,  d u a l  c o n t r o l  can sometimes o f f e r  s i g n i f i -  
cant improvement ove r  non-dual c o n t r o l l e r s  [28,32]. The approximz.te dua l  c o n t r o l  
in [13,141 
taut i ous  co l l t ro l  des ign  i n  a lgo r i thm complexity and does no t  r e q u i r e  numerical  
s e a r c h ) .  
a r c 1  t he  a7prcximate d u a l  c o n t r o l l e r  of [13,141 for- l a r g e  random parameter 
- l a r i a t i o n s  modeled as a random walk. Monte-Carlo s imula t ions  are performed and 
ccnd i t ions  q u a n t i f i e d  under  which t h e  d u a l  c o n t r o l l e r  o f f e r s  s i g n i f i c a n t  improve- 
ment o v e r  a non-dual cau t ious  c o n t r o l l e r .  
is attractive due t o  its simpli .c i tp  Lit is comparable t o  the  
The o b j e c t i v e  of t h e  p re sen t  s tudy  is  t o  e v a l u a t e  t h e  caut ious  c o n t r o l l e r  
44 
The approximate dual  c o n t r o l  of 113,141 although o f fe r ing  a reduct ion 
i n  t h e  average cos t  i s  found t o  be unacceptable  i n  many cases. This  i s  a t t r i b u t e d  
t:, t h e  s e n s i t i v i t y  of t h e  expected f u t u r e  c o s t  whenever t h e  system is  cha rac t e r i zed  
by l i m i t e d  c o n t r o l l a b i l i t y .  An extens ion  of t h e  l i n e a r i z a t i o n  procedure of 
[13,14] 
i n h e r e n t l y  inc ludes  a robus tness  proper ty  i n  t h a t  t h e  c o n t r o l l e r  accounts  f o r  
s e z s i t i v i t y  of t h e  expected f u t u r e  cos t  due t o  parameter estimates and t h e i r  uncer- 
taiizty.  
c o n t r o l l e r  over  t h e  cau t ious  c o n t r o l l e r  and t h e  approximate d u a l  c o n t r o l l e r  
of [13,14]. 
and is developed f o r  mul t i -var iab le  systems. 
new d u a l  c o n t r o l  presented  h e r e i n  is  t h a t  i t  modif ies  t h e  caut ious  c o n t r o l l e r  w i t h  
a nune ra to r  "probing" t e r m  and denominator c o r r e c t i o n  term. 
d u a l  c o n t r o l  is s t i l l  considered too  complex f o r  p r a c t i c a l  implementation,. 
t h e  s t r u c t u r e  of t h e  c o n t r o l  s o l u t i o n  is i n  a form which p e r m i t s  p r a c t i c a l  des ign  
changes t o  t h e  caut ious  c o n t r o l l e r  t o  inc lude  t h e  d u a l  p r o p e r t i e s .  
i s  presented  t o  account f o r  t h i s  s e n s i t i v i t y .  The new d u a l  c o n t r o l l e r  
S imula t ions  are presented  which show t h e  improvement of t h e  new d u a l  
The new d u a l  c o n t r o l l e r  u s e s  a Newton type  s e a r c h  procedure 
One of t h e  main advantages of t h e  
Although t h e  new 
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A 2 .  PROBLEM FORl4ULATION 
The m u l t i v a r i a b l e  system under i n v e s t i g a t i o n  i s  
x(k+l) = c(k) + B(k) u(k) (A2 01) 
where c(k) is an unkno-wn v e c t o r  and B(k) is a rcatrix of unknown parameters .  
unknown elements of c(k)  and B(k) are denoted as e(k) w i th  covariance matr ix  P(k) .  
These are rep resen ted  by a 
The 
d i s c r e t e  random model 
B(k+l) = Ae(k) + v(k) (A2. 2) 
(A2; 3) 
k j  
E(v(k)) = 0 and E(v(k)v ' ( j ) )  = V 6 
The measurement equat ion  is 
y(k) = x(k) + w(k) (A2.4) 
where 
W , 5 )  
k j  
E(w(k)) = 0 and E(w(k)v ' ( j ) )  = W 6 
E(w(k)v'Cj)) = 0 
and x(k) , y(k)  being n dimensional v e c t o r s .  The c o n t r o l  c r i t e r i o n  t o  be minimized 
is t h e  expected va lue  of t h e  cos t  from s t e p  0 t o  N 
( A 2 . 6 )  
N 
J(0) = E(C(0) +E C x'(k) Q x(k) + ~ ' ( k - 1 )  R u(k-1) 
k l  
where N = 2 f o r  the two s t e p  ahead c r i t e r i o n .  
APPROXIMATE DUAL CONTROLLER FOR TWO STEP CRITERION . -A3. 
The minimization of (A2.6) with  r e spec t  t o  u(0) and u( l ) ,s ;bject  t o  (A2.1) - 
( ~ 2 . 5 )  is  obtained from t h e  S t o c h a s t i c  Dynamic Programming equat ion [19,20] 
.J*(k) = min E{C(k) + J*(k+l) IY"} k = N-1,  . . . ,1,0 (A3.1) 
u (k) 
k where J*(k) is t h e  "cost-to-go" from k t o  X and Y 
t ine  k when t h e  c o n t r o l  u(k) is  t o  be determined. For N = 1, eq. (A3.1) i s  
E { x ' ( I ) Q x ( ~ )  + U'  (0) RU(O) + J*(I) Iy03 
is  t h e  cumulated information a t  
J~(O> = min ( A 3 . 2 )  
uio) 
xhzrz J " ( l j  i s  t h e  opt imal  cos t  at t h e  last s t e p  and is  obta ined  by minimization 
of J(Y-1) f o r  N = 2. Assuming diagonal  Q =  diag(ql) t h i s  r e s u l t s  i n  113,141 
L h A n 
J5(l) = c ' ( l )Qc( l )  + C qRPc{l) 
l= 1 
A * n n 
(A3.3) 
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and 
where 
PL(l)  = (A3.5) 
P(1) is t h e  expected v a l u e  o f ( 8 ( 1 ) ) 2 f o r  t i m e  s t e p  2 given  measurement y(1) 
at t i m e  s t e p  1. The index is used t o  r e p r e s e n t  the row number i n  Eq. (A2.1) and 
L P (1) is 
The 
f i l t e r .  
the a s s o c i a t e d  parameter  covariance.  
parameter estimates e(1) and covariances P(1) are o b t a i n e d  from t h e  Kalman 
Since  w is diaRona1 one can decouDle the e s t i m a t i o n .  Then 
I 
h 
(A3.6) 
(A3.7) 
(A3.8) 
pL(l)  = P x (0) - KL(l)H(l)P L (0) 
ighe re 
(A3.9) 
. (A3.10) 
H(1) = [l uT(0)] (A3.11) 
As discussed  i n  [13,14] Ja(l) i s  a n o n l i n e a r  f u n c t i o n  o f  t h e  
n 
parameter estimates e ( l )  and covariances P(1) and t h u s  a l i n e a r i z a t i o n  w a s  per-  
formed. I n  [141 a scalar formulat ion w a s  p resented  and a f i r s t  o r d e r  l i n e a r i -  
z a t i o n  was perEormed about t h e  nominal parameter estimate squared ( .0 (Q) )  
v a r i a c c e  P(1), Also i n  [13,14] t h e  v e c t o r  case w a s  p resented  and l i n e a r -  
i zac ion  t o  first o r d e r  performed. To more a c c u r a t e l y  account f o r  the d u a l  e f f e c t  
a second o r d e r  Taylor  S e r i e s  expansion i s  presented  about e(0) and a first o r d e r  
expansion about t h e  nominal covariance F(1). I n  a d d i t i o n  (as w i l l  be  presented  sub- 
sequen t ly )  t h e  covariance Pc1) w i l l  i nc lude  a l i n e a r i z a t i o n  t o  second o rde r  i n  
A 2  and nominal co- 
h 
u!c)). I n  [13,14], P(1) w a s  l i n e a r i z e d  t o  f i r s t  o rde r .  It is be l ieved  
t h a t  l i n e a r i z a t i o n s  t o  second o r d e r  are necessary  t o  b e t t e r  account f o r  t h e  non- 
l i n e a r i t y  i n  ?(l) and e(l) of Eq. CA3.3) and i n  u(0) of Eq. (83.7) and (83.8). I n  
a d d i t i o n  a n o n l i n e a r  Newton a l g o r i t h n  is used i n  t h e  second o r d e r  approximation. 
n 
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h 
L i n e a r i z a t i o n  of E q .  (A3.3) about - the nominal g(1) = e(0) and P(1) using t h e  
nominal U ( O )  r e s u l t s  i n  
t h  where t h e  s u p e r s c r i p t  e rep resen t s  t h e  covar iance  mat r ix  a s s o c i a t e d  w i t h  the 4 
row of parameters  and P .(1) is t h e  i- j  t h  element of tk covariance m a t r i x  PCl).  
i , J  
Eq.  (A3 .6 )  is  rewr i t t en  as 
I . .  
Using (A3.14) t h e  expected va lue  of (A3.13) i s  
%ing t h e  innovat ion  covariance 
(A3.16) L E{-QL(l) V i ( 1 )  !Yo} = H(1) P (O)H’(l) + 
and (A3.7) and (A3.8), Eq. (A3.15) can be w r i t t e n  as 
(A3.17) 
The expected f u t u r e  cos t  i s  shown t o  be a func t ion  of t h e  pre-  
e a ~ * ( i )  and d i c t e d  covarlance P . ( l ) w i t h  a m u l t i p l i e r  given by t h e  s e n s i t i v i t y  
YJ ape (1) 
iJ 
9 2J*.(i) L 
;)S.(l) .39 (1) 
--- - Since  t h e  covariance P (1) depends on t h e  c o n t r o l  u(0) t h e  
ccntrol  ill as t h e  d u a l  e f f e c t .  
effect depends upon t h e  s e n s i t i v i t y  of t h e  expected f u t u r e  cos t  with respec t  t o  both 
t h e  covariance and pa rane te r  estimate. 
h ii I. 
It should be noted  t h a t  t h e  importance of t h e  d u a l  
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The op t ima l  c o n t r o l  u(0) can be computed by minimization of fA3.2) using 
L 
i ,J 
(A3.17). S ince  P . ( l ) i s  non l inea r  i n  u(0) a numerical  search  procedure is 
requi red .  Th i s  is  accomplished us ing  a second o rde r  l i n e a r i z a t i o n  i n  u(0). 
I Thus Eq. (A3.8) i s  l i n e a r i z e d  t o  second o r d e r  about t h e  c o n t r o l  u (0 )  which 
is i n  t h e  v i c i n i t y  of t h e  op t ima l  con t ro l .  
(A3.18) 
The  expected f u t u r e  cos t  as given-by (A3,17) and ( A 3 . 1 8 )  i s  quadra t i c  i n  uC0) 
zzd E 5 u s  a c losed  form s o l u t i o n  u*(O) is obtained by minimization of (A3.2). 
The opt imal  d u a l  c o n t r o l  u*(O) can now be computed from (113.2) us ing  (A3.17) 
- - -  . 
an< (A3.18). I.t is  obtained by so lv ing  - 'I - 
( A 3 . 1 9 )  2 
:u ( G )  
The o;?timal ufc(9) i s  t h u s  
--.--- E W ( 1 ) q  xi:> + u ' ( o ) R l l ~ o ;  + J q l )  lYO) = 0 
(A3.20) 
e are +hers t h e  ma t r ix  F and t h e  vec to r  f e 
I n i t i a l l y  t h e  nominal va lue  of  u(0) is  computed from (A3.20) wi th  FL and 
ft Zqunl t o  zero .  
the o p t i i n s l  I; ( 0 ) .  Then (A3.20) - (A3.22)- are used u n t i l  convergnece 
i s  zchie-Je2. This i t e r a t i o n  procedure is e s s e n t i a l l y  Newton's method f o r  minimization 
cf a non l inea r  func t ion .  The g rad ien t  s e a r c h  is  used because t h e  s t o c h a s t i c  cos t  
i n  (A3.2) being minimized i s  a high o rde r  nonl inear  equat ion and' t h e  grad ien t  . 
z y o c e l u r e  i s  used u n t i l  ti  (0) i s  i n  t h e  v i c i n i t y  of t h e  minimum before  siqitcfiillg 
t G  the Sewton method. The nominal covariance P (1) i s  computed from (83.7) - 
Then a g rad ien t  s ea rch  is  performed u n t i l  i n  t h e  v i c i n i t y  of 
k 
-. 
I 
-1 
(A3.11) with u(0)  = i ( 0 ) .  The s e n s i t i v i t y  ( p a r t i a l s )  i n  (A3.21) and 
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(A3 .22)  of t h e  cos t  J*(1) A r e  computed from p a r t i a l  d e r i v a t i v e s  of J*(1) ( E q .  (A3 .3 ) )  
and P ,e (1) ( E q .  (A3.7)  through ( A 3 . 9 ) )  evaluated a t  t h e  nominal. The p a r t i a g s  of t h e  
I covar ivrce  are eva lua ted  a t  u (0) which is eva lua ted  a t  the previous  i t e r a t i o n  I. 
The approximate two-step ahead d u a l  c o n t r o l  of E q s .  (A3.20) ,  f A 3 . 2 1 )  and (A3.22) 
can be i n t e r p r e t e d  as a modif ica t ion  t o  t h e  caut ious  c o n t r o l l e r  by t h e  terms F 
and f 
w i th  respect t o  t h e  parameters  e . ( l ) e . ( l )  f o r  a l l  i, j and their covariance P' 11) f o r  
e a c h  row e of parameters.  
f w i l l  be s i g n i f i c a n t  ( t h a t  i s  t h e  d u a l  e f f e c t  w i l l  be  impor tan t ) .  Thus the 
s e n s i t i v i t i e s  t a k e  i n t o  account i n  t h e  c o n t r o l  s o l u t i o n  the s e n s i t i v i t y  of the  
nominal f u t u r e  cos t  due t o  parameter v a r i a t i o n  and u n c e r t a i n t y .  The  l a r g e r  t h i s  
s e n s i t i v i t y  t h e  more important w i l l  be  t h e  d u a l  e f f e c t .  
c 
These terms depend upon t h e  s e n s i t i v i t y  of the f u t u r e  nominal cos t  J"(1) 
-e -a. e* 
I J  i, J 
Whenever t h e s e  s e n s i t i v i t i e s  are l a r g e  the terms F ad. a. 
e 
The r e s u l t i n g  dua l  c o n t r o l l e r  (A3 -20) e x h i b i t s  a robus tness  proper ty  wi th  
respect t o  pa rane te r  v a r i a t i o n s  and u n c e r t a i n t y  of t h e  f u t u r e  cos t  by inc lud ing  
a term which appears  i n  the denominator of the d u a l  c o n t r o l l e r .  
add i t ion ,  a probing term a l s o  appears  i n  the numerator. 
A4. SCALAR EXAMPLE WITH ONE UNIQIOWN PARAMETER 
r n  
To f u r t h e r  understand t h e  d u a l  c o n t r o l  s o l u t i o n  a scalar example wi th  one 
uakaown parameter b is presented  (a mul t i -var iab le  s imula t ion  i s  c u r r e n t l y  under  
developnent).  Tfie approximate d u a l  c o n t r o l  s o l u t i o n  f o r  t h e  scalar case from 
Eqs. ( a . 2 0 ) ,  (A3 .21)  and (A3 .22)  us ing  Q = = O 9  is 
1 
2 
- -   Fe 
F - -  I 
'C 2 
( A 4 . 1 )  
(A4 .2 )  
(A4.4)  
5 0. 
where t h e  nominal  u(0) and (1) are 
b 
(A4.5)  
(A4.6) 
(A4.7) 
(A4.8)  
(A4 .9 )  
n $ 
The  Parameter estimate b(0) and Pb(0) are computed using d a t a  up t o  
The f u t u r e  c o s t  e v a l u a t e d  at t h e  nominal  is  
IC = 0 !?..e. ~ ( 0 ) ) .  
2 i2 ( 0 )  (A4.10) J. n J"<l, b(O), F(1)) = c 2 - c 
xici the expec ted  f u t u r e  c o s t  based upon t h e  l i n e a r i z a t i o n  of E q .  (A3 .17)  
(A4 .11)  
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A4.1 Evalua t ion  of t h e  Cautious Con t ro l l e r  
T h e  performance of t h e  cau t ious  c o n t r o l l e r  can be  eva lua ted  us ing  (A3.2) 
w i t h  u(0) eva lua ted  at  t h e  nominal 
The f i r s t  term i n  Eq. (A4.12) r ep resen t s  the expected c o s t  at  k = 1 and t h e  second 
term i n  Eq. (A.12) r ep resen t s  the expected f u t u r e  cos t  at  k = 2 us ing  t h e  caut ious  
c o n t r o l  a t  k = 2 (i.e. u (1 ) )  and us ing  t h e  cau t ious  c o n t r o l  at k = 1 (i.e. u(0)  = 
u(0)). Eq.  (A4.12) is eva lua ted  us ing  data Yo. 
Eq. (A4.12) is  eva lua ted  f o r  t h e  scalar example us ing  (A4.10), (A4.11) and 
(A4.7) - (A4.9), which r e s u l t s  i n  
where aLJic('L +, i s  computed from (A4.5). 
abL (1) 
The last  te rm i n  (A4.11) is z e r o  since P (1) e v a l u a t e d  at the nominal b 
c o n t r o l  (i.e. cau t ious  con t ro l )  equals  Fb(1).  
The f i r s t  t\;o terms i n  (A4.13) r e p r e s e n t  the average c o s t  a t  s t e p  k = 1 
arid t h e  last t h r e e  term rep resen t  t h e  expec ted  f u t u r e  c o s t  at k = 2 using t h e  
c2ut ious  cv i l t ro l .  
Eq. (A4.13) can be used wi th  a simple example t o  demonstrate when t h e  cau t ious  
c o n t r a 1  is dxpccted t o  behave poorly.  
Xssuinz a s c a l a r  exanple wi th  one unknown b parameter and le t  
h 
b(O)'= -05 , P(0) = .5 , a = 1.0  (A4.14) 
v = .1 w = .1 , c = 1  3 - 
T'ne expected c o s t  a t  k = 1 and k = 2 is  computed from t h e  nominal,  u(O), 
= -3.47 (A4.15) a2J'"(1) U(0) = -.1 , Pb(l)  = .575 , a t 2  ( 1) 
, c = l  (A4.16) 2 2 J(0) c -4- c 
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Thus t h e  cau t ious  c o n t r o l  app l i ed  a t  k = 0 r e s u l t s  i n  no r educ t ion  i n  t h e  
c o s t  a t  k = 1 due t o  l a r g e  u n c e r t a i n t y  P(1) and a l s o  no r educ t ion  i n  t h e  f u t u r e  
expected cos t  s i n c e  z ( 0 )  i s  s m a l l  and no improvement i n  parameter  accuracy occurs  
at s t e p  k = 1. 
A4.2 Evalua t ion  of  the Dual Con t ro l l e r  
U*(O) U*(O) 
The dua l  c o n t r o l l e r  given by (A4.1) - (A4.9) can be eva lua ted  by computing 
the average c o s t  of (A4.12) us ing  (A4.7) - (A4.11) and t h e  covariance 
PhC0) W 
P p  = 2 
PbCOZU (O)+W 
+ v  
The expected f u t u r e  cos t  (A4, l l )  reduces t o  
- :* ^2 *2 A 2 
C J  (1) l Y @ } l  = c2 + 2b(0)uk(0)c  + ( b  (0)  + Pb(0) )u  (0) 
(A4 2 7 )  
(A4.18) 
(A4.19) 
(A4.20) 
Examination of (A4.18) shows that t h e  d u a l  c o n t r o l  can reduce t h e  expected 
fut-L:re cos t  over  t h e  cau t ious  con t ro l  s i n c e  t h e  l as t  two expres s ions  i n  (A4.18) 
can be n e g a t i v e  i f  u (0) > u ( 0 ) .  
effect on t h e  f u t u r e  cos t .  
n2 -2 Thus t h e  dua l  p rope r ty  can have a d e s i r a b l e  
* 
The c c s t  J ( 0 )  is computed us ing  t h e  scalar example p rev ious ly  d iscussed  
Go... ths cau t ious  c o n t r o l l e r .  A s ea rch  procedure i s  used on (A4.19) us ing  
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' *  
(A4.18) and (A4.20) wi th  t h e  parameter v a l u e s  from (A4.14), and u ( 0 )  
is  i t e r a t e d  u n t i l  i n  t h e  v i c i n i t y  of t h e  minimum y i e l d i n g  
a J h  
ap,(i) = .0075 - u( o>=-. 1 
F = .87 , fL = .85 (A4.. 21) L = +1.0 I u c0)=- .6  
Eq. (A4.21) w a s  evaluated i n  t h e  v i c i n i t y  of t h e  optimal u I (0) = -.6 and P b ( l )  = -278. 
The opt imal  c o n t r o l  u*(O) is  from Eq. (A4.1) using uI (0)  = -.6 
A 
b(0) c + .85 
u*(*) = - , c = l  . (A4.22) ^2 b (0) 4- Pb(0) + .87 
- - -.62 
Eq. (A4.22) ihows t h a t  u*(O) i s  considerably d i f f e r e n t  than t h e  caut ious c b n t r o l  
- . -. 
c ( 0 j  : -.I- alii i s  3 r e s u l t  of l a r g e  v a l u e s  of F 
t o  iargt: values of and 
and- f which i n  t u r n  are d u i  L L 3% b ( 1) gJ(1) 
au2 ( 0 )  a i 2  (1) 
The co r re spmding  f u t u r e  expected c o s t  u s i n g  Eq. (A4.19) is  
= c 2 - (3.47)(.321) c 2 2 
2 = c2 - .557 c 
9 (A4.23) 
2 
= ,442 c c = l  
The r e s u l t  of t h i s  example shows t h a t  t h e  d u a l  c o n t r o l  of Eq. (A4.22) reduces 
ttie expected f u t u r e  c o s t  t o  44% of t h e  o r i g i n a l  c2 w i t h  no con t ro l .  
contrcl r e s u l t e d  in no reduct ion  of t h e  f u t u r e  cos t .  
The cau t ious  
The terms respons ib le  f o r  the 
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and 
. a% (1) 
au2 CO) 
improvement w i t h  d u a l  c o n t r o l  are t h e  second o r d e r  s e n s i t i v i t i e s  
Z 2 . J k ( l )  -_-- /. 
:j$ (1) 
% 
*- 
The d u a l  c o n t r o l  of E q .  (A4.22) d i f f e r s  from t h e  caut ious c o n t r o l  by t h e  terms 
The  denominator term = - 8 7  i n  t h e  denominator and f e = .85 i n  the numerator. 
i n  effect provides  more "caution" whereas t h e  numerator term is an additive probing 
e f f e c t .  
t h e  f u t u r e  c o s t  t o  parameter u n c e r t a i n t i e s  as they appear i n  the c o n t r o l l e r  
( i .e .  b (0)) are minimized. Thus a new i n t e r p r e t a t i o n  of the d u a l  c o n t r o l  i s  
t h a t  it con ta ins  robus tness  and l e a r n i n g  (via probing). 
a b l e  t o  t h e  m u l t i v a r i a b l e  d u a l  c o n t r o l l e r  i n  Eq. (A3.20) through Eq. -(A3.22).  
A.5. S I?.IuLAT 103 RES ULTS 
The t e r m  F provides  a llrobustness" p r o p e r t y  in that the s e n s i t i v i t y  of .L 
^2 
These concepts  are appl ic -  
Performance w a s  eva lua ted  from 100 Monte Carlo runs  f o r  t h e  fol lowing 
n 
c o n t r o l l e r s  where b(0) w a s  set equal  t o  b(0) w i t h  covariance P (0): b 
1. Cautious C o n t r o l l e r  
2. 
3. 
The above a lgor i thms w e r e  t e s t e d  f o r  two cases: 
A two s t e p  d u a l  based on t h e  first o r d e r  Taylor  S e r i e s  expansion [13,141 
The  new d u a l  c o n t r o l l e r  based on the second o r d e r  Taylor  S e r i e s  expansion. 
a )  T i m e  vary ing  case, b(0) = .OS, PbCO). = 1.0 ,  V = .I, c = 1.0 
W = .01 and W = .1 , a = 0.9 
3 )  Constant case, w i t h  bCO) = .05, Pb(0). = 1.0, v = 0 ,  = LO 
W = .01 and W = .1 , a = 1.0 
Exaaple a -- -- 
Table 6 sumiar izes  t h e  results of t h e  s i m u l a t i o n  runs.  All three algori thms 
were t e s t e d  on t h i s  example f o r  two d i f f e r e n t  levels  of measurement n o i s e  covariance,  
!.I = -01 and L! = .l, 100 Monte Carlo runs w e r e  performed, each of 40 t i m e  s t e p s .  
~ o i -  each run, an average c o s t  w a s  computed o v e r  40 t i m e  s t e p s  and t h e n  t h e  averages 
over 100 runs are t a b u l a t e d  i n  Table 6 and Tab le7  . The t a b l e s  c l e a r l y  i n d i c a t e  
t h a t  t h e  dual. c o n t r o l l e r  based on t h e  second o r d e r  s e n s i t i v i t y  f u n c t i o n s  shows t h e  
lower cos t .  The d u a l  e f f e c t  shows a l a r g e r  improvement f o r  l a r g e r  measurement 
- 
n g i s e  (i.e. !J = -1). Run numbers 7 and 1 4  of t h e  100 Monte Carlo r u n s  w e r e  s e l e c t e d  
f o r  p l o t t i n g .  The cau t ious  c o n t r o l  is  shown by t h e  c i rc le  symbol, t h e  f i r s t  o r d e r  
d u a l  by t h e  t r i a n g l e ,  and t h e  second o r d e r  d u a l  by the p l u s  symbols. The c o s t  and 
paraaeter v a l u e  are p l o t t e d  i n  Figures  138 - 141. It is evident  t h a t  t h e  
second o rde r  d u a l  improves upon t h e  o t h e r  two on t h e  average. 
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Example b 
I n  t h i s  case t h e  t r u e  parameter w a s  c l o s e  t o  z e r o  ( i .e. ,  b(0) = .05) 
but cons tan t .  T a b l e  6 summarizes t h e  r e s u l t .  The average  cos t  ob ta ined  by 
t h e  second o r d e r  d u a l  is  much lower than t h e  o t h e r  two. The second order  d u a l  
was always found t o  e x h i b i t  e x c e l l e n t  convergence whereas t h e  o t h e r  c o n t r o l l e r s  
perforraed poorly.  In a d d i t i o n  t h e  new c o n t r o l l e r  c o n s i s t e n t l y  avoided t u r n  o f f  
and bu r s t [28 ] . ,  Th i s  w a s  an important  common f e a t u r e  i n  a l l  t h e  Monte Carlo runs,  
Runs 26 and 80 are p l o t t e d  i n  Figures  142 and 143 r e spec t ive ly ,  as t y p i c a l  examples. 
The s i m i l a t i o n  s tudy  has  shoxn that t h e  new d u a l  c o n t r o l l e r  improves upon 
t h e  cos t  on t h e  average. The magnitude of t h e  improvement on t h e  average appears  
t o  be r e l a t i v e l y  s m a l l  f o r  the n o i s e  l e v e l s  used. However, the real  advantage 
of t h e  new d u a l  c o n t r o l l e r  i s  t h e  improvement i n  t h o s e  i n s t a n c e s  where' t h e  cau t ious  
c o n t r o l l e r  and t h e  d u a l  c o n t r o l l e r  of [13,14] y i e l d s  unacceptable r e s u l t s .  
Although t h e  d u a l  c o n t r o l l e r  of [13,14] shows improvement over the caut ious  
c c n t r o l l e r ,  i t  has  been found t o  be unacceptable  a t  many t i m e  po in t s .  
A 6 .  eox CLUS ION -
A new adapt ive  d u a l  c o n t r o l  s o l u t i o n  based upon t h e  s e n s i t i v i t y  func t ions  
of t h e  expected f u t u r e  cos t  has  been presented.  This  c o n t r o l l e r  t a k e s  i n t o  
account t h e  dua l  e f f e c t  b e t t e r  by performing t h e  second o rde r  Taylor  series 
expansion of t h e  expected f u t u r e  cos t .  The form of t h i s  c o n t r o l l e r  is a modif ica t ion  
oE the  one s t e p  cau t ious  c o n t r o l l e r .  The approximate d u a l  c o n t r o l  of  [13,14] 
d id  not have t h e  denominator co r rec t ion  t e r m  l i k e  the p resen t  one. T h i s  
adds s t a b i l i t y  t o  t h e  new c o n t r o l  design. Simulat ion r e s u l t s  of a scalar model 
have shown t h e  improvement ob ta ined  us ing  t h e  new dua l  a lgori thm. 
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APPENDIX B 
DERIVATION OF THE SENSITIVITY FUNGCIONS FOR 
THE SECOND ORDER DUAL CONTROLLER FOR A 
TWO STATE VECI'OR MODEL 
The concept of a dua l  c o n t r o l l e r  is introduced i n  Sect ion 2.2 and a d u a l  
c o n t r o l l e r  based upon a second-order Taylor 's  series expansion is der ived i n  
Appendix A. T h i s  c o n t r o l l e r  iiS given by 
A R -1 A A A n u*(O) = -[B'(O)Q BCO) + c (q PB(0)+ Fa) + R] [B'CO)Qc(O) + 
!2=1 
(B .I> R 
n 
!2=1 
1 (qRPBc(0> + fa>  1 
where t h e  matrix F and the v e c t o r  f R  are R 
This  approximate two-step ahead d u a l  c o n t r o l  is  a modif icat ion of the caut ious 
c o n t r o l l e r  by t h e  terms FR and fR .  
t h e  f u t u r e  expected cos t  J (1) w i t h  respect  t o  t h e  parameters ei(l> 
a l l  i , j  and their  covariance P (1) f o r  each row R of parameters. The s e n s i t i v i t y  
eva lua t ions  of the f u t u r e  covariance P (1) w i t h  r e spec t  t o  the cu r ren t  c o n t r o l  
u(0) are a l s o  necessary.  These func t ions  are derived i n  d e t a i l  i n  the following 
sect ions  of t h i s  appendix. 
These terms depend upon the s e n s i t i v i t y  of * ^R ^R 
8. c1> , f o r  
J R 
i , j  
i , j  
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Variab le  D e f i n i t i o n s  
For t h e  sake  of  completeness,  w e  may rewrite Eq. (3.3) of Appendix A h e r e ,  
assuming (7 = d i a g  (q ), as % 
R n 
b1 
J*(l) = ~ ' ( 1 )  Qc(1) + C qR Pc( l )  
n A h A n A 
n n A A n n 
The p l a n t  equa t ions  are desc r ibed  by 
whose measurements are accord ing  t o  
a E{w(k)w'(j)) = W6 ; w(k) = (wl(k) w,(k))' 
k j  
and the parameter of Eqn. ( B . 5 )  and (B.G) vary ing  as 
B(k+l) = 9(k) + v(k) 
where 
(B. 10) 
(B. 11) 
(B. 12)  
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and the f u t u r e  expec ted  c o s t ,  
2 2 (F D - 2FGE + G C) -- I. 
CD-E2 
where P (1) is the m-n element of the covar iance  matrix P(1) ,  and 
m , n  
c = q1(e2C1> ^2 + ~ ~ , ~ ( 1 ) )  + q2(e5(l> ^2 + P5,5(1)) + r1 
A A A A 
A A A 
aJ*(l) F i r s t  Order S e n s i t i v i t y  
aP . (1) 
i, 3 
(B. 13) 
(B. 14) 
(B. 15) 
(B. 16) 
(B. 17) 
(€3.18) 
2 2 
ap2 ~ p) (CD-E ) 
q1((-2FG) (CD-E 1 -(F D-2PGIM-G2C) (.-2E) } 
(B. 19) aJ*(l)  I=. - - 2 2  
ql{F 2 (CD-E 2 )-(I? 2 D-2FGEfG’C) C) 
aJ*(l)  = - -- 
ap3, 3 (1) 
(B .20) 2 2  (CD-E ) 
* 
The d e r i v a t i v e s  of J (I). w i t h  r e s p e c t  t o  t h e  variances of the parameters 
involved  i n  the second s ta te  (B.6) are the  s a m e  as above w i t h  q r ep laced  by q2, 1 
59 
aJ*(l)  
aei(i) 
F i r s t  Order S e n s i t i v i t y  , 
Using equat ions CB.13) and (B.14) w e  d e r i v e  below aJ"(1) A 
a e a )  
A n 
2ql( FDe2( I) -EGg2 (1) -YE0 ( l-)-l-GC03(l.)) 3 * 
2 
(CD-E ) 
2 2 " - (F D-2FGES.G C> (e(..) D-i3(I)E)  1 / CCJ,-l3')>" 
2 
(B. 21) 
(B. 22) 
(B.23) 
A - (F 2 D-2FGE+G 2 C)(C83(1)-E82(.1.) ) / (CD-E2)2 
- -  
The p a r t i a l s  of J*(l) wi th  r e spec t  t o  the  parameters of t h e  second s ta te  
(B.6) are similar t o  t h e  above with q1 replaced by q2' and t h e  parameters 
gl, 827 e3 h h A s5, 0,) r e s p e c t i v e l y  onE:s. 
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2 *  a J (-1) Second Order Sensitivity A A 
A A 2 2 2 (CD-E - (F  D - 2FGE + G C)(2qle2(l)D L 2qle3(l)E) 
h A 
- 2qlE) 1 (CD-E2l2 - {(2qle,(l)F2 - 2qle1(1)FE (3 .28)  
2 2 2 h A -2q1e2(1) FG + 2q1e1Cl)GC) (CD-E ) - (F D - 2FGE + G C) 
2 2 2 ^ 2 2 2  - (F D -2FGE + G C)(2qlC - 2q1e2(l)) 1 (CD-E (3- 29) 
A 2 h A 2 2 - (F  D - 2FGE + G C) (2q1e3(1)C - 2q102(1)E) 1 {2(CD-E )(2q18,C1)C 
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and a2p (-1) 
au2 ( 0 )  
F i r s t  and Second Order S e n s i t i v i t i e s  - 
a u m  
Next w e  shall compute t h e  terms - spa) 3nd a2P(i)  . Referr ing t o  
au2 ( 0 )  a u w  
CE,5-B.11;) w e  know that at any t i m e  the covariance. 5s block diagonal. 
parameters i n  (B.5) are uncorre la ted  wi th  those  i n  (B.6). 
matrix H(k)  composed of the c o n t r o l s  is a l s o  block diagonal. 
The 
The measurement 
Thus w e  w r i t e  
t h e  following. 
(B. 30)  
Following any covariance update equation (3.8) of Appendix A w e  need 
G(l)P(O)%' (1) . Thus 
H(l)P(') (0 )H '  (1) 0 
0 H ( ~ ) P ( ~ )  ( 0 ) ~ '  (1: 
L e t  u s  look i n t o  H(l)P(') (0)H' (1) f u r t h e r .  
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Similarly, 
Thus 
where 
IJi(1). P(0) ii'(1) + w1- l  = 2 A-B [; 11 
A = H(l)P(')(O) H ' ( 1 )  + W1 
B = H(l)P(2)(0) H'(1)  + W2 
(B. 35) 
(B. 36)  
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The innovation covariance i n  equat ion (3.8) of Appendix A i s  
With our s tandard  no ta t ion  P(') (0 )H1( l )H( l )PC1 '  (0) may be r ewr i t t en  as 
(B.38)  
w i t h  
(B. 39) 
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F u r t h e r  i n t r o d u c i n g  , 
(B. 40) 
(B.  41)  
(B .42)  
(B. 4 3 )  
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These are g i v e n  below, 
(B. 44)  
(B. 45)  
(B .46) 
(B. 47)  
(B. 48) 
(B. 49) 
(B. 50) 
(B .51)  
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(B. 5 2 )  
(B.  5 3 )  
(B. 5 4 )  
(B. 5 5 )  
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(B .57)  
- a 2 P (0) >A2 - ( Z a p  (0) A - a2AU2) (2A- AU1) 1 
293 1 Y 3  
- P (O)BAU2 - aP (O)AU2 - 2aBP (0) )A2 
1,2 2 92 2 , 3  
LE. 60) 
( 0 ) B A  + aP ( 0 ) A  - aBAU2) (2A-AU1) ]  
('1,3 293 
- aBAU2) (2A*AU2) ]  
( 0 ) y A  + aP ( 3 ) A  - ayAU1) ( 2 A - A U l ) I  - (P1 ,2  233 
(B. 61) 
(B .62) 
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+ aP (0)AUl - P (O)yAU2 - aP2,3(C))AU2 
3,3 132 
(B. 63) 
- ayAU2) (2A-AU2)I 
(B. 6 6 )  
(E. 65) 
(B.67) 
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(B. 70) 
(B. 71) 
(B. 72) * 
- '2,3 (0 )>A2  - ( ~ Y P ~ , ~  (0)A - y2AU2) (2A- AU1) ) 
The p a r t i a l s  of the covar iances  a s s o c i a t e d  w i t h  the parameters  of (B.6) are 
s i m i l a r  t o  the above w i t h  a, 8 ,  y, A, A U 1 ,  AU2 r e p l a c e d  r e s p e c t i v e l y  by 6 ,  $, $I, 
B ,  B U 1, B U2 and the  a p p r o p r i a t e  covar iances  of t h e  parameters  of (B .6 ) .  
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i d e n t i f i e d  th i rd-order  nonlinear model obtained 
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Fig. 31 Comparison of no control, cactious and the first 
order dual controller's performances on the time 
varying parameter case (30%) Run 3 
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Fig. 37 Comparison of no control, cautious and 'the first 
order dual controller's performances on. the time 
varying parameter case (30%) Run 9 
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Fig. 38 Comparison of no c o n t r o l ,  cau t ious  and t h e  f i r s t  
o rder  dua l  c o n t r o l l e r ' s  performances on t h e  t i m e  
varying parameter case (30%) Run 1 0  
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Fig. 39 Comparison of no c o n t r o l ,  cau t ious  and t h e  f i r s t  
o rde r  dua l  c o n t r o l l e r ' s  performances on t h e  t i m e  
varying parameter case (30%) Run 11 
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Fig. 40 Comparison of no control, cautious and the first 
order dual controller's performances on the time 
varying parameter case (30%) Run 12 
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Fig. 41 Comparison of no control, cautious and the first 
order dual controller's performances on the time 
varying parameter case (30%) Run 13 
96 
0 
0 
o No Control '1 
A B = O  
+ 6 - 1  
Fig. 42 Comparison of the no control, cautious and the 
first order dual controller's performances on 
the time varying parameter case (30%) Run 14 
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Fig. 43 Comparison of the no control, cautious and the 
first order dual controller's performances on 
the time varying parameter case (30%) Run 15 
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Fig. 44 Comparison of the no control, cautious and the 
first order dual controller's performances on 
the time varying parameter case (30%) Run 16 
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Fig. 45 Comparison of the no control, cautious and the 
first order dual controller's performances on 
the time varying parameter case (30%) Run 17 
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Fig. 46 Comparison of the no control, cautious and the 
first order dual controller's performances on 
the time varying parameter case (30%) Run 18 
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Fig. 47 Comparison of the no control, cautious and the 
first order dual controller's performances on 
the time varying parameter case (30%) Run 19 
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Fig. 48 Comparison of t h e  no c o n t r o l ,  cau t ious  and t h e  
f i r s t  order  dua l  c o n t r o l l e r ' s  performances on 
t h e  t i m e  vary ing  parameter case (30%) Run 20 
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Fig. 49 Vibrat ion cont r ibu t ion  from t h e  cosine 
component, using t h e  dual c o n t r o l l e r  (second method 
of i n i t i a l i z a t i o n )  (Ruh 1) 
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Fig.  50 Vibrat ion cont r ibu t ion  from t h e  
s i n e  component, u s i n g  t h e  d u a l  c o n t r o l l e r  (second 
method of i n i t i a l l z a t i o n )  (Run I) 
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Fig. 51 Time history of c o n t r o l  1 used 
by t h e  d u a l  c o n t r o l l e r  
Fig. 52 T h e  h i s t o r y  of c o n t r o l  2 used 
by t h e  d u a l  c o n t r o l l e r  
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Fig.  53 Time h i s t o r y  af 8 
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5 & , us ing  the d u a l  c o n t r o l l e r  
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02’ Fig. 54 T i m e  history of 02’ A 
- + v$? , using t h e  d u a l  c o n t r o l l e r  
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3’ 83’ Fig .  55 T i m e  h8S;tory of 8 e3 - + & , us ing  t h e  d u a l  c o n t r o l l e r  
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Fig. 56 Time h i s t o r y  of e,, e,, 
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8 + fi , us ing  t h e  d u a l  c o n t r o l l e r  4 -  
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Fig. 57 Time. h i s t o r y  of 05, e5, 
8 + fi , us ing  t h e  d u a l  c o n t r o l l e r  
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6' '6' Fig. 58 Time h i s t o r y  of 8 A 
e6 - + fi , using t h e  d u a l  c o n t r o l l e r s  
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Fig. 59 Comparison of t h e  determinants  of t h e  t r u e  and 
t h e  est imated parameter t r a n s f e r  matrix f o r  t h e  
d u a l  c o n t r o l l e r  
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Fig. 60 Cornparison of t h e  r a t i o  of t h e  eigenvalues  of 
t h e  t r u e  and e s t ima ted  parameter t r a n s f e r  matrices 
f o r  t h e  dual c o n t r o l l e r  
-. r i g .  6 1  Vib-ration cont r ibu t ion  from 
t h e  cosine component. using t h e  cauti.ous c o n t r o l l e r  
(second method of i n i t i a l i z a t i o n ,  Run 2) 
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Fig .  62 Vibra t ion  con t r ibu t ion  from the 
s ine  component us ing  t h e  cau t ious  c o n t r o l l e r  
(second method of i n i t i a l i z a t i o n ,  Run 2) 
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Fig. 63 T i m e  h i s t o r y  of cuntx?pol B used 
by the  cau t ious  c o n t r o l l e r  
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Fig.  64 Time h i s t o r y  of cont ro l  2 used 
by the caut ious  c o n t r o l l e r  
Fig.  65 Vibrat ion cont r ibu t ion  from 
t h e  cosine component usikg the dual c o n t r o l l e r  
(Run 2) 
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Fig.  66 Vibrat ion contr ihutfon from the  
sfne component u s ing  the dual  c o n t r o l l e r  (Run 2)  
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Fig .  67 Time history uf cont ro l  1 used 
by t h e  dual c o n t r o l l e r  
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Fig. 68 Time his tory.  of c o n t r o l  2 used 
by the d u a l  c o n t r o l l e r  
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Fig. 69 Comparison of the de terminants  of t h e  t r u e  
and the es t imated  parameter  transfer matrices 
f o r  t h e  caut ious  c o n t r o l l e r  
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Fig .  70 Comparison of the r a t i o  of t h e  e igenva lues  of 
t h e  t r u e  and the e s t i m a t e d  parameter  t r a n s f e r  
matrices f o r  the c a u t i o u s  c o n t r o l l e r  
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F i g .  71 Comparison of t h e  de t e rminan t s  of t h e  t r u e  
and t h e  e s t i m a t e d  parameter  t r a n s f e r  matrices 
f o r  t h e  d u a l  c o n t r o l l e r  
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Fig. 72 Comparison of t h e  r a t i o  of t h e  eigenvalues  of 
t h e  t r u e  and t h e  e s t ima ted  pa rame te r  transfer 
matrices f o r  t h e  d u a l  c o n t r o l l e r  
RUN1 1 
T i m e  S tep  
Fig. 73 Comparison of t h e  v i b r a t i o n  con t r ibu t ion  irom 
t h e  cos ine  component us ing  the cautious c o n t r o l l e r  
(second method of i n i t i a l i z a t i o n ,  Run 11) 
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Fig.  7.4 Vibrat ion contributiion from 
t h e  
(second method of i n i t i a l i z a t i o n ,  Run 11) 
sine component u s i n g  t h e  caut ious  controller 
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Fig .  75 Time hbgtory of con t ro l  1 used 
by the caut ious  c o n t r o l l e r  
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Fig .  76 Time h i s t o r y  of c o n t r o l  2 used 
by t h e  caut ious  c o n t r o l l e r  
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Fig .  77 Vibrat ion cont r ibu t ion  f ram 
t h e  
(Run 11) 
casine component usbg the .dual c o n t r o l l e r  
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Fig. 78 Vibrat ion cont r ibu t ion  from 
s i n e  component u s ing  the dual c o n t r o l l e r  t h e  
(Run 11) 
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Fig. 29 Time hPktory of control 1 used 
by t h e  d u a l  controII.er 
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Fig. 80 Time h i s t o r y  of c o n t r o l  2 used 
by t h e  d u a l  c o n t r o l l e r  
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Fig .  81 Comparison of t h e  de te rminants  of the t r u e  
and t h e  es t imated  parameter  t r a n s f e r  matrices 
f o r  t h e  cau t ious  c o n t r o l l e r  
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Fig .  82 Comparison of t h e  r a t i o  of t h e  e igenvalues  
of t h e  t r u e  and t h e  es t imated  parameter t r a n s f e r  
mat r ices  f o r  t h e  caut ious  c o n t r o l l e r  
RUN 1 1  
o T r u e  
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F i g .  83 Comparison of t h e  determinants  of t h e  t r u e  and 
t h e  est h a t e d  parameter t r a n s f e r  matrices f o r  
t h e  dua l  c o n t r o l l e r  
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Fig.  84 Comparison of the r a t i o  of the eigenvalues  
of t h e  t r u e  and t h e  es t imated  parameter t r a n s f e r  
matrices f o r  the d u a l  c o n t r o l l e r  
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Fig. 85 Vibrat ion cont r ihu t ion  from the 
cos ine  component using the caut ious  c o n t r o l l e r  
(second method of i n i t i a l i z a t i o n ,  Run 18) 
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Fig-  86 Vibrat ion cont r ibu t ion  from the 
sine component using t h e  c a u t i o u s  c o n t r o l l e r  
(second method of i n i t i a l i z a t i o n ,  Run 18) 
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Fig. 87 Time h i s t o r y  of c o n t r c 1  1 used 
by the  c a u t i o u s  cont r o  ller 
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Fig.  88 T i m e  h i s t o r y  of c o n t r o l  2 used 
by the c a u t i o u s  c o n t r o l l e r  
RUN 18 
Fig.  89 V i b r a t i o n  c o n t x i b u t i o n  from 
cosine component u s i n g  t h e  d u a l  c o n t r o l l e r  
(Run 18) 
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F i g  I 90 Vibrat ion cont r ibu t  Ton from 
t h e  
(Run 18) 
sine component u s ing  the dual c o n t r o l l e r  
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Fig.  91 T h e  h i s t o r y  of c o n t r o l  1 used 
by t h e  d u a l  cont ro l le r  
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Fig. 92 T h e  h i s t o r y  of control 2 used 
by the  d u a l  c o n t r o l l e r  
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F i g .  93 Comparison of the determinants of t h e  t r u e  
and t h e  es t imated  parameter transfer matrices 
f o r  t h e  cau t ious  c o n t r o l l e r  
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Fig. 94 Comparison of the r a t i o  of the e igenvalues  of 
the t r u e  and the es t imated  parameter  t r a n s f e r  
. matrices f o r  the cau t ious  c o n t r o l l e r  
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Fig .  95 Comparison of t h e  de te rminants  of t h e  t r u e  
and t h e  es t imated  parameter  t r a n s f e r  mat r ices  
f o r  t h e  d u a l  c o n t r o l l e r  
123 
RUN 18 
w 
0 
0 
o True 
A Estimated 
0 - 
0 m
0 
0 
0 
0 
0 
T 
3 
d- 
0 
9, 
. 00 O3.W 4.00 R 00 
Fig. 96 Comparison of t h e  r a t i o  of the eigenvalues  of 
t h e  t r u e  and t h e  est imated parmeter t r a n s f e r  
matrices f o r  t h e  dua l  c o n t r o l l e r  
--t 
40.33 
Fig- 97 Time  h i s t o r y  of optimal  c o n t r o l  1 f o r  Run 1 
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Fig. 98 Time h i s t o r y  of optimal cont ro l  2 for Run 1 
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Fig .  99 Time. h i s t o r y  of optimal control  1 for Run 2 
- 
40.00 
125 
RUN 2 
0 
m 
0.00  4.GO 6-00 12-03 I6 00 $2.00 Zi .00 Zk.30 Si 00 3h 00 .4b 00 
TIME STEP 
Fig.  100 Time h i s t o r y  of optimal c o n t r o l  2 f o r  Run 2 
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Fig. 101 Time h i s t o r y  of optimal c o n t r o l  1 f o r  Run 11 
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Fig. 102 Time h i s t o r y  of opt imal  c o n t r o l  2 f o r  Run .11 
RUN 18 
Fig. 103 Time h i s t o r y  of opt imal  c o n t r o l  1 f o r  Run 18 
127 
RUN 18 
x 
Fig. 104 T i m e  h i s t o r y  of opt imal  c o n t r o l  2 f o r  Run 18 
Fig.  105 Time history v a r i a t i o n  of the  t o t a l  cos t  
w i t h  d i f f e r e n t  swi tches  on t h e  control weights 'R' 
f o r  Run 2. (Q=diag(l , l ) )  
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Fig. 106 T h e  h i s t o r y  t h e  v a r i a t i o n  of t h e  cosine cont r ibu t ion  
w i t h  d i f f e r e n t  switches on t h e  c o n t r o l  weight 'R' 
f o r  Run. 2. (Q=diag(l , l))  
o Dual 8=1 
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Fig. 107 Time h i s t o r y  t h e  v a r i a t i o n  of  t h e  s i n e  
cont r ibu t ion  with d i f f e r e n t  switches on t h e  
control  weights 'K' f o r  Run 2. (Q=diag( l , l ) )  
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Fig. 108 Time h i s t o r y t h e  v a r i a t i o n  of t h e  t o t a l  cos t  
wi th  d i f f e r e n t  swi tches  on t h e  s ta te  weights 'Q '  
f o r  Run 2. (R=diag(O,O)) 
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Fig. 109 Time h i s t o r y  the v a r i a t i o n  of t h e  c o s l i e  
con t r ibu t ion  wi th  d i f f e r e n t  switches on 
t h e  s t a t e  w e i g h t s  ' Q '  for Run 2. 
(R=diag (0,O) ) 
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Fig. Time h i s t o r y  v a r i a t i o n  of t h e  s i n e  
con t r ibu t ion  w i t h  d i f f e r e n t  swi tches  on 
t h e  s ta te  weights  'Q' f o r  RGn 2.  (R=diag(.Ol,.O:)) 
0 ql=l, q2=1 
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F i g .  111 T i m e  ' f i f a t o q  t h e  v a r i a t i o n  of t h e  t o t a l  c o s t  
with d i f f e r e n t  switches on t h e  s ta te  weights  ' q '  
f o r  Run 2.  (R=diag(.01,.01)) 
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Fig .  112 Time h i s t o r y  t h e  v a r i a t i o n  of t h e  cosine 
c o n t r i b u t i o n  wich d i f f e r e n t  swi tches  on 
t h e  state weights  ' Q '  f o r  Rttn 2. (R=diag(.Ol,.Ol)) 
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Fig-  113 Time h i s t o r y  v a r i a t i o n  o f  t h e  s i n e  
c o n t r i b u t i o n  w i t h  d i f f e r e n t  switches on t h e  
s ta te  weights 'Q'  f o r  Run 2. (R=diag(.01,.01)) 
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Fig.  114  E f f e c t  of t h e  i n i t i a l  covar iance  
( f i r s t  method of i n i t i a l i z a t i o n )  on the cau t ious  
and t h e  d u a l  c o n t r o l l e r s  
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Fig .  115 E f f e c t  of t h e  i n i t i a l  comriance 
( f i r s t  method of i n i t i a l i z a t i o n )  on t h e  c a u t i o u s  
and t h e  d u a l  c o n t r o l l e r s  
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Fig.  116 Effect of  the i n i t i a l  covar iance  
Cf irst method of i n i t i a l i z a t i o n )  on the c a u t i o u s  
and the  d u a l  c o n t r o l l e r s  
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F ig .  117 E f f e c t  o f  the init ial  covar iance  
( f i r s t  method of i n i t i a l i z a t i o n )  on t h e  c a u t i o u s  
and t h e  d u a l  c o n t r o l l e r s  
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Fig. 118 T i m e  hg:$.tory convergence of cos t  for the 
global l i n e a r  adapt ive caut ious  c o n t r o l l e r  showing t h e  
divergence po in t s  when t h e  con t ro l  va lues  a r e  i n  a very 
non l inea r  region. Q=diag( 10-5, 5x10-8) ; R=diag( IC-4, 
0 
Fig.  119 T h e  history a h v e r g e n c e  of Control 1 f o r  
t h e  g loba l  l i n e a r  adapt ive  caut ious  c o n t r o l l e r  showing the 
divergence po in t s  when t h e  c o n t r o l  va lues  are i n  a very 
non l inea r  region. Q=diag(lO-5, 5x10-8) ; R=diag(10-4, 10-4) 
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Fig. 120 Time & i s t o r y  convexgence of Control 2 f o r  the 
g l o b a l  l i n e a r  adapt7lve cau t ious  c o n t r o l l e r  showing t h e  divergence 
p o i n t s  when t h e  c o n t r o l  va lues  are in a very  non l inea r  reg ion .  
Q=diag(lO-S, S X ~ O - ~ )  ; R=diag(lO-4, 10-4) 
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Fig. 1 2 1  Time h i s t o r y  convergence of cos t  f o r  t h e  
g l o b a l  l i n e a r  adapt ive  caut ious  c o n t r o l l e r  shdwinp t h e  
divergence po in t s  when t h e  c o n t r o l  va lues  are i n  a very 
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Fig. 122 T i m e  h i s t o r y  convergence of  Control 1 
for t h e  g l o b a l  l i n e a r  adapt ive  cau t ious  c o n t r o l l e r  showing 
t h e  divergence po in t s  when the control values  are i n  a very 
non l inea r  region. Q=diag(l ,  1) ; R=diag(O, 0 )  
Fig. 123 Time. h i s t o r y  convergence of Control 2 
for t h e  global l i n e a r  adpat ive  cau t ious  conrrol-J-er showing * 
the divergence p o i n t s  when the c o n t r o l  va lues  are i n  a 
very non l inea r  region. Q=diag(l, 1) ; R=diag(O,O) 
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achieve exce l l en t  v i b r a t i o n  reduct ion  and s i g n i f i c a n t l y  improves upon t h e  
caut ious c o n t r o l l e r .  
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