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CLASSIFICATION OF PLANAR RATIONAL CUSPIDAL CURVES
I. C∗∗-FIBRATIONS
KAROL PALKA AND TOMASZ PE LKA
Abstract. To classify complex rational cuspidal curves E ⊆ P2 it remains to classify the ones
with complement of log general type, i.e. the ones for which κ(KX +D) = 2, where (X,D) is
a log resolution of (P2, E). It is conjectured that κ(KX + 12D) = −∞ and hence P2 \E is C∗∗-
fibered, where C∗∗ = C1 \ {0, 1}, or −(KX + 12D) is ample on some minimal model of (X, 12D).
Here we classify, up to a projective equivalence, those rational cuspidal curves for which the
complement is C∗∗-fibered. From the rich list of known examples only very few are not of this
type. We also discover a new infinite family of bicuspidal curves with unusual properties.
1. Main result
All varieties considered are complex algebraic. By a curve we mean an irreducible and
reduced variety of dimension 1. Let E¯ ⊆ P2 be a rational curve which is cuspidal, that is, its
singularities are locally analytically irreducible. One can equivalently view E¯ as the image of
an injective morphism P1 −→ P2. The literature on such curves is rich (see [FdBLMHN07a]
and [Moe08] for a summary). A basic invariant of E¯ ⊆ P2 is the logarithmic Kodaira-Iitaka
dimension κ := κ(P2 \ E¯). Cases with κ 6= 2 have already been classified (see Lemma 2.14). In
particular, their complement is C1- or C∗-fibered, where C∗ = C1 \ {0}.
We will therefore assume that κ = 2, that is, P2 \ E¯ is of log general type. There are many
examples, including several infinite series depending on up to three discrete parameters con-
structed by various authors, but there is no classification. In fact not many general properties
have been proved so far, mostly because the existing theory of log surfaces does not give ef-
ficient methods in case κ = 2. However, recently M. Koras and the first author proved the
Coolidge-Nagata conjecture [Pal14], [KP15], which asserts that all rational cuspidal curves are
Cremona equivalent to a line. The proof uses, among others, a modification of the Log Minimal
Model Program with half-integral coefficients, as developed in [Pal16], and which is based on
the generalization of the notion of almost minimality (cf. [Miy01, §2.3.11]). We continue this
approach. It turns out that the geometry of E¯ ⊆ P2 is closely related to the geometry of the
pair (P2, 1
2
E¯). In particular, we have the following conjecture which strengthens the Coolidge-
Nagata conjecture and the Flenner-Zaidenberg Weak Rigidity Conjecture (see Sec. 2B). Put
C∗∗ = C1 \ {0, 1}.
Conjecture 1.1 (Negativity Conjecture, [Pal16] 4.7). If (X,D) is a smooth completion of a
Q-acyclic surface then κ(KX + 12D) = −∞. In particular, if X \D is of log general type then
it has a C∗∗-fibration or the pushforward of −(KX + 12D) is ample on some minimal model of
(X, 1
2
D).
The C∗∗-fibration comes as a restriction of a log Mori fibration over a curve of the minimal
model of (X, 1
2
D). Note also that P2\E¯ is Q-acyclic. The goal of the current and a forthcoming
article is to obtain a classification of rational cuspidal curves (with complements of log general
type) up to a projective equivalence, under the assumption that Conjecture 1.1 holds.
Here we work out the most technical part, that is, we classify possible singularities of these
E¯ ⊆ P2 for which P2 \ E¯ admits a C∗∗-fibration. A vast majority of known examples turns
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out to share this property. It is then no wonder that to achieve a classification we need to
go through a detailed combinatorial analysis, even if the general ideas are clear. Let us call
an injective morphism with a singular image a singular embedding. We obtain the following
geometric description.
Theorem 1.2 (Rational cuspidal curves with C∗∗-fibered complements). Let E¯ ⊆ P2 be a
rational cuspidal curve with complement of log general type. If P2 \ E¯ is C∗∗-fibered then one
of the following holds (see Fig. 1):
(a) E¯ is projectively equivalent to one of the Orevkov unicuspidal curves C4k, C
∗
4k for some
k > 1 [Ore02, Thm. C].
(b) E¯ has two cusps and the line ` joining them has no more common points with E¯, hence
E¯ \ ` ⊆ P2 \ ` is a closed embedding of C∗ into C2.
(c) E¯ has two cusps and the line ` tangent to one of them meets E¯ in one more point, transver-
sally, hence E¯ \ ` ⊆ P2 \ ` is a singular embedding of C∗ into C2. The cusp of E¯ \ ` has
multiplicity 2.
(d) E¯ is projectively equivalent to one of the Flenner-Zaidenberg tricuspidal curves of the first
kind [FZ96, 3.5]. The line ` through two cusps, including the one with highest multiplicity,
has no more common points with E¯, hence E¯ \ ` ⊆ P2 \ ` is a singular embedding of C∗ into
C2. The cusp of E¯ \ ` has multiplicity 2.
1.2(b) 1.2(c) 1.2(d)
Figure 1. Configuration (P2, E¯ + `) from Theorem 1.2.
A detailed classification is given in Theorem 1.3 and we obtain Theorem 1.2 as a corollary.
For the definition of Hamburger-Noether pairs, which give a convenient way of describing
singularities, see Section 2D. Recall that the Fibonacci sequence is defined by F0 = 0, F1 = 1
and Fj+2 = Fj+1 + Fj.
Theorem 1.3 (Classification of rational cuspidal curves with C∗∗-fibered complements). Let
E¯ ⊆ P2 be a rational cuspidal curve. Denote by c the number of cusps of E¯ and by E the
proper transform of E¯ under the minimal log resolution of (P2, E¯). Then P2 \ E¯ is a C∗∗-fibered
surface of log general type if and only if the cusps of E¯ have one of the following sequences of
Hamburger-Noether pairs (the corresponding multiplicity sequences are listed in Table 1):
Case c = 3:
(FZ1)
(
2k+1
2
)
,
(
d−1
d−2
)
and
(
2(d−2−k)+1
2
)
for some integers d− 3 > k > 1
2
d− 1 > 1. In particular,
deg E¯ = d and E2 = −(d− 2).
Case c = 2:
(A) (ps(γ+1)
psγ
)(
ps
p
)(
p
1
)
and
(
γ(ps+1)+p(s−1)+1
ps+1
)
for some integers γ, p, s satisfying p > 2, γ, s > 1
and (γ, p) 6= (1, 2). In particular, deg E¯ = (γ + 1)ps+ 1 and E2 = −γ.
(B) ((ps−1)(γ+1)
(ps−1)γ
)(
ps−1
p
)
and
(
p(γs+s−1)
ps
)(
p
1
)
for some integers γ, p, s satisfying p, s > 2, γ > 1
and (γ, p) 6= (1, 2). In particular, deg E¯ = (γ + 1)ps− γ and E2 = −γ.
(C) (p(γs+s+1)
p(γs+1)
)(
p
1
)
and
(
(γ+1)(ps+1)+p
ps+1
)
for some integers p > 2 and γ, s > 1. In particular,
deg E¯ = (γs+ s+ 1)p+ 1 and E2 = −γ.
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(D) ((γ+1)(ps−1)+p
γ(ps−1)+p
)
and
(
p(γs+s+1)
ps
)(
p
1
)
for some integers p > 2 and γ, s > 1. In particular,
deg E¯ = (γs+ s+ 1)p− γ and E2 = −γ.
(E) (8k+8
4k+2
)(
2
1
)
and
(
8k+4
4k+4
)(
4
1
)
for some integer k > 1. In particular, deg E¯ = 8k + 6 and
E2 = −2.
(F) ( 8k
4k+2
)(
2
1
)
and
(
8k+4
4k
)(
4
1
)
for some integer k > 1. In particular, deg E¯ = 8k + 2 and
E2 = −2.
(G) (4γ−3
γ−1
)
and
(
2γ−1
2
)
for some integer γ > 3. In particular, deg E¯ = 2γ − 1 and E2 = −γ.
Case c = 1:
(OR1)
(
F4k+4
F4k
)(
3
1
)
for some integer k > 1. In particular, deg E¯ = F4k+2 and E2 = −2.
(OR2)
(
2F4k+4
2F4k
)(
6
1
)
for some integer k > 1. In particular, deg E¯ = 2F4k+2 and E2 = −2.
All the above HN-types are different from each other and each (for every admissible value of d,
k, γ, p, s) is realized by a rational cuspidal planar curve, which is unique up to a projective
equivalence.
The HN-type FZ1 with parameters d, k will be denoted by FZ1(d, k). The HN-type A with
parameters γ, p, s will be denoted as A(γ, p, s), similarly for B, C and D. The HN-type E
with parameter k will be denoted by E(k), similarly for the remaining HN-types. All families
except G have already appeared in literature. For a detailed discussion see Section 4. The
bicuspidal curves G are new (see however the discussion in Sec. 4D). As we will see, these are
exactly the curves in Theorem 1.2(c). They are geometrically different than other bicuspidal
curves listed in Theorem 1.3 in the sense that the line joining the cusps meets E¯ \ {q1, q2}.
Like all bicuspidal curves above, they are closures of (singular or smooth) C∗-embeddings into
C2, namely the embeddings [BZ10, (b)] with parameters m, k both equal to γ − 1. However,
opposite to other cases, one needs to make a specific choice of coordinates on C2, different than
the one in loc. cit., to obtain them. We explain the construction in Lemma 4.9, see also Section
4.12.
We will address the problem of classification of the remaining rational cuspidal curves (the
log del Pezzo case) in a forthcoming article.
Remark 1.4 (Non-standard HN-types). The HN-types listed above are standard (see Sec.
2D for definitions) except for A(γ > 2, p, 1), D(γ, p, 1), A(1, p, s), B(1, p, s), F(1), OR1(1) and
OR2(1). We did not convert them to standard HN-pairs to keep some homogeneity of notation.
In the first two cases the standard HN-pairs are
(
p(γ+1)
pγ
)(
p
p+1
)
for the first cusp in A(γ, p, 1),(
(γ+2)p+1
p
)
for the second cusp in D(γ, p, 1), (2ps+p
ps
)(
p
1
)
for the first cusp in A(1, p, s) provided
s 6= 1 and (3p+1
p
)
otherwise,
(
2(ps−1)+p
ps−1
)
for the first cusp in B(1, p, s), (13
4
)
for the second cusp
in F(1), (22
3
)
for OR1(1) and
(
43
6
)
for OR2(1).
As explained above, our approach is based on the Log MMP run for (X, 1
2
D), which strongly
motivates the study of C∗∗-fibrations, as they are related to the log Mori Fiber Space structures
over curves (see the remarks after Lemma 2.2). But in the current article the proofs are more
elementary in spirit. The list is obtained based mostly on the study of degenerate fibers of
the minimal completing P1-fibration and the interplay with the geometry of the contractible
divisor D − E. The key part, classification of singularities, is done in Section 3. First, in
Proposition 3.3 we prove in a constructive way that one may choose a C∗∗-fibration of P2 \ E¯
which has no base points on the minimal log resolution. Interestingly, this property holds for
all Q-homology planes of log general type which admit some C∗∗-fibration (an analogue for
C∗-fibrations holds too, see Proposition 4.2). We note here that many results on fibers of C∗∗-
fibrations of Q-homology planes have been proved in [MS91]. However, we need a much more
detailed analysis. Then, given the extension of the fibration to X, we study the specific cases
when D contains a full fiber (Lemma 3.5) or a multiple section (Lemma 3.6, Corollary 3.7).
The case into which most of the curves fall is when D contains three sections but no full fiber.
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To obtain a classification in this situation we show that there are at most three degenerate
fibers and all of them are rational chains (Lemma 3.9), and then that one may assume E is
vertical (Lemmas 3.11 and 3.14). We use also the results of Tono, who analyzed some special
cases (c = 1, E2 = −2 and c = 2, E2 = −1, see Lemma 2.17).
In Section 4A we show that, conversely, if E¯ ⊆ P2 is of one of the HN-types listed in Theorem
1.3 then its complement is C∗∗-fibered and of log general type. Finally, in Sections 4B - 4D
we prove the existence and uniqueness of curves of each HN-type listed in Theorem 1.3. For
families FZ1 and OR1, OR2 this result follows from the original constructions [FZ03, Ore02].
We prove that the curves of HN-types A - F arise as closures of embeddings of C∗ into C2 and
we show how to deduce their uniqueness from the classification of such embeddings obtained in
[CNKR09, KP16]. The existence and uniqueness of the new curves of HN-types G(γ) is proven
in Lemma 4.9.
The proof of the implication 1.3 =⇒ 1.2 is given in Section 4F. In the Appendix (Section 5)
we show how various numerical invariants of cusps, including the sequences of HN-pairs, can
be computed one from another.
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2. Preliminaries
2A. Log surfaces.
For a smooth projective surface X we denote by NS(X) the Ne´ron-Severi group of Cartier
divisors on X modulo numerical equivalence. Put NSQ(X) = NS(X) ⊗ Q and ρ(X) =
dimQ(NSQ(X)). A smooth rational projective curve C on X with C
2 = n is called an n-
curve. By the adjunction formula KX · C = −2 − n for such a curve, where KX denotes the
canonical divisor.
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Let D be an effective divisor on X. By a component of D we always mean an irreducible
component of D (not a connected component). The number of components of D is denoted by
#D. We call D a simple normal crossing divisor (snc for short) if its components are smooth
and its only singularities are nodes. We call (X,D) a smooth pair if X is a smooth projective
surface and D is a reduced snc-divisor on X. For every effective divisor D on X there is a
sequence of blow-ups (X ′, D′) −→ (X,D), such that the total transform D′ of D is snc: such
a process is called a log resolution of singularities. For every smooth surface V there exists a
smooth pair (X,D), such that X \ D ∼= V . Every such pair is called a smooth completion of
V . If (X,D) is a smooth pair with D 6= 0 then a blowup X ′ −→ X at a point p ∈ D is called
outer for D if p is a smooth point of D, otherwise it is inner for D.
Assume that D is a reduced snc-divisor. A dual graph of D has vertices representing compo-
nents of D with weights being their self-intersection numbers, and an edge between two vertices
represents a point of intersection of the corresponding components. If D0 6 D is an effective
subdivisor of D we define its branching number as:
βD(D0) = D0 · (D −D0).
If L is a component of D with βD(L) 6 1 we say that L is a tip of D. If βD(L) > 3 we say that
L is branching in D. We say that an effective snc-divisor T is a tree if the dual graph of Tred
is connected and contains no loop. Further, T is a rational tree if additionally all components
of T are rational curves.
A rational tree T with no branching component is called a chain. It is ordered if it has a
distinguished first tip. If T is ordered and reduced we can write T = L1 + · · · + Lr, where
Li’s are irreducible and Li · Li+1 = 1 (hence Li · Lj = 0 for |i − j| > 1). Assuming L1 is the
distinguished tip of T we write also T = [a1, . . . , ar], where ai = −L2i . If A = [a1, . . . , ar] we
write At = [ar, . . . , a1] for the same chain with opposite order. If a rational tree T has only one
branching component B and βTred(B) = 3 then T is called a fork.
An effective subdivisor T0 of an effective divisor T is called a twig of T if it is a chain with
components L1, . . . , Lr, such that βTred(L1) = 1 and βTred(Lr) = 2. By convention we assume
that T0 is ordered so that the tip L1 is its first component. A twig is maximal if it is maximal
in the set of twigs ordered by inclusion of supports.
A (−1)-curve L in T is called superfluous if it intersects at most two components of Tred−L,
each in one point and transversally. Equivalently, after its contraction the image of T is an
snc-divisor. An snc-divisor is snc-minimal if it has no superfluous (−1)-curves.
We put d(0) = 1 and for a nonzero reduced divisor T with components L1, . . . , Lr we put
d(T ) = det[−Li · Lj]16i,j6r. Elementary properties of determinants imply the following:
Lemma 2.1 (discriminants). Let (X,T ) be a smooth pair.
(a) Let (X ′, T ′) −→ (X,T ) be a blowup of a point on T , where T ′ is the reduced preimage of
T . Then d(T ′) = d(T ). In particular, if T contracts to a smooth point then d(T ) = 1.
(b) Let T1 and T2 be reduced snc-divisors on X for which T1 · T2 = 1 and let C1, C2 be the
unique components of T1 and T2 which meet. Then:
d(T1 + T2) = d(T1)d(T2)− d(T1 − C1)d(T2 − C2).
Following [Ton12a], for two chains A = [a1, . . . ar], B = [b1, . . . , bs] we put A ∗ B :=
[a1, . . . , ar−1, ar + b1 − 1, b2, . . . , bs]. We have (A ∗ B) ∗ C = A ∗ (B ∗ C) for chains A,B,C. If
A = [a1, . . . , ar] is a chain we define A
∗ = [(2)ar−1] ∗ · · · ∗ [(2)a1−1]. It is easy to see that a chain
[A, 1, A′] can be contracted to a 0-curve if and only if A′ = A∗. Moreover, in the latter case
d(A) = d(A′) (see [Fuj82, 4.8]).
Let ϕ : X −→ X ′ be a birational morphism between smooth projective surfaces. Then we
can write ϕ as a composition of blowups ϕ = ϕz ◦ · · · ◦ ϕ1 for some z > 0. If L is a curve on
X then we say that a blow-up does not touch L if it is an isomorphism in some neighborhood
of L. We say that ϕ touches L n times for some n > 0 if exactly n of the blowups pi1, . . . , piz
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touch L and each exceptional divisor meets the respective proper transform of L transversally
in one point. Note that in this case (pi∗L)2 = L2 + n.
2B. Q-acyclic surfaces and related conjectures.
If E¯ ⊆ P2 is a rational cuspidal curve then by the Poincare´-Lefschetz duality [Bre93, 8.3] the
surface S = P2\E¯ is Q-acyclic, that is, the Betti numbers bi(P2\E¯) = dimHi(P2\E¯;Q) vanish
for i > 0. All smooth Q-acyclic surfaces are affine [Fuj82, 2.5] and rational [GP99]. By the
work of many authors Q-acyclic surfaces which are not of log general are classified (see [Miy01,
§3.4]). The case of log general type is much more complicated. We need the following result.
Lemma 2.2 (No affine lines, [MT92], [Miy01] II.3.1). A smooth Q-acyclic surface of log general
type contains no curves isomorphic to C1. In particular, every its smooth completion (X,D)
for which D is snc-minimal is almost minimal.
We note that this result uses the logarithmic version of the Bogomolov-Miyaoka-Yau inequal-
ity. Almost minimality means that when passing to the minimal model of (X,D) in the sense
of Mori we contract only curves contained in D and its images. Unfortunately, even in case S
is of type P2 \ E¯ this fact gives rather weak restrictions on the singularities of E¯ ⊆ P2.
In this situation, the first author proposed studying the minimal model of (X, 1
2
D). In
[Pal16, §3] he described the creation of the latter and made the Negativity Conjecture 1.1 for
Q-acyclic surfaces, which is in fact the main motivation for the current article. This conjecture
implies the Flenner-Zaidenberg Weak Rigidity Conjecture [FZ94] (equivalent to the vanishing
of h0(2KX+D); see [Pal16, 2.5(2)] for a discussion), and hence the Coolidge-Nagata conjecture.
It is better suited for the log MMP approach. For instance, once it is proven, the log MMP
for (X, 1
2
D) implies that some minimal model of (X, 1
2
D) has a structure of a Log Mori Fiber
Space. If the base is a point then the pushforward of −(KX + 12D) is ample on it. If the base
is a curve then, since the general fiber f is isomorphic to P1, we get that f · (2KX + D) < 0,
so f ·D 6 3, and hence f ·D = 3, as otherwise X \D would not be of log general type. The
latter fibration induces a C∗∗-fibration on X \D, where C∗∗ = C1 \ {0, 1}.
2C. P1-fibrations.
A P1-fibration of a smooth projective surface X is a dominating morphism p : X −→ B with
general (scheme-theoretic) fibers isomorphic to P1. A fiber non-isomorphic to P1 is called a
degenerate fiber. All fibers of p are numerically equivalent and have self-intersection 0. Con-
versely (see [BHPVdV04, V.4.3]), for any 0-curve F on X or, more generally, for any effective
divisor F with F 2 = 0 and pa(F ) = 0, there is a P1-fibration of X with F as one of the fibers.
For a given P1-fibration with general fiber f , we say that an (irreducible) curve C is vertical
(resp. horizontal) if C ·f = 0 (resp. C ·f 6= 0). Every divisor T can be uniquely decomposed as
T = Tv + Th, where all components of Tv are vertical and all components of Th are horizontal.
A horizontal curve C with C · f = n is called an n-section. If C is vertical and irreducible then
by µ(C) we denote the multiplicity of C in the fiber containing C; such a fiber will be usually
denoted by FC .
Every degenerate fiber of a P1-fibration can be contracted to a 0-curve by iterated contractions
of (−1)-curves. Therefore, by induction one easily gets the following (see [Fuj82, 4.14]):
Lemma 2.3 (Degenerate fibers). Let F be a degenerate fiber of a P1-fibration of a smooth
projective surface. Then F is a rational tree and its (−1)-curves are non-branching in Fred.
Furthermore:
(a) If a (−1)-curve L is a component of F and µ(L) = 1 then βFred(L) = 1 and F contains
another (−1)-curve.
(b) Assume that F has a unique (−1)-curve L and let U, V be the connected components of
Fred − L. Let U0, V0 be some fixed components of U and V + L respectively. Then:
(b1) If µ(U0) = 1 and µ(V0) = 1 then U0, V0 are tips of F and F is a chain [U, 1, U
∗].
Moreover, d(U) = d(U∗).
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(b2) If µ(U0) = 1 and µ(V0) = 2 then either F is a chain like above, or F is a fork with
maximal twigs U0 = [2], U
′
0 = [2] and T , such that V0 is the first tip of T and T
contracts to a smooth point (see Fig. 2).
(c) Assume that F contains only two (−1)-curves L1 and L2, µ(L1) = 1 and both connected
components of Fred− (L1 +L2) contain components of multiplicity 1. Then F is a chain of
type [1, (2)α ∗ U, 1, U∗] for some α > 1.
Figure 2. A special fork from Lemma 2.3(b2). The tips U0, U
′
0 are the only
components of multiplicity 1; µ(V0) = 2.
A fiber like in Lemma 2.3(b2) will be called a special fork.
Assume that V is a smooth quasi-projective surface. A morphism to a smooth curve p : V −→
B is called a C(n∗)-fibration if there exists a nonempty Zariski-open subset U ⊆ B, such that
for every b ∈ U there exist n points p1, . . . , pn ∈ C1, such that the scheme-theoretic fiber p∗(b)
is isomorphic to C1 \ {p1, . . . , pn}. Call U0 the maximal subset of B with the above property.
A fiber Fb = p
−1(b) for b 6∈ U0 is called a degenerate fiber of p.
For a C(n∗)-fibration p : V −→ B there exist smooth completions (X,D) of V and B¯ of B,
such that p extends to a P1-fibration p¯ : X −→ B¯ with F ·D = n for every fiber F of p¯. Any
triple (X,D, p¯) as above will be called a completion of a fibration p : V −→ B. We will use the
following:
Notation 2.4. Let (X,D) be a smooth pair and p¯ : X −→ B¯ a P1-fibration. Then h = #Dh is
the number of horizontal components of D, ν is the number of fibers contained in D and σ(Fb)
for b ∈ B¯ denotes the number of components of Fb = p¯−1(b) not contained in D.
Lemma 2.5 ([Suz77, 9.2], [Zai87, 3.2], cf. [Miy01, III.1.8]). Let V be a smooth affine surface
and let p : V −→ B be a C(n∗)-fibration with general fiber f . Then:
(a) For every degenerate fiber F of p we have χ(F ) > χ(f) and if the equality holds then
Fred ∼= f ∼= C1 or Fred ∼= f ∼= C∗.
(b)
χ(V ) = χ(B) · χ(f) +
∑
b∈B
(χ(Fb)− χ(f)).
Lemma 2.6 ([Fuj82, 4.16], cf. [Pal15, Lemma 2]). Let X,D, p¯ be as in Notation 2.4. Then:
h+ ν + ρ(X) = #D + 2 +
∑
b∈B
(σ(Fb)− 1).
In particular, if the components of D generate NSQ(X) freely, e.g. when X \ D is Q-acyclic,
then
h+ ν − 2 =
∑
b∈B
(σ(Fb)− 1) > 0.
In order to apply Lemma 2.5 to C∗∗-fibrations we need the following:
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Lemma 2.7 (Curves with χ > 0). Let F be a, possibly reducible, affine curve such that
χ(F ) > 0. Assume that F contains no component C homeomorphic (in the complex topology)
to C1, such that C∩ (F −C) consists of at most one point. Then F is a disjoint union of curves
homeomorphic to C∗.
Proof. We argue by induction on #F . The case #F = 1 is obvious. Let C be a component
of F intersecting F −C in d points. We have C ∼= C¯ \ {r points} for some r > 1, where C¯ is a
projective curve. Let Cν −→ C¯ be its normalization. We have
χ(C) = χ(C¯)− r 6 χ(Cν)− r = 2− 2g(Cν)− r 6 1,
hence χ(C) 6 1. Moreover, the inequality is an equality if and only if χ(C¯) = χ(Cν), g(Cν) = 0
and r = 1, that is, C is homeomorphic to C1, so in this case χ(C) < d by assumption. It follows
that in every case
0 6 χ(F ) = χ(F − C) + χ(C)− d 6 χ(F − C).
Thus by the inductive hypothesis F − C is a disjoint union of curves homeomorphic to C∗.
Then χ(F − C) = 0, so d = χ(C) 6 1 and the argument above implies that the inequality is
strict. Thus d = 0, C is homeomorphic to C∗ and is disjoint from F − C, as claimed. 
Corollary 2.8 (C∗∗-fibrations). Let p : V −→ B be a C∗∗-fibration of a smooth Q-acyclic
surface of log general type. Then, with the notation as in Notation 2.4:
(a) p has 3− ν degenerate fibers, each of them is disjoint union of curves isomorphic to C∗,
(b)
∑
F σ(F ) = h+ 1, where the sum runs over all degenerate fibers of p,
(c) ν 6 1.
Proof. (a) Let (X,D, p¯) be a minimal completion of p. Since X is rational, B is isomorphic to
an open subset of P1 with #(P1 \ B) = ν. The closure of a fiber F in X is a rational tree. By
Lemma 2.2 F has no component isomorphic to C1 and by Lemma 2.5(a), χ(F ) > χ(C∗∗)+1 = 0.
Then Lemma 2.7 shows that every degenerate fiber is a disjoint union of C∗’s. By Lemma 2.5(b)
1 = (2− ν) · (−1) +∑F (χ(F ) + 1), so ∑F 1 = 3− ν.
(b) Because the components of D generate NSQ(X) freely, from Lemma 2.6 and part (a) we
have h+ 1 = 3− ν +∑F (σ(F )− 1) = ∑F σ(F ).
(c) If F1 6= F2 are fibers contained in D then the linear equivalence F1 ∼ F2 implies that the
components of D are not linearly independent in NSQ(X), hence the natural homomorphism
H2(D,Q) −→ H2(X,Q) is not surjective, so by the Poincare´-Lefschetz duality H2(X \ D) =
H2(X,D) 6= 0; a contradiction. 
Note that if (X,D, p¯) is a minimal completion of p then the closure of a non-degenerate
fiber of p is a non-degenerate fiber of p¯, which follows easily from the fact that none of the
components of D contained in the completed fiber can be a (−1)-curve. On the other hand, a
completion of a degenerate fiber of p may very well be a non-degenerate fiber of p¯.
2D. Log resolutions and Hamburger-Noether pairs.
The are many ways of describing the geometry of cusps and exceptional divisors of their
resolutions. We use the Hamburger-Noether pairs (HN for short), because on one hand they
are a compact way of keeping track of sums of multiplicities and squares of multiplicities of
singular points on successive proper transforms of the cusp and on the other hand they are
directly related to weights of dual graphs (see Lemma 2.12). For more details we refer the reader
to [KR99, Appendix] and [Rus80]. The relation with the multiplicity sequence is explained in
Lemma 2.11. Relations with other numerical characteristics (Puiseux pairs, Zariski pairs) are
explained in Section 5.
Let (χ, q) be an analytically irreducible germ (a cusp) of a planar curve singular at the point
q. Let Q be the exceptional divisor of its minimal log resolution and let C be the unique (−1)-
curve in Q intersecting the proper transform of χ. Since Q is created from a smooth point by
a sequence of blowups, its structure is easy to understand. For instance, every component of
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Q meets at most three others and if it meets three then it meets a maximal twig of Q (see Fig.
3). Since the log resolution is minimal, C is not a tip of Q. Letting Z vary through smooth
b . . . b b
...
b
b . . . b b . . . . . .b
...
b
b . . . bb
...
b
∗ C
b
...
b
Figure 3. The graph of Q. The star represents the unique (−1)-curve C.
germs at q, we note that the intersection numbers (Z · χ)q at q are bounded from above. Any
smooth germ Z for which the maximum is reached is said to be maximally tangent to χ at q.
We denote the multiplicity of the singular point q ∈ χ by µ(q).
For the beginning of the induction let (Z1, q1) be a smooth germ maximally tangent to
(χ1, q1) := (χ, q). For the inductive step assume we are given a triple (χj, Zj, qj) such that
(χj, qj) and (Zj, qj) are respectively an analytically irreducible and a smooth germ of planar
curves. If (χj, qj) is smooth and meets Zj transversally then we stop, otherwise we put cj =
(Zj · χj)qj and we choose a smooth germ (Yj, qj) transversal to Zj at qj and such that
(2.1) if cj = µ(qj) then Yj is maximally tangent to (χj, qj).
We put pj = (Yj · χj)qj . We now blow up over qj until the proper transform (χj+1, qj+1) of
(χj, qj) intersects the total transform of Zj + Yj not in a node and we denote by Zj+1 the last
exceptional curve. This way we obtain a sequence(
c1
p1
)
. . .
(
ch
ph
)
of the standard HN-pairs of the cusp (χ, q). By the Euclidean algorithm and by the transver-
sality of Zj, Yj we get for j > 1
(2.2) cj+1 = gcd(cj, pj) and min{cj, pj} = µ(qj)
respectively. Our choices of Z1 and Yj give respectively
(2.3) p1 - c1, p1 6 c1 and cj 6= pj.
With these choices the sequence of HN-pairs is unique and Q has exactly h − 1 branching
components. One can also show that with the convention (2.1) (χ, q) has exactly h Puiseux
pairs, see Lemma 5.1.
Example 2.9 (Semi-ordinary cusps). A cusp of HN-type
(
2m+1
2
)
for m > 1 is called semi-
ordinary. It has multiplicity 2 and is locally analytically isomorphic to the singular point of
x2 = y2m+1 at 0 ∈ SpecC[x, y]. The exceptional divisor of its minimal log resolution is a chain
[3, 1, (2)m−1]. It is often called a cusp of type A2m. A semi-ordinary cusp for m = 1 (type A2)
is called ordinary.
Remark 2.10 (Non-standard HN pairs). It is possible, and in some situations more convenient
to allow more general choices of Z1 or Yj for j > 1 which do not satisfy (2.3) (running inductive
arguments more smoothly is one of the reasons). For instance, instead of (2.3) we could ask
Yj to satisfy pj 6 cj (as it is done in [KPR16]), which results in replacing all pairs
(
cj
pj
)
where
pj > cj with sequences
(
cj
cj
)
rj
(
cj
pj−rjcj
)
, where rj is the integer part of pj/cj and
(
c
c
)
r
means
(
c
c
)
repeated r times. Additionally, we could allow a more general choice of Z1, which will relax
the condition p1 - c1. Converting the so-computed non-standard HN-type to the standard one
results with replacing the initial part
(2.4)
(
c1
p1
)(
p1
p1
)
r
(
p1
p2
)
p2 - p1 with
(
c1 + rp1 + p2
p1
)
.
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The reader can check that this does not affect the basic equations listed in Lemma 2.13. In
particular, it is sometimes convenient to replace the initial germ Z1 with the germ of the line
tangent to E¯ ⊆ P2 at the cusp. We we will use such tangent HN-types in future articles. Note
however, that although they carry more information than the local topology of the singularity,
they makes sense only for planar projective curves.
The multiplicities of the preimage of q on the proper transforms of χ under consecutive
blowups form the multiplicity sequence of q ∈ χ. Since we rely on HN-pairs, we need a recipe
to compute one from another. For examples see Table 1.
Lemma 2.11 (HN-pairs vs the multiplicity sequence). Let (χ, q) be an analytically irreducible
germ of a planar curve.
(a) Let
(
c
p
)
=
(
cj
pj
)
be some HN-pair which is an element of some (not necessarily standard)
HN-sequence of (χ, q). Then the part of the multiplicity sequence of (χ, q) corresponding
to this HN-pair is
((min{p, c})u1 , (m2)u2 , . . . , (mv)uv),
where, putting m0 = max{p, c}, the numbers uk and mk+1 for k > 1 are respectively the
quotient and remainder of dividing mk−1 by mk. The index v > 1 is the first k such that
mk|mk−1.
(b) Let ((µ1)u1 , . . . , (µg)ug) with µ1 > . . . > µg = 1 be the multiplicity sequence of (χ, q). Then
(χ, q) is of standard HN-type(
u1µ1 + µ2
µ1
)(
c2
p2
)
. . .
(
ch
ph
)
,
where cj, pj for j > 2 are defined inductively as follows: cj = gcd(cj−1, pj−1); if cj = 1 then
we put h = j − 1 and we stop. Otherwise we put pj = µkj+1 + ukjµkj − µkj−1, where kj is
the unique integer such that µkj = cj.
Proof. (a) Blow up once on q. If c = p this is the end of the sequence of blowups described by(
c
p
)
, so the claim is clear. We may assume, say, p < c. The remaining sequence is described by
the HN-pair
(
c−p
p
)
, which is a part of some sequence of HN-pairs for the proper transform of χ.
The result follows by the Euclidean algorithm.
(b) Let
(
c1
p1
)
. . .
(
ch
ph
)
be the standard HN-type of (χ, q). By assumption µ1 = p1 < c1 and
p1 - c1. Blow up u1 times over q. The proper transform of (χ, q) has (not necessarily standard)
HN-type
(
p1
c1−u1p1
)(
c2
p2
)
. . .
(
ch
ph
)
, so µ2 = min{p1, c1 − u1p1} = c1 − u1p1.
The formula for cj, j > 2 holds by (2.2). Fix j > 2. We perform the sequence of blowups
described by (
(c′j
p′j
)
)j′<j−1 and part of
(
cj−1
pj−1
)
until the multiplicity of the cusp drops to µk = cj.
We have µk|µk−1 and the intersection of the proper transform of χ with the last exceptional
curve equals µk−1. Then we do the µk−1/µk remaining blowups, each time the multiplicity of
the center is µk, until the proper transform χj of χ does not meet the total exceptional divisor in
a node. At this point, by the definition of HN pairs, we have a smooth germ (Yj, qj) transversal
to the last exceptional component Zj, and cj = µk, pj are respectively the intersections of
χj with Zj and with Yj. If cj > pj then µ(qj) = pj < cj = µk, so pj = µk+1 and hence
µk−1/µk = uk, so we are done. We may therefore assume pj > cj. After uk − µk−1/µk further
blowups the multiplicity of the cusp drops to µk+1. Because it drops, the intersection of the
proper transforms of χj and Yj, which is µ := pj−(uk−µk−1/µk)µk, is smaller than cj. Since Yj
is maximally tangent to χj, we have µ > 0. Indeed, otherwise the image of any germ transversal
to the last exceptional component and meeting the proper transform of the cusp would be a
smooth germ with a bigger intersection with χj than Yj. We infer that the multiplicity of the
cusp is min{cj, µ} = µ, so µ = µk+1 and we are done. 
We have the following useful description of the graph of Q in terms of HN-pairs:
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Lemma 2.12 (Dual graphs from HN-pairs, [Pal14, 3.5]). Let Q be the chain created by the
characteristic pair
(
αc
αp
)
with gcd(c, p) = 1 and let L be the unique (−1)-curve of Q. Write
Q − L = A + B, where A and B are disjoint and connected, with d(A) > d(B). Put B = 0
if p = 1. Let AL, BL be the tips of Q which are components of A and B, respectively. Write
c = q · p+ r for some integers q > 0 and 0 6 r < p. Then:
d(A) = c, d(B) = p, d(A− AL) = c− p, d(B −BL) = p− r.
Lemma 2.13 (Equations for HN-pairs, [Pal14, 3.3]). Let E¯ ⊆ P2 be a rational cuspidal curve
with cusps q1, . . . , qc ∈ E¯, where qj is described by a sequence of HN-pairs (
(c(k)j
p
(k)
j
)
)
hj
k=1. Let
(X,D) −→ (P2, E¯) be the minimal log resolution and let E be the proper transform of E¯ on
X. Put γ = −E2, M(qj) = c(1)j +
∑hj
k=1 p
(k)
j − 1 and I(qj) =
∑hj
k=1 c
(k)
j p
(k)
j . Then
(a) γ − 2 + 3 deg E¯ =
c∑
j=1
M(qj),
(b) γ + (deg E¯)2 =
c∑
j=1
I(qj)
(c) (deg E¯ − 1)(deg E¯ − 2) =
c∑
i=1
(I(qj)−M(qj)).
Note that the last formula is the genus formula written in terms of HN-pairs.
2E. Some upper bounds on E2.
We have the following criterion:
Lemma 2.14. For a rational cuspidal curve E¯ ⊆ P2 the following conditions are equivalent:
(a) κ(P2 \ E¯) 6= 2,
(b) P2 \ E¯ is C1- or C∗-fibered,
(c) P2 \ E¯ contains a curve isomorphic to C1.
Proof. The implication (a) =⇒ (b) is obtained in [Pal16, 2.6] as a corollary from the existing
structure theorems for affine surfaces which are not of log general type (an additional argument
is required in case κ = 0). The implication (b) =⇒ (c) follows from Lemma 2.5. The implication
(c) =⇒ (a), based on the logarithmic BMY inequality, follows from Lemma 2.2. 
In fact there is a detailed classification of rational cuspidal curves E¯ ⊆ P2 with κ(P2\E¯) 6= 2.
The case κ = 0 was shown to be impossible in [Tsu81]. The case κ = −∞ was treated in [MS81]
and [Kas87]. The case κ = 1 was treated in [Ton01] and [Ton00]. We note that one could recover
the classification in a more unified manner starting from the equivalence (a)⇐⇒ (b) above.
Notation 2.15. Let E¯ ⊆ P2 be a rational cuspidal curve with c cusps q1, . . . , qc. By the above
discussion we may and shall assume that κ(P2 \ E¯) = 2. We denote by pi : (X,D) −→ (P2, E¯)
the minimal log resolution and by E the proper transform of E¯ on X. Then Qj := pi
−1(qj)red
contains a unique (−1)-curve intersecting E, which we denote by Cj.
Lemma 2.16 (Upper bounds on E2, Tono). With the notation as in 2.15 we have the following
bounds:
(a) (cf. [Ton12b]) If c = 1 then E2 6 −2.
(b) ([Ton12a, Thm. 1]) If c = 2 then E2 6 −1.
(c) ([Ton12c, Thm. 1]) In general, E2 6 7− 3c.
Proof. (a),(b) Assume the contrary. Blow up over C1 ∩ E until the proper transform E ′ of E
has self-intersection −1 if c = 1 and 0 if c = 2. Call C ′1 the last exceptional curve of the blow-
up, or put C ′1 = C1 if no blow-ups were needed. If c = 1 then E
′ + C ′1 induces a P1-fibration
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which restricts to a C1- or C∗-fibration on P2 \ E¯. Similarly, if c = 2 then so does E ′. Then
κ(P2 \ E¯) 6 1 by Iitaka’s Easy Addition Theorem; a contradiction.
(c) Let Q be a divisor on a smooth projective surface Y and let ρ : Y ′ −→ Y be a blowup at
a point of multiplicity µ on Q. Put C = Exc ρ and Q′ = (ρ−1Q)red. Then:
(2.5) KY ′ · (KY ′ +Q′) = (ρ∗KY +C) · (ρ∗KY +C + ρ∗Q− (µ− 1)C) = KY · (KY +Q) +µ− 2.
Recall that the blowups with µ = 1 and µ = 2 are called respectively outer and inner (for Q).
Let (
(c(k)j
p
(k)
j
)
)
hj
k=1 be the standard sequence of HN-pairs for the cusp qj ∈ E¯ and let bxc denote the
biggest integer not greater than x. Blowups constituting the log resolution of qj ∈ E¯ other than
the first one are either inner or outer and there are exactly rj := bc(1)j /p(1)j c+
∑hj
k=2(1+bp(k)j /c(k)j c)
outer ones among them. Since rj > hj, by (2.5) we get:
KX · (KX +D) = KX · (KX +
c∑
j=1
Qj) +KX · E = K2P2 −
c∑
j=1
(2 + rj)− 2− E2 6
6 7−
c∑
j=1
(2 + hj)− E2 6 7− 3c− E2.
Vanishing theorems for cohomology imply that (cf. [Ton12c, 2.7])
KX · (KX +D) = χ(OX(2KX +D)) = h0(2KX +D) > 0,
hence the above inequality gives E2 6 7− 3c, as claimed. 
For the boundary values of −E2 there is already a classification available.
Lemma 2.17 (Cases E2 = −1,−2, Tono). With the notation as in 2.15 we have the following
bounds:
(a) If E¯ has only one cusp and E2 = −2 then E¯ ⊆ P2 has HN-type OR1 or OR2.
(b) If E¯ has exactly two cusps and E2 = −1 then E¯ has HN-type A - D with γ = 1.
Proof. (a) By [Ton12b, Thm. 1] E¯ ⊂ P2 is projectively equivalent to one of the Orevkov curves
with multiplicity sequences (F4k, ((F4l)5, F4l − F4l−4)1l=k) or (2Fk, ((2F4l)5, 2F4l − 2F4l−4)1l=k).
Using Lemma 2.11 we compute that their HN-type is OR1 and OR2, respectively.
(b) The possible singularity types of E¯ ⊆ P2 are classified in [Ton12a, Thm. 2] in terms of
multiplicity sequences. Using Lemma 2.11 one can check that the singularity types 1, 2 in loc.
cit. are respectively D(1, b, a) and C(1, b, a). Similarly, the types 3, 4 in loc. cit. are respectively
A(1, b, a+ 1), B(1, b, a+ 1). 
3. Possible types of cusps
In this section we prove the following proposition. We use the notation of Section 2C.
Proposition 3.1. Assume that E¯ ⊆ P2 is a rational cuspidal curve such that P2 \ E¯ is C∗∗-
fibered and of log general type. Then E¯ is of one of the HN-types listed in Theorem 1.3.
Note that if the HN-pairs are known then E2 and deg E¯ are determined by Lemma 2.13.
3A. Reduction to fibrations with no base points.
The example below shows that a C∗∗-fibration of P2 \ E¯ can have base points on the minimal
log resolution (X,D) −→ (P2, E¯).
Example 3.2 (A C∗∗-fibration with a base point.). Let C4 ⊆ P2 be the Orevkov curve of degree
F6 = 8 (type OR1(1) in Theorem 1.3). The graph of D is shown in Figure 4. Denote by A1 and
B1 the long and short maximal twigs of D contained in D−E. Denote by A′1, A′′1 respectively
the first and the last tip of A1 and by B
′
1, B
′′
1 the first and the last tip of B1. Assume that there
exists a (−1)-curve L0 6⊆ D with D ·L0 = 2 meeting D in A′1 and in A′′1. Call T the (−2)-chain
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of type [(2)4] in D containing A
′
1. Let ψ be the blow up over A
′′
1 ∩ C1. Consider a P1-fibration
induced by the proper transform of T + 5L0 +A
′′
1: it restricts to a C∗∗-fibration of X \D which
has base points on X.
Figure 4. A C∗∗-fibration of X \D with a base point on D. Bold curves denote
the components which are horizontal for a completion of this fibration.
It remains to prove the existence of L0. Let ρ : X −→ P1 be the P1-fibration induced by
|E + 2C1 + B′′1 |. Then f · A′′1 = 2 and f · B′′1 = 1 for any fiber f of ρ. By Lemma 2.6 the fiber
FA′1 of ρ containing A
′
1 has at most two components not in Dv. Let L be such a component.
Since FA′1 ∩Dv is connected and FA′1 contains no loop, L ·Dv 6 1. By Lemma 2.2 L ·D > 2,
so we get L ·Dh > 1. If L meets B1 then µ(L) = 1 since FA′1 · B1 = 1; similarly if L meets A′′1
then µ(L) = 1 since FA′1 · A′′1 = 2 and FA′1 ∩Dv meets A′′1. By Lemma 2.3(c) FA′1 = [1, (2)4, 1].
Let L0 be the tip of FA′1 meeting A
′
1. If L0 meets B1 then on P2 we have (pi∗L0)2 = 10, which
is impossible. Hence L0 meets A
′′
1 as claimed.
The following reduction constitutes an important step in the proof of 1.3.
Proposition 3.3 (Reduction to C∗∗-fibrations with no base points). Let (X,D) be a smooth
snc-minimal completion of a smooth Q-acyclic surface of log general type. If X \ D has a
C∗∗-fibration then it has a C∗∗-fibration without base points on X.
Proof. Let p be a C∗∗-fibration of X \ D and let τ : (X† , D† ) −→ (X,D) be the minimal
resolution of base points of p on X. Let p¯ be a P1-fibration of X† which restricts to p and let F
be a fiber of p¯. Recall that by the Poincare´-Lefschetz duality Hi(X,D;Q) = H i(X \D;Q) = 0,
so the long exact sequence of homology for the pair (X,D) shows that H1(D,Q) = H1(X,Q),
hence D is a rational tree.
Claim. Let ϕ : X† −→ X ′ be a composition of some number of contractions of (−1)-curves in
F and its images. Put D′ = ϕ∗D† , F ′ = ϕ∗F . Then for every (−1)-curve C ′ of F ′ we have
C ′ ·D′h 6 2 and C ′ ·D′h 6 1 if C ′ 6⊆ D′.
Proof. Suppose that C ′ ·D′h = 3. We may assume F is a degenerate fiber. Since 3 = F ′ ·D′h >
µ(C ′)C ′ ·D′h, we have µ(C ′) = 1. We have also (F ′red−C ′)·D′h = 0, so ϕ∗(F ′red−C ′)·D†h = 0. The
divisor ϕ∗C ′ is a rational tree and the divisor ϕ∗(F ′red−C ′) is a sum of rational trees. By Lemma
2.2 the tips of the latter divisor which do not meet ϕ∗C ′ are contained in D†. Since X† \ D†
is affine, D† is connected (see [Har77, p. 244]), which implies that ϕ∗(F ′red − C ′)red ⊆ D† .
Since µ(C ′) = 1, F ′red − C ′, and hence ϕ∗(F ′red − C ′), contains a (−1)-curve. The latter is
non-branching in D†, so τ is not a minimal resolution of base points; a contradiction.
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Now suppose that C ′ ·D′h = 2 and C ′ 6⊆ D′. Then (F ′−µ(C ′)C ′) ·D′h 6 1. Again, µ(C ′) = 1,
so by Lemma 2.3 F ′ contains a (−1)-curve L′ 6= C ′. We can assume that ϕ consists of blow-
ups over points of C ′. Indeed, if Excϕ = R1 + R2, where R1 consists of all the connected
components of Excϕ which meet the proper transform C of C ′ on X†, then we can decompose
ϕ as ϕ = ϕ2 ◦ ϕ1 in such a way that Excϕ1 = R1 and Excϕ2 = (ϕ1)∗R2. Then ϕ2 does not
touch (ϕ1)∗(C), hence if the claim holds for ϕ1, it holds for ϕ as well. Suppose ϕ touches
L′. Then L′ · C ′ > 1, hence F ′ = L′ + C ′ = [1, 1]. We have L′ ⊆ D′, because otherwise
L′ ·D′ = L′ ·D′h 6 1, contrary to Lemma 2.2. The divisor ϕ−1(L′ ∩ C ′) contains a (−1)-curve
Γ with µ(Γ) > 2, hence Γ ·D†h = 0. By the minimality of τ this (−1)-curve is not a component
of D†. We get β(D†+Γ)red(Γ) 6 βFred(Γ) 6 2 and Γ ·D†v = Γ ·D† > 2 by Lemma 2.2. Since F is
a tree, it follows that F ∩D†v is not connected. But X \D† is affine, so D† is connected, which
implies that every connected component of F ∩D†v meets D†h. Since C 6⊆ D′, this means that
L′ ·D′h > (D†v ∩ F ′) ·D′h > 2; a contradiction.
Therefore, ϕ does not touch L′. Suppose L′ ⊂ D′. Then the proper transform of L′ on X† is a
(−1)-curve in D†, necessarily branching by the minimality of τ , so βF ′red(L′) > βD′(L′)−L′ ·D′h >
3 − L′ · D′h > 2. We get βF ′red(L′) = 2 and µ(L′) > 2 by Lemma 2.3. Because µ(L′)L · D′h 6
(F ′−C ′)·D′h 6 1, we get L′ ·D′h = 0, so L′ is non-branching in D′; a contradiction. Thus L′ 6⊆ D′
and then L′ ·D′ > 2 by Lemma 2.2. Since D′ is connected, every connected component of F ′∩D′v
meets D′h, so D
′
h · (F ′ ∩ D′v) > b0(F ′ ∩ D′v). Because F ′red is a tree, L′ meets each connected
component of F ′ ∩D′v at most once, which gives L′ ·D′h > 2−L′ · (F ′ ∩D′v) > 2− b0(F ′ ∩D′v).
We obtain (F ′ − µ(C ′)C ′) ·D′h > (L′ + F ′ ∩D′v) ·D′h > 2; a contradiction. 
Suppose that τ 6= id. Note that p¯ has at least one degenerate fiber. Indeed, ρ(X†) − 1 >
ρ(X) = #D and we have #D > 2, because otherwise D is a planar curve of degree at most 2,
contrary to the assumption κ(X \D) = 2. Let H be the last exceptional curve of τ . Since D is
snc, H is non-branching in D†. By the minimality of τ , H is horizontal. Contract (−1)-curves
in F and its images until some component meeting H, call it C, becomes a (−1)-curve. Let
ϕ : X† −→ X ′ be the resulting morphism. Put D′ = ϕ∗D, H ′ = ϕ∗H and C ′ = ϕ∗C.
Suppose C ′ · D′ > 3. We have µ(C ′)C ′ · D′h 6 F ′ · D′h = 3. If C ′ is a component of D′
then by the claim above C ′ · D′h 6 min(2, 3/µ(C ′)), so C ′ · D′ = C ′ · D′h + (C ′)2 + βD′v(C ′) 6
min(2, 3/µ(C ′)) − 1 + µ(C ′) < 3. Thus C ′ 6⊆ D′ and by the claim above C ′ · D′h = 1. Since
F ′ is a tree, C ′ meets each connected component of D′v at most once, so 2 6 C ′ · D′ − 1 =
C ′ ·D′v 6 b0(F ′ ∩D′v), which means that C ′ meets two connected components of F ′ ∩D′v, and
hence that µ(C ′) > 2. Since D′ is connected, every connected component of F ′ ∩D′v meets D′h,
hence 3 = F ′ ·D′h > b0(F ′ ∩D′v) + µ(C ′)C ′ ·D′h > 2 + µ(C ′) > 4; a contradiction.
So we proved that C ′ ·D′ 6 2. Then (C ′ +H ′) ·D′ 6 2 + (−1) + βD′(H) 6 3, which means
that the intersection of D′ with a general fiber f of the P1-fibration of X ′ induced by the linear
system |H ′ +C ′| is at most three. Since X ′ \D′ is an open subset of X \D, it is of log general
type, so by Iitaka’s Easy Addition Theorem [Iit82, 10.8] we have in fact f ·D′ = 3. Call ψ the
contraction of H. Then (ψ(X†), ψ∗D†) is a smooth pair and the image of ϕ∗(H ′ + C ′) induces
a P1-fibration of ψ(X†) which restricts to a new C∗∗-fibration of V . For this C∗∗-fibration the
minimal resolution of base points on X is shorter than τ . Thus the lemma follows by induction
on the length of τ . 
3B. Cases with a fiber at infinity.
From now on to the end of this section we assume that E¯ ⊆ P2 is a rational cuspidal curve,
such that P2\E¯ is C∗∗-fibered and of log general type. We keep the notation 2.4 for P1-fibrations
and 2.15 for resolutions. By 3.3 we can choose a C∗∗-fibration p of P2 \ E¯ which extends to a
P1-fibration p¯ of X. Moreover, by Lemma 2.16 and Lemma 2.17 we may and shall assume that:
(∗) E2 6 −2 and E2 6 −3 if c = 1.
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Notation 3.4 (Figures of dual graphs). Throughout the proof we present weighted graphs
of D for curves of the HN-types listed in 1.3 together with P1-fibrations on X restricting to
C∗∗-fibrations on P2 \ E¯. Verification of correctness of the weights is always a straightforward
computation based on Lemma 2.12. The convention for figures of these graphs is as follows.
The horizontal line represents E. Bold lines represent horizontal components of D. The dashed
lines represent components of degenerate fibers which do not lie in D. The numbers near the
lines are the self-intersection numbers of respective curves. As before, we write [(n)k] for a chain
consisting of k (−n)-curves. To avoid the necessity of treating some special cases separately,
we use the notation [a, (2)−1, 3] := [a+ 1] and [(2)−1, 3] := 0.
We will now prove a few lemmas reducing the proof of 3.1 to some special situations. Let us
first make a general remark. Namely, if the (−1)-curve Cj is vertical for p¯ then by Lemma 2.3
βFred(Cj) 6 min(2, µ(Cj)), so Cj ·Dh > βD(Cj) − βFred(Cj) > 3 −min(2, µ(Cj)) = max(1, 3 −
µ(Cj)). Thus if Cj is vertical for p¯ then
(3.1) 2 6 µ(Cj)Cj ·Dh 6 3.
In particular, Cj meets Dh.
Lemma 3.5 (Cases with a fiber at infinity). Assume that D contains a fiber of p¯ and that
E¯ ⊆ P2 is not of HN-type D, E or F . Then there is a C∗∗-fibration of P2 \ E¯ which has no base
points on X and whose completion has no fiber in D.
Proof. Let F be a fiber of p contained in D.
Claim 1. F contains E + C1 and is of type [2, 1, 2]. In particular, E
2 = −2 and c = 2.
Proof. By (∗) E2 6 −2, so D contains no 0-curves. It follows that F is degenerate, so it has
a (−1)-curve LF . Since Cj’s are the only (−1)-curves in D, we have, say, LF = C1. Because
Qj’s are negative definite, F contains E.
By (3.1) µ(Cj)Cj ·Dh > 2 for every vertical Cj, so since F ·Dh = 3, we infer that C1 is the
unique (−1)-curve of F and hence that µ(C1) ∈ {2, 3}. The latter implies that if F is not a
chain then C1 is a tip of F , so C1 ·Dh = βD(C1)− 1 = 2 and µ(C1)C1 ·Dh > 4, which is false.
Thus F is a chain. Since µ(C1) ∈ {2, 3}, we get Fred = [2, 1, 2] or [2, 2, 1, 3].
Suppose that E2 < −2. Then F = [2, 2, 1, 3] by Claim 1, so E2 = −3. We have C1 · Dh 6
3/µ(C1) < 2, so Dh is a 3-section, hence Dh ·E = 0 and c = βD(E) = 1. Moreover, F contains a
tip of Q1. It follows that the last HN-pair of q1 is
(
3
3u+1
)
for some u > 0, so (using the notation
of Lemma 2.13) 3|M(q1) and hence Lemma 2.13(a) fails. Thus E2 > −2. By (∗) E2 = −2 and
c > 2. Then F = [2, 1, 2] and c = 2. 
The curve H = Dh−C2 is a 2-section meeting C1. Let A, B be the connected components of
Q2−C2. Since they both meet the 1-section C2, they lie in different fibers FA, FB respectively.
By 2.8(a) p has two degenerate fibers, so p¯ has at most two degenerate fibers other than F .
These are necessarily FA and FB, so by 2.8(b) we have σ(FB) = 2 and σ(FA) = 1. Denote by
Γ1, Γ2 and by LFA the components of FB and FA respectively which are not contained in Dv.
Claim 2. FB is a chain and we may assume H meets it in tips.
Proof. Since FB is a rational tree such that FB∩(X \D) is a disjoint union of two C∗’s, the set
D ∩ F has exactly three connected components (some of them may be points). Because of the
connectedness of D, each of these connected components meets Dh, hence either belongs to (if
it is a point) or contains a component of multiplicity 1. Since Dv ∩FB contains no (−1)-curves,
this can happen only if FB is a chain.
Call B0 the component of B meeting C2. Assume B0 is a tip of FB. Say that Γ1 meets B.
Since B0 is a tip we can perform inner contractions in FB starting with Γ1 until the image of B0
is a (−1)-curve. Call ϕ the resulting morphism. It contracts only components of multiplicity
bigger than 1, so it does not touch Dh. We get
βϕ∗D(ϕ∗(B0 + C2)) = βϕ∗Dv(ϕ∗B0) + βD(C2)−B0 · C2 = βϕ∗Dv(ϕ∗B0) + 2 6 3.
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Then |ϕ∗(ϕ∗(B0+C2))| induces a P1-fibration of X which restricts to a C∗∗-fibration of X \D (it
cannot restrict to a C∗-fibration because by assumption κ(X \D) = 2). For this new fibration
E is a section, so ν = 0 by Claim 1.
Hence we can assume that B0 is not a tip of FB. Then components of FB of multiplicity 1
lie in B or are tips of FB, so H meets FB in tips; see Fig. 5. 
Figure 5. The structure of the P1-fibration in Lemma 3.5
Claim 3. We may assume FA ∩Dv is connected.
Proof. Assume FA ∩Dv is not connected. Then it has a connected component A′ meeting H.
By Lemma 2.3 FA is either a chain [A, 1, A
′] or a special fork. Since βD(H) 6 3, it follows that
H meets at least one of Γi’s, say Γ2. Let B
′ be the connected component of Dv ∩ FB other
than B (there is only one, because βD(H) 6 3). If B0 meets Γ2 then |C2 + (FB−Γ2)| induces a
P1-fibration of X as needed. Hence we can assume that B0 ·Γi = 0 for every Γi, i = 1, 2 meeting
H. It follows that B′ 6= 0. Indeed, if B′ = 0 then by Lemma 2.3(c) B consists of (−2)-curves,
so by the negative definiteness of Q2, B0 is a tip of B, so some Γi meets H and B0, contrary to
the assumption.
Consider the case when FA is a chain. Then A meets C2 in a tip and A
′ meets H in a
component A′0 with µ(A
′
0) = 2. Suppose that βD(A
′
0) = 3. Because Q1 contracts to a smooth
point, [1]+B′ contracts to a smooth point too, so we have B′ = [(2)b] for some b > 1 and hence
B = [b + 2, (2)r] for some r > 1. Note that B meets C2 in a tip, for otherwise B0 would be a
branching (−2)-curve in Q2 meeting C2, which is impossible, as Q2 contracts to a smooth point.
Since B0 · Γ2 = 0, B0 meets Γ1, so B0 = [b+ 2]. Then he contractibility of Q1 gives A = [(2)b]
or A = [(2)s, r + 3, (2)b] for some s > 0. Thus A′ = A∗ = [b + 1] or [s + 2, (2)r, b + 2]. In any
case, we check that A′ does not contain a component of multiplicity 2 in FA; a contradiction.
Therefore, βD(A
′
0) = 2 and since µ(A
′
0) = 2, we have A = [(2)u, 3] and A
′ = [2, u+ 2] for some
u > 0. As before, B0 is a tip of B, for otherwise the contractibility of Q1 would imply that A
is a (−2)-chain, which is false. Hence B0 meets Γ1. Then Q2 is a chain, so since it contracts
to a smooth point, B = [2] or [(2)v, u + 3, 2] for some v > 0. From the form of FB we get
B′ = [3, (2)u]. But since Q1 contracts to a smooth point, A′ + [1] + B′ should contract to a
smooth point, and it does not, because d(A′) and d(B′) are not coprime; a contradiction.
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Now consider the case when FA is a special fork and A is a chain. Then A = [2, b + 2, 2],
A′ = [(2)b] for some b > 1 and the component A0 ⊆ A′ meeting H is a tip of FA. Since A
is not a (−2)-chain, the contractibility of Q2 implies that B0 is non-branching in D, hence it
is a tip of B and then again it meets Γ1. Then Q2 is a chain, so we get B = [(2)b−1, 3] or
[(2)s, 4, (2)b−1, 3] for some s > 0. On the other hand, since A′ = [(2)b], the contractibility of
Q1 implies that B
′ = [(2)t, b + 2] for some t > 0, so because FB contracts to a 0-curve, we get
B = [(2)r, 3, (2)b−1, t+ 2] for some r > 0; a contradiction.
Finally consider the case when FA is a special fork and A is fork. Since Q2 contracts to a
smooth point, the long twig of A is necessarily [(2)v, 3] for some v > 0. Then A′ = [v+2, 3, (2)b]
and the branching component of A is a −(b + 3)-curve for some b > 0. The contractibility of
Q2 implies also that B0 is a tip of B and B = [(2)b, 3], so because FB contracts to a 0-curve,
we get B′ = [2]. Since A′ + [1] + B′ contracts to a smooth point, we get b = v = 0. But then
B = B0, so B0 · Γ2 = 1; a contradiction. 
Figure 6. The graph of D in Lemma 3.5.
By Claim 3 and Lemma 2.3(b), FA is a special fork and A = FA ∩ Dv consists of (−2)-
curves. Since Q2 contracts to a smooth point, A is necessarily a chain, so A = [2, 2, 2]; see
Fig. 6. Assume that B′ := FB ∩Dv − B is connected. Then by Claim 2 Q1 is a chain, so the
contractibility of Q1 to a smooth point implies that H
2 = −3 and B′ = [(2)b] for some b > 0.
Hence FB = [(2)b, 1, b+ 2, (2)u, 1] for some u > 0. Because Q2 contracts to a smooth point, we
have B20 = −5, so b = 3. It follows that E¯ ⊂ P2 is of HN-type
(
9
2
)
,
(
4u+1
4
)
. Since γ = 2, from
Lemma 2.13 we get u = 1. Thus E¯ is of HN-type D(2, 2, 1).
We can therefore assume that B′ is not connected. Write pi = pi2 ◦ pi1, where pi1 : (X,D) −→
(X ′, D′) is the contraction of (Fred − E) + C2 + A0 and A0 is the tip of FA meeting C2. Put
L′ = pi1(LFA). Because βD(H) = 3, the morphism pi2 : (X
′, D′) −→ (P2, pi(LFA)) is a minimal
log resolution of the bicuspidal rational curve pi(LFA) = pi2(L
′) ⊂ P2. Since pi1 does not
touch LFA , we have (L
′)2 = −1. By Lemma 2.17, pi2(L′) ⊆ P2 is of one of the HN-types
A - D with γ = 1. But one of the cusps of pi2(L′) has one HN-pair, because the respective
exceptional divisor is a chain, and the second one has two HN-pairs, the second being
(
2
1
)
,
because pi1(A + C2) = [2, 1]. It follows that pi2(L
′) ⊆ P2 is of HN-type C(1, 2, k) or D(1, 2, k)
for some k > 1. The resulting HN-pairs are
(
4k+4
2k+1
)
and
(
4k+2
2k+2
)(
2
1
)
for HN-type C and ( 4k
2k+1
)
and(
4k+2
2k
)(
2
1
)
for HN-type D, k > 1 (for k = 1 the latter sequence degenerates to (7
2
)
). Then the
HN-pairs for E¯ ⊆ P2 are (8k+8
4k+2
)(
2
1
)
and
(
8k+4
4k+4
)(
4
1
)
for HN-type C and ( 8k
4k+2
)(
2
1
)
and
(
8k+4
4k
)(
4
1
)
for
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HN-type D (degenerating to (13
4
)
for k = 1), which are exactly the HN-pairs of E(k) (Fig. 7)
and F(k) (Fig. 8). 
Figure 7. Type E(k).
Figure 8. Type F(k).
3C. Cases with two horizontal components.
By Lemma 3.5 from now on we may and shall assume that D contains no fiber of p¯, that is,
ν = 0. From Lemma 2.6 we get h ∈ {2, 3}.
Lemma 3.6 (Cases with two horizontal components in D). If h = 2 then we may choose p so
that it has no base points on X, D contains no fiber of p¯ and E is a 2-section of p¯.
Proof. Since ν = 0 and h = 2, by Lemma 2.6 every degenerate fiber F has a unique component
LF not in Dv. We can write Dh = H1 +H2, where H1 is a 1-section and H2 is a 2 section of p¯.
Moreover, by Corollary 2.8 F ∩D has exactly two connected components for every degenerate
fiber F (one of them could be a point) and each of them has a unique common point with Dh.
Suppose E¯ is not a 2-section of p¯.
Claim 1. E is vertical.
Proof. Suppose that E = H1. Then Qj is not vertical. Indeed, otherwise µ(Cj) > 2, since
βQj(Cj) = 2, and then Cj could not meet E, which is a 1-section. Thus every Qj contains a
component of Dh and hence c = 1. If there exists a degenerate fiber F which does not contain
C1 then LF is its unique (−1)-curve and F ∩Dv does not meet E, so LF meets E, which gives
µ(LF ) = 1, contrary to Lemma 2.3(b). Hence p¯ has a unique degenerate fiber F and this fiber
contains C1. Because C1 meets E, we have µ(C1) = 1, so C1 is a tip of F and by Lemma 2.3(a)
LF is a (−1)-curve.
Contract LF and the new (−1)-curves appearing in the subsequent images of F − C1. Call
ϕ : X −→ X ′ the resulting morphism. Since ϕ contracts the unique degenerate fiber F of p¯ to
a 0-curve, X ′ is a Hirzebruch surface Fn = P(OP1 ⊕OP1(n)) for some n > 0. Since βD(C1) = 3,
we see that C1 meets H2, so H2 meets F in components on multiplicity 1, it is therefore not
touched by inner blow-downs in F and its images. It follows that ϕ(H2) is a smooth rational 2-
section on Fn and, since C1 is the only component of F meeting E, ϕ(E) is a 1-section disjoint
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from ϕ(H2). This is possible only if n = 1 and ϕ(E)
2 = −1. But ϕ does not touch E, so
E2 = −1; a contradiction with Lemma 2.16(a). 
Call FE the fiber containing E. If (FE)red−LFE is not connected, denote by R the connected
component of (FE)red − LFE not containing E, otherwise put R = 0. Put γ = −E2.
Claim 2. We may assume that C1 is vertical and c = 1.
Proof. Suppose that all Cj’s are horizontal. Then Dv contains no (−1)-curves, so for every
degenerate fiber F , LF is the unique (−1)-curve in F . In particular, µ(LF ) > 2. Since
E · (D −∑j Cj) = 0, E is a tip of FE and meets LFE . Let R0 be the component of R meeting
Dh. We have µ(E) 6 2 and µ(R0) 6 FE ·Dh − µ(E) = 3− µ(E) 6 2. We have also c 6 h = 2.
Suppose that µ(E) = 2. By Lemma 2.3(b) FE is a special fork and E meets Dh only in H2,
hence c = 1. Therefore, by (∗) E2 < −2. Then R is a fork with two twigs of type [2], one
of which is R0, and the third twig meeting LFE in a tip. It follows that LFE meets the last
exceptional component of Q1, so pi(LFE) is a 0-curve on P2; a contradiction.
Thus µ(E) = 1. Now FE = [γ, 1, (2)γ−1], so R = [(2)γ−1] and R0 is a tip of FE. If c = 2
then some Ci, say C2, meets R0, so |LFE + R + C2| induces a P1-fibration of X such that E is
a 2-section. But then Dv, being contained in D − E, is negative definite, so ν = 0, hence this
P1-fibration restricts to a C∗∗-fibration of X \D as needed.
We may therefore assume that c = 1. If C1 is a 2-section then R0 meets both H1 and C1,
so R0 is a branching (−2)-curve in Q1 which meets a (−1)-curve C1. Since Q1 contracts to
a smooth point, this is possible only if C1 is a tip of Q1, and this is not the case. So C1 is
a 1-section. Then R0 meets the 2-section H2, so µ(R0) = 2. If #R > 2 then R0 meets two
(−2)-twigs of D, which is impossible, as Q1 is negative definite. Hence FE = [3, 1, 2, 2]. In
particular, γ = 3.
Figure 9. The graph of D in Lemma 3.6, Claim 2.
Let A be the connected component of Q1−C1 not containing H2. We can write Q1−C1−A
as B + H2 + B
′ + R where B and B′ disjoint and connected (possibly zero divisors), B meets
C1 and H2 and B
′ meets H2. Then A,B,B′ are connected components of Dv; see Fig. 9.
Suppose B 6= 0. Then H2 ·C1 = 0. Call FB the fiber containing B. Since µ(LFB) > 2, we have
2 = FB · H2 > 1 + 2LFB · H2, and hence LFB · H2 = 0, so FB contains B′. Then both B and
B′ intersect H2 in components of multiplicity 1, so by Lemma 2.3 FB is a chain of the form
B + [1] + B′ and H2 meets it in tips. Since R + [1] + B′ contracts to a smooth point, we have
B′ = [(2)b, 4] for some b > 0, hence B = (B′)∗ = [b + 2, 2, 2]. The last tip of B is the unique
component of B of multiplicity 1, so it meets C1. Then this tip of FB is a branching (−2)-curve
of Q1, so the contraction of A+C1 makes it into a curve of non-negative self-intersection, which
contradicts the negative definiteness of Q1.
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Hence B = 0 and H2 meets C1. Suppose that B
′ 6= 0. Let FB′ be the fiber containing B′.
Since µ(LFB′ ) > 2, LFB′ · C1 = 0 and hence FB′ contains A. We have βD(H2) = 3, so since
Q1 contracts to a smooth point, A = [(2)a] for some a > 0. By Lemma 2.3(b) FB′ is a chain,
so B′ = A∗ = [a + 1] and µ(B′) = 1. But then µ(LFB′ )LFB′ · H2 = FB′ · H2 − B′ · H2 = 1; a
contradiction with µ(LFB′ ) > 2.
Hence B′ = 0. Then βD(H2) = 2. Call FA the fiber containing A. Since FA∩Dv is connected,
H2 meets LFA . By Lemma 2.3 FA is a special fork and A consists of (−2)-curves. Since Q1
contracts to a point, A = [2, 2, 2] and hence Q1 = [2, 2, 2, 1, 5, 2, 2]. Then q1 ∈ E¯ is of type
(
13
4
)
and Lemma 2.13(c) fails; a contradiction.
Thus we may indeed assume that C1 is vertical. It remains to show that c = 1. If Cj is
vertical then it is contained in FE and by (3.1) 2 6 µ(Cj)Cj ·Dh 6 3. Since FE ·Dh = 3, we see
that C1 is the only vertical Cj. Since C1 ·Dh > 1, we get c = E ·Dh + 1 6 h. But if c = 2 then
(E + µ(C1)C1) · Dh > E · C2 + 2 > 3, so the connected component of D ∩ FE not containing
E + C1 has no common points with Dh; a contradiction. 
By (∗) γ > 3. Note also that Dv contains no (−1)-curves other than C1, so for every
degenerate fiber F 6= FE the curve LF is the unique (−1)-curve in F . In particular, µ(LF ) > 2
and hence LF ·H1 = 0. Recall that R denotes the connected component of (FE)red − LFE not
containing E and in case R 6= 0 we denote by R0 the component of R meeting Dh.
Claim 3. FE = [2, 1, γ, 1, (2)γ−3] with C1 as the second curve.
Proof. Suppose C1 is a tip of FE. Because βD(C1) = 3, C1 meets both H1 and H2. Since
γ > 3, after the contraction of C1 the curve LFE is the unique (−1)-curve in the image of FE.
It follows from Lemma 2.3 that FE = [1, γ, 1, (2)γ−2], so R = [(2)γ−2] and R0 is a tip of FE.
Suppose that βD(H2) = 3. Let B
′ 6= R be the connected component of Dv meeting Dh only
in H2 and let FB′ be the fiber containing it. We have µ(LFB′ )LFB′ ·Hi 6 (FB′ − B′) ·Hi 6 1
for i = 1, 2. Since LFB′ is the unique (−1)-curve in FB′ , the multiplicity of LFB′ is at least
2, so we get LFB′ · Dh = 0. Then B′ intersects H2 in a component B0 of multiplicity 2 and,
since H1 ·LFB′ = 0, FB′ contains a connected component A of Dv, which meets Dh only in H1.
Because of the contractibility of Q1 to a smooth point, H1 + A is a chain of (−2)-curves. It
follows that FB′ is not a chain, because otherwise B
′ = A∗ is irreducible, and hence B0 = B′
would not have multiplicity 2, as required. By Lemma 2.3 FB′ is a special fork. But then, since
A is a (−2)-chain, we have (FB′)red = A+ LB′ , so B′ = 0; a contradiction.
Thus βD(H2) = 2. If H1 does not meet Dv −C1 then because of the contractibility of Q1 we
have either H22 = −2 and Q1 = [γ, 1, (2)γ−1] or H22 = −3 and Q1 = [2, 1, 3, (2)γ−2]. In the first
case Lemma 2.13 fails and in the second pi∗LFE is a 0-curve on P2, which is impossible. Hence
there is a connected component A of Dv meeting Dh only in the 1-section H1. If βD(H1) = 3
there are in fact two such connected components but they lie in different fibers of p¯. This means
that FA∩Dv is connected, so by Lemma 2.3 FA is a special fork and A consists of (−2)-curves.
Since Q1 is contractible to a smooth point, it follows that βD(H1) = 2 and that A is a chain
[2, 2, 2] meeting H1 in a tip. Moreover, one of H1 or H2 is a (−2)-curve. If H21 = −2 then LFE
is a 0-curve on P2 and if H22 = −2 then Q1 = [2, 2, 2, γ + 1, 1, (2)γ−1] and q1 ∈ E¯ is of HN-type(
4γ+1
γ
)
, so Lemma 2.13 gives γ = 1; a contradiction.
Thus we proved that C1 is not a tip of FE. We infer that there is a component C of
(FE)red−E meeting C1 and hence that µ(C1) > 2. By (3.1) 2 6 µ(C1)C1 ·Dh 6 3, which gives
C1 · Dh = C1 · H2 = 1 and µ(C1) = 2. Let ϕ be the contraction of C1. Then the connected
component of (ϕ∗FE)red − ϕ∗LFE meeting ϕ∗H2 contains two components of multiplicity 1 in
ϕ∗FE, namely ϕ∗C and ϕ∗E. we have (ϕ∗E)2 = −γ+1 6 −2, so if ϕ∗C is not a (−1)-curve then
ϕ∗LFE is a unique (−1)-curve in ϕ∗FE and hence µ(LFE) > 2. But in the latter case R meets
H1 and hence R also contains a component of multiplicity 1, which is impossible by Lemma 2.3.
Therefore, ϕ∗C is a (−1)-curve, necessarily unique in ϕ∗(FE ∩Dv). Since µ(ϕ∗C) = 1, ϕ∗C is
a tip of ϕ∗FE. The 1-section H1 meets some component of R+LFE of multiplicity 1. It follows
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now from Lemma 2.3 that ϕ∗FE = [1, γ − 1, 1, (2)γ−3], and hence that FE = [2, 1, γ, 1, (2)γ−3].

As above, denote by C the tip of Q1 contained in FE. Clearly, H2 meets FE only in C1 and
H1 meets FE in the tip contained in LFE +R, because it is the only component of LFE +R of
multiplicity 1. Since βD(H1) 6 3, there are at most three connected components of Dv meeting
H1, call them B, B
′ and B′′ with B meeting H2 and B′, B′′ meeting Dh only in H1. If R 6= 0
then R is one of these connected components, that is B′′ = R. Now Dv \ FE may have one
more connected component A, which meets Dv only in H2; see Fig. 10. As usually, we call FU
the fiber of p¯ containing U , where U is one of A, B, B′ or B′′.
Figure 10. The graph of D in Lemma 3.6, Claim 4.
Claim 4. B = B′′ = 0 and B′ 6= 0. Moreover, FB′ contains A.
Proof. Suppose H1 ·H2 = 0, that is, B 6= 0. Both H1 and H2 meet B, so H2 · (FB −B)red 6 1.
It follows that H2 does not meet LB and hence FB contains A and H2 meets it in a component
of multiplicity 1. By Lemma 2.3 FB is a chain B + [1] + A meeting Dh in tips (which are
unique components of multiplicity 1). It follows that H1 and H2 meet the same component of
B. If B is irreducible then A = B∗ = [(2)−B2−1]. On the other hand, if B is reducible then the
contractibility of Q1 to a smooth point implies that A = [(2)a] for some a > 1 and hence that
B = (A)∗ = [a+ 1]. In both cases the contraction of C1 +C2 maps B+H2 +A+C1 +C2 ⊆ Q1
onto the chain A + [1] + B of discriminant 0. This is a contradiction, because Q1 is negative
definite.
Now suppose B′ = 0. In case R = 0 we can assume, renaming B′ and B′′ if necessary, that
also B′′ = 0. Now H1 meets Dh only in H2 and R and either H1 is a tip of D or R 6= 0 and
βD(H1) = 2. We have Dv = Dv∩FE +A, so FA∩Dv is connected. If A 6= 0 then by Lemma 2.2
LFA ·Dh 6= 0, so for some i ∈ {1, 2} we have µ(LFA) 6 µ(LFA)LFA ·Hi 6 i−A ·Hi = 1, which
is in contradiction to Lemma 2.3. So A = 0 and hence Q1 is a chain. Since Q1 contracts to a
smooth point we have Q1 = [2, 1, 3, (2)γ−2]. Then pi∗LFE is a 0-curve on P2; a contradiction.
The fibers FB′ and FA have unique (−1)-curves and these (−1)-curves have multiplicity at
least 2. If A 6= 0 then, since H2 meets A, we have LFA ·Dh = 0, so Dv ∩ FA is not connected,
so in any case (FA)red = (FB′)red = B
′ + LFB′ + A. Note also that if A 6= 0 then H2 · A = 1,
so since the affine part of the fiber FB′ is isomorphic to C∗, H2 meets FB′ in a unique point
belonging to a component of LB′ + A of multiplicity 2. Call this component A0.
Suppose that B′′ 6= 0, equivalently, that βD(H1) = 3. The 1-section H1 meets B′ in some
component of multiplicity 1, so by Lemma 2.3 FB′ is a chain or a special fork. Since Q1 contracts
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to a smooth point, A = [(2)a] for some a > 0 and if a > 0 then the component A0 meeting H2
is a tip of A. We observe that the 1-section H1 meets a (−2)-curve contained in B′′. This is
clear if R 6= 0, and if R = 0 then the divisor FB′′ ∩Dv = B′′ is connected and FB′′ has only one
(−1)-curve LFB′′ , so FB′′ is a special fork and B′′ consists of (−2)-curves. It follows that FB′
is a chain, because otherwise FB′ is a special fork and then B
′ meets H1 in a (−2)-tip, which
contradicts the contractibility of Q1. Since A0 is a tip of A, we get a = 2, hence B
′ = A∗ = [3].
If R 6= 0 then the contractibility of Q1 gives R = [2], so γ = 4 and hence q1 ∈ E¯ is of type(
18
12
)(
6
2
)(
2
1
)
and Lemma 2.13(c) fails. Hence R = 0 and, as we already argued, FB′′ is a special
fork and B′′ consists of (at least three) (−2)-curves. Then Q1 does not contract to a smooth
point; a contradiction. 
By Claim 4 R = 0, so γ = 3. As observed in the proof of the above claim, FB′ is either a
chain or a special fork. Suppose FB′ is a special fork and B
′ is a chain. Since FB′ contracts to
a 0-curve, B′ = [2, a + 2, 2] and A = [(2)a] for some a > 0. In fact a = 0, because otherwise
Q1 does not contract to a smooth point. Then q1 ∈ E¯ is of type
(
11
2
)
and Lemma 2.13 fails; a
contradiction. Suppose FB′ is a special fork and B
′ is a fork. From the contractibility of Q1
to a smooth point it follows that the long twig of B′ is of type [(2)b, 3] for some b > 0. Hence
A = [b+2] or [(2)a, 3, b+2] for some a > 0. In the latter case, the branching component of B′ is
a −(a+ 3)-curve and so the contractibility of Q1 implies that the chain [2,−H21 , 1, b+ 2, 3, (2)a]
contracts to a smooth point, which is impossible. Hence A = [b + 2] and now the branching
component of B′ is a (−2)-curve. The contractibility of Q1 gives b = 0, so q1 ∈ E¯ is of HN-type(
12
8
)(
4
10
)(
2
1
)
. Then again Lemma 2.13 fails; a contradiction. We are left with the case when FB′
is a chain. If the component A0 ⊆ A meeting H2 is branching in D then B′ = A∗ is not a
(−2)-chain and we see easily that Q1 does not contract to a smooth point. So A0 is a tip of
A of multiplicity 2, hence FB′ = [2, 2 + b, 1, (2)b, 3] for some b > 0. Then B′ = [3, (2)b] and
the contraction of C +C1 maps Q1 onto [2, b+ 2, 1,−H21 , 3, (2)b], which does not contract to a
smooth point; a contradiction. 
Corollary 3.7 (Cases with two horizontal components in D). If h = 2 then E¯ is of one of the
HN-types FZ1, D or G.
Proof. Choose p as in Lemma 3.6. By Lemma 2.6 every degenerate fiber F has a unique
component LF not in Dv. Let H1 be the 1-section of p¯ contained in D, say, H1 ⊆ Q1. We now
describe the sum of connected components of Q1 −H1 not containing C1, call it A.
Suppose A′ 6= 0 is a connected component of Q1−H1 not containing C1. Let FA′ be the fiber
containing A′. Since H1 is a 1-section, the connected components of Q1 − H1 lie in different
fibers, in particular FA′ does not contain C1. Suppose LF ′A meets Qj for some j > 1. Then FA′
contains Qj, so by (3.1) LFA′ meets exactly one Qj for j > 1. After the contraction of Qj the
image of FA′ only one (−1)-curve, namely the image of LFA′ , which has therefore multiplicity at
least two and its intersection number with the image of E is at least 2. The latter is impossible,
as FA′ · E = 2. Thus LFA′ does not meet any Qj for j > 1. It follows that LFA′ is the unique
(−1)-curve in FA′ and it meets E. By Lemma 2.3 FA′ is a special fork and A′ consists of
(−2)-curves. Since Q1 contracts to a smooth point, we have in fact A′ = [2, 2, 2] and H1 meets
A′ in a tip. It follows that every connected component of Q1−H1 not containing C1 meets H1
in a (−2)-curve. The contractibility of Q1 to a smooth point implies in this case that H1 6= C1
and βD(H1) 6 2, hence A is connected. Thus, if A 6= 0 then A = [2, 2, 2] and H1 meets A in a
tip. Because H1 ⊆ Q1, we see that all Cj’s for j > 1 are vertical.
Denote by Fj the fiber containing Cj. Recall that µ(qj) denotes the multiplicity of qj ∈ E¯.
By (3.1) the fibers Fj are different from each other. Since Dh ⊆ Q1, we have Qj ⊆ Fj for
j > 2. It follows that B1 = F1 ∩ Dv is connected. By Corollary 2.8(a) F1 ∩ D has two
connected components, so LF1 meets Dh. Then (B1 − C1) · Dh 6 2 − µ(C1)C1 · Dh and the
inequality (3.1) gives (B1 − C1) · Dh = 0 and µ(C1)C1 · Dh = 2. Since H1 meets B1, we get
H1 · C1 = E · C1 = µ(C1) = 1. In particular, C1 is a tip of F1. Moreover µ(LF1)LF1 · E = 1,
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so µ(LF1) = 1. By Lemma 2.3 F1 = [1, (2)u−1, 1] for some u > 2. It follows that q1 ∈ E¯ is of
HN-type
(
4u+1
u
)
if A 6= 0 and (u+1
u
)
otherwise.
Fix j 6= 1 and denote by ϕ the contraction of Qj. We have
2 = ϕ∗F1 · ϕ∗E > µ(ϕ∗LFj)ϕ∗LFj · ϕ∗E > µ(ϕ∗LFj)µ(qj) > 2µ(LFj),
where µ(qj) is the multiplicity of qj ∈ E¯, so ϕ∗LFj has multiplicity 1 and hence is not a unique
(−1)-curve in ϕ∗Fj. It follows that ϕ∗LFj = [0] and µ(qj) = 2, hence qj ∈ E¯ is of HN-type(
2aj+1
2
)
for some aj > 1 and Fj = [1, (2)aj−1, 3, 1, 2].
Consider the case A 6= 0. We compute (pi∗LF1)2 = 4 and E¯ · pi∗LF1 = (4u+ 1) + 1, hence by
the Bezout theorem deg E¯ = 2u+ 1. Since FA∩ (X \D) and Fj ∩ (X \D) are degenerate fibers
of p, by Corollary 2.8 c 6 2. For c = 1 Lemma 2.13(c) gives k = 0 and then κ(X \D) = −∞,
contrary to our assumptions. Thus c = 2 and then Lemma 2.13 gives γ = u + 1 = a2 + 1, so
E¯ ⊆ P2 is of HN-type (4γ−3
γ−1
)
,
(
2γ−1
2
)
. This is the HN-type G(γ) (Fig. 11).
Figure 11. Type G(γ)
Consider the case A = 0. We compute (pi∗LF1)
2 = 1 and E¯ · pi∗LF1 = (u + 1) + 1, hence
deg E¯ = u+2. By Corollary 2.8 c 6 3. The equations Lemma 2.13 give deg E¯ = 2+a2 + . . .+ac
and γ = deg E¯ + 2(c − 4). For c = 1 we have deg E¯ = 2 and then κ(X \D) = −∞, contrary
to our assumptions. For c = 3 we obtain HN-type FZ1(deg E¯, a2) if a2 > 12 deg E¯ − 1 and
FZ1(deg E¯, deg E¯−2−a2) otherwise. For c = 2 the HN-types of the cusps of E¯ ⊆ P2 are
(
γ+3
γ+2
)
and
(
2γ+5
2
)
, which is HN-type D(γ, 2, 1) (Fig. 13): indeed, the second cusp can be described by
a non-standard HN-type
(
2γ+4
2
)(
2
1
)
and thus agrees with the formula in Theorem 1.3. Note that
γ > 2 by (∗). 
3D. Remaining cases with one cusp.
Notation 3.8 (Cases with three sections in D). By the results of previous sections (Proposition
3.3, Lemma 3.5, Corollary 3.7 and (∗)) from now on we may and shall assume that we have a
C∗∗-fibration p of P2 \ E¯, such that p extends to a P1-fibration p¯ of X with no fibers in D, the
horizontal part Dh consists of three 1-sections H1, H2, H3 and we have E
2 6 −2 and E2 6 −3
if c = 1. As before, we put γ = −E2.
Now Lemma 2.6 implies that there exists exactly one fiber F0 of p¯ containing exactly two
components not in D, which we denote by Γ1, Γ2. Every other degenerate fiber F of p¯ has a
unique component not in D, which we denote by LF .
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Figure 12. Type FZ1(d, k) Figure 13. Type D(γ, 2, 1).
We have F0 ∩Dv 6= 0. Indeed, otherwise by Corollary 2.8(a) Γi ·Dh = Γi ·D > 2, which is
impossible, as F0 ·Dh = 3.
Lemma 3.9 (Degenerate fibers, h = 3). Let p¯ be as in Notation 3.8 and let F be a degenerate
fiber of p¯.
(a) If F contains some Cj then σ(F ) = µ(C1) = 1 and Cj meets two sections from D.
(b) Components of F not contained in D are (−1)-curves.
(c) Assume σ(F ) = 1. Then Dh meets F only in tips and if F contains no Cj then these tips
are contained in D.
(d) F is a chain.
(e) F contains no subchain of the form [2, 2, 2] meeting Dh in the second component.
Proof. We have h = 3 and ν = 0, so by Corollary 2.8 σ(F ) 6 2 and F ∩ D has σ(F ) + 1
connected components. Since D is connected, each of them meets some 1-section contained in
D.
(a),(b) Assume F contains some Cj. By (3.1) F contains exactly one Cj and, since Cj ·Dh > 0,
µ(Cj) = 1, so by (3.1) Cj meets two sections and hence σ(F ) = 1. By Lemma 2.3 LF is a
(−1)-curve. Assume now that F contains no Cj and suppose some component not in D is not
a (−1)-curve. This can happen only if F has a unique (−1)-curve and σ(F ) = 2. Then F ∩D
has three connected components and each of them contains or belongs to a component of F
of multiplicity 1. By Lemma 2.3(b1) F is a chain and Dh meets it only in tips, so one of its
tips meets two sections from D and hence is not contained in D, say it is Γ1. Then F ∩Dv is
connected, so Γ2 ∩X \D is an affine line; a contradiction with Lemma 2.2.
(c) Since σ(F ) = 1, D∩F has two connected components. If F contains a unique (−1)-curve
then the assertion follows from Lemma 2.3(b1). Otherwise F contains some Cj which meets
two components of Dh. If A denotes the connected component of F ∩ D containing Cj then
Fred − A has only one component of multiplicity 1 and this component is a tip of F .
(d) Suppose R is a branching component of F . Since F contracts to a 0-curve, there is a
connected component T of Fred −R which contracts to a point. Denote this contraction by ϕ.
Clearly, T contains a (−1)-curve which is non-branching in F . If µ(R) > 1 then all components
of T have multiplicity bigger than 1, so T0 ·Dh = 0 and hence the (−1)-curve is not a component
of D. But in the latter case, Corollary 2.8 implies that there is a connected component of F ∩D
contained in T , which is impossible, as D is connected. Thus µ(R) = 1 and hence ϕ∗R, having
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β(ϕ∗F )red(ϕ∗R) > 1, is not a (−1)-curve. Since F has at most two (−1)-curves, (ϕ∗F )red has at
most one. But then Lemma 2.3(b1) implies that ϕ∗R is a tip of ϕ∗F ; a contradiction.
(e) Assume T = [2, 2, 2] is a subchain of F and suppose a section H ⊆ Dh meets the middle
component of T . By (d) and (b) F is a chain and its components not contained in D are
(−1)-curves. It follows that T is contained in D and its tips are contained in different maximal
twigs of D. Because E does not meet any (−2)-curve from D, we may assume T + H ⊆ Q1.
Then successive contractions of (−1)-curves in the contractible divisor Q1 map T onto [2, 1, 2],
which is not negative definite; a contradiction. 
Notation 3.10 (F -distance of sections). For a given P1-fibration of smooth projective surface
Y and a 1-section H of p¯ we denote by ϕH the composition of contractions of vertical (−1)-
curves in Y and its images which do not meet the image of H. Such a contraction exists
by Lemma 2.3(a) and ϕH(Y ) is a P1-bundle. For two sections H, H ′ of p¯ and a fiber F we
define their F -distance dF (H,H
′) as the number of components of multiplicity 1 in the minimal
subchain of F meeting both H and H ′ minus 1. In particular, the F -distance is zero if and
only if H and H ′ meet a common component of F .
Lemma 3.11. If p¯ is as in Notation 3.8 and c = 1 then E is vertical for p¯.
Proof. Suppose that E = H3. Suppose first that F0 is a unique degenerate fiber of p¯. By
Lemma 3.9 F0 does not contain C1. It has exactly two (−1)-curves and they are not components
of D. Moreover, D ∩ F has three connected components (which may be points). We infer that
there exists a contraction ϕ : X −→ X ′ not touching Dh, such that F ′0 = ϕ∗F0 is of type
[1, 2, . . . , 2, 1] and both tips meet ϕ∗Dh. If dF0(Hi, Hj) > 3 for every i 6= j then F ′0 contains a
chain [2, 2, 2, 2, 2] meeting ϕ∗Dh in the middle, so because the base points of ϕ−1 belong to the
(−1)-curves of F ′0, F0 contains a chain of type [2, 2, 2] meeting Dh in the middle component,
contrary to Lemma 3.9(e). Thus, dF0(Hi, Hi) 6 2 for some i 6= j. Then ϕHi : X −→ Fn does not
touch Hi and touches Hj at most twice. Because in Dh there may be at most one section with
self-intersection bigger than (−2) (namely, C1), we have ϕHi(Hi)2+ϕHi(Hj)2 6 H2i +H2j +2 < 0,
hence (ϕHi(Hi)−ϕHi(Hj))2 < 0. But on a Hirzebruch surface ϕHi(Hi)−ϕHi(Hj) is numerically
equivalent to a vertical divisor, so the latter inequality fails; a contradiction.
Thus there is a degenerate fiber F1 of p¯ other than F0. If F1 does not contain C1 then by
Lemma 3.9 it has a unique (−1)-curve, so Lemma 2.3 implies that Dh meets F1 in tips and
these tips are components of D. But E does not meet D − C1, so we infer that F1 contains
C1, and hence p¯ has exactly two degenerate fibers, F0 and F1. By Lemma 3.9 H1 meets C1.
By Corollary 2.8 p has three degenerate fibers, so one of them is contained in a non-degenerate
fiber of p¯. Hence the latter contains a point where two components of Dh meet. This point
does not lie on E, so H1 meets H2.
Now Lemma 3.9 and Lemma 2.3(c) imply that for i = 0, 1 (Fi)red = [1, Ui, 1, Vi], where the
first tip meets E and Ui, Vi are either zero or connected components of Dv. Consider the
contraction ϕE : X −→ X ′ onto some Hirzebruch surface defined above. For a component S
of Dh denote by S
′ its image on X ′. It follows from the definition of ϕE that E ′ · Hi = 0 for
i = 1, 2 and E ′2 = E2 = −γ. Since E ′ − H ′i, i = 1, 2 are numerically equivalent to vertical
divisors, they intersect trivially, so
−E ′2 = E ′ · (H ′2 − E ′) = H ′1 · (H ′2 − E ′) = H ′1 ·H ′2 = min{dF0(H1, E), dF0(H2, E)},
hence dF0(Hi, E) > γ > 3 for i = 1, 2.
Let R1 ⊆ F1 be the component of F1 meeting the sum of C1 and a maximal chain of (−2)-
curves in F1 meeting it and let R0 ⊆ F0 be the component meeting H1. The contraction of C1
and a maximal chain of (−2)-curves in F1 meeting it makes H1 into a (−1)-curve. Since both
Ri’s have multiplicity 1, there is a contraction ϕ : X −→ X ′′ onto a Hirzebruch surface which
contracts neither R0 nor R1. For a component S of Dh denote by S
′′ its image on X ′′. The
contractions in F1 touch H2 at most once, so (H
′′
2 )
2 6 H22 + dF0(H1, H2) + 1. Since H ′′1 −H ′′2 is
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a numerically vertical divisor, we have (H ′′1 −H ′′2 )2 = 0, so
2H ′′1 ·H ′′2 = (H ′′1 )2 + (H ′′2 )2 = −1 + (H ′′2 )2 6 H22 + dF0(H1, H2) 6 dF0(H1, H2)− 2.
But H ′′1 ·H ′′2 > H1 ·H2 > 1, so dF0(H1, H2) > 4. Since we already proved that dF0(Hi, E) > 3,
we get a contradiction with Lemma 3.9(e) as above. 
Lemma 3.12 (Reduction to the case c > 2). If p¯ is as in Notation 3.8 then c > 2.
Proof. Suppose c = 1. By Lemma 3.11 E is vertical. Denote by FE the fiber containing E.
Claim 1. We may assume C1 is vertical.
Proof. Suppose C1 is horizontal, say C1 = H3. Then Dv contains no (−1)-curves and E is one
of the connected components of F ∩D. By Lemma 3.9(c) every degenerate fiber F is a chain
and degenerate fibers with σ(F ) = 1 meet Hi’s in tips contained in D.
Consider the case σ(FE) = 1. Since E meets C1, E is a tip of FE, so FE = [γ, 1, (2)γ−1]
and the sections H1, H2 meet the tip R0 of FE other than E (recall that γ > 3). Then
(FE)red − R0 + C1 supports a fiber of a P1-fibration of X, for which E + C1 vertical, so we
replace p¯ with this new fibration. Since βD(C) = 3, we still have h = 3. Two components
meeting C1 which are now horizontal belong to different connected components of D − C1, so
we have also ν = 0, as required.
Now consider the case σ(FE) = 2. Then Γ1, Γ2 are the only (−1)-curves in FE. Since
E2 6 −3, we see that FE ∩ Dv contains more components than just E. So there is a Γi, say
Γ1, which meets E and a connected component A1 6= 0 of Dv. Let A2 be the divisorial part of
the third connected component of FE ∩D. By Corollary 2.8(a) we have (Γi + Ai) ·Hi = 1 for
i = 1, 2.
Assume that A1 is not a (−2)-chain. Let ϕ be the contraction of Γ1 and subsequent new
(−1)-curves in the image of A1 meeting the image of E. By assumption the image of Γ1 + A1
is nonzero and contains no (−1)-curves. It follows that all contracted curves had multiplicity
bigger than 1, so ϕ does not touch Dh. Since ϕ∗FE meets Dh in three different components,
Lemma 2.3(b1) implies that ϕ∗FE contains at least two (−1)-curves, so ϕ∗E is one of them,
hence ϕ∗(E + C1) = [1, 1]. Then |ϕ∗ϕ∗(E + C1)| induces a P1-fibration of X such that E + C1
is vertical and the new Dh also consists of three 1-sections. Again, two components meeting
C1 which are now horizontal belong to different connected components of D − C1, so we have
also ν = 0, as required. This ends the proof of the claim in this case.
Assume A1 is a (−2)-chain. Γ2 does not meet A1, because otherwise FE contains a proper
subchain Γ1 + A1 + Γ2 = [1, (2)r, 1] for some r > 0, which is impossible, as the chain is not
negative definite. Hence Γ2 meets E, so by the above argument we may in fact assume that
both Ai’s are (−2)-chains (possibly empty). Call ϕ the contraction of FE−E. Then ϕ contracts
FE to a 0-curve, it does not touch C1 and touches H1 and H2 once each. In particular, self-
intersections of all components of ϕ∗Dh are negative. By Lemma 3.9 every other degenerate
fiber of p¯ is a chain with a unique (−1)-curve and it meets Dh in tips. In particular, such an
F can be contracted to a 0-curve so that Dh is touched exactly once. But by Corollary 2.8(b)
p¯ has at most three degenerate fibers, so we obtain a contraction of X onto some Hirzebruch
surface such that the image of Dh contains one section with negative and one with non-positive
self-intersection number. This is a contradiction. 
By Claim 1 we have C1 ⊆ FE. From (3.1) we see that FE is a chain with σ(FE) = 1,
C1 is a tip of FE meeting H1 and H2, and H3 meets the second tip of FE. We infer that
FE = [1, γ, 1, (2)γ−2]. Since γ > 3, we have R = [(2)γ−2] 6= 0. As before, we denote the unique
degenerate fiber with σ = 2 by F0.
Denote by A and B the connected components of Q1−C1, with A containingH1 and H3 and B
containing H2. If H1 meets H3, put A1 = 0. Otherwise, call A1 the connected component of Dv
intersecting H1 and H3 and call FA1 the fiber containing A1. Note that ((FA1)red−A1) ·Dh = 1,
so FA1 ∩ D has two connected components, hence Lemma 2.2 gives σ(FA1) = 1. By Lemma
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3.9 if A1 6= 0 then there exists a connected component A′1 6= 0 meeting Dh only in H2 such
that (FA1)red = [A1, 1, A
′
1] meets Dh in tips. In particular, H1 and H3 meet the same tip of FA1
which is a branching component of D, unless A1 is irreducible.
Claim 2. B is not a (−2)-chain.
Proof. Suppose the contrary. Since Q1 contracts to a smooth point, B meets C1 in a tip.
We claim there is a vertical (−1)-curve Γ 6⊆ D such that Γ ·H1 = 0 and Γ meets the tip of
D contained in B. We have Bv = B − H2. If Bv = 0 then B = H2 is a tip of D, so it does
not meet D − H2 − C1, hence by Lemma 3.9(b) for some i ∈ {1, 2} the curve Γ = Γi ⊆ F0
meets H2. By Corollary 2.8 Γ · (Dh −H2) = Γ · (D −Dv)− 1 = Γ ·D − 2 = 0, so Γ ·H1 = 0.
We may therefore assume Bv 6= 0. Call FB the fiber containing Bv. By Lemma 3.9 Γ exists in
case σ(FB) = 1, so we may assume σ(FB) = 2. The section H2 meets Bv in a component of
multiplicity 1. Suppose Bv contains more than one component of multiplicity 1. Then we have
F0 = Γ1 +Bv + Γ2, because Bv is a (−2)-chain. The fibration p¯ has only two degenerate fibers,
F0 and FE, because for a third degenerate fiber F1 we would have that F1 ∩Dv is contained in
A and meets H2, which is impossible. It follows that Q1 = B + C1 + H1 + H3 + R is a chain
and LFE meets its last tip. Then (pi∗LFE)
2 = 0, which is impossible on P2. Thus there is only
one component of multiplicity 1 in Bv. Then by Lemma 2.3(c) this component is a tip of Bv
and some Γ = Γi meets Bv in the other tip. Now F0 ∩ Dv is not connected and Γ meets two
components of F ∩Dv, so Γ ·H1 = 0.
So Γ does exist. By Corollary 2.8(a) Γ ·D = 2, so |Γ + B + C1| induces a P1-fibration of X
such that Dh consists of three 1-sections, one of which is E. Then the vertical part of D with
respect to this new fibration is contained in Q1, hence is negative definite, which gives ν = 0.
This is a contradiction with Lemma 3.11. 
Claim 3. B + C1 +H1 is a twig of Q1 and A1 = 0.
Proof. We can write B = H2 + B1 + B2, where B1, B2 ⊆ B are connected components of Dv
meeting Dh only in H2 (we allow Bi = 0 if there is less then one such), see Fig. 14. Note that
B1, B2 lie in different fibers FB1 , FB2 of p¯.
Figure 14. The graph of D in Lemma 3.12, Claim 3.
Suppose firstly that βD(H2) = 3. Then B1, B2 6= 0. The contractibility of Q1 implies that
H2 + C1 + A contracts to a smooth point, so A is a (−2)-chain and A = H1 + A1 + H3 + R.
In particular Dv − FE ∩ Dv = A1 + B1 + B2 and either A1 = 0 or A1 = [2]. If FBi does not
contain A1 then, FBi ∩ Dv is connected, so by Lemma 3.9 and Lemma 2.3 σ(FBi) = 2 and
Bi is a (−2)-chain. This is also the case if A1 6= 0 is contained in some FBi , because then
Bi = A
∗
1 = [2]. But the contractibility of Q1 implies that B1 + [1] + B2 is negative definite, so
Bi’s cannot both be (−2)-chains; a contradiction.
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Thus βD(H2) 6 2 and we may assume B2 = 0. By Lemma 3.9 B1 = B − H2, which is the
vertical part of B, is a chain. Suppose it is nonzero and does not meet H2 in a tip. By Lemma
3.9(c) B1 ⊆ F0 and, since now βD(H2) = 2, A′1 = 0 and hence A1 = 0. The contractibility of
Q1 to a smooth point implies that A is a chain, so A = H1 + H3 + R. Then F0 ∩ Dv = B1,
which is connected. As before, it follows that B1 is a (−2)-chain. Since by assumption H2 does
not meet it in a tip, Q1 is not contractible to a smooth point; a contradiction.
Thus B + C1 is a twig of Q1. Then in fact B + C1 + H1 is a twig of Q1, because otherwise
H1 +C1 +B contracts to a smooth point, so B is a (−2)-chain, contrary to Claim 2. We have
now B = B1 and A − H1 − H3 = A1 + R + A3, where A3 is a connected component of Dv
meeting Dh only in H3. It remains to show that A1 = 0. Suppose that A1 6= 0. From the
discussion preceding the claim we know that FA1 is a chain containing A
′
1 = B1. Then F0 ∩Dv
equals A3, so it is connected. Since F0 is a chain with two (−1)-curves, this means that A3 is a
(−2)-chain. But then H3 meets two (−2)-curves, one in R and one in A3. This is impossible,
as Q1 contracts to a smooth point; a contradiction. 
We have now H1 ·H3 = 1 and Dv−FE∩Dv = B1+A3 with A3 as above. Since H1 ·(B1+A3) =
0, it follows from Lemma 3.9(c) that p¯ has only two degenerate fibers, F0 and FE. From the
above claim and Lemma 3.9 in follows that (F0)red is a chain [1]+A3+[1]+B1 or [1]+B1+[1]+A3.
The contraction ϕH2 : X −→ X ′ onto a Hirzebruch surface (see Notation 3.10) does not touch
H2 and touches H1 exactly dF0(H1, H2) times. Put H
′
i = ϕH2(Hi). The divisor H
′
1 − H ′2 is
vertical, so we obtain
0 = 2H ′1 ·H ′2 = H ′21 +H ′22 = H21 +H22 + dF0(H1, H2),
hence dF0(H1, H2) = −H21 −H22 > 4. Similarly for j = 1, 2
2Hj ·H3 6 2H ′j ·H ′3 = H ′2j +H ′23 = H2j +H23 + 2 + dF0(Hj, H3) 6 dF0(Hj, H3)− 2,
so dF0(H1, H3) > 4 and dF0(H2, H3) > 2. If dF0(H2, H3) > 3 then F0 contains a subchain of
type [2, 2, 2] meeting H2 in the middle, which contradicts Lemma 3.9(e). Thus dF0(H2, H3) = 2.
Then the above equality gives H22 = H
2
3 = −2. If A3 = 0 then F0 ∩Dv = B1 is connected, so
since F0 is a chain with two (−1)-curves, B1, and hence B, is a (−2)-chain, contrary to Claim
2. Thus A3 6= 0 and H3 is a branching (−2)-curve in D. Because of the contractibility of Q1
to a smooth point we see that B1 + H2 + C1 + H1 + H3 contracts to a smooth point and H3
contracts last. It follows that B is a (−2)-chain; a contradiction with Claim 2. 
Corollary 3.13. Let E¯ ⊆ P2 be a rational unicuspidal curve whose complement P2 \ E¯ is of
log general type. If the complement is C∗∗-fibered then E¯ is of HN-type OR1 or OR2.
3E. Remaining cases with at least two cusps.
We keep the assumptions from Notation 3.8 and the notation from Section 2C. In particular,
h = 3 and ν = 0 (that is, D contains no fiber and has exactly three horizontal components, the
components are sections of p¯). We have also −E2 = γ > 2.
Lemma 3.14. If p¯ is as in Notation 3.8 then c 6 2. In case c = 2 we may choose p¯ so that E
is vertical and C1 + C2 is horizontal.
Proof. For c = 1 there is nothing to prove, so we assume c > 2. Suppose that E is horizontal,
say E = H3. Let j ∈ {1, . . . , c}. If Cj is horizontal put ϕj = id, otherwise define ϕj as the
contraction of the fiber containing Cj to a 0-curve which does not contract Cj. Note that in
the second case by Lemma 3.9(a) Cj meets some component of Dh−E, so Qj has a horizontal
component. We obtain c = 2.
The fiber F0 meets E in a component which is not contained in Dv. Therefore, Lemma 3.9
and Lemma 2.3 imply that (F0)red is a chain of type [1, U1, 1, U2] meeting E in the first tip, say,
Γ1. Note that U1 · Dh = 1. Say that F0 meets H1 in a component U ′1 of U1. Then F0 meets
H2 and E in different tips. Let ψ denote the contraction of F0 to a 0-curve which does not
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touch H1. Denote by H
′
1, H
′
2 and E
′ the images of H1, H2 and E on the Hirzebruch surface
ψ ◦ ϕ1 ◦ ϕ2(X). The divisors H ′j − E ′, j = 1, 2 are vertical, so they intersect trivially. We get
(E ′)2 = E ′ · (E ′ −H ′1) + E ′ ·H ′1 = H ′2 · (E ′ −H ′1) + E ′ ·H ′1 = E ′ · (H ′1 +H ′2) > 0.
Since ϕ1 ◦ ϕ2 does not touch E, we actually have (ψ∗E)2 > 0. Because E2 < 0, there is a
decomposition ψ = ψ1 ◦ ψ0 such that ψ0∗E is a 0-curve. Then the total transform F of ψ0∗E on
X induces a P1-fibration q¯ of X for which E is vertical. The divisor Fred consists of E and a
subchain of (F0)red−U ′1 containing Γ1. By Lemma 2.3 the components of F of multiplicity 1 for
q¯ are tips of F . It follows that the horizontal part of D for q¯ consists of three 1-sections, namely
C1, C2 and a component of F0. Moreover, Fred 6⊆ D and D − (F ∩D) is negative definite, so
D contains no fiber of q¯. Replacing p¯ with q¯ we can assume that E is vertical.
Denote by FE the fiber containing E. Since ν = 0, by Lemma 2.2 FE ∩D has at least two
connected components and each of them meets Dh. Suppose some Cj is vertical. Then Cj ⊆ FE
and by Lemma 3.9(a) C1 meets two sections contained in D. We infer that all other Cj’s are
horizontal, so they meet E. This means that E + Cj meets all sections of Dh; a contradiction.
Thus C1 + . . .+Cc is horizontal. Since FE ∩D has at least two connected components, E meets
at most two horizontal components of D, so c = 2. 
Proof of the Proposition 3.1. By Corollary 3.13 if c = 1 then E¯ is of HN-type OR1 or
OR2. Hence we can assume that c > 2. By the results of the previous subsections we may
assume that p is as in Notation 3.8, that is, it extends to a P1-fibration p¯ of X, D has three
horizontal components and contains no fiber, and γ = −E2 > 2. Then by Lemma 3.14 c = 2
and we can assume that Dh = C1 + C2 +H for some H ⊆ Q1 − C1.
We first give a rough description of degenerate fibers of p¯ (see Fig. 15). By Lemma 3.9 they
Figure 15. The graph of D in the proof of Proposition 3.1.
are chains, there are at most three of them and their (−1)-curves are exactly the components
not contained in D. Denote by FE the fiber containing E and by F0 the unique fiber with
σ = 2. Because E · Dh = 2, we see that FE is a chain [γ, 1, (2)γ−1] with a unique (−1)-curve
LFE ⊆ D. Then R = (FE)red − LFE = [(2)γ−1] is a connected component of Dv meeting H
in a tip of FE. Denote by V2, W2 the connected components of (Q2)v = Q2 − C2. They both
meet the 1-section C2, so they lie in different fibers FV and FW , respectively. We may assume
that σ(FV ) 6 σ(FW ). By Lemma 3.9 FV is a chain of the form V1 + LFV + V2, where V1 6= 0
is the connected component of (Q1)v = Q1 − C1 − H meeting both H and C1. Moreover, H
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and C1 meet the same component V of V1, which is a tip of FV . Call W1 and U the connected
components of (Q1)v −R meeting Dh respectively only in C1 and only in H (we allow U = 0).
We have FE ∩Dv = E+R, FV ∩Dv = V1 +V2 and hence F0∩Dv = W1 +W2 +U . Since F0 is a
chain, W1, W2 and U are chains. In F0 we have two (−1)-curves Γ1 and Γ2 and we can choose
their names so that Γi ·Wi = 1 for i = 1, 2. Exactly one of W1, W2, U meets both Γi’s, but for
now we do not know which one.
Put s = −H2−1 > 1. Put p = −V 2−1 > 1 if V ( V1 and p = −V 2 if V1 = V . This notation
is introduced in a way which makes the final result consistent with notation in Theorem 1.3
and in the Figures 16-19 The contractibility of Q1 to a smooth point implies that p > 2.
Claim 1. Γ2 ·W1 = 0.
Proof. Suppose W1 meets Γ2. Then the order of components in F0 is U , Γ1, W1, Γ2, W2 and
C2 meets W2 in a tip, hence Q2 is a chain. Note that W1 is not a (−2)-chain, for otherwise a
proper subchain Γ1 + W1 + Γ2 of F0 would not be negative definite, which is impossible. The
contractibility of Q1 to a smooth point implies that V1 = V and s > 2 if U 6= 0. We obtain
V2 = V
∗
1 = [(2)p−1] and, because Q2 contracts to a smooth point, W2 = [(2)r, p + 1] for some
r > 0. Denote by W ′1 the component of W1 meeting C1.
Suppose U 6= 0. Then H + V + C1 + W1 contracts to a smooth point and H contracts
last, so W1 = [(2)s−2, 3, (2)p−2] and W ′1 is a tip of W1, hence it meets Γi for some i ∈ {1, 2}.
Because µ(W ′1) = 1, Lemma 2.3(c) implies that we can contract this Γi and new (−1)-curves
in the images of F0 in such a way that the image of W
′
1 is a tip of the image of F0. Denote
this morphism by ϕ. Then the exceptional divisor of ϕ is [1, 2, . . . , 2] and, since U,W2 6= 0, it
is reducible. But (ϕ∗W ′1)
2 < 0 and W ′1 is a (−2)- or a (−3)-curve, so (W ′1)2 = −3 and then
ϕ∗(Γ1 + W1 + Γ2) = [1, 2, . . . , 2, 1] is a proper subchain of ϕ∗F0 which is not negative definite;
a contradiction.
Thus U = 0. Suppose Q1 is not a chain. Then βQ1(W
′
1) = 3, so the contractibility of Q1
implies that R + H + V + C1 + W
′
1 contracts to a smooth point and W
′
1 contracts last. Thus
R + H + V is a (−2)-chain and (W ′1)2 = −#(R + H + V ) − 2 6 −4. In particular, p = 2.
Because F0 contracts to a 0-curve, we get W1 = [(2)u, 3, r + 2] for some u > 0. But then W ′1 is
a tip of W1; a contradiction.
Hence Q1 is a chain. Note that the component of R meeting LFE is not the last component
of Q1 contracted by pi, because otherwise pi∗LFE would be a 0-curve on P2, which is impossible.
The contractibility of Q1 gives W1 = [(2)u, γ + 2, (2)s−2, 3, (2)p−2] if s > 2 and W1 = [(2)u, γ +
1, (2)p−2] otherwise. If the tip of W1 met by Γ1 is a tip of D then (F0)red = [1, (2)u, γ +
2, (2)s−2, 3, (2)p−2, 1, (2)r, p+ 1] if s > 2 and [1, (2)u, γ + 1, (2)p−1, 1, (2)r, p+ 1] if s = 1. But we
check easily that for p, γ > 2 these chains do not contract to 0-curves, as they should. Since
F0 is a chain, we infer that Γ2 meets the chains W1 and W2 in tips of D and hence pi∗Γ2 is a
line. We have pi∗LFE · pi∗Γ2 = 1, so pi∗LFE is a line, and thus u + 1 = (pi∗LFE)2 = 1, so u = 0.
In case s = 1 we get (F0)red = [1, (2)p−2, γ+ 1, 1, (2)r, p+ 1] and, because p > 2, this chain does
not contract to a 0-curve. Hence s > 2 and (F0)red = [1, (2)p−2, 3, (2)s−2, γ + 2, 1, (2)r, p + 1].
This chain contracts to a 0-curve if and only if s = p and r = γ. Then pi∗LFV is a rational
unicuspidal curve of HN-type
(
pγ+p+1
pγ+1
)
and deg pi∗LFV = pi∗LFV · pi∗Γ2 = pγ + 2. Moreover,
the self-intersection number of the proper transform of pi∗LFV on the minimal log resolution of
(P2, pi∗LFV ) equals γ + 1. This is a contradiction with Lemma 2.13(a). 
Claim 2. U · Γ1 = 0. Either U = 0 or U = [γ + 1].
Proof. Assume U 6= 0 and denote by U0 the component of U meetingH. Consider a contraction
of Q2 to a point followed by contractions in Q1 until U0 becomes a (−1)-curve. The image of
LFE is a 0-curve and the image of Γ1 is disjoint from it and has non-negative self-intersection,
so they are in fact fibers of the same P1-fibration of the resulting surface. It follows that Γ2
meets U in U0.
Suppose that U meets Γ1 too. Since µ(U0) = 1, it is possible to contract F0 to a 0-curve
without contracting U0, which implies that W1 = [(2)w1 , u + 2] and W2 = [(2)w2 ] for some
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w1 > 0, w2 > 0 such that w1 + w2 = γ + 2. Since C2 + V2 is a chain, the contractibility of
Q2 implies now that V2 = [(2)v, w2 + 2] for some v > 0, hence V1 = V ∗2 = [v + 2, (2)w2 ]. In
particular, V is a branching (−2)-curve in D meeting C1. Since W1 6= 0, Q1 does not contract
to a smooth point in this case; a contradiction.
Thus U ·Γ1 = 0, which means that the order of components in F0 is W1, Γ1, W2, Γ2, U . Then
U0, having multiplicity 1, is a tip of F0 and meets Γ2, so U = U0 and R+ [1] + U0 contracts to
a smooth point, hence U0 = [γ + 1]. 
We infer that the order of components in F0 is W1, Γ1, W2, Γ2, U . Then the tip of W1
meeting Γ1 is a tip of D. We have the following four cases.
Case U = [γ + 1], V1 − V 6= 0.
Since V1−V 6= 0, V is a branching component of D, so the contractibility of Q1 implies that
V +C1 +W1 contracts to a smooth point and V contracts last. Then W1 = [(2)p−1]. Similarly,
H + [1] + (V1 − V ) contracts to a smooth point and H contracts last, so V1 = [(2)s−1, p + 1]
and hence s > 2. We obtain V2 = V ∗1 = [s+ 1, (2)p−1]. Because of the contractibility of Q2, we
infer that W2 meets C2 in a (−p− 1)-curve which is non-branching in Q2. In particular, Q2 is
a chain.
Let ϕ be the contraction of W1 + Γ1. If ϕ∗Γ2 is a unique (−1)-curve in ϕ∗F0 then by Lemma
2.3 F0 = [(2)p−1, 1, p+2, (2)γ−1, 1, γ+1], so W2 does not contain a (−p−1)-curve, as it should. So
ϕ∗F0 contains a (−1)-tip and then Lemma 2.3 gives F0 = [(2)p−1, 1, p+1, (2)r, 3, (2)γ−1, 1, γ+1]
for some r > 0. We have γ, p > 2, so since C2 meets W2 in a (−p − 1)-curve which is non-
branching in Q2, C2 meets the same component of W2 as Γ1. Then Q2 = V2 + C2 + W2 =
[s + 1, (2)p−1, 1, p + 1, (2)r, 3, (2)γ−1] contracts to a smooth point, so 0 6 r = s − 2. Using
Lemma 2.12 we check that this is the HN-type A(γ, p, s) with γ > 2, see Fig. 16.
Case U = [γ + 1], V1 = V .
We have V2 = V
∗
1 = [(2)p−1], so C2 +V2 contracts to a smooth point. Because Q2 contracts to
a smooth point too, W2 meets C2 in a −(p+ 1)-curve. The divisor H + V +C1 +W1 contracts
to a smooth point in such a way that H contracts last. Thus either (i) W1 = [(2)s−2, 3, (2)p−2]
if s > 2 or (ii) W1 = [(2)p−2] if s = 1. Since W1 6= 0, we have p > 3 in case (ii).
Contract Γ1 and the new (−1)-curves in the subsequent images of F0 until the image of
Γ2 is the only (−1)-curve in the image of F0 which is not a tip. The contracted curves are
of multiplicity at least 2 in F0, so the resulting morphism ϕ does not touch Dh. Then ϕ∗F0
has three components of multiplicity one, so Lemma 2.3(b1) implies that ϕ∗F0 does contain
a (−1)-tip. It follows from Lemma 2.3(c) that ϕ∗F0 is of the form [1, (2)u, 3, (2)γ−1, 1, γ + 1].
Depending on whether u > 0 or not, we infer that there are the following possibilities for F0:
case (i): either F0 = [(2)p−2, 3, 2s−2, 1, s, p+ 1, (2)u, 3, (2)γ−1, 1, γ + 1]
or F0 = [(2)p−2, 3, 2s−2, 1, s, p+ 2, (2)γ−1, 1, γ + 1],
case (ii): either F0 = [(2)p−2, 1, p, (2)u, 3, (2)γ−1, 1, γ + 1]
or F0 = [(2)p−2, 1, p+ 1, (2)γ−1, 1, γ + 1].
As noted before, W2 meets C2 in a −(p + 1)-curve. In the second and third case this implies
that s = p+1 and we check easily that Q2 = V2 +C2 +W2 does not contract to a smooth point.
Hence the first or the last case holds. The contractibility of Q2 implies that in the first case
the chain [s, 1, (2)u, 3, (2)γ−1] contracts to a smooth point, so u = s − 2. This is the HN-type
B(γ, p, s) for γ, s > 2, see Fig. 17. The last case corresponds to HN-type A(γ, p − 1, 1) with
γ > 2.
Case U = 0, V1 − V 6= 0.
We have now βQ1(H) = 2 and (F0)red ∩Dv = W1 + W2. Since V is a branching component
of Q1, V + C1 +W1 contracts to a smooth point and V contracts last. Then W1 = [(2)p−1], so
F0 is of the form [(2)p−1, 1, p+ 1, (2)r, 1] for some r > 0 and W2 = [p+ 1, (2)r]. If W2 does not
PLANAR RATIONAL CUSPIDAL CURVES I. C∗∗-FIBRATIONS 32
Figure 16. Type A(γ, p, s).
Figure 17. Type B(γ, p, s).
meet C2 in a tip then C2 + V2 contracts to a smooth point, so V2 is a (−2)-chain and hence
V1 = V
∗
2 is irreducible, which is not the case. Hence W2 intersects C2 in a tip.
Recall that the component of R meeting LFE is not the last component of Q1. Then the
contractibility of Q1 implies that V1 = [(2)u, γ + 2, (2)s−1, p + 1] for some u > 0, hence V2 =
V ∗1 = [u+2, (2)γ−1, s+2, (2)p−1]. In particular, the component of V2 meeting C2 is a (−2)-curve,
because p > 2. The contractibility of Q2 implies that the component of W2 meeting C1 is not
a (−2)-curve, hence it is a −(p+ 1)-curve and then r = s− 1 and u = 0. This is the HN-type
C(γ, p, s) with γ > 2, see Fig. 18. 
Case U = 0, V1 = V .
In this case Q1 is a chain. As in the proof of the Claim 1, the fact that Q1 contracts to a
smooth point and R is not contracted last implies that W1 = [(2)u, γ+2, (2)s−2, 3, (2)p−2] if s > 2
and W1 = [(2)u, γ + 1, (2)p−2] if s = 1. Furthermore, V2 = V ∗1 = [(2)p−1]. Since F0 contracts to
a 0-curve, we obtain W2 = [(2)r, p+ 1, s+ 1, (2)γ−1, u+ 2] for some r > 0. Clearly, C2 meets W2
in a component of multiplicity one and these are contained in the initial subchain [(2)r, p+ 1].
The contractibility of Q2 to a smooth point implies that this component is a −(p + 1)-curve,
so the image of W2 after the contraction of C2 + V2 equals [u+ 2, (2)γ−1, s+ 1, 1, (2)r] and this
chain contracts to a smooth point. The latter is possible only if r = s − 1 and u = 0. This is
the HN-type D(γ, p, s) for γ > 2, see Fig. 19.
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Figure 18. Type C(γ, p, s).
Figure 19. Type D(γ, p, s).
4. Realization of HN-types.
In this section we show that each of the HN-types listed in Theorem 1.3 is realized by a
rational, cuspidal planar curve which is unique up to a projective equivalence. We also prove
that the complements of those curves are C∗∗-fibered surfaces of log general type.
The fact that curves of different HN-types in Theorem 1.3 are not projectively equivalent can
be seen by a direct comparison either of standard HN-types (which are unique) or of multiplicity
sequences or of weighted graphs of minimal log resolutions.
4A. Existence of C∗∗-fibrations.
Proposition 4.1. Let E¯ ⊆ P2 be a rational cuspidal curve of one of the HN-types listed in
Theorem 1.3. Then P2 \ E¯ admits a C∗∗-fibration and is of log general type.
We first prove (Lemma 4.3) that P2 \ E¯ is of log general type. As it was noticed in Lemma
2.14, this could be deduced from the available classification of cuspidal curves with κ 6= 2.
However, we provide a direct argument. We have the following analogue of Proposition 3.3:
Proposition 4.2 (Reduction to C∗-fibrations with no base points). Let (X,D) be a smooth
snc-minimal completion of a smooth Q-acyclic surface of non-negative Kodaira dimension. If
X \D has a C∗-fibration then it has a C∗-fibration without base points on X.
Proof. Let ρ be a C∗-fibration of X \ D and let τ : (X† , D† ) −→ (X,D) be the minimal
resolution of base points of ρ on X. Denote by ρ¯ the completion of ρ and suppose τ 6= id. By
the minimality of τ , its last exceptional curve H is horizontal for ρ¯. Since D is snc, βD† (H) 6 2.
Because κ(KX† + D
† ) = κ(X \ D) > 0, KX† + D† is linearly equivalent, as a Q-divisor,
to some effective Q-divisor. For a general fiber f of ρ¯ we have (KX† + D† ) · f = 0 by the
adjunction formula, so this divisor is vertical, hence it can be written as αf + N , where α
is rational and non-negative and N is an effective vertical Q-divisor with negative-definite
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intersection matrix. It follows that κ(X \ D) = κ(αf). Since H is non-branching, we have
α 6 H · (KX† + D† ) = −2 + βD† (H) 6 0, hence α = 0 and βD† (H) = 2. In particular,
κ(X \D) = 0. (Note that for now we did not use the fact that X \D is Q-acyclic).
The fibration ρ is necessarily twisted, that is #D†h = 1. Indeed, otherwise by [Pal12, 4.10]
at least three fibers of ρ¯ meet H in a component of D†v, contrary to the fact that βD† (H) 6 2.
Thus we are left with the case when all C∗-fibrations of X \D are twisted. By [Pal12, 6.1(4)]
this is possible only if there is an snc-minimal smooth completion (X ′, D′) of X \D such that
D′ = T1 + T2, where T1 = [2, 1, 2], T2 = [2, k, 2] for some k > 1 and these chains meet once in
their middle components. Because all components of D′ have negative self-intersection numbers,
the snc-minimal smooth completion is unique, so (X,D) ∼= (X ′, D′). Now T1 supports a fiber
of a P1-fibration of X which restricts to a (twisted) C∗-fibration of X \D with no base points
on D, which finishes the proof. 
Lemma 4.3 (Complements are of log general type). Let E¯ ⊆ P2 be a rational cuspidal curve
of one of the HN-types listed in Theorem 1.3. Then κ(P2 \ E¯) = 2.
Proof. Note first that since all components of D have negative self-intersection numbers, up to
an isomorphism (X,D) is the unique minimal snc-completion of X \D and hence all boundary
components in all snc completions of X \D have negative self-intersection numbers.
If κ(P2 \ E¯) = −∞ then by [Miy01, 3.4.3.1] P2 \ E¯ admits a C1-fibration ρ over C1. But
the fiber at infinity of a minimal completion of such a fibration is a smooth (0)-curve, which
contradicts the claim above. So we have κ(X \D) ∈ {0, 1}.
By Lemma 2.14 there is a C∗-fibration ρ of P2 \ E¯, and by Proposition 4.2 we may assume
that it has no base points on X. Denote by ρ¯ : X −→ P1 the completion of ρ. Suppose D
contains a fiber F∞ of ρ¯. Since D contains no 0-curve, [Fuj82, 7.5] implies that ρ is twisted,
F∞ = [2, 1, 2] and the horizontal component of D meets the fiber once in the middle curve
D0, which is a branching (−1)-curve in D. Because [2] is one of the connected components of
D−D0, we have D0 6= E, hence D0 = C1. Since F∞ is not negative definite, it is not contained
in D − E, so E ⊂ F∞. It follows that c = 1, so E¯ ⊂ P2 is of HN-type OR1 or OR2 (see Fig.
20-21). But C1 = D0 meets two (−2)-tips of D contained in F∞, which is false for the latter
HN-types; a contradiction.
Figure 20. Type OR1(k).
Thus D contains no fiber of ρ¯. By Lemma 2.6 the horizontal part of D consists of two 1-
sections, H1 and H2, and every fiber of ρ¯ has exactly one component not contained in D. Since
κ(X \D) > 0, by [Pal12, 4.9(C)] βD(H1) = βD(H2) > 2 (note that in this case βD(Hj) = 1 +n,
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Figure 21. Type OR2(k).
where n is the number of ’columnar’ fibers; see loc. cit.). Because all components of D−E have
βD 6 3, we get βD(H1) = βD(H2) = 3. Suppose some Cj is vertical. Since it is a branching
(−1)-curve, at least one of the components of D−Cj meeting it is horizontal. Then µ(Cj) = 1,
so Cj is a tip of the fiber containing it, hence Cj ·H1 = Cj ·H2 = 1. Since D contains no loop,
there is at most one vertical Cj and since all Cj’s are disjoint, we get in fact c = 1. However,
because at least one of the components of Q1 meeting C1 is non-branching, we have H1 = E
and hence c = βD(H1) = 3; a contradiction.
Therefore, C1 + . . .+ Cc is horizontal, and hence c 6 2. Since βD(E) = c, we infer that E is
vertical. Let FE be the fiber containing E. Assume c = 2. Then C1 +C2 is horizontal, and does
not meet Dv−E. Due to the connectedness of D we obtain Dv∩FE = E, so FE = E+L = [1, 1]
for some (−1)-curve L. But L does not meet D − E, so its image on P2 is a (−1)-curve; a
contradiction. Hence c = 1 and the HN-type of E¯ is one of OR1, OR2. For these HN-types
E2 = −2 and there are at most two branching components of D, namely C1 and one of the
components of D−E meeting it, call it B. The horizontal components of D are branching, so
C1 + B is horizontal. Since D is snc and connected, the fiber containing the point C1 ∩ B is
smooth. By [Fuj82, 7.6(2)] the reduction of FE is [E, 1, E
∗]. Since E2 = −2, we have E∗ = [2],
so B meets a (−2)-tip. But the latter is false for HN-types OR1, OR2; a contradiction. 
In order to prove Proposition 4.1, it remains to show the following
Lemma 4.4 (Complements are C∗∗-fibered). Let E¯ ⊆ P2 be a rational cuspidal curve of one
of the HN-types listed in Theorem 1.3. Then P2 \ E¯ is C∗∗-fibered.
Proof. If E¯ ⊆ P2 is of HN-type FZ1 then the multiplicity of q2 ∈ E¯ equals deg E¯ − 2, so the
pencil of lines through q2 gives a C∗∗-fibration of P2 \ E¯.
Assume that E¯ ⊆ P2 is of one of the HN-types A - D. Using Lemma 2.11 we see that the
multiplicity sequence of q1 ∈ E¯ is of the form (µ, (µ′)γ, . . . ) with µ′ = deg E¯ − µ − 1 < µ.
Because κ(P2 \ E¯) = 2 by Lemma 4.3, Lemma 2.2 implies that the line ` tangent to E¯ at q1
meets E¯ \{q1} at least once, hence ` ·E¯ > µ+µ′+1 = deg E¯, so by the Bezout theorem we have
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an equality (cf. Section 4B). We check that µ > γµ′, which implies that after γ + 1 blowups
over q1 ∈ E¯ the reduced total transform of ` is a chain [γ + 1, 1, (2)γ−1, 1] (the last component
is the proper transform of `), the proper transform of E¯ meets the second component of this
chain and it does not meet the third one. Hence there is a twig T = [(2)γ−1] of Q1 such that
the proper transform L of ` on X meets D only in tip+(T ) and E, each once and transversally.
The chain E + L + T = [γ, 1, (2)γ−1] supports a fiber of a P1-fibration of X. It is met by
the remaining part of D once in tip−(T ) and twice in E (E¯ is bicuspidal), so the P1-fibration
restricts to a C∗∗-fibration of X \D = P2 \ E¯.
Assume now that E¯ ⊆ P2 is of HN-type E or F . The last HN-pair of q1 ∈ E¯ is
(
2
1
)
, which by
Lemma 2.12 means that there is a twig T = [2] of Q1 meeting the remaining part of D in C1.
Since γ = 2, the linear system |T + 2C1 + E| induces a P1-fibration of X, which restricts to a
C∗∗-fibration of P2 \ E¯.
For HN-type G the multiplicity sequence of q1 ∈ E¯ equals (γ−1)4 and we have deg E¯ = 2γ−1,
so the line ` tangent to E¯ at q1 satisfies (` · E¯)q1 = 2(γ − 1) and meets E¯ \ {q1} in one point,
transversally. Denote by L be the proper transform of ` on X. We have Q1 = [(2)3, γ, 1, (2)γ−2].
Denote by Ti the i-th component of Q1. Since (` · E¯)q1 = 2(γ − 1), L is a (−1)-curve meeting
Q1 only in T2, transversally. Then |2L+ 2T2 + T1 + T3| supports a fiber of a P1-fibration of X.
Since L meets E once and transversally, this P1-fibration restricts to a C∗∗-fibration of P2 \ E¯.
Finally, assume that E¯ ⊆ P2 is of HN-type OR1 or OR2. Then E2 = −2. Because Q1
contracts to a smooth point, there is a (−2)-curve C in Q1 meeting C1 and satisfying βD(C) 6 2.
The linear system |C+2C1 +E| induces a P1-fibration of X, which restricts to a C(n∗)-fibration
of P2 \ E¯, where n = βD(C) 6 2. Because κ(P2 \ E¯) = 2 by Lemma 4.3, the Iitaka Easy
Addition theorem implies that we actually have an equality, which finishes the proof. 
To prove Theorem 1.3 it remains to show the following Proposition.
Proposition 4.5. Each HN-type from the list in Theorem 1.3 is realized by a rational cuspidal
curve which is unique up to a projective equivalence.
The existence and uniqueness of the Flenner-Zaidenberg curves of the first kind, FZ1(d, k),
d > 4, k > 1, is shown in [FZ96, 3.5] by a direct computation of power series. The Orevkov
curves OR1(k),OR2(k), k > 1 are constructed in [Ore02, §6] by an inductive application of
some (uniquely determined) Cremona transformations and [Ton12b, Lemma 15] shows that any
curve of HN-type OR1(k), OR2(k) can be constructed that way. It is easy to see from this
construction that such curves are unique up to a projective equivalence.
Therefore, it remains to show the existence and uniqueness of curves of HN-types A - D; E
- F and G. This is done in Lemmas 4.6, 4.8 and 4.9, respectively.
4B. HN-types A - D: closures of C∗-embeddings with a good asymptote.
Let E¯ ⊆ P2 be a rational cuspidal curve of one of the HN-types A - D. The multiplicities
of the cusps of E¯ add up to deg E¯, so by the Bezout theorem the line ` joining them does not
meet E¯ \ `. Therefore, E¯ \ ` is the image of some smooth embedding C∗ ↪→ C2.
Denoting by t1 the line tangent to E¯ at q1 we see that for the HN-types A - D this affine line
is a so-called good asymptote for this embedding, that is, t1 \ ` is isomorphic to C1 and meets
E¯ \ ` at most once and transversally. Indeed, since the multiplicity sequence of q1 is of the form
(µ, µ′, . . . ) with µ + µ′ = deg E¯ − 1, the Bezout theorem implies that the latter holds. Such
C∗-embeddings into C2 have been classified in [CNKR09, Thm. 8.2]. In fact only part (ii) of
the latter theorem is of interest for us, because the embeddings from part (i) either have only
one place at infinity, and hence their closure on P2 is not cuspidal (8.2(i.2) for a > b(k + 1),
b > 1, see 6.8.1.3 loc. cit.) or they have two places at infinity but they admit a so-called very
good asymptote, which is an affine line contained in P2 \ E¯, and hence by 2.2 κ(P2 \ E¯) 6 1
(remaining cases of 8.2(i), see 6.8 and 7.4 loc. cit.). The authors give equations and sequences
of HN-pairs computed with respect to the line at infinity, that is, the line gives the starting
smooth germ Z1, see Sec. 2D. As always, the multiplicity sequences can be computed using
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(2.11). Those pairs can be also easily converted into HN-pairs in a standard form using (2.4).
We describe the results. To avoid a conflict of notation we denote the parameters s and p from
[CNKR09, Thm. 8.2(ii)] by s′ and p′ respectively.
A(γ, p, s) By 6.9.1 loc. cit. this HN-type is realized by closures of embeddings (gga+)(k = γ, p′ =
p, s′ = s) given by 8.2(ii.1).
B(γ, p, s) By 6.9.2 loc. cit, this HN-type is realized by closures of embeddings (gga−)(k = γ, p′ =
p, s′ = s) given by 8.2(ii.2).
C(γ, p, s) If s > 2 then by 6.10.1 loc. cit. this HN-type is realized by closures of embeddings
(bga+)(k = γ + 1, p′ = p, s′ = s − 1) given by 8.2(ii.4). The HN-type C(γ, p, 1) is by
6.9.2 loc. cit realized by closures of embeddings (gga−)(k = γ + 1, p′ = 1, s′ = p + 1)
given by 8.2(ii.2).
D(γ, p, s) If s > 2 then by 6.10.2 loc. cit. this HN-type is realized by closures of embeddings
(bga−)(k = γ + 1, p′ = p, s′ = s − 1) given by 8.2(ii.5). The HN-type D(γ, p, 1) for
p > 3 is by 6.10.1 loc. cit. realized by closures of embeddings (bga+)(k = γ + 2, p′ =
1, s′ = p − 2) given by 8.2(ii.4). The HN-type D(γ, 2, 1), again by 6.10.2 loc. cit, is
realized by closures of embeddings (bga−)(k = γ + 2, p′ = 1, s′ = 1).
This comparison shows that curves of each HN-type A - D do exist.
Lemma 4.6 (Uniqueness for HN-types A - D). Up to a projective equivalence, for every
admissible choice of parameters γ, p, s as in Theorem 1.3 there exists a unique rational cuspidal
curve of each of the HN-types A(γ, p, s)−D(γ, p, s).
Proof. Let E¯j, j = 1, 2 be rational cuspidal curves of the same HN-type, one of A - D. Let
q1,j, q2,j be the cusps of E¯j. Recall that their multiplicities add up to deg E¯j, so by the Bezout
theorem the line `j joining them does not meet E¯j \ `j and we have (`j · E¯j)qi,j = µ(qi,j),
i, j ∈ {1, 2}. In particular, E¯j \ `j is the image of one of the C∗-embeddings listed above. Thus
[CNKR09, 8.2.(iii)] implies that we may choose coordinates on C2 = P2 \ `j so that E¯j \ `j is
given by one of the equations listed in loc. cit. Moreover, closures of different cases on those
lists have different HN-types, so we have an isomorphism
ψ : (P2 \ `1, E¯1 \ `1) −→ (P2 \ `2, E¯2 \ `2).
Let pij : (Xj, Dj) −→ (P2, E¯j) be the minimal log resolution and let Lj and Ej be the proper
transforms on Xj of `j and E¯j respectively. The weighted dual graphs of D1 and D2, being
determined by the HN-types of E¯1 and E¯2, are isomorphic and this isomorphism identifies
vertices corresponding to E1 and E2. Moreover, since `j meets E¯j only in cusps with the
least possible multiplicity, Lj meets Dj only in the first exceptional curve over each cusps,
transversally, and hence it is a (−1)-curve. In particular, Dj +Lj is snc and the weighted dual
graphs of D1 + L1 and D2 + L2 are isomorphic via an isomorphism mapping L1 and E1 to L2
and E2 respectively.
Let ϕj : Xj −→ X ′j be some snc-minimization of Dj + Lj. Put D′j = (ϕj)∗(Dj + Lj). By
definition ϕj contracts successively non-branching (−1)-curves in Dj + Lj and its images. The
only non-branching (−1)-curves in Dj + Lj are Lj and possibly Ej, so we can assume that the
latter is contracted first, in case it is a (−1)-curve. The curves Lj and Ej are not tips of Dj+Lj,
so each blowdown within ϕj is inner with respect to the image of Dj + Lj. Suppose that after
some number of blowdowns within ϕj the image of Dj contains two non-branching (−1)-curves
Γ, Γ′ which are not disjoint. Because Ej meets only (two) branching (−1)-curves in Dj, the
contraction of Ej produces no such, so Γ and Γ
′ meet at the image of Lj. Then |Γ + Γ′| induces
a P1-fibration whose pullback to X restricts to a C1- or a C∗-fibration of P2 \ E¯. But then by
Iitaka’s Easy Addition Theorem the latter surface is not of log general type; a contradiction.
It follows that ϕj is unique, determined by the weighted dual graph of Dj and that in D
′
j
there are no non-branching components C with C2 > 0. On the other hand, if the base locus
of ψ, treated as a map from X ′1 to X
′
2, is nonempty, then denoting by C the last exceptional
curve in a minimal resolution of base points of ψ we observe that by minimality the image of C
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on X ′2 is a non-branching curve with non-negative self-intersection. Thus ψ has no base points
on X ′1 and hence gives an isomorphism of pairs
ψ : (X ′1, D
′
1) −→ (X ′2, D′2).
The universal property of blowing up implies that ψ lifts to an isomorphism of pairs ψ : (X1, D1+
L1) −→ (X2, D2 +L2) which maps L1 and E1 to L2 and E2 respectively. Therefore, ψ descends
to an isomorphism of pairs (P2, E¯1 + `) −→ (P2, E¯2 + `), which means that E¯1 and E¯2 are
projectively equivalent. 
Remark 4.7 (Remaining cases from [CNKR09]). The case [CNKR09, Thm. 8.2(ii.3)] does not
appear in the above comparison, despite the fact that its closure is a bicuspidal curve with a
complement of log general type. This is because in this exceptional case the complement of the
cuspidal curve is not C∗∗-fibered.
An attentive reader will note also that the domain of parameters in [CNKR09, Thm. 8.2(ii)]
is slightly bigger than the domain for corresponding cases in our Theorem 1.3. Firstly, for
curves A - D we do not allow γ = 0, because the complement is then not of log-general type
(cf. [CNKR09, Thm. 7.5]). Secondly, some of the cases listed in [CNKR09, Thm. 8.2(ii)] are not
really distinct and our choice of parameters solves this problem. The differences are as follows.
We do not allow p = 1 because such HN-types have at the end one pair
(
1
1
)
describing a blowup
which is not a part of a minimal log resolution. The curve E¯ obtained this way is of HN-type
C(γ − 1, s, 1) in case A, of HN-type C(γ − 1, s − 1, 1) in case B, of HN-type D(γ − 1, s + 1, 1)
in case C and of HN-type D(γ − 1, s, 1) in case D. We do not allow cases (γ, p) = (1, 2) for
HN-types A, B because of A(1, 2, s) is D(1, 2, s) and B(1, 2, s) is C(1, 2, s − 1). Finally, we do
not allow s = 1 for the HN-type B, because B(γ, p, 1) is A(γ, p− 1, 1).
4C. HN-types E - F: closures of sporadic smooth C∗-embeddings.
Recall that if E¯ ⊆ P2 is of HN-type E or F then the multiplicities of its cusps add up to
deg E¯, so the line ` joining these cusps does not meet E¯ in any other point. Therefore, like
in the case of HN-types A - D considered in the previous section, E¯ \ ` is the image of some
embedding C∗ ↪→ C2. However, such embeddings have a different geometry than the previous
ones, namely they do not admit good asymptotes. They appear in the conditional classification
[BZ10], see Remark 4.12 and they will be classified in a forthcoming article [KP16]. To show
their existence consider the parametrization
C∗ 3 t 7→ (t2n(t2 + t+ 1
2
), t−2n−4(t2 − t+ 1
2
)) ∈ C2,
where n is a positive integer. In [BZ10] this is the rescaled family (s). A computation as in
Example 4.13 shows that the closure of the image of this embedding has HN-type E(n/2) if n
is even and F((n + 1)/2) if n is odd (another method is to compute the weighted dual graph
of the log resolution and to check that it is as in Fig. 7 or 8).
In order to prove their uniqueness we borrow the argument from loc. cit. The key step is a
construction of a uniquely determined morphism ψ : X −→ P2 such that ψ∗D is a configuration
of lines and conics.
Lemma 4.8 (Existence and uniqueness of curves of HN-types E - F). Up to a projective
equivalence, for every k > 1 there exists a unique curve of HN-type E(k) and F(k).
Proof. The existence part was proved above. Let E¯ ⊆ P2 of HN-type E(k) or F(k) for some
k > 1 and, as before, let pi : (X,D) −→ (P2, E¯) be a minimal log resolution. Using Lemma 2.12
one computes that the graph of D is as in Figures 7-8.In particular, E2 = −2 (see Lemma 2.13)
and the resolution q1 of Q1 contains a (−2)-tip, say, T meeting the (−1) curve C1. We now
show the existence of (−1)-curves Γ1, Γ2 and LFA on X meeting D as in those figures. They
will be found in some degenerate fibers of a P1-fibration induced by F∞ := E + 2C1 + T .
Recall that the line joining the cusps of E¯ meets E¯ only at its cusps and with the least possible
multiplicity. It follows that the proper transform Γ2 of this line has the required properties, i.
e. Γ2 ·D = 2 and Γ2 meets both divisors Qj in the curve which is contracted last by pi.
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The horizontal part of D is Dh = H + C2, where H is a 2-section and C2 is a 1-section. Let
(D + Γ2)v be the vertical part of D + Γ2. Denote by R its connected component containing
Γ2 and denote by F the fiber containing R. Using the description of the graph of D (see Fig.
7-8) we see that R is a chain [2, (k + 2), 2, 1, 3, (2)k−1, 5, (k + 1)] if E¯ is of HN-type E(k); it is
a chain [3, (2)k−2, 3, 1, 2, k + 1, 5, (2)k−1] in case F(k) with k > 2 and [4, 1, 2, 2, 5] in case F(1).
It meets H in the first tip and C1 in the (−5)-curve. Let ϕ be the contraction of Γ2 followed
by the snc-minimization of the image of D. This map does not touch D − R and ϕ∗R equals
[2, k + 1] if E¯ is of HN-type E(k) and [3, (2)k−1] otherwise. This chain meets both components
of ϕ∗Dh in the first tip. It follows that the fiber ϕ∗F containing it has a (−1)-curve Γ. Because
Dv− (F∞)red contains no such, Γ 6⊆ ϕ∗D. Moreover, by Lemma 2.6, Γ is the unique component
of ϕ∗F not contained in ϕ∗D. Therefore, Γ is the unique (−1)-curve in ϕ∗F , so µ(Γ) > 2
by Lemma 2.3. The fiber ϕ∗F meets ϕ∗Dh in two components of multiplicity 1 which lie in
different connected components of (ϕ∗F )red−ϕ∗Γ1. Thus by Lemma 2.3 ϕ∗F is a chain meeting
ϕ∗Dh in tips. It follows that the proper transform Γ1 of Γ on X has the required properties, i.
e. Γ1 ·D = 2, it meets Q1 in a tip which is contracted second-to-last by pi, and it meets Q2 in
the (−5)-curve in case F(1) and in the second-to-last tip otherwise.
Now denote by A the connected component of Dv not contained in F + F∞ and by FA the
fiber containing it. Then σ(FA) = 1 by Lemma 2.6, so (FA)red = A + LFA , where LFA is the
unique (−1)-curve in FA. Because A = [2, 2, 2], we see that FA contracts to a 0-curve if and
only if LFA meets A in its middle component. Then µ(LFA) = 2, so the equality FA ·Dh = 3
implies that LFA meets Dh only in H, transversally.
Thus we have shown the existence of Γ1, Γ2 and LFA as indicated in Fig. 7-8. We now use
them to find a contraction onto P2 mentioned in the introduction. Let A2 be the tip of A meeting
C2. Define ψ : X −→ X ′ as the contraction of D− (H+E+C2 +A2) and put D′ := ψ∗D. Now
X ′ is a smooth surface with Picard rank ρ(X ′) = ρ(X)−# Excψ = #D−(3+#D−#D′) = 1,
where in the second equality we used the fact that ρ(X) = #D. Thus X ′ ∼= P2. Computing the
changes of self-intersection numbers of the components of D′ we infer that the images of F , F∞
and FA are lines meeting at ψ(C1) and ψ∗H is a conic which is tangent to both ψ∗F∞ and ψ∗FA
and meets ψ∗F in two distinct points, one of which is ψ(Γ1). Thus to each curve E¯ of HN-type
E(k) or F(k), k > 1, we can associate a pair (ψ∗E¯, (ψ(C1), ψ(LFA), ψ(Γ1))) consisting of a conic
and a triple of distinct points on it. Such pair is unique up to a projective equivalence.
The morphism ψ consists of the contraction of superfluous (−1)-curves in the reduced total
transform of D′ followed by the contraction of the image of H. We can assume that ψ first
contracts the components of F , then of F∞ and then of FA. If the image F0 of some fiber
contains two (−1)-curves which are not disjoint then F0 = [1, 1], so since F ′0 · Dh = 3 for
the total transform F ′0 of F0 on X, one of these (−1)-curves is not superfluous. It follows
that the center of each blowup constituting ψ−1 is uniquely determined. Therefore, the above
correspondence shows that up to a projective equivalence for each k > 1 there exist unique
rational cuspidal curves of HN-type E(k) and F(k). 
4D. Type G (new bicuspidal curves).
Below we construct rational bicuspidal curves of HN-type G. The construction shows in
particular that given a closed C∗-embedding into C2, by choosing different embeddings C2 ↪→ P2
or, equivalently, different coordinates on C2, we may obtain bicuspidal closures which are not
projectively equivalent.
Our classification results have been presented during the talk of the first author in 2015 in
Bangalore, India (conference Algebraic surfaces and related topics). In 2016 we were told by
M. Zaidenberg that, although the curves of HN-type G do not appear in literature, they were
known to T. tom Dieck, who listed their multiplicity sequences in a private correspondence
with H. Flenner in 1995. When we were preparing the final version of our article another proof
of their existence, but not of uniqueness, was given by Bodnar (who credits A. Ne´methi) in
[Bod16, 3.1]: the family (b) in loc. cit. is of HN-type G(k − 1).
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Lemma 4.9 (Existence and uniqueness of curves of HN-type G). Up to a projective equivalence,
for every γ > 3 there exists a unique rational cuspidal curve of HN-type G(γ).
Proof. The curves of HN-type G(γ), γ > 3 are constructed by applying certain quadratic
Cremona map to the curves of HN-type D(γ − 3, 2, 1). By a curve of HN-type D(0, 2, 1) we
mean, by definition, a rational bicuspidal curve with cusps q1, q2 having standard HN-pairs
(
3
2
)
and
(
5
2
)
respectively. The existence of such curves for γ > 3 was shown in a previous section.
For γ = 3 we can take the quartic parametrized by
(4.1) P1 3 [t : s] 7→ [t2s2 : s3(s− t) : t4] ∈ P2,
with q1 = [0 : 0 : 1] and q2 = [0 : 1 : 0]. By Lemma 4.3 for γ 6= 3 we have κ(P2 \ C¯) = 2. For
γ = 3, the complement contains the affine line {[x, 1, 0] : x 6= 0}, so by Lemma 2.2 it is not of
log general type.
Let then C¯ be a curve of HN-type D(γ − 3, 2, 1) for γ > 3 and let t1 be the line tangent to
C¯ at q1. The cusps q1, q2 have multiplicity sequences
(γ − 1) and (2)γ−1.
By Lemma 2.13 deg C¯ = γ + 1. Since γ − 1 = µ(q1) < (t1 · C¯)q1 < deg C¯, we get
t1 · (C¯ \ {q1}) = 1.
The Bezout theorem implies that a general line passing through q1 meets C¯ \ {q1} twice, so
the pencil of lines through q1 gives a C∗∗-fibration of P2 \ C¯. Reductions of at least two of its
fibers are isomorphic to C∗: namely, the line tangent to q1 and the line passing through q2. By
Lemma 2.5 there is another fiber whose reduction is isomorphic to C∗, so there is a line ` ⊆ P2
passing through q1 which meets C¯ \ {q1} at some smooth point p ∈ C¯ with multiplicity two.
This point is uniquely determined by C¯. We infer that C¯ \ ` ⊆ P2 \ ` is the image of a singular
embedding ϕ : C∗ −→ C2 (it is the case [BZ10, (b)] for m = k = γ − 1).
D(γ − 3, 2, 1).
←− −→
G(γ).
Figure 22. A quadratic transformation of P2 mapping a curve of HN-typeD(γ−
3, 2, 1) onto a curve of HN-type G(γ).
Let σ : P2 99K P2 be the composition σ = σ2 ◦σ−11 , where (see Fig. 22) σ1 consists of blowups
at p and its two infinitely near points on the proper transforms of C and σ2 contracts the
proper transforms of ` and the proper transforms of the first and second exceptional curve of
σ1. This (quadratic) Cremona transformation has one proper base point and can be written as
a composition of four standard quadratic transformations (see [Moe08, 5.3.5]). Put E¯ = σ∗C.
Since σ is an isomorphism off `, it restricts to an automorphism of C2 = P2 \ `. At infinity it
contracts subsequently three curves meeting the germ of C at q1 with multiplicity γ − 1, hence
the multiplicity sequence of the cusp q1 is augmented by the sequence (γ − 1)3. The germ at p
is touched only by σ1, so it remains smooth and meets the total transform of ` transversally.
Thus the multiplicity sequences of q1, q2 ∈ E¯ are
(γ − 1)4 and (2)γ−1.
By Lemma 2.11 E¯ ⊂ P2 is of HN-type G(γ).
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For the proof of uniqueness let E¯ be of HN-type G(γ) with γ > 3 and let q1, q2 be the
cusps. The degree of E¯ is 2γ − 1. Denote by t1 the line tangent to E¯ at q1. Since the
multiplicity sequence of q1 is (γ − 1)4, the intersection of the proper transforms of E¯ and t1
after two blowups over q1 equals deg E¯ − 2(γ− 1) = 1 < γ− 1, and hence it is necessarily zero.
Then (t1 · E¯)q1 = 2γ − 2, so by the Bezout theorem t1 meets E¯ \ {q1} in a unique point p′,
transversally. Let σ˜ : P2 99K P2 be a Cremona transformation with one proper base point as
above, with (q1, t1, E¯) replacing (p, `, C). Put C¯ = σ˜∗E¯, and let p, q′2, q
′
1 be the images of t1,
q2 and of the common point of C and the image of the last exceptional curve over q1. Then
the curve C¯ with cusps q′1, q
′
2 is of HN-type D(γ − 3, 2, 1) and the point p ∈ C¯ has the same
property as before, i. e. the line joining q′1 and p meets C¯ only in q
′
1 and p
′ with multiplicities
γ − 1 and 2, respectively. We see that σ˜ is inverse to σ up to a projective equivalence. Since
the centers of blowups and blowdowns constituting σ and σ˜ are uniquely determined by C¯ and
E¯ respectively, by the universal property of blowups the transformations are well defined on
the classes of projective equivalence of rational cuspidal curves of HN-types D(γ − 3, 2, 1) and
G(γ), respectively.
Thus it remains to show that, up to a projective equivalence, for every integer γ > 3 there is
only one curve of HN-type D(γ − 3, 2, 1). For γ > 3 this was done in Lemma 4.6. So assume
C¯ is of HN-type D(0, 2, 1). Let ϕ : P1 −→ P2 be a parametrization of C¯. Put ϕ = [ϕx : ϕy :
ϕz], where ϕx, ϕy, ϕz ∈ C[s, t] are homogeneous polynomials of degree 4. Up to a choice of
coordinates on P2 we can assume that {x = 0} is the line joining q1 = ϕ[1 : 0] with q2 = ϕ[0 : 1]
and the lines {y = 0}, {z = 0} are tangent to C¯ at q1 and q2, respectively. As noticed above,
{y = 0} meets C¯ \ {q1} once and transversally. We may assume the point of intersection is
ϕ[1 : 1]. Now {x = 0} meets C¯ at t = 0 and s = 0 with multiplicity 2, so ϕx = at2s2 for
some a ∈ C∗. Similarly, the line {z = 0} meets C¯ with multiplicity 4 at t = 0, so ϕz = bt4
for some b ∈ C∗. Finally, the line {y = 0} meets C¯ at s = 0 with multiplicity 3 and at t = s
with multiplicity 1, so ϕz = cs
3(s − t) for some c ∈ C∗. Thus, composing with a diagonal
automorphism of P2 we can assume that ϕ is given by (4.1). 
Remark 4.10 (Equivalent C∗-embeddings with projectively non-equivalent closures). The con-
struction shows that equivalent C∗-embeddings into C2 may, by choosing different embeddings
C2 −→ P2 and taking closures, give projectively non-equivalent bicuspidal curves. In the above
case those are G(γ) and D(γ − 3, 2, 1). Their degrees are 2γ − 1 and γ + 1 respectively. For
γ > 3 both closures have complement of log general type, however, for γ = 3 the complement
of the first closure is of log general type while of the second one is not.
Our next example shows that, conversely, non-equivalent injective morphisms C∗ −→ C2 can
have projectively equivalent closures.
Example 4.11 (Non-equivalent C∗-embeddings with projectively equivalent closures). Let
(C¯, (q1, q2, p)) be a pair as in the proof of Lemma 4.9, i. e. C¯ is of HN-type D(γ − 3, 2, 1)
with cusps q1, q2 and the line ` joining q1 and p is tangent to C¯ at p with multiplicity 2. The
line `′ joining the cusps q1 and q2 meets C¯ only at these cusps. Hence C¯ \ `′ ⊆ P2 \ `′ is the
image of a closed smooth embedding C∗ −→ C2 and C¯ \ ` ⊆ P2 \ ` is the image of a singular
embedding C∗ −→ C2. Therefore, C¯ can be realized as a closure of images of two non-equivalent
embeddings C∗ −→ C2.
4E. Comparison with other results from the literature.
Some families or special subfamilies of rational cuspidal curves listed in 1.3 appear also in
other places in literature. Here we collect the examples which we are aware of.
Remark 4.12 (Borodzik-Z˙o la¸dek list). In [BZ10, Main Theorem] Borodzik and Z˙o la¸dek clas-
sified possible injective morphisms C∗ −→ C2 up to a change of coordinates, assuming certain
regularity conditions stated in 2.40 loc. cit. (for definitions of ext, Curv and Curv see respec-
tively 2.39, 2.37 and 2.34 loc. cit). The Commentary following the Main Theorem of loc. cit.
provides singularity types of closures of these curves in terms of (slightly modified) Puiseux
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expansions. The list enables one to compute the Puiseux characteristic sequence, and thus,
using Lemma 5.1, to compare them with our list in Theorem 1.3. Let us remind the reader
(see Section 4D) that sometimes from one embedding C∗ −→ C2 one can obtain non-equivalent
cuspidal projective closures by taking different embeddings C2 −→ P2. In what follows we
consider the cuspidal curves obtained as closures of the embeddings listed in loc. cit. via the
standard embedding C2 3 (x, y) 7→ [x : y : 1] ∈ P2.
The closures of C∗-embeddings (k), (o)-(r), (u)-(v) from [BZ10, Main Theorem] have unique
points at infinity, so are not cuspidal. The embeddings (a) have bicuspidal closures but they
admit a very good asymptote, namely the line {x = 0} tangent to the first cusp at infinity
(see Section 4B), and hence the complement of its closure is not of log general type. This is
also the case if |l − n| ∈ {0, 1} in (l) or (n) or if |l − n| ∈ {0, 1, p} in (m) (the line tangent to
the cusp contained in the affine part is the very good asymptote). In other cases of (l)-(n) the
closure is not cuspidal. We now compare closures in P2 of the remaining families with the list
in Theorem 1.3. We give below an explicit computation in case (c).
(c)-(f) The closures are respectively of HN-types C(k, n,m), D(k, n,m), A(k, n,m), B(k, n,m).
(s) If 2 | n then the closure is of HN-type E(n/2). If 2 - n then the closure is of HN-type
F((n+ 1)/2).
(b) If k > m then the closure is of HN-type FZ1(k+2,m) and if k = m then it is of HN-type
D(m− 2, 2, 1). Otherwise its has only one place at infinity, so it is not cuspidal.
(j), (w) The closures are of HN-type FZ1(m+ n+ 2, n) and FZ1(4, 2) respectively.
(g)-(i), (t) The complements of the closures are of log general type, but do not admit C∗∗-fibrations.
Cuspidal curves of the remaining HN-type G(γ) can be realized as a closures of curves (b) from
loc. cit. for m = k = γ − 1 via a non-standard embedding C2 −→ P2 described in the proof of
Lemma 4.9.
Example 4.13 ([BZ10](c) is HN-type C). Let us make an explicit comparison between the case
(c) of [BZ10] and our HN-type C, leaving an analogous analysis in the remaining cases to the
reader. By definition, a C∗-embedding (c) is the image of the morphism C∗ = SpecC[t, t−1] −→
SpecC[x, y] = C2 given by:
x = tmn(t− 1), y = Sk(t−1)(1− t), where S0(u) = un, Sk+1(u) = (Sk(u)− Sk(1))umn+1u−1 .
for k,m > 1, n > 2. (We will disregard the additional condition (m,n) 6= (1, 2), which is
imposed to assure the embedding is different than the ones in (e).) The image is a smooth curve
isomorphic to C∗. In order to compute the HN-type of its closure we use the local description
provided by the Commentary to the Main Theorem in loc. cit. For t0 ∈ P1 = C1∪{∞} and for
two Laurent series f, g in variable t we write f ∼t0 g if limt−→t0 f(t)/g(t) = c for some c ∈ C∗.
The local description of q1 ∈ E¯, which corresponds to t −→ 0, is
x ∼0 tmn, y ∼0 x−k−(1/m)(1 + αx1/mn) for some α ∈ C∗.
We have (x, y) = (X/Z, Y/Z), were [X : Y : Z] are homogeneous coordinates on P2. Choose
local coordinates (u, v) = (Z/Y,X/Y ) near q1 = [0 : 1 : 0] ∈ P2. The first condition above
means that X/Z = tmnϕv(t), where ϕv(t) is some invertible power series. Substituting it to the
second condition we get u = tkmn+n(1 + αt)−1ϕu(t) for some other invertible power series ϕu.
Using the implicit function theorem we treat t as an analytic function of u1/(kmn+n) Therefore,
we can write a Puiseux series like (5.3):
v = (X/Z) · u = u km+m+1km+1 · (1 + αu 1(km+1)n )−1 · ϕ(u 1(km+1)n ).
for some invertible power series ϕ. Therefore, the Zariski pairs (see Section 5) of q1 ∈ E¯ are
(km+ 1, km+m+ 1), (1, n), so by Lemma 5.1, q1 ∈ E¯ is of HN-type
(
n(km+m+1)
n(km+1)
)(
n
1
)
.
The local description of q2 ∈ E¯, which corresponds to t −→∞, is
x ∼∞ tmn+1, y ∼∞ α1x−1 + α2x−k−n/(mn+1) for some α1, α2 ∈ C∗.
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Choose local parameters (u, v) = (Z/X, Y/X) near [1 : 0 : 0] ∈ P2. As before, we use the first
condition and the implicit function theorem to treat the local parameter t−1 near ∞ ∈ P1 as
an analytic function of u1/(mn+1). Now the second condition implies that
v = u
(k+1)(mn+1)+n
mn+1 · ϕ(u 1mn+1 ) for some invertible power series ϕ,
so q2 ∈ E¯ has one Zariski pair (mn + 1, (k + 1)(mn + 1) + n) and thus by Lemma 5.1 it is of
HN-type
(
(k+1)(mn+1)+n
mn+1
)
. Therefore, E¯ is of HN-type C(k, n,m).
Remark 4.14. Independently from the study of planar C∗-embeddings, rational cuspidal curves
of HN-types B - D in case s = 1 were constructed by Fenske (cases respectively 4, 5 and 6 in
[Fen99, Thm. 1.1]; case 8 there is a subcase of 6). Similarly, curves of HN-types A - D in case
γ = 1 were constructed by Tono (see the proof of Lemma 2.17).
Remark 4.15. The HN-types OR1(1) and OR2(1) written in a standard way are
(
22
3
)
and
(
43
6
)
,
respectively. The main result of [FdBLMHN07b] asserts that the Orevkov curves C4 and C
∗
4 ,
which realize these HN-types, are the only unicuspidal planar curves with complement of log
general type and with one HN-pair. Using the bounds obtained by Borodzik and Livingstone
in [BL14] via Heegard-Floer homology methods, Liu [Liu14, Thm. 1.1] extended this result by
describing possible types of singularities of unicuspidal curves under the assumption that they
have at most two Puiseux pairs (see Section 2D for definitions). Those which are realized by
curves with complements of log general type correspond exactly to the HN-types OR1 - OR2.
Unfortunately, the assumption that the number of Puiseux pairs is at most two is still strong
and it seems unlikely one could go much further this way.
4F. Proof of the implication 1.3 =⇒ 1.2.
Proof of 1.3 =⇒ 1.2. Assume E¯ ⊆ P2 has at least three cusps. By Theorem 1.3 it is of
HN-type FZ1, hence by Proposition 4.5 it is projectively equivalent to one of the Flenner-
Zaidenberg curves of the first kind. The Bezout theorem implies that a line ` joining the
unique non semi-ordinary cusp of E¯ with a semi-ordinary one does not meet E¯ in any other
point, so E¯ \ ` is the image of some singular embedding of C∗ into C2, with one semi-ordinary
cusp. This proves Theorem 1.2(d).
Assume E¯ ⊆ P2 is bicuspidal. By Theorem 1.3 E¯ is of one of the HN-types A - G. Let µj
denote the multiplicity of the cusp qj ∈ E¯. If E¯ ⊆ P2 is not of HN-type G then deg E¯ = µ1 +µ2,
so the line joining q1 and q2 is the line ` from Theorem 1.2(b). Assume E¯ ⊆ P2 is of HN-type
G(γ). Denote by ` the line tangent to E¯ at q1. The multiplicity sequence of q1 ∈ E¯ is (γ − 1)4,
so 2γ− 1 = deg E¯ > (E¯ · `)q1 > 2(γ− 1). If the last inequality is strict then (E¯ · `)q1 > 3(γ− 1),
which is impossible. Thus (E¯ · `)q1 = 2(γ − 1) and hence ` meets E¯ \ {q1} transversally in one
smooth point, which gives Theorem 1.2(c).
Finally, assume E¯ ⊆ P2 is unicuspidal. By Theorem 1.3 it is of HN-type OR1(k) or OR2(k)
for some k > 1, so by Proposition 4.5 it is projectively equivalent to one of the Orevkov curves
C4k, C
∗
4k. This proves Theorem 1.2(a). 
5. Appendix: Comparison of other numerical characteristics of cusps
As before let E¯ ⊆ P2 denote a rational cuspidal curve and let q ∈ E¯ be a cusp. In our approach
we relied on the description of cusps in terms of Hamburger-Noether pairs or multiplicity
sequences. Lemma 2.11 shows how to compute one from another. We now explain how to
compute other numerical characteristics and how they are related to HN-pairs.
There is a classical notion of the Puiseux characteristic sequence (β0; β1, . . . , βg) (see [Wal04,
3.1]), also known as a sequence of characteristic exponents [GLS07, p. 204] defined as follows.
By the Newton-Puiseux theorem [Wal04, 2.1], one can take local analytic coordinates (x, y) at
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q ∈ P2, such that the germ of E¯ at q is described by
(5.1) x = tβ0 , y =
∞∑
k=β0
dkt
k.
Put e0 := β0 and note that e0 is the multiplicity of the cusp. Now for we i > 0 define inductively:
(5.2) βi := min{k : dk 6= 0 and ei−1 - k}, ei = gcd(ei−1, βi), i = 1, . . . g,
where g is the smallest integer such that eg = 1. Therefore, βi is the least exponent in the
series which does not belong to the additive group generated the preceding βj.
Instead of the characteristic sequence one can work with Puiseux pairs (mi, ni) = (
βi
ei
, ei−1
ei
),
i > 1 (see [Wal04, 3.7]). Letting m0 = 1, the characteristic sequence can be recovered from
them as
βi = mi(ni+1ni+2 . . . ng), i = 0, . . . , g.
By an analytic change of coordinates y 7→ y−∑β0|k dkxk/β0 we may assume that in the expansion
(5.1) dk = 0 if β0 | k. Then we can write y as a Puiseux series:
(5.3) y = x
a1
b1
(
d′β1 + x
a2
b1b2
(
d′β2 + x
a3
b1b2b3
(
. . .
(
d′βg−1 + d
′
βgx
ag
b1b2...bg
)
· · ·
)))
,
where for i = 1 . . . , g, gcd(bi, ai) = 1 and d
′
βi
is an invertible power series in the variable
xai/(b1...bi). The pairs (b1, a1), . . . , (bg, ag) are called Zariski pairs [Wal04, 3.7] or Newton pairs
[EN85, p. 49]. They are determined by, and can be recovered from, the Puiseux pairs (mi, ni)
by means of the formulas
bi = ni for i = 1, . . . g and a1 = m1, ai = mi − nimi−1 for i = 2, . . . , g.
The Zariski pairs arise naturally in the course of the Newton-Puiseux algorithm [Wal04,
2.1] (see also [GLS07, I.3.6]) used to obtain the expansion (5.3) from the equation of E¯, say,
f(x, y) = 0 (q has (x, y)-coordinates (0, 0)). This algorithm defines a sequence f0, f1 . . . of
polynomials in variables x, y starting with f0 = f . Having fi ∈ C[x, y] for some i > 0 let
−bi/ai be the slope of the steepest facet of the Newton polygon Γ of fi. Let f 0i be the sum of
monomials corresponding to the points of Γ lying on this facet, let ri = deg f
0
i (x
bi , yai) and let
ui be some root of f
0
i (1, y) = 0. Put
fi+1(x, y) = fi(x
ai , xbi(ui + y))/x
ri ,
Then fi ∈ C[x, y]. One can show that the Puiseux series xa1/b1(u1 + xa2/b2(u2 + . . . )) obtained
this way has the form (5.3) (that is, the denominators of the exponents are bounded) and
converges to the solution of f(x, y) = 0.
Note that the same slope −(bi/ai) can occur as the steepest slope of several subsequent
fi’s, which corresponds to the fact that the coefficients d
′
βi
in (5.3) are non-constant (but for
i 6= g they are polynomials). Equivalently, it corresponds to the fact that after multiplying out
(5.3) to get (5.1), some coefficients dk in (5.1) are nonzero for k 6= β1, . . . , βg. Those multiple
occurrences of xai/(b1...bi) can be ignored if one is interested only in the topology of singularities.
More precisely, by a topological type of a cusp q ∈ E¯ we mean the homotopy type of a pair
(S, S ∩ E¯), where S is a small 3-sphere in P2 around q. The knot S ∩ E¯ is called the link of
q ∈ E¯. The topological type determines and is determined by the Zariski pairs, see [EN85,
Appendix to ch. I]. In other words, a cusp with Zariski pairs (b1, a1), . . . , (bg, ag) has the same
topological type as the one locally described by
(5.4) y = x
a1
b1
(
1 + x
a2
b1b2
(
1 + x
a3
b1b2b3
(
. . .
(
1 + x
ag
b1b2...bg
)
· · ·
)))
.
Remark. The above definitions of numerical invariants seem to be the most common ones.
However, one may encounter other definitions in the literature. For example, [GLS07, p. 204]
uses the term Puiseux pairs for what we have defined as Zariski pairs.
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Lemma 5.1 (Puiseux characteristic sequence from HN-pairs). Let q ∈ E¯ be a cusp of standard
HN-type
(
c1
p1
)
, . . . ,
(
ch
ph
)
. If (β0, β1, . . . , βg) denotes its Puiseux characteristic sequence then g = h
and
(5.5) β0 = p1, and βi = c1 + p2 + . . .+ pi, i = 1, . . . , h.
Therefore, the Puiseux pairs of q ∈ E¯ are: (c1/c2, p1/c2) , ((c1 + p2 + . . .+ pk)/ck+1, ck/ck+1)hk=2
and the Zariski pairs are (pk/ck+1, ck/ck+1)
h
k=1, where ch+1 = 1.
Note that it follows that the Zariski pairs are the standard HN-pairs whose terms are divided
by their greatest common divisor and written in the opposite order.
Proof. Lemma 2.11 shows how to compute the multiplicity sequence from the HN-type, and
5.2 below shows how to compute the characteristic sequence from the multiplicity sequence.
Therefore, this result can be obtained by formally combining those two. However, we provide
here a direct argument.
Let (βj)
g
j=0 be the characteristic sequence of q ∈ E¯ and let (x, y) = (tβ0 ,
∑∞
k=β1
dkt
k) be a
corresponding parametrization. The first two terms of (5.5) and of the Puiseux characteristic
sequence of q ∈ E¯ are equal by definitions. To prove the equality of the remaining terms we
argue by induction on the minimal number of blowups needed to resolve (χ, q), where χ is the
germ of E¯ at q.
Assume that c1−p1 - p1. After one blowup at q the first HN-pair of the proper transform of the
cusp is
(
c1−p1
p1
)
or
(
p1
c1−p1
)
, and the other ones remain unchanged. Computing the parametrization
of the proper transform we get (see [Wal04, 3.5.5]) that the characteristic sequence of its cusp
is (p1; c1 − p1, (βj − p1)gj=2) in the first case and (c1 − p1; p1, (βj − (c1 − p1))gj=2) in the second
case. Therefore, in these cases the inductive hypothesis gives the desired formula.
Assume that c1 − p1|p1. Then c1 − p1 = gcd(c1, p1), because p1 - c1. Again, a computation
shows (see loc. cit.) that the characteristic sequence of the proper transform is (c1 − p1; (βj −
(c1−p1))gj=2). Choose a smooth germ Y at this cusp such that its intersection multiplicity with
the proper transform of χ is maximal possible; by the definition of the characteristic sequence,
this multiplicity equals β2− (c1−p1). After p1/(c1−p1) further blowups, the multiplicity of the
cusp drops to m = min(c2, p2). The proper transform T
′ of T meets the cusp, and since T is
smooth, T ′ is transversal to the last exceptional curve. Put µ = (T ′ · χ′)q′ , where (χ′, q′) is the
proper transform of (χ, q). We have µ > m, that is, T ′ is tangent to χ′ if and only if the last
exceptional curve is not, which happens if and only if p2 > c2. In this case, by the definition of
T ′ the number (T ′ · χ′)q′ is maximal possible, that is, µ = p2. Otherwise, µ = m, which in this
case equals p2 by definition. Thus µ = p2. We have β2− (c1− p1) = p1 +µ, and combining this
with the equality c1 = β1 we obtain the desired formula for β2−β1. The formulas for βj −βj−1
for j > 3 are given by the inductive hypothesis.
This ends the computation of the Puiseux sequence. The remaining formulas follow from
the discussion preceding the Lemma and the fact that by (2.2) for standard HN-pairs we have
cj = gcd(cj−1, pj−1), j = 2, . . . , h+ 1. 
The multiplicity sequence of qj ∈ E¯, that is, the sequence of multiplicities of proper transforms
of qj ∈ E¯ under consecutive blowups, can be easily computed from the characteristic sequence
using the Euclidean algorithm.
Lemma 5.2 (Multiplicity sequence vs characteristic sequence). Let q ∈ E¯ be a cusp with
the characteristic Puiseux sequence (β0; β1, . . . , βg). Put m1,1 := β0, mi,0 = βi − βi−1 and
subsequently for each i = 1, . . . , g define si,k, mi,k and ni by induction on k as the unique
positive integers satisfying:
mi,k = si,k+1mi,k+1 +mi,k+2 and mi,k+2 < mi,k+1 for k = 0, . . . , ni − 2,
mi,ni−1 = si,nimi,ni ,
mi+1,1 = mi,ni .
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Then the multiplicity sequence of q ∈ E¯ equals
(m1,1, (m1,1)s1,1 , (m1,2)s1,2 , . . . , (mg,ng)sg,ng ).
Proof. The result follows by applying [Wal04, 3.5.6] inductively. See also [Ton12a, 2.2] and
references there. 
Another important invariant of a cusp q ∈ E¯ is the semigroup G(q) of (a germ of) E¯ at
q: it is the set of positive integers (E¯ · C)q for all germs C of curves passing through q. It is
a sub-semigroup of (N, 0,+) and it can be easily computed from the characteristic sequence.
Namely, the minimal set of generators β¯0, . . . , β¯n of this semigroup is given by (see [Wal04,
4.3.5, (4.5), (4.4)]):
β¯0 = β0, β¯l+1 =
1
el
(β0β1 +
l∑
i=1
ei(βi+1 − βi)) for l = 0, . . . n− 1,
where βl, el are given by (5.2). Let us recall that the Alexander polynomial of the link of q ∈ E¯
is given by ∆(t) = 1 + (t− 1) ·∑k 6∈G(q) tk (see [BL14, 2.3]).
All the above numerical invariants can be computed one from another (see [Wal04, 4.3.8]).
We note that if a cusp has only one HN-pair then this HN-pair is equal to the Puiseux pair, to
the characteristic sequence and to the minimal set of generators of the semigroup.
Example 5.3 (Computations of characteristics from a parametrization). We now compute the
Puiseux characteristic sequence for the planar bicuspidal curve E¯ of degree 7 which is the image
of ϕ : P1 −→ P2 given by
[s : t] 7→ [s3t4 : 2s6t+ s7 : t6s− t7].
One checks easily that this parametrization is injective and that the rank of the matrix [∂ϕ
∂s
, ∂ϕ
∂t
]
is not maximal exactly at {[1 : 0], [0 : 1]}. The singular locus of E¯ consists of two points,
q1 := ϕ[1 : 0] = [0 : 1 : 0] and q2 := ϕ[0 : 1] = [0 : 0 : 1], which are cusps of multiplicities 4
and 3, respectively. Choose local analytic parameters ξ = t/(2t + 1)1/4, η = s/(s− 1)1/3 near,
respectively, [1 : 0] ∈ P1 and [0 : 1] ∈ P1. In the affine charts {y 6= 0} and {z 6= 0} of P2 choose
the standard coordinates (x
y
, z
y
) and (x
z
, y
z
), respectively. Then one can write ϕ near [1 : 0] ∈ P1
as ξ 7→ (ξ4, ξ6(2t + 1)1/2 − ξ7(2t + 1)3/4), where, using the inverse function theorem, we treat
2t+ 1 as an analytic function of ξ. A similar formula can be found also for the other cusp. One
computes this way that the cusps q1, q2 ∈ E¯ can be locally analytically parametrized as:
(ξ4, ξ6 − 3
2
ξ8 − 9
8
ξ9 + . . . ) and (η3,−2η6 + η7 + . . . ).
For q1 ∈ E¯, this parametrization is as in the definition of the Puiseux characteristic sequence.
Using the notation introduced there, for q1 ∈ E¯ we have β0 = 4, β1 = 6, and hence e1 = 2.
Because 2|8, the next term does not contribute to this sequence, so β2 = 9. Thus e2 = 1 and
therefore the Puiseux sequence has length 3 and equals (4; 6, 9). Near q2 ∈ E¯ perform a local
change of coordinates (x, y) 7→ (x, y+2x2). Then q2 is given by (η3, η7 + . . . ), so β0 = 3, β1 = 7,
hence e1 = 1 and thus the characteristic sequence of q2 ∈ E¯ equals (3; 7).
The Lemma 5.1 implies that E¯ is of HN-type A(2, 2, 1). Other invariants and the graphs of
the resolution can be computed easily using the results above. Their values are given in the
table in Fig. 23.
Looking more carefully at the resolution of q1 we see that the first three blowups (the second
one is outer and the third one is inner with respect to the reduced preimage of q1) are described
by the HN pair
(
6
4
)
. The next blowup is outer. After that the proper transform of E¯ is smooth,
but we need another outer and inner blowup to make the total transform snc. These three
blowups are described by the second HN-pair
(
2
3
)
. Note that after the first three blowups,
the cusp meets the last exceptional curve with multiplicity 2. Therefore (see the discussion
preceding (2.4)), if we used HN-pairs as in [KPR16] instead of the standard ones, namely, if
we required that p2 6 c2 and thus chose some general smooth germ Y2 transversal to the last
exceptional curve instead of the maximally tangent one, then the HN-type would be
(
6
4
)(
2
2
)(
2
1
)
.
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q1 q2
Multiplicity seq. (4, (2)3) ((3)2)
HN pairs
(
6
4
)(
2
3
) (
7
3
)
Puiseux seq. (4; 6, 9) (3; 7)
Puiseux pairs (3, 2), (9, 2) (3, 7)
Zariski pairs (2, 3), (2, 3) (7, 3)
Semigroups 〈4, 6, 15〉 〈3, 7〉
Figure 23. The curve from Example 5.3.
The fact that we have two Puiseux pairs (equivalently, that the Puiseux sequence is of length
3) corresponds to the fact that the exceptional divisor over q1 has one branching component.
Example 5.4 (Computation of other characteristics from HN-pairs). Let γ, s > 1, p > 2.
Consider a rational cuspidal curve of HN-type C(γ, p, s). Its standard HN-pairs are(
p(γs+ s+ 1)
p(γs+ 1)
)(
p
1
)
and
(
(γ + 1)(ps+ 1) + p
ps+ 1
)
.
Lemma 5.1 gives Puiseux sequences
(p(γs+ 1); p(γs+ s+ 1), p(γs+ s+ 1) + 1) and (ps+ 1; (γ + 1)(ps+ 1) + p),
Puiseux pairs
(γs+ s+ 1, γs+ 1), (p(γs+ s+ 1) + 1, p) and ((γ + 1)(ps+ 1) + p, ps+ 1)
and Zariski pairs
(γs+ 1, γs+ s+ 1), (1, p) and (ps+ 1, (γ + 1)(ps+ 1) + p).
Topologically the cusps of E¯ are the same as the ones with Puiseux parametrization
y = x
γs+s+1
γs+1
(
1 + x
p
γs+1
)
and y = x
(γ+1)(ps+1)+p
ps+1 .
To compute multiplicity sequences we either apply Lemma 2.11 or we simply follow the
Euclidean algorithm using the fact when passing from a cusp to its proper transform under
a blowup the initial HN-pair
(
c
p
)
is replaced by
(
max{c−p,p}
min{c−p,p}
)
. Let us make the computation.
The multiplicity of q1 ∈ E¯ equals p(γs + 1). The first blowup replaces the first HN-pair with(
p(γs+1)
p
)
. The next γs + 1 blowups are centered at a point of multiplicity p on the proper
transforms of E¯. After they are performed, the first HN-pair becomes
(
p
0
)
, which means that
the cusp of the proper transform of the germ of the curve is not at the intersection point of
proper transforms of local coordinates used to define this HN-pair, so we move on to the next
HN-pair
(
p
1
)
. The latter describes p blowups at a point of multiplicity 1 on the proper transform
of E¯. Therefore, the multiplicity sequence of q1 ∈ E¯ is
(p(γs+ 1), (p)γs+1, (1)p).
For q2 ∈ E¯ the first γ+ 1 blowups are centered at a point of multiplicity ps+ 1 on the proper
transforms of E¯, and they replace the HN-pair by
(
p
1
)
. As we have seen before, this HN-pair
describes p blowups at smooth points of the proper transforms of E¯. Thus the multiplicity
sequence of q2 ∈ E¯ is
((ps+ 1)γ+1, (p)s, (1)p).
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