Motivated by the problem of solving the Einstein equations numerically, we discuss high order finite difference discretizations of first order in time, second order in space hyperbolic systems. Particular attention is paid to the case when first order derivatives that can be identified with advection terms are approximated with non-centered finite difference operators. We first derive general properties of these discrete operators, and as an application we analyze the wave equation in some detail, including the behaviour of the numerical phase and group speeds at different orders of (not necessarily centered) approximations. Special attention is paid to when the use of offcentered schemes improves the accuracy over the centered schemes.
Introduction
Numerical discretization of first order hyperbolic systems is greatly simplified by the following result which holds for the linear constant coefficient case [1] : If the Cauchy problem is well-posed, then the semidiscrete problem (only discretizing space and leaving time continuous) is stable when spatial derivatives are discretized with a centered finite difference operator (CFDO). Furthermore, simple Runge-Kutta methods can be used for time integration such that, for sufficiently small Courant factor, the fully discrete problem is also stable.
Such a result does not hold in general for second order systems where first and second spatial derivatives appear [2] ! In order to obtain a stable semidiscrete scheme, the second order system needs to have additional properties. In [2] , which in the following we refer to as CHH, sufficient conditions for stability of the fully discrete problem were presented for such systems. These provide a starting point for the mathematical analysis of the numerical properties of different discretizations of such systems, but a detailed general description of such finite difference equations is not yet available.
Our interest in the numerical solution of first order in time, second order in space systems of hyperbolic partial differential equations is motivated from their use in numerical relativity, i.e. the problem of solving the Einstein equations numerically. One of the main applications is to understand the physics of coalescing compact objects such as black holes and neutron stars, and to predict the gravitational wave signals emitted in such processes. Recent breakthroughs in the field [3] [4] [5] have lead to dramatic progress, providing a surge of astrophysical results. The accurate tracking of the orbiting compact objects imposes high demands on computational accuracy. Correspondingly, higher than fourth order discretizations have lead to significant improvements in the quality of results from long evolutions, extending up to about 10 orbits before merger [6] [7] [8] [9] [10] (for the use of pseudospectral methods see [11, 12] ). However, a systematic understanding of the numerical methods that underly the field, and of "best practices" that should be employed have not yet been achieved. We view the present article as another step in that direction.
Note that systems of first differential order in time and higher than first differential order in space also arise very naturally in Hamiltonian formulations. While it is always possible to reduce such systems of equations to first order in space and time, it is not clear that this is generally a good idea from a numerical point of view. While the reduction to first order in time does not increase the solution space, this is the case for reductions to first order in space, leading e.g. to new constraints which have to be satisfied during the evolution. This is one of the reasons for the popularity of second order in space versions of the Einstein equations, notably variants of the so-called BSSN system [13] [14] [15] , and generalized harmonic formulations of the Einstein equations [16, 17] . The latter are particularly close to the example of the wave equation studied here, since they take the form of a coupled system of nonlinear wave equations. These wave equations in a curved geometry are more general than the flat space wave equation, in addition to complicated source terms they also possess advection terms which require special attention. Shedding some more light on how first and second differential order formulations of the wave equation compare, in particular in the presence of a nontrivial geometry characterized by a "shift vector", is one of the main objectives of this paper.
In fact, as has been discussed in [18] , the desire to find a simple model for solving the Einstein equations for orbiting black holes leads to the following picture: Every single orbiting black hole can be regarded to a good approximation as a copy of a (boosted) stationary single black hole spacetime, that is advected along the orbit. Tracking the advective motion along the orbit accurately is essential for good accuracy in the orbital motion, and correspondingly in the gravitational wave signal. In practical simulations it is found that off-centering the advection terms in the Einstein equations is essential to obtain good accuracy in the orbital motion, while naively one might expect that centered stencils yield best results for the wave equation [6, 19, 20] . The simplest model equation for the effect of advection terms in second order in space systems is the wave equation with a shift term. We will find that this shift term is then responsible for a discrimination between modes that travel away from the black hole from modes that travel toward the black hole. Through our analysis of the properties of second order in space systems and a comparison with first order systems, and the analysis of the shifted wave equation in particular, we hope to provide hints that may further clarify how both simple models of the wave equation and the advection equation can contribute to a better understanding of the behaviour of black hole simulations.
Keeping the notation of CHH, in the next section we first recall their ideas and discuss basic properties of first order in time, second order in space hyperbolic partial differential equations and their discretizations. Although the method of CHH is in principle general (it applies to discretizations using any order of accuracy CFDO), their focus was mainly on second and fourth order accurate discretizations. In Sec. 3 we discuss properties of finite difference operators in some detail, and show that the method of CHH is indeed general (closing a technical gap for arbitrary order discretizations),
We then turn to a detailed discussion of the special case of the (shifted) wave equation in Sec. 4, and summarize our results in Sec. 5.
2 Systems of first order in time, second order in space hyperbolic partial differential equations
Well-posedness
We consider systems of partial differential equations (PDEs) that match the form [2] :
Note that the state vector v is split into two parts, U are those variables for which only first spatial derivatives appear, while second spatial derivatives of the V -variables do enter the PDE. The well-posedness of the Cauchy problem for first order in time, second order in space systems of PDEs systems has been clarified by [21] [22] [23] [24] [25] . We will here follow the presentation in CHH, where the well-posedness of such systems of PDEs is discussed in close analogy with the issue of numerical stability. It is natural to discuss constant coefficient linear PDEs in Fourier space, then one deals with ordinary differential equations for the spatial Fourier modes.
It is convenient to treat the problem in Fourier space, assuming that the data are 2π-periodic in each spatial direction. If we define the scalar product (u, v) = 2π 0 . . . e i ω, x , ω = (ω 1 , ω 2 , . . . , ω d ), ω r ∈ Z} forms an orthonormal basis in the space of square integrable functions endowed with the above scalar product. One can then represent functions in Fourier space as
wherev(t, ω) are the Fourier coefficients. By considering the action of the partial derivative operators ∂ i1i2... on the basis vectors
Using the above representations for the functions and derivative operators, one can Fourier transform the system (P →P) and reduce the evolution problem to a system of ordinary differential equations (ODEs). By performing a first order reduction in Fourier space, it can be shown, that the well-posedness is not influenced by the lower order terms ofP. By dropping these lower order terms, one constructs the second order principal symbol (corresponding to the direction n),
where ω 0 = | ω|, ω i = ω 0 n i and M n = M i n i . It is shown in [2] that if there exists a matrixĤ( ω) =Ĥ * ( ω) such thatĤP ′ +P ′ * Ĥ = 0 and a positive constant K, such that K −1 I ω0 ≤Ĥ ≤ KI ω0 (where I ω0 = diagonal{ω 2 0 I p , I q }), then the problem is well-posed in the norm
The problem is also well-posed in the norm v H , defined as
Numerical stability
We now turn to the discrete level, again following [2] . The stability analysis almost mirrors the well-posedness analysis and is greatly simplified by adopting the method-of-lines approach where initially time is kept continuous and only space is discretized. We introduce a mesh of equidistant spatial points x = (x i1 , . . . , x i d ), and we assume that in each direction we have the same number of points N , i r = 0, N − 1. We denote the grid spacing by h, h = 2π/N . A grid function is defined as v = v(t, x, h).
Then the discrete system to be analyzed becomes
In the relation above, D 
represents an orthonormal basis in the space of periodic grid functions endowed with the above scalar product. We denote by ., . the usual Euclidean scalar product
1 Thus, a grid function v(t, x, h) can be decomposed in the following way:
The quantitiesv(t, ω, ξ) represent the Fourier coefficients and they satisfŷ
The Parseval relation is
We denote with S k j the shift operator by k points in the j-direction
then S j ≡ S 
A FDO D j corresponding to the mth-order derivative in the j-direction, consists of a linear combination of shift operators of the type
Its Fourier symbolD j is a function of the frequency ξ j up to the factor h −m and satisfies
In a similar way one can introduce the Fourier symbols of mixed derivatives (in
After Fourier transforming the system using the relations (9) and (14), we perform a first order reduction by introducing the variableŵ,
whereD +i is the Fourier representation of the usual forward finite difference operator in the i-direction,
We thus obtain a system of ODEs that correspond to the space discretization of the original PDE,
are the Fourier symbols of the discrete derivatives. We will give the precise form of these Fourier symbols for the first and second 2n-accurate discrete derivatives, together with some relevant properties, in Sec. 3.2. By theorem 5.1.2 of [1] the terms which correspond to the continuum lower order terms can be dropped fromP R without affecting the stability analysis if
are bounded. We will show below in lemma 3.2 that this is indeed the case for any CFDO. Having proved this, the rest of the discussion in CHH applies. The problem now reduces to the analysis of a first order system with the principal part:
Following CHH we define the principal part of the second order system as:
For first order systems semidiscrete stability can be discussed in terms of a symmetrizerĤ R , that is a positive matrixĤ R =Ĥ R (ξ, h) such thatĤ RP ′ R + P ′ * RĤR = 0. If such a symmetrizer exists and additionally satisfies K −1 I ≤ H R ≤ KI for some positive constant K, then the semidiscrete problem is stable [1] . CHH show thatP
′ have the same eigenvalues. In other words, the second order system is stable if:
for some positive constant K. This condition implies that the semidiscrete problem is stable with respect to the norms D ± defined as:
In one space dimension the derivative term in the norm is
the generalization to d dimensions is straightforward.
Observation: If we define the scalar product (v, w) h,H = ωv TĤŵ and the corresponding norm
then the problem is well-posed also in this norm because v h,H and v 2 h,D± are equivalent:
2. We discretize time by using a locally stable (implicit or explicit) RungeKutta method [26] [27] [28] . Then, according to [29] the resulting fully discretized scheme is stable provided that the eigenvalues ofP ′ have nonpositive real parts for all frequencies and the Courant factor λ is chosen such that
where σ(hP ′ ) is the maximum spectral radius of hP ′ obtained when ξ scans the spectrum, and α 0 is a constant specific to the time integrator. In the general case α 0 will denote radius of local stability (e.g. for the classical fourth order Runge-Kutta method R ls = 2.61) and in the particular case when the eigenvalues are purely imaginary, α 0 can be taken as the radius of local stability on the imaginary axis, leading to a relaxation of the Courant limit (e.g for the classical fourth order Runge-Kutta method R lsia = √ 8 = 2.83).
Remark We want to point out that if we modify the right hand side of the equations by adding artificial dissipation (via the operator D defined in (46)) and/or by adding advection terms of the form
is a non-centered FDO defined in (29) ), these modifications only have effect on the diagonal entries of the principal part. The new system will have different eigenvalues thanP ′ but the same set of eigenvectors. The symmetrizer will not depend on the way we discretize the advection terms, nor on the dissipation operator. This implies that the stability conditions (20)- (25) remain valid if
are bounded, which we will show in lemma 3.2.
We have now reduced the proof of numerical stability for higher order FDOs to establishing the boundedness of the symbols (17) and (26) . In order to do that we will first have to derive some general properties of the first and second order finite difference operators and of their Fourier symbols in the next section.
3 Finite Difference Operators -General Properties
Construction
We first restrict ourselves to one space-dimension. The finite difference operator using 2n+1 equidistant points which approximates the derivative of order m can be constructed by Taylor expanding the function f m,n,s,ǫ (x) = x n−ǫs (log x) m around a point x 0 = 1 up to the order (x − x 0 ) 2n [30] . We denote with s ∈ {0, 1, . . . , n} the offset of these points from symmetry with respect to the center, (s = 0 for CFDO) and with ǫ the direction of off-centering (ǫ = 1 for off-centering to the right, ǫ = −1 for off-centering to the left).
points which enter the construction of the FDO:
Then we can write a general finite difference operator as a sum over shift oper-
In general, the accuracy of this operator will be 2n + 1 − m. We will not consider higher than second order derivatives in space, and we will restrict attention to these cases where a CFDO is used for second order derivatives, and both centered and offset FDOs are used for first order derivatives.
Starting from (28), one can deduce explicit expressions for these operators (2n accurate, computed using 2n+1 points) in 1D:
where
and
We have jβ n,j = 2α n,0,0,j for j ≥ 1. In the relation (32),
i is the harmonic number.
We define the elementary dimensionless finite difference operators
A direct but lengthy calculation starting from the definitions (30) and (31) allows us to rewrite the finite difference operators in a more convenient form, which we state in the following lemma:
Lemma 3.1 In one dimension, CFDO of accuracy 2n satisfy:
where the coefficients c k and d k do not depend on n,
For the rest
we obtain the identity
Truncation Errors
If we define the (leading order) truncation error of order 2n,
then one can prove that
, where,
One can show that T (1,n,0) < T (1,n,s) for s > 0, that is the centered FDO has the smallest leading order truncation error (see also table 1).
Note that if one constructs the centered finite difference operator using 2(n+ s) + 1 points,
then this operator will have the same truncation error as D (1,n,s,±1) , and thus a larger truncation error than D (1,n) , though it is constructed using more points.
The construction of FDOs in n-dimensions is straightforward and is done by associating an index specifying the direction to all the FDOs defined above. The exception will be the second order operator defined as:
n=1 n=2 n=3 n=4 s=0 Table 1 : Leading order truncation errors for the first order discrete derivative T (1,n,s) .
Dissipation Operator
In order to achieve numerical stability for problems that go beyond the linear constant coefficient case, it is common practice to add artificial dissipation to the right-hand-sides of the time evolution equations as
This is usually done in a way that the dissipation term converges away fast enough so as not to change the convergence order of the scheme. Here we use the Kreiss-Oliger dissipation operator D (2m) of order 2m [1] ,
for a 2m−2 accurate scheme, where the parameters σ j ≥ 0 regulate the strength of the dissipation. Using this form of numerical dissipation, theorems can be proven concerning the numerical stability of non-constant-coefficient hyperbolic PDEs [1] . Note that it is more common to have the dissipation parameters σ j not depend on the direction or other parameters of the system. In this work we deal with a constant coefficient case problem, but we will also consider the use of dissipation to stabilize numerical schemes which would be unstable otherwise. In this case we will have to allow σ j depend on the parameters of the system (see Sec. 4.2.2).
Fourier representation
In this section we derive the Fourier symbols for the first (not necessarily centered) discrete derivative and for the second centered discrete derivative at 2n-accuracy.
Using the relation (14), we obtain for the elementary discrete operators the following Fourier representations:
We define also the convenient shorthand expressioň
The symbols for the first and second order derivative operators are straightforwardly computed using (36)- (37),
Starting from definition (29) , and going to Fourier space, one can also compute the corresponding symbol forD
where we introduce the notationď (1,n,s,ǫ) ≡ ǫď (1,n,s) andd (1,n,s) for the real and imaginary parts of the operator,ď
(1,n,s) ,ď (1,n,s) ∈ R. The operators satisfy d
(1,n,0) = 0,ď (1,n,0) =ď (1,n) and, for s ≥ 1:
•ď (1,n,s) is an even function inΩ, whileď (1,n,s) is an odd function inΩ.
The Fourier symbol of the dissipation operator defined in (46) is easy to write down in terms ofΩ:
Convention For any functionf ∈ {δ,Ω,ď (1,n,s) ,ď (1,n,s) ,ď (2,n) } we will use the shorthandf
Properties of the Fourier Symbols
Using the results from the subsections above, we are able now to prove Lemma 3.2 The terms
are bounded.
Making use of the relations (51), (52), (55) and (59), we see that we can reduce the proof to showing the boundedness of
From the relations (53), (54), (56) and (57) we observe that each of these quantities can be written formally as a productΩ jΩ In the following we will see how the error scales with the order of approximation and with the off-centering:
• Scaling of the error with the order of the approximation Fig. 1 shows the Fourier symbolsď (1,n) ,ď (2,n) andř (n) as functions of the frequency ξ for different orders of accuracy. For increasing order of the approximation, the second order derivative becomes more accurate for all frequencies, while the first order derivative does not converge for ξ = π.
• Scaling of the error with the degree of off-centering
In contrast with CFDOs where the error scales with the order for all frequencies (−π, π), for non-centered FDOs this is true only at small frequencies. It is also interesting to see the scaling of the error forď (1,n,s) with the offcentering, at fixed order of approximation. Fig. 2 shows this dependence when the order is n = 1, 2, 3, 4.
For s = 1 one can show that for each order, there is a frequency ξ (n) such that for all ξ ≥ ξ (n) the error forď (1,n,1) is smaller than the error of d (1,n) . This frequency can be computed numerically and it is for n = 1, 4: 
as functions of the frequency ξ, for different orders of accuracy. Note that for increasing order of the approximation, the second order derivative becomes more accurate for all frequencies, while the first order derivative does not converge for ξ = π. (1,n,s) at fixed order of approximation for different off-centerings. Each of these figures shows the absolute value of the error for the symbolď (1,n,s) , scaled with |c n | ξ 2n , for various advection stencils s at fixed order of approximation, n = 1, 2, 3, 4. In the regime of small frequencies, the curves are straight lines with slope (n+s)!(n−s)!/(n!) 2 according to eq.(138). In this region more off-centering increases the error. At larger frequencies this behaviour changes. For each s, there are exactly s frequencies in (0, π) where the error cancels. However, for s ≥ 2 there are large intervals where the error overcomes by far the error when s = 0. For s = 1 we observe that while at small frequencies, the error is slightly larger than for s = 0, for each order n, there is a frequency, ξ (n) , beyond which the error is smaller than for the case s = 0.
Continuum versus Numerical Solution
If we denote withT =T( ω) the eigenvectors of the second order principal symbol,P ′ , and withD =D( ω) its eigenvalues, (P ′ =TDT −1 ), then the characteristics of the second order system in Fourier space, are defined byĉ =T −1v . The discrete characteristics are constructed in a similar way,ĉ =T −1v from the matrix of eigenvectors ofP ′ ,T =T (ω, ξ)
LetĈ be a characteristic of the continuum system,Λ the corresponding eigenvalue, and the let the pair (Ĉ,Λ) denote their discrete analogs. We provide consistent initial data for the continuum and discrete system:Ĉ 0 (ω, ξ). Then the evolution equation for the characteristics,Ĉ andĈ will be:
and the numerical solution can be written in terms of the continuum solution:
where the superscripts Re and Im denote the real and imaginary parts of the eigenvalues. (Λ Re = 0 because the system if hyperbolic.) We now want to discriminate between mechanisms which modify only the phase of the mode (leading to phase errors) and mechanisms which modify only the amplitude (damping or amplification of the signal), and we define the following quantities:
• Amplification factor of one mode, a p = a p (ξ),
• Phase (v g ) and group (v p ) speeds in terms of the imaginary part of the eigenvalues:
continuum:
discrete:
• Phase and group speed errors:
• Relative error of one mode,Ê =Ê(t, ω, ξ),
The absolute value of the relative error will evolve according to
From (68) we can see that if a p > 0 the error of the semidiscrete problem will grow exponentially in time, if a p = 0 the error will have an oscillatory behaviour with the period 2π ǫpω0 and constant amplitude, 2, and if a p < 0 the relative error is the superposition of two effects: damped oscillatory effect and a growing effect (asymptotically to 1). The first effect will be dominant at early times while the second will dominate at later times.
It is instructive to consider the linear regime of eq. (68), i.e. t ≪ 
Consequently the convergence factor will not depend on time, but only on the resolution.
• For small frequencies one can show that if the real part of the discrete eigenvalues is given only by contributions from artificial dissipation terms or by contributions from off-centered derivatives placed on the diagonal of the principal symbol,P ′ , then
where f 1,2 do not depend on ξ.
That is the phase error scales with ξ 2n 0 , while the amplification factor a p scales with ξ 2n+1 0 , so the error will be given practically by the phase speed error. From here we see the importance of having accurate phase speeds because they will reflect in accurate total errors.
We have analyzed the connection of the error with dissipative effects (coming from artificial dissipation or off-centered first order derivatives placed on the diagonal entries of the PP symbol) and with phase speed errors. For sufficiently short time (that is, in the linear regime, which can be actually quite large if the phase speed error and the dissipation factor are small) the error of one mode scales linearly with the phase speed error and with the dissipation factor. If the semidiscrete problem has no dissipation or if it is negligible (as in the case of small frequencies) then the error is given practically by the phase speed error. In the next section we will analyze the phase speeds for the wave equation in some detail and deduce conditions in which the use of off-centered derivatives can improve the phase speeds in comparison with centered schemes.
Application: Scalar Wave Equation
The standard wave equation in d space dimensions is
It is a special case of the curved spacetime scalar wave equation
with indices α, β = 0, d (we sum over repeated indices), and g αβ is the spacetime metric. In the case of a flat spacetime we can choose standard Cartesian coordinates corresponding to the line element
leading to Eq. (74). Although dramatically simpler, the curved space wave equation can serve as a simple model for the numerical solution of the Einstein equations -in particular since the generalized harmonic formulation of the Einstein equations takes the form of a system of wave equations (however with very complicated source terms, see [16] for a detailed discussion). For further analysis of the numerical solution of the curved space wave equation, and the closely related (generalized) harmonic formulation of the Einstein equations, see e.g. [33] [34] [35] [36] 38] . From the point of view of the principal part, an essential complication in the Einstein equations comes in through time-space components in the metric, and corresponding mixed time-space derivatives in the wave equation.
For the case of the flat metric, such components can be introduced by a coordinate transformation of the form
where t and x are the new coordinates and β i is called the shift vector. The coordinate speed of a grid point of fixed nonshifted coordinatesx i is then dx i /dt = −β i . As a side comment concerning black hole evolutions in numerical relativity (our original motivation), note that there the black hole coordinate velocity is again given by −β i . We will take β i > 0 without restricting generality, and we will refer to characteristic modes in the direction of the motion (left-going) as "+" mode, and to characteristic modes in direction of the shift (right-going) as "-" mode.
Expanding on the analogy with numerical relativity and black holes, we note that while in the case of a moving (orbiting) black hole the motion is in the opposite direction of the shift vector, for a time-independent description of a single black hole the shift vector will point outward (to compensate for the horizon being an outgoing null surface). In the stationary black hole case, the "-" mode will thus correspond to outgoing waves, and the "+" mode will correspond to waves traveling toward the black hole. In the orbiting black hole case, the "-" mode will additionally correspond to modes that trail the black holes, and the "+" mode will correspond to modes that move ahead of the black hole.
Taking a general metric as in Eq. (75), for simplicity we assume a uniform time slicing, g 00 = −1, and we perform a d + 1 split introducing a positive definite d-metric γ ij = g ij + β i β j , with i, j = 1, d and a shift vector β i = g 0i (see e.g. [31] ). The wave equation (75) then becomes
The mixed time-space derivatives lead to non-standard behavior as compared to the flat space wave equation, and much of the material below will be devoted to their treatment. Now we reduce the wave equation to a first order in time, second order in space form by introducing the variable K, in analogy with the York-ADMsystem [32] (and other common PDE representations of the Einstein equations),
which transforms the wave equation into the first order in time, second order in space system in the way most common in numerical relativity:
Well-posedness for the Cauchy problem for the system (75) is a standard textbook result both in the original second order form and for reduction to first order symmetric hyperbolic form. In the latter form standard theorems for numerical stability apply [1] . Here we prove well-posedness and numerical stability for the first order in time, second order in space system (78), using the methods presented in [2] for any CFDO.
Continuum Problem
It is easy to see that the wave equation is indeed well-posed. Define∆ ≡ γ ij ω i ω j . Then the symbol, the diagonalizing matrix and the eigenvalues are:
ij is positive definite,∆ ≥ 0. This means that the eigenvalues are purely imaginary and also that
is a symmetrizer for the system. We know that γ ij is a positive definite matrix, thus there exists a constant c 1 > 0 such that
Because γ ij < ∞ there also exists a constant c 2 > 0 such that
We take K = max{c
2 , 1}. Using the definition for∆ and the above inequalities, we can bind∆, such that
and obtain the boundedness condition for the symmetrizer:
The corresponding conserved quantity in physical space obtained using Parseval's theorem is
with v = (Φ, K) T .
Discrete Problem

Semidiscrete Problem
We now discretize the wave equation in space (while leaving time continuous) in the following way:
This way of discretizing the first order derivative terms, which correspond to advection along the shift vector β i , with off-centered derivatives has become customary in numerical relativity (see e.g. [6, 19, 20] ).
We define the shorthand quantity∆ aŝ
) .
Then the discrete symbol, the diagonalizing matrix and the eigenvalues can be written asP
Because of the relation (128) and the positive definiteness of the matrix γ ij , the quantity∆ is real and∆ ≥ 0 with equality only when allΩ j are zero. This means thatĤ
is a symmetrizer for the system (88, 89). We observe that the symmetrizer does not depend on the diagonal entries of the symbolP ′ , e.g. does not depend on the way we advect the shift terms.
We still have to prove that there exists a constant K ≥ 1 such that
Using (82), the definition forř
and (125) we obtain
On the other hand, using (84), the definition forř
and (125) we have that
Like in the continuum case, we chose K = max{c −1 1 , (c 2 C n ), 1} and obtain the relation (93).
The conserved discrete quantity in physical space associated toĤ, that is the norm v h,H defined in (23), is obtained using Parseval's relation and it reads
Having proved the existence of a symmetrizer we have proved that the semidiscrete problem is stable with respect to the norms D + and H. Note again that the stability property does in particular not depend on how the shift terms are discretized.
Courant Limits and the Role of Dissipation
In order for the fully discrete problem to be stable we restrict the Courant factor λ according to the sufficient condition for local stability, eq. (25):
From (91) we have Re(
that is, we use advected stencils in the β j direction (upwind), and if in addition, d
(1,n,s) (ξ) ≤ 0 for all the spectrum, then the first condition for local stability is satisfied. And this is the case when we use CFDOs (becauseď (1,n,0) (ξ) = 0) or one point-upwinded stencil (becauseď (1,n,1) (ξ) ≤ 0). In all the other cases condition (96) will be violated. However, this stability condition can be reestablished if appropriate dissipation is added to the RHS of the equations. As we mentioned already, this will not modify the stability of the semidiscrete problem but will impact only the real part of the eigenvalues.
If we add dissipation using the Kreiss-Oliger dissipation operator (46), the eigenvalues become
We impose Re(Λ ± ) ≤ 0 for all Ω j ∈ (−2, 2], j = 1, d. According to the relation, (56)ď
(1,n,s,ǫ)
This means that the minimum dissipation that one has to add to make the scheme stable is given by
where we denoted
In table 2 we give the formulas forσ (n,s) ± for s = 1, 2, 3. We remark that for all n ≥ 1,σ (n,1) + < 0 whileσ (n,s) + > 0 for s ≥ 2 andσ (n,s) − > 0 for s ≥ 1. This means that when using one-point upwinded stencils, we can add "negative" dissipation and still obtain a stable scheme. In fact, the following situations are equivalent:
• Upwind one point and add dissipation with (± stands for upwind/downwind) represents the minimum dissipation that one has to add to make the numerical scheme stable.
• Downwind one point and add dissipation with
• Use the CFDO operator constructed with 2(n+s)+1 points,
and do not add dissipation, σ j = 0.
In any of the above three situations, the real part of the eigenvalues is zero, so if the Courant limit is small enough then we obtain stability on the imaginary axis.
If we allow only "positive" dissipation then the minimum dissipation that we have to add to make the scheme stable is σ j = 2 2(n+1) β j σ for s ≥ 2. Now, for each choice of dissipation parameters σ j , which satisfy (99) we will obtain a limit on the Courant factor,
One can easily show that the smaller the dissipation parameters, the higher the Courant factor limit. This means that by choosing σ j corresponding to equality in (99) we maximize the Courant limit.
We have shown that no matter whether we upwind or downwind some shift terms, we can always achieve (local) stability by adding dissipation. In the case of s = 1 (upwind) we can turn the problem from locally stable to locally stable on the imaginary axis by adding "negative" dissipation.
To explicitly compute the limit of the Courant factor as a function of β j , order of approximation, n, advection stencil s, direction of advection,ǫ j , dissipation parameters, σ j is not easy in the general case. In the particular case of using CFDO and evolving a flat metric with zero shift, however, dissipation is not needed and the Courant limit is easy to write down:
where C n is given in (126) and α 0 stands for the constant of local stability on the imaginary axis.
In the general case one usually has to evaluate the Courant limit numerically by maximizing eq. (101) overΩ. For the 1D wave equation with shift β > 0 with upwind discretization of the advection term and adding the minimal amount of dissipation if necessary, the limit of the Courant factor is given by
.
We compare the Courant limits for different orders of approximations at fixed Figure 3 : Courant limit as a function of β, for different orders of approximation at fixed off-centering s. For s = 0 (left plot) no dissipation is needed, (σ = 0), and we are in the regime of local stability on the imaginary axis (α 0 = 2.83). For s = 1 (middle plot), again no dissipation is needed (σ = 0), but now we are in the regime of local stability (α 0 = 2.61). For s = 2 (right plot) dissipation is required and we add the minimum amount in order to attain stability. Figure 4 : Courant limit as a function of βfor different advection stencils at fixed order of spatial accuracy. From left to right: Courant limits at approximation orders 2, 4, 6. As in Fig. 3 the Courant limit calculation takes into account whether we are in the regime of local stability on the imaginary axis (the case s = 0), or only local stability (for s ≥ 1), and the minimal amount of Kreiss-Oliger dissipation is added for s ≥ 2.
advection stencil in Fig. 3 , and the Courant limit at fixed order of approximation for different advection stencils in Fig. 4 . In Fig. 3 we see that if s = 0, the higher the order of approximation, the lower the Courant limit. For s ≥ 1, this is not true anymore beyond a certain value of the shift. For large shifts, we observe, that increasing the order of approximation, actually decreases the Courant limit.
Comparing different stencils in Fig. 4 , we observe that advecting more points decreases the Courant limit, and there is a significant drop in the Courant factor between s = 1 and s = 2, for all orders of approximation.
Phase and Group Speeds
For the wave equation the continuum phase and group speeds are:
where β n = β i n i and γ nn = γ ij n i n j . The discrete speeds are:
In the following we will analyze the phase and group speed errors in the one dimensional case.
Because ± speeds interchange when ξ changes sign, it is enough to consider only the "+" speed over the whole spectrum ξ ∈ (−π, π]. Also because we will compare speeds at different orders of approximation or at different stencils, we attach the superscript (n, s) (or only (n) in case s = 0), to the symbols representing the discrete speeds and the corresponding errors:
The continuum limits for both, phase and group speeds are β + 1 for ξ > 0 and β − 1 for ξ < 0. We will analyze the behaviour of the speed errors defined as
We will also assume β ≥ 0 without restricting generality, if β → −β, then ǫ
p,g (−ξ).
Small Frequencies
When ξ ≃ 0 one can show that the phase and group speed errors satisfy
Because the errors scale with ξ 2n , it is obvious that for small enough frequencies higher order approximations will improve the phase and group errors for all the values of the shift and for all advection stencils. If we keep the order fixed and compare the speeds corresponding to an offcentering by s ≥ 1-points with the ones corresponding to the centered scheme, s = 0, then one can easily show that the offcentered scheme improves over the centered one
• the "+" numerical speeds (ξ > 0) if s is odd and β is small enough
• the "-" numerical speeds (ξ < 0) if s is even and β is small enough where small enough means
Obs. For s = 1, the inequality (110) becomes β < n (n+1) . Also notice that with increasing s the above limit on β decreases. In the next subsection we will analyze the behaviour for the whole spectrum in some more detail.
Comparison with wave equation written in first order form
If one writes the wave equation in first order form (approximating the first derivatives with the corresponding CFDO), then the eigenvalues become (hΛ ± )(ξ) = i (β ± 1)ď (1,n) . For ξ ≃ 0 one then gets
We notice that for a given order, the second order system discretized with CFDO, has smaller phase and group errors then the first order one (for both eigenvalues), if and only if |β| ≤ 2n+3 4(n+1) . If |β| is not in this interval then one pair of speeds (phase and group) is better approximated by the second order system, while the other one is better approximated by the first order system. To prove this we make use of the relations (129) in the definitions of the speeds and obtain
Using the inequalities (141) and (142) one can easily show that ǫ
for all frequencies. The situation is illustrated in Fig. 5 where we plot the speeds v If β = 0 then it is not true anymore that higher order approximations improve the numerical speeds for all frequencies (not even for the case of using CFDO). Though one can go into details and determine the regions in the spectrum where the scaling with order fails, we restrict ourselves to illustrating this situation by plotting the numerical speeds versus frequency at a particular value of the shift. In Fig. 6 we show the numerical speeds at different orders of approximation with the same advection stencil when β = 0.5.
Phase Speed Errors for Different Advection Stencils at the Same Order of Approximation
Imposing ǫ (n,s) p± < ǫ (n,0) p± and using the definition (108) yields the inequality where
We have
can change sign over the spectrum. The inequality (115) holds at a given frequency ξ, if β > β (n,s) (ξ) and sign f (n,s) 1,2 (ξ) < 0 or β < β (n,s) (ξ) and sign f (n,s) 1,2 (ξ) > 0. In general, the regions in (ξ, β) plane where at fixed order of approximation, offcentering by s points improves the accuracy of the phase speed, are difficult to determine analytically and we restrict ourselves to a numerical evaluation (Fig. 7) . What we see in the plots is that if s is odd (even) then for sufficiently small β, the "+" ("-") speed has smaller error compared with the case of CFDO in some intervals of the spectrum that include the small frequency range. However these regions become narrower with increasing the offcentering, such that for s = 1 we have the strongest effect. We analyze this case in more detail below.
If s = 1, the functions f (n,s) 1,2 and β (n,s) , defined in (116) become
We have sign f Then the inequality ǫ
The values and limits of β (n,1) (ξ) in 0 and π are
One can show that the equation β = β (n,1) (ξ) has at most one solution in each of the branches ξ > 0 and ξ < 0, which we will denote with ξ ± . If ξ 2 is the zero of the function f and ξ ∈ (0, π),
At a given order of approximation, 2n, for sufficiently small β < n n+1 the "+" speed has smaller error in the case when we advect one point than in the case when we use CFDO, for all frequencies 0 < ξ ≤ π, but the "-" speed will have larger error, at least for small and mid frequencies. If β > n n+1 then for both ± speeds, in the regime of small frequencies, the CFDO give less error than one-point advected scheme, while for mid and high frequencies the situation reverses. The interval of small frequencies where CFDO are better than advected scheme shrinks with increasing the order of approximation. as defined in (116).
Group Speed Errors for Different Advection Stencils at the Same Order of Approximation
Imposing ǫ (n,s) g < ǫ (n,0) g and using the definition (109) yields the inequality
and f
and g (n) are given by (116). It is easy to see that
. However the signs of F (n,s) 1,2 (ξ) are more difficult to determine. As in the case of phase speeds analysis, we determine graphically (see Fig. 8 ) the regions in (ξ, β) plane where at fixed order of approximation, offcentering by s points improves the accuracy of the group speed. We see the same qualitative behaviour as for the phase speeds, in the sense that for sufficiently small β, the "+" ("-") speed has smaller error compared with the case of CFDO at least at small frequencies, and offcentering decreases of the extent of these regions in (ξ, β) parameter space. Below we analyze in more detail the particular case s = 1. The relations (121) become
We notice that F (n,1)
At a given order of approximation 2n, for sufficiently small β < n n+1 the "+" group speed has smaller error in the case when we advect one point than in the case when we use CFDO for all frequencies 0 < ξ < π − arccos n n+1 , (in the case of phase speed this was the whole range (0, π)!), but the "-" speed will have larger error, at least for small and mid frequencies. If β > n n+1 then for both ± speeds, in the regime of small frequencies, the CFDO give less error than one-point advected scheme, while for mid and high frequencies, the situation reverses. The interval of small frequencies where CFDO are better than advected scheme narrows with increasing the order of approximation. In the end of this section we give an illustration of our analysis for a particular value of the shift, β = 0.5 In the Figures 9 we show the phase/group speeds at different advection stencils with the same order of approximation. 
Numerical Experiments in 1D
Comparison of Centered and One-Point Advected Schemes
In (4.3.4,4.3.5) we showed that when 0 < β ≤ n n+1 the numerical "+" speeds are better approximated with one-point offcentered schemes than with centered schemes at least up to very high frequencies in the grid.
In this section we show some simple numerical tests to illustrate this fact. We chose l-periodic initial data:
The parameter a ∈ [−1, 1] sets the amplitude of the "±" components of the signal,
When a = 1(−1) the signal is purely "left" ("right") going and when a = 0, the signal is equally distributed between both modes. We choose a grid with N = 101 points and resolution h = 0.01, the width of the grid is l = N h = 1.01. Also we chose σ = 0.1, β = 0.5 and we integrate the wave equation using fourth order FDOs for space derivatives and the fourth order Runge-Kutta as time integrator.
We let a ∈ {1, 0, −1} and for each value of a we look at the errors for the main variables when s = 0, 1 (see Fig. 10 ). The numerical results show that, indeed, when the signal is "left" going, the upwinded scheme has less error than Figure 10 : The plots show the errors in the l 2 norm (top) and the snapshots at t = 99CT for the variable Φ (bottom), for three cases from left to right: a purely. left-going signal (a = 1), a signal with equal amplitudes of left and right going modes (a = 0), and a purely right-going signal (a = −1). Red lines mark the centered scheme, green the one-point advected stencil, blue the exact solution. For a = 1 upwinding is more accurate, but the situation reverses if the signal is right-going, for a = 0 both schemes yield similar accuracy. the centered scheme, while when the signal is going "right", the centered scheme is to be preferred.
Conclusions
In this paper we have extended the analysis in [2] (CHH) of the numerical properties of first order in time, second order in space hyperbolic systems to higher than fourth order schemes, and we have presented a detailed analysis of the shifted wave equation, which provides a very simple but extremely useful toy model equation for the numerical solution of the Einstein equations (see also [33, 34] ).
We first extended CHH's method of analyzing the stability of second order in space and first order in time systems in terms of discrete symmetrizers from second and fourth order accurate operators to the general case, in particular when some derivatives are approximated with non-centered FDOs, as is customary for treating black hole spacetimes in numerical relativity [6, 19, 20] . It is however not yet understood exactly why off-centered FD operators show drastic advantages in simulations, although centered finite difference operators formally have the smallest local truncation error. In the present study we find that off-centering indeed improves the accuracy of propagation speeds in certain cases as detailed below. Off-centering by more than one gridpoint does however require artificial dissipation for stability, drastically reduces the Courant limit, and leads to smaller regions of improved propagation speed accuracy, and the only interesting choice for off-centering seems to be off-centering by just one point.
Note that neither adding artificial dissipation (as defined in (46)) nor shift advection terms affect the eigenvectors of the discrete symmetrizer, and thus the conditions for semidiscrete numerical stability (the Courant limit will of course be affected in general).
We have then analyzed in some detail the properties of first and second discrete derivative operators on equispaced grids. One interesting point is that while first derivatives (centered or off-centered) do not converge in the limit n → ∞ at the maximum grid frequency (ξ = π), second derivatives do converge at all frequencies (that is the highest frequency in the grid will not be captured by the first order derivative, regardless of increasing the order of approximation or the off-centering, while the second centered derivative can "see" it and approximates it better with increasing order). A number of general properties of 2n-accurate FDOs are collected in the Appendix (A).
For first order derivatives we find that increasing the off-centering at fixed order of the approximation increases the error of the derivative at small frequencies. At larger frequencies this behaviour changes. For operators that are off-centered by s gridpoints, there are exactly s frequencies in (0, π) where the error cancels. However, for s ≥ 2 there are large intervals where the error is far larger than for s = 0. For s = 1 we observe that while at small frequencies the error is slightly larger than for s = 0, for each order n, there is a frequency ξ (n) beyond which the error is smaller than for the case s = 0.
We have then applied our methods to the case of the shifted wave equation in first order in time, second order in space form, focusing on the case of just one space dimension. Here the situation with regard to centered versus off-centered stencils changes from the first order (advection equation) case. We find that increasing the off-centering of the discrete derivatives corresponding to the shift terms decreases the Courant limit. For off-centerings by more than one point one needs to add dissipation in order to achieve stability. We have computed the minimal Kreiss-Oliger dissipation required for stability, which is found to be proportional to the shift β.
For centered schemes, higher order approximations have lower Courant limits. Interestingly, this is not true anymore for off-centered schemes (when adding just dissipation to be in the locally stability regime) -for large enough shift, the Courant limit is actually larger for higher order schemes. In particular, for the one-point off-centered scheme, which does not require artificial dissipation for stability, the turn-around point is at β ≈ 0.5. Off-centering generally reduces the Courant limit drastically, except for at least fourth order accurate schemes, when only one-point off-centering is used: for higher than fourth order schemes one-point off-centering only leads to a minor reduction of the CFL factor.
We have then analyzed in detail the behaviour of numerical speeds, at different orders of approximation and for different advection stencils. Our first observation is that while without shift higher order approximations always result in more accurate numerical speeds, with nonzero shift this is not generally true at higher frequencies. Furthermore, we find that although the truncation error for the first order derivative increases with the off-centering, the mixing with the second order discrete derivative in the scheme, causes upwinded stencils to give a higher overall accuracy in some situations. More precisely, in the case of the 1D wave equation, we find that advecting shift terms by an odd (even) number of points reduces the errors of the "+" ("-") numerical speeds in some intervals of the spectrum that include the small frequency range, if the shift is not too large. The extent of the regions in the (frequency, shift)-parameter space where this improvement appears decreases with off-centering, such that for s = 1 one gets the strongest effect. Thus, at a given order 2n, if the shift satisfies 0 < β < n n+1 then off-centering by one point, has in comparison with the centered scheme, better "+" phase speed error for all frequencies, and better "+" group speed error for all frequencies up to a very high frequency in the grid, π − arccos n n+1 . If the semidiscrete problem is not dissipative (e.g. we cancel the real part of the eigenvalues by adding appropriate dissipation) or the dissipative effects can be neglected (as is the case at small frequency), smaller speed errors will result in better overall accuracy.
If we write the wave equation in first order form (approximating the first derivatives with the corresponding CFDO), then for a given order of approximation, the second order system discretized with CFDO has smaller phase and group errors than the first order one (for both eigenvalues), if and only if |β| ≤ 2n+3 4(n+1) . If |β| is not in this interval then one pair of speeds (phase and group) is better approximated by the second order system, while the other one is better approximated by the first order system.
A detailed understanding of finite difference algorithms for first order in time, second order in space systems, in particular as applied to the Einstein equations, will require significant further work. Already for the shifted wave equation, it will be interesting to study the errors in the multidimensional case, e.g. when the wave propagates in a direction that is not aligned with the grid. A similar analysis for the full Einstein equations will require a substantial use of computer algebra methods. We also point out that for the Einstein equations much of the complications come from the nonlinear source terms, which are beyond the scope of our present analysis.
has been used to prove strong stability of the initial boundary value probď (1,n,s) ≃ ξ 1 − (−1)
