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La matriz multirrasgo-multime´todo (MRMM) es un disen˜o de investigacio´n de lar-
ga tradicio´n en Psicologı´a. Las te´cnicas de ana´lisis de datos adecuadas para una
correcta extraccio´n de conclusiones han estado sujetas a controversia. Parece, no
obstante, que diversos modelos de ana´lisis factorial confirmatorio resultan muy
adecuados. De entre los diversos modelos, dos de ellos han recibido gran aten-
cio´n, el modelo completo, que aparecio´ primero en la literatura, y el de unicidades
correlacionadas, que parece una alternativa razonable a los problemas que apa-
recen en el primero. Los resultados de ambos modelos en la literatura se refieren
a situaciones con un solo indicador por combinacio´n rasgo-me´todo. La presen-
te investigacio´n simula datos de matrices MRMM para mu´ltiples indicadores por
combinacio´n rasgo-me´todo y somete a prueba la adecuacio´n de las estimaciones
de ambos modelos. Los resultados apuntan a un mejor comportamiento del mode-
lo completo, si bien los sesgos, aunque triviales en cuantı´a, aumentan conforme
aumenta la correlacio´n entre me´todos.
Effects of number of indicators per factor on identification and esti-
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1. INTRODUCCI ´ON
El disen˜o de investigacio´n mediante la matriz multirrasgo-multime´todo fue presenta-
do por Campbell y Fiske (1959). En su aplicacio´n paradigma´tica se miden distintas
variables mediante diversos me´todos. Ası´, puede medirse extraversio´n, neuroticismo y
depresio´n por medio de tres me´todos de medida (autoinforme, registro clı´nico y ob-
servacio´n externa, por ejemplo). Este ejemplo de disen˜o serı´a una matriz multirrasgo-
mu´ltime´todo 3×3, con tres rasgos y tres me´todos. El nu´mero de rasgos y de me´todos
utilizados en la literatura es muy variable, y pueden encontrase disen˜os de 3×2, 4×4,
9×9, etc. El objetivo de la matriz multirrasgo-multime´todo era ofrecer un disen˜o de in-
vestigacio´n que permitiera analizar la validez convergente-discriminante de las medidas
incluidas.
Este disen˜o de investigacio´n sigue plenamente vigente, aunque el ana´lisis de datos pro-
puesto por estos autores ha sido ampliamente criticado (entre otros, Bagozzi, 1993;
Schmitt y Stults, 1986; Widaman, 1985). Como respuesta a estas crı´ticas, se han plan-
teado aplicaciones de diferentes tipos de te´cnicas para mejorar la extraccio´n de conclu-
siones. De entre e´stas, las soluciones ma´s prometedoras parecen ser las basadas en dis-
tintos modelos de ana´lisis factorial confirmatorio (Jo¨reskog, 1971, 1972; Marsh, 1988,
1989, Rindskopf, 1983).
Dentro del ana´lisis factorial confirmatorio se proponen diversas parametrizaciones o
modelos, que varı´an en te´rminos de supuestos, condiciones de aplicacio´n y adecuacio´n
de las estimaciones. El primero en aparecer es el modelo completo, o modelo de ras-
gos correlacionados y me´todos correlacionados (Jo¨reskog, 1971). Una representacio´n
de e´ste puede verse en la figura 1 (a) para tres rasgos y tres me´todos. Como una alter-
nativa a este modelo aparece el modelo de unicidades correlacionadas presentado por
Marsh (1988, 1989), basa´ndose en trabajos de Kenny (1976, 1979). Esta parametriza-
cio´n extrae las conclusiones sobre efectos de me´todo a partir de la correlacio´n entre
unicidades de las medidas de distintos rasgos que tienen en comu´n un mismo me´todo.
Una representacio´n de este modelo, tambie´n para tres rasgos y tres me´todos, aparece en
la figura 1 (b).
El modelo completo ha sufrido fuertes crı´ticas ya que, aunque cuenta con ventajas frente
a otras te´cnicas, presenta muchos problemas, especialmente de identificacio´n y estima-
cio´n (ver, entre otros, Brannick y Spector, 1990; Kenny y Kashy, 1992; Kumar y Di-
llon, 1992; Marsh y Bailey, 1991; Wothke, 1996). Por su parte, el modelo de unicidades
correlacionadas ha aparecido como una alternativa razonablemente robusta a violacio-
nes de sus supuestos, que ofrece estimaciones adecuadas de la validez convergente-
discriminante y de los efectos de me´todo, y que presenta problemas de identificacio´n
y/o estimacio´n con escasa probabilidad (Marsh y Bailey, 1991). Los resultados obteni-
dos se derivan de estudios analı´ticos y empı´ricos, con datos reales y de simulacio´n, y
resultan altamente consistentes entre sı´, lo que ha permitido a un nu´mero de autores re-
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comendar la eleccio´n del modelo de unicidades correlacionadas en estudios de ma-
trices multirrasgo-multime´todo (Brannick y Spector, 1990; Marsh y Bailey, 1991).
Los resultados anteriores se han establecido a partir de datos de matrices multirrasgo-
multime´todo en su definicio´n ma´s prototı´pica. Esto es, cuando se utiliza una sola me-
dida, una variable, como indicador de cada combinacio´n rasgo-me´todo. Si volvemos a
la figura 1 (a), la primera variable observable es una medida del primer rasgo tomada
mediante el primer me´todo de medida, y es la u´nica medida de ese rasgo tomada con
ese me´todo.
X1 X2 X5X4X3 X6 X7 X8 X9
R1 R2 R3
M2 M3M1




Figura 1. Modelo completo (a) y modelo de unicidades correlacionadas (b).
Notas: Las unicidades se eliminan por simplicidad; las lı´neas curvas representan covarianzas
Es el u´nico indicador de la combinacio´n primer rasgo por primer me´todo, y de la mis-
ma forma ocurre para cada combinacio´n rasgo-me´todo. Lo mismo sucede cuando el
modelo es el de unicidades correlacionadas, que supone una parametrizacio´n distinta,
pero comparte con el anterior modelo las variables observables o medidas. Au´n sien-
do lo ma´s usual en la literatura, ninguna caracterı´stica del disen˜o MRMM hace pensar
que escoger una u´nica variable observable por combinacio´n rasgo-me´todo sea la u´nica
posibilidad, ni siquiera la ma´s recomendable. El uso de ma´s de un indicador o variable
observable por combinacio´n de rasgo-me´todo, bien corresponda a distintas medidas de
un mismo constructo o a la misma variable medida repetidamente en el tiempo, puede
conllevar importantes ventajas. Estas ventajas son comparables a aque´llas que en gene-
ral se producen al aumentar el nu´mero de indicadores en cualquier modelo de ana´lisis
factorial confirmatorio. De hecho, «la aproximacio´n de un solo indicador debe verse
como un caso especial de la aproximacio´n ma´s general de mu´ltiples indicadores, en la
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cual se imponen sobre la estructura de los indicadores mu´ltiples restricciones implı´citas,
a veces no probadas, y quiza´ arbitrarias» (Marsh, 1993, p. 78). Saris y Andrews (1991)
proponen la formulacio´n como modelo de ana´lisis factorial de segundo orden con un
solo indicador por combinacio´n rasgo-me´todo. Posteriormente, Marsh (1993) propuso
el uso de mu´ltiples indicadores para representar cada combinacio´n rasgo-me´todo como
un factor latente, usando estos factores latentes de primer orden como indicadores de
los factores de rasgo y de me´todo, que se modeları´an, por tanto, como factores de se-
gundo orden. Una representacio´n de un modelo de este tipo puede verse en la figura
2. Adema´s, esta aproximacio´n puede usarse para aplicar las directrices de Campbell y
Fiske (1959), eliminando algunos de sus problemas. Por ejemplo, se utilizan variables
latentes libres de error, en lugar de variables observables (Marsh, 1993).
R1M1 R3M1R2M1 R1M2 R3M2R2M2 R1M3 R3M3R2M3
M1 M2 M3
R3R2R1
Figura 2. Modelo de matriz multirrasgo-multime´todo con indicadores mu´ltiples analizado me-
Figura 2. diante ana´lisis factorial confirmatorio de segundo orden.
Notas: Se omiten las variables observables y las unicidades por simplicidad; cada factor de primer orden se
infiere a partir de dos o ma´s variables observables; las unicidades, residuales, se eliminan por simplicidad; las
lı´neas curvas representan covarianzas.
Au´n sin considerar factores de segundo orden, el ana´lisis factorial confirmatorio de ma-
trices multirrasgo-multime´todo se puede aplicar, y se ha aplicado con e´xito, a situacio-
nes en que se tiene ma´s de una variable (indicador) por combinacio´n de rasgo-me´todo.
Este es un caso tı´pico cuando se analizan efectos de me´todo en el ana´lisis de ı´tems de
una escala e incluso con combinaciones o paquetes de ı´tems. En estos casos, los efec-
tos de rasgo se modelan como factores de primer orden, y los efectos de me´todo bien
como factores de primer orden, bien mediante unicidades correlacionadas, en funcio´n
de que se utilice el modelo completo o el de unicidades correlacionadas. Un modelo
de estas caracterı´sticas puede verse en la figura 3, donde las variables observables pue-
den ser ı´tems de una escala, o simplemente distintas medidas observables de un mismo
constructo.
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Figura 3. Modelo multirrasgo-multime´todo con ma´s de un indicador por combinacio´n de rasgo-
Figura 3. me´todo parametrizado como un modelo completo.
Notas: Se omiten las unicidades por simplicidad; las lı´neas curvas representan covarianzas.
Lo que se plantea en estos modelos son efectos de me´todo asociados a los ı´tems y/o va-
riables observables bajo consideracio´n. Se asume que e´stos pueden formularse y pun-
tuarse de formas muy diferentes y que estas caracterı´sticas formales, al margen del
contenido, del rasgo que se intente medir, pueden alterar las relaciones entre variables
(Saris y Meurs, 1990). Estos efectos pueden considerarse de me´todo, y por tanto son
susceptibles de estudio bajo la lo´gica del disen˜o de matrices multirrasgo-multime´todo.
De entre las caracterı´sticas ma´s estudiadas en la literatura pueden citarse el nu´mero de
categorı´as, los ı´tems comparativos frente a los absolutos, longitud de las baterı´as, ı´tems
formulados positivamente frente a ı´tems en negativo, etc. (por ejemplo, Andrews, 1986;
Molenaar, 1986). En el estudio de estas caracterı´sticas se han utilizado tanto el modelo
de rasgos correlacionados y me´todos correlacionados como el modelo de unicidades
correlacionadas. Sin embargo, existe una laguna en la literatura al respecto del fun-
cionamiento diferencial de ambos modelos en situaciones donde se emplean mu´ltiples
indicadores. La justificacio´n del uso de uno u otro modelo se ha basado en la literatura
que analiza la situacio´n paradigma´tica de un indicador por combinacio´n de rasgo-me´to-
do. Esta situacio´n puede ser muy diferente, desde un punto de vista estadı´stico, a un
disen˜o que estudie los efectos de me´todo cuando se presentan mu´ltiples indicadores.
Una aplicacio´n concreta puede arrojar luz sobre las diferencias. Un disen˜o de matriz
multirrasgo-multime´todo 3×3 presenta nueve variables observables y seis variables la-
tentes, lo que ofrece una razo´n de variables a factores de 1.5. El uso de mu´ltiples indi-
cadores se puede ilustrar con el trabajo de Marsh (1996), ampliado posteriormente por
Toma´s y Oliver (1999), donde se aplico´ ana´lisis factorial confirmatorio para estudiar
efectos de me´todo en los ı´tems de la escala de autoestima de Rosenberg. Se asumı´a
que la escala era unifactorial (un factor de rasgo), pero el formular los ı´tems en forma
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positiva frente a negativa introducı´a varianza de me´todo (dos factores de me´todo). Da-
do que la escala de Rosenberg esta´ compuesta de diez ı´tems, esto ofrecı´a una ratio de
variables a factores de 3.33. Otro ejemplo de aplicacio´n de ana´lisis factorial confirma-
torio al estudio de efectos de me´todo con mu´ltiples indicadores se ofrece en Bagozzi
y Heatherton (1994). Estos autores estudian los efectos de dos factores de me´todo en
una medida multifactorial de autoestima-estado de 20 ı´tems que presentaba una ratio de
variables observables a factores tambie´n de 3.33. En trabajos realizados sobre la ver-
sio´n en castellano del STAI-estado (Hontangas, Oliver y Toma´s, 1997), se comparan
distintas estructuras factoriales con factores de me´todo, que ofrecı´an ratios de variables
a factores de 5, 6.66 y hasta 10. En resumen, aplicar el ana´lisis factorial confirmatorio
de matrices multirrasgo-multime´todo generalmente llevara´ asociada una mayor razo´n
de variables a factores, lo que puede alterar las virtudes y problemas conocidos hasta el
momento con estos modelos.
El objetivo de este trabajo es comparar la capacidad del modelo de rasgos correlacio-
nados y me´todos correlacionados frente al modelo de unicidades correlacionadas, para
estimar de forma adecuada para´metros poblacionales conocidos alla´ donde se evalu´en
efectos de me´todo cuando exista ma´s de un indicador por combinacio´n de rasgo-me´todo
(ver figuras 3 y 4). Se estudian ambos modelos a trave´s de diversos niveles de correla-
cio´n entre factores de me´todo, y variando tambie´n el nu´mero de indicadores por com-
binacio´n de rasgo-me´todo. Las hipo´tesis principales que se pretenden contrastar son:
• Al respecto del modelo completo:
a) presentara´ menores problemas de identificacio´n y estimara´ mejor a medida que
aumente el nu´mero de indicadores por combinacio´n rasgo-me´todo, y
b) estimara´ de forma adecuada a todos los niveles de correlacio´n entre me´todos.
• Al respecto del modelo de unicidades correlacionadas:
a) presentara´ problemas de estimacio´n mayores a medida que aumente el nu´mero de
indicadores, y
b) tendra´ mayores problemas de estimacio´n a medida que aumente la correlacio´n
entre me´todos.
M ´ETODO
Modelos hipote´ticos y generacio´n de las muestras
Por tratarse de un experimento Monte Carlo, se extraen muestras de modelos pobla-
cionales conocidos, en este caso de matrices multirrasgo-multime´todo. Los modelos
poblacionales se corresponden en gene´rico con el modelo de la figura 3.
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Tanto la generacio´n de datos como la estimacio´n de los modelos de ecuaciones estructu-
rales se realizo´ mediante el paquete estadı´stico EQS 5.1 (Bentler, 1995). Las capacida-
des de simulacio´n del programa permitieron calcular los diecise´is conjuntos de matrices
de varianzas-covarianzas necesarias para el disen˜o, con cien replicaciones por conjunto.
Las variables se generaron para que cumplieran el supuesto de normalidad multivaria-
da. El nu´mero de iteraciones ma´ximo para alcanzar la convergencia en el proceso de
estimacio´n se fijo´ a 100.
Disen˜o
El disen˜o es factorial mixto 4×4×2 con medidas repetidas en el u´ltimo factor (tipo de
modelo de AFC). Se manipularon las siguientes variables:
• Nu´mero de indicadores por combinacio´n de rasgo-me´todo, con cuatro niveles, 2, 3,
4 y 5 indicadores.
• Magnitud de la correlacio´n entre factores de me´todo, con cuatro niveles, desde facto-
res ortogonales, a valores de .2, .4 y .6. La correlacio´n nula entre me´todos es asumida
por el modelo de unicidades correlacionadas. Por el contrario, el nivel ma´s alto de
correlacio´n, .6, puede considerarse una correlacio´n entre me´todos elevada. El estu-
dio ma´s completo en este contexto considero´ correlaciones entre factores de me´todo
desde .25 a .49 (Marsh y Bailey, 1991).
• Modelo estimado, con dos niveles, modelo de rasgos correlacionados y me´todos
correlacionados (que se corresponde en gene´rico con el modelo de la figura 3) y mo-
delo de unicidades correlacionadas (que se corresponde en gene´rico con el modelo
de la figura 4).
X1 X2 X5X4X3 X6 X7 X8 X9
R1 R2
X10
Figura 4. Modelo multirrasgo-multime´todo con ma´s de un indicador por combinacio´n de rasgo-
Figura 4. me´todo parametrizado como un modelo de unicidades correlacionadas.
Notas: Se omiten las unicidades por simplicidad; las lı´neas curvas representan covarianzas.
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Las variables dependientes pueden incluirse en tres bloques:
a) Problemas de identificacio´n-estimacio´n, que incluye la variable convergencia (si el
modelo converge o no); la variable soluciones impropias (si el modelo ha presentado
o no valores fuera de rango, etc.), y soluciones bien definidas (si el proceso de esti-
macio´n converge y no se presenta ninguna solucio´n impropia, entonces la solucio´n
se considera bien definida).
b) Correlacio´n entre rasgos. Para cada modelo ha de estimarse la correlacio´n entre los
dos factores de rasgo planteados en la generacio´n de datos. Esta correlacio´n presen-
taba un valor poblacional de .4. Por lo tanto, la variable dependiente necesaria para
evaluar la adecuacio´n de la estimacio´n de este para´metro es la correlacio´n estimada
para cada una de las replicaciones.
c) Saturaciones factoriales. A diferencia del caso de las correlaciones entre rasgos,
en que el valor estimado es suficiente como variable dependiente, en el caso de
las saturaciones se necesitan dos variables dependientes para la evaluacio´n de la
adecuacio´n de la estimacio´n, que respectivamente miden el signo y cuantı´a en valor
absoluto de la discrepancia entre las estimaciones y sus valores poblacionales. Estas
dos variables dependientes, las mismas utilizadas por Marsh y Bailey (1991) son,
respectivamente:
– Sesgo, medido como el promedio para cada modelo del alejamiento de la satura-
cio´n estimada frente a su valor poblacional.
– Precisio´n, operacionalizada como la raı´z cuadrada de la media de la diferencia
entre las saturaciones estimadas y su valor poblacional al cuadrado. Esto es, la
raı´z del error cuadra´tico medio (RMSE, root mean square error).
El taman˜o de la muestra se controlo´ por constancia. A trave´s de todos los modelos
se empleo´ un taman˜o muestral de 500. Este taman˜o de la muestra se considera muy
adecuado en estudios de simulacio´n en modelos de ecuaciones estructurales (Anderson
& Gerbing, 1984; Boomsma, 1982). El me´todo de estimacio´n tambie´n se controlo´ por
constancia, se empleo´ ma´xima verosimilitud dado que en la generacio´n de los datos se
asumio´ la normalidad multivariada.
RESULTADOS
Los resultados se ofrecen separados para los distintos grupos de variables dependientes
consideradas: a) problemas de estimacio´n, considerando las convergencias, soluciones
impropias y soluciones mal definidas; b) la estimacio´n de la correlacio´n entre rasgos
(validez discriminante), y c) la estimacio´n de las saturaciones de rasgo (validez conver-
gente).
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No convergencias, soluciones impropias y soluciones mal definidas
Las frecuencias de no convergencias, las soluciones impropias y las soluciones mal
definidas pueden consultarse en la tabla 1.
Tabla 1. Frecuencias de no convergencias, soluciones impropias y soluciones mal definidas
para los dos modelos. Se incluyen las frecuencias por condicio´n y a trave´s de los niveles de las
variables independientes (V. I.) en cada modelo.

















.0 7 18 25 0 100 100
Dos .2 6 56 61 0 100 100
indicadores .4 2 52 54 0 100 100
.6 4 56 58 0 100 100
.0 2 4 6 0 100 100
Tres .2 3 24 27 0 100 100
indicadores .4 5 28 33 0 100 100
.6 6 40 45 0 100 100
.0 2 4 6 0 100 100
Cuatro .2 2 20 22 0 100 100
indicadores .4 4 24 27 0 100 100
.6 6 30 34 0 100 100
.0 0 0 0 0 100 100
Cinco .2 5 5 10 0 100 100
indicadores .4 1 5 6 0 100 100
.6 1 10 11 0 100 100
V. I.
2 19 182 198 0 400 400
3 16 96 111 0 400 400
Indicadores 4 14 78 89 0 400 400
5 7 20 27 0 400 400
.0 11 26 37 0 400 400
Corr. entre .2 16 105 120 0 400 400
me´todos .4 12 109 120 0 400 400
.6 17 146 148 0 400 400
Con respecto al modelo completo, el nu´mero de indicadores presenta un efecto claro
sobre la convergencia, las soluciones impropias y, por tanto, las soluciones mal defini-
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das. A medida que aumentan el nu´mero de indicadores disminuyen los problemas de
identificacio´n y estimacio´n habituales en este modelo. Las soluciones no convergentes
aparecen, en cualquier caso con baja frecuencia, mientras que las soluciones impropias
son bastante ma´s comunes, especialmente los casos Heywood. Por su parte, la pre-
sencia de correlacio´n entre factores de me´todo no afecta de forma apreciable a las no
convergencias, que ocurren en una pequen˜a proporcio´n. Sin embargo sı´ afecta, y os-
tensiblemente, a la frecuencia de aparicio´n de soluciones impropias y mal definidas. El
nu´mero de e´stas aumenta dra´sticamente cuando aparece esta correlacio´n, y tanto ma´s
cuanto mayor es e´sta.
Por su parte, para el modelo de unicidades correlacionadas no se producen problemas de
convergencia. Sin importar el nu´mero de indicadores ni la correlacio´n entre me´todos,
todos los modelos convergen. Sin embargo, las soluciones impropias (y por tanto las
mal definidas) ocurren siempre. Estos problemas de estimacio´n suelen ser valores fue-
ra de rango, correlaciones mayores de uno, varianzas de error negativas, etc. Ası´ pues,
el modelo de unicidades correlacionadas presento´ problemas de estimacio´n graves que
afectaban a todos los modelos. Cuando en cualquier modelo de ecuaciones estructurales
aparecen soluciones mal definidas, esta´ totalmente contraindicado interpretar los resul-
tados. Esto se debe a la dificultad gene´rica de establecer la identificacio´n del modelo y,
por tanto, a la cautela que debe tenerse cuando cualquier resultado ofrece algu´n indicio
de problemas de identificacio´n. Por lo tanto, y ante la posibilidad de severos problemas
de identificacio´n, a partir de aquı´ se realizara´n ana´lisis por separado para el modelo
completo y el de unicidades correlacionadas, con especial hincapie´ en el primero. En
los ana´lisis del modelo completo se utilizaron u´nicamente las soluciones bien defini-
das. Los ana´lisis del modelo de unicidades correlacionadas se quedara´n en el estudio
descriptivo de los ı´ndices.
Correlacio´n entre factores de rasgo
En la tabla 2 puede consultarse la correlacio´n promedio por condicio´n del estudio,
ası´ como las correlaciones promedio para los distintos niveles de las dos variables in-
dependientes. Hay que recordar que el valor poblacional se fijo´ a .4, y es frente a este
valor que se deben evaluar las estimaciones. Por tanto, resulta sencillo apreciar las des-
viaciones frente a este valor. Aunque el modelo de unicidades correlacionadas no ofre-
cio´ soluciones bien definidas, y por tanto los resultados deben interpretarse con cautela,
se ofrecen tambie´n en la tabla 2 los promedios de la correlacio´n entre los rasgos a trave´s
de niveles y condiciones.
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Tabla 2. Nu´mero de soluciones bien definidas por celda, correlacio´n media entre rasgos estima-
da, sesgo de la estimacio´n (Notas: En el caso del modelo de unicidades correlacionadas, no hay
ninguna solucio´n bien definida, por lo que se ofrecen los resultados para las soluciones mal defi-
nidas, ME = sesgo, RMSR = raı´z del error cuadra´tico medio, D.T. = desviacio´n tı´pica, las medias
por nivel son las medias de la variable dependiente para cada nivel de las variables explicativas o
independientes).
Correlacio´n entre rasgos Saturaciones de rasgo
Modelo Matriz ρ N r D.T. ME D.T. RMSR D.T.
Completo 1175 .3863 .0970 −.0103 .0484 .0687 .0406
.0 75 .4067 .0565 −.0020 .0201 .0589 .0166
Dos .2 39 .4156 .1086 −.0266 .0688 .0942 .0568
indicadores .4 46 .3363 .1450 −.0413 .0831 .1168 .0770
.6 42 .3712 .1372 −.0170 .0624 .1032 .0549
.0 94 .4021 .0538 −.0001 .0199 .0515 .0131
Tres .2 73 .3885 .0766 −.0095 .0425 .0657 .0271
indicadores .4 67 .3627 .1310 −.0207 .0605 .0815 .0458
.6 55 .3697 .1326 −.0192 .0680 .0924 .0525
.0 94 .4055 .0499 −.0005 .0170 .0507 .0102
Cuatro .2 78 .3713 .1054 −.0156 .0499 .0693 .0322
indicadores .4 73 .3779 .1293 −.0168 .0603 .0779 .0410
.6 66 .3664 .1227 −.0243 .0681 .0906 .0598
.0 100 .3988 .0457 −.0007 .0174 .0448 .0079
Cinco .2 90 .4010 .0568 −.0019 .0277 .0534 .0128
indicadores .4 94 .3857 .0875 −.0044 .0384 .0582 .0219
.6 89 .3857 .1065 −.0119 .0533 .0685 .0370
2 202 .3850 .1135 −.0173 .0606 .0881 .0567
Nu´mero de 3 289 .3834 .0994 −.0109 .0486 .0698 .0385
indicadores 4 311 .3821 .1039 −.0131 .0510 .0702 .0406
Medias 5 373 .3929 .0773 −.0037 .0365 .0559 .0240
por nivel .0 363 .4030 .0511 −.0000 .0185 .0509 .0129
Correlacio´n .2 280 .3915 .0862 −.0099 .0462 .0667 .0336
de me´todos .4 280 .3700 .1209 −.0176 .0596 .0785 .0492
.6 252 .3747 .1217 −.0176 .0620 .0852 .0516
Unicidades 1600 .4358 .0571 .0226 .0249 .0674 .0220
.0 100 .4015 .0573 .0056 .0214 .0704 .0291
Dos .2 100 .4334 .0582 .0165 .0222 .0713 .0260
indicadores .4 100 .4512 .0435 .0327 .0230 .0740 .0245
.6 100 .4834 .0548 .0433 .0229 .0781 .0239
.0 100 .3966 .0558 .0028 .0195 .0691 .0268
Tres .2 100 .4237 .0532 .0166 .0197 .0611 .0176
indicadores .4 100 .4432 .0550 .0281 .0210 .0653 .0174
.6 100 .4657 .0526 .0422 .0210 .0716 .0180
.0 100 .4003 .0523 .0030 .0177 .0711 .0300
Cuatro .2 100 .4257 .0482 .0144 .0184 .0629 .0175
indicadores .4 100 .4495 .0463 .0283 .0184 .0645 .0179
.6 100 .4719 .0446 .0418 .0184 .0680 .0147
.0 100 .3959 .0474 .0012 .0179 .0634 .0228
Cinco .2 100 .4190 .0402 .0146 .0201 .0593 .0175
indicadores .4 100 .4449 .0471 .0302 .0193 .0625 .0164
.6 100 .4666 .0436 .0408 .0201 .0658 .0154
2 400 .4424 .0613 .0245 .0266 .9735 .0269
Nu´mero de 3 400 .4323 .0596 .0224 .0249 .0668 .0268
indicadores 4 400 .4369 .0547 .0219 .0233 .0666 .0211
Medias 5 400 .4316 .0519 .0217 .0245 .0628 .0183
por nivel .0 400 .3986 .0532 .0031 .0191 .0685 .0273
Correlacio´n .2 400 .4255 .0504 .0150 .0201 .0636 .0204
de me´todos .4 400 .4472 .0480 .0290 .0205 .0665 .0197
.6 400 .4719 .0494 .0420 .0206 .0708 .0188
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Se realizo´ un ANOVA entre-sujetos 4×4 para contrastar los efectos principales y de in-
teraccio´n sobre la variable dependiente correlacio´n estimada entre factores de rasgo. Pa-
ra este ana´lisis el tipo de modelo se mantuvo constante; so´lo se analizaron las soluciones
bien definidas del modelo completo. ´Unicamente el efecto principal de la variable corre-
lacio´n entre me´todos resulto´ estadı´sticamente significativo (F3,1159 = 9,79, p < ,001).
Dado el elevado taman˜o de la muestra, se ofrecen las eta-cuadrado (tabla 3). Cuando
los me´todos son independientes o su correlacio´n baja, el modelo es capaz de estimar de
forma adecuada la correlacio´n entre rasgos (la estimacio´n de la validez discriminante
es adecuada). Cuando la correlacio´n entre los factores de me´todo aumenta (.4 y .6) se
produce una infraestimacio´n de la correlacio´n entre rasgos. La infraestimacio´n que se
produce, incluso a los niveles altos de correlacio´n entre me´todos, puede calificarse de
ligera.
Tabla 3. Eta-cuadrado para los ANOVAS realizados sobre las diversas variables dependientes
consideradas. Se ofrecen tan so´lo los resultados para las soluciones bien definidas, y por lo tanto
sobre el modelo completo, ya que el modelo de unicidades correlacionadas resulto´ siempre en
soluciones mal definidas.
Correlaciones
entres rasgos Saturaciones de rasgo0
Factores r ME RMSR
M .003 .015 .104
C .025 .031 .142
M × C .012 .015 .027
Notas: M = nu´mero de indicadores; C = correlacio´n entre factores de me´todo; r = correlacio´n estimada entre
me´todos; ME = sesgo; RMSE = raı´z del error cuadra´tico medio. Se redondeo´ al tercer decimal. Se analizaron
so´lo los 1175 modelos con soluciones bien definidas.
Saturaciones factoriales de rasgo
Para estudiar el efecto principal del nu´mero de indicadores y de la correlacio´n entre
me´todos y su interaccio´n sobre la estimacio´n de las saturaciones de rasgo, se conside-
raron dos variables dependientes sesgo y precisio´n (RMSE) de la estimacio´n. Se rea-
lizo´ un ANOVA entre-sujetos 4×4 para cada variable dependiente. Como en el caso
del ANOVA realizado sobre la variable correlacio´n entre rasgo, se utilizaron so´lo las
soluciones bien definidas, y por tanto so´lo se incluyeron en el ana´lisis las estimaciones
mediante el modelo completo. Las medias de los efectos principales y de la interaccio´n,
para las dos variables dependientes, pueden consultarse en la tabla 2. Con propo´sitos
descriptivos, tambie´n se presentan en esta tabla los promedios de estos dos ı´ndices para
las soluciones estimadas mediante el modelo de unicidades correlacionadas.
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El sesgo promedio para todas las condiciones fue de −.01, que puede considerarse
poco apreciable. La cuantı´a del sesgo viene afectada por el nu´mero de indicadores
(F3,1159 = 6,08, p < ,001), por la correlacio´n entre factores de me´todo (F3,1159 =
12, p < ,001), y en menor cuantı´a por la interaccio´n de ambas variables (F9,1159 =
1,99, p = ,037). El porcentaje de varianza explicada en su conjunto fue del 5.2 %. El
mayor efecto corresponde, al igual que en el caso de la correlacio´n entre rasgos, al de
la variable correlacio´n entre me´todos (η2 = .031). Como puede verse en la tabla 2, el
modelo completo estima las saturaciones de rasgo (validez convergente) pra´cticamen-
te sin sesgos cuando los factores de me´todo son independientes. Cuando los factores
de me´todo son oblicuos, y a medida que su correlacio´n aumenta hasta moderada-alta,
aumenta el sesgo que, como promedio, se situ´a en una diferencia con respecto al valor
poblacional de−.02. Este sesgo puede considerarse pequen˜o, incluso en el nivel de ma-
yor correlacio´n entre rasgos, cuando su cuantı´a resulto´ mayor. Por su parte, el efecto de
interaccio´n y el efecto principal restantes son muy modestos. A destacar, no obstante,
que para la condicio´n de cinco indicadores, y pra´cticamente para cualquier correlacio´n
entre me´todos, el sesgo es insignificante.
Tambie´n se realizo´ un ANOVA entre-sujetos 4×4 sobre la precisio´n (RMSE), el se-
gundo de los indicadores considerados. El efecto principal del nu´mero de indicadores
resulto´ estadı´sticamente significativo (F3,1159 = 44,92, p < ,001), ası´ como el de la
correlacio´n entre factores de me´todo (F3,1159 = 64,03, p < ,001), y la interaccio´n
(F9,1159 = 3,59, p < ,001). El porcentaje de varianza explicado por los tres efectos
alcanzo´ un 21.5 %. En la tabla 3 pueden consultarse los valores de eta-cuadrado para
cada variable independiente y su interaccio´n. A la vista de las medias ofrecidas en la
tabla 2, el efecto principal del nu´mero de indicadores resulta muy claro, aumentando la
precisio´n de la estimacio´n a medida que se introduce mayor nu´mero de indicadores por
combinacio´n rasgo-me´todo. El efecto principal de la variable correlacio´n entre me´to-
dos tambie´n resulta claro, el modelo completo presenta una mayor precisio´n conforme
disminuye la correlacio´n entre los factores de me´todo. En cuanto al efecto de interac-
cio´n, que resulto´ apreciablemente ma´s de´bil que los efectos principales, la estimacio´n
es muy precisa cuando el nu´mero de indicadores es cinco, au´n cuando los factores de
me´todo presenten una correlacio´n elevada. No obstante, el sesgo que se produce en con-
junto puede, una vez ma´s, considerarse pequen˜o, incluso para las condiciones en que la
precisio´n es menor.
CONCLUSIONES Y DISCUSI ´ON
A la luz de los resultados, el comportamiento de ambos modelos, el completo y el
de unicidades correlacionadas, ha sido muy diferente y contrario a parte de la eviden-
cia analı´tica y de simulacio´n divulgada hasta la fecha. Una primera conclusio´n gene-
ral es que el modelo completo ha mostrado mejor comportamiento que el de Marsh
para dos o ma´s indicadores por combinacio´n rasgo-me´todo en disen˜os multirrasgo-
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multime´todo, las condiciones bajo estudio. Esta conclusio´n debe complementarse con
otras de cara´cter especı´fico que se desglosan a continuacio´n para cada uno de los mo-
delos.
Los problemas encontrados en el modelo de unicidades correlacionadas son severos y
esta´n asociados con las soluciones impropias que parecen indicar problemas de identi-
ficacio´n y/o estimacio´n. En estas condiciones los resultados no deberı´an interpretarse,
recomendacio´n razonable dada la tendencia del disen˜o multirrasgo-multime´todo a ge-
nerar este tipo de problemas. Resultados empı´ricos previos no hacı´an predecible este
comportamiento tan inadecuado del modelo de unicidades correlacionadas, que venı´a
siendo utilizado, precisamente, cuando el modelo completo presentaba este tipo de pro-
blemas. Analı´ticamente, no obstante, este comportamiento es comprensible. Tomemos
como ejemplo el caso de dos factores de rasgo y dos de me´todo con cinco indicadores
por combinacio´n. En este caso, para cuantificar los efectos de me´todo en el modelo
completo es necesario estimar veinte para´metros, saturaciones factoriales en este caso,
diez por cada factor de me´todo. Si se quiere valorar estos mismos efectos de me´todo
desde el modelo de unicidades correlacionadas se deben estimar noventa para´metros,
cuarenta y cinco covarianzas de error por me´todo. En estos casos, puede esperarse que
aparezcan problemas de estimacio´n, sobre todo en las varianzas de error, que pueden
ofrecer fa´cilmente soluciones negativas, como ası´ ha ocurrido. Como un revisor acer-
tadamente comento´, pueden adoptarse distintas medidas para disminuir la sobrepara-
metrizacio´n del modelo de unicidades correlacionadas. Por ejemplo, las covarianzas
entre residuales pueden asumirse iguales dentro de cada combinacio´n rasgo-me´todo,
etc. Implicando una disminucio´n en el nu´mero de covarianzas entre residuales libres a
estimar, el nu´mero de restricciones varı´a en funcio´n de los indicadores disponibles por
combinacio´n rasgo-me´todo. Estas restricciones (fijar a cero las varianzas de error nega-
tivas, por ejemplo) son tambie´n una pra´ctica habitual en el caso del modelo completo
y conseguirı´an aumentar el porcentaje de soluciones bien definidas. Como solucio´n a
posteriori, es so´lo recomendable tras descartarse otras alternativas como el empleo de
otros modelos, mayor nu´mero de indicadores, mayor taman˜o muestral, etc. El objetivo
de este trabajo era evaluar estos modelos tal y como se definen a priori, sin restricciones,
siendo un problema empı´rico determinar la adecuacio´n de las restricciones en cada apli-
cacio´n. Para los datos simulados en el presente trabajo no existı´a tal problema, puesto
que los modelos se estimaron con distintos valores para las covarianzas entre unici-
dades de una misma combinacio´n rasgo-me´todo. Aunque no es aplicable al presente
estudio de simulacio´n, el uso de esta constriccio´n en modelos como el de unicidades
correlacionadas puede ser una buena alternativa en situaciones aplicadas cuando ambos
modelos, completo y de unicidades, ofrezcan soluciones mal definidas. En cualquier
caso, una minuciosa evaluacio´n del ajuste ofrecera´ datos sobre la plausibilidad de las
restricciones empleadas.
Aunque al producirse soluciones mal definidas no deberı´an interpretarse los resulta-
dos, puede ser de intere´s evaluar el sesgo y precisio´n de la estimacio´n tambie´n para
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el modelo de unicidades correlacionadas. Un primer resultado llamativo es que con
el modelo de unicidades correlacionadas se produce una sobreestimacio´n, tanto en las
correlaciones entre rasgos como en las saturaciones factoriales. Por tanto, la evaluacio´n
de la validez convergente de las medidas se ve incrementada, apareciendo los rasgos
ma´s solapados de lo que en realidad esta´n. Si se analiza en mayor profundidad lo que
ocurre en las estimaciones al manipular las dos variables independientes, se halla un
patro´n de comportamiento claro del modelo. A la vista de los promedios de la tabla
2, puede decirse que el modelo de unicidades correlacionadas sobreestima por igual
sin importar el nu´mero de indicadores por combinacio´n rasgo-me´todo, o en cualquier
caso las diferencias en sesgo son mı´nimas. Este no es el caso para los diversos nive-
les de correlacio´n entre me´todos. Los sesgos en la estimacio´n aumentan a medida que
aumenta la correlacio´n entre me´todos. Este resultado era esperado ya que el modelo de
unicidades correlacionadas se basa en el supuesto de me´todos no correlacionados.
En cuanto al modelo completo cabe destacar varios resultados. Los problemas de iden-
tificacio´n y/o estimacio´n han ocurrido, pero con menor frecuencia de la esperada en
funcio´n de los resultados de la literatura. Se encuentran en e´sta porcentajes de solu-
ciones mal definidas que superan el 77 %, mientras en el presente caso de dos o ma´s
indicadores por combinacio´n rasgo-me´todo, e´stas, en su conjunto, disminuyen hasta un
26.56 %. Este resultado es tanto ma´s interesante cuanto que baja el porcentaje de solu-
ciones mal definidas conforme aumentan el nu´mero de indicadores, situa´ndose en tan
so´lo un 6.75 % cuando e´stos son cinco. Un segundo aspecto a resaltar es la infraestima-
cio´n que en general produce el modelo a trave´s de las distintas condiciones exploradas.
Esta infraestimacio´n es, no obstante, pequen˜a, incluso en las condiciones que han re-
sultado ma´s desfavorables para el modelo. El sesgo y precisio´n de la estimacio´n ha
disminuido, en general, conforme aumentaba el nu´mero de indicadores por combina-
cio´n. Este resultado es acorde a la hipo´tesis planteada y esperado, al menos, por dos
motivos: a) en cualquier tipo de ana´lisis factorial confirmatorio aumentar el nu´mero de
indicadores por factor facilita la identificacio´n, y b) al introducirse mayor nu´mero de
indicadores se consigue elevar la razo´n de variables observables a factores. El efecto de
la variable correlacio´n entre factores de me´todo ha resultado contrario al esperado por
hipo´tesis. A mayor correlacio´n, la estimacio´n resultaba ma´s sesgada y menos precisa.
No obstante, cabrı´a esperar ausencia de efecto de la variable correlacio´n entre facto-
res de me´todo, ya que el modelo permite la correlacio´n entre rasgos y entre me´todos.
Aparece, pues, la necesidad de explicar este resultado en te´rminos analı´ticos. Como re-
sultado ma´s aplicable de este estudio, incidir en que el modelo completo ha mostrado
un buen comportamiento bajo las condiciones de este estudio, y se recomienda su uso
frente al modelo de unicidades correlacionadas.
Los resultados de este experimento han resultado claros y, en algunos aspectos, re-
lativamente sorprendentes. A nuestro entender abren una nueva vı´a de investigacio´n
poco representada en la literatura, a la vez que introducen un interrogante sobre las
principales conclusiones establecidas sobre ana´lisis factorial confirmatorio de matri-
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ces multirrasgo-multime´todo. El corpus de conocimiento acumulado sobre los diver-
sos modelos de ana´lisis factorial confirmatorio de matrices multirrasgo-multime´todo
ofrecı´a un veredicto claro: de entre los modelos aditivos disponibles, el completo con
sus variantes y el de unicidades correlacionadas, era este u´ltimo el que habı´a que es-
coger. A la multitud de problemas de identificacio´n y estimacio´n del modelo completo
se habı´a unido el buen comportamiento del modelo de Marsh, junto con su robustez
frente a incumplimientos de sus supuestos, lo que lo hacı´an muy versa´til para enfren-
tar una amplia gama de situaciones. Diversos autores concluyeron, por tanto, que el
modelo de Marsh resolvı´a de forma ma´s adecuada los disen˜os multirrasgo-multime´to-
do y era el modelo a elegir. Esta evidencia so´lo se mantiene, claro esta´, mientras se
mantengan aproximadamente las mismas condiciones en que se realizaron los estudios.
Un aspecto comu´n a todos ellos era la presencia de un u´nico indicador por combina-
cio´n rasgo-me´todo. La evidencia del comportamiento cuando se presentan dos o ma´s
indicadores provenı´a de dos fuentes. Por un lado la indirecta, ya que en la te´cnica de
ana´lisis factorial confirmatorio, en su sentido ma´s amplio, era conocido que a mayor
nu´mero de indicadores era tanto menos probable encontrar problemas de identificacio´n
y estimacio´n. Y en segundo lugar, los resultados de estudios aplicados en que no se
apreciaban mayores problemas de identificacio´n y/o estimacio´n al aplicar el modelo
completo. Toda esta evidencia resultaba, no obstante, inconexa y parcial, sugiriendo la
necesidad de estudios de simulacio´n, con una seleccio´n precisa de variables y un con-
texto controlado. Aunque deba complementarse con nuevos estudios de simulacio´n que
exploren otras condiciones, este trabajo ha intentado contestar de forma precisa a las
hipo´tesis planteadas, abriendo nuevos interrogantes en un campo en que aparentemente
las respuestas estaban bien establecidas.
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EFFECTS OF NUMBER OF INDICATORS PER
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The multitrait-multimethod (MTMM) matrix is a research design with a long tradi-
tion in Psychology. However, data analyses of such design have been under contro-
versy. It seems that confirmatory factor analysis (CFA) provides a solid base for the
analysis of the MTMM matrix. Among the different CFA approaches to this design,
the correlated traits correlated methods (CTCM) model, that was first presented,
and the correlated traits correlated uniqueness (CTCU) model, which provides an
alternative to the main problems of the first model, have received attention in the li-
terature. Results for these two models have been based on a classic MTMM design,
with a single indicator per trait-method combination. The present investigation si-
mulates MTMM data with multiple indicators per trait-method combination, and
tests for bias in the estimates of the CTCM and CTCU models. The CTCM model
performed better than the CTCU model. The amount of underestimation was trivial.
Bias slightly increased when method intercorrelations increased.
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Campbell & Fiske (1959) proposed the multitrait-multimethod (MTMM) design to
analyze the convergent and discriminant validity of psychological measures. Altogether
with the design, they also proposed data analysis tools. Although the design, as formu-
lated by the authors, is still in use, the data analysis has been critisised (for example,
Bagozzi, 1993; Schmidt & Stults, 1986; Widaman, 1985). Confirmatory factor analysis
has been defended as the most valuable statistical technique for this design (Jo¨reskog,
1971, 72; Marsh, 1988, 89; Rindskopf, 1983). However, several confirmatory models
exist, based on different assumptions, conditions, etc. Among these, the two most popu-
lar are the complete model, or correlated traits-correlated methods (CTCM) model, in
which method effects are posited as latent variables, and the correlated traits-correlated
uniqueness (CTCU) model, in which method effects are posited as covariances among
the uniquenesses. Most analytical, empirical and simulation evidence on the adequacy
of these models to extract conclusions of the MTMM design is based on matrices with
a single indicator (observed variable) per trait-method combination. The use of mul-
tiple indicators has been proposed, however, to overcome major problems in the use
of confirmatory factor analysis for the MTMM matrices (Marsh, 1993). In general, the
use of multiple indicators per trait-method combination is associated to a higher ratio
of observed variables to factors, compared to the typical MTMM design when one in-
dicator per combination exist. The main aim of this paper is to compare the ability of
the CTCM and CTCU models to adequately estimate key parameters in the MTMM
design. Monte Carlo simulation is used to compare several levels of correlation among
methods, varying the number of indicators per trait-method combination.
METHOD
EQS 5.1 (Bentler, 1995) has been used to simulate the data. The simulation design
was a 4×4×(2). The first independent variable was the number of indicators per trait-
method combination: 2, 3, 4 and 5 indicators. The second independent variable was the
correlation among methods: 0, .2, .4 and .6. Finally, the CTCM and CTCU models were
used to model the data. The effect of these three independent variables on identification,
correlation among traits and trait factor loadings has been studied.
RESULTS
Regarding the nonconvergence and improper solutions, on one hand the CTCM mo-
del had less non-convergent and ill-defined solutions as the correlation among methods
decreases. The identification problems also decreased as the number of indicators in-
creased. On the other hand, the CTCU model had no convergence problems, although
all the solutions found by this model were ill-defined. In respect to correlation among
traits the CTCM models had no bias when methods were independent. There was slight
negative bias when methods were correlated. The amount of bias increased as the
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correlation increased. The CTCU model solutions were not included in the analysis,
because there were 100 % of ill-defined solutions.
The CTCM correctly estimated the trait factor loadings (convergent validity) for the
condition of independent methods. In the presence of oblique methods, there were slight
biases. These biases increased as the correlation among methods increased. The amount
of bias (although slight at the different levels) decreased as the number of indicators in-
creased. The accuracy of estimates also increased as the number of indicators increased.
The accuracy of estimates also increased as the correlation among methods decreased.
CONCLUSIONS
Both models’ behaviour (CTCM and CTCU) has been different to that found in the
previous literature. A general conclusion is that the complete model shown a better be-
haviour when multiple indicators per trait-method combination exist. The CTCU mo-
del presented severe problems in the estimation process. 100 % of the solutions were
ill-defined.
These results were counterintuitive, given that the CTCU model appeared in the li-
terature to overcome major estimation problems of the CTCM model, when a single
indicator per trait-method combination exists. The CTCM model dramatically decrea-
sed the number of estimation problems when compared to previous studies when there
were a single indicator per combination.
In summary, for the simulated conditions in this work, the CTCM model seems an ade-
quate analytical tool for the analysis of MTMM matrices if there are several indicators
per trait-method combination.
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