Abstract-We demonstrate how the choice of Monte Carlo algorithm, strength of external field, and random anisotropy variations strongly determine simulated kinetics and influence the resulting form and connectivity of magnetic domains. Particular forms of anisotropy distributions are shown to have different effects on domain pattern formation, and the dependence of the pattern characteristics on the strength of the applied reversing field is determined. For example, the kinetics for typical magnetooptic materials at low reversal field strengths is governed by individual site nucleation and domain growth. At high field strengths, very different patterns are observed. The pattern shapes and characteristics are clearly distinguished through the use of Minkowski functional analysis and illustrate the power of this method.
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I. INTRODUCTION
A VARIETY of factors associated with the formation of domains during the magnetization process determine the nature of domain patterns that appear at remanence. These factors include dependences of the reversal process on such things as domain wall nucleation and pinning, and are strongly influenced by nonuniformities of relevant material properties such as magnetic anisotropy. In this paper, we suggest techniques for the spatial analysis of domain patterns that provide quantitative measures of characteristics that can be used for the determination of reversal mechanisms and energy barrier distributions associated with magnetic reversal.
The techniques we have developed are based on investigations into the kinetics of a two-dimensional Ising spin lattice in an external field simulated by numerical Monte Carlo methods. The emphasis of this work is placed on outlining factors controlling the formation of patterns after reversing the external field. The resulting two dimensional domain patterns produced by the simulations are analyzed in a numerically efficient manner using the Minkowski functionals from integral geometry [1] . These are quantities commonly used in image processing, cosmology, and the characterization of spatio-temporal chemical reactions [2] . Only recently have they also been used to characterize morphological changes at the order-disorder transition of a scalar nonconserved order parameter [3] , [4] and, thus, been introduced to magnetics.
As an application of these techniques, we examine how the choice of the dynamics influences the form of the domain pattern. The principle of detailed balance does not unambiguously determine the acceptance ratios of the Monte Carlo steps [5] , [6] and also various ways to update the configuration during a Monte Carlo simulation have been proposed [7] .
A particularly efficient algorithm is called rejection free because a spin is flipped on each attempt during a Monte Carlo step. We show that in the case of soft dynamics (i.e., Metropolis acceptance ratios) this can be expanded to take into account random energy barriers.
II. MINKOWSKI MEASURES
A grayscale image can be converted into a black and white picture by applying a threshold value. Since we will simulate an Ising model, we associate spins pointing down with a white pixel and spins pointing up with black, respectively. The Minkowski measures are calculated as follows.
• The density of black pixels is calculated by counting the number of up spins and normalizing by (the total number of spins).
• The boundary length between black and white domains.
One has to estimate the number of distinct pairs of adjacent up and down spins and then normalize it by again. • The Euler characteristic measures the difference between connected black and white domains. This can also be calculated locally by subtracting the number of concave black corners from the number of concave ones and normalizing by . Hence, each black domain contributes and an isolated white one (see Fig. 1 ).
The Minkowski measures represent a complete set of functionals in dimensions, i.e., all functionals obeying certain restrictions (like additivity and translational invariance) can be expressed as a linear combination of functionals [8] . For example, the energy density of the two-dimensional Ising model with nearest-neighbor interaction parameter and external field energy is given by
Their behavior is also similar to order parameters at phase transitions [2] and obey scaling laws at the critical point [3] . 
III. MODEL AND ALGORITHMS
We study a two-dimensional Ising mode including next-nearest neighbor interactions. The Hamiltonian is given by (1) where is the (next) nearest interaction parameter, the external field energy (including such factors as permeability and magnetic moment of the spins), the total number of spins which take on the values and indicates summation over (next) nearest neighbors.
Additionally, we provide every spin with an energy barrier that is distributed randomly according to a Gaussian or normal distribution. Thus, the probability to flip a spin is not only proportional to the energy difference between states but also includes a random value assigned as a constant to each site before the simulation. In physical terms, this models a disordered material with spatially random thermal activation energies.
A. Metropolis and Its Derivatives
We used two different acceptance ratios: the conventional Metropolis choice [9] where is the difference in energy between up and down states, and the so-called "Glauber dynamics" algorithm Another variation of the simulation algorithm regarded the way how the spins are chosen for a reversal attempt. Usually, one selects them randomly, so that within one Monte Carlo step consisting of reversal attempts some spins may be chosen several times whereas some not at all. We examine a version of this algorithm where every spin is chosen exactly once in one Monte Carlo step. The order in which the reversal attempts are being made is still randomly.
B. Rejection Free Algorithm
The rejection free algorithm (also known as the -fold way) [10] , [11] works by considering every possible change beforehand and ranking each according to relative probability. Thus, one has to calculate all probabilities first, which is simplified by the fact that there are only a limited number of energy differences: Every spin can either point up or down, and has 0-4 (next) nearest neighbors pointing up. Thus there are 50 possible configurations (instead of ten in the original n-fold way which disregards next-nearest neighbor interaction). Instead of storing the individual spin values one keeps track in which of the 50 different groups each spin is. In the case of Metropolis (or other soft [6] ) dynamics, it is possible to extend the rejection free algorithm to take into account random energy barriers. The modification in the first step is to choose a group with probability proportional to where the sum is over the energy barriers of all spins within this group.
One of the spins within this group is choosen with probability proportional to and flipped. The advantage of this algorithm is that a spin is flipped at every step and the simulation is accelerated. This is particularly important for simulations at low temperatures.
IV. RESULTS AND CONCLUSIONS
All simulations were made on a 200 200 two-dimensional Ising spin lattice with periodic boundary conditions. Initially all spins were pointing down and at the beginning of the simulation a positive external field was applied. The Metropolis and Glauber algorithms are compared without constraints on site visitation (random) and with the constraint that each spin is visited once during a Monte Carlo step (sweep). Also compared is the rejection free algorithm. All algorithms tested produced the same final equilibrium configuration in the limit of a large number of Monte Carlo steps.
In order to examine the dynamics during the approach to equilibirum, the simulations were also run until the magnetization of the lattice became zero for the first time. This procedure closely resembles the experiment where the film was repeatedly exposed to field pulses until the density of reversed and unreversed domains became equal.
Example results for this nonequilibrium state are shown in Fig. 2 where the boundary length, , and Euler characteristic are plotted as a function of the Zeeman energy. The field energy is shown as a unitless quantity, and the interaction energies were set to and . Note that the Euler characteristic displays considerable structure for the Glauber and Metropolis algorithms at intermediate fields. The Metropolis and Glauber algorithms produce similar results for both and in that both saturate near . This value corresponds to the nearest neighbor exchange energy in the square lattice. Note that there is an interesting difference between the sweep and random Metropolis algorithms at . At this value, the sweep Metropolis and appear to display a first-order-like transition to their saturation values. We note that visual inspection of the patterns does not reveal this distinction, and it is through the Euler characteristic that the abrupt saturation becomes most apparent. Kinetic simulations with the Monte Carlo technique are becoming more and more popular despite the known problem that different models like spin flip versus spin exchange or cluster algorithms will give different results. Our work agrees with recent studies [5] , [6] , [12] that investigate differences between soft vs. hard dynamics. The efficiency of the rejection free algorithm can only be exploited when randomness is incorporated in a soft dynamics approach. Our comparison of Glauber and Metropolis dynamics shows that the differences in the dynamics are neglible at very low fields, where classical Monte Carlo simulations are very cumbersome. Differences arise at intermediate field strengths (where the Euler characteristic changes sign) and also at very high fields. These are also the regions where the dynamics is sensitive to the way sites are visited in subsequent trials.
The diamonds in Fig. 2 illustrate the influence of random anisotropy, where the factors are assumed to be distributed exponentially (with mean 1) and Metropolis dynamics was used. Whereas in the boundary length (and hence in the energy), only small deviations from the random free model can be observed, the Euler characteristic shows a pronounced negative regime at low external fields. We think that this corresponds to the experimental [13] observed dentritic growth and further analysis of this will be presented in another article.
