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ABSTRACT
In this work, we approximate a time-dependent problem with drift involving fractional powers
of elliptic operators. The numerical scheme is based on an integral representation of the stationary
problem at each time step. The integral representation is further approximated by an exponentially-
convergent sinc quadrature. This results in multiple independent reaction-diffusion problems ap-
proximated using the finite element method. The resulting error between the solution and its ap-
proximation in the energy norm is based on a Strang’s lemma for the consistency errors generated
by sinc quadrature and finite element approximations. The L2 error is obtained by a standard dual-
ity argument. A forward Euler method is considered for the time stepping. It is stable provided the
sinc quadrature stepping and time stepping is taken sufficiently small. Under the same condition,
we also deduce its first order convergence in time.
We challenge the analyzed numerical scheme in the context of surface quasi-geostrophic (SQG)
dynamics and electroconvection system. In each setting, the governing equations are derived from
conservations of various physical quantities.
In SQG dynamics the drifting velocity involves the solution to another fractional elliptic prob-
lem. The simulations consider two scenarios: inviscid (no diffusion) and inviscid-limit (small
diffusion). In both scenarios our simulation results are compared with existing results and good
agreements are observed.
In electroconvection, the liquid is located in between two concentric circular electrodes which
are either assumed to be of infinite height or slim. Each configuration results in a different nonlocal
electro-magnetic model defined on a two dimensional bounded domain. Our numerical simulations
indicate that slim electrodes are favorable for electroconvection to occur and are able to sustain the
phenomena over long period of time. Furthermore, we provide a numerical study on the influence
of the three main parameters of the system: the Rayleigh number, the Prandtl number and the
electrodes aspect ratio.
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1. INTRODUCTION
The fractional diffusion has recently attracted a lot of attention. To name a few applications,
fractional diffusion has been applied to scientific areas such as finance [7, 8], flow dynamics [9, 10],
peridynamics, image processing [11, 12], and others.
1.1 Motivation
The direct motivation of this dissertation stems from the surface quasi-geostrophic dynam-
ics [13] and electroconvection equation [6], the two systems we will study in-depth in this work.
In both of these two models, one can realize that the model reductions involving the Dirichlet-
to-Neumann (DTN) mapping will introduce fractional Laplacian with power 1/2. Consequetly,
the numerical study of partial differential equations involving fractional differential operators is
necessary.
Throughout this work, two different types of fractional differential operators are considered:
the spectral fractional elliptic operator and the integral fractional Laplacian. The former is defined
by the spectral decomposition. Suppose X and Y are both Hilbert spaces with Y being dense and
compactly embedded in X . Suppose a(·, ·) is a bilinear form defined on Y × Y which is coercive,
bounded and symmetric, the unbounded linear operator L : Y → X can be derived from the
bilinear form, i.e.,
〈Lu, v〉 = a(u, v), for all v ∈ Y.
Here 〈·, ·〉 denotes the duality pairing. The spectral fractional operator Ls for s ∈ (0, 1) is defined
by an eigenvalue shift of the eigenfunction expansion, namely, given v ∈ D(Ls) := {v ∈ L2(Ω) :
Lsv ∈ L2(Ω)},
Lsv =
∞∑
j=1
λsj(v, ψj)ψj, (1.1)
where (·, ·) denotes the X inner product and {ψj} is an X-orthonormal basis of eigenfunctions of
L corresponding to positive eigenvalues {λj} which are organized in the ascending order. For a
1
Lipschitz domain Ω, we consider Y = H10 (Ω) andX = L
2(Ω)When L = −∆, Ls is referred to as
the spectral fractional Laplacian. In addition, whenΩ is convex, we haveD(L) = H10 (Ω)∩H2(Ω).
The second type of fractional operator, the integral fractional Laplacian, is defined through
the Fourier transform on the whole space Rd. For v in the Schwartz space, the integral fractional
Laplacian is a pseudo-differential operator with symbol |ζ|2s,
F ((−∆)sv)(ζ) = |ζ|2sF (v)(ζ), (1.2)
withF denoting the Fourier transform
F (v)(ζ) =
1
(2pi)d/2
ˆ
Rd
e−iζ·xv(x) dx.
The definition can be extended to the Sobolev space Hs(Rd) by a density argument.
We comment that the two types of fractional operators are different. In fact, it is shown in [14,
Theorems 1-2] that their difference is positivity preserving and positive definite.
The model problem we consider in this dissertation is the following time dependent equation
with drift and involving spectral fractional operators:
∂
∂t
q + u · ∇q + κLsq = f in Ω× (0,T), (1.3)
q = v on Ω× {t = 0}. (1.4)
Here the domain Ω ⊂ Rd (d = 2, 3) is bounded and is with Lipschitz boundary, the coefficient
κ ≥ 0 is taken as constant, the final time T > 0, the fractional power s ∈ [1/2, 1), the right
hand side f ∈ L2(0,T;L2(Ω)), and the initial condition v ∈ L2(Ω). We assume that the velocity
u : Ω→ Rd belongs to U , where
U :=
{
v ∈ L∞(Ω) := L∞(Ω)d : ∇·v = 0 in Ω, v · n = 0 on ∂Ω} , (1.5)
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with n the outward pointing vector normal to ∂Ω. We remark that in surface quasi-geostrophic and
electroconvection systems, the velocity u and q are fully coupled.
Equation (1.3) is supplemented with vanishing boundary condition q = 0 on ∂Ω × [0,T].
We also discuss the periodic boundary condition for Ω = (0, 1)d and Ls = (−∆)s the spectral
fractional Laplacian. In this case, the solution q is further fixed by a mean value condition
´
Ω
q = 0
for t ∈ [0,T].
1.2 Existing numerical results for fractional operators
In this section we review some existing approaches to the approximation of the following
stationary model problem. For given f ∈ L2(Ω) and s ∈ (0, 1), find u ∈ D(Ls) such that
Lsu = f in Ω, (1.6)
with vanishing Dirichlet boundary conditions (understood in the sense that u = 0 on ∂Ω for
spectral case, and u = 0 on Rd\Ω for integral case). Here Ls is either spectral fractional operator
defined by (1.1) or the integral fractional laplacian defined by (1.2).
Because fractional operators are nonlocal, applying standard finite element method directly
to (1.6) results in a dense computationally expensive system matrix. Several alternatives have been
proposed in the literature.
One natural approach to approximate the spectral fractional operator is to utilize the defini-
tion (1.1), where L is replaced by a finite dimensional approximation Lh,cf. [15, 16, 1, 2]. The
disadvantage of this approach is the demanding computational cost. Indeed, in order to obtain an
acceptable approximation, it requires the computation of all the eigenfunctions and eigenvalues of
a large-scaled system matrix.
Caffarelli and Silvestre [20] showed the equivalence between a fractional Laplacian problem
defined onRd and an extended problem on the upper half spaceRd×(0,∞). The extended problem
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is a mix-boundary value problem involving only full operators:
∇·(yα∇U ) = 0 in Rd × (0,∞), U (x, 0) = u(x) on Rd × {0}, (1.7)
where α = 1− 2s ∈ (−1, 1). The relation between (1.6) and (1.7) is
cs(−∆)su(x) = − lim
y→0+
yαUy(x, y), (1.8)
where the fractional operator is of integral type (1.2), and cs := 21−2sΓ(1− s)/Γ(s) is a normal-
ization constant with Γ(·) the gamma function, i.e., for <(z) > 0,
Γ(z) =
ˆ ∞
0
xz−1e−x dx.
Their result was further extended by Stinga and Torrea in [21] to the problem imposed on the
bounded domain Ω ⊂ Rd. The extended problem is now posed on the semi-infinite cylinder
C := Ω× (0,∞) ⊂ Rd+1,
∇·(yα∇U ) = 0 in C, U = 0 on ∂LC, U (x, 0) = u(x) on Ω× {0}, (1.9)
where ∂LC := ∂Ω × (0,∞) is the lateral boundary of C. For equations (1.6) and (1.9), the same
relation (1.8) holds but with (−∆)s the spectral fractional type (1.1).
By extending to the Rd+1 space, the partial differential equations (1.7) and (1.9) are well-posed
in weighted Sobolev spaces. The finite element approximation is restricted to a truncated domain
CY := Ω × (0,Y ) for certain Y ∈ (1,∞), thanks to the exponential decay property of U . Notice
that the mesh along the extended direction needs to be graded geometrically towards the Rd plane
in order to capture the singular behavior of the solution U on the extended variable y.
The last approach originates in the Dunford-Taylor representation, see Kato [22]. This is the
starting point of the numerical methods proposed by Bonito et. al. [? 25, 26]. We begin with the
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spectral fractional operator, which admits the following integral representation
L−sf =
1
2pii
ˆ
C
z−s(zI − L)−1f dz for f ∈ L2(Ω). (1.10)
Here C is a complex Jordan curve running in the resolvent set of L, and z−s = e−s ln z with
the branch cut for the complex logarithm along the negative direction of real axis. We remark
that (1.10) is the definition of negative powers of regularly accretive operator. A proper deforma-
tion of contour C yields the following so-called Balakrishnan formula, c.f. [23],
u = L−sf =
sin(pis)
pi
ˆ ∞
0
µ−s(µI + L)−1f dµ. (1.11)
Following the above infinite integral formula (1.11), the numerical approximation consists of two
steps: (i) apply a numerical integral scheme to the right-hand side of (1.11) on a set of quadrature
points {µj} and truncate the higher order terms; (ii) use finite element method to approximate
(µjI +L)
−1f for each j on the samemesh. The first step is achieved by applying an exponentially
convergent sinc quadrature scheme [24], see [23, 25, 26]. The truncation of higher order terms is
a consequence of the exponentially decay property of the integrand. For simplicity, a conforming
piecewise linear finite element space is applied in the second step.
The direct representation (1.10) or (1.11) cannot be carried onto the integral fractional lapla-
cian (1.2) because neither (1.10) or (1.11) are well-defined for integral fractional laplacian. How-
ever, a Balakrishnan approach is possible upon using Fourier transform and Parserval’s identity.
This results in a weak formulation to (1.6): find u ∈ H˜s(Ω), such that
((−∆)su˜, (−∆)sϕ˜)Rd =
sin(pis)
pi
ˆ ∞
−∞
e−2st
(
e2t(−∆)(I − e2t∆)−1u˜, ϕ)
Ω
dt =
ˆ
Ω
fϕ dx,
for all ϕ ∈ H˜s(Ω). Here u˜ denotes extension by zero, and H˜s(Ω) denotes the space of functions
in Ω whose extension by zero belongs to the Sobolev space Hs(Rd). A conjugate-gradient type
method was developed to solve the weak problem, see [27]. This in turn requires the approximated
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evaluation of the bilinear form ((−∆)su˜, (−∆)sϕ˜)Rd . In contrast and comparison to the approx-
imation scheme for spectral fractional operators, the numerical approximation to the evaluation
of ((−∆)su˜, (−∆)sϕ˜)Rd takes three steps: (i) apply a numerical integral scheme on finitely many
quadrature points {tj} so that the infinite integral can be approximated by a finite sum of inner
products involving the solution to an elliptic partial equation (−∆)(I − e2t∆)−1u˜ on the entire
space Rd; (ii) on each of the quadrature points tj , approximate the problem on the entire space
by a problem on a truncated bounded convex domain with vanishing boundary condition; (iii) use
continuous piece-wise linear finite element scheme to find the approximated solution for each of
the truncated problems.
We refer to the review paper [28] on a thorough discussion of the two methods and their exten-
sions, including time dependent problems, obstacle problems and adaptive finite elements.
1.3 Contents of this dissertation
This work consists of numerical analysis of the approximation scheme to the problem (1.3),
together with its applications to the surface quasi-geostrophic dynamic and the electroconvection
system. A general description of the contents of this dissertation is given as follows.
Approximation to the stationary problem
The numerical approximation to the stationary problem
u · ∇w + Lsw = f in Ω, w = 0 on ∂Ω, (1.12)
for s ∈ [1/2, 1) and f ∈ L2(Ω) is shown to be fundamental to the numerical analysis of the
time-dependent problem (1.3).
For the simple case u = 0 the regularity of the solution w to equation (1.12) follows directly
from the definition of Ls. The regularity of the solution for general case is discussed in Proposi-
tion 3.1. The construction of numerical algorithm begins with the derivation of a Balakrishnan-type
integral representation for the weak formulation of the stationary problem (1.12). Thanks to the
integral representation, a sinc quadrature scheme followed by a first-order finite element approxi-
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mation is proposed in Section 3. The consistency error between the original bilinear form and its
finite element approximation is illustrated in Theorem 3.8. It consists of the sinc quadrature error
and the finite element approximation error. A second Strang’s lemma is advertised to derive the
Hs(Ω)-error between the solution w and its finite element approximation wh, which is the topic
of Lemma 3.11. We finally apply the standard duality argument with the assistant of the regularity
result Proposition 3.1 to obtain the L2(Ω)-error estimate, see Theorem 3.13.
Approximation to the time dependent problem
The numerical scheme to the time dependent problem (1.3) distinguishes two cases: the ap-
proximation to the homogeneous problem for f = 0 and v 6= 0, and the approximation to the
non-homogeneous problem for f 6= 0 and v = 0. In both cases the numerical scheme consists of
two steps: the finite element approximation to static problem and discretization in time domain.
We begin with the homogeneous problem. We denote A to be the inverse of the solution
operator to the weak stationary problem, and Ah the corresponding finite element approximated
operator such that the approximating solution admits a representation qh := e−tAhpihv with pih the
L2 projection onto Vh. Inspired by the techniques developed in [29], both q := e−tAv and qh can
be represented with the Dunford-Taylor integral, e.g.,
q(x; t) =
1
2pii
ˆ
C
e−tz(zI −A)−1vdz, (1.13)
where the curve C runs in the resolvent set of A. The integral representation of qh is similar, with
A and v replaced by Ah and pihv respectively. With the two integral representations we show in
Lemma 4.3 that for a fixed time t > 0, theL2(Ω) error estimate for the finite element approximation
qh(t) is the sum of the exponentially converging sinc approximation error and the optimal-rate finite
element error, with a multiplicative constant depending on t, α, and the regularity of initial data v.
A forward Euler time stepping is advocated for the time discretization. We first show that the
time stepping is stable under the condition τ ≤ Ch2s, where τ is the time step; see Lemma 4.1.
Following the techniques developed in [30], Lemma 4.6 guarantees a first-order convergence rate
7
in time. The fully discretization error is obtained by combining the error estimates from space and
time discretizations. The result is presented in Theorem 4.7.
We also consider the non-homogeneous problem. Thanks to Duhamel’s principle, for the fi-
nite element approximation, we are able to obtain results similar to the homogeneous case; see
Lemma 4.8. It is worth mentioning that the rate of convergence for the space approximation will
degenerate for not sufficiently smooth data f .
We employ again the forward Euler time stepping fo the time discretization. The stability re-
quirement is the same as in the homogeneous case. Lemma 4.9 provides the first order convergence
rate in time. The error between the solution to the original problem (1.3) and its fully discretized
approximation consists of the errors from sinc approximation, together with the space and time
discretization; see Theorem 4.10.
Simulation of the surface quasi-geostrophic dynamic
The quasi-geostrophic theory has been a successful model for the study of oceanic and at-
mospheric dynamics in the mid-to-high latitude region of the earth where the Coriolis effect is
significant. The characteristic property of the quasi-geostrophic system is the conservation of po-
tential vorticity along the geostrophic flow; see [31, 32, 33]. If in addition to the potential vorticity
conservation, the assumption on the surface buoyancy (or potential temperature) conservation re-
duces the model to the surface quasi-geostrophic equation (SQG), cf. [13, 34]. In this work we
will consider the following generalized SQG equation:
∂
∂t
θ + u · ∇θ + κ(−∆)sθ = 0, u = ∇⊥Ψ := (− ∂
∂y
Ψ,
∂
∂x
Ψ), (−∆)1/2Ψ = −θ, (1.14)
all inΩ×(0,T), with the fractional power s ∈ [1/2, 1), the constant κ ≥ 0, and the initial condition
θ(x, 0) = θ0(x) ∈ L2(Ω). Here both the two fractional operators in (1.14) are spectral fractional
Laplacians as defined by (1.1). The temperature potential θ : Ω × [0,T] → R is coupled with
periodic boundary condition and is additionally fixed by the averaging constraint
´
Ω
θ dx = 0. The
vector field u represents the velocity of the fluid, and Ψ : Ω × [0,T] → R is a stream function
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representing the geopotential.
As indicated by the definition of the velocity u := ∇⊥Ψ, the motion direction of the fluid
is always along the iso-bars. This is due to the fact that the gradient pressure is balanced by the
Coriolis force of the earth. For instance, for a high-pressure atmosphere system in the southern
hemisphere, the pressure gradient is pointing outward, while the Coriolis force is perpendicular to
the direction of the velocity to the left side. As a consequence, viewing from above, the rotation of
atmosphere should be counter-clockwise in order to balance the two forces. The fractional dissipa-
tion term κ(−∆)sθ represents the so-called Ekman pumping, which depicts a balance between the
vertical component of the Coriolis force and the vertical frictional force. The detailed derivation
of the governing equations (1.14) are proposed in Section 5.1.
The numerical approximation scheme follows the essence of the approaches described in Chap-
ter 4 with two additional techniques. For the time discretization, we apply the second-order two-
stage explicit strongly stability preserving Runge-Kutta method (SSP-RK2) proposed in [35]. It
allows a second order convergence rate in time. In addition, due to the well-known fact that when
applying continuous finite element method to the transport equations, oscillations may arise. The
defect is circumvented by applying a second-order maximum principle preserving artificial viscos-
ity, as proposed in [36].
We run simulations on two settings depending on the choice of κ: the inviscid case κ = 0,
and the viscid-limit case 0 < κ  1. Two smooth initial functions are considered, and the
corresponding solutions are compared with existing results in [1] and [2].
Simulation of the electroconvection equations
The electroconvection model describes the convective flow in thin layered liquid crystals. The
liquid is located in between two concentric circular electrodes, which are assumed either to be
of infinite heigh (infinite case) or zero height (slim case). The two configurations result in spec-
tral fractional laplacian or integral fractional laplacian respectively in the electromagnetic models
defined on a two-dimensional annular domain.
The governing equations contain the incompressible Navier-Stokes equation for the fluid ve-
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locity and pressure, the equation for the charge density, and the equation for the electric potential
in the two dimensional liquid region. The resulting numerical method consists of approximat-
ing the above-mentioned quantities. Finite element methods for the space discretization coupled
with standard time stepping methods are put forward. For the same reasons as in the simulation
of SQG equations, in the numerical algorithm we additionally incorporate the SSP-RK2 scheme
for time discretization, and the second-order maximum principle preserving artificial viscosity for
stabilization.
Our key objectives of the simulations are the assessment of the advantages of the two electrode
configurations and the effect of three critical non-dimensional parameters emerged in the electro-
convection process. The three control parameters are the Rayleigh number R representing the
effect between the electric forcing and viscous dissipation on the charged fluid, the Prandtl number
P measuring the relaxation ability between the charge relaxation and the fluid viscous relaxation,
and the boundary aspect ratio α characterizing the geometry of the fluid domain.
Our simulation results are compared with existing results in [6, 37]. In particular, our numerical
simulations reveal that the slim electrodes configuration is more favorable than the infinite model
for electroconvection: it requires less energy and possesses the capability of long-term sustainable
convection. Moreover, we find that the Prandtl number does not effect the long-term behavior of
the charge density distribution and the fluid dynamics. In contrast, for various aspect ratios, we
determine the critical Rayleigh numbers above which the electroconvection occurs. The number
of pairs of counter-rotating convective flows are also determined from our observations on the
simulation results of the velocity fields.
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2. PRELIMINARIES
In this chapter we review the fundamental tools that will be utilized throughout this work. It is
outlined as follows. We introduce commonly used notations and the Lp spaces in Section 2.1. The
Sobolev spaces and their equivalent real interpolation definitions are overviewed in Section 2.2.
We put forward the definition of dotted spaces in Section 2.3 and the definition of fractional pow-
ers of elliptic operators in Section 2.4. The two major numerical approximation methodologies,
the Galerkin finite elements and sinc quadrature scheme are advocated in Sections 2.5 and 2.6 re-
spectively. We finish this chapter by reviewing the numerical algorithms for the approximations of
spectral fractional Laplacians in Secrtion 2.7 and integral fractional Laplacians in Section 2.8.
2.1 Notations
We denote by c and C a generic positive constant which may change in various occasions. We
sometimes use A ≾ B to represent A ≤ cB when c is independent of A and B. Throughout this
work the domain, often denoted by Ω, is a nonempty open set in the n-dimensional real Euclidean
space Rd. We denote by ∂Ω its boundary in Rd−1.
The norm of a bounded operator F : X → Y between two Banach spaces (X, ‖·‖X) and
(Y, ‖·‖Y ) is denoted by
‖F‖X→Y := sup
u∈X,‖u‖X=1
‖Fu‖Y ,
and we write ‖F‖ := ‖F‖L2(Ω)→L2(Ω) for the particular case when X = Y = L2(Ω).
Given 1 ≤ p ≤ ∞ and a Lebesgue measurable function u : Ω → R, we define the Lp-norm
‖u‖Lp(Ω) by
‖u‖Lp(Ω) =
(ˆ
Ω
|u(x)|p dx
)1/p
, for p ∈ [1,∞), and
‖u‖L∞(Ω) = ess sup
x∈Ω
|u(x)| , for p =∞.
We denote by Lp(Ω) the class of all measurable functions u for which the norm ‖·‖Lp(Ω) is finite.
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Without ambiguity, we denote ‖u‖ := ‖u‖L2(Ω). Also we denote the L2 inner product by
(u, v) := (u, v)L2(Ω) =
ˆ
Ω
uv¯ dx,
where v¯ stands for the complex conjugate of v. For a vector-valued function v : Ω → Rd, we use
the notation L∞(Ω) := L∞(Ω)d with corresponding norm ‖v‖L∞(Ω) := ‖|v|‖L∞(Ω).
For T > 0 and 1 ≤ p ≤ ∞, we consider u : Ω × [0,T] → R as a function of t with values
in a Banach space X . The space Lp(0,T;X) consists of all X-valued functions whose norm is in
Lp(0,T). It is a Banach space when equipped with norm
‖u‖Lp(0,T;X) =
(ˆ T
0
‖u(t)‖pX dt
)1/p
, for p ∈ [1,∞), and
‖u‖L∞(0,T;X) = ess sup
t∈(0,T)
‖u(t)‖X , for p =∞.
Let α = (α1, · · · , αd) be a d-tuple consists of non-negative integers, we call α a multi-index
and denote its degree |α| := ∑dj=1 αj . We denote by xα = xα11 · · ·xαdd , and similarly denote the
differential operator
Dα := Dα11 · · ·Dαdd ,
where Dj = ∂/∂xj , with the convention D(0,··· ,0)u = u. For any nonnegative integerm let Cm0 be
the space consists of all functions φ for which φ itself together with all its partial derivatives Dαφ
of orders |α| ≤ m are continuous and have compact support on Ω. Let C∞0 (Ω) := ∩∞m=0Cm0 (Ω).
A function f : Ω→ R is said to be locally integrable if f is integrable on each compact subset
Ωc ⊂ Ω. The set of all locally integrable functions on Ω is denoted L1loc(Ω).
2.2 Sobolev spaces
In this work, we employ Sobolev spaces to characterize the smoothness of functions, in partic-
ular, the smoothness of given data and the solutions to the equations. Some essential concepts and
properties of Sobolev spaces are summarized in this section. We refer to [38, 39] for more detailed
discussions on Sobolev spaces.
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The weak derivative
A function u ∈ L1loc(Ω) has a weak derivative Dαu =: vα provided vα ∈ L1loc(Ω) and satisfies
ˆ
Ω
u(x)Dαφ dx = (−1)|α|
ˆ
Ω
vαφ dx, for all φ ∈ C∞0 (Ω).
It can be easily checked through direct verification of the above identity that for u being sufficiently
smooth to ensure a continuous partial derivativeDαu in the classical sense, thenDαu is also a weak
derivative. Therefore, unless explicitly declaired, throughout this work the partial derivative Dα
denotes the weak derivative.
Sobolev spaces
Given an integer m ≥ 0, and given p ≥ 1, the integer-ordered Sobolev space Wm,p(Ω) is
defined by
Wm,p(Ω) := {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) for all |α| ≤ m} .
It is equipped with semi norm |·|Wm,p(Ω) and norm ‖·‖Wm,p(Ω)
|u|Wm,p(Ω) =
( ∑
|α|=m
‖Dαu‖Lp(Ω)
)1/p
, and ‖u‖Wm,p(Ω) =
( ∑
|α|≤m
‖Dαu‖Lp(Ω)
)1/p
.
Given r ∈ (0, 1), the fractional-ordered Sobolev spaceW r,p(Ω) is defined by
W r,p(Ω) :=
{
u ∈ Lp(Ω) : |u|W r,p(Ω) <∞
}
,
where the seminorm is the so-called Aronszanjn-Slobodeckij seminorm
|u|W r,p(Ω) =
(¨
Ω×Ω
|u(x)− u(y)|p
|x− y|d+rp dx dy
)1/p
,
here d corresponds to the dimension of the space Rd. Sobolev spaces of fractional order greater
than one are defined as follows. For r > 1 not an integer, the unique decomposition r = m + σ
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with σ ∈ (0, 1) andm ∈ N+ allows us to defineW r,p(Ω) by
W r,p(Ω) :=
{
u ∈ Wm,p(Ω) : |Dαu|W r,p(Ω) <∞ for all α s.t. |α| = m
}
.
Its corresponding full norm is given by
‖u‖W r,p(Ω) =
( ∑
|α|=m
|Dαu|pW r,p(Ω) + ‖u‖pWm,p(Ω)
)1/p
.
For r ≥ 0,W r,p(Ω) equipped with full norm ‖·‖W r,p(Ω) is a Banach space (cf. [38]). In particular,
when p = 2, Hr(Ω) := W r,2(Ω) is a Hilbert space.
We denote byH10 (Ω) the closure of C
∞
0 (Ω) inH
1(Ω). We immediately remark thatH10 (Ω) can
be characterized by
H10 (Ω) :=
{
u ∈ H1(Ω) : u = 0 on ∂Ω} ,
and after invoking Poincare’s inequality, the seminorm |·|H1(Ω) is equivalent to the full norm
‖·‖H1(Ω). In the remaining of this work, unless explicitly declared, the H10 (Ω) will always be
equipped with the (semi)norm |·|H1(Ω). We define the dual space ofH10 (Ω), denoted byH−1(Ω) to
be the collection of all bounded linear functionals F acting on H10 (Ω) such that the operator norm
‖F‖H−1(Ω) := sup
0̸=v∈H10 (Ω)
〈F, v〉
‖v‖H10 (Ω)
<∞.
Here 〈·, ·〉 denotes the duality pairing between H−1(Ω) and H10 (Ω). It is easy to observe that
L2(Ω) ⊂ H−1(Ω) since in this case 〈F, v〉 can be trivially identified with (F, v).
Scales of interpolation spaces
Let X and Y be two Banach spaces with Y continuously embedded and dense in X . For any
v ∈ X and real variable t > 0, the K-functional is defined by
K(v, t) := inf
{
‖x‖X + t ‖y‖Y : v = x+ y, x ∈ X, y ∈ Y
}
. (2.1)
14
with x ∈ X and y ∈ Y . This allows us to define the intermediate spaces [X,Y ]r,p
[X,Y ]r,p :=
{
v ∈ X : ‖v‖[X,Y ]r,p <∞
}
,
for 0 < r < 1 and 1 ≤ p <∞. Here the norm is given by
‖v‖[X,Y ]r,p =
(ˆ ∞
0
t−rpKp(v, t)
dx
t
)1/p
.
For convention we denote the corner cases [X,Y ]0,p = X and [X,Y ]1,p = Y . It can be shown
in [39] that all the intermediate spaces are Banach, and for 0 ≤ r1 ≤ r2 ≤ 1, we have [X,Y ]r2,p ⊂
[X,Y ]r1,p with continuous embedding. More importantly, we introduce the following crucial in-
terpolation inequality (cf. [39, Lemma 22.3]).
Proposition 2.1. Let [X,Y ]r,p and [X ′, Y ′]r,p both be interpolation spaces. Let L be the linear
operator that maps X into X ′ with ‖Lv‖X′ ≤ M1 ‖v‖X for all v ∈ X , and maps Y into Y ′ with
‖Lv‖Y ′ ≤M2 ‖v‖Y for all v ∈ Y , then for all v ∈ [X,Y ]r,p,
‖Lv‖[X′,Y ′]r,p ≤M1−r1 M r2 ‖v‖[X,Y ]r,p . (2.2)
Thanks to the interpolation theory, we now define the interpolation spaces between the Hilbert
spaces H−1(Ω) and H2(Ω) ∩H10 (Ω) by
Hr := Hr(Ω) :=

H10 (Ω) ∩Hr(Ω), 1 < r ≤ 2,
[L2(Ω), H10 (Ω)]r,2 , 0 ≤ r ≤ 1,
[H−1(Ω), L2(Ω)]1+r,2 , −1 ≤ r < 0,
(2.3)
We remark that for r ∈ [0, 1], the k-functional is defined to be
K(v, t) := inf
{
‖x‖L2(Ω) + t |y|H1(Ω) : v = x+ y, x ∈ L2(Ω), y ∈ H10 (Ω)
}
. (2.4)
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The two different definitions of Sobolev spaces are equivalent, namely Hr = Hr(Ω) for r ∈
[−1, 2] with equivalent norms. In this dissertation we shall use both definitions interchangeably.
2.3 Dotted space and its characterization
Let aΩ(·, ·) be a symmetric, coercive and continuous bilinear form on H10 (Ω), which means
there exist two constants c and C, such that
aΩ(w,w) ≥ c ‖w‖2H1(Ω) , |aΩ(w, v)| ≤ C ‖w‖H1(Ω) ‖v‖H1(Ω) , ∀ w, v ∈ H10 (Ω).
For a given f ∈ L2(Ω), the Lax-Milgram theory ensures that the problem of finding w ∈ H10 (Ω)
satisfying
aΩ(w, v) = (f, v) for all v ∈ H10 (Ω) (2.5)
has a unique solution. This in turn allows us to define the solution operator T : L2(Ω) → H10 (Ω)
by Tf = w and further define L := T−1 its inverse operator with domain D(L) := Range(T ).
Note that T is compact and symmetric onL2(Ω), therefore there exists a complete set of L2(Ω)-
orthonormal eigenfunctions {ψj}∞j=1 corresponding to real-valued positive eigenvalues∞ > µ1 ≥
µ2 ≥ µ3 ≥ · · · > 0. We then set λj = µ−1j so that {λj, ψj} are eigenpairs of the operator L.
For r > 0, the dotted spaces H˙r(Ω) are defined by
H˙r := H˙r(Ω) :=
{
v =
∞∑
j=1
(v, ψj)ψj ∈ L2(Ω) :
∞∑
j=1
λrj |(v, ψj)|2 <∞
}
.
They are Hilbert spaces equipped with the inner product
(w, v)H˙r :=
∞∑
j=1
λrj(w,ψj)(v, ψj). (2.6)
We denote by H˙−r := H˙−r(Ω) their dual spaces equipped with the norm
‖f‖H˙−r :=
( ∞∑
j=1
λ−rj |〈f, ψj〉|2
)1/2
,
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where 〈·, ·〉 := 〈·, ·〉r is the duality product between H˙r and its dual.
We can naturally extend the definition of the operator T to H−1(Ω) → H10 (Ω) by setting
TF := w when w ∈ H10 (Ω) is the solution to Equation (2.5) with f replaced by F ∈ H−1(Ω)
and the inner product replaced by the duality pairing 〈F, v〉. We require the following instrumental
assumption on the operators T and L.
Assumption 2.2 (Elliptic regularity). There exists a elliptic regularity index α ∈ (0, 1] such that
(a) T is a bounded map of Hα−1(Ω) into Hα+1(Ω),
(b) The functional F defined by
〈F, v〉 := aΩ(w, v), for all v ∈ H10 (Ω)
is a bounded operator from Hα+1 to Hα−1.
When Assumption 2.2 holds for some index α ∈ (0, 1], the spaces Hr(Ω) and H˙r(Ω) coincide
for r ∈ [−1, 1 + α] with equivalent norms (see [23, Proposition 4.1]),
‖w‖H˙r(Ω) ≾ ‖w‖Hr(Ω) ≾ ‖w‖H˙r(Ω) . (2.7)
Moreover, inherited from the embedding property between the interpolation spaces, we have the
following embedding inequality between dotted spaces:
‖w‖H˙p(Ω) ≾ ‖w‖H˙q(Ω) , for − 1 ≤ p ≤ q ≤ 1 + α. (2.8)
2.4 Spectral fractional elliptic operators
As briefly explained in (1.1), the spectral fractional operators are defined through eigenfunction
expansions. Let {λj, ψj} be the eigen-pairs of L as introduced in Section 2.3. Given s ∈ (0, 1),
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we define the fractional-powered operator Ls by
Lsv :=
∞∑
j=1
λsj(v, ψj)ψj (2.9)
with domain D(Ls) := H˙2s(Ω). For w, v ∈ H˙2s(Ω)
(w, v)H˙s = (L
sw, v) = (w,Lsv), and ‖w‖H˙s = (Lsw,w)1/2 =
∥∥Ls/2w∥∥ . (2.10)
Of particular interest in this work is the case s = 1/2, as shown in the governing equations of the
surface quasi-geostrophic dynamics and electroconvection system.
We now justify the extension by continuity of Ls as an operator from H˙s(Ω) to H˙−s(Ω). Let
w,ϕ ∈ D(Ω) where D(Ω) denotes the space of distributions on Ω. From the definition (2.9) of Ls
we deduce
(Lsw,ϕ) =
( ∞∑
j=1
λsjbjψj,
∞∑
k=1
ckψk
)
=
∞∑
j=1
λsjbjcj
=
( ∞∑
j=1
λ
s/2
j bjψj,
∞∑
k=1
λ
s/2
k ckψk
)
= (Ls/2w,Ls/2ϕ) ≤ ‖w‖H˙s(Ω) ‖ϕ‖H˙s(Ω) ,
(2.11)
where bj =
´
Ω
wψ¯j and cj =
´
Ω
ϕψ¯j . Hence, we define for v, w ∈ H˙s(Ω),
〈Lsv, w〉 := (Ls/2v, Ls/2w), (2.12)
which extends Ls as an operator from H˙s(Ω) to H˙−s(Ω).
We end this section by recalling [23, Lemma 4.5] (see also [27, Lemma 3.1]) which will be used
in the proof of consistency error in the finite element approximation in Chapter 3. Let a ∈ [0, 1]
and b ∈ [0, 1− a], then for µ ∈ (0,∞)
∥∥(µI + T )−1v∥∥
H˙−2b(Ω) ≤ µa+b−1 ‖v‖H˙2a(Ω) , for all v ∈ H˙2a(Ω). (2.13)
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2.5 Galerkin finite element approximation
For now we assume that Ω is polyhedral. We consider a sequence of globally shape-regular,
quasi-uniform, conforming subdivisions of Ω made of simplexes {Th : h > 0}. Here h ≤ 1
denotes the maximum diameter of the subdivision Th. It means that for any given h > 0, there
exists universal constants c1 and c2 independent of h, such that
diam(K)
r(K)
≤ c1, for all K ∈ Th, and max
K∈Th
diam(K) ≤ c2 min
K∈Th
diam(K), (2.14)
where diam(K) stands for diameter ofK and r(K) for the radius of the largest ball inscribed inK.
For a fixed h > 0, we denote Vh the space of piecewise continuous linear polynomial subordinate
to Th vanishing on ∂Ω andMh the dimension of Vh.
It is in position to define the discrete counterpart of the dotted space H˙s(Ω). The numerical
approximation Th : H−1(Ω)→ Vh of T is defined as its Galerkin finite element approximation on
Vh: for any F ∈ H−1(Ω), ThF ∈ Vh satisfies
aΩ(ThF, ϕh) = 〈F, ϕh〉, for all ϕh ∈ Vh. (2.15)
The inverse of Th restricted to Vh is denoted by Lh : Vh → Vh. We define Lsh : Vh → Vh by
Lshvh :=
Mh∑
j=1
λsh,j(vh, ψh,j)ψh,j,
where (λh,j, ψh,j)
Mh
j=1 are the eigenpairs of Lh, with ψh,j L
2(Ω)-orthonormal. We also define the
discrete dotted norm
‖vh‖H˙sh(Ω) = (L
s
hvh, vh)
1/2 =
∥∥∥Ls/2h vh∥∥∥ ,
or, equivalently by
‖vh‖H˙sh(Ω) =
( Mh∑
j=1
λsh,j |(vh, ψh,j)|2
)1/2
,
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compare with (2.6). With all the preparation, the discrete dotted space is defined by
H˙rh := H˙
r
h(Ω) :=
{
vh =
Mh∑
j=1
(vh, ψh,j)ψh,j ∈ Vh :
Mh∑
j=1
λrh,j |(vh, ψh,j)|2 <∞
}
.
For r ∈ [0, 1] the norms ‖·‖H˙rh(Ω) and ‖·‖H˙r(Ω) are equivalent (see [40, Appendix A.2]), i.e.,
there exists a constant c > 0 independent of h, such that for all vh ∈ Vh,
1
c
‖vh‖H˙rh(Ω) ≤ ‖vh‖H˙r(Ω) ≤ c ‖vh‖H˙rh(Ω) . (2.16)
We next mention several inequalities that are shown to be fundamental to the argumentation
provided in the rest of this dissertation. We first provide a discrete version of (2.13) (for a proof
see also[27, Lemma 7.4]). Let a ∈ [0, 1] and b ∈ [0, 1− a], then for µ ∈ (0,∞)
∥∥(µI + Th)−1v∥∥H˙−2bh (Ω) ≤ µa+b−1 ‖v‖H˙2ah (Ω) , for all v ∈ H˙2ah (Ω). (2.17)
Furthermore, we recall the estimate for T − Th provided in [23, Corollary 4.2]. For any r1, r2 ∈
[0, α] there exists a constant C independent of h, such that
‖(T − Th)v‖H˙1−r1 (Ω) ≤ Chr1+r2 ‖v‖H˙r2−1(Ω) , for all v ∈ H˙−1(Ω). (2.18)
We use the notation pih to denote the L2(Ω)-orthogonal projection onto the discrete space Vh: for
any v ∈ L2(Ω), pihv ∈ Vh satisfies
(pihv, ϕh) = (v, ϕh), for all ϕh ∈ Vh. (2.19)
Following [25, Lemma 5.1], for r ∈ [0, 1] and σ ∈ (r, 2], there exists a constant C := C(r, σ)
independent of h, such that
‖(I − pih)v‖Hr(Ω) ≤ Chσ−r ‖v‖Hσ(Ω) , for all v ∈ Hσ(Ω). (2.20)
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Additionally, the quasi-uniformity assumption implies that pih is stable from Hr(Ω) onto Hrh(Ω)
for r ∈ [0, 1], i.e., there exists a constant C independent of h and r, so that
‖pihv‖Hrh(Ω) ≤ C ‖v‖Hr(Ω) , for all v ∈ H
r(Ω). (2.21)
The above inequality is still valid for r ∈ (1, 1 + α], see [26, Lemma 4.1].
We also note that from the quasi-uniformity and shape-regularity assumptions on the mesh,
there exists a constant CI only dependent of mesh parameters c1 and c2 in (2.14), such that the
following standard inverse inequality holds,
‖vh‖Hb(Ω) ≤ C˜Iha−b ‖vh‖Ha(Ω) , for all vh ∈ Vh, a ≤ b ≤ 3/2, (2.22)
which using the dotted space, reads
‖vh‖H˙b(Ω) ≤ CIha−b ‖vh‖H˙a(Ω) , for all vh ∈ Vh, −1 ≤ a ≤ b ≤ min(1 + α, 3/2). (2.23)
2.6 Sinc quadrature on R
The Balakrishnan formula (1.11) suggests the necessity of seeking an efficient numerical scheme
to approximate the integration over R. The sinc quadrature scheme is chosen to achieve such pur-
pose. Given function f : R→ R with I := ´∞−∞ f(x) dx <∞, the sinc quadrature approximation
to I is given by
I ≈ k
∞∑
j=−∞
f(xj), (2.24)
with k > 0 the quadrature spacing, and xj = jk. Theorem 2.20 in [24] ensures the exponential
convergence property of such quadrature scheme. We summarize the results as follows.
Proposition 2.3. Define the narrow band on the complex planeDb := {z ∈ C : z = t+ iy, |y| < b}
with b > 0. Let f : R→ R satisfy:
(a) f(z) is analytic in Db and continuous on the closure Db,
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(b) there exists an uniform constant C, such that
´ b
−b |f(t+ iy)| dy ≤ C,
(c) N(f,Db) :=
´∞
−∞ |f(t+ ib)|+ |f(t− ib)| dt <∞.
Then the sinc quadrature error is bounded by
∣∣∣∣∣
ˆ ∞
−∞
f(x) dx− k
∞∑
j=−∞
f(xj)
∣∣∣∣∣ ≤ N(f,Db)2 sinh pib/ke−2pib/k. (2.25)
If in addition the function f(x) decays exponentially when |x| → ∞, then we can further
truncate the infinite sum in (2.24) into a finite sum, namely, by choosing two positive integers
N− := N−(k) and N+ := N+(k) properly, we define
Qkf := k
N+∑
j=−N−
f(xj). (2.26)
Then the approximation error
∣∣I −Qkf ∣∣ converges exponentially as k → 0. In the later chapters
of this work we will specify the choice of parameters N− and N+ as well as the error estimate
when we come to a specific f .
2.7 Approximation of spectral fractional elliptic operators
Following the spectral decomposition expression (2.9), for s ∈ (0, 1) and f ∈ L2(Ω), the
negative powered fractional operator L−sf is defined through replacing s by −s in (2.9). In this
section we briefly overview the numerical scheme to approximate u := L−sf . We refer to [23, 25]
for the detailed numerical analysis to the approximation.
The negative-powered operator L−s = T s is bounded on L2(Ω), and admits the following
fundamental Dunford-Taylor representation [41]:
L−sf =
1
2pii
ˆ
C
z−s(zI − L)−1f dz for f ∈ L2(Ω). (2.27)
with C a complex Jordan curve running in the resolvent set of L and oriented to have all spectrum
of L to its left; see Figure 2.1(a) for example. Here z−s = e−s ln z with the branch cut for the
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complex logarithm along the negative direction of real axis.
A proper deforming of such contour as illustrated in Figure 2.1(b) yields the following so-called
Balakrishnan formula, c.f. [23],
u = L−sf =
cs
2
ˆ ∞
0
µ−s(µI + L)−1f dµ = cs
ˆ ∞
−∞
e2st(I + e2tL)−1f dt, (2.28)
where cs := 2 sin(pis)/pi. Here for the second equality the change of variable µ = e−2t was applied
for the preparation of applying sinc quadrature approximation (2.26). Indeed, we approximate with
u ≈ Qku =
N+∑
j=−N−
e2stjw(tj), (2.29)
where k > 0 is the sinc quadrature stepping, tj = jk,
N+ :=
⌈
pi2
sk2
⌉
and N− :=
⌈
pi2
(1− s)k2
⌉
. (2.30)
Here for each j the function w(tj) = w(tj; f) := (I + e2tjL)−1f solves
(w, v)Ω + e
2tjaΩ(w, v) = (f, v)Ω, for all v ∈ H10 (Ω), (2.31)
with the bilinear form aΩ(·, ·) associated to the definition of L as in Section 2.3.
The solutions w(tj), j = −N−, · · · , N+ of the subproblems (2.31) are in turn approximated
by continuous piecewise linear functions. Suppose that Ω admits a sequence of subdivisions {Th :
h > 0} as proposed in Subsection 2.5. For a fixed h > 0, let Vh be the space of piecewise linear
continuous polynomials subordinate to Th vanishing on ∂Ω. We are in position to propose the finite
element approximation uh of u by
uh :=
N+∑
j=−N−
e2stjwh(tj), (2.32)
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Figure 2.1. The contours of C. (a) Contour used in the Dunford-Taylor representation,
and (b) Contour used in the Balakrishnan representation. Contour (b) is obtained by
letting θ0 → pi and r0 → 0 in Contour (a).
where wh(tj) := wh(tj; f) ∈ Vh solves
(wh, ϕh) + e
2tjaΩ(wh, ϕh) = (f, ϕh), for all ϕh ∈ Vh. (2.33)
It is worth mentioning that the N−+N+ +1 finite element problems (2.33) are mutually inde-
pendent, making the parallel implementation straightforward. In particular, for each subproblem
(2.33) it only requires the implementation of a classical finite element solver for diffusion-reaction
problems. Also, the algorithm consists of an outer loop (2.32) gathering the contributions of the
finite element solutions at each quadrature point tj .
The error between u in (2.28) and its finite element approximation uh defined by (2.32) con-
sists of the exponentially-convergent sinc quadrature error and the polynomial-order finite element
approximation error.
Theorem 2.4 (Theorems 3.5 and 4.3 of [23]). Let Assumption 2.2 hold for index α ∈ (0, 1]. Set
γ = α− s when γ ≥ s, and γ = 0 when γ < s. Let k be the sinc quadrature stepping such thatN−
and N+ are defined by (2.30). For f ∈ H2δ(Ω) with δ ≥ γ, there exists a constant C independent
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of k, δ, and h satisfying
‖u− uh‖ ≤ Ch
(
e−pi
2/(2k) + h2α
)
‖f‖H2δ(Ω) . (2.34)
Here
Ch =

C ln(1/h), if δ = γ and α ≥ s,
C, if δ > γ and α ≥ s,
C, if s > α.
2.8 Approximation of integral fractional Laplacians
Unlike the spectral fractional Laplacian, there is no direct integral representation for the solu-
tion u to the problem (1.6) with Ls = (−∆)s the integral fractional laplacian. Instead, the equation
could be solved iteratively by implementing the action of the operator (−∆)su˜ ∈ H−s(Ω) on
the space Hs(Ω). It turns out that the action can be represented with the following Balakrishnan
formula (cf. [27, Theorem 4.1], also compare with (2.28))
aF (u, ϕ) := ((−∆)su˜, (−∆)sϕ˜)Rd =
ˆ ∞
−∞
est(w(t), ϕ)Ω dt, (2.35)
where for any t ∈ R, the function w(t) := (−∆)(etI − ∆)−1u˜ = v(t) + u with v(t) ∈ H1(Rd)
solves
et(v(t), ϕ)Rd + (∇v(t),∇ϕ)Rd = −et(u, ϕ)Ω, for all ϕ ∈ H1(Rd). (2.36)
Similar to the the approximation of the spectral fractional Laplacian case, we can now use a sinc
quadrature and standard finite element methods to provide an approximation of (2.35). The addi-
tional caveat steams from the fact that the independent problems (2.36) need to be solved in the
whole plane R2. To circumvent this issue, we replace (2.36) with another problem imposed on
the bounded domain with vanishing boundary condition. Observe that since supp(u) ⊂ Ω, w(t)
decays to zero exponentially as |x| → ∞, thus w(t) can be approximated by wM(t) := u+ vM(t)
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with vM(t) ∈ H10 (ΩM(t)) solves
et(vM(t), ϕ)ΩM (t) + (∇vM(t),∇ϕ)ΩM (t) = −et(u, ϕ)Ω, for all ϕ ∈ H10 (ΩM(t)).
Here the truncated domain ΩM(t) is defined by
ΩM(tj) :=

{
1 + e−t/2(M + 1)x : x ∈ Ω} , e−t/2 ≥ 1,
{(M + 2)x : x ∈ Ω} , e−t/2 < 1.
(2.37)
Suppose that u in (2.35) satisfies u ∈ Hδ(Ω) with δ ∈ (s, 2 − s]. After applying the sinc
quadrature, the infinite integral is approximated by
aF (u, ϕ) ≈ a˜k,M(u, ϕ) := cs
2
N+∑
j=−N_
estj(wM(tj), ϕ)Ω,
where for the given quadrature spacing k > 0,
N+ =
⌈
pi2
(δ − s)k2
⌉
, and N− =
⌈
pi2
2sk2
⌉
. (2.38)
The last step of approximation consists of the application of finite element method. For each
of the truncated domain ΩM(tj), we discretize it into a sequence of globally shape-regular, quasi-
uniform, conforming subdivisions made of simplexes {T Mh (tj) : h > 0}. For a fixed h > 0 the
finite element space V Mh (tj) associated toΩ
M(tj) is therefore defined to be the space of continuous
piece-wise linear polynomials vanishing on the boundary ofΩM(tj). For uh, ϕh ∈ Vh(Ω), the finite
element approximation of a˜k,M(u, ϕ) is defined by
ak,M,hF (uh, ϕh) =
cs
2
N+∑
j=−N−
estj
(
wMh (tj), ϕh
)
Ω
, (2.39)
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with wMh (tj) = u˜h|ΩM (tj) + v
M
h (tj) for each j, and v
M
h (tj) solves
etj(vMh (tj), φh)ΩM (tj) + (∇vMh (tj),∇φh)ΩM (tj) = −etj(u˜h, φh)ΩM (tj), for all φh ∈ V Mh (tj).
In view of (1.6), assume that u : Ω→ R solves
aF (u, ϕ) = (f, ϕ) for all ϕ ∈ Hs(Ω), (2.40)
and uh : Ω→ R solves
ak,M,hF (uh, ϕh) = (f, ϕh) for all ϕh ∈ Vh(Ω),
then the L2 error between u and uh consists of the errors from the sinc quadrature stepping, the
truncated domain problem approximation, and the finite element approximation.
Theorem 2.5 (Theorem V.14 of [42]). Assume ∂Ω is of C∞ class. Assume that solution u of (1.6)
belongs to Hβ(Ω) with β ∈ (s, 3/2). Let δ = min(2− s, β), and k be the sinc quadrature stepping
such that N− and N+ are defined as in (2.38). Assume k is chosen sufficiently small to ensure the
Vh(Ω) ellipticity of a
k,M,h
F (·, ·). Then there exist constants c and C independent of M , k, and h,
such that
‖u− uh‖ ≤ C ln(h−1)
(( 1
δ − s +
1
s
)
e−pi
2/(2k) + e−cM
+ ln(h−1)hβ+min(0,1/2−s)−ϵ
)
‖u‖Hβ(Ω) ,
(2.41)
with ϵ > 0.
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3. APPROXIMATION OF THE STATIONARY PROBLEM
In this chapter, we study the stationary problem: find w : Ω→ R satisfying
u · ∇w + Lsw = f in Ω, w = 0 on ∂Ω. (3.1)
where s ∈ [1/2, 1), f ∈ L2(Ω), and u ∈ U is given with U defined by (1.5). The fractional
operator Ls could be either spectral fractional operator, or integral fractional Laplacian. The results
obtained in the stationary case will be instrumental to the derivation of error estimates for the time
dependent problem in Chapter 4.
The content of this chapter is outlined as follows. In Section 3.1 we provide a weak formulation
to (3.1), together with a regularity discussion on the weak solution. An integral representation
followed by a sinc quadrature approximation is given in Section 3.2. The sinc quadrature error
is provided therein. Section 3.3 discusses the finite element approximation and the corresponding
consistency error. The energy and L2 errors for the approximation are presented in Section 3.4.
Numerical results are reported in Section 3.5.
3.1 Weak formulation
We have already established that 〈Lsw,ϕ〉 = (Ls/2w,Ls/2ϕ) for w, ϕ ∈ H˙s, see (2.12). Hence
we now focus on the well-poseness of the nonlinear term u · ∇w. As u ∈ U , we observe that for
w,ϕ ∈ D(Ω), the space of distributions on Ω,
(u · ∇w,ϕ) = −(u · ∇ϕ,w). (3.2)
On the one hand, this implies that
‖u · ∇w‖H−1 = sup
0̸=ψ∈D(Ω)
(u · ∇w,ψ)
‖ψ‖H1
= sup
0≠ψ∈D(Ω)
−(u · ∇ψ,w)
‖ψ‖H1
≤ ‖u‖L∞ ‖w‖ ,
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while on the other hand, denoting by uj , j = 1, · · · , d the components of u, we have
‖u · ∇w‖ =
∥∥∥ d∑
j=1
uj∂jw
∥∥∥ ≤ ‖u‖L∞ ‖∇w‖ ≤ ‖u‖L∞ ‖w‖H1 .
Hence, Proposition 2.1 guarantees that
‖u · ∇w‖H−r ≤ ‖u‖L∞ ‖w‖H1−r , (3.3)
for any r ∈ [0, 1]. Because the dotted spaces H˙r and Sobolev spaces Hr have equivalent norms for
−1 ≤ r ≤ 1, (3.3) can be rewritten as
‖u · ∇w‖H˙−r ≾ ‖u‖L∞ ‖w‖H˙1−r . (3.4)
As D(Ω) is dense in the Sobolev space Hr, or in the dotted space H˙r for 0 ≤ r ≤ 1, the mapping
w 7→ u · ∇w is well-defined as an operator from H˙s to H˙−s, and
‖u · ∇w‖H˙−s ≾ ‖u‖L∞ ‖w‖H˙1−s ≾ ‖u‖L∞ ‖w‖H˙s , (3.5)
where we used the embedding H˙s ⊂ H˙1−s when s ≥ 1/2.
We are now in position to write a weak formulation of Equation (3.1): for s ∈ [1/2, 1) and
given u ∈ U, find w ∈ V := H˙s such that
a(w,ϕ) := 〈u · ∇w,ϕ〉+ (Ls/2w,Ls/2ϕ) = (f, ϕ), for all ϕ ∈ V. (3.6)
To derive the coercivity of a(·, ·), it suffices to note that for u ∈ U
〈u · ∇w,ϕ〉 = 1
2
〈u · ∇w,ϕ〉 − 1
2
〈u · ∇ϕ,w〉, for all ϕ ∈ H˙s, (3.7)
there holds 〈u·∇w,w〉 = 0, and therefore a(w,w) = (Ls/2w,Ls/2w) = ‖w‖2H˙s . The boundedness
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of a(·, ·) follows from (2.10) and (3.5). Indeed,
a(w,ϕ) ≤ |〈u · ∇w,ϕ〉|+ ‖w‖H˙s ‖ϕ‖H˙s ≾ ‖u‖L∞ ‖w‖H˙1−s ‖ϕ‖H˙s + ‖w‖H˙s ‖ϕ‖H˙s
≾ (‖u‖L∞ + 1) ‖w‖H˙s ‖ϕ‖H˙s .
Lax-Milgram theory ensures the existence and uniqueness of the solution to (3.6) in H˙s.
The next proposition shows that the solution w ∈ H˙s of (3.6) is, in fact, more regular.
Proposition 3.1 (Improved regularity). Let s ∈ [1/2, 1), f ∈ L2(Ω), and assumew solves the weak
problem (3.6) with u ∈ U. Then there exist ρ ∈ (0, 1/2) and a constant Cmax both independent of
u, such that w ∈ H˙2s∗ and ‖w‖H˙2s∗ ≾ ‖f‖, with
s∗ =

s, if s ∈ (1/2, 1),
1/2, if s = 1/2 and ‖u‖L∞ ≤ Cmax,
(1− ρ)/2, if s = 1/2 and ‖u‖L∞ > Cmax.
(3.8)
Proof. We distinguish two cases depending on the value of s.
1 We start with the case s ∈ (1/2, 1). The weak solution w ∈ H˙s of (3.6) satisfies ‖w‖H˙s ≤
‖f‖ and
(Ls/2w,Ls/2ϕ) = 〈Lsw,ϕ〉 = F (ϕ), for all ϕ ∈ H˙s, (3.9)
where, in view of (3.5), the functional F ∈ H˙−s defined by F (ϕ) := −〈u·∇w,ϕ〉+〈f, ϕ〉 belongs
to H˙−1+s. Whence the lifting property of Ls on the dotted space implies w ∈ H˙−1+3s and
‖w‖H˙−1+3s ≾ (1 + ‖u‖L∞) ‖f‖ .
In general, if w ∈ H˙γ and ‖w‖H˙γ ≾ ‖f‖ for γ ∈ (s, 2s), letting r := 1 − min(γ, 1) in (3.4), we
have ‖u · ∇w‖H˙min(γ−1,0) ≾ ‖u‖L∞ ‖w‖H˙min(γ,1) <∞, which yields w ∈ H˙min(γ+2s−1,2s) and
‖w‖H˙min(γ+2s−1,2s) ≾ ‖f‖+ ‖u‖L∞ ‖w‖H˙min(γ,1) ≾ ‖f‖ .
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Proceeding by induction leads to w ∈ H˙2s and ‖w‖H˙2s ≾ ‖f‖.
2 When s = 1/2, we use the notation Λ := L1/2 and rewrite (3.6) as
〈(I −B)w,ϕ〉 = k〈Λ−1f, ϕ〉, for all ϕ ∈ H˙s, (3.10)
where B := I − kΛ−1(Λ + u · ∇) with k ∈ (0, 1) a constant dependent of ‖u‖L∞ yet to be
determined. From the definition of dotted inner product (2.10) and the interpolation inequality
(3.4) we deduce that
∥∥Λ−1(u · ∇)θ∥∥
H˙γ
= ‖(u · ∇)θ‖H˙γ−1 ≤ C ‖u‖L∞ ‖θ‖H˙γ , for γ ∈ [0, 1]
with C independent of u, θ and γ. It additionally follows from (u · ∇w,w) = 0 and (2.10) that
(θ,Λ−1(u · ∇)θ)H˙1/2 = (θ, (u · ∇)θ) = 0, and (Λ−1(u · ∇)θ, θ)H˙1/2 = ((u · ∇)θ, θ) = 0.
Hence for any θ ∈ H˙1/2,
‖Bθ‖2H˙1/2 = ‖θ‖2H˙1/2 − k(θ,Λ−1(Λ + u · ∇)θ)H˙1/2
− k(Λ−1(Λ + u · ∇)θ, θ)H˙1/2 + k2
∥∥Λ−1(Λ + u · ∇)θ∥∥2
H˙1/2
≤ [1− 2k + (C ‖u‖L∞ + 1)2k2] ‖θ‖2H˙1/2 .
(3.11)
The coefficient 1− 2k + (C ‖u‖L∞ + 1)2k2 attains its minimum
M1 := 1− (C ‖u‖L∞ + 1)−2 < 1
when k = (C ‖u‖L∞ + 1)−2. In addition, for any θ ∈ H˙1
‖Bθ‖H˙1 =
∥∥(1− k)θ − kΛ−1u · ∇θ∥∥
H˙1
≤ [1 + (C ‖u‖L∞ − 1)k] ‖θ‖H˙1 =: M2 ‖θ‖H˙1 , (3.12)
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We set Cmax = 1/C so that if ‖u‖L∞ < Cmax, then M2 < 1 and I − B is invertible in H˙1. We
find that w ∈ H˙1 and ‖w‖H˙1 ≾ ‖f‖ from (3.10). When instead ‖u‖L∞ ≥ Cmax, we invoke the
operator interpolation theory to deduce from (3.11) and (3.12) that
‖B‖H˙1−ρ→H˙1−ρ ≤M2ρ1 M1−2ρ2 , for all ρ ∈ [0, 1/2].
Restricting ρ > ρ0 with
ρ0 :=
1
2
log
(C ‖u‖L∞ + 1)2
(C ‖u‖L∞ + 1)2 − (C ‖u‖L∞ − 1)
[
log
(C ‖u‖L∞ + 1)2 − 1
(C ‖u‖L∞ + 1)2 − (C ‖u‖L∞ − 1)
]−1
,
we realize thatM2ρ1 M
1−2ρ
2 < 1, and so I −B is invertible in H˙1−ρ. Returning to (3.10), this infers
that w ∈ H˙1−ρ and ‖w‖H˙1−ρ ≾ ‖f‖ .
With the regularity pickup in Assumption 2.2, the proposition can be translated into standard
Sobolev spaces. This is the subject of the following corollary.
Corollary 3.2. Let s ∈ [1/2, 1), f ∈ L2(Ω), and assume w solves (3.1) with u ∈ U . When
Assumption 2.2 holds with parameter α ∈ (0, 1], for the same constants ρ, Cmax and s∗ as in
Proposition 3.1, we have w ∈ Hmin(2s∗,1+α).
Proof. This follows from the norm equivalence (2.7).
Remark 3.3 (Periodic boundary condition). For the periodic boundary problem imposed on Ω =
(0, 1)d and L = −∆, there will be no loss of regularity. Assume s ∈ [1/2, 1), f ∈ L2(Ω), u ∈ U ,
and assume w solves (3.6) with w periodic. Then w ∈ H2sp (Ω).
Proof. Exploiting the Fourier series expansions we have
w =
∑
|j|̸=0
wˆ(j)e2piix·j, and f =
∑
|j|̸=0
fˆ(j)e2piix·j,
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where wˆ(j) =
´
Ω
e−2piix·jw(x) dx and fˆ(j) =
´
Ω
e−2piix·jf(x) dx, then
u · ∇w + (−∆)sw =
∑
|j|̸=0
wˆ(j)
(
2pi(j · u)i+ (2pi |j|)2s) e2piix·j.
A comparison between terms in the Fourier expansions to u · ∇w + (−∆)sw and f yields
wˆ(j) =
1
2pi(j · u)i+ (2pi |j|)2s fˆ(j) =
−2pi(j · u)i+ (2pi |j|)2s
(2pij · u)2 + (2pi |j|)4s fˆ(j).
It follows that
‖w‖2H˙2sp (Ω) =
∑
|j|̸=0
(−2pi(j · u)i+ (2pi |j|)2s)2(2pi |j|)4s
((2pij · u))2 + (2pi |j|)4s)2
∣∣∣fˆ(j)∣∣∣2 ≾ ‖f‖2L2(Ω) .
The conclusion follows from the norm equivalence between ‖·‖H˙2sp and ‖·‖H2sp upon noting that the
elliptic regularity index α = 1.
3.2 Integral representation and sinc quadrature
In this section we will derive an integral representation for the term (Ls/2w,Ls/2ϕ) in the
bilinear form a(·, ·) defined in (3.6), which will be further approximated in a second step using the
sinc quadrature introduced in Section 2.6.
Lemma 3.4 (Integral representation). Let 0 ≤ r ≤ s < 1. For w ∈ H˙s+r and ϕ ∈ H˙s−r, we have
(
L(s+r)/2w,L(s−r)/2ϕ
)
= cs
ˆ ∞
0
µ1−2s
(
L(I + µ2L)−1w,ϕ
)
dµ, (3.13)
with cs defined by
cs :=
(ˆ ∞
0
µ1−2s(1 + µ2)−1 dµ
)−1
=
2 sin(pis)
pi
. (3.14)
Proof. The proof follows the argumentation in [27, Theorem 4.1] but using Fourier series instead
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of using Fourier transforms. We write w and ϕ in the L2(Ω) orthonormal basis {ψi}∞i=1 and obtain
(
L(I + µ2L)−1w,ϕ
)
=
( ∞∑
j=1
λj
1 + µ2λj
bjψj,
∞∑
k=1
dkψk
)
=
∞∑
j=1
λj
1 + µ2λj
bjdj, (3.15)
with coefficients bj :=
´
Ω
wψj and dj :=
´
Ω
ϕψj . Recalling that λj > 0, therefore by Tonelli’s
lemma [43],
A :=
ˆ ∞
0
∞∑
j=1
∣∣∣∣ λjµ1−2s1 + µ2λj bjdj
∣∣∣∣ dµ = ˆ ∞
0
∞∑
j=1
λjµ
1−2s
1 + µ2λj
|bj| |dj| dµ
=
∞∑
j=1
|bj| |dj|
ˆ ∞
0
λjµ
1−2s
1 + µ2λj
dµ.
(3.16)
Introducing the change of variable ξ = λ1/2j µ and using the definition (3.14) of cs we obtain
ˆ ∞
0
λjµ
1−2s
1 + µ2λj
dµ = λsj
ˆ ∞
0
ξ1−2s
1 + ξ2
dξ = λsjc
−1
s . (3.17)
Consequently, inserting the above equality back into (3.16) we have
A = c−1s
∞∑
j=1
|bj| |dj|λsj ≤ c−1s
( ∞∑
j=1
|bj|2 λ(s+r)/2j
)1/2( ∞∑
j=1
|dj|2 λ(s−r)/2j
)1/2
= c−1s ‖w‖H˙s+r ‖ϕ‖H˙s−r <∞,
which ensures that the integral representation in (3.13) is well-defined. We are now eligible to use
Fubini’s lemma [43] to conclude that
cs
ˆ ∞
0
µ1−2s
(
L(I + µ2L)−1w,ϕ
)
dµ = cs
ˆ ∞
0
∞∑
j=1
λjµ
1−2s
1 + µ2λj
bjdj dµ
= cs
∞∑
j=1
bjdj
ˆ ∞
0
λjµ
1−2s
1 + µ2λj
dµ =
∞∑
j=1
λ
(s+r)/2
j bjλ
(s−r)/2
j dj =
(
L(s+r)/2w,L(s−r)/2ϕ
)
,
where in the third equality we used (3.17). This completes the proof.
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The above lemma ensures that for any w,ϕ ∈ H˙s,
(
Ls/2w,Ls/2ϕ
)
= cs
ˆ ∞
0
µ1−2s
(
L(I + µ2L)−1w,ϕ
)
dµ
=
cs
2
ˆ ∞
−∞
e(1−s)t
(
L(I + etL)−1w,ϕ
)
dt,
(3.18)
where we use the change of variable µ = et/2 to derive the second equality for the preparation of
applying sinc quadrature approximation.
Following Section 2.6, (see also, e.g. [23, 25, 29, 27]), we now apply a sinc quadrature scheme
to approximate the infinite integral with respect to t in (3.18):
(
Ls/2w,Ls/2ϕ
) ≈ (Qskw,ϕ) := cs2 k
N+∑
j=−N_
e(1−s)tj
(
L(I + etjL)−1w,ϕ
)
, (3.19)
where k is the quadrature step size, tj = jk, N_ and N+ are integer parameters specified later (see
Remark 3.6). This leads to the following approximation of the bilinear form
a(w,ϕ) ≈ ak(w,ϕ) = 〈u · ∇w,ϕ〉+ (Qskw,ϕ). (3.20)
Such approximation entails a consistency error we analyze now, again following Section 2.6.
Lemma 3.5 (sinc quadrature consistency error). Suppose a(w,ϕ) and ak(w,ϕ) are bilinear forms
defined by (3.6) and (3.20) respectively, let ε  1 be an arbitrary positive constant, and suppose
w ∈ H˙δ, ϕ ∈ H˙s with δ ∈ (s, 2− s], then
∣∣(a− ak)(w,ϕ)∣∣ ≤Kε
s
(
e−pi
2/k+piε/k
sinh(pi2/k − piε/k) + e
−N+ks
)
‖w‖L2 ‖ϕ‖L2
+
2Kε
δ − s
(
e−pi
2/k+piε/k
sinh(pi2/k − piε/k) + e
−N+k(δ−s)/2
)
‖w‖H˙δ ‖ϕ‖H˙s ,
(3.21)
with Kε := ( 21−cos ϵ)
1/2.
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Proof. We denote the integrand
Ψ(t;w,ϕ) := e(1−s)t
(
L(I + etL)−1w,ϕ
)
,
and in order to apply Proposition 2.3 we are required to justify the three conditions. In particular
we choose b = pi − ε for the band width of Db.
The proof of condition (a) is already contained in the proof in [27, Theorem 5.1] using the
analyticity of operator mapping z → (I + ezL)−1 on Db. We now prove conditions (b) and (c).
We first observe that for any z = t + iy ∈ Db and any λ > 0, if |y| ≤ pi/4, we have |e−z + λ| ≥
|e−t cos y + λ| ≥ cos(pi/4)(e−t + λ). Whereas for |y| ∈ (pi/4, pi − ϵ],
∣∣e−z + λ∣∣2 = λ2 + e2t + 2λet cos y ≥ (λ2 + e2t)(1− |cos y|) ≥ 1− cos ϵ
2
(e−t + λ)2.
Combining them together, we obtain |e−z + λ| ≥ K−1ε (e−t + λ) for any z ∈ Db. With this lower
bound and the expansion of w, ϕ in the basis {ψi}∞i=1, we deduce that for any t ∈ R and |y| ≤ pi−ε
|Ψ(t+ iy;w,ϕ)| ≤ Kεe−st
∞∑
j=1
λj
e−t + λj
|bj| |cj| ,
with the coefficients bj := (w,ψj) and cj := (ϕ, ψj). For the case t > 0, since
λj
e−t+λj
< 1,
|Ψ(t+ iy;w,ϕ)| ≤ Kεe−st ‖w‖L2 ‖ϕ‖L2 . (3.22)
36
When t ≤ 0, a Young’s inequality together with the assumption δ ∈ (s, 2− s) yield
|Ψ(t+ iy;w,ϕ)| ≤ Kεet(δ−s)/2
∞∑
j=1
λ
1−s/2−δ/2
j e
−t(δ+s)/2
e−t + λj
λ
δ/2
j |bj|λs/2j |cj|
≤ Kεet(δ−s)/2
∞∑
j=1
2−s−δ
2
λj +
δ+s
2
e−t
e−t + λj︸ ︷︷ ︸
≤1
λ
δ/2
j |bj|λs/2j |cj|
≤ Kεet(δ−s)/2 ‖w‖H˙δ ‖ϕ‖H˙s .
(3.23)
Estimates (3.22) and (3.23) yield (b) with
C =
 Kε(2pi − 2ε) ‖w‖L2 ‖ϕ‖L2 , t > 0,Kε(2pi − 2ε) ‖w‖H˙δ ‖ϕ‖H˙s , t ≤ 0,
and (c):
N(Ψ,Db) ≤ 2Kε(δ − s)−1 ‖w‖H˙δ ‖ϕ‖H˙s +Kεs−1 ‖w‖L2 ‖ϕ‖L2 <∞.
Proposition 2.3 now applies and guarantees that
∣∣∣∣∣
ˆ ∞
−∞
Ψ(t;w,ϕ) dt− k
∞∑
j=−∞
Ψ(tj;w,ϕ)
∣∣∣∣∣ ≤ N(Ψ,Db)sinh(pi(pi − ε)/k)e−pi(pi−ε)/k. (3.24)
Furthermore, (3.22) and (3.23) also yield the following two tail estimates
k
∑
j>N+
Ψ(tj;w,ϕ) ≤ Kεs−1e−N+ks ‖w‖L2 ‖ϕ‖L2 , (3.25a)
k
∑
j<−N−
Ψ(tj;w,ϕ) ≤ 2Kε(δ − s)−1e−N−k(δ−s)/2 ‖w‖H˙δ ‖ϕ‖H˙s . (3.25b)
The desired result follows from (3.24), (3.25a), and (3.25b) together with a triangle inequality.
Remark 3.6 (Balancing the error). Observe that asymptotically sinh(pi2/k−piε/k) ∼ e−pi2/k+piε/k
as k → 0. Therefore the first term in the error estimate (3.21) behaves like e−2pi2/k+2piε/k. Thus
assuming ε  1 and setting 2pi2/k ≈ N+ks ≈ N−k(δ − s)/2 balances the two error terms in
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(3.21). More precisely, given a sinc quadrature step size k > 0, we set
N+ =
⌈
2pi2
sk2
⌉
, and N− =
⌈
4pi2
(δ − s)k2
⌉
to simplify the sinc quadrature consistency error bound (3.21) as
∣∣(a− ak)(w,ϕ)∣∣ ≤ Kε(s−1 ‖w‖L2 ‖ϕ‖L2 + 2(δ − s)−1 ‖w‖H˙δ ‖ϕ‖H˙s )e−2pi2/k+2piε/k. (3.26)
In short, we write (3.26) as
∣∣(a− ak)(w,ϕ)∣∣ ≤ C(s, ε, δ)e−2pi2/k+2piε/k ‖w‖H˙δ ‖ϕ‖H˙s , (3.27)
where the coefficient C(s, ε, δ) = Kε(1/s+ 2/(δ − s)) is independent of k.
3.3 Space discretization
The generic settings for the Galerkin finite element approximation is the same as in Section 2.5.
The domain Ω is subdivided into a sequence of globally shape-regular, quasi-uniform, conforming
subdivisions made of simplexes {Th : h > 0}. For any fixed h > 0, we denote Vh the space of
piecewise continuous linear polynomials subordinate to Th and vanish on ∂Ω. With these settings
we define the fully discrete bilinear form approximating (3.20), which reads
akh(w,ϕ) := (u · ∇w,ϕ) +
csk
2
N+∑
j=−N_
e(1−s)tj
(
(etj + Th)
−1pihw,ϕ
)
(3.28)
with w, ϕ ∈ V . We further define the finite element approximation to the weak problem (3.6) by:
find wh ∈ Vh such that
akh(w,ϕh) = (f, ϕh), for all ϕh ∈ Vh. (3.29)
The following lemma provides the consistency error between ak(·, ·) and akh(·, ·) on V × Vh.
Lemma 3.7 (Finite element consistency error). Let s ∈ [1/2, 1). Let k be the sinc quadrature
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stepping, and let N+ and N_ be as in Remark 3.6. Let ak(w,ϕ) and akh(w,ϕh) be as in (3.20) and
(3.28) respectively. Assume β ∈ (s, 1 + α] and η ∈ [s,min(2s, 1 + α)]. Then,
∣∣(ak − akh)(w,ϕh)∣∣ ≤ C(h)hmin(2α,β+η−2s) ‖w‖H˙β ‖ϕh‖H˙ηh , (3.30)
for all w ∈ H˙β and ϕh ∈ Vh. Here for a constant C independent of h and k,
C(h) =
 C, if β − s > 2α,C ln(1/h), if β − s ≤ 2α. (3.31)
Proof. Throughout the proof the constant C is independent of h, k and tj . Observe that from
(3.20), (3.28) and the definitions of T and Th, we have for any w ∈ V and ϕh ∈ Vh,
(ak − akh)(w,ϕh) =
csk
2
N+∑
j=−N_
e(1−s)tj
(
[(etj + T )−1 − (etj + Th)−1pih]w,ϕh
)
.
Recalling the definition of the L2(Ω) projection pih in (2.19), we introduce
G(t) := (et + T )−1 − (et + Th)−1pih = pih(et + T )−1 − (et + Th)−1pih.
Therefore, we write
(ak − akh)(w,ϕh) =
csk
2
N+∑
j=−N_
e(1−s)tj (G(tj)w,ϕh)
≤ csk
2
∑
tj≤0
e(1−s)tj |(G(tj)w,ϕh)|+ csk
2
∑
tj>0
e(1−s)tj |(G(tj)w,ϕh)| =: I + II.
Because pih and Th commute, we can further write
G(tj) = (e
tj + Th)
−1(etj + Th)pih(etj + T )−1 − (etj + Th)−1pih(etj + T )(etj + T )−1
= (etj + Th)
−1pih(Th − T )(etj + T )−1.
(3.32)
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1 We start to estimate II by invoking the identity (3.32) to get
|(G(tj)w,ϕh)| ≤e−2tj
∥∥(I + e−tjTh)−1∥∥L2→L2 ‖pih(T − Th)‖L2→L2∥∥(I + e−tjT )−1∥∥
L2→L2 ‖w‖L2 ‖ϕh‖L2 .
Using ϕ =
∑
ϕiψi with ϕi =
´
Ω
ϕψi, and ϕh =
∑
ϕh,iψh,i with ϕh,i =
´
Ω
ϕhψh,i we deduce that
∥∥(I + e−tjTh)−1∥∥L2→L2 ≤ 1, and ∥∥(I + e−tjT )−1∥∥L2→L2 ≤ 1.
Furthermore, the L2-stability of pih and error estimate (2.18) with r1 = r2 = α yield
‖pih(T − Th)‖L2→L2 ≾ ‖T − Th‖L2→L2 ≾ h2α. (3.33)
Gathering the above inequalities, we arrive at
II ≾ csk
2
h2α
∑
tj>0
e(1−s)tj−2tj ‖w‖L2 ‖ϕh‖L2
≾ cs
2
h2α
(
k
∑
j>0
e−(1+s)jk
)
‖w‖L2 ‖ϕh‖L2 ≾ h2α ‖w‖L2 ‖ϕh‖L2 .
2 To estimate I , we distinguish four cases depending on the regulative values of s, η, α and
β. We first introduce ϵ := min(1− s, 1/ ln(1/h)), so that
ϵ−1 ≤ c1 ln(1/h), and h−ϵ ≤ c2 (3.34)
for constants c1 and c2 independent of h.
Case 1: 2s− η ≤ 1− α and β + η − 2s > 2α. We use the identity (3.32) and write
|(G(tj)w,ϕh)| ≤
∥∥(etj + Th)−1∥∥H˙1−αh →H˙−ηh ‖pih(T − Th)‖H˙α−1→H˙1−αh∥∥(etj + T )−1∥∥
H˙β→H˙α−1 ‖w‖H˙β ‖ϕh‖H˙ηh .
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The three operator norms are estimated separately. We first note that
∥∥(etj + Th)−1∥∥H˙1−αh →H˙−ηh ≤ etj(η−α−1)/2,
using (2.17) with µ = etj , a = (1− α)/2, b = η/2 (η ≤ 1 + α). Similarly, we have
∥∥(etj + T )−1∥∥
H˙β→H˙α−1 ≤ etj(β−α−1)/2,
using (2.13) with µ = etj , a = β/2, b = (1 − α)/2 (β ≤ 1 + α). In addition, the stability of pih
from H˙1−α to H˙1−αh , the norm equivalence (2.16) together with the error estimate (2.18) imply
‖pih(T − Th)‖H˙α−1→H˙1−αh ≤ C ‖T − Th‖H˙α−1→H˙1−α ≤ Ch
2α.
Gathering the above three estimates, we obtain
I ≤ csC
2
h2αk
∑
tj≤0
etj(2−2s+η−α−1+β−α−1)/2 ‖w‖H˙β ‖ϕh‖H˙ηh
=
csC
2
h2α
(
k
∑
j≤0
ekj(β−s−2α+η−s)/2
)
‖w‖H˙β ‖ϕh‖H˙ηh ≾ h
2α ‖w‖H˙β ‖ϕh‖H˙ηh ,
because β + η − 2s− 2α > 0.
Case 2: 2s− η ≤ 1− α and 0 < β + η − 2s ≤ 2α. We set
α˜ :=
1
2
(β + η − 2s− ϵ), β˜ = min(β, 1 + α˜), and η˜ = min(η, 1 + α˜),
so that β˜ + η˜ − 2s > 2α˜ and 2s − η˜ ≤ 1 − α˜. Repeating the argument in Case 1 by replacing α,
β, η with α˜, β˜, η˜ respectively yields
I ≤ Cϵ−1h2α˜ ‖w‖H˙β˜ ‖ϕh‖H˙ η˜h ≤ Cϵ
−1hβ+η−2s−ϵ ‖w‖H˙β ‖ϕh‖H˙ηh .
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Case 3: 1−α < 2s−η ≤ s and 1 ≤ β ≤ 1+α. Using (2.17) with µ = etj , a = (2s−η+ϵ)/2,
b = η/2; (2.13) with µ = etj , a = β/2, b = (2 − β)/2; and (2.18) with r1 = 1 − 2s + η − ϵ and
r2 = β − 1, we obtain
|(G(tj)w,ϕh)| ≤
∥∥(etj + Th)−1∥∥H˙2s−η+ϵh →H˙−ηh ‖pih(T − Th)‖H˙β−2→H˙2s−η+ϵh∥∥(etj + T )−1∥∥
H˙β→H˙β−2 ‖w‖H˙β ‖ϕh‖H˙ηh
≤ Cetj(2s+ϵ−2)/2hβ+η−2s−ϵ ‖w‖H˙β ‖ϕh‖H˙ηh ,
so that
I ≤ csC
2
hβ+η−2s−ϵk
∑
tj≤0
etj(2−2s+2s−2+ϵ)/2 ‖w‖H˙β ‖ϕh‖H˙ηh
=
csC
2
hβ+η−2s−ϵ
(
k
∑
j≤0
ekjϵ/2
)
‖w‖H˙β ‖ϕh‖H˙ηh ≾ ϵ
−1hβ+η−2s−ϵ ‖w‖H˙β ‖ϕh‖H˙ηh .
Case 4: 1−α < 2s−η ≤ s and s < β < 1. Using (2.17) with µ = etj , a = (1−β+2s−η+ϵ)/2,
b = η/2; (2.13) with µ = etj , a = β/2, b = 1/2; and (2.18) with r1 = β − 2s+ η − ϵ and r2 = 0,
we have
|(G(tj)w,ϕh)| ≤
∥∥(etj + Th)−1∥∥H˙1−β−η+2s+ϵh →H˙−ηh ‖pih(T − Th)‖H˙−1→H˙1−β−η+2s+ϵh∥∥(etj + T )−1∥∥
H˙β→H˙−1 ‖w‖H˙β ‖ϕh‖H˙ηh
≤ Cϵ−1etj(−β+2s+ϵ−1)/2hβ+η−2s−ϵetj(β−1) ‖w‖H˙β ‖ϕh‖H˙ηh ,
and therefore
I ≤ csC
2
hβ+η−2s−ϵk
∑
tj≤0
etj(2−2s−β+2s+ϵ−1+β−1)/2 ‖w‖H˙β ‖ϕh‖H˙ηh
=
csC
2
hβ+η−2s−ϵ
(
k
∑
j≤0
ekjϵ/2
)
‖w‖H˙β ‖ϕh‖H˙ηh ≾ ϵ
−1hβ+η−2s−ϵ ‖w‖H˙β ‖ϕh‖H˙ηh .
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3 Invoking (3.34) in Cases 2, 3 and 4 shows that
Cϵ−1hβ+η−2s−ϵ ≤ C(h)hβ+η−2s.
Combining the estimates I and II yields the result.
The consistency error between a(·, ·) and akh(·, ·) on V ×Vh follows from Lemmas 3.5 and 3.7.
This is the object of the theorem below.
Theorem 3.8. Let s ∈ [1/2, 1). Let α ∈ (0, 1] such that Assumption 2.2 holds. Let ε  1 be the
constant in Lemma 3.5. Let N+ and N_ defined in Remark 3.6 with sinc quadrature step size k
given. Let {Th} be a sequence of shape-regular subdivisions of Ω. Suppose a(w,ϕ) and akh(w,ϕh)
are defined as in (3.6) and (3.28) respectively and assume w ∈ Hβ for β ∈ (s, 1 + α]. Then
∣∣(a− akh)(w,ϕh)∣∣ ≤ C (e−2pi2/k+2piε/k + C(h)hmin(2α,β−s)) ‖w‖Hβ ‖ϕh‖Hs , (3.35)
where C(h) is the constant appearing in Lemma 3.7.
Proof. For δ ∈ (s,min(2− s, β)], (3.27) guarantees that
∣∣(a− ak)(w,ϕh)∣∣ ≤ C(s, δ)e−2pi2/k+2piε/k ‖w‖H˙δ ‖ϕh‖H˙s ≤ C(s, δ)e−2pi2/k+2piε/k ‖w‖H˙β ‖ϕh‖H˙s .
Choosing η = s in (3.30) together with the norm equivalence (2.16) yield
∣∣(ah − akh)(w,ϕh)∣∣ ≤ C(h)hmin(2α,β−s) ‖w‖H˙β ‖ϕh‖H˙sh ≾ C(h)hmin(2α,β−s) ‖w‖H˙β ‖ϕh‖H˙s .
It suffices to invoke a triangle inequality and the norm equivalence (2.7) to complete the proof.
Remark 3.9 (Balance the errors). The two terms in error estimate (3.35) are balanced when
e−2pi
2/k ≈ hmin(2α,β−s). That is, given the mesh size h, setting k = pi2
min(2α,β−s) ln(1/h) yields
∣∣(a− akh)(w,ϕh)∣∣ ≤ C(h)hmin(2α,β−s) ‖w‖Hβ ‖ϕh‖Hs . (3.36)
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3.4 Energy and L2 error estimates
The analysis of the fully discrete scheme relies on L2 error estimates for the stationary problem.
They are obtained by the duality argument using error estimates in the energy norm. The latter is
based on a Strang’s lemma to account for the consistency error generated by the approximation of
the operator. We start with the Vh-ellipticity and continuity.
Lemma 3.10 (Vh-ellipticity and continuity). Let δ ∈ (s, 2 − s], k be the sinc quadrature stepping
and the parameters N+, N−, and C(s, ε, δ) be given as in Remark 3.6. Let ε  1 be the constant
in Lemma 3.5. Let {Th} be a sequence of shape-regular subdivisions of Ω. Suppose k = k(h) is
chosen sufficiently small such that
CIC(s, ε, δ)e
−2pi2/k+2piε/khs−δ := Ds < 1, (3.37)
with CI the constant in inverse inequality (2.22), then there exist constants C1 and C2 independent
of h and k such that for all w ∈ V , ϕh ∈ Vh
akh(ϕh, ϕh) ≥ C1 ‖ϕh‖2H˙s , and akh(w,ϕh) ≤ C2 ‖w‖H˙s ‖ϕh‖H˙s .
Proof. Without losing of generality we assume h < 1. The Vh-ellipticity was proved in [27]
Theorem 7.2. However, we emphasis that the constant
C1 = 1− CIC(s, ε, δ)e−2pi2/k+2piε/khs−δ = 1−Ds > 0.
The continuity of akh(·, ·) relies on the continuity of
ah(w,ϕh) := 〈u · ∇w,ϕ〉+ (Ls/2h pihw,Ls/2h ϕh),
defined for w ∈ V and ϕh ∈ Vh. In fact, from the norm equivalence inequality (2.16) and stability
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of pih, we obtain that
|ah(w,ϕh)| ≤ C ‖w‖H˙s ‖ϕh‖H˙s ,
where C is a constant independent of h. In addition, the argumentation in the proof of Lemma 3.5
extends readily when L is replaced by Lh. Therefore we have
∣∣(ah − akh)(w,ϕh)∣∣ ≤ C(s, ε, δ)e−2pi2/k+2piε/k ‖w‖H˙δ ‖ϕh‖H˙sh ,
where C(s, δ) is as in Remark 3.6. A triangle inequality and the inverse estimate (2.23) are then
employed to write
akh(w,ϕh) ≤
∣∣(ah − akh)(w,ϕh)∣∣+ |ah(w,ϕh)|
≤ CIC(s, ε, δ)e−2pi2/k+2piε/khs−δ ‖w‖H˙s ‖ϕh‖H˙s + C ‖w‖H˙s ‖ϕh‖H˙s
≤ (C +Ds) ‖w‖H˙s ‖ϕh‖H˙s .
This completes the proof.
Lemma 3.11 (Energy error). Let s ∈ [1/2, 1) and α be the elliptic pickup regularity index in
Assumption 2.2. Let ε  1 be the constant in Lemma 3.5. Let k be the sinc quadrature step, and
let N+ and N_ be as in Remark 3.6. For a given mesh size h, suppose k is chosen sufficiently
small such that (3.37) holds. Let w ∈ V and wh ∈ Vh be the solutions to problems (3.6) and (3.29)
respectively and assume w ∈ Hβ for β ∈ (s, 1 + α]. Then
‖w − wh‖Hs ≤ C
(
e−2pi
2/k+2piε/k + C(h)hmin(2α,β−s)
)
‖w‖Hβ , (3.38)
where C(h) is defined by (3.31).
Proof. Throughout this proof C is a generic constant independent of h and k. Thanks to the Vh
ellipticity and the continuity guaranteed by Lemma 3.10, we have the following second Strang’s
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lemma
‖w − wh‖H˙s ≤ C
(
inf
vh∈Vh
‖w − vh‖H˙s + sup
χ∈Vh
|(a− akh)(w, χ)|
‖χ‖H˙s
)
≤ C
(
‖w − pihw‖Hs + sup
χ∈Vh
|(a− akh)(w, χ)|
‖χ‖Hs
)
,
(3.39)
where in the last inequality we applied the norm equivalence (2.7). Recall that by assumption
min(2α, β − s) + s ≤ β. Therefore, the L2 projection error estimate (2.20) yields
‖w − pihw‖Hs ≾ hmin(2α,β−s) ‖w‖Hmin(2α,β−s)+s ≾ hmin(2α,β−s) ‖w‖Hβ .
The above estimate together with consistency error (3.35) and the norm equivalence (2.7) ends the
proof of (3.38).
A duality argument is put forward to derive the L2 error estimates. In this aim, consider the
following problem. Find z ∈ V such that
a∗(z, ϕ) := −〈u · ∇z, ϕ〉+ (Ls/2z, Ls/2ϕ) = (w − wh, ϕ), for all ϕ ∈ V. (3.40)
By definition, we have the following important identity
a∗(χ,w − wh) = a(w − wh, χ) = (akh − a)(wh, χ), for all χ ∈ Vh. (3.41)
Remark 3.12. Upon replacing u by −u in (3.1), the dual problem (3.40) has the same regularity
as (3.1). Namely, for u ∈ U, (3.40) is well-posed, and a∗(·, ·) : V × V → R is coercive and
continuous (see Section 3.1). In addition, Proposition 3.1 translates to
‖z‖H˙2s∗ ≤ C ‖w − wh‖ , (3.42)
where the constant C is independent of s and h, and s∗ is defined by (3.8).
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We are now in position to derive the L2 error estimates.
Theorem 3.13 (L2 error). Let s ∈ [1/2, 1), s∗ be the constant defined by (3.8), and α be the elliptic
pickup regularity index in Assumption 2.2. Let ε 1 be the constant in Lemma 3.5. Let k be the
sinc quadrature stepping, and letN+ andN_ be as in Remark 3.6. For a given mesh size h, suppose
k is chosen sufficiently small such that (3.37) holds. Let w ∈ V and wh ∈ Vh be the solutions to
problems (3.6) and (3.29) respectively and assume w ∈ Hβ for β ∈ (s, 1 + α]. Then
‖w − wh‖ ≤ C(h)
(
e−2pi
2/k+2piε/k + C(h)hmin(2α,β+2s
∗−2s,β+1+α−2s)
)
‖w‖Hβ , (3.43)
where C(h) is given by (3.31).
Proof. When β − s > 2α, Lemma 3.11 automatically ensures that
‖w − wh‖ ≤ ‖w − wh‖H˙s ≤ C(h)
(
e−2pi
2/k+2piε/k + h2α
)
‖w‖Hβ .
Therefore, we now focus on the case β − s ≤ 2α, i.e., when min(2α, β − s) = β − s. For this we
use the dual problem (3.40) and equality (3.41) to write
‖w − wh‖2 = a∗(z, w − wh) = a∗(z − pihz, w − wh) + (akh − a)(wh, pihz)
= a∗(z − pihz, w − wh) + (akh − a)(wh − pihw, pihz) + (akh − a)(pihw, pihz)
=: E1 + E2 + E3.
We set β¯ = min(2α, β + 2s∗ − 2s, β + 1 + α− 2s)− (β − s) + s, then
β¯ =
 2α− β + 2s, if β +min(2s
∗, 1 + α)− 2s ≥ 2α,
min(2s∗, 1 + α), if β +min(2s∗, 1 + α)− 2s < 2α.
Therefore it directly follows from the definition that s < β¯ ≤ min(2s∗, 1 + α), β¯ − s ≤ 2α, and
β¯ + β − 2s = min(2α, β + 2s∗ − 2s, β + 1 + α − 2s). We first apply the continuity of a∗(·, ·),
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the approximation property of pih (2.20) and the regularity of the dual problem (3.42) together with
Lemma 3.11 to bound E1,
E1 ≤ C ‖(I − pih)z‖H˙s ‖w − wh‖H˙s
≤ Chβ¯−s
(
e−2pi
2/k+2piε/k + ln(1/h)hβ−s
)
‖z‖H˙β¯ ‖w‖Hβ
≤ C
(
e−2pi
2/k+2piε/k + ln(1/h)hmin(2α,β+2s
∗−2s,β+1+α−2s)
)
‖w‖Hβ ‖w − wh‖ .
To bound E2, we first infer from the triangle inequality, the energy error estimate (3.38) and
the L2−projection estimate (2.20) that
‖wh − pihw‖H˙s ≤ ‖wh − w‖H˙s + ‖w − pihw‖H˙s
≤ C
(
e−2pi
2/k+2piε/k + ln(1/h)hβ−s
)
‖w‖H˙β + Chβ−s ‖w‖H˙β
≤ C
(
e−2pi
2/k+2piε/k + ln(1/h)hβ−s
)
‖w‖H˙β .
Hence it follows additionally from the consistency error estimate (3.35), the stability of pih (2.21)
and the regularity of the dual problem (3.42) that
E2 ≤ C
(
e−2pi
2/k+2piε/k + ln(1/h)hβ¯−s
)
‖pihz‖H˙β¯ ‖wh − pihw‖H˙s
≤ C
(
e−2pi
2/k+2piε/k + ln(1/h)hβ¯−s
)(
e−2pi
2/k+2piε/k + ln(1/h)hβ−s
)
‖pihz‖H˙β¯ ‖w‖H˙β
≤ C ln(1/h)
(
e−2pi
2/k+2piε/k + ln(1/h)hmin(2α,β+2s
∗−2s,β+1+α−2s)
)
‖w‖Hβ ‖w − wh‖ ,
because β¯ − s < 2α and β¯ ≤ min(2s∗, 1 + α).
Invoking (3.35) again by taking η = β¯ we obtain the bound for E3,
E3 ≤ C
(
e−2pi
2/k+2piε/k + ln(1/h)hβ+β¯−2s
)
‖pihw‖H˙β ‖pihz‖H˙β¯h
≾ C
(
e−2pi
2/k+2piε/k + ln(1/h)hmin(2α,β+2s
∗−2s,β+1+α−2s)
)
‖w‖Hβ ‖w − wh‖ .
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The proof is completed after collecting estimates E1, E2 and E3 and canceling the common term
‖w − wh‖ throughout.
3.5 Numerical illustration
As the sinc quadrature error has already been thoroughly discussed in [23, 25, 29, 27], in all the
following cases we choose k small enough that the influence of sinc quadrature error is neglectable.
3.5.1 Regularity for s = 1/2
To check the regularity degeneration for the critical case s = 1/2, we set Ω = [0, 1]2, u =
(U0, 0) with U0 and mesh size h the varying variables. It is well-known that when the advection
term dominates (i.e., U0 large), the Galerkin approximation will result in spurious oscillations,
thus a stabilization regime is required. We apply the second order maximum preserving viscosity
introduced in [36]. We take the right hand side to be
f(x) = λs sin(pinx1) sin(pimx2). (3.44)
Herem, n ∈ N, and λ = pi2(m2+n2). We choosem = n = 1 and report in Figure 3.1 the solution
cut over by the plane {y = 0.5}.
3.5.2 Finite element error for stationary problem
Set the domain Ω = [0, 1]2, velocity u = (U1, U2). When the data f has enough regularity
such that the solution w ∈ H˙β with β ≥ α = 1, we expect a L2 error convergence proportional
to h2, which is exactly the case when the exact solution is chosen to be (3.44). We test with
m = 1, n = 2, s = 0.5, 0.75, u = (1, 1), and with different mesh sizes to report in Table 3.1 the
observed convergence rate by
ORCi = ln(ei/ei+1)/ ln(ei/ei+1).
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Figure 3.1. The cut of solution over the plane {y = 0.5} with different values of U0.
Mesh refined 8 times.
s = 0.5 s = 0.75
h L2 error ORC L2 error ORC
1/4 0.0712736 0.0835161
1/8 1.531E-02 2.22 1.997E-02 2.06
1/16 3.694E-03 2.05 4.941E-03 2.02
1/32 9.153E-04 2.01 1.232E-03 2.00
1/64 2.283E-04 2.00 3.078E-04 2.00
1/128 5.706E-05 2.00 7.691E-05 2.00
Table 3.1. L2 error and observed rate of convergence (ORC) with the right
hand side taking smooth function. The theoretical convergence rate is 2.
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We also consider the checker-board benchmark, i.e., set
g(x1, x2) =
 1, if (x1 − 0.5)(x2 − 0.5) > 0,−1, otherwise. (3.45)
A complete set of eigen-pairs of L = −∆ coupled with homogeneous boundary conditions on
Ω = (0, 1)2 is {λmn, ψmn}∞m,n=1, with λmn = pi2(m2 + n2) and ψmn = sin(pimx1) sin(pinx2).
Therefore, the checker-board function has expansion g =
∑∞
m,n=1 cmnψmn for cmn = (g, ψmn).
We consider u = (U1, U2) and set the right hand side
f = g +
∞∑
m,n=1
cmnλ
−s
mnu · ∇ψmn.
Notice that with respect to the right hand side data f , the exact solution is
w =
∞∑
m,n=1
cmnλ
−s
mnψmn ∈ H˙
1
2
+2s−ϵ
for any ϵ > 0. Consequently,
∑∞
m,n=1 cmnλ
−s
mnu · ∇ψmn ∈ H˙
1
2
−ϵ(Ω), ensuring f ∈ H˙ 12−ϵ(Ω).
Theorem 3.13 predicts an error decay of order
max(1, 1 + ln(1/h))hmin(2,
1
2
+4s∗−2s−ϵ).
In practice we truncate the series in f and w by 800 modes in each direction (64, 000 modes in
total). U1 = U2 is set to be 0, 0.1, 1, 10 respectively. The SINC quadrature points are taken large
enough not to pollute the space discretization error. The average of the observed convergence rates
are reported in Table 3.2 and are compared with theoretical rates predicted by Theorem 3.13.
We present in Figure 3.2 the cut of the plot over plane {y = 1/4} for s = 0.5, 0.7, 0.9 with
u = (1, 1).
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s 0.6 0.7 0.8 0.9
THM 1.7 1.9 2.0 2.0
U = 0 1.66 1.81 1.91 1.97
U = 0.1 1.68 1.83 1.93 1.98
U = 1 1.66 1.81 1.91 1.97
U = 10 1.37 1.72 1.91 1.97
Table 3.2. L2 error and observed rate of convergence (ORC) with the right
hand side taking checker board function.
Figure 3.2. Cut-over view for solution with checker-board data.
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4. APPROXIMATION OF THE TIME-DEPENDENT PROBLEM
The goal of this chapter is to develop a numerical approximation to the time-dependent prob-
lem (1.3). Following the definition of weak formulation for the stationary problem as in (3.6), we
establish a weak formulation for the time-dependent problem (1.3) by: given f ∈ L2(0,T;L2(Ω)),
v ∈ L2(Ω) (at least, more regularity will be assumed in the error analysis if necessary) and
s ∈ [1/2, 1), find q ∈ L2(0,T; H˙s(Ω)) with ∂tq ∈ L2(0,T; H˙−s(Ω)) such that
〈 ∂
∂t
q, ϕ〉+ a(q, ϕ) = (f, ϕ), q(t = 0) = v, ∀ϕ ∈ H˙s(Ω), (4.1)
for a.e. t ∈ [0,T], here the bilinear form a(q, ϕ) is defined in (3.6).
In our discussions we consider two different settings to the initial and right hand side data:
the homogeneous problem with f = 0 and 0 6= v ∈ H2γ(Ω) for γ ∈ [0, (1 + α)/2], and the
non-homogeneous problem with v = 0 and f ∈ L∞(0,T;H2γ(Ω)).
We first derive the full discretization scheme in Section 4.1. It is achieved by first applying the
space discretization scheme constructed in Chapter 3 followed by a forward Euler time stepping.
The stability condition is provided therein. The total error estimates for homogeneous problem and
non-homogeneous problem are presented in Sections 4.2 and ?? respectively. Numerical results
are reported in Section 4.4 to support the error analysis for above discretization schemes.
4.1 Fully discretization scheme and stability requirement
We first define two operators associated to the weak problems (3.6) and (3.29). Define S :
L2(Ω)→ V to be the solution operator to the problem
a(w,ϕ) = 〈u · ∇w,ϕ〉+ (Ls/2w,Ls/2ϕ) = (f, ϕ), for all ϕ ∈ V, (4.2)
namely, w = Sf . Clearly S is one to one. We then define A = S−1 with domain D(A) =
Range(S). By constructionA is a regularly accretive operator (cf, [25]). In addition, Theorem 2.2
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of [22] implies A is a sectorial operator. That is, there exists constant ω ∈ [0, pi/2), such that the
spectrum of A is subset of the sector Sω := {z ∈ C : |arg z| ≤ ω}.
The space Ω is discretized into a sequence of globally shape-regular, quasi-uniform and con-
forming subdivisions {Th : h > 0} in the same way as in the stationary problem in Chapter 3. It
allows us to define the discrete counterpart of S by Sh : Vh → Vh to be the solution operator to the
discrete problem
akh(wh, ϕh) = (pihf, ϕh), (4.3)
i.e., wh = Shpihf . We then define Ah := S−1h accordingly.
Recalling the finite element approximation akh(qh, ϕh) to the bilinear form a(·, ·) proposed in
(3.29), we define the finite element approximation of (4.1) by: seek qh(t) ∈ H1((0,T);Vh), satis-
fying
( ∂
∂t
qh, ϕh
)
+ akh(qh, ϕh) = (f, ϕh), qh(t = 0) = vh := pihv, for all ϕh ∈ Vh (4.4)
holds for a.e. t ∈ [0,T], with parameters N+, N− and C(s, δ) provided in Remark 3.6 assuming
sinc quadrature stepping k given.
For the computational expenses consideration, we treat the bilinear form akh(qh, ϕh) explicitly,
and consider the time discretization to (4.4) with the forward Euler scheme. Given time stepping
τ > 0, we denote tn := nτ for n = 0, 1, 2, · · · . The resulting fully discretized problem reads: for
the given qnh ∈ Vh approximating q(tn), find qn+1h ∈ Vh approximating q(tn+1), such that
(qn+1h , ϕh) = (q
n
h , ϕh)− τakh(qnh , ϕh) + τ(fn, ϕh), for all ϕh ∈ Vh. (4.5)
Here fn := f(tn), and the initial condition q0h = vh := pihv is given to allow the algorithm to start.
We end the discussion in this Section by showing that the forward Euler method is stable under
a stability condition.
Lemma 4.1 (Stability). Let δ ∈ (s,min(3/2, 2 − s)], let k be the sinc quadrature step size and
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constants N+, N_ and C(s, δ) be given in Remark 3.6. Suppose k is chosen sufficiently small such
that condition (3.37) holds with constant Ds < 1/2. Then the fully discretization scheme (4.5) is
stable in L2(ω) provided the stability condition τ ≤ Ch2s for some constant C independent of h.
Proof. Throughout the proof the constant C is independent of h, k and tj . Additionally, without
loosing of generality, we assume mesh size h < 1. We denote by un := u(tn), and rewrite in (4.5)
the bilinear term
akh(q
n
h , ϕh) = (a
k
h − a)(qnh , ϕh) + (un · ∇qnh , ϕh) + (Ls/2qnh , Ls/2ϕh).
We first put ϕh = 2τqnh = −τ(qn+1h − qnh) + τ(qn+1h + qnh) into (4.5), which yields
∥∥qn+1h ∥∥2L2 −‖qnh‖2L2 +2τ ∥∥Ls/2qnh∥∥2L2 = ∥∥qn+1h − qnh∥∥2L2 +2τ(fn, qnh)− 2τ(akh− a)(qnh , qnh). (4.6)
Next we set ϕh = qn+1h − qnh in (4.5) to obtain
1
τ
∥∥qn+1h − qnh∥∥2L2 = (fn, qn+1h − qnh)− (un · ∇qnh , qn+1h − qnh)
− (Ls/2qnh , Ls/2(qn+1h − qnh)) + (a− akh)(qnh , qn+1h − qnh)
=: B1 +B2 +B3 +B4.
(4.7)
The first three terms B1, B2 and B3 can be bounded by applying Cauchy-Schwarz inequality and
the inverse inequality (2.23), that is,
B1 ≤ ‖fn‖L2
∥∥qn+1h − qnh∥∥L2 ,
B2 ≤ C ‖un‖L∞ ‖∇qnh‖L2
∥∥qn+1h − qnh∥∥L2 ≤ Chs−1 ‖un‖L∞ ‖qnh‖H˙s ∥∥qn+1h − qnh∥∥L2 ,
B3 ≤
∥∥Ls/2qnh∥∥L2 ∥∥Ls/2(qn+1h − qnh)∥∥L2 = ‖qnh‖H˙s ∥∥qn+1h − qnh∥∥H˙s ≤ Ch−s ‖qnh‖H˙s ∥∥qn+1h − qnh∥∥L2 .
As to the last term B4, we employ (3.35), (3.37) together with the inverse inequality (2.23) to
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obtain
B4 ≤ C
(
e−2pi
2/k+2piε/k + hδ−s
)
‖qnh‖H˙δ
∥∥qn+1h − qnh∥∥H˙s ≤ Ch−s ‖qnh‖H˙s ∥∥qn+1h − qnh∥∥L2 .
Collecting all four terms to (4.7), canceling the common term
∥∥qn+1h − qnh∥∥L2 , multiplying by τ ,
and dropping the higher order terms of h, we get
∥∥qn+1h − qnh∥∥L2 ≤ Ch−sτ(‖un‖L∞ + 1) ‖qnh‖H˙s + τ ‖fn‖L2 . (4.8)
Inserting (4.8) into (4.6), and applying the definition
∥∥Ls/2qnh∥∥2L2 = ‖qnh‖2H˙s yield
∥∥qn+1h ∥∥2L2 − ‖qnh‖2L2 + 2τ ‖qnh‖2H˙s ≤ ∥∥qn+1h − qnh∥∥2L2 + 2τ |(fn, qnh)|+ 2τ ∣∣(akh − a)(qnh , qnh)∣∣
≤ Ch−2sτ 2(‖un‖L∞ + 1)2 ‖qnh‖2H˙s + 2τ 2 ‖fn‖2L2 + 2τ
(1
2
‖fn‖2H˙−s +
1
2
‖qnh‖2H˙s
)
+ 2τ
(
CIC(s, ε, δ)e
−2pi2/k+2piε/khs−δ
)
‖qnh‖2H˙s ,
where in the last step we applied (fn, qnh) ≤ ‖fn‖H˙−s ‖qnh‖H˙s together with a Young’s inequality.
A reformulation of the above formula immediately gives
∥∥qn+1h ∥∥2L2 − ‖qnh‖2L2 + τ [1− Ch−2sτ(‖un‖L∞ + 1)2 − 2CIC(s, ε, δ)e−2pi2/k+2piε/khs−δ] ‖qnh‖2H˙s
≤ C(τ + 1)2 ‖fn‖2L2 .
Suppose that h−2sτ and the sinc quadrature step k are taken sufficiently small allowing
Ch−2sτ (‖un‖L∞ + 1)2 + 2CIC(s, ε, δ)e−2pi
2/k+2piε/khs−δ < c0 < 1,
for all 0 ≤ n ≤ M , where M = T0/τ and c0 is a fixed real number. Then for each step n =
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0, 1, · · · ,M − 1, we have
∥∥qn+1h ∥∥2L2 − ‖qnh‖2L2 + c0τ ‖qnh‖2H˙s ≤ Cτ 2 ‖fn‖2L2 .
Therefore, after summing up all terms, we get
max
0≤n≤M−1
∥∥qn+1h ∥∥2L2 + c0 M−1∑
n=0
τ ‖qnh‖2H˙s ≤
∥∥q0h∥∥2L2 + C M−1∑
n=0
τ 2 ‖fn‖2L2 .
This completes the proof of the lemma.
4.2 Error estimates for the homogeneous problem
In this section we consider the homogeneous parabolic equation, namely set f = 0. It fol-
lows from Proposition 5.3.2 of [44] that the solution to (4.1) admits a Dunford-Taylor integral
representation
q(x; t) = e−tAv(x) :=
1
2pii
ˆ
C
e−tz(zI −A)−1vdz. (4.9)
Here the curve C = C(θ0, r0) runs in the resolvent set of A. To be specific, θ0 ∈ (ω, pi/2),
r0 ∈ (0, 1/2), and C is defined by C(θ0, r0) = −C(1)(θ0, r0) − C(2)(θ0, r0) + C(3)(θ0, r0), where
C(1)(θ0, r0) and C(3)(θ0, r0) are half lines parametrized by z = reiθ0 and z = re−iθ0 with r ≥ r0,
and C(2)(θ0, r0) is the arc of circle parametrized by z = r0eiθ with −θ0 ≤ θ ≤ θ0 (see Figure 4.1).
As the spectrum set of Ah is bounded, there exists a closed contour Crmax enclosing the spec-
trum set, see also Figure 4.1 for example. Here rmax is dependent on h. Therefore, the solution to
the discrete problem (4.4) could be analogously represented by Dunford-Taylor integral.
qh(x; t) = e
−tAhpihv(x) :=
1
2pii
ˆ
C
e−tz(zI −Ah)−1pihvdz
=
1
2pii
ˆ
Crmax
e−tz(zI −Ah)−1pihv dz.
(4.10)
Before deriving the finite element approximation error we first mention some existing results
that are crucial in the remaining of this section. We first define the norm on D(Ar) for r ∈ [0, 1)
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Figure 4.1. The contours for Dunford-Taylor integral.
by
‖v‖D(Ar) := ‖Arv‖ . (4.11)
In addition, we can characterize the domain D(Ar) for r ∈ [0, 1] following Proposition 3.1,
D(Ar) = H˙2rs∗(Ω) (4.12)
with equivalent norms. Corollary 2.1.8 of [44] implies that for r ∈ [0, 1]
‖Arv‖ ≤ C ‖Av‖r ‖v‖1−r , for all v ∈ D(A), (4.13)
with the constant C independent of r. We then state the following integration bound which is
proved in formula (3.14) in the proof for Theorem 3.1 in [29]. Suppose a ∈ (0, 1] and t , r ≥ 0,
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then
ˆ
C
∣∣e−tz∣∣ |z|a−r−1 d |z| ≤

C, if a < min(r, 1),
Cmax{1, ln(1/t)}, if r = a < 1, or r ≥ a = 1,
Ct−(a−r), if a > r ≥ 0,
(4.14)
here the constant C does not depend on z ∈ C, t, a, or r.
We lastly update Lemma 6.3 of [25] in the complex setting.
Lemma 4.2. For r ∈ [0, 1] and f ∈ L2(Ω), there exists a constant C not depending on z ∈ C such
that ∥∥Ar(zI −A)−1f∥∥
L2
≤ C |z|r−1 ‖f‖L2 . (4.15)
The same inequality holds on Vh with A replaced by Ah, with the constant C being independent
of h.
Proof. As z ∈ C is in the resolvent set, (zI −A)−1f is in D(A). Applying (4.13) yields
∥∥Ar(zI −A)−1f∥∥ ≤ C ∥∥A(zI −A)−1f∥∥r ∥∥(zI −A)−1f∥∥1−r .
We now estimate the two terms in the right hand side separately. Theorem 2.2 of [41] implies that
for z ∈ C(1), ∥∥(zI −A)−1f∥∥ ≤ (sin(θ0 − ω))−1 |z|−1 ‖f‖ ,
while for z ∈ C(3), ∥∥(zI −A)−1f∥∥ ≤ |z|−1 ‖f‖ .
In addition, Remark 2.1 of [25] ensures that for z ∈ C(2), since <(z) ≤ |z| ≤ r0 < 1/2,
∥∥(zI −A)−1f∥∥ ≤ C |z|−1 ‖f‖ .
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The three estimates immediately implies that for any z ∈ C,
∥∥(zI −A)−1f∥∥ ≤ C |z|−1 ‖f‖ .
In addition, for the second term, it follows that
∥∥A(zI −A)−1f∥∥ = ∥∥(I − z(zI −A)−1)f∥∥ ≤ (1 + C) ‖f‖ .
Collecting the above two inequalities completes the proof.
The following lemma provides an estimate of of the finite element approximation error.
Lemma 4.3 (Finite element error). Let s ∈ [1/2, 1) and α ∈ (0, 1] such that Assumption 2.2 holds.
Let {Th} be a sequence of shape-regular subdivisions of Ω. Let k be the sinc quadrature stepping.
For a given h suppose k is chosen to be sufficiently small such that (3.37) holds. Let ε 1 be the
constant in Lemma 3.5. Suppose q(t) and qh(t) are solutions to (4.1) and (4.4) respectively with
f = 0. Assume the initial condition v ∈ H2γ with γ ∈ [0, (1 + α)/2], then for all t > 0,
‖q(·, t)− qh(·, t)‖L2 ≤ D(t) ln(1/h)
(
e−2pi
2/k+2piε/k + ln(1/h)h2α
)
‖v‖H2γ , (4.16)
with
D(t) :=

C, if γ > α∗,
Cmax{1, ln(1/t)}, if γ = α∗,
Ct−(α
∗−γ)/s∗ , if γ < α∗,
(4.17)
where α∗ = α if s = s∗, and α∗ = min(α + ρ/2, (1 + α)/2, 2s∗) if s > s∗, with ρ the constant in
Proposition 3.1.
Proof. We first apply a triangle inequality to obtain
‖q − qh‖ ≤ ‖q − pihq‖+ ‖pihq − qh‖ =: I + II.
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The two terms I and II are then estimated separately.
1 When γ ≥ α∗, the L2-projection estimate (2.20) implies
I ≤ Ch2α ‖q‖H˙2α ≤ Ch2α
∥∥e−tAv∥∥
H˙2α∗ ≤ Ch2α ‖v‖H˙2α∗ ≤ Ch2α ‖v‖H˙2γ .
When γ < α∗, following the property of semi-group,
I ≤ Ch2α ‖q‖H˙2α ≤ Ch2α
∥∥e−tAv∥∥
H˙2α∗
≤ Ch2α ∥∥A(α∗−γ)/s∗e−tAv∥∥
H˙2γ
≤ Ch2αt−(α∗−γ)/s∗ ‖v‖H˙2γ .
2 As to II , we start with the Dunford-Taylor integral formulas (4.9) and (4.10),
II = ‖pihq − qh‖ =
∥∥∥∥ 12pii
ˆ
C
e−tz
[
pih(zI −A)−1 − (zI −Ah)−1pih
]
vdz
∥∥∥∥
≤ 1
2pi
ˆ
C
∣∣e−tz∣∣ ∥∥[pih(zI −A)−1 − (zI −Ah)−1pih] v∥∥︸ ︷︷ ︸
=:G(z)
d |z| ,
where again the last inequality applied Minkowski’s inequality of integral form. Notice that
G(z) =
∥∥[pihA−1(zA−1 − I)−1 − (zA−1h − I)−1pihA−1h ] v∥∥
=
∥∥(zA−1h − I)−1pih(A−1 −A−1h )(zA−1 − I)−1v∥∥
≤ ∥∥(zA−1h − I)−1pih∥∥H˙−α∗+s∗+η→L2 ∥∥A−1 −A−1h ∥∥H˙α∗−s∗+η→H˙−α∗+s∗+η∥∥(zA−1 − I)−1∥∥
D(Aγ/s∗ )→H˙α∗−s∗+η ‖v‖D(Aγ/s∗ ) ,
where η ∈ [α∗ − s∗, α∗ + s∗]. Directly from Proposition 3.1 and Theorem 3.13 (let β = 2α∗), we
obtain that
∥∥(A−1 −A−1h )∥∥H˙α∗−s∗+η→H˙−α∗+s∗+η ≤ C ln(1/h)(e−2pi2/k+2piε/k + ln(1/h)h2α).
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In addition, the characterization (4.12) yields
‖v‖D(Aγ/s∗ ) ≤ C ‖v‖H2γ .
We then distinguish different cases for the remaining two terms.
3 Case 1: γ ∈ [max(0, α∗ − s∗),min(α∗, s∗)]. We let η = −s∗ + α∗. First observe that from
the stability of L2-projection and the discrete version of inequality (4.15),
∥∥(zA−1h − I)−1pih∥∥L2→L2 ≤ ∥∥Ah(zI −Ah)−1∥∥L2→L2 ‖pih‖L2→L2 ≤ C.
Additionally, we obtain from (4.15) that since (α∗ − γ)/s∗ ∈ [0, 1],
∥∥(zA−1 − I)−1∥∥
D(Aγ/s∗ )→H˙2α∗−2s∗ ≤ C
∥∥A(α∗−γ)/s∗(zI −A)−1∥∥
L2→L2 ≤ C |z|
(α∗−γ)/s∗−1 .
Case 2: γ ∈ [α∗, (1 + α)/2] ⊂ [α∗, α∗ + s∗]. We choose η = s∗ + α∗. Then
∥∥(zA−1h − I)−1pih∥∥H˙2s∗→L2 ≤ ∥∥(zI −Ah)−1∥∥L2→L2 ‖pih‖H˙2s∗→H˙2s∗h ≤ C |z|−1 .
While since (α∗ − γ)/s∗ ∈ [−1, 0],
∥∥(zA−1 − I)−1∥∥
D(Aγ/s∗ )→H˙2α∗ ≤ C
∥∥A(α∗−γ)/s∗+1(zI −A)−1∥∥
L2→L2 ≤ C |z|
(α∗−γ)/s∗ .
Case 3: γ ∈ (min(α∗, s∗), α∗). In this case α∗ > s∗ and we pick η = γ. Then since (α∗ −
γ)/(2s∗) ∈ [0, 1/2], we obtain
∥∥(zA−1h − I)−1pih∥∥H˙γ−α∗+s∗→L2 ≤ ∥∥∥A(α∗−γ+s∗)/(2s∗)h (zI −Ah)−1∥∥∥L2→L2 ‖pih‖H˙γ−α∗+s∗→H˙γ−α∗+s∗h
≤ C |z|(α∗−γ)/(2s∗)−1/2 ,
62
and
∥∥(zA−1 − I)−1∥∥
D(Aγ/s∗ )→H˙α∗+γ−s∗ ≤ C
∥∥A(α∗−γ+s∗)/(2s∗)(zI −A)−1∥∥
L2→L2
≤ C |z|(α∗−γ)/(2s∗)−1/2 .
Gathering all above three cases altogether, we obtain
G(z) ≤ C ln(1/h)
(
e−2pi
2/k+2piε/k + ln(1/h)h2α
)
|z|(α∗−γ)/s∗−1 ‖v‖H2γ .
What remains is to show that
ˆ
C
∣∣e−tz∣∣ |z|(α∗−γ)/s∗−1 d |z| ≤ D(t),
which is a direct consequence of (4.14).
4 Case 4: γ ∈ [0,max(0, α∗− s∗)). In this case α∗ > s∗ and we pick η = γ− s∗. Then notice
that (α∗ − γ)/(2s∗) ∈ [1/2, 1], inequality (4.15), the inverse inequality (2.23), the pih stability,
together with the time stepping stability condition τ ≤ Ch2s yield
∥∥(zA−1h − I)−1pih∥∥H˙γ−α∗→L2 ≤ ∥∥(zA−1h − I)−1∥∥H˙γ−α∗+2s∗h →L2 ‖pih‖H˙γ−α∗→H˙γ−α∗+2s∗h
≤ Ch−2s∗
∥∥∥A(α∗−γ)/(2s∗)h (zI −Ah)−1∥∥∥
L2→L2
≤ Cτ−1 |z|(α∗−γ)/(2s∗)−1 ,
and
∥∥(zA−1 − I)−1∥∥
D(Aγ/s∗ )→H˙α∗+γ−2s∗ ≤ C
∥∥A(α∗−γ)/(2s∗)(zI −A)−1∥∥
L2→L2 ≤ C |z|
(α∗−γ)/(2s∗)−1 .
From (4.14) we get
τ−1
ˆ
C
∣∣e−tz∣∣ |z|(α∗−γ)/s∗−2 d |z| ≤ Cτ−1t−(α∗−γ)/s∗+1 ≤ Ct−(α∗−γ)/s∗ ,
63
this completes the proof.
Remark 4.4. The special case u = 0 has been thoroughly discussed in [29]. Indeed, the error
estimate in Lemma 4.3 is consistent with Corollary 4.1 of [29], where s∗ = s and α∗ = α.
Error estimate for time discretization
Next step we apply the stability result of forward Euler method to estimate the error introduced
by time discretization. Recall from (4.5) that the finite element approximation qnh satisfies
qnh = Eτq
n−1
h + τpihf(tn), (4.18)
with Eτ := (I − τAh). For f = 0 in particular, applying Eτ recursively from tn−1 to t0 = 0 yields
qnh = Eτq
n−1
h = · · · = Enτ pihv.
Also recall from (4.10) that qh(tn) = Eh(τ)qh(tn−1) = · · · = Eh(tn)pihv with Eh(τ) := e−τAh .
The following lemma provides an error estimate between the two operators Enτ and Eh(tn).
Lemma 4.5. Assume that τrmax ≤ λ0 for some 0 < λ0 < 2. For vh ∈ Vh, there exists a constant
C not depending on h, n, or τ , such that
‖(Enτ − Eh(tn)) vh‖ ≤ Cmax(1, ln(1/τ))tγ/s
∗−1
n τ ‖vh‖H˙2γh , (4.19)
where γ ∈ [0, s∗] and tn = nτ with n nonnegative integer.
Proof. In view of (4.12), we rewrite (4.19) as
∥∥∥A−γ/s∗h (Enτ − Eh(tn)) vh∥∥∥ ≤ Cmax(1, ln(1/τ))nγ/s∗−1τ γ/s∗ ‖vh‖ .
Clearly both A−γ/s∗h Enτ = A−γ/s
∗
h (I − τAh)n and A−γ/s
∗
h Eh(tn) = A−γ/s
∗
h e
−nτAh are bounded
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operators. The two terms can also be represented with Dunford-Taylor integral (4.10) to have
∥∥∥A−γ/s∗h (Enτ − Eh(tn)) vh∥∥∥ = ∥∥∥∥ 12pii
ˆ
C
z−γ/s
∗
(e−nτz − (1− τz)n)(zI −Ah)−1vhdz
∥∥∥∥
≤ 1
2pi
ˆ
C
∣∣z−γ/s∗(e−nτz − (1− τz)n)∣∣ ∥∥(zI −Ah)−1vh∥∥ d |z| .
Invoking Taylor expansion, there exist constants C > 0 and c ∈ (0, 1) such that for z ∈ Crmax ,
∣∣e−τz − (1− τz)∣∣ ≤ Cτ 2 |z|2 , and |1− τz| < |e−cτz|. (4.20)
It follows that
∣∣e−nτz − (1− τz)n∣∣ = |(e−τz − (1− τz)) n−1∑
j=0
(1− τz)n−1−je−jτz|
≤ Cnτ 2 |z|2 e−c(n−1)τ |z| cos θ0 ≤ C(τ |z|)γ/s∗nγ/s∗−1.
In addition, (4.15) yields ∥∥(zI −Ah)−1vh∥∥ ≤ C |z|−1 ‖vh‖ .
Collecting the above two estimates we have
ˆ
C
∣∣z−γ/s∗(e−nτz − (1− τz)n)∣∣ ∥∥(zI −Ah)−1vh∥∥ d |z|
≤ Cτ γ/s∗nγ/s∗−1 ‖vh‖
ˆ
C
|z|−1 d |z|
≤ Cmax(1, ln(1/τ))τ γ/s∗nγ/s∗−1 ‖vh‖ ,
where to derive the last inequality we applied (4.14). The proof is complete.
The time discretization error is the direct consequence of the above lemma.
Lemma 4.6 (Time discretization error). Let tn = nτ with τ > 0 the time stepping and n the
number of time stepping. Assume τrmax ≤ λ0 for some 0 < λ0 < 2. Let qnh and qh(t) given by
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(4.5) and (4.4) respectively with f = 0. Assume initial data v ∈ H˙2γ , γ ∈ [0, s∗] with s∗ defined
by (3.8). Then
‖qnh − qh(tn)‖ ≤ Cmax(1, ln(1/τ))tγ/s
∗−1
n τ ‖v‖H2γ . (4.21)
We end our discussion for the homogeneous problem by the following theorem, which is de-
rived from applying the triangle inequality to Lemma 4.3 and Lemma 4.6.
Theorem 4.7 (Fully discretization error). Let s ∈ [1/2, 1) and α ∈ (0, 1] such that Assumption 2.2
holds. Let {Th} be a sequence of shape-regular subdivisions of Ω. Let k be the sinc quadrature
stepping. For a given h suppose k is chosen to be sufficiently small such that (3.37) holds. Let
ε  1 be the constant in Lemma 3.5. Let tn = nτ with τ > 0 the time stepping and n the
number of time stepping. Assume τrmax < λ0 for some 0 < λ0 < 2. Suppose q(t) and qnh are
solutions to (4.1) and (4.5) respectively with f = 0. Assume the initial condition v ∈ H2γ with
γ ∈ [0, (1 + α)/2]. Then,
‖q(tn)− qnh‖ ≤
(
D(tn)C(h)
(
e−2pi
2/k+2piε/k + h2α
)
+ Cmax(1, ln(1/τ))tγ/s
∗−1
n τ
)
‖v‖H2γ ,
with s∗ defined by (3.8), D(tn) defined by (4.17) and C(h) defined by (3.31).
4.3 Error estimates for the inhomogeneous problem
In this subsection we consider the inhomogeneous problem. Namely, in the weak formulations
(4.1) and (4.4) we assume the right hand data f ∈ L∞(0,T;H2γ) for γ ∈ [0, (1 + α)/2], and the
initial condition v = 0. Under such circumstance, after invoking Duhamel’s principle we have that
the solution to (4.1) is
q(x; t) =
ˆ t
0
e−yAf(t− y)dy, (4.22)
and the solution to (4.4) is
qh(x; t) =
ˆ t
0
e−yAhpihf(t− y)dy. (4.23)
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Combining the two expressions we obtain
‖q(·, t)− qh(·, t)‖ ≤
∥∥∥∥ˆ t
0
(
e−yA − e−yAhpih
)
f(t− y)dy
∥∥∥∥
≤
ˆ t
0
∥∥(e−yA − e−yAhpih) f(t− y)∥∥ dy.
When γ > α∗, we achieve the optimal convergence rate h2α since that from Lemma 4.3,
‖q(·, t)− qh(·, t)‖ ≤ C(h)
(
e−2pi
2/k+2piε/k + h2α
)
‖f‖L∞(0,T0;H2γ)
ˆ t
0
D(y) dy
≤ C(h)t
(
e−2pi
2/k+2piε/k + h2α
)
‖f‖L∞(0,T0;H2γ) .
When γ < α∗, we introduce an intermediate parameter
α¯ := min(α∗, γ + s∗ − ϵ), (4.24)
for some sufficiently small ϵ > 0. It is trivial to check that in this case
ˆ t
0
D(y) dy ≤ C
ˆ t
0
y−(α¯−γ)/s
∗
dy =
C
1 + (α¯− γ)/s∗ t
1−(α¯−γ)/s∗ <∞.
In conclusion, we have the following lemma.
Lemma 4.8 (Finite element error). Let s ∈ [1/2, 1) and α ∈ (0, 1] such that Assumption 2.2
holds. Let k be the SINC quadrature stepping. Let ε  1 be the constant in Lemma 3.5. Let
{Th} be a sequence of shape-regular subdivisions of Ω. Suppose q(t) and qh(t) are solutions to
(4.1) and (4.4) with v = 0 respectively, and suppose the right hand data f ∈ L∞(0,T ;H2γ) with
γ ∈ [0, (1 + α)/2]. Then for all t > 0,
‖q(·, t)− qh(·, t)‖L2(Ω) ≤ D˜(t)C(h)
(
e−2pi
2/k+2piε/k + h2α¯
)
‖f‖L∞(0,T0;H2γ) . (4.25)
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with α¯ defined by (4.24), C(h) defined by (3.31) and
D˜(t) =

Ct, if γ > α∗,
Ctmax(1, ln(1/t)), if γ = α∗,
Ct1−(α¯−γ)/s
∗
, if γ < α∗.
(4.26)
Next we continue with analyzing the error introduced by forward Euler time stepping.
Lemma 4.9 (Time discretization error). Let s ∈ [1/2, 1). Let α ∈ (0, 1] such that Assumption 2.2
holds. Let tn = nτ with τ > 0 and n nonnegative integer. Assume τrmax < λ0 for some 0 < λ0 <
2. Suppose qh(t) and qnh are solutions to (4.4) and (4.5) with v = 0 respectively. Assume the right
hand data satisfies f ∈ L∞(0, tn;H2γ) and ft ∈ L1(0, tn;L2) with γ ∈ [0,min(s∗, (1 + α)/2)].
Then
‖qnh − qh(tn)‖ ≤ Cτ
(
max(1, ln(1/τ))tγ/s
∗
n ‖f‖L∞(0,tn;H2γ) + ‖ft‖L1(0,tn;L2)
)
,
with constant C not depending on h or τ .
Proof. 1 Recall from the recursive formula (4.18) that
qnh = τ
n−1∑
j=0
En−1−jτ pihf(tj).
As to qh(tn), we invoke a change of variable y = tj + τξ for each subinterval [tj, tj+1] for j =
0, · · · , n− 1 to rewrite (4.23) as
qh(tn) =
n−1∑
j=0
ˆ tj+1
tj
e−(tn−y)Ahpihf(y)dy = τ
n−1∑
j=0
e−(n−1−j)τAh
ˆ 1
0
e−(τ−τξ)Ahpihf(tj + τξ)dξ
= τ
n−1∑
j=0
Eh(tn−1−j)
ˆ 1
0
Eh(τ − τξ)pihf(tj + τξ)dξ =: τ
n−1∑
j=0
Eh(tn−1−j)Iτf(tj).
Here Eh(τ) := e−τAh , and Iτf(tj) :=
´ 1
0
Eh(τ − τξ)pihf(tj + τξ)dξ. With the above expressions
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the error enh := q
n
h − qh(tn) can be represented as
enh = τ
n−1∑
j=0
(
En−1−jτ pihf(tj)− Eh(tn−1−j)Iτf(tj)
)
= τ
n−1∑
j=0
(
En−1−jτ − Eh(tn−1−j)
)
pihf(tj) + τ
n−1∑
j=0
Eh(tn−1−j) (pihf(tj)− Iτf(tj))
=: enh,1 + e
n
h,2.
We then estimate the two errors separately.
2 For enh,1, we invoke Lemma 4.5 for each term in the summand, which yields
∥∥enh,1∥∥ ≤ Cmax(1, ln(1/τ))τ 2 n−1∑
j=0
t
γ/s∗−1
n−j−1 ‖f(tj)‖H˙2γ
≤ Cmax(1, ln(1/τ))τ ‖f‖L∞(0,tn;H˙2γ)
ˆ tn
0
ξγ/s
∗−1 dξ
≤ Cmax(1, ln(1/τ))τtγ/s∗n ‖f‖L∞(0,tn;H˙2γ) .
(4.27)
3 In order to estimate enh,2, we first employ Taylor expansion of f(tj + τξ) at tj with integral
remainder to rewrite Iτf(tj) as
Iτf(tj) =
( ˆ 1
0
Eh(τ − τξ) dξ
)
pihf(tj) +
ˆ 1
0
Eh(τ − τξ)pih
(ˆ tj+τξ
tj
ft(η) dη
)
dξ.
Because the operator Eh((1 − ξ)τ) is bounded for ξ ∈ (0, 1), the L2(Ω)-norm of the second term
on the right hand side is bounded by C
´ tj+1
tj
‖ft(η)‖ dη. In order to obtain error bound for each
term in the finite sum in enh,2, we first see that
∥∥∥∥Eh(tn−1−j)(I − ˆ 1
0
Eh(τ − τξ)dξ
)
pihf(tj)
∥∥∥∥
≤ C
∥∥∥∥A−γ/s∗h Eh(tn−1−j)(I − ˆ 1
0
Eh(τ − τξ)dξ
)∥∥∥∥
L2→L2
‖pihf(tj)‖H˙2γh .
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While for vh ∈ Vh,
∥∥∥∥A−γ/s∗h Eh(tn−1−j)(I − ˆ 1
0
Eh(τ − τξ)dξ
)
vh
∥∥∥∥
≤ 1
2pi
ˆ
C
|z|−γ/s∗ ∣∣e−tn−j−1z∣∣ ∣∣∣1− ˆ 1
0
e−(1−ξ)τzdξ
∣∣∣︸ ︷︷ ︸
=:B1
∥∥(zI −Ah)−1vh∥∥︸ ︷︷ ︸
=:B2
d |z|
≤ C
ˆ
C
|z|−γ/s∗ ∣∣e−tn−j−1z∣∣ |τz| |z|−1 ‖vh‖ d |z|
≤ Cτtγ/s∗−1n−j−1 ‖vh‖ ,
where for the second inequality we applied (4.20) for term B1, and the discrete version of (4.15)
with r = 0 for termB2, while for the last inequality we applied (4.14) with r = 0, and a = 1−γ/s∗.
Combining the two estimates and applying a triangle inequality yield for each j = 0, · · · , n− 1,
‖Eh(tn−1−j) (pihf(tj)− Iτf(tj))‖ ≤ C
(ˆ tj+1
tj
‖ft(η)‖ dη + τtγ/s
∗−1
n−j−1 ‖f‖L∞(0,tn;H˙2γ)
)
.
Collecting all the n terms yield the error bound for enh,2. Namely,
∥∥enh,2∥∥ ≤ Cτ n−1∑
j=0
(ˆ tj+1
tj
‖ft(η)‖ dη + τtγ/s
∗−1
n−j−1 ‖f‖L∞(0,tn;H˙2γ)
)
≤ Cτ
(
tγ/s
∗
n ‖f‖L∞(0,tn;H˙2γ) + ‖ft‖L1(0,tn;L2)
)
.
(4.28)
4 The proof is complete after combining the two error estimates (4.27) and (4.28), and invok-
ing the norm equivalence inequalities (2.7) and (2.16).
Combining the results Lemma 4.8 and Lemma 4.9, we end this section by the following full
discretization error estimate.
Theorem 4.10 (Full discretization error). Let s ∈ [1/2, 1), and α ∈ (0, 1] such that Assumption 2.2
holds. Let k be the sinc quadrature spacing. Let ε  1 be the constant in Lemma 3.5. Let {Th}
be a sequence of shape-regular subdivisions of Ω. Let tn = nτ with τ > 0 and n nonnegative
70
integer. Assume τrmax < λ0 for some 0 < λ0 < 2. Suppose q(t) and qnh are solutions to (4.1)
and (4.5) with v = 0 respectively. Assume the right hand data satisfies f ∈ L∞(0, tn;H2γ) and
ft ∈ L1(0, tn;L2) with γ ∈ [0, (1 + α)/2]. Then
‖q(tn)− qnh‖ ≤Cτ
(
max(1, ln(1/τ))tγ/s
∗
n ‖f‖L∞(0,tn;H2γ) + ‖ft‖L1(0,tn;L2)
)
+ D˜(t)C(h)
(
e−2pi
2/k+2piε/k + h2α¯
)
‖f‖L∞(0,T0;H2γ) ,
with constant C not depending on k, h or τ , and parameters s∗ defined by (3.8), α¯ defined by
(4.24), D˜(t) defined by (4.26) and C(h) defined by (3.31).
4.4 Numerical examples
Consider the inhomogeneous problem in the square domain Ω = (0, 1)2. Let the solution
q(t, x, y) = t2 sin(mpix) sin(npiy)
and the velocity u = (U1, U2) such that the right hand side data admits
f =(2t+ ((m2 + n2)pi2)st2) sin(mpix) sin(npiy)
+ pit2(U1m cos(mpix) sin(npiy) + U2n sin(mpix) cos(npiy)).
We set m = 1, n = 2, U1 = U2 = 1. We fix the time step τ = 10−4 and sinc quadrature step
k = 0.2 so that the FEM error dominates. We vary the mesh sizes h = 1/2j , j = 5, 6, 7 for
different values of s. The L2 error between the approximated solution qnh and exact solution q at
time T = 0.5 is reported in Table 4.1. In all cases, the optimal convergence rate h2 are observed.
In addition, we examine the convergence rate of time discretization by fixing the mesh size h =
1/32 (refine 4 times from coarse mesh) and the sinc quadrature size k = 0.2. Due to the stability
requirement, the time stepping error is difficult to dominate. Alternatively, we first compute the
error for time stepping τ = 10−5 and use it as the approximated space discretization error. We then
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s = 0.5 s = 0.6 s = 0.7 s = 0.8 s = 0.9
h L2 err ORC L2 err ORC L2 err ORC L2 err ORC L2 err ORC
1/32 2.10E-4 2.30E-4 2.59E-4 2.93E-4 3.29E-4
1/64 5.43E-5 1.95 5.94E-5 1.96 6.63E-5 1.97 7.44E-5 1.98 8.23E-5 2.00
1/128 1.40E-5 1.95 1.52E-5 1.96 1.69E-5 1.97 1.88E-5 1.98 2.06E-5 2.00
Table 4.1. L2 error at T = 0.5 for space discretization and observed rate of convergence
(ORC) for the inhomogeneous problem for different values of s. According to Lemma 4.8,
the theoretical convergence rate for space discretization is 2 for all cases.
compute for τ = 0.004, 0.002, 0.001 and subtract the approximated space discretization error
from the total error. In correspondence to the stability condition τ ≤ Ch2s, smaller time stepping
are used for larger s. Table 4.2 shows the asymptotic observed convergence rate at T = 0.5.
s = 0.5 s = 0.6 s = 0.7 s = 0.8 s = 0.9
τ L2 err ORC L2 err ORC L2 err ORC L2 err ORC L2 err ORC
0.002 5.30E-5 4.99E-5 4.20E-5 3.57E-5 5.93E-6
0.001 2.50E-5 1.08 2.42E-5 1.04 2.07E-5 1.02 1.61E-5 1.15 4.32E-6 0.46
0.0005 1.20E-5 1.06 1.18E-5 1.03 1.02E-5 1.02 7.95E-6 1.02 2.15E-6 1.01
Table 4.2. L2 error at T = 0.5 for time discretization and observed rate of convergence
(ORC) for the inhomogeneous problem for different values of s. According to Lemma 4.9,
the theoretical convergence rate for time discretization is 1 for all cases.
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5. APPLICATION TO THE SURFACE QUASI-GEOSTROPHIC SYSTEM
In the 1940s Charney [45] introduced the quasi-geostrophic model which describes the large-
scale atmospheric motions. The model essentially relies on the conservation of potential vorticity
in the interior of geostrophic flow. The approximation straightifies the geometric curvature on the
motion (which is of minor influence except for extremely large-scale motions), but not the variation
with the latitude on the Coriolis force. In fact, the Coriolis force is essential for the explanation
of the point-wise dynamics of the motion; as illustrated in Section 5.1. The simplification in the
domain is adopted in this work and without losing of generality we define Ω := (0, 2piL)2 with
L > 0 the horizontal length scale, and denote C := Ω× (0,∞).
The greatly-developed quasi-geostrophic theory has been proven successful in describing ma-
jor features of atmospheric motions of horizontal scales between 10 and 500 km [31, 32, 33], as
well as the oceanic frontal structures of scales a few tens of kilometers [46, 47, 48]. In particular,
the surface quasi-geostrophic (SQG) model seems to be appealing for the motions in both ocean
and atmosphere. We shall see that the governing equations of SQG system consist of a transport
equation with drift of the form (1.3), with the velocity u related to the solution of another partial
differential equation involving spectral fractional Laplacian.
In this chapter we first provide a derivation of the governing equations to the surface quasi-
geostrophic dynamics in the atmosphere in Section 5.1. The reduced model on the squareΩ follows
from a Stinga-Torrea representation consists of fractional Laplacian in Ω, as shown in Section 5.2.
Numerical algorithms proposed in Section 5.3 are adapted from the approximation schemes de-
veloped in Chapters 3 and 4. Their numerical validations are provided in Section 5.4. Simulation
results and discussions are provided in Section 5.5.
5.1 Mathematical model
We refer to [33, Chapter 6], [49] and [13] for detailed derivation of the governing equations to
quasi-geostrophic system. In particular, the rescaling of variables for nondimensionalization are
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addressed in Section 6.2 of [33] and Section 2 of [50].
The quasi-geostrophic system is put forward for small Rossby number ε := U/(f0L), where
U (units: ms−1) and L (units: m) are the horizontal scales for velocity and length respectively,
and f0 = 2ω sinφ0 (units: ms−2) is the Coriolis parameter at latitude φ0 and ω the rate of rotation
of the earth. The small Rossby number assumption requires φ0 to be large, namely, we require
the motion occurs in a mid-to-high latitude region, distant from the equator. Additionally, the
horizontal velocities u and v are required to be independent of z, and the vertical velocity w
vanishes for z → ∞. Let v := (u, v, w) be the three-dimensional velocity vector field, with
u(x, y, t), v(x, y, t), w(x, y, z, t) : C × R+ → R. We assume the fluid is incompressible and is of
constant density, namely,
∇ · v := ∂
∂x
u+
∂
∂y
v +
∂
∂z
w = 0, for (x, y, z) ∈ C, t ∈ R+. (5.1)
With these assumptions the horizontal momentum equations are (see also [33, Formula 3.12.19])
∂
∂t
u+ u
∂
∂x
u+ v
∂
∂y
u− f0v = − ∂
∂x
Ψ, (5.2)
∂
∂t
v + u
∂
∂x
v + v
∂
∂y
v + f0u = − ∂
∂y
Ψ, (5.3)
both for (x, y, z) ∈ C, t ∈ R+, where Ψ(x, y, z, t) : C × R+ → R denotes the geopotential.
The hydrostatic relation between the potential temperature θ(x, y, z, t) : C × R+ → R and the
geopotential Ψ is given by
∂
∂z
Ψ =
gθ
θr
, in C × R+. (5.4)
Here g is the gravitational acceleration constant, θr is a reference potential temperature chosen to
be θ(x, y, 0, t0) at z = 0 for some t0 > 0. Following from the first law of thermodynamics in the
perfect gas with the absence of internal heating source, the conservation of potential temperature θ
reads
∂
∂t
θ + v · ∇θ = 0, in C × R+. (5.5)
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In summary, the complete dimensional system consists of (5.2), (5.3), (5.1), (5.4), and (5.5).
Non-dimensionalization
In order to fully understand the relationship between the parameters, we non-dimensionalize
the governing equations by introducing non-dimensional variables denoted by ·ˆ
x := Lxˆ, y := Lyˆ, z := Dzˆ, Ωˆ := {(xˆ, yˆ) : (x, y) ∈ Ω} = (0, 2pi)2,
t :=
L
U
tˆ, u := Uuˆ, v := Uvˆ, w :=
DU
L
wˆ, Ψ := f0ULΨˆ,
where L and U are the horizontal length scale and velocity scale respectively appearing in the
Rossby number, and D (units: m) is the vertical length scale, which is assumed to satisfy D 
L. It in turn implies that the scale of vertical velocity is of order O(DU/L)  1. This small
relative vertical velocity assumption indicates that the potential temperature θ will be only slightly
disturbed from the value it would be in the absence of motion. Therefore, θ admits a representation
as the sum of the rest-state value θs(z) and a small time-dependent deviation of order O(εF ) (c.f.
[33, Formula 6.5.3])
θ = θs(z)
(
1 + εF θˆ(x, y, z, t)
)
,
with θs the “standard” temperature potential satisfying θs(0) = θr, and
F =
f 20L
2
gD
=
(
L
R
)2
, with R =
√
gD
f0
denoting the external Rossby deformation radius; see [33, Formula 3.12.9]. In practice, large-scale
waves in the atmosphere in mid-latitudes are characterized by
U = O(10m/s), L = O(103 km), f0 = O(10
−4 s−1), D = O(10 km).
This implies that F = O(10−1) = O(ε).
To simplify our notations, unless explicitly stated, from now on we drop the hat notation ·ˆ and
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only consider the non-dimensional variables. With these notations and conventions, the continuity
condition (5.1) remains
∂
∂x
u+
∂
∂y
v +
∂
∂z
w = 0, in C × R+, (5.6)
the horizontal momentum equations (5.2) and (5.3) becomes
ε
(
∂
∂t
u+ u
∂
∂x
u+ v
∂
∂y
u
)
− v = − ∂
∂x
Ψ, (5.7)
ε
(
∂
∂t
v + u
∂
∂x
v + v
∂
∂y
v
)
+ u = − ∂
∂y
Ψ, (5.8)
both in C ×R+, the potential temperature and geopotential relation (5.4) on the lower boundary is
rewritten as
∂
∂z
Ψ =
gD
f0UL
(1 + εFθ) =
gD
f0UL
+ θ, on Ω× R+, (5.9)
and the potential temperature conservation condition (5.5) reads
∂
∂t
θ + u
∂
∂x
θ + v
∂
∂y
θ + w
∂
∂z
θ =
w
εFθs
∂θs
∂z
(1 + εFθ), in C × R+. (5.10)
Equation simplification using ε−expansions
For small ε 1, we expand the velocity u(x, y, ε, t) as (recall that u is independent of z)
u(x, y, ε, t) = u0(x, y, t) + εu1(x, y, t) + o(ε)u2(x, y, t), (5.11)
with u0, u1, u2 : Ω × R+ → R functions independent of ε and of magnitude O(1). The other
functions v, w, and Ψ are expanded in the same way. Terms in the equations of the same order
in ε should be balanced. We now discuss the corresponding O(1) and O(ε) approximations of
equations (5.6) to (5.10).
We start with (5.7) and (5.8). The O(1) order approximations to (5.7) and (5.8) yield the
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geostrophic relations
u0 = − ∂
∂y
Ψ0, v0 =
∂
∂x
Ψ0, both in Ω× R+, (5.12)
which immediately imply that
∂
∂x
u0 +
∂
∂y
v0 = 0.
This, together with (5.6) yields the O(ε) approximation
ε
(
∂
∂x
u1 +
∂
∂y
u1 +
∂
∂z
w1
)
+
∂
∂z
w0 = 0, in C × R+.
It follows that
∂
∂x
u1 +
∂
∂y
u1 +
∂
∂z
w1 = 0. (5.13)
and ∂zw0 = 0. Furthermore, because it is assumed that limz→∞w = 0, it enforces w0 = 0.
The O(ε) terms in (5.7) and (5.8) imply:
∂
∂t
u0 + u0
∂
∂x
u0 + v0
∂
∂y
u0 − v1 = − ∂
∂x
Ψ1, (5.14)
∂
∂t
v0 + u0
∂
∂x
v0 + v0
∂
∂y
v0 + u1 = − ∂
∂y
Ψ1, (5.15)
both in Ω × R+. In order to eliminate the potential Ψ1, we differentiate (5.14) with respect to y,
and (5.15) with respect to x, and subtract the resulting equations to obtain the vorticity equation
∂
∂t
ζ0 + u0
∂
∂x
ζ0 + v0
∂
∂y
ζ0 = −
(
∂
∂x
u1 +
∂
∂y
v1
)
=
∂
∂z
w1, in Ω× R+. (5.16)
where we applied (5.13) for the last equality. Here ζ0 is the relative vorticity, and is given by
ζ0 :=
∂
∂x
v0 − ∂
∂y
u0 =
(
∂2
∂x2
+
∂2
∂y2
)
Ψ0, (5.17)
in view of (5.12).
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We now focus on (5.10) (recall w0 = 0), the O(1) terms imply
∂
∂t
θ0 + u0
∂
∂x
θ0 + v0
∂
∂y
θ0 = −S(z)w1, in Ω× R+, (5.18)
where
S(z) =
1
Fθs
∂θs
∂z
=
N2s (z)D
2
f 20L
2
, with N2s (z) :=
1
D
g
θs
∂θs
∂z
.
Here Ns(z) is called the Brunt-Väisälä frequency of the rest-state atmosphere; see [51, 52, 33].
A typical magnitude of Ns in the atmosphere is O(10−2 s−1). Therefore, the the stratification
parameter S(z) is of order O(1). The boundary-layer theory (c.f. Section 4.5 of [33]) indicates
that the vertical velocity pumped out of the lower boundary Ekman layer satisfies (see [33, Formu-
las 4.5.39 and 6.6.8])
w(x, y, 0) = εw1(x, y, 0) =
E
1/2
V
2
(
∂
∂x
v0 − ∂
∂y
u0
)
=
E
1/2
V
2
ζ0 =
E
1/2
V
2
(
∂2
∂x2
+
∂2
∂y2
)
Ψ0,
where EV = 2AV /(f0D2) is the vertical Ekman number, and AV is the vertical turbulent viscosity
coefficient (c.f. [33, Formula 6.2.31]). Our main point of interest relies on the small Ekman
pumping, therefore we require E1/2V /(2ε) 1. The above identity combined with (5.18), yield
∂
∂t
θ0 + u · ∇θ0 = S(z)E
1/2
V
2ε
(−∆Ω)Ψ0, in Ω× R+, (5.19)
where
u := (u0, v0) =
(
− ∂
∂y
Ψ0,
∂
∂x
Ψ0
)
. (5.20)
The O(1) approximations of Ψ = Ψ0 +O(ε)Ψ1 and θ = θ0 +O(ε)θ1 in (5.9) yield
∂
∂z
Ψ0 =
gD
f0UL
+ θ0, in C × R+. (5.21)
The relation can be further simplified by absorbing the constant term in the right hand side through
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redefining θ0 := gD/(f0UL) + θ0. For this reason we write
∂
∂z
Ψ0 = θ0, on Ω× R+. (5.22)
We introduce the potential vorticity G := ζ0 + ∂∂z ( θ0S(z)) to eliminate the vertical velocity w1
in (5.16) and (5.18) and obtain (c.f. Equation 6.5.21 in [33])
∂
∂t
G + u · ∇G = 0, in Ω× R+. (5.23)
Such conservation of potential vorticity serves as a critical property of the quasi-geostrophic system
(see, e.g., [53, 33, 54]). In view of (5.21) and (5.17), we realize that G satisfies
G = ∂
2
∂x2
Ψ0 +
∂2
∂y2
Ψ0 +
∂
∂z
( 1
S(z)
∂
∂z
Ψ0
)
. (5.24)
In particular, if we assume a constant Brunt-Väisälä frequency Ns(z) = N (i.e., S(z) = S is
assumed to be independent of z), we can absorb the factor 1/S through rescaling the vertical
variable z with z˜ := S1/2z. In what follows, we retain the notation z for the rescaled vertical
coordinate, and write
G = ∆Ψ0. (5.25)
The special case G = 0, often referred as surface quasi-geostrophic (SQG) flow, corresponds to
uniform potential vorticity in the interior of the fluid; cf. [13, Section 2] and [55]. This simplifica-
tion allows to determine the flow entirely by the surface potential temperature θΩ := θ(x, y, 0, t).
To sum up, when Ns(z) is constant, and G ≡ 0, we obtain the non-dimensional equations
∂
∂t
θΩ + u · ∇θΩ − κ(−∆Ω)ΨΩ = 0, on Ω× R+, (5.26)
∆Ψ0 = 0, in Ω× (0,∞)× R+, (5.27)
∂zΨ0 = θΩ, on Ω× R+, (5.28)
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where ΨΩ := Ψ0|Ω, and the dissipation coefficient κ = SE
1/2
V /(2ε)  1 is independent of x, y,
and t. Here thanks to (5.20), the two-dimensional velocity u is determined by
u =
(
− ∂
∂y
Ψ0|z=0, ∂
∂x
Ψ0|z=0
)
. (5.29)
We additionally impose the decay condition
lim
z→∞
Ψ0(x, y, z) = 0, ∀(x, y) ∈ Ω (5.30)
to close the system.
The temperature potential θΩ and the potential ΨΩ are supplemented with periodic boundary
condition, i.e., θΩ, ΨΩ ∈ H2sp (Ω), where
H2sp (Ω) :=
{
u ∈ H2s(Ω) : u(x, 0) = u(x, 2pi), and u(0, y) = u(2pi, y)} . (5.31)
To close the system we impose the mean value conditions
ˆ
Ω
θΩ(t) dx =
ˆ
Ω
θΩ(0) dx, and
ˆ
Ω
ΨΩ(t) dx = 0, t > 0.
5.2 Model reduction
Notice that although in (5.29) we only require the trace of Ψ on the 2D domain Ω, the potential
function Ψ0 has to be solved in the 3D space. We now replace (5.27), (5.28), and (5.30) by a
nonlocal problem on the two-dimensional domain Ω.
It turns out that ΨΩ solves
(−∆Ω)1/2ΨΩ = −θΩ in Ω. (5.32)
Here the operator (−∆Ω)1/2 is spectral fractional laplacian defined by (1.1) but associated with
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periodic boundary condition. The proof is based on the discrete spectrum expansion. The con-
crete derivation is essentially the same as in Section 3 of [21] but replacing the eigenpairs to −∆
with homogeneous Dirichlet boundary condition on ∂Ω by the eigenpairs associated to −∆Ω with
periodic boundary condition. The proof is thus omitted in this work.
From now on we drop the subscript Ω for notational convenience. Substitute (5.32) back
into (5.26), we obtain the restricted model
∂
∂t
θ + u · ∇θ + κ(−∆)1/2θ = 0, u = ∇⊥ΨΩ, (−∆)1/2ΨΩ = −θ all in Ω. (5.33)
In [55, 1] the Ekman pumping term in the above SQG equation is often generalized by considering
fractional powers s ∈ [1/2, 1). In the remaining of this chapter we will consider the following
generalized SQG equation:
∂
∂t
θ + u · ∇θ + κ(−∆)sθ = 0, u = ∇⊥ΨΩ, (−∆)1/2ΨΩ = −θ all in Ω, (5.34)
with the fractional power s ∈ [1/2, 1), and 0 ≤ κ 1.
For the inviscid case κ = 0, the conservation laws indicate that the kinetic energy Ek(θ) and
helicity H(θ) are conserved throughout time t ∈ [0,∞]:
Ek(θ) =
1
2
ˆ
Ω
θ(x, y, t)2dx, H(θ) = −
ˆ
Ω
ΨΩ(x, y, t)θ(x, y, t) dx. (5.35)
Indeed, to derive the conservation of kinetic energy, we multiply both sides of (5.34) by θ and
integrate on Ω. From (3.7) we have
´
Ω
(u · ∇θ)θ = 0, and thus
0 =
ˆ
Ω
∂
∂t
θ(x, y, t)θ(x, y, t) =
1
2
∂
∂t
ˆ
Ω
θ(x, y, t)2.
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The second conservation property is derived upon observing
H(θ) =
ˆ
Ω
(
(−∆)−1/2θ) θ dx.
5.3 Numerical approximation scheme
In this section we put forward our numerical algorithm to approximate (5.33). Let τ > 0 be
the time stepping parameter. Given an initial condition for the potential temperature θ(x, y, 0) =
θ0(x, y), we look for approximations to θ(tn) recursively for tn = nτ , n = 1, 2, · · · . At each
time step tn+1, suppose θn : Ω → R is given, the solution θ(tn+1) to (5.33) is approximated with
θn+1 : Ω → R by invoking the operator splitting (c.f. [56]) together with the forward Euler time
discretization. This requires solving the three equations described below.
θn+1/2 − θn + τ(−∆)sθn = 0, (5.36)
Ψn+1/2 = (−∆)−1/2θn+1/2, un+1/2 =
(
− ∂
∂y
Ψn+1/2,
∂
∂x
Ψn+1/2
)
, (5.37)
θn+1 − θn+1/2 + τun+1/2∇θn+1/2 = 0. (5.38)
A finite element method is further advocated for the space discretization. We denote {Th}h>0
to be a sequence of quasi-uniform and shape regular polygonal partition of Ω. For a fixed h > 0,
for any given T ∈ Th, we denote
FT : [0, 1]
2 → T (5.39)
to be the bilinear mapping that maps the reference element (the unit square) to the actual element
T . With this mapping we define the finite element space
Vh := {v ∈ C0(Ω) : v|T ◦ FT is bilinear for all T ∈ Th,
v(x, 0) = v(x, 2pi), v(0, y) = v(2pi, y), and
ˆ
Ω
v = 0}.
We now describe the fully discrete schemes to the three equations (5.36) to (5.38) separately.
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Step 1: the intermediate temperature potential θn+1/2h
In this step we approximate for (5.36). We set the initial condition θ0h := pihθ
0, with pih the
L2(Ω) projection onto Vh. Recursively, assume that θnh ∈ Vh(Ω) approximating θn is obtained, we
seek θn+1/2h ∈ Vh(Ω).
Since the fractional term in (5.36) is explicit, it requires the approximation of
´
Ω
(−∆)sθnhϕh,
for ϕh ∈ Vh. The approach is essentially the same as in Chapter 3, which consists of a sinc scheme
to the integral representation, followed by a finite element discretization. The resulting computable
approximation reads
ˆ
Ω
(−∆)sθnhϕh ≈ ahp(θnh , ϕh) :=
sin(pis)
pi
k
N+∑
j=−N−
e−syj
ˆ
Ω
(ηh(yj) + θ
n
h)ϕh, (5.40)
where k is the sinc quadrature stepping, yj = jk, N+ :=
⌈
2pi2
sk2
⌉
, and N− :=
⌈
4pi2
(1−s)k2
⌉
. Here for
each yj , ηh(yj) := ηh(yj; θnh) ∈ Vh solves
ˆ
Ω
ηh(yj)vh + e
yj
ˆ
Ω
∇ηh(yj)∇vh = −
ˆ
Ω
θnhvh, for all vh ∈ Vh.
Returning to the approximation of (5.36), we apply a Strongly Stability Preserving two-stage
Runge-Kutta (SSP-RK2) scheme [35] to ensure a second order convergence in time. In the first
stage we seek solution µ(1)h ∈ Vh such that
ˆ
Ω
µ
(1)
h ϕh = −τκahp(θnh , ϕh) +
ˆ
Ω
θnhϕh, for all ϕh ∈ Vh. (5.41)
In the second stage, we solve for µ(2)h ∈ Vh satisfying (5.41) but with θnh replaced by µ(1)h in the
right hand side. We then define the intermediate approximation to the temperature potential by
θ
n+1/2
h :=
1
2
(
θnh + µ
(2)
h
)
. (5.42)
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Step 2: the new velocity un+1/2h
In this step we update the geopotential, from which we update the velocity. For θn+1/2h ∈ Vh
obtained in Step 1, the finite element approximation toΨn+1/2h,Ω := (−∆)−1/2θn+1/2h could be treated
the same as in Section 2.7, namely,
Ψ
n+1/2
h,Ω ≈ Ψn+1/2h :=
2k
pi
N+∑
j=−N−
ezjηh(zj), (5.43)
where k is the sinc stepping, zj = jk, N+ :=
⌈
pi2
k2
⌉
, and N− :=
⌈
pi2
k2
⌉
. The function ηh(zj) :=
ηh(zj; θ
n+1/2
h ) ∈ Vh satisfies
ˆ
Ω
ηh(zj)vh + e
2zj
ˆ
Ω
∇ηh(zj)∇vh =
ˆ
Ω
θ
n+1/2
h vh, for all vh ∈ Vh.
Hence, the velocity un+1/2 is approximated as
un+1/2 ≈ un+1/2h :=
(
− ∂
∂y
Ψ
n+1/2
h ,
∂
∂x
Ψ
n+1/2
h
)
.
Step 3: the new temperature potential θn+1h
The last step approximates (5.38). The same SSP-RK2 method as in Subsection 5.3 is applied
to ensure a second order convergence in time. For the given θn+1/2h and u
n+1/2
h from Steps 1 and 2
respectively, in the first stage we seek µ(1)h ∈ Vh such that
ˆ
Ω
µ
(1)
h ϕh =
ˆ
Ω
θ
n+1/2
h ϕh + τ
ˆ
Ω
(u
n+1/2
h · ∇θn+1/2h )ϕh, for all ϕh ∈ Vh. (5.44)
In the following second stage, we solve for µ(2)h ∈ Vh solving (5.44) but with θn+1/2h replaced by
µ
(1)
h in the right hand side. The final approximation θ
n+1
h ∈ Vh to θn+1 reads
θn+1h :=
1
2
(
θ
n+1/2
h + µ
(2)
h
)
. (5.45)
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It is well documented that the finite element approximations of transport equation might be
polluted by spurious oscillations. To circumvent this issue, we include the smoothness-based
second-order maximum principle preserving viscosity method proposed in [36]. The numerical
parameters used in the artificial viscosity are those recommended in Formula (5.4) in [57].
5.4 Numerical scheme validation
In all cases the domain Ω = (0, 2pi)× (0, 2pi) ⊂ R2.
The parabolic fractional Laplacian scheme in Subsection 5.3 is validated using form, n ∈ N,
θ(x, t) = e−κ(m
2+n2)st cos(nx) sin(my),
which implies ∂tθ + (−∆)sθ = 0, and θ(x, y, 0) = cos(nx) sin(my). Notice that we use the
fact that cos(nx) sin(my) is an eigenfunction of the periodic Laplacian on (0, 1)2 with eigenvalue
m2 + n2. We take m = 1, n = 2, s = 0.4, κ = 0.001, τ = 0.002, a sinc quadrature size k = 0.2,
and a final time T = 20. Here τ and k are chose to be small enough such that the sinc quadrature
error and time discretization error do not influence the space discretization error. The domain Ω is
uniformly divided into small squares of sizes hi = 1/2i for i = 5, 6, 7, 8.
The L2 error ei :=
∥∥θ(tn)− θnhi∥∥ and the observed rate of convergence
ORCi := ln(ei/ei+1)/ ln(hi/hi+1)
are reported in Table 5.1. Due to the smoothing property of parabolic equation [30], the theoretical
convergence rate for space discretization is h2. This is indeed what is observed.
We next verify the accuracy of approximating transport equation using the scheme (5.3), where
u
n+1/2
h = (U1, U2) is constant in time. This transport equation admits the exact solution
θ(x, y; t) = θ0(x− U1t, y − U2t).
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t = 1 t = 5 t = 10 t = 20
h L2 error ORC L2 error ORC L2 error ORC L2 error ORC
1/32 5.339E-02 5.308E-02 5.270E-02 5.194E-02
1/64 1.341E-02 1.994 1.333E-02 1.994 1.323E-02 1.994 1.304E-02 1.993
1/128 3.356E-03 1.998 3.336E-03 1.998 3.312E-03 1.998 3.265E-03 1.998
1/256 8.392E-04 2.000 8.344E-04 2.000 8.284E-04 1.999 8.166E-04 1.999
Table 5.1. L2 error and ORC for parabolic equation. The observed conver-
gence rate matches the theoretical rate of convergence of 2.
In particular, the numerical method is implemented with
θ0(x) = sin(x) sin(y) + cos(y),
and U1 = U2 = 1. The numerical parameters are the time step τ = 0.002, the final time T = 20,
and the uniformly divided sundivisions of sizes hi = 1/2i for i = 5, 6, 7, 8. We summarize the
results in Table 5.2 at various times. The theoretical convergence rate of order 2 for the L2 error
ei :=
∥∥θ(tn)− θnhi∥∥ is observed.
t = 1 t = 5 t = 10 t = 20
h L2 error ORC L2 error ORC L2 error ORC L2 error ORC
1/32 1.251E-01 4.790E-01 8.178E-01 1.320E+00
1/64 3.003E-02 2.059 1.194E-01 2.004 2.180E-01 1.907 4.001E-01 1.722
1/128 7.009E-03 2.099 2.834E-02 2.074 5.281E-02 2.045 9.918E-02 2.012
1/256 1.622E-03 2.112 6.655E-03 2.091 1.257E-02 2.071 2.398E-02 2.048
Table 5.2. L2 error and ORC for the transport equation. The observed conver-
gence rate matches the theoretical rate of convergence of 2.
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5.5 Numerical results
In this section the efficiency and accuracy of our approximation scheme is tested for the com-
putation of solutions corresponding to the following two different smooth initial conditions
θ0(x) = sin(x) sin(y) + cos(y), (5.46)
θ0(x) = exp
(−(x− pi)2 − 16(y − pi)2) . (5.47)
The first initial condition, namely a linear combination of two eigenfunctions, leads to a front
formation with a hyperbolic saddle, which exhibits a singular behavior (see also [1, 34, 55, 58]).
The ability of capturing the rapidly growing high gradient region is crucial for the success of
our numerical scheme. In order to record the time evolution, we plot the contour lines of the
solution θ at each time step. Various literatures (c.f. [1, 34, 55, 58]) suggest that the behaviors at
t = 6, 8, 14, 20 are of main interest. In addition, for fractional power s < 1/2 and dissipation
parameter κ > 0, the question of whether the solution θ develops finite-time singularity remains
open. We study numerically the finite-time behavior by setting κ = 0.001 and letting s vary within
the range [0.4, 0.5]. The results are reported in Subsection 5.5.1.
The second initial condition, an ellipse of eccentricity 4, depicts a fast spinning flat vortex
tending to shed filaments. It mimics the cyclonic circulations within the atmosphere in reality. The
results are reported in Subsection 5.5.2.
5.5.1 Numerical results using (5.46) as initial condition
For the simulation with initial condition (5.46), we set grid size to be h = 1/512, time stepping
τ = 0.002, sinc quadrature stepping k = 0.4, and final time T = 20. We distinguish the inviscid
(κ = 0) and viscid-limit (κ = 0.001) cases.
We report the contours at t = 6, 8, 20 for the case κ = 0 in Figure 5.1 in the left column. For
comparison purpose, we also include the results from [1] in the right column of Figure 5.1. For
all cases our contours are in good agreement.
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For inviscid SQG with κ = 0.001, we choose fractional power s = 0.4 and report in Figure 5.2
the contour lines for the solution θ at t = 6, 8, 20 (left column) as well as the reference results
obtained from [2] (right column); Our contours match the existing results very well. In addition,
a comparison between Figure 5.1 and Figure 5.2 reveals that the time evolution in inviscid and
viscid-limit cases are similar.
In our last set of experiments we fix κ = 0.001 and compute the solutions for various s =
0.4, 0.45, 0.48, 0.5. The corresponding contours at t = 14 are plotted in Figure 5.3. The results
indicate that the value s = 0.5 does not appear to be critical for the behavior of solutions.
Throughout all simulations, we monitor the kinetic energy Ek(θ) and helicityH(θ) (defined in
(5.35)). Due to the existence artificial viscosity, the decay of energies is inevitable. As illustrated
by Figure 5.4, for the inviscid SQG at t = 20, the helicity and kinetic energy experience decay
rates of 0.55% and 3.60% respectively.
5.5.2 Numerical results using (5.47) as initial condition
We only consider the inviscid case κ = 0. The mesh size is h = 1/2048, the time stepping τ is
0.002, the sinc quadrature stepping k is 0.4, and final time T is 40.
Figure 5.6 represents the numerical results at time t = 8, 16, 26, 35. These simulations are
consistent with the results in [13, 2]. In particular, the smaller vortices close to the major structure
are well-captured for t ≥ 26. Throughout the filamentation process, the vortex retains its eccen-
tricity. The pointing directions of the main axis of the ellipse are in good agreement with the results
in [13, 2].
As illustrated in Figure 5.5, at t = 40 the helicity and kinetic energy decays by 0.80% and
5.05% respectively.
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Figure 5.1. Contours of potential temperature θ for κ = 0 at t = 6, 8, 20 from top to
bottom with initial condition defined by (5.46). Our simulation results (left column) are
compared with results reprinted from Figures 3, 6, and 8 in [1] (right column).
89
Figure 5.2. Contours of potential temperature θ for κ = 0.001, s = 0.4 at t = 6, 8, 20
from top to bottom with initial condition defined by (5.46). Our simulation results (left
column) are compared with results reprinted from Figures 4, 5, and 7 in [2] (right col-
umn).
90
(a) (b)
(c) (d)
Figure 5.3. Comparison of contours for viscid-limit SQG (κ = 0.001) at t = 14 for
various fractional power s: (a) s = 0.4, (b) s = 0.45, (c) s = 0.48, (d) s = 0.5. Initial
condition is take as (5.46).
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Figure 5.4. The kinetic energy (a) and helicity (b) evolution with respect to time for
various settings with initial condition defined by (5.46).
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Figure 5.5. The kinetic energy (a) and helicity (b) evolution respect to time for inviscid
SQG with initial condition defined by (5.47).
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Figure 5.6. Contours of potential temperature θ for inviscid SQG (κ = 0) at t =
8, 16, 26, 35 with initial condition defined by (5.47). Our simulation results (left col-
umn) are compared with results reprinted from column (f) of Fig. 1 in [2] (right column).
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6. APPLICATION TO THE ELECTROCONVECTION EQUATIONS
Convection in fluid dynamics has been extensively studied by physicsts and mathematicians
due to the existence of rigorous mathematical models with numerical simulations supported by
precise laboratory measurements. Existing convective systems include Rayleigh-Bénard convec-
tion in fluid and fluid mixture confined in rigid plates driven by sufficiently steep temperature
gradient [59], Bénard-Marangoni convection driven by the free surface tension [60, 61], Taylor-
Couette flow with fluid confined between two rotating cylinders [62], and electrohydrodynamic
instability in dielectric liquids [63] and nematic liquid crystals [64, 65].
In this chapter, we examine the electrical convection, electroconvection in short, in smectic-
A stage liquid crystals. Electroconvection refers to the phenomenon that counter-rotating pairs of
vortices appear in a thin layered electrically charged fluid with the application of sufficiently strong
electric field as external driving force. For detailed laboratory experiment studies on different
geometries, we refer to [66, 67, 68] on rectangular domain, [69] on unsheared annular domain,
and [70, 71, 72, 73] on sheared annular domain. In recent years electroconvection has beed applied
in bio-technologies [74, 75].
In our work, we follow the experimental settings in [70] and [6] and present an overview of
the experiment together with its outcomes in Section 6.1. Our numerical analysis begins with the
derivation of the full mathematical model in Section 6.2 followed by its two dimensional model
reduction in Section 6.3. We shall see in Section 6.3 that the reduced model contains either the
spectral fractional laplacian operator, or the integral fractional laplacian operator. The numerical
algorithms for the approximations of the electric potential, the surface charge density and the fluid
dynamics are described in Section 6.4. Their general performances together with our numerical
assessments of favorable conditions to obtain sustainable convective flow are discussed in Sec-
tion 6.5. When using the same numerical configurations as in [6, 37], our findings are in good
agreement, as reported in Section 6.5.
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(a) (b)
Figure 6.1. Experimental settings. The liquid film is located in between two concentric
electrodes. (a) the two electrodes extend to infinity (infinite case) and (b) the two elec-
trodes have negligible thickness (slim case). Notice that in both cases, the outer electrode
is extended to infinity in the xy-plane (not pictured).
6.1 The physical experiment
The experiment comprises of specially designed apparatus that is enclosed by an aluminum
box serving as a Faraday cage to exclude external electromagnetic influences. A weakly conduct-
ing, sub-micron thick liquid crystal film is freely suspended between two concentric electrodes;
see Figure 6.1 for a schematic description. Several different aspect ratios of the film are investi-
gated. The main experimental control parameter is the imposed DC voltage difference V between
the two electrodes. For each aspect ratio there exists a threshold voltage Vc distinguishing the
stationary and convective stages of the fluid.
The key objective of the experiment is to study the charge transportation by precise measure-
ment of the current I as the voltage V varies. For V < Vc the fluid is quiescent and charge trans-
portation satisfies the Ohm’s law. Once V > Vc, the electrical driving force is strong enough to
overcome the dissipation and viscosity of the fluid, and the fluid flows in pairs of counter-rotating
vortices. The convection carries extra electric current, therefore a significant jump in the slope of
the current-voltage curve plot indicates the switch between the stationary and convective stages.
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The liquid crystal material
The liquid crystal employed in the experiments is 4-octyl-4-cyanobiphenyl, referred to as 8CB
for short. Its chemical formula is given in Figure 6.2. The motion behavior of 8CB is strongly de-
pendent on the temperature, for which 8CB is also classified as of type “thermotropic”, in contrast
to “lyotropic” liquid crystals. At a temperature lower than 21.5◦C, 8CB is spatially structured as a
solid crystal with long-range positional and rotational order. At the temperature higher than 40.5◦C,
8CB arranges spatially randomly as an isotropic fluid with short-range order. Between these two
temperatures, 8CB can exhibit short range correlations in some directions but long-range order in
others; for instance, the Smectic-A phase and the Nematic phase. Figure 6.2 illustrates the phase
sequence of 8CB in response of temperature changes.
CH3
CH2
CH2
CH2
CH2
CH2
CH2 C N
Crystal Smectic A Nematic Isotropic
21.5◦C 33.5◦C 40.5◦C
Figure 6.2. Chemical formula of 4-octyl-4-cyanobiphenyl (8CB), see [3]; and phase se-
quence of 8CB in response to temperature, with figures reprinted from [4].
The experimental temperature is set to 24± 2◦C so that 8CB is in the smectic-A phase, where
the crystals are arranged in integer numbered layers with their long axis aligned with the normal
of the film plane, as illustrated in Figure 6.2. Under such arrangement the movement of the fluid
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molecules across layers is prohibited, thereby imposing a strongly two-dimensional motion within
each layer.
In the experiment, the liquid crystal film is freely suspended between two concentric metal
electrodes. The film consists of 20-100 smectic layers, each layer being 3.16nm thick. The width
of the annulus is about 1 cm. The film is doped with a good electron acceptor to ensure a low but
stable ionic conductivity.
Experimental protocol and outcome
The inner electrode is applied with electric voltage V , whereas the outer electrode is grounded.
The applied electric voltage difference drives a low electric current through the film, resulting
in an accumulation of the surface charge of the film that positive charges gather near the higher
potential region at the inner electrode, while negative charges accumulate close to the grounded
outer electrode. Such inverted charge density is unstable and the equilibrium will be broken when
the external electric forcing is strong enough. The experimental procedure consists of increasing
the voltage V with small positive steps from 0 to above Vc, the critical voltage, and then decreasing
V back to 0 with small negative steps. A typical setting is to vary V between 0 and 50 voltes with
voltage step 1 volt. Figure 6.3 provides an experimental visualization of the two different states.
When V is smaller than Vc, the fluid stays stationary, as shown in Figure 6.3(a); Once V exceeds
Vc, the fluid motion is organized into convection vortices in alternating pairs, see Figure 6.3(b).
However, the variation in color as shown in the pictures is a consequence of thickness variations,
which unfortunately is not an ideal setting for the numerical study. There is also a necessity of
conducting a thorough numerical study of electroconvection.
Numerical simplifications
Several simplifications are in order. The electric current inside the fluid is of order 10−10
amperes, therefore in our numerical study, the magnetic fields generated by such low current are
neglected. This allows us to simplify the Maxwell’s equations dramatically; see Subsection 6.2.2.
The fact that the physical thickness of the film (≈ 0.3µm) is much smaller than the width of the
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(a) (b)
Figure 6.3. Snapshots of (a) equilibrium state and (b) convective state of the liquid in
the physical experiment. The color patterns are reflected by varying the film thickness.
Picture reprinted from [5].
annulus (≈ 1 cm) allows us to derive the mathematical models upon neglecting the film thickness
and only consider the limiting case of vanishing thickness. The resulting surface charge density
conservation relation and the mass and momentum conservation relations for the incompressible
liquid are derived on the two dimensional bounded annulus domain Ω.
As to the electrodes, two different settings are considered: the electrodes extend to infinity in
the normal direction (referred to as “infinite case”) and the electrodes have negligible thickness
(referred to as “slim case”).
Worth mentioning, the electric field (or electric potential) remains defined in the whole R3.
To fully take advantage of a reduced modeling setting, we resort to equivalent nonlocal represen-
tations of the restriction to Ω of the electric potential. Depending on the two cases of electrode
configurations, the nonlocal representation involves either the spectral fractional Laplacian (infi-
nite electrodes, Figure 6.1(a)) or the integral fractional Laplacian (slim electrodes, Figure 6.1(b)).
We assess numerically the advantages of the two different electrode configurations. We also
provide a numerical study on the effects of three critical nondimensional parameters in the elec-
troconvection process. These three parameters are the Rayleigh number R representing the ratio
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between the electric forcing and viscous dissipation, the Prandtl number P measuring the ratio be-
tween the charge relaxation time and the viscous relaxation time, and the circular electrodes aspect
ratio α characterizing the geometry.
6.2 Mathematical models
We describe below the derivation of the electroconvection model from electromagnetic theory
and incompressible fluid dynamics. As already mentioned, we consider two settings: infinite and
slim electrodes. The former corresponds to the simulation reported in [70, 71, 6] while the later is
related to the analysis in [76]. We remark that vanishing charge densities on ∂Ω are enforced in
[76] allowing for smoother charge densities and simplifications of the mathematical model. In this
work, we do not make this assumption incompatible with the conservation of charges and refer to
Remark 6.1 for additional clarification.
6.2.1 Geometry
We denote by Ω := {x ∈ R2 : Ri < |x| < Ro}, with 0 < Ri < Ro < ∞ the annular
region so that the liquid crystal is confined in the cylindrical domain Ωs := Ω × (−s, s), where
2s > 0 stands for the film thickness, and s d := Ro−Ri by the assumption. We also denote by
Ki := {x ∈ R2 : |x| < Ri} and Ko := {x ∈ R2 : |x| > Ro} the regions in R2 occupied by the
inner and outer electrodes respectively.
In correspondence to the two experimental settings on the electrodes: we have Ki × {0} and
Ko×{0} for slim electrodes andK∞i := Ki×R andK∞o := Ko×R for infinite electrodes. Gener-
ically, we use the notations Ko and Ki to denote either the slim or infinite electrodes. Furthermore,
we use Ds := R3 \ (Ωs ∪ Ki ∪ Ko), with D := D0, to denote the free space.
6.2.2 Electro-magnetism
With the neglect of magnetic effects, the electric field E : R3 → R3 satisfies ∇ × E = 0,
which in turn guarantees the existence of a potential function Ψ : R3 → R satisfying
E = −∇Ψ.
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The relation between the potential Ψ and the surface charge density q : ∂Ωs → R (units:
Cm−2) is derived from the Gauss law. The argument is separated into two cases depending on the
region in R3. We begin with the argument in the free space. Because there is no charge in the free
space Ds, it directly implies that∇·E = 0, or in terms of potential Ψ,
∆Ψ = 0 in Ds. (6.1)
In addition, in accordance to the voltage settings in the experiment, the electric potential Ψ is
confined to the appropriate voltages on the two electrodes
Ψ = V on Ki, and Ψ = 0 on Ko. (6.2)
In the case of slim electrodes, one needs to add a decay condition at infinity
lim
|z|→+∞
|Ψ(x, y, z)| = 0, ∀(x, y) ∈ R2, (6.3)
to close the system.
For the liquid region Ωs, we recall that even with low conductivity, the charges are located at
the surface of Ωs. As a standard argument, we introduce the “Gaussian pillbox" (see Figure 6.4
and also [77])
G(x¯, y¯, r) := (x¯− r, x¯+ r)× (y¯ − r, y¯ + r)× (−s− r, s+ r)
centered at (x¯, y¯, 0) ∈ Ω with r = s. Applying the Gauss law on G(x¯, y¯, r) yields
ε0(E(x¯, y¯, s)−E(x¯, y¯,−s)) · e3 = 2q +O(s). (6.4)
Here e3 = (0, 0, 1) and ε0 is the permittivity of the free space. Notice that the constant 2 is due
to the contributions from the top and bottom sides of the film. Also, the permittivity of the liquid
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crystal is assumed to be isotropic in the xy directions and therefore the contributions from the other
sides are of order O(s) in (6.4).
2s r
r = se3
(x¯, y¯)
fluid
free space
E(x¯, y¯, 2s)
E(x¯, y¯,−2s)
Figure 6.4. Gaussian pillbox enclosing a small region of the fluid.
6.2.3 Fluid dynamics
We use the incompressible Navier-Stokes equations to model the relation between the fluid
pressure p(t) : Ωs → R and the fluid velocity u(t) : Ωs → R3
ρ(
∂
∂t
+ u · ∇)u+ η∆u+∇p = L, ∇ · u = 0, both in Ωs × R+, (6.5)
where ρ is the fluid density, η is the shear viscosity and L := q∇Ψ is the Lorentz force induced by
the application of the external electric fields on the charged molecules. The velocity satisfies the
no-slip conditions u = 0 at the electrodes ∂Ωs ∩ ∂Ki/o and the slip conditions u · e3 = 0 on the
top and bottom sides of Ωs.
6.2.4 Small thickness limiting model
We now consider the limiting model when the thickness s is sent to 0. Relation (6.4) between
the electric field E = −∇Ψ and the surface charge density q becomes
lim
z↓0
∂
∂z
Ψ− lim
z↑0
∂
∂z
Ψ = −2q
ε0
in Ω, (6.6)
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Notice that by symmetry along the xy-plane, relations (6.1), (6.2), and (6.6) immediately reduce
to a system of elliptic partial differential equations on the upper half plane D+ := D ∩ {z ≥ 0}.
The equations consist of
∆Ψ = 0 in D+, (6.7)
together with the boundary conditions
Ψ = V on K+i , Ψ = 0 on K+o , and lim
z→0
∂zΨ = − q
ε0
on Ω, (6.8)
where K+i/o := Ki/o ∩ {z ≥ 0}.
As indicated by the smectic-A liquid crystal motion property, the fluid only moves in the xy-
plane, i.e. u · e3 = 0. Hence, the Navier-Stokes system (6.5) reduces to
ρΩ(
∂
∂t
+ uΩ · ∇Ω)uΩ + ηΩ∆ΩuΩ +∇ΩpΩ = LΩ, ∇Ω · uΩ = 0, both in Ω× R+, (6.9)
where pΩ(t) := p(t)|Ω : Ω → R, and uΩ(t) : Ω → R2 denotes the first two components of u
restricted to Ω and ρΩ, ηΩ are the two-dimensional fluid mass density (units: kgm−2) and two-
dimensional fluid shear viscosity (units: Pa sm) respectively. The external force LΩ is the projec-
tion of the Lorenz forceL on the plane supporting Ω, namely,LΩ = q∇ΩΨΩ. Lastly, the boundary
conditions on the velocity become
uΩ = 0 on ∂Ω× R+. (6.10)
Inside the fluid Ω, the charge density flux and electric field are assumed to satisfy the Ohm’s
law, i.e., across any closed curves with outward pointing normal ν we have
∇Ωq · ν = −σΩEΩ · ν,
where σΩ stands for the two-dimensional fluid electrical conductivity (units: S) andEΩ denotes the
102
first two components of E (projection of E onto the plane supporting Ω). With this assumption,
the conservation of surface charge density reads
∂
∂t
q +∇Ω · (uΩq − σΩEΩ) = 0 in Ω× R+,
or
∂
∂t
q + uΩ · ∇Ωq − σΩ∆ΩΨΩ = 0 in Ω× R+, (6.11)
using the electric potential ΨΩ := Ψ|Ω. The surface charge density q in (6.11) is defined up to a
constant fixed by the total charge conservation relation
ˆ
Ω
q(t) =
ˆ
Ω
q(0), ∀t > 0. (6.12)
In summary, the electric potentialΨ, the surface charge density q, and the velocity and pressure
(uΩ, pΩ) are related by the system of differential equations (6.7), (6.9), (6.11), and (6.12), which
are supplemented with the boundary conditions (6.8), (6.10) and (6.12). From now on, without
ambiguity, we drop the subscript Ω on uΩ, pΩ.
6.2.5 Nondimensional model
To sort out the effect of the different parameters present in the model, we follow [37] and
rewrite the governing equations (6.7), (6.6), (6.9), and (6.11) using the rescaled variables
xˆ :=
x
d
, tˆ :=
σΩ
ε0d
t, Ω̂ := {xˆ : x ∈ Ω}, and D̂+ := {xˆ : x ∈ D+},
where d := Ro − Ri is the distance between the two electrodes. Similarly, we set K̂+i/o := {xˆ :
x ∈ K+i/o} for the electrodes. In addition, we define the rescaled functions
Ψ̂(xˆ, tˆ) :=
1
V
Ψ(x, t), Ψ̂Ω̂ = Ψ̂|Ω̂, qˆ(xˆ, tˆ) :=
d
ϵ0V
q(x, t),
û(xˆ, tˆ) :=
ϵ0
σΩ
u(x, t), pˆ(xˆ, tˆ) :=
ϵ20
σ2ΩρΩ
p(x, t).
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To make the expressions more readable, we drop the notation .ˆ and for now on only consider the
rescaled nondimensional variables and functions. The rescaling allow us to have
∂
∂t
q + u · ∇Ωq −∆ΩΨΩ = 0 in Ω× R+, (6.13)
with
´
Ω
q(t) =
´
Ω
q(0) for the conservation of surface charge density relation,
−∆Ψ = 0 in D+ × R+, (6.14)
Ψ = 1 on K+i , Ψ = 0 on K+o , and lim
z↓0
∂zΨ = −q on Ω (6.15)
(together with limz→+∞Ψ = 0 in the case of slim electrodes) for the relations between the electric
potential and the surface charge density, and
∂
∂t
u+ (u · ∇Ω)u− P∆Ωu+∇Ωp = −RPq∇ΩΨΩ, ∇Ω · u = 0, (6.16)
in Ω× R+ with boundary conditions u = 0 on ∂Ω for the Navier-Stokes system.
The two dimensionless parameters P and R appearing in (6.16) are the Prandtl and Rayleigh
numbers. They are given by
P := ϵ0ηΩ
ρΩσΩd
, and R := ϵ
2
0V
2
ηΩσΩ
. (6.17)
The Prandtl number indicates the fluid viscous relaxation ability relative to its charge relaxation
ability while the Rayleigh relates the electric forcing with the dissipation forces. In Section 6.5,
we propose a numerical study determining what range of parameters allows for electroconvection.
We also introduce a geometric characteristic parameter α := Ri/Ro ∈ (0, 1) so that
Ri =
α
1− α, and Ro =
1
1− α. (6.18)
As we shall see in Section 6.5, this parameter affects the number of vortices during the electrocon-
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vection process.
6.3 Model reduction
The electroconvection governing equations (6.13)-(6.16) are mainly two dimensional (i.e., de-
fined on Ω) except for (6.14), where the electric potential must be computed in the entire free
space D+. However, we shall notice that only its trace on Ω is required in (6.13) and (6.16).
This, together with the two different electrode configurations (infinite and slim), is exploited in
Subsections 6.3.1 and 6.3.2 to replace (6.14) with nonlocal problems in Ω.
6.3.1 Infinite electrodes
In this model we assume that the two electrodes extend to infinity along the z directions, refer
to Figure 6.5 for an illustration. This is the setting considered for instance in [76]. However,
because we do not impose vanishing charge densities on ∂Ω, our model does not reduce to the one
analyzed in [76]. To make it worse, it appears that less regular charge densities are to be expected
(see Remark 6.1).
K∞o
Ω
K∞i
Ω
K∞o
Figure 6.5. Domain and boundaries, cross section view in the infinite electrodes case;
compare with Figure 6.6.
We decompose Ψ into two parts Ψ = Ψ0 + ΨK . The component ΨK accounts for the dimen-
sionless voltages imposed on the electrodes, and is defined as the solution to
∆ΨK = 0 in D+ (6.19)
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together with ΨK = 1 on K+i , ΨK = 0 on K+o and limz↓0 ∂zΨK = 0 on Ω. Notice that ΨK
is independent of the z variable, and is axis-symmetric for (x, y) variables. In fact, its exact
expression is given by
ΨK(x, y, z) = η(x, y) :=
ln(
√
x2 + y2(1− α))
ln(α)
. (6.20)
The second part Ψ0 = Ψ−ΨK depends on the charge density q and solves
−∆Ψ0 = 0 in D+, Ψ0 = 0 on K+i ∪ K+o , and lim
z↓0
∂zΨ0 = −q on Ω.
Following the Stinga-Torrea extension [21], we realize that the trace Ψ0,Ω := Ψ0|Ω satisfies the
following non-local partial differential equation on Ω
(−∆Ω) 12Ψ0,Ω = q in Ω, (6.21)
where (−∆Ω) 12 is the spectral Laplacian defined in (1.1).
Returning to Ψ = Ψ0 +ΨK , we find that its restriction to Ω, ΨΩ := Ψ|Ω satisfies
ΨΩ = Ψ0,Ω + η, (6.22)
where the expression of η is given in (6.20). The reduced model system, defined on Ω, consists of
(6.13), (6.16), (6.21) and (6.22).
Remark 6.1. We have already mentioned that compared with [76], we do not impose q|∂Ω = 0
but rather
´
Ω
q = C. In particular, the latter implies that the charge density q does not belong to
H10 (Ω), the domain of the fractional operator (−∆Ω)
1
2 . Consequently we are unable to exploit the
relation
−(∇Ω · ∇Ω)(−∆Ω)− 12 = (−∆Ω)(−∆Ω)− 12 = (−∆Ω) 12 ,
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to further simplify the charge relation (6.13) as
∂
∂t
q + u · ∇Ωq + (−∆Ω) 12 q = 0 in Ω× R+.
The above simplification is the starting point of the analysis proposed in [76]. We do not make
such assumption because it implies
lim
t→∞
ˆ
Ω
q(t) = 0,
which is incompatible with the surface charge density conservation required in our context.
Remark 6.2. The decomposition (6.22) of ΨΩ happens to correspond to the definition of the spec-
tral fractional laplacian with non vanishing boundary condition proposed in [78].
6.3.2 Slim electrodes
Instead of assuming infinite electrodes in the z direction, we now consider electrodes with
negligible height as illustrated in Figure 6.6.
Ko Ω Ki Ω Ko
Figure 6.6. Domain and boundaries, cross section view in the slim electrodes case; com-
pare with Figure 6.5.
Same as in the infinite electrodes case, we separate the electrode and charge contributions in
the electric potential
Ψ = Ψ0 +ΨK . (6.23)
In view of (6.14), (6.15) and the decay relation limz→+∞Ψ = 0, the first part ΨK is defined as
the solution of
∆ΨK = 0, in R2 × R+, ΨK = η, on R2, lim
z→+∞
ΨK = 0. (6.24)
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Here η : R2 → R matches the imposed the electrode voltages and is extended harmonically in Ω:
−∆Ωη = 0 in Ω, η = 0 on Ko, and η = 1 on Ki.
In fact, it it not difficult to obtain that the exact expression of η on Ω matches (6.20).
The second component Ψ0 = Ψ−ΨK satisfies
−∆Ψ0 = 0 in D+, ∂zΨ0 = −q − ∂zΨK on Ω, Ψ0 = 0 on Ki ∪Ko (6.25)
together with the decay condition
lim
z→+∞
Ψ0 = 0. (6.26)
It depends on the value of ∂zΨK |Ω we determine now.
When expressed in cylindrical coordinates (r, θ, z), a standard technique based on separation
of variables ΨK(r, θ, z) = X(r, θ)Z(z) (cf. [79, Chapter 4.1]) reveals that the general solution
to (6.24) takes the form
ΨK(r, θ, z) =
∞∑
m=0
ˆ ∞
0
e−kzJm(kr)[Am(k) cos(mθ) +Bm(k) sin(mθ)] dk, (6.27)
for r ≥ 0, θ ∈ [0, 2pi), z > 0, and t ∈ (0,T). Here Jm(·), m = 0, 1, · · · are Bessel’s function of
the first kind, while Am(k) and Bm(k) are coefficient functions that shall be uniquely determined
by the boundary condition on the lower boundary z = 0. Indeed, since ΨK(r, θ, 0) = η(r), a
comparison between the coefficients of these two functions reveals thatB0 = 0, andAm = Bm = 0
for allm ≥ 1, therefore
ΨK(r, θ, 0) = η(r) =
ˆ ∞
0
e−kzJ0(kr)A0(k) dk, for r ≥ 0. (6.28)
It remains to recover A0(k), for which we take advantage of the following orthogonality property
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(see [80, Section 11.2])
ˆ ∞
0
Jm(kr)Jm(k
′r)rdr =
1
k
δk,k′ , form = 0, 1, 2, · · · ,
where k > 0 and δk,k′ denotes the Kronecker delta. We multiply both ends by J0(k′r)r in (6.28),
and integrate with respect to r to obtain
ˆ ∞
0
η(r)J0(k
′r)r dr =
ˆ ∞
0
J0(k
′r)r
ˆ ∞
0
J0(kr)A0(k) dk dr
=
ˆ ∞
0
A0(k)
ˆ ∞
0
J0(kr)J0(k
′r)r dr dk
=
ˆ ∞
0
1
k
A0(k)δ(k − k′) dk = 1
k′
A0(k
′).
It follows from formula 2.12.28.2 in [81] that for all k > 0,
A0(k) = k
ˆ ∞
0
η(r)J0(kr)r dr
=
ˆ Ri
0
J0(sk)sds+
1
lnα
ˆ Ro
Ri
(ln(1− α) + ln s)J0(sk)s ds
=
Ri
k
J1(Rik) +
1
lnα
[Ro ln(1− α)
k
J1(r1k) +
1
k2
(
J0(Rok) + (Ro lnRo)kJ1(Rok)− 1
)]
− 1
lnα
[Ri ln(1− α)
k
J1(Rik) +
1
k2
(
J0(Rik) + (Ri lnRi)kJ1(Rik)− 1
)]
=
1
k2 lnα
(
J0(Rok)− J0(Rik)
)
.
Upon determining all coefficients Am and Bm, m = 0, 1, 2, · · · , we conclude from (6.27) that for
r ∈ (Ri, Ro) and θ ∈ [0, 2pi),
lim
z↓0
∂zΨK(r, θ, z, t) = −
ˆ ∞
0
kJ0(kr)A0(k)dk = − 1
lnα
ˆ ∞
0
(J0(Rok)− J0(Rik))J0(rk)dk
= − 1
lnα
(
1
Ro
2F1(
1
2
,
1
2
; 1;
r2
R2o
)− 1
r
2F1(
1
2
,
1
2
; 1;
R2i
r2
)
)
,
where in the last equality we applied Formula 6.574.1 in [82]. Here the function 2F1 denotes the
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hyper-geometric function, see [83, Chapter 15]. For notational convenience, we write
lim
z↓0
∂zΨK = g, in Ω,
with
g(r) := − 1
lnα
(
1
Ro
2F1(
1
2
,
1
2
; 1;
r2
R2o
)− 1
r
2F1(
1
2
,
1
2
; 1;
R2i
r2
)
)
. (6.29)
Remark 6.3. Notice that for given constants a, b > 0 the hypergeometric function 2F1(a, b; a +
b;x) possesses the following asymptotic property
lim
x→1−
2F1(a, b; a+ b;x)
− ln(1− x) =
Γ(a+ b)
Γ(a)Γ(b)
.
It follows that even though g(r) is singular at the boundaries of Ω, it is still L2(Ω) integrable.
Consequently, the system (6.25) for Ψ0 can be uniquely determined by q ∈ L2(Ω) together with g
given by (6.29).
For Ψ0 determined by (6.25), we denote by Ψ0,Ω to be the trace of Ψ0 on Ω, and define Ψ˜0,Ω to
be the zero extension of Ψ0,Ω to R2, i.e.,
Ψ˜0,Ω = Ψ0 on Ω, and Ψ˜Ω = 0 on R2 \ Ω.
It turns out that Ψ˜0,Ω satisfies the following nonlocal problem on R2
(−∆F ) 12 Ψ˜0,Ω = q + g in Ω, (6.30)
where the fractional operator (−∆F ) 12 is the integral fractional laplacian defined in (1.2). Equiva-
lence between (6.25) and (6.30) is proved in [20] with the slight difference that ∂zΨ0 is given onR2
instead of only in Ω. However, the proposed technique based on comparing the energy functionals
that the two functions Ψ0 and Ψ̂ are unique minimizers extends readily in the present context. The
proof is rather technical and relatively independent of the topics of this chapter, therefore is given
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in Appendix A.
Combining the relations obtained forΨK andΨ0, we conclude that the restriction ofΨΩ := Ψ|Ω
is given by
ΨΩ = Ψ0,Ω + η (6.31)
where Ψ0,Ω satisfies (6.30) with g as in (6.29) and η is given by (6.20). The reduced model for the
slim electrodes case defined on Ω consists of equations (6.13), (6.16) and (6.31).
6.4 Numerical algorithms
In this section we propose the numerical algorithms advocated to approximate the fluid dy-
namic (6.16), the surface charge density convection (6.13), and the two non-local problems for
the electric field (6.22) or (6.31) depending on the assumption made on the electrodes. In fact,
the time marching algorithm proposed consists of three sub-steps. First, the electric potential is
approximated in Ω using the (previous) surface charge density. Second, the surface charge density
approximation is updated using the electric potential and (previous) fluid velocity. Third, the fluid
velocity (and pressure) is updated with a Lorentz force computed using the surface charge density
and electric potential. We describe each step separately below. We remark that the initial surface
charge density and velocity are supplied allowing the algorithm to start.
6.4.1 Approximation of the electric potential
The approximation to the electric potential requires solving (6.21) or (6.30). We now discuss
the approximation schemes correspond to the two different configurations separately.
Infinite electrodes
We start with the simpler case of infinite electrodes, where the electric potential satisfies (6.21)
involving the spectral Laplacian. Recall that ΨΩ = Ψ0,Ω + η, with η given by (6.20). We adopt the
numerical procedure consists of sinc quadrature and finite elements, as described in Section 2.7 for
the approximation of Ψ0,Ω.
We first construct the non-conforming approximation Ωh to the annulus domain Ω consists of
111
subdivisions Th. The procedure starts with a coarse polygonal approximation of Ω subdivided into
quadrilaterals as shown in Figure 6.7(a). This polygonal approximation is then uniformly refined
using quad-refinement by connecting midpoints between opposite edges, but placing the boundary
vertices on the exact boundary of Ω. This gives rise to a polygonal domain Ωh and a uniform
partition Th made of quadrilaterals without hanging nodes, see for instance Figure 6.7(b). Here h
denotes the maximum diameter of elements on Th.
(a) (b)
Figure 6.7. Polygonal approximation Ωh of Ω for an aspect ratio α = 0.33. (a) The
coarse initial subdivision; (b) Refined approximation resulted from two successive uni-
form refinements and placing the boundary vertices on the boundary of Ω.
The number of quadrilaterals in the coarse subdivision depends on the aspect ratio in order
to maximize the quality of the subdivision, see the GridGenerator::hyper_shell docu-
mentation in [84]. Furthermore, the final resolution h required for the simulations presented in
Section 6.5 depends on the aspect ratio α as well. Indeed, we shall see in Subsection 6.5.3 that
larger aspect ratios result in more pairs of vortices during electroconvection, thereby higher the res-
olution is a necessity. The number of uniform refinements performed on the coarse subdivisions
for each aspect ratio α is listed in Table 6.1.
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α 0.1 0.2 0.33 0.452 0.56 0.6446 0.9
#T 4 5 6 9 12 15 29
# uniform ref. 5 5 5 5 5 5 6
Table 6.1. Infinite electrodes mesh configuration: number of quadrilaterals#T and sub-
sequent uniform refinements used in the coarse subdivision for various aspect ratios α.
With Th and the mapping FT : [0, 1]2 → T defined by (5.39), we obtain the finite element
space
Vh := {v ∈ C0(Ω¯h) : v|T ◦ FT is bilinear for all T ∈ Th, and v|∂Ωh = 0}.
The resulting finite element approximation of Ψ0,Ω is given by
Ψ0,h := Ψ
k
0,h :=
2k
pi
N+∑
j=−N−
esjΦh(sj; q) ∈ Vh, (6.32)
where Φh(sj; q) ∈ Vh solves
ˆ
Ω
Φh(sj; q)ϕh + e
2sj
ˆ
Ω
∇Φh(sj; q) · ∇ϕh =
ˆ
Ω
qϕh, for all ϕh ∈ Vh. (6.33)
In the numerical simulations proposed in Section 6.5, we fix sinc quadrature stepping k = 0.04,
allowing N− = N+ = 62.
Returning to the decomposition (6.22), we achieve an approximation
Ψh := Ψ0,h + pihη ∈ Vh, (6.34)
where pih stands for the L2 projection onto Vh.
Slim electrodes
We now consider the case of slim electrodes. In this case, the electric potential on Ω is given
byΨΩ = Ψ0,Ω+η whereΨ0,Ω satisfies (6.30). Due to the existence of integral fractional laplacian,
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the approximation scheme summarized in Section 2.8 will be advocated.
We begin with providing an explicit expression of the truncated domain ΩM(s) from recalling
that
Ω =
{
(x, y) ∈ R2 : α
1− α <
√
x2 + y2 <
1
1− α
}
,
therefore, we define
ΩM(s) :=
 {(1 + e
− s
2 (M + 1))(x, y) :
√
x2 + y2 < 1/(1− α)}, e− s2 ≥ 1,
{(M + 2)(x, y) : √x2 + y2 < 1/(1− α)}, e− s2 < 1,
whereM > 1 is a given truncation parameter.
We postpone for the moment the discussion regarding the automatic subdivision of ΩM(s) but
denote by ΩMh (s) its polygonal approximation and by V
M
h (s) the associated finite element space
based on continuous piecewise bilinear finite elements vanishing on ∂ΩMh (s). The approximation
Ψ0,h ∈ Vh of Ψ0,Ω satisfying (6.30) is then given by the relations
k
pi
N+∑
j=−N−
e
sj
2
ˆ
Ωh
(Φh(sj; Ψ0,h) + Ψ0,h)ϕh =
ˆ
Ωh
(q + g)ϕh, ∀ϕh ∈ Vh,
where Φh(sj; Ψ0,h) := Φ
k,M
h (sj; Ψ0,h) ∈ V Mh (sj) solves
esj
ˆ
ΩMh (sj)
Φh(sj; Ψ0,h)ϕh +
ˆ
ΩMh (sj)
∇Φh(sj; Ψ0,h) · ∇ϕh = −esj
ˆ
Ωh
Ψ0,hϕh,
for all ϕh ∈ V Mh (sj). For the numerical experiments provided in Section 6.5, we take k = 0.04,
N− = 62, N+ = 124 andM = 3.
Returning to the decomposition (6.31), we define
Ψh := Ψ0,h + pihη ∈ Vh, (6.35)
where η is given by (6.20).
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We devote the remaining of this subsection on the description of the automatic generation of
polygonal approximation ΩMh (s) to Ω
M(s) and its associated subdivisions. We denote by RM(s)
the radius of the truncated circular domain ΩM(s). We start with a coarse subdivision made of 25
quadrilaterals as illustrated in Figure 6.8(a). To ensure the accuracy while keeping the complexity
of the resulting linear system under control, for a given 0 < h ≤ 1, the refinement procedure
consists of
• Refine the fluid domain Ωh uniformly until all quadrilaterals have diameters no larger than
h, with possible additional refinements on ΩMh (s) outside Ωh to keep the number of hanging
nodes to a maximum of one on each edge. During this refinement process, newly created
vertices at the boundary of Ωh are placed on the boundary of Ω.
• An exponential grading is performed outside the convex hull of Ωh, i.e., vertices on the
azimuthal directions are placed at radii rj with
rj := e
jh0/(1− α), j = 1, 2, · · · , dM/he where h0 = ln(RM(s)(1− α))h/M ;
We refer to Figure 6.8(b) for an illustration.
Similar to the case of infinite elecrodes configuration, the final resolution depends on the aspect
ratio α to accommodate for the number of vortices during electroconvection. In the simulations
presented in Section 6.5, we performed 5 uniform refinements for α ∈ {0.1, 0.2, 0.33, 0.452}, 6
for α ∈ {0.56, 0.6446} and 7 for α = 0.8.
6.4.2 Approximation of the charge density
We now discuss the approximation of the surface charge density satisfying (6.13). BecauseΨK
is harmonic in Ω in both electrodes configurations, we have
−∆ΩΨΩ = −∆ΩΨ0,Ω.
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(a) (b)
Figure 6.8. Polygonal approximation ΩMh (s) (first row) and zoom of the liquid region
Ωh (second row) with M = 3 and s = 1 associated to Ω of aspect ratio α = 0.33. The
approximation Ωh of the liquid domain Ω is in gray. Column (a) Initial subdivision and
Column (b) Three successive iterations of the refinement procedure.
Substituting back to (6.13), the surface charge density conservation relation reduces to
∂
∂t
q + u · ∇Ωq −∆ΩΨ0,Ω = 0 in Ω× R+.
Notice that for a given electric potential Ψ0,Ω, the above partial differential equation for q is a
standard transport equation. It is approximated with an explicit Runge-Kutta 2 method in time and
standard finite elements in space.
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We recall that Th denotes a partition of a polygonal approximation Ωh of the liquid domain Ω
(see Subsection 6.4.1). We introduce the finite element space for the surface charge density
Qh :=
{
v ∈ C0(Ωh) : v|T ◦ FT is bilinear for all T ∈ Th, and
ˆ
Ωh
v = 0
}
.
Hence, given an approximation Φ0,h ∈ Vh of Φ0,Ω determined as discussed in Subsection 6.4.1, the
approximation qh(t) ∈ Qh of q(t) is defined as the solution to
ˆ
Ωh
∂
∂t
qh(t)ϕh +
ˆ
Ωh
uh(t) · ∇Ωqh(t)ϕh
+
ˆ
Ωh
∇ΩΨ0,h · ∇Ωϕh −
ˆ
∂Ωh
∇ΩΨ0,h · νhϕh = 0, ∀ϕh ∈ Qh,
(6.36)
where νh is the outward pointing normal to Ωh (defined almost everywhere). This relation is
obtained upon multiplying the surface charge density equation with a test function ϕh ∈ Vh and
integrating by parts the electric potential term. We suplement (6.36) with an approximated initial
condition pihq(x, y, 0), where pih denotes the L2(Ω) projection onto Qh.
The SSP-RK2 scheme is advocated for the time discretization. Set q0h = pihq(0) the L
2(Ω)
projection of a given surface charge density onto Qh and tn := nτ for n = 0, 1, 2, · · · for a
time step parameter τ > 0. Given approximation qnh ∈ Vh (from previous time step), Ψn0,h ∈ Vh
(obtained from solving (6.34) or (6.35) with q replaced by qnh) and u
n
h (from previous time step,
see also Subsection 6.4.3) of the charge density q(tn), electric potential Ψ(tn) and fluid velocity
u(tn) respectively, we approximate q(tn+1) by qn+1h ∈ Qh with two stages as follows. In the first
stage we seek µ(1)h ∈ Qh satisfying
ˆ
Ωh
µ
(1)
h ϕh =
ˆ
Ωh
qnhϕh − τ
ˆ
Ωh
unh · ∇Ωqnhϕh
− τ
ˆ
Ωh
∇ΩΨ0,h · ∇Ωϕh + τ
ˆ
∂Ωh
∇ΩΨ0,h · νhϕh,
(6.37)
for all ϕh ∈ Qh. In the second stage, we find µ(2)h ∈ Qh solving (6.37) but with qnh replaced by
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µ
(1)
h . Then, we set
qn+1h :=
1
2
(qnh + µ
(2)
h ). (6.38)
For the same reason as in Subsection 5.3, in order to eliminate the spurious oscillations in-
troduced from the continuous finite element approximations, we include the smoothness-based
second-order maximum principle preserving viscosity method proposed in [36]. The numerical
parameters used in the artificial viscosity are those recommended in (5.4) in [57].
6.4.3 Approximation of the fluid dynamic
We discretize the fluid dynamic using backward differentiation scheme of order 2 (BDF-2)
coupled with Taylor-Hood finite element approximations for the space discretization; see [85].
Given a subdivision Th of Ωh constructed as in Subsection 6.4.1, the finite element spaces for the
velocity and pressure are defined by
Wh :=
{
v ∈ C0(Ωh)2 : v|T ◦ FT ∈ Q22, ∀T ∈ Th, v|∂Ωh = 0
}
,
Xh :=
{
θ ∈ C(Ωh) :
ˆ
Ωh
θ = 0, θ|T ◦ FT ∈ Q1,∀T ∈ Th
}
,
where Qi, i = 1, 2, stands for the space of polynomial of (total) degree i.
We start with u0h := pihu(0), the L
2(Ω) projection of a given initial velocity u(0) onto Wh.
We assume that at time t = tn := nτ (for the same time stepping parameter τ used for the surface
charge density approximation in Subsection 6.4.2), we have obtained Ψnh ∈ Vh given by (6.34) or
(6.35) with q replaced by qnh and q
n+1
h ∈ Qh given by (6.38). The approximation (un+1h , pn+1h ) ∈
Wh ×Xh of (u(tn+1), p(tn+1)), with tn+1 := (n+ 1)τ , is then defined as satisfying
ˆ
Ωh
un+1h · vh +
2
3
τP
ˆ
Ωh
∇un+1h · ∇vh −
2
3
τ
ˆ
Ωh
∇·vhpn+1h
=
ˆ
Ωh
(
4
3
unh −
1
3
un−1h
)
· vh − 2
3
τ
ˆ
Ωh
vh · (unh · ∇)unh
− 2
3
τRP
ˆ
Ωh
qn+1n ∇ΩΨnh · vh,
(6.39)
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and ˆ
Ωh
∇·un+1h θh = 0
for all (vh, θh) ∈Wh ×Xh.
6.5 Numerical simulations
In this section we discuss the numerical results for two different settings with a particular
emphasis on the effects of the Prandtl number P , the Rayleigh numberR, and the aspect ratio α.
The initial setting is common to all experiments. The fluid is always starting at rest and, for
the slim electrode setting, we start with an initial surface charge density in equilibrium with the
electric potential as described now. The initial charge density q0 is chosen so that Ψ = ΨK (i.e.
Ψ0,Ω = 0) in the decomposition (6.23) for the slim electrodes configuration. This corresponds
to setting q0 = −g, where g is given by (6.29). We provide in Figure 6.9 an illustration of the
initial surface charge density for α = 0.33. Notice that this configuration is unstable as the electric
charges are aggregated near the outer boundary where the voltage is minimal. In the simulation
below, we break the symmetry by adding a Gaussian white noise of magnitude no larger than 10−4.
For comparison, we consider the same initial surface charge density in the infinite electrode case.
In order to detect when and whether electroconvection occurs, we monitor two quantities: the
kinetic energy and the circulation energy
Ek :=
1
2
ˆ
Ω
|u|2 dx, Ecurl :=
ˆ
Ω
|∇ × u|2 dx.
Because of the imposed white noise to the initial surface charge density, the two quantities Ek
and Ecurl evolves initially. We declare the electroconvection phenomena to occur when both Ek
and Ecurl undergo a relative change greater than 0.1% compared to their respective initial values
before time t = 40 (we ran our simulation further and did not observe any changes after that).
We define the critical Rayleigh number Rc as the threshold value for which fluids with lower
Rayleigh numbers R < Rc electroconvection do not occur (in that case the Lorentz force is not
strong enough to overcome the electric and viscous dissipation). For Rayleigh numbers above
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Figure 6.9. The initial condition of charge density q0 = −g with g defined by (6.29) for
α = 0.33. (a) Initial surface charge density distribution; (b) Cross-section view of the
initial surface charge density with r =
√
x2 + y2.
Rc, the axis-symmetric distribution of charge density is broken and vortices appear. The critical
vortex pair number Nc is the number of pairs of vortices during electroconvection at R = Rc.
As an illustration, we provide in Figures 6.10 (where α = 0.33) and 6.11 (where α = 0.56) the
numerical approximation of sustained electroconvection with Nc = 4 and Nc = 8 respectively.
Similar structures but with different Nc are observed for other different aspect ratios.
We summarize the numerical parameters using in all the simulation below in Table 6.2 for the
infinite electrodes configuration and in Table 6.3 for the slim electrodes configuration.
6.5.1 Comparison between the infinite and slim electrodes models
For this comparison, we set the aspect ratio to α = 0.33 and the Prandtl number to P = 10.
When the Rayleigh number is R = 100, electroconvection is observed in the slim electrodes con-
figuration but not in the infinite electrodes configuration, which seems to require more energy to
trigger electroconvection. In fact, electroconvection is observed in the infinite electrodes configu-
ration forR ≥ 250, see kinetic and circulation energies in Figure 6.12.
Moreover, we find that even when electroconvection occurs in the infinite electrodes configu-
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(a) (b)
Figure 6.10. Electroconvection for P = 10, R = 100, and α = 0.33 at time t = 40. (a)
Numerical approximation of the velocity field u; (b) Numerical approximation of the
electric surface charge density distribution q.
α τ DoFs for Ψ0,Ω DoFs for q DoFs for u and p
0.1 0.001 4,224 4,224 33,280/4,224
0.2 0.001 5,280 5,280 41,600/5,280
0.33 0.001 7,392 7,392 58,240/7,392
0.452 0.001 9,504 9,504 74,880/9,504
0.56 0.001 12,672 12,672 99,840/12,672
0.6446 0.001 15,840 15,840 124,800/15,840
0.8 0.001 120,640 120,640 957,696/120,640
Table 6.2. Parameter settings for infinite electrode simulations. Here “DoFs” stands for
degrees of freedom.
ration, it cannot be sustained as in the slim electrode configuration. To substantiate this fact, we
set P = 10 and R = 800 and compare the energies in Figure 6.13 for the two configurations. We
observe that the energies in the slim case are not only significantly larger, they remain large as time
evolves unlike in the infinite electrode configuration.
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(a) (b)
Figure 6.11. Electroconvection for P = 10, R = 100, and α = 0.56 at time t = 40. (a)
Numerical approximation of the velocity field u; (b) Numerical approximation of the
electric surface charge density distribution q.
α τ M DoFs for Ψ0,Ω DoFs for q DoFs for u and p
≤ 0.452 0.001 3 9,009 6,272 49,664/6,272
0.56, 0.6446 0.001 3 24,960 24,960 198,144/24,960
0.8 0.001 3 99,072 99,072 789,504/99,072
Table 6.3. Parameter settings for slim electrode simulations. Here “DoFs” stands for
degrees of freedom.
The difference between the two models is strikingly significant. In the presence of infinite
electrodes model, electroconvection occurs as well but requires much larger Rayleigh number R.
Still, even when convective flows appears, they do not persist and quickly disappear as indicated
by energies increasing significantly in the early stage of the process but eventually vanishing as
the time evolves, see Figure 6.13. In contrast, the capability of maintaining a stable electroconvec-
tion phenomena indicates that the slim electrodes model is more adequate for electroconvection.
Therefore, from now on we only consider the slim electrodes case. Worth mentioning, both mod-
122
0 2 4 6 8 10 12 14 16 18 20
Time
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Ki
ne
tic
 e
ne
rg
y
R=100
R=150
R=200
R=250
R=800
0 2 4 6 8 10 12 14 16 18 20
Time
0
0.5
1
1.5
2
2.5
3
Ci
rc
ul
at
io
n 
en
er
gy
102
R=100
R=150
R=200
R=250
R=800
(a) (b)
Figure 6.12. Comparison of the Kinetic energy (a) and circulation enegry (b) for the
infinite electrode model with P = 10, α = 0.33 and for several values ofR.
els predict the same the number of pairs of vortices Nc, which seems indicating that Nc depends
mainly on the geometry as discussed later in Subsection 6.5.3.
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Figure 6.13. Comparison of the evolution the energies Ek and Ecurl versus time for the
slim and infinite electrodes configurations with α = 0.33, R = 800 and P = 10. The
slim configuration energies are significantly larger and remain large during the entire
evolution indicating a sustained electroconvection phenomena.
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6.5.2 Effect of the Prandtl number for the slim electrodes case
The Prandtl number P is the dimensionless ratio between the charge and viscous relaxation
times. To understand its influence in the electroconvection phenomena, we fix α = 0.33,R = 100
and let P vary from 0.1 to 1, 000. In Figure 6.14 we report the evolotion of kinetic energies and
the circulation energies of the fluid. It appears that the value of P does not influence whether
electroconvection occurs or not but rather its activation time. Eventually the long term behavior
are the same for all simulations. Worth noting, the energy plots in Figure 6.14 seem also to indicate
that electroconvection cannot occur before t = 5 irrespectively of the Prandtl number.
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Figure 6.14. Kinetic energy (a) and Ecurl (b) evolutions over time for various Prandtl
number with α = 0.33 and R = 100. Increasing the Prandtl number decreases the
time for the electroconvection to develop. We observe that electroconvection cannot
occur in this setting before t = 5 irrespectively of the Prandtl number. Compare with
Figure 6.17.
6.5.3 Effect of the geometry for the slim electrodes case
The geometry of the annulus domain Ω is characterized by the aspect ratio α = Ri/Ro;
see (6.18). It turns out α affects the critical Rayleigh number Rc after which electroconvection
occurs as well as the number of vortex pairs Nc.
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The observation in Subsection 6.5.2 ensures that we can fix P = 10 and determine for various
aspect ratios α ∈ [0.1, 0.8] the corresponding critical Rayleigh numberRc. The latter is determined
by running independent simulations starting from a relatively small R at which electroconvection
does not occur, and continuously increasing the valueR by one unit each time until electroconvec-
tion occurs. This allows us to determine the critical valueRc up to 1 unit. The system is considered
steady when Ek and Ecurl remains within 0.1% relative difference throughout the simulation time.
For example, Figure 6.15 depicts the evolution of Ek and Ecurl for α = 0.33 withR varying from
80 to 87. The critical Rayleigh number satisfies 82 < Rc < 83.
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Figure 6.15. Kinetic energy (a) and circulation energy (b) for slim electrodes with P =
10, α = 0.33 and different values ofR.
In Figure 6.16(a) we report all the critical Rayleigh values for various α and compare them
with [6]. Without completely matching, we consider our results in good agreement.
We shall see from a comparison between Figures 6.10 and 6.11 that the numbers of vortex
pairs Nc are strongly influenced by the geometry. To determine the precise number of pairs we
fix P = 10 and set, for each aspect ratio considered, the Rayleigh number at the critical value
Rc. In Figure 6.16(b) we compare the number of vortex pairs Nc obtained by our algorithm with
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Figure 6.16. Critical Rayleigh number (a) and number of vortex pairs (b) in the slim
electrode case for P = 10 and several aspect ratios α. Compared with the results
provided in [6]. The uncertainty intervals with length one in part (a) are due to the
increment used in the critical Rayleigh number exploration.
the results obtained from [6]. They match for all aspect ratios considered except for α = 0.56
where they differ by one. However, our predicted number of vortex pair in this case matches the
experimental data reported Figure 5(b) of [6].
6.5.4 Effect of the Rayleigh number for the slim electrodes case
From the definition (6.17), we realize that R ∝ V 2. Increasing the Rayleigh number cor-
responds to a stronger electric field and thus a stronger Lorentz force. In Subsection 6.5.3, we
have already discussed the influence of the geometry on the critical Rayleigh value. We now set
α = 0.33 and P = 10 and complete the investigation by increasing the value of R up to ≈ 10Rc.
The values of Ek and Ecurl are reported in Figure 6.17. We observe that larger Rayleigh numbers
result in faster activation of the convection. This is similar as for the Prandtl number discussed
in Subsection 6.5.2 but in this case there does not seem to be a limiting time before which elec-
troconvection cannot occur. Consequently fluids with larger Rayleigh numbers develop a stable
electroconvection at earlier times. The strength of convection is also stronger for larger Rayleigh
number.
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Figure 6.17. Comparison of the Kinetic energy (a) and circulation energy (b) for the slim
electrode model with P = 10, α = 0.33 and for several values ofR.
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7. SUMMARY AND CONCLUSIONS
This dissertation has provided numerical schemes for time-dependent problems with drift and
involving fractional power of elliptic operators. The forward Euler time stepping was advocated
for time discretization. On each time step, the stationary problem is approximated through sinc
quadrature stepping to its Balakrishnan integral representation, and the finite element approxima-
tion. We remark that the resulting subproblems are mutually independent and only require solving
standard diffusion-reaction problems, thus standard finite element software libraries can be readily
applied. For the homogeneous problem, the L2 error between the solution and its final approxima-
tion consists of three parts: the exponentially convergent sinc approximation, the first order time
discretization, and the space discretization which only depends on the elliptic regularity index (see
Assumption 2.2). The error analysis to the non-homogeneous problem was derived using results
from homogeneous problems with the Duhamel’s principle. It was worth mentioning that its space
approximation error was also dependent on the smoothness of the right hand side data.
In Chapter 5 we have derived the governing equations for the surface quasi-geostrophic fluid
dynamics from the conservation of potential temperature. The velocity equation indicates that the
motion can only along the directions of iso-bars, and it requires solving another fractional Laplace
problem. The numerical scheme utilized operator splitting, resulting in a parabolic equation in-
volving fractional Laplacian and a standard transport equation. As a consequence, the numeri-
cal approximations to above equations only require the approximation techniques developed in
Chapters 3 and 4. Two additional techniques were incorporated: the Strongly Stability Preserv-
ing two-stage Runge-Kutta (SSP-RK2) scheme to ensure second-order convergence in time, and
the second-order smoothness-based maximum principle preserving artificial viscosity to eliminate
spurious oscillations from continuous finite elements. For all simulations proposed in Section 5.5
our results were in good agreement with existing results.
In Chapter 6, we have extracted a mathematical model for electrically driven convection in an
annular two dimensional fluid. Two different electrodes configurations are considered: infinite and
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slim. Depending on the configurations, nonlocal representations of the electric potential are derived
on the liquid domain. This together with the surface density charge conservation relation and the
Navier-Stokes system for the fluid dynamics yield a system of partial differential equations defined
only in the two dimensional and bounded liquid region. Our numerical algorithm took advantage
of the proposed approximation schemes in Chapters 3 and 4. Our simulations reveal that the slim
electrodes configuration is more favorable for electroconvection: it requires less energy and is able
to sustain the effect. We therefore choose the slim configuration to provide a numerical study of
the three nondimensional parameters describing the electroconvection system. We find that the
Prandtl number does not affect the long-term behavior of the charge density distribution and the
fluid dynamics. In opposition, for several electrodes aspect ratio, we provide critical Rayleigh
numbers above which electroconvection occurs.
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APPENDIX A
A VARIATION OF CAFFARELLI-SILVESTRE EXTENSION
Consider the following extended problem: find U (x, y) : Rd × [0,∞)→ R satisfying
∇·(yα∇U ) = 0 in Rd × (0,∞), (A.1)
with boundary conditions
yα∂yU = q on Ω, and U = 0 on Rd\Ω, (A.2)
and closed with the vanishing condition
lim
y→∞
U = 0. (A.3)
Here the constant α ∈ (−1, 1), and the function q ∈ L2(Ω).
Also consider the following fractional problem: for a fractional power s = 1−α
2
∈ (0, 1), seek
u ∈ D((−∆F )s), such that
(−∆F )su(x) = q
Ds
on Ω, and u = 0 on Rd\Ω. (A.4)
Here the fractional operator is of integral type defined by (1.2), and the constant
Ds = 2
1−2sΓ(1− s)/Γ(s) = 2αΓ(1 + α
2
)/Γ(
1− α
2
).
In this appendix we will show thatU restricted to Rd equals u by examining their correspond-
ing energy functionals coincide. We therefore first derive the energy functionals independently.
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Lemma A.1. The energy functional to (A.1), (A.2), and (A.3) is
I[W ] =
1
2
ˆ
Rd
ˆ ∞
0
|∇W |2 yα dy dx−
ˆ
Ω
qW (x, 0) dx.
Here W belongs to the admissible set
A := {W ∈ H1(Rd × R+) : W = 0 on Rd\Ω, lim
y→∞
W = 0}.
In addition, the solution U to (A.1), (A.2), and (A.3) minimizes I[W ] for W ∈ A. Conversely,
the minimizer to I[W ] is a solution to (A.1), (A.2), and (A.3).
Proof. 1 For an arbitrary W ∈ A an integration by part yields
0 =
ˆ
Rd
ˆ ∞
0
−∇·(yα∇U )(U −W ) dy dx
=
ˆ
Rd
ˆ ∞
0
yα∇U ∇(U −W ) dy dx−
ˆ
Ω
q(U −W ) dx.
Employing a Cauchy-Schwarz inequality, we obtain
ˆ
Rd
ˆ ∞
0
yα |∇U |2 dy dx−
ˆ
Ω
qU dx ≤ 1
2
ˆ
Rd
ˆ ∞
0
yα |∇U |2 dy dx
+
1
2
ˆ
Rd
ˆ ∞
0
yα |∇W |2 dy dx−
ˆ
Ω
qW dx.
This shows that U is indeed a minimizer to I[W ].
2 Now suppose U is the minimizer to I[W ], we then introduce a function
f(t) := I[U + tW ], for t ∈ R.
Expanding f(t) gives
f(t) =
1
2
ˆ
Rd
ˆ ∞
0
yα |∇U |2 + 2tyα∇U · ∇W + t2yα |∇W |2 dy dx−
ˆ
Ω
q(U + tW ) dx.
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Then in view of the minimizing property of U , we have f ′(0) = 0, which means for any W ∈ A,
0 =
ˆ
Rd
ˆ ∞
0
yα∇U · ∇W dy dx−
ˆ
Ω
qW dx =
ˆ
Rd
ˆ ∞
0
−∇·(yα∇U )W dy dx.
Here the last equality invoked the integrate by part and boundary conditions (A.2), and (A.3). This
identity clearly implies (A.1).
Lemma A.2. The energy functional to (A.4) is
J [w] =
1
2
ˆ
Rd
|ξ|2s |wˆ(ξ)|2 dξ − 1
Ds
ˆ
Ω
qw dx,
where ·ˆ denotes the Fourier transform defined on Rd. Here w belongs to the admissible set
B = {w ∈ H1(Rd) : w = 0 on Rd\Ω}.
In addition, the solution u to (A.4) minimizes J [w] for w ∈ B. Conversely, the minimizer to J [w]
is a solution to (A.4).
Proof. 1 On one hand, choose w ∈ B, which allows us to do an integrate by part to obtain
0 =
ˆ
Rd
((−∆F )su− q
Ds
)(u− w) dx
=
ˆ
Rd
(−∆F )suu dx−
ˆ
Rd
(−∆F )suw dx−
ˆ
Rd
q
Ds
u dx+
ˆ
Rd
q
Ds
w dx
Notice that by [27, Theorem 4.1], the fractional powers can be balanced between the two terms:
ˆ
Rd
(−∆F )suu dx =
ˆ
Rd
∣∣(−∆F )s/2u∣∣2 dx,
ˆ
Rd
(−∆F )suw dx =
ˆ
Rd
(−∆F )s/2u(−∆F )s/2w dx
≤ 1
2
ˆ
Rd
∣∣(−∆F )s/2u∣∣2 + ∣∣(−∆F )s/2w∣∣2 dx
Here the last inequality utilized Cauchy-Schwatz inequality. After applying Parserval’s identity
139
and the definition of integral fractional Laplacian, we can show that
ˆ
Rd
∣∣(−∆F )s/2u∣∣2 dx = ˆ
Rd
|ξ|2s |uˆ(ξ)|2 dξ.
The same equality holds for u replaced by w. Putting them together, we obtain
1
2
ˆ
Rd
|ξ|2s |uˆ(ξ)|2 dξ −
ˆ
Rd
q
Ds
u dx ≤ 1
2
ˆ
Rd
|ξ|2s |wˆ(ξ)|2 dξ −
ˆ
Rd
q
Ds
w dx.
2 Now suppose u = argmin J [w]. For any w ∈ B, the function
g(t) := J [u+ tw] =
1
2
ˆ
Rd
|ξ|2s |uˆ+ twˆ|2 dξ −
ˆ
Ω
q
Ds
(u+ tw) dx
admits minimum at t = 0, hence g′(0) = 0, namely,
0 =
ˆ
Rd
|ξ|2s uˆ(ξ)wˆ(ξ) dξ −
ˆ
Ω
q
Ds
w dx =
ˆ
Ω
(
(−∆F )su− q
Ds
)
w dx.
Since w ∈ B is arbitrary, we have
(−∆F )su = q
Ds
.
This is exactly (A.4).
We are now in position to derive the equivalence relation between the solution of the two
problems.
Theorem A.3. Let U be the solution to (A.1) and u be the solution to (A.4). Then
U (x, 0) = u(x).
Proof. The proof in essence follows [20, Section 3.2].
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1 suppose W satisfies
∇ · (yα∇W ) = 0 in Rd × (0,∞), and lim
y→∞
W = 0.
Then equivalently W satisfies
∆xW +
α
y
Wy +Wyy = 0.
After applying Fourier transform on Rd we obtain
− |ξ|2 Wˆ (ξ, y) + α
y
Wˆy(ξ, y) + Wˆyy(ξ, y) = 0, and lim
y→∞
Wˆ (ξ, y) = 0.
This is an ordinary differential equation for each fixed ξ, and has a unique solution
Wˆ (ξ, y) = Wˆ (ξ, 0)φ(|ξ| y).
Here the function φ(x) is the solution to the following equation:
−yαφ(y) + (yαφ′(y))′ = 0, φ(0) = 1, lim
y→∞
φ(y) = 0.
It is not difficult to derive that it corresponds to energy functional
K[ψ] :=
ˆ ∞
0
(|ψ′|2 + |ψ|2)yα dy
associated with admissible set
C = {ψ : ψ(0) = 1}.
Furthermore, it is shown in [86] that the above equation admits a solution φ to be a combination of
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Bessel functions, and satisfies the following asymptotic properties:
lim
y→0
φ(y) = 1− 2
αΓ(1+α
2
)
(1− α)Γ(1−α
2
)
y1−α, and lim
y→∞
φ(y) =
√
2αpi
Γ(1−α
2
)
y−α/2e−y.
We thus obtain the explicit value ofK[φ], namely
K[φ] = −(yαφ′(y))
∣∣∣y=∞
y=0
=
2αΓ(1+α
2
)
Γ(1−α
2
)
= Ds.
Therefore,
ˆ
Rd
ˆ ∞
0
yα |∇W |2 dy dx =
ˆ
Rd
ˆ ∞
0
yα
(|∇xW |2 + |Wy|2) dy dx
=
ˆ
Rd
ˆ ∞
0
yα
(
|ξ|2
∣∣∣Wˆ ∣∣∣2 + ∣∣∣Wˆy∣∣∣2) dy dξ
=
ˆ
Rd
|ξ|1−α
∣∣∣Wˆ (ξ, 0)∣∣∣2 ˆ ∞
0
(|ξ| y)α
(
|φ(|ξ| y)|2 + |φ′(|ξ| y)|2
)
d(ξy) dξ
= Ds
ˆ
Rd
|ξ|2s
∣∣∣Wˆ (ξ, 0)∣∣∣2 dξ.
2 On one hand, U (x, 0) ∈ B, thus
J [U (x, 0)] ≥ J [u].
On the other hand, for any w ∈ B, its extension w˜ such that ∇ · (yα∇w˜) = 0 and limy→∞ w˜ = 0
is in A, and satisfies
DsJ [w] = I[w˜] ≥ I[U ] = DsJ [U (x, 0)],
ThereforeU (x, 0) is a minimizer to the functional J [w], but since u(x) is already an minimizer to
J [w], we derive that
U (x, 0) = u(x).
The proof is complete.
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