In this paper, we show that generic planar quadratic Hamiltonian systems with third degree polynomial perturbation can have eight small-amplitude limit cycles around a center. We use higher-order focus value computation to prove this result, which is equivalent to the computation of higher-order Melnikov functions. Previous results have shown, based on first-order and higher-order Melnikov functions, that planar quadratic Hamiltonian systems with third degree polynomial perturbation can have five or seven small-amplitude limit cycles around a center. The result given in this paper is a further improvement.
Introduction
The second part of the well-known Hilbert's 16th problem [Hilbert, 1902] can be described as follows: What is the upper bound of the number of limit cycles of the following system:
where P n (x, y) and Q n (x, y) denote nth degree polynomials of x and y, and the bound only depends on n? This number is denoted by H(n), called Hilbert number. The finiteness of H(n) has not been solved even for quadratic systems. Later, a socalled weak Hilbert's 16th problem was proposed by Arnold [1983] , which asks for the maximal number of isolated zeros of the Abelian integral or Melnikov function:
H(x,y)=h
where H(x, y), P n and Q n are all real polynomials of x and y with deg H = n + 1, and max{deg P n , deg Q n } ≤ n. The weak Hilbert's 16th problem itself is closely related to the following near-Hamiltonian system [Han, 2006] :
x = H y (x, y) + εp n (x, y, ε), y = −H x (x, y) + εq n (x, y, ε),
where H(x, y), p n (x, y) and q n (x, y) are all polynomial functions of x and y, and 0 < ε 1 is a small perturbation. Studying the bifurcation of limit cycles for such a system can be transformed to investigating the zeros of the Melnikov function as follows:
where L h is a contour around a singular point, and D(h) is the region bounded by the contour. It should be noted that more precisely, the above Melnikov function is called the first order Melnikov function.
If the Hilbert's 16th problem is restricted to a neighborhood of isolated fixed points with Hopf singularity, then the problem becomes the study of degenerate Hopf bifurcations, associated with computation of focus values or normal forms. Many results have been obtained in this direction (e.g. see [Bautin, 1952; Kukles, 1944; Li & Liu, 1991; Malkin, 1964] ). In 1952, Bautin [1952] proved that the general quadratic system (1) (n = 2) can have three small-amplitude limit cycles around a fine focus point or a center. For cubic systems, many results have been obtained, showing that in the vicinity of a singular point the number of small-amplitude limit cycles can be five [Christopher & Lloyd, 1990] , six [Lloyd et al., 1988] , seven [Li & Bai, 1989; Lloyd et al., 1988; Sadovskii, 2003 ], eight [James & Lloyd, 1991; Yu & Corless, 2009] , and nine [Yu & Corless, 2009; Yu & Han, 2012] . When considering multiple singular points, it has been shown that cubic planar polynomial systems can have limit cycles (not necessarily small): ten , eleven [Li, 2003; Zhang et al., 2004] , twelve Yu & Han, 2005a , 2005b , and thirteen [Li et al., 2009; Li & Liu, 2010; Yang et al., 2010] . It should be pointed out that the nine small-amplitude limit cycles given in [Yu & Corless, 2009] were obtained by perturbing an elementary center (linear center) of general cubic systems, while that given in [Yu & Han, 2012] were obtained by perturbing a center of an integrable system with cubic polynomials.
In this paper, we consider the bifurcation of limit cycles in quadratic Hamiltonian system with cubic degree polynomial perturbation, and pay particular attention to the limit cycles bifurcating from a center. We may assume, without loss of generality, that system (3) ε=0 has a center at the origin (x, y) = (0, 0). To determine the number of limit cycles in the vicinity of the origin, we may use either the Melnikov function method (e.g. see [Han, 2006; Han et al., 2009]) or the focus value method (or the normal form method, see [Yu, 1998] ). In this paper, we will apply the method of focus value computation to study the bifurcation of limit cycles. In general, the focus values of system (3) evaluated at the origin can be written in the form of
whereṽ i0 = 0, i = 0, 1, 2, . . . since the origin is a center when ε = 0. Thus, for sufficiently small ε, we can use the leading focus valuesṽ i1 to determine the bifurcation of small limit cycles. If allṽ i1 = 0, then useṽ i2 , and so on. For the quadratic Hamiltonian system with second degree polynomial perturbation, it has been shown that such perturbed systems can have maximal two limit cycles [Horozov & Iliev, 1994; Gavrilov, 2001 ], i.e. H 2 (2) = 2, representing the number of limit cycles bifurcating from closed orbits of quadratic Hamiltonian systems under second order perturbation. It is easy to show that H 2 (2) = 2, where the tilde denotes small-amplitude limit cycles around singular points. Recently, it has been shown [Han et al., 2009 ] that quadratic Hamiltonian systems with third order polynomial perturbation can have five small-amplitude limit cycles in the vicinity of a center, i.e.H 2 (3) ≥ 5. The result given in [Han et al., 2009] was obtained by using the first order Melnikov function. More recently, bifurcation of limit cycles in quadratic Hamiltonian systems with up to 20th degree polynomial perturbations has been studied using the first order Melnikov functions [Yu & Han, 2011] . Iliev, on the other hand, studied a so-called Bogdanov-Takens Hamiltonian system under various degree of polynomial perturbations using various order of Melnikov functions [Iliev, 2000] . The Bogdanov-Takens Hamiltonian system is given bẏ
and the corresponding unperturbed system has Hamiltonian
which is called the Bogdanov-Takens unfolding, known from the unfolding of a cusp singularity.
It has been shown in [Iliev, 2000] that the Bogdanov-Takens Hamiltonian system with third degree polynomial perturbation can have seven limit cycles upon using fourth order Melnikov function, i.e. H 2 (3) ≥ 7. Certainly, these seven limit cycles are not necessarily small. Very recently, we consider perturbing the following generic quadratic Hamiltonian system:
and obtain seven small-amplitude limit cycles around the center (0, 0). The derivation of system (8) from a general quadratic system can be found in [Yu & Han, 2011] . The Hamiltonian of system (8) is given by
It is noted that system (8) has a center at the origin (0, 0) and another singularity at (1, 0). Since we are interested in the limit cycles bifurcating from the center (0, 0), we will ignore whether the singular point (1, 0) is a center or a saddle point. The perturbed Hamiltonian system or nearHamiltonian system of (8) can be generally written asẋ = y + a 1 x y + a 2 y 2 + εp n (x, y),
where the general perturbing polynomial functions p n (x, y, ε) and q n (x, y, ε) can be written as
We have found that such a perturbed system can have seven small-amplitude limit cycles around the origin, under the assumption: a ijk = 0 (i.e. p n (x, y) ≡ 0), and b i0k = 0. This in general may result in missing possibly more limit cycles.
Therefore, in this paper, we assume that
and obtain eight limit cycles around the origin, i.e. H 2 (3) ≥ 8. In order to distinguish the order of focus value with the order of ε, we call ε n -order focus values with respect to the nth order Melnikov function. The rest of the paper is organized as follows. In the next section, for completeness, we apply the ε-order focus values to reinvestigate this case to confirmH 2 (3) ≥ 5. The results obtained from ε 2 -, ε 3 -, ε 4 -and ε 5 -order focus values will be presented in Secs. 3-6, respectively. Conclusion is drawn in Sec. 7.
Perturbed Quadratic Hamiltonian
Systems andH 1 2 (3) = 5 Based on ε-Order Focus Values
In this section, we use ε-order focus values to re derive the resultH 1 2 (3) = 5, where the superscript "1" indicates the result based on ε-order focus values. The case for quadratic Hamiltonian systems with second degree polynomial perturbation is straightforward. It can be shown that for any ε n -order focus values,H 2 (2) = 2, agreeing with H 2 (2) = 2. We have the following theorem.
Theorem 1.
With the ε-order focus values, H 1 2 (3) = 5.
Proof. In order for the origin (0, 0) to be a linear center under perturbation up to ε order, we set b 011 = 0 under whichṽ 01 = 0. Then, applying the Maple program to system (10) yields
Solving (13) for b 031 results in
Then we obtainṽ 21 as follows: 
under whichṽ 31 ,ṽ 41 , etc., are simplified as
where
It is noted that all the expressionsṽ 41 ,ṽ 51 , . . . contain a common factor Q 1 . Setting Q 1 = 0 results in all the ε-order focus values to be zero. Hence, in order for this factor to be nonzero, we may use a 2 to solve F 1 = 0, yielding
To guarantee a 2 being real, the value of a 1 must be taken from the following intervals:
Under the condition (19),ṽ 41 andṽ 51 are further simplified as
It is easy to see from (21) that the only possibility forṽ 41 = 0 butṽ 51 = 0 is to choose the roots of the polynomial
which has three real roots, since its discriminant d = − 86528 11979 < 0, given by
which are all located in the interval given in (20).
The above results show that there exist in total six solutions.
It is easy to see that the two third degree polynomials inṽ 41 andṽ 51 do not have common roots. That is, the solutions given in (23) do not yield the third degree polynomial inṽ 51 to be zero. Further, a direct calculation yields 
Hence, for this case, five smallamplitude limit cycles can bifurcate from the origin (the center).
The remaining case is a 1 = 5 2 , for which b 031 and b 121 become
under whichṽ 11 =ṽ 21 = 0, and , the system can have at most four small limit cycles around the origin.
In conclusion, we have shown thatH 1 2 (3) = 5 based on the ε-order focus values.
Remark 1 (i) The method and formulas presented in this section for proving Theorem 1 are different from that in [Han et al., 2009] , and the computation is simpler. (ii) The coefficients a 1 and a 2 are used here to obtain two additional limit cycles towards H 1 2 (3) = 5, while they do not play any role for quadratic systems in determiningH 1 2 (2) = 2.
3.H 2 2 (3) = 6 Based on ε 2 -Order Focus Values
In this section, we use the ε 2 -order focus value to consider the limit cycles around the origin of the quadratic near-Hamiltonian system (10) when all the ε-order focus values equal zero. We have the following result. Proof. First, we need to find the conditions under which all the ε-order focus values,ṽ i1 , vanish. It is seen from the factor Q 1 given in (18) that there are two cases: (1) b 111 + b 211 + 3a 301 = 0; (2) (a 1 + 1)(a 1 − 2) 2 − 4 a 2 2 = 0. Under these two conditions, b 031 and b 121 are given by (14) and (16) 
Case 2
In the following, we consider the two cases in detail. It should be noted that the special case a 1 = 5 2 discussed in the previous section for ε-order focus values is included in the two general cases. Case 1. This case can have six small-amplitude limit cycles near the origin. Similarly, in order for the origin (0, 0) to be a linear center under perturbation up to ε 2 order, let b 012 = 0. Then under the first set of conditions given in (26), the first ε 2 -order focus value is given bỹ
Solving b 032 from the equationṽ 12 = 0 yields
Next, solvingṽ 22 = 0 for b 122 gives
Then, similarly solvingṽ 32 = 0 for b 212 yields
Then we obtainṽ
M 21 = 6075a 
Eliminating a 2 from the equations F 21 (a 1 , a 2 ) = M 21 (a 1 , a 2 ) = 0 yields the solution for a 2 :
and a resultant equation: 
There are two cases: Since G 21 (−2) = −4 < 0, a 1 = −2, which satisfies R 21 (a 1 ) = 0 is not a solution. We only need to consider the real solutions of R * 21 = 0. First, it is easy to see that N * 21 = 0 when R * 21 = 0, under the condition G D 21 = 0. Therefore, there exist parameter values such that (actually R * 21 = 0 has six real solutions) v i1 , i = 0, 1, . . . , 5, butṽ i6 = 0. Thus, we know that Case 1 can have at most six small-amplitude limit cycles around the origin. Furthermore, using (31)- (35) and (36) it can be shown that 
This shows that for Case 1 there can be indeed six small-amplitude limit cycles in the vicinity of the origin, based on the analysis of ε 2 -order focus values.
Case 2. For this case, there exist five smallamplitude limit cycles in the neighborhood of the origin. Again let b 012 = 0 under which the origin (0, 0) becomes a linear center up to ε 2 order. Then under the second set of conditions given in (26), solving b 032 from the equationṽ 12 = 0 results in
Next, solvingṽ 22 = 0 for b 122 yields 
Further, we solveṽ 32 = 0, but its expression shows that it does not contain any more b ij2 coefficients. Thus, we may use some b ij1 coefficients to solve the equationṽ 32 = 0. For example, solving for b 021 leads to 
M 22 = 3245a 
It is easy to see that Q 22 = 0 yieldsṽ 42 =ṽ 52 = v 62 = · · · = 0. Thus, to obtain maximal number of limit cycles, let F 22 = 0, but M 22 = 0. In fact, the equation F 22 = 0 has two real solutions for which M 22 = 0. Further, properly perturbing b 012 , b 032 , b 122 , b 301 and a 1 backwards, we obtain five small-amplitude limit cycles for Case 2 based on the analysis of ε 2 -order focus values. The proof of Theorem 2 is complete.
Remark 2. It is easy to see from (31) and (33), as well as (43) and (45) that the special case a 1 = 5 2 gives one less limit cycle for each case, that is, when a 1 = 5 2 , Case 1 has five smallamplitude limit cycles, while Case 2 yields four limit cycles.
Seven Limit Cycles Obtained from ε 3 -Order Focus Values
In this section and the following two sections, we will not investigate all possible cases, but instead we find one case for each order of focus value, showing seven limit cycles from ε 3 -order focus values, eight limit cycles from ε 4 -order focus values, and eight limit cycles from ε 5 -order focus values. 
and F 
where 
Eliminating a 2 from the equations F 33 (a 1 , a 2 ) = M 33 (a 1 , a 2 ) = 0 yields the solution for a 2 :
and a resultant equation: R 3 (a 1 ) = (a 2 +2)R * 3 (a 1 ) = 0, where (57) Similarly, we can discuss two cases: G D 3 = 0 and G D 3 = 0, and can show that the case G D 3 = 0 yields one less limit cycle than the case G D 3 = 0, so we assume G D 3 = 0. Since G 3 (−2) = − 4 < 0, we only need to consider the real roots of G * 3 , which consist of three real solutions:
all of them satisfy G 3 > 0. However, all of them give F 31 = 0, M 31 = 0 and N 31 = 0, indicating that there are no parameter values which can be chosen to obtainṽ 53 =ṽ 63 =ṽ 73 = 0. Therefore, eight limit cycles are not possible for this case.
In other words, under the conditions given in Case 1 of (26) and that given at the beginning of this section, the system can have at most seven small limit cycles. By proper perturbations on the parameters
, a 2 and a 1 we can obtain seven limit cycles. It should be noted that there exist an infinite number of choices to have seven limit cycles since there is a free parameter. We can ignore the equation N 31 = 0 and only need to find solutions satisfying F 32 = 0. For simplicity, let
Thus, the conditions under which all the ε-and ε 2 -order focus values vanish become 
M 31 = 3a Solving R 31 (a 1 ) = 0, we obtain seven real solutions of a 1 , which satisfy G 31 (a 1 ) > 0. Furthermore, for the solution a 2 2 = G 31 (a 1 ), we, with the aid of (49), (59)- (61), obtain the following determinant: 
This shows that for the case considered in this section, seven small-amplitude limit cycles exist in the vicinity of the origin based on the analysis of ε 3 -order focus values. This completes the proof of Theorem 3.
Eight Limit Cycles Obtained from ε 4 -Order Focus Values
In this section, we will present a case for the nearHamiltonian system (10) when all the ε-, ε 2 -and ε 3 -order focus values vanish. Then, the conditions given at the beginning of the proof for Theorem 3 under which all the ε 2 -order focus values vanish, and the conditions given in Case 1 of (26) under which all the ε-order focus values become zero can be simplified. Similarly, we first let b 014 = 0 under which the origin (0, 0) becomes a linear center under perturbation up to ε 4 order. Then, solvingṽ 14 = 0 for b 034 yields 
It is easy to check that the solutions of F 4 = M 4 = 0 do not satisfy N 4 = 0. Therefore, for the case considered in this section, the system can have at most eight small-amplitude limit cycles around the origin. As a matter of fact, eliminating a 2 from the equations F 4 = M 4 = 0 yields the solution for a 2 , given by (55), and the resultant equation given by R 3 (a 1 ) = (a 1 + 2)R * 3 (a 1 ), where R * 3 (a 1 ) is given in (57). Thus, following the analysis given in the previous section, we know that there are three real solutions of a 1 , given in (58), with corresponding values of a 2 , satisfying F 4 = M 4 = 0, but N 4 = 0.
To show the existence of eight limit cycles around the origin, we can use (63)-(65) to calculate the following determinant at the above critical point (determined from R * 3 (a 1 ) = 0), yielding which implies that for the case considered in this section, eight small-amplitude limit cycles exist in the vicinity of the origin based on the analysis of ε 4 -order focus values. Theorem 4 is proved.
Eight Limit Cycles Obtained from ε 5 -Order Focus Values
In this section, we assume that all the ε k -order (k = 0, 1, 2, 3, 4) focus values vanish and consider a case based on ε 5 -order focus values. However, this attempt does not give more limit cycles, but we still obtain eight limit cycles. 
