»-B 1].
where A and B are real square matrices of order n. In general, when A and B are nonsymmetric, the block-symmetric matrix R is also nonsymmetric. One of the best methods of inverting a fully populated and nonsymmetric matrix in general is Gaussian elimination with partial pivoting. If the block-symmetry of R is disregarded the number of arithmetic operations required in inverting the 2n X 2n matrix R by Gaussian elimination would be of order 8ns multiplications [1, p. 178] . If compact elimination is used computer storage required would be of order (2n)2.
In order to use the block-symmetry of R in its inversion Schur's identity [2] can be employed. Let the inverse of R be
Schur's identity gives Algorithm 1A. To obtain R~\ compute in succession:
Step (1) is saved to be used again in Steps (4) and (5), the total operations required to obtain Ä-1 are two inversions, six multiplications and two additions of matrices of order n. The corresponding number of scalar multiplications is thus of order 8n3 which is about the same as in using Gaussian elimination on R without regarding the block-symmetry.
It can be easily verified that E = H and F = G. Therefore an alternative to Algorithm 1A could be Algorithm IB. To obtain Ä-1, compute in succession:
(1) E = H = (A -BA-'B)-1 and (2) F = G = (B -AB^A)-1.
Although Algorithm IB appears to be more compact than Algorithm 1A the number of multiplication required is about the same, that is, of order 8n3 for four inversions, four multiplications and two additions of matrices of order n. (1) P = A + B, Q = P -2B, ( 2) P-\ QA ( 3) E -.5(P-] + Q-1) and F = E -Q~\ Algorithm 2 is more efficient than Algorithms 1A and IB in the sense that there are savings in both computer storage and the number of arithmetic operations required. Computer storage required is of order 2n2, say two n X n arrays whose contents are shown in Table 1 . Table 1 Contents of Arrays in Inversion Algorithm 2 2 3
In each step, computation is carried out first in the first array and then in the second array. The total number of multiplications required is only of order 2n3, that is, in carrying out two inversions, two additions of matrices of order n, and two multiplications of a scalar to a matrix of order n. Therefore the saving in arithmetic operations in using Algorithm 2 instead of Algorithms 1A or IB is about 75%.
3. Solution of a System of Equations. If only one system of equations is to be solved, it is better to find the solution without actually computing the inverse than by multiplication of the inverse to the right-hand side. In this case the number of scalar multiplications required in applying Gaussian elimination with partial pivoting directly to Rx = b is of order 8n3/3 [1, p. 176] . A more efficient approach similar to that in Algorithm 2 is based on Theorem 2. The solution of
Lb aJ Lad = LJ is xi = .5(yi + y2) and x2 = .5(î/i -y2) where yi and y2 are solutions of (A + B)yi = bi + b2 and (A -B)y2 = bi -b2 respectively. A proof is again obvious. The resulting algorithm is shown in Table 2 . The computer storage is two n(n + 1) arrays. Broken vertical bars are used to indicate partitioned matrices.
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