where X is a p × n matrix, consisting of independent and identically distributed (i.i.d.) real random variables Xij with mean zero and variance one. When p/n → ∞, under fourth moment conditions a central limit theorem (CLT) for linear spectral statistics (LSS) of A defined by the eigenvalues is established. We also explore its applications in testing whether a population covariance matrix is an identity matrix.
Introduction
The last few decades have seen explosive growth in data analysis, due to the rapid development of modern information technology. We are now in a setting where many very important data analysis problems are high-dimensional. In many scientific areas, the data dimension can even be much larger than the sample size. For example, in micro-array expression, the number of genes can be tens of thousands or hundreds of thousands while there are only hundreds of samples. Such kind of data also arises in genetic, proteomic, functional magnetic resonance imaging studies and so on (see Chen et al. [11] , Donoho [13] , Fan and Fan [14] ).
The main purpose of this paper is to establish a central limit theorem (CLT) of linear functionals of eigenvalues of the sample covariance matrix when the dimension p is much larger than the sample size n. Consider the sample covariance matrix S = 1 n XX T , where X = (X ij ) p×n and X ij , i = 1, . . . , p, j = 1, . . . , n are i.i.d. real random variables with mean zero and variance one. As we know, linear functionals of eigenvalues of S are closely related to its empirical spectral distribution (ESD) function F S (x). Here for any n × n Hermitian matrix M with real eigenvalues λ 1 , . . . , λ n , the empirical spectral distribution where I(·) is the indicator function. However, it is inappropriate to investigate F S (x) when p/n → ∞ since S has (p − n) zero eigenvalues and hence F S (x) converges to a degenerate distribution with probability one. Note that the eigenvalues of S are the same as those of 1 n X T X except (p − n) zero eigenvalues. Thus, instead, we turn to the eigenvalues of 1 p X T X and re-normalize it as
where I n is the identity matrix of order n.
The first breakthrough regarding the ESD of A was made in Bai et al. [7] . They proved that with probability one
which is the so-called semicircle law with the density In random matrix theory, F (x) is referred to as the limiting spectral distribution (LSD) of A. For such matrices, Chen and Pan [10] proved that the largest eigenvalue converges to the right endpoint of the support of F (x) with probability one. When X 11 ∼ N (0, 1), Karoui [20] reported that the largest eigenvalue of XX T after properly centering and scaling converges in distribution to the Tracy-Widom law, and Birke and Dette [9] established central limit theorems for the quadratic function of the eigenvalues of A. Recently, Pan and Gao [24] further derived the LSD of a general form of (1.1), which is determined by its Stieltjes transform. Here, the Stieltjes transform for any distribution function G is given by and √ B 2 − 4AC is a complex number whose imaginary part has the same sign as that of B. The integral's contour is taken as |m| = ρ with ρ < 1.
Let {T k } be the family of Chebyshev polynomials, which is defined as T 0 (x) = 1, T 1 (x) = x and T k+1 (x) = 2xT k (x) − T k−1 (x). To give an alternative way of calculating the asymptotic covariance of X(f ) in Theorem 1.1 below, for any f ∈ M and any integer k > 0, we define
f (2 cos θ)e ikθ dθ = 1 2π
f (2 cos θ) cos kθ dθ = 1
The main result is formulated in the following. Hence, by using the same calculation as that in Section 5.1 of Bai and Yao [6] , we have
Under the condition n 3 /p = O(1), we then give a simple and explicit expression of the mean correction term of (1.3) in the following corollary. 
Then, for any f 1 , . . . , f k ∈ M , the finite-dimensional random vector (Q n (f 1 ), . . . , Q n (f k )) converges weakly to a Gaussian vector (X(f 1 ), . . . , X(f k )) with mean function
and covariance function cov(X(f ), X(g)) being the same as that given in (1.5) and (1.6) .
Remark 1.2. The result of Bai et al. [2] suggests that, for large p and n with p/n → ∞, the matrix √ nA is close to a n× n Wigner matrix although its entries are not independent but weakly dependent. It is then reasonable to conjecture that the CLT for the LSS of A resembles that of a Wigner matrix described in Bai and Yao [6] . More precisely, by
Then, (1.9), (1.5) and (1.6) are consistent with (1.4), (1.5) and (1.6) of Bai and Yao [6] , respectively, by taking their parameters as σ 2 = ν 4 − 1, κ = 2 (the real variable case) and β = 0.
However, we remark that the mean correction term of Q n (f ), the last term of (1.8), cannot be speculated from the result of Bai and Yao [6] . Note that this correction term will vanish in the case of the function f to be even or n 3 /p → 0. By the definition of Ψ k (f ), one may verify that
Remark 1.3. If we interchange the roles of p and n, Birke and Dette [9] established the CLT for Q n (f ) in their Theorem 3.4 when f = x 2 and X ij ∼ N (0, 1). We below show that our Corollary 1.1 can recover their result. First, since f = x 2 is an even function, it implies that the last term of (1.8) is exactly zero. Therefore, the mean in Theorem 3.4 of Birke and Dette [9] is the same as (1.9), which equals one. Second, the variance in Theorem 3.4 of Birke and Dette [9] is also consistent with (1.5). In fact, the variance of Birke and Dette [9] equals 4 when taking their parameter y = 0. On the other hand, since X ij ∼ N (0, 1), we have ν 4 = 3 and the first term of (1.5) is zero. Furthermore, by a direct evaluation, we obtain that
(cos 3θ + 3 cos θ) dθ = 0,
(cos 4θ + 1 + 2 cos 2θ) dθ = 1,
It implies that cov(X(x 2 ), X(x 2 )) = 4, which equals the variance of Birke and Dette [9] .
The main contribution of this paper is summarized as follows. We have established the central limit theorems of linear spectral statistics of the eigenvalues of the normalized sample covariance matrices when both the dimension and the sample size go to infinity with the dimension dominating the sample size (for the case p/n → ∞). Theorem 1.1 and Corollary 1.1 are both applicable to the data with the dimension dominating the sample size while Corollary 1.1 provides a simplified correction term (hence, CLT) in the ultrahigh dimension cases (n 3 /p = O(1)). Such an asymptotic theory complements the results of Bai and Silverstein [5] and Pan [23] for the case p/n → c ∈ (0, ∞) and Bai and Yao [6] for Wigner matrix. This paper is organized as follows. Section 2 provides a calibration of the mean correction term in (1.3), runs simulations to check the accuracy of the calibrated CLTs in Theorem 1.1, and considers a statistical application of Theorem 1.1 and a real data analysis. Section 3 gives the strategy of proving Theorem 1.1 and two intermediate results, Propositions 3.1 and 3.2, and truncation steps of the underlying random variables are given as well. Some preliminary results are given in Section 4. Sections 5 and 6 are devoted to the proof of Proposition 3.1. We present the proof of Proposition 3.2 in Section 7. Section 8 derives mean and covariance in Theorem 1.1.
Calibration, application and empirical studies
Section 2.1 considers a calibration to the mean correction term of (1.3). A statistical application is performed in Section 2.2 and the empirical studies are carried out in Section 2.3.
2.1. Calibration of the mean correction term in (1.3) Theorem 1.1 provides a CLT for G n (f ) under the general framework p/n → ∞, which only requires zero mean, unit variance and the bounded fourth moment. However, the simulation results show that the asymptotic distributions of G n (f ), especially the asymptotic means, are sensitive to the skewness and the kurtosis of the random variables for some particular functions f , for example, f (x) = 1 2 x(x 2 − 3). This phenomenon is caused by the slow convergence rate of EG n (f ) to zero, which is illustrated as follows. Suppose that EX
by the arguments in Section 6. Also, the remaining terms (see (2.1) below) have a coefficient (ν 4 − 1) n/p which converges to zero theoretically since p/n → ∞. However, if n = 100, p = n 2 and the variables X ij are from central exp(1) then (ν 4 − 1) n/p could be as big as 0.8.
In view of this, we will regain such terms and give a calibration for the mean correction term in (1.3). From Section 6, we observe that the convergence rate of |EG n (f )| relies on the rate of |nEω n − m 3 (z)(m ′ (z) + ν 4 − 2)| in Lemma 6.1. By the arguments in Section 6, only S 22 below (6.13) has the coefficient (ν 4 − 1) n/p. A simply calculation implies that
Hence, the limit of nEω n is calibrated as
We then calibrate G n (f ) as
where, via (2.2),
A, B are defined in (1.4) and √ B 2 − 4AC Calib is a complex number whose imaginary part has the same sign as that of B. Theorem 1.1 still holds if we replace G n (f ) with G Calib n (f ). We next perform a simulation study to check the accuracy of the CLT in Theorem 1.1 with G n (f ) replaced by the calibrated expression G Calib n (f ) in (2.3). Two combinations of (p, n), p = n 2 , n 2.5 , and the test function f (x) = 1 2 x(x 2 − 3) are considered in the simulations, as suggested by one of the referees. To inspect the impact of the skewness and the kurtosis of the variables, we use three types of random variables, N (0, 1), central exp(1) and central t (6) . The skewnesses of these variables are 0, 2 and 0 while the fourth moments of these variables are 3, 9 and 6, respectively. The empirical means and empirical standard deviations of G
1/2 from 1000 independent replications are shown in Table 1 . It is observed from Table 1 that both the empirical means and standard deviations for N (0, 1) random variables are very accurate. The empirical means for central exp (1) and central t(6) also show their good accuracy. We note that the standard deviations for central exp(1) and central t(6) random variables are not good when n is small (e.g., n = 50). But it gradually tends to 1 as the sample size n increases.
Q-Q plots are employed to illustrate the accuracy of the normal approximation in Figures 1 and 2 corresponding to the scenarios p = n 2 and p = n 2.5 , respectively. In each figure, Q-Q plots from left to right correspond to n = 50, 100, 150, 200, respectively with random variables generated from N (0, 1) (▽), central exp(1) (△) and central t(6) (+). We observe the same phenomenon that the normal approximation is very accurate for normal variables while the approximation is gradually better when n increases for central exp(1) and t(6) variables. 1/2 based on the sample generating from N (0, 1) (▽), standardized exp(1) (△) and standardized t(6) (+) with the sample sizes n = 50, 100, 200 from left to right and the dimension p = n 2.5 .
Application of CLTs to hypothesis test
This subsection is to consider an application of Theorem 1.1 which is about hypothesis testing for the covariance matrix. Suppose that y = Γs is a p-dimensional vector where Γ is a p × p matrix with positive eigenvalues and the entries of s are i.i.d. random variables with mean zero and variance one. Hence, the covariance matrix of y is Σ = ΓΓ T . Suppose that one wishes to test the hypothesis
Based on the i.i.d. samples y 1 , . . . , y n (from y), many authors have considered (2.5) in terms of the relationship of p and n. For example, John [19] and Nagao [22] considered the fixed-dimensional case; Ledoit and Wolf [21] , Fisher et al. [16] and Bai et al. [2] studied the case of p n → c ∈ (0, ∞); Srivastava [26] , Srivastava, Kollo and von Rosen [27] , Fisher [15] and Chen et al. [11] proposed the testing statistics which can accommodate large p and small n.
We are interesting in testing (2.5) in the setting of p n → ∞. As in Ledoit and Wolf [21] and Birke and Dette [9] , we set f = x 2 . We then propose the following test statistic for the hypothesis of (2.5):
is the normalized sample covariance matrix with Y = (y 1 , . . . , y n ). The asymptotic mean and variance of L n are 0 and 1, respectively, see Theorem 1.1 or Remark 1.3 for details. Since there is no close form for the mean correction term in (2.6), we use Matlab to calculate this correction term. It shows that as n/p → 0,
We also note the fact that
Thus, we use the following test statistic in the simulations:
Since Γ T Γ = I p is equivalent to ΓΓ T = I p , under the null hypothesis H 0 in (2.5), we have
By the law of large numbers, a consistent estimator of ν 4 is ν 4 =
ij under the null hypothesis H 0 . By Slutsky's theorem, (2.8) also holds if we replace ν 4 of (2.7) with ν 4 .
The numerical performance of the proposed statistic L n is carried out by Monte Carlo simulations. Let Z α/2 and Z 1−α/2 , respectively, be the 100α/2% and 100(1 − α/2)% quantiles of the asymptotic null distribution of the test statistic L n . With T replications of the data set simulated under the null hypothesis, we calculate the empirical size aŝ
where # denotes the number and L null n represents the values of the test statistic L n based on the data set simulated under the null hypothesis. The empirical power is calculated bŷ
where L alter n represents the values of the test statistic L n based on the data set simulated under the alternative hypothesis. In our simulations, we fix T = 1000 as the number of replications and set the nominal significance level α = 5%. By asymptotic normality, we have Z α/2 = −1.96 and Z 1−α/2 = 1.96.
Our proposed test is intended for the situation "large p, small n". To inspect the impact caused by the sample size and/or the dimension, we set n = 20, 40, 60, 80, p = 600, 1500, 3000, 5500, 8000, 10 000.
The entries of s are generated from three types of distributions, Gaussian distribution, standardized Gamma(4, 0.5) and Bernoulli distribution with P (X ij = ±1) = 0.5.
The following two types of covariance matrices are considered in the simulations to investigate the empirical power of the test.
, where ν = 0.08 or ν = 0.25, [a] denotes the largest integer that is not greater than a.
agonal symmetric matrix with the diagonal elements being equal to 1 and elements below and above the diagonal all being equal to v 1 .
Since the test in Chen et al. [11] accommodates a wider class of variates and has less restrictions on the ratio p/n, we below compare performance of our test with that of Chen et al. [11] . To simplify the notation, denote their test by the CZZ test. Table 2 reports empirical sizes of the proposed test and of the CZZ test for the preceding three distributions. We observe from Table 2 that the sizes of both tests are roughly the same, when the underlying variables are normally or Bernoulli distributed. It seems that the CZZ test looks better for skewed data, for example, gamma distribution. We believe additional corrections such as the Edgeworth expansion will be helpful, which is beyond the scope of this paper. However, our test still performs well for skewed data if p ≫ n. Table 3 to Table 5 summarize the empirical powers of the proposed tests as well as those of the CZZ test for both the diagonal and the banded covariance matrix. Table 3   Table 3 . Empirical powers of CZZ test and Ln at the significant level α = 5% for normal random vectors. Two types of population covariance matrices are considered. In the first case, assumes the underlying variables are normally distributed while Tables 4 and 5 assume the central gamma and the central bernoulli random variables, respectively. For the diagonal covariance matrix, we observe that the proposed test consistently outperforms the CZZ test for all types of distributions, especially for "small" n. For example, when n = 20, even n = 40, 60, 80 for ν = 0.08, the CZZ test results in power ranging from 0.2-0.8, while our test still gains very satisfying power exceeding 0.932. For the banded covariance matrix, we observe an interesting phenomenon. Our test seems to be more sensitive to the dimension p. When p = 600, 1500, 3000, the power of our test is not that good for small v 2 (= 0.4). Fortunately, when p = 5500, 8000, 10 000, the performance is much better, where the power is one or close to one. Similar results are also observed for v 2 = 0.8. We also note that large v 2 outperforms smaller v 2 because when v 2 becomes larger, the corresponding covariance matrix becomes more "different" from the identity matrix. As for the CZZ test, its power is mainly affected by n. But generally speaking, our test gains better power than the CZZ test for extremely larger p and small n.
Empirical studies
As empirical applications, we consider two classic datasets: the colon data of Alon et al. [1] and the leukemia data of Golub et al. [17] . Both datasets are publicly available on the web site of Tatsuya Kubokawa: http://www.tatsuya.e.u-tokyo.ac.jp/. Such data were used in Fisher [15] as well. The sample sizes and dimensions (n, p) of the colon data and the leukemia data are (62, 2000) and (72, 3571), respectively. Simulations show that these two datasets have zero mean (10 −8 to 10 −11 ) and unit variance. Therefore, we consider the hypothesis test in (2.5) by using the test statistic L n in (2.7). The computed values are L n = 33 933.7 for the colon data and L n = 60 956 for the leukemia data. It is also interesting to note that the statistic values of Fisher [15] are 6062.642 for the colon data and 6955.651 for the leukemia data when testing the identity hypothesis. Also, the statistics of Fisher [15] and L n in (2.7) are both asymptotic normality (standard normal). As in Fisher [15] , we conclude that p-values of the test statistics are zero which shows evidence to reject the null hypothesis. This is consistent with Fisher's [15] conclusion for these two datasets.
3. Truncation and strategy for the proof of Theorem 1.1
In the rest of the paper, we use K to denote a constant which may take different values at different places. The notation o Lp (1) stands for a term converging to zero in L p norm; a.s.
−→ means "convergence almost surely to"; i.p.
−→ means "convergence in probability to".
Truncation
In this section, we truncate the underlying random variables as in Pan and Gao [24] . Choose δ n satisfying
In what follows, we will use δ to represent δ n for convenience. We first truncate the variablesX ij = X ij I(|X ij | < δ 4 √ np) and then normalize it asX ij = (X ij − EX ij )/σ, where σ is the standard deviation ofX ij . LetX = (X ij ) andX = (X ij ). DefineÂ,Ã and G n (f ),G n (f ) similarly by means of (1.1) and (1.3), respectively. We then have
It follows from (3.1) that
and
Recalling that the notation λ j (·) represents the jth largest eigenvalue, we then have λ j (X T X) = √ npλ j (A) + p. Similar equalities also hold if X, A are replaced byX,Â or X,Ã. Consequently, applying the argument used in Theorem 11.36 in Bai and Silverstein [3] and Cauchy-Schwarz's inequality, we have
where K f is a bound on |f ′ (x)|. Thus, the weak convergence of G n (f ) is not affected if we replace the original variables X ij by the truncated and normalized variablesX ij .
For convenience, we still use X ij to denoteX ij , which satisfies the following additional assumption (c):
(c) The underlying variables satisfy
For any ε > 0, define the event F n (ε) = {max j≤n |λ j (A)| ≥ 2 + ε} where A is defined by the truncated and normalized variables satisfying assumption (c). By Theorem 2 in Chen and Pan [10] , for any ℓ > 0
Here we would point out that the result regarding the minimum eigenvalue of A can be obtained similarly by investigating the maximum eigenvalue of −A.
Strategy of the proof
We shall follow the strategy of Bai and Yao [6] . Specifically speaking, assume that u 0 , v are fixed and sufficiently small so that ς ⊂ S (see the definition in the introduction), where ς is the contour formed by the boundary of the rectangle with (±u 0 , ±iv) where u 0 > 2, 0 < v ≤ 1. By Cauchy's integral formula, with probability one,
where m n (z), m(z) denote the Stieltjes transform of F A (x) and F (x), respectively. Let
n (z) where
Split the contour ς as the union of ς u , ς l , ς r , ς 0 where ς l = {z = −u 0 + iv, ξ n n −1 < |v| < v 1 }, ς r = {z = u 0 + iv, ξ n n −1 < |v| < v 1 }, ς 0 = {z = ±u 0 + iv, |v| ≤ ξ n n −1 } and ς u = {z = u ± iv 1 , |u| ≤ u 0 } and where ξ n is a slowly varying sequence of positive constants and v 1 is a positive constant which is independent of n. Throughout this paper, let
Proposition 3.1. Under assumptions (b1), (c), the empirical process {M n (z), z ∈ C 1 } converges weakly to a Gaussian process {M (z), z ∈ C 1 } with the mean function
and the covariance function
As in Bai and Yao [6] , the process of {M (z), z ∈ C 1 } can be extended to {M (z), ℜ(z) / ∈ [−2, 2]} due to the facts that (i) M (z) is symmetric, for example, M (z) = M (z); (ii) the mean and the covariance function of M (z) are independent of v 1 and they are continuous except for ℜ(z) / ∈ [−2, 2]. By Proposition 3.1 and the continuous mapping theorem,
Thus, to prove Theorem 1.1, it is also necessary to prove the following proposition. 
can be easily obtained from Proposition 3.1. For i = 0, if we choose U n = F n (ε) with the ε = (u 0 − 2)/2, then when U c n happens, ∀z ∈ ς 0 , we have |m n (z)| ≤ 2/(u 0 − 2) and |m(z)| ≤ 1/(u 0 − 2). Thus
where ς 0 represents the length of ς 0 . Furthermore,
These imply that (3.6) and (3.5) are true for z ∈ ς 0 by noting that ξ n → 0 as p → ∞. Sections 5 and 6 are devoted to the proof of Proposition 3.1. The main steps are summarized in the following:
• According to Theorem 8.1 in Billingsley [8] , to establish the convergence of the process {M n (z), z ∈ C 1 }, it suffices to prove the finite-dimensional convergence of the random part M
n (z) and its tightness, and the convergence of the non-random part M (2) n (z).
• For the random part M (1) n (z), we rewrite it in terms of a martingale expression so that we may apply the central limit theorem of martingales to find its asymptotic mean and covariance.
• For the non-random part M (2) n (z), by the formula of the inverse of a matrix and the equation satisfied by m(z) we develop an equation for (Em n (z) − m(z)). Based on it, we then find its limit under assumptions n/p → 0 and n 3 /p = O(1) for Theorem 1.1 and Corollary 1.1, respectively. Section 7 uses Lemma 4.4 below to finish the proofs of (3.5) for i = l, r so that the proof of Proposition 3.2 is completed. Section 8 uses Bai and Yao's [6] asymptotic mean and covariance function to conclude the proof of Theorem 1.1.
Preliminary results
This section is to provide simplification of M (1) n (z) and some useful lemmas needed to prove Proposition 3.1.
Simplification of
The aim of this subsection is to simplify M n (z) can be written in the form of martingales. Some moment bounds are also proved.
Define D = A − zI n . Let s k be the kth column of X and X k be a p × (n − 1) matrix constructed from X by deleting the kth column. We then similarly define 
(one may see Bai and Yao [6] ). Define the σ-field F k = σ(s 1 , s 2 , . . . , s k ) and the conditional expectation E k (·) = E(·|F k ). By the matrix inversion formula, we have (see (3.9) of Bai [4] )
We then obtain
where
In the above equality, ̺ k is obtained by (4.2) and the last equality uses the facts that
We remind the readers that the variable z has been dropped from the expressions such as
k , β k , γ ks and so on. When necessary, we will also indicate them as
, γ ks (z), etc. We next provide some useful bounds. It follows from the definitions of D and D k that 
Applying (4.5), we split ι k as
As will be seen, ι k1 , ι k2 could be negligible by Lemma 4.1 below. By Lemma 4.1, (4.7) and (4.8), we have
and that
Therefore, M
n (z) is simplified as
where α k (z) represents the term in the square bracket. Thus, to prove finite-dimensional convergence of M (1) n (z), z ∈ C 1 we need only consider the sum
where a 1 , . . . , a l are complex numbers and l is any positive integer.
Useful lemmas
The aim of this subsection is to provide some useful lemmas.
Lemma 4.1. Let z ∈ C 1 . Under assumptions (b1), (c), we have
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Proof. From Lemma 5 in Pan and Zhou [25] , we obtain 13) where 
jj . By Burkholder's inequality and assumption (c)
where we use the fact that, with w T j being the jth row of X k ,
Here for j = 1, . . . , p,ë j denotes the p-dimensional unit vector with the jth element being 1 and all the remaining being zero. It follows from (4.13) and (4.15) that
Moreover, applying Lemma 8.10 in Bai and Silverstein [3] , we have
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The bounds of the absolute second moments for γ ks , η k follow from a direct application of Lemma 8.10 in Bai and Silverstein [3] , (4.6) and the uniform bound for D
When z ∈ ς l ∪ ς r , the spectral norm of D −1 (z) as well as the quantities in (4.7) or Lemma 4.1 are unbounded. In order to prove Lemma 6.1, we will establish the bounds similar to those in (4.7) and in Lemma 4.1 for z ∈ ς l ∪ ς r below.
Let the event U n = {max j≤n |λ j (A)| ≥ u 0 /2 + 1} and U nk = {max j≤n |λ j (A k )| ≥ 1 + u 0 /2}. The Cauchy interlacing theorem ensures that
(4.17)
Thus, U nk ⊂ U n . By (3.2) for any ℓ > 0
We claim that
Indeed, the quantities in (4.19) are bounded due to |1/ℑ(z)| ≤ ξ
when z ∈ ς u and bounded by 2/(u 0 − 2) when z ∈ ς l ∪ ς r . The estimates in (4.21) hold because of the eigenvalues of
holds.
Proof. In view of (4.2), to prove (4.22), we need to find an upper bound for | tr 
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Let u j (A k ), j = 1, . . . , n − 1 be the eigenvectors corresponding to the eigenvalues
k . We distinguish two cases:
, we then obtain Since ς n = V 1 ∪ V 2 , we finish the proof of Lemma 4.2.
The following bounds hold
Proof. Writē
25
When the event U c n happens, reviewing the proof of the second result of (4.11) and via (4.21), we also have
Moreover, by (4.18) and (4.19)
It follows that
Using Lemma 8.10 in Bai and Silverstein [3] , (4.18), (4.19) and (4.23) we then have
As for L 4 , by Burkholder's inequality, (4.3) and (4.23), we have
Therefore, the proof of (4.24) is completed. Also, the analysis above yields
It is also easy to verify that, for z ∈ ς n ,
We proceed to prove (4.25) . First of all
The inequality (4.16) can be extended to the range z ∈ ς n by a similar method as that in (4.26) . Therefore,
where w T j is the jth row of X k . Consider J 1 now. We first note that J 12 = O(p −1 ). Split J 12 as
Thus, we obtain
It follows from (4.29), (4.30) and (4.32) that
The proof of Lemma 4.3 is completed.
The following lemma will be used to prove the first result of (3.5) and (6.15) below.
Lemma 4.4. For z ∈ ς n we have
Proof. Note that the expression M 
As in (4.3) and a few lines below it, by (4.33), we write
28
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We next derive the bounds forέ k and the forth moment ofμ k . Since F n a.s.
−→ F as n → ∞, we conclude from (4.18), (4.19) , (4.21) and the dominated convergence theorem that, for any fixed positive integer t
By (4.6), (4.23) and (4.34), we then have
Hence,
On the other hand, via (4.6), (4.23) and (4.28)
and this, together with (4.26), implies 
The proof of the lemma is completed.
Convergence of M
(1)
To prove Proposition 3.1, we need to establish (i) the finite-dimensional convergence and the tightness of M (1) n (z); (ii) the convergence of the mean function EM (z). This section is devoted to the first target. Throughout this section, we assume that z ∈ C 1 and K denotes a constant which may change from line to line and may depend on v 1 but is independent of n.
Application of central limit theorem for martingales
In order to establish the central limit theorem for the martingale (4.10), we have to check the following two conditions:
Condition 5.2. The covariance
converges in probability to Λ(z 1 , z 2 ) whose explicit form will be given in (5.29 ).
Condition 5.1 is satisfied by choosing a = 4, using Lemma 4.1, and the fact that via (4.7)
Consider Condition 5.2 now. Note that
By the dominated convergence theorem, we have
By (4.6), (4.2), (4.8), (4.1) and the fact m n (z) a.s.
−→ m(z), and the dominated convergence theorem again, for any fixed t,
By Vitali's theorem (see Titchmarsh [28] , page 168), it is enough to find the limit of Λ n (z 1 , z 2 ). To this end, with notation
By the above formula and independence between
k ), a straightforward calculation yields
Note that a ii (z) is precisely E k a (1) ii in (4.16). From (4.16), we then obtain for j = 1, 2, 4
Also, we conclude from (4.16) that
Summarizing the above we see that
The asymptotic expression of Z k
The goal is to derive an asymptotic expression of Z k with the purpose of obtaining the limit ofΛ n (z 1 , z 2 ).
Decomposition of Z k
To evaluate Z k , we need two different decompositions of E k M
k (z). With slight abuse of notation, let {e i , i = 1, . . . , k − 1, k + 1, . . . , n} be the (n − 1)-dimensional unit vectors with the ith (or (i − 1)th) element equal to 1 and the remaining equal to 0 according as
Here I (i) is obtained from I n−1 with the ith (or (i − 1)th) diagonal element replaced by zero if i < k (or i > k). With respect to the above notations we would point out that, for i < k (or i > k), the matrix X ki is obtained from X k with the entries on the ith (or (i − 1)th) column replaced by zero; h ki , we have some crucial identities,
where 0 is a p-dimensional vector with all the elements equal to 0. By (5.8) and the frequently used formulas
10)
Summarizing the above and noting E k (s i ) = s i for i < k yield (5.11), as claimed. On the other hand, write
Multiplying by D −1 k on both sides, we have
Therefore, by (5.8), (5.10) and the fact that
Consequently, by splitting
k (z 1 )) as in (5.13), we obtain
where C 2j corresponds to B j , j = 1, . . . , 5, for example,
i<k s T i (B 1 (z 2 ))s i , and C 3j and C 4j are similarly defined. Here both C 3 (z 1 , z 2 ) and C 4 (z 1 , z 2 ) are broken up into two parts in terms of i > k or i < k. As will be seen, the terms in (5.14) tend to 0 in L 1 , except C 25 , C 34 , C 45 . Next let us demonstrate the details.
Conclusion of the asymptotic expansion of Z k
The purpose is to analyze each term in C j (z 1 , z 2 ), j = 1, 2, 3, 4. We first claim the limits of ζ i , ϑ i which appear in C j (z 1 , z 2 ) for j = 2, 3, 4: −→ m(z) for any fixed t by the Helly-Bray theorem and the dominated convergence theorem, we obtain the first conclusion of (5.15) .
Since the imaginary part of (zζ i ) −1 is (ℑ(z) + 1 np ℑ(s T i M ki s i )) whose absolute value is greater than v 1 , we have |ζ i | ≤ |z|/v 1 . Consequently, via (4.1), we complete the proof of the second consequence of (5.15), as claimed.
Consider C 1 (z 1 , z 2 ) first. By (4.6),
Before proceeding, we introduce the inequalities for further simplification in the following. By Lemma 8.10 in Bai and Silverstein [3] and (4.6), for any matrix B independent of s i ,
where we also use the fact that, via (4.6),
For i > k, since E k M k is independent of s i , we similarly have 
Tightness of M
This section is to prove the tightness of M
n (z) for z ∈ C 1 . By (4.7) and Lemma 4.1,
which ensures condition (i) of Theorem 12.3 of Billingsley [8] . Condition (ii) of Theorem 12.3 of Billingsley [8] will be verified by proving
We employ the same notations as those in Section 4.1. Let 
Calculation of the mean and covariance
To complete the proof of Theorem 1.1 and Corollary 1.1, it remains to calculate the mean function and covariance function of Y (f ) and X(f ). The computation exactly follows Bai and Yao [6] and so we omit it.
