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DEFINICIÓN DEL PROBLEMA 
 
 
 
 
Entre los principales problemas que se dan al momento de calcular la vida útil restante (RUL, del 
inglés Remaining Useful Life) está la dificultad para tener una base de datos que contenga toda 
la información del ciclo de vida útil de la máquina y el alto costo computacional que presenta el 
entrenamiento de un sistema de clasificación para realizar inferencia del RUL. Para dar solución 
a estos inconvenientes se han aplicado múltiples técnicas como el entrenamiento de los 
parámetros que describen el RUL de un activo por medio de las redes neuronales, las cuales han 
fracasado por sobre-entrenarse [1-3, 4]; también se ha realizado inferencia del RUL por medio 
de la combinación de señales provenientes de múltiples sensores y conocimiento empírico 
integrado mediante filtros de partículas [5], los cuales han dado buenos resultados pero 
dependen mucho de un conocimiento a priori del sistema, así como de una base de datos 
extensa [3, 6]. 
Por tales razones, los investigadores han empezado a explorar nuevos campos, en los cuales se 
encuentra la aplicación de los Modelos Ocultos de Markov (HMM, del inglés Hidden Markov 
Models) para el análisis de fallas en rodamientos [7-15], la aplicación de los procesos Gaussianos 
para la estimación del RUL en bienes mediante el conocimiento de señales de degradación [15-
26], que han traído consigo mejoras en el mantenimiento predictivo. 
Sin embargo, todavía no se cuenta con una metodología que permita mediante el uso de HMM 
diseñar un clasificador robusto del estado de falla del rodamiento y tampoco se cuenta con una 
metodología que permita inferir el comportamiento de la falla a futuro para los rodamientos, al 
tener solamente acceso a bases de datos incompletas por solo cubrir parte del ciclo de vida de 
la máquina [27-33]. 
Se toma como tema de investigación la inferencia del RUL para rodamientos, mediante el uso 
de HMM en sistemas dinámicos considerando la degradación no lineal entre los diferentes 
estados de falla, debido a la importancia que representan los rodamientos en las máquinas 
rotativas, y también como un aporte en la generación de conocimiento en el área de la 
automatización del mantenimiento para el desarrollo regional. 
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JUSTIFICACIÓN 
 
 
 
En la actualidad, se presta particular importancia al hecho de conocer con exactitud el tiempo 
de vida útil restante de un sistema industrial, sin embargo para un enfoque práctico la 
importancia recae sobre el hecho de conocer el estado actual de desgaste, o falla, presente en 
los equipos o herramientas que conforman estos sistemas industriales [1], ya que el buen 
funcionamiento en conjunto de estos garantiza el buen desempeño del sistema, y permite 
mantener los estándares de producción requeridos. En la industria, las máquinas giratorias son 
ampliamente utilizadas, desde labores de mantenimiento hasta tareas complejas como la 
automatización de sistemas. La experiencia muestra que la mayoría de las fallas en estas 
máquinas se presenta en los cojinetes de los rodamientos, los cuales al presentar fallas generan 
paros [2]. Para inferir el RUL de los rodamientos se usan técnicas como el análisis por redes 
bayesianas dinámicas, las cuales proporcionan una buena estimación del RUL, sin embargo, 
éstas exigen un alto costo computacional, además de requerir bases de datos con la historia 
completa de la vida útil del rodamiento [3, 4, 6]. También se estima el RUL mediante modelos 
de la integración de múltiples bases de datos usando filtros estocásticos que entregan una 
estimación del RUL, pero igual exigen un alto costo computacional, además de que se integra un 
gran error al unir múltiples bases de datos tomadas por diferentes sensores [13, 14]. 
Por tales limitaciones, se plantea una metodología basada en la estimación del RUL haciendo 
uso de los Modelos Ocultos de Markov, los cuales son usados en aplicaciones con señales cuasi-
estacionarias como es el caso de clasificadores de señales sonoras como el habla humano [7], y 
en donde se puede asumir que las señales de las vibraciones generadas por un rodamiento se 
pueden aproximar a dicho tipo de señales [8]. También se plantea el uso de los procesos 
Gaussianos como un método innovador que ataca rotundamente las metodologías que exigen 
un alto costo computacional como las mencionadas en [13, 14], ya que los procesos Gaussianos 
al contrario de estos, tiene un costo computacional mejor y se adaptan fácilmente a cualquier 
tipo de señal sin sobrentrenarse y permitiendo un buen seguimiento al comportamiento  de 
cualquier señal. Lo cual permite inferir el estado posterior del proceso para así plantear una 
metodología de mantenimiento predictivo [9, 10]. Actualmente se ha explorado con estos 
métodos aplicándolos en otras áreas del conocimiento como el pronóstico del RUL en turbinas 
[11], en el modelamiento de las funciones de riesgo de bienes útiles [12] y en el monitoreo de 
la salud de componentes electrónicos [33-45]. 
Las metodologías anteriores conforman parte del estado actual del arte para el análisis de 
señales de vibraciones en rodamientos, además atienden al quehacer e interés de estudio al 
interior del Grupo de Investigación en Automática de la Universidad Tecnológica de Pereira, 
formando un punto de vista novedoso y con terreno por explorar. 
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OBJETIVOS 
 
 
 
Objetivo general 
 
 
Diseñar una metodología para la inferencia de la vida útil restante en rodamientos, mediante el 
uso de los Modelos Ocultos de Markov y Procesos Gaussianos. 
 
Objetivos específicos 
 
 
 Diseñar un sistema para la extracción de características en la escala de MEL aplicable a 
señales de vibración provenientes de acelerómetros ubicados en rodamientos bajo falla. 
Se emplean bases de datos disponibles. 
 
 Realizar tratamiento de las señales de datos para mejorar la calidad de las características 
de la señal, para lo cual se diseña libros de códigos (discretización de la señal)  mediante 
el uso de Fuzzy K-mean Clustering y Spectral Clustering. 
 
 Diseñar un clasificador para las señales provenientes del rodamiento usando Mixturas 
de Modelos Ocultos de Markov. 
 
 Diseñar un clasificador para las señales provenientes del rodamiento usando Procesos 
Gaussianos. 
 
 Inferir el estado posterior del rodamiento mediante los resultados obtenidos mediante 
las máquinas entrenadas y los resultados obtenidos en la tarea de clasificación. 
 
 Diseñar un sistema de diagnóstico para rodamientos en base al RUL. 
 
 Plantear una metodología teórica del pronóstico en base a los resultados encontrados 
por los clasificadores Gaussianos y los Modelos Ocultos de Markov. 
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PARTE II                                                                                                                                                                                                                                                                         
MATERIALES Y MÉTODOS 
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CAPÍTULO 1                                                                                                                                                                            
MARCO REFERENCIAL 
 
 
 
 
1.1. ANTECEDENTES 
 
 
 
Actualmente, con el encarecimiento de la materia prima y el crecimiento de la competencia en 
el mercado mundial, la productividad en las compañías de manufacturación ha pasado de ser 
un aspecto relevante a ser el objetivo primario. La productividad es proporcional a la producción 
que se tenga, por lo cual, incrementar la disponibilidad puede lograr un incremento en la 
producción. 
La razón indicada anteriormente, enfatizan la gran importancia de un monitoreo continuo, para 
conocer el estado de degradación de la máquina y evitar pérdidas por fallas presentes durante 
la producción y que no fueron asumidas por falta del desconocimiento del estado de la 
maquinaria. 
Muchos investigadores se han enfocado en el desarrollo de sistemas confiables que permitan 
catalogar el estado de las máquinas, o en su defecto de las partes críticas de las mismas, como 
es el caso de los rodamientos en los motores eléctricos. El objetivo es prevenir fallas y permitir 
programar paros seguros de reparación y mantenimiento. Una manera de estudiar las fallas es 
a través del análisis de la Vida Útil Restante (RUL, del inglés Remaining Useful Life), permitiendo 
conocer la proyección del desgaste actual del rodamiento, debido a que el conocimiento del 
desgaste actual no es suficiente para tomar una decisión en las labores de mantenimiento. Se 
emplean los Modelos Ocultos de Markov (HMM, del inglés Hidden Markov Models) y los 
Procesos Gaussianos (PG), como metodologías para inferir el comportamiento del desgate del 
rodamiento hasta su posible falla. 
En este proyecto se diseñará un sistema para el pronóstico del RUL en rodamientos, con base 
en datos de vibraciones y los procesos Gaussianos, donde previamente se realiza caracterización 
de las señales de vibración con fines de discriminar fallos. Los HMM permiten crear grupos que 
se encuentran inmersos dentro de una base de datos conformada por observaciones de las 
cuales solo se conocen algunas características, el punto clave de usar estos modelos radica en 
que no es necesario conocer el historial de fallas total de la máquina, sino un comportamiento 
actual y una base de datos estratificada, ya que en HMM los estados anteriores no afectan el 
valor del estado siguiente, propiedad que es bien vista para el estudio de señales cuasi-
estacionarias, como es el caso de las vibraciones. Los procesos Gaussianos por otra parte 
presentan un modelo de bajo costo computacional con una alta expectativa a aplicaciones en 
tiempo real, que permiten una diferenciación más precisa entre estados de desgaste no lineal 
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Vecinos, debido a la manera de construcción la cual consiste un clasificador continuo a partir del 
compendio de múltiples clasificadores discretos Gaussianos.  
 
 
1.2. MARCO CONCEPTUAL 
 
 
 
Proceso estocástico: Un proceso estocástico es un proceso aleatorio que evoluciona de acuerdo 
con un parámetro que por lo general es el tiempo [9]. 
 
Proceso sin memoria o Markoviano: Si en un proceso estocástico, la transición a un estado 
siguiente solo depende del estado presente en que se encuentre el sistema o proceso, es decir, 
no importa el recorrido que hizo el proceso o sistema para llegar al estado presente, se dice que 
este proceso no tiene memoria o es “Markoviano” [9]. 
 
Modelo Oculto de Markov: Un modelo oculto de Markov o HMM (por sus siglas del inglés, 
Hidden Markov Model) es un modelo estadístico en el que se asume que el sistema a modelar 
es un proceso de Markov de parámetros desconocidos. El objetivo es determinar los parámetros 
desconocidos (u ocultos, de ahí el nombre) de dicha cadena a partir de los 
parámetros observables. Los parámetros extraídos se pueden emplear para llevar a cabo 
sucesivos análisis, por ejemplo en aplicaciones de reconocimiento de patrones [7]. 
 
Fuzzy Clustering: Es una técnica iterativa para el desarrollo de conglomerados, esta técnica al 
igual que muchas otras es derivada de la técnica original llamada C-means clustering, esta 
técnica de conglomerados, consiste en la elaboración de k grupos para una base de datos, en la 
cual cada muestra de la base de datos se le asigna un grupo correspondiente al cual tenga mayor 
pertenencia, esta técnica a diferencia de C-means no mide la distancia entre datos y grupos 
mediante una distancia euclidiana, lo cual ofrece mejores resultados en un análisis 
multidimensional. 
  
Spectral Clustering: Es una técnica iterativa para el desarrollo de conglomerados. Esta técnica 
al igual que muchas otras es derivada de la técnica original llamada C-means, esta técnica de 
conglomerados, consiste en la elaboración de k grupos para una base de datos, en la cual cada 
muestra de la base de datos se le asigna un grupo correspondiente a la cual tenga la mayor 
pertenencia, esta técnica a diferencia de otras técnicas, mide la distancia entre grupos y datos 
mediante una distancia no euclidiana, lo cual ofrece mejores resultados en un análisis 
multidimensional. 
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CAPITULO 2                                                                                                                                                                                                                                                   
CREACIÓN DE LOS LIBROS DE CÓDIGOS. 
 
 
 
 
Los libros de códigos se definen como el compendio de los datos filtrados y discretizados bajo 
uno de los criterios de agrupación, para este proyecto se hizo uso de dos criterios de agrupación 
para llevar a cabo la discretización de los datos, la cual tiene como objetivo mejorar los tiempos 
de ejecución del algoritmo sacrificando un porcentaje de la diversidad de valores encontrados 
en la base de datos. 
 
A continuación se explica el proceso aplicado a la base de datos para crear los libros de códigos 
(o la discretizacion de los datos), la cual fue implementada mediante dos técnicas de 
agrupamiento, las cuales fueron Fuzy K-Means y los Spectral Clustering. 
 
 
2.1. CONSTRUCCIÓN DE LOS LIBROS DE CÓDIGOS. 
 
 
 
El algoritmo de entrenamiento empieza definiendo la cantidad de agrupaciones a utilizar, la 
cantidad de agrupaciones definidas en los algoritmos siempre será denominada por K, sin 
importar el método que se elija, donde cada una de estas agrupaciones representa un conjunto 
de datos. 
El siguiente paso consiste en tomar cada dato del espacio muestral y asociarlo a la agrupación 
más cercana, este paso varía dependiendo del método de agrupamiento que se escoja, los 
cuales se mencionaron anteriormente. Finalmente se evalúa el desempeño de las asignaciones 
con respecto a una tolerancia asignada, si el sistema no converge se repiten los pasos anteriores 
[19-22]. 
 
 
1. Asignar la cantidad de agrupaciones K, utilizando un punto de partida inicial aleatorio. 
 
2. Ubicar cada una de las muestras del espacio muestral en las K agrupaciones, en donde 
la muestra queda asignada a la agrupación con menor diferencia en su media. 
 
3. Revisar los criterios de parada del proceso de asignaciones, estos criterios pueden ser 
número de iteraciones o por óptimo global, el óptimo global se asocia al hecho de que 
no se presenten cambios mayores entre la media de la agrupación actual con su 
anterior. 
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4. Si los criterios de parada no se cumplen, se actualizan las K agrupaciones y se regresa al 
paso 3. 
 
5. Si los criterios de parada se cumplen, termina el proceso iterativo.    
 
Figura 1. Diagrama de Flujo para el algoritmo de K-Means Clustering. 
 
 
 
2.2. ANÁLISIS DE SEÑALES. 
 
 
 
El análisis de señales consiste en el proceso de convertir una forma de onda cualquiera, en un 
conjunto de características conocidas con las cuales sea posible realizar un análisis matemático 
detallado. Para realizar este análisis es necesario captar de la señal dos conjuntos de 
parámetros, que corresponden a la frecuencia (tiempo) y la energía, con lo cual es posible 
modelar matemáticamente la señal [15]. 
 
Las señales pueden llegar a ser complejas, dependiendo directamente de la cantidad de 
información contenida. Un ejemplo de esto se ve en la voz humana, así para un hablante 
cualquiera se puede identificar su género, la edad, el mensaje que quiere transmitir, la emoción 
que transmite al momento de hablar, y si se cuenta con un registro de los hablantes, se podría 
identificar al mismo hablante [16]. 
 
Varias técnicas han sido propuestas para reducir el desfase entre la prueba y los entornos de 
formación, en los cuales los métodos funcionan bien tanto para el espectro [17, 18] como para 
el dominio cepstral [19]. En primer lugar, la onda se convierte en una señal digital, con el fin de 
poder producir datos digitales que representen cada nivel de la señal en cada paso de tiempo, 
luego a estas señales digitalizadas se les extrae sus características usando coeficientes cepstrales 
en la frecuencia de Mel (MFCC), para crear así las funciones de voz correspondientes de la señal. 
 
 
 
  
15 
 
2.2.1. Extracción de los Coeficientes Cepstrales                                                                                                                      
en la frecuencia de Mel (MFCC) 
 
La extracción de características en señales de vibración es una tarea importante para 
mejorar el rendimiento en cualquier tarea de reconocimiento. La eficiencia en este 
proceso afecta la calidad de los modelos entrenados a la hora de llevarse a cabo una 
tarea de reconocimiento. 
 
Los Coeficientes Cepstrales en la Frecuencia de Mel (MFCC) se basan en las percepciones 
auditivas humanas, las cuales no sobrepasan frecuencias de más de 1Khz. En otras 
palabras, los MFCC se basan en la variación conocida de ancho de banda crítica del oído 
humano con frecuencia entre Khz. Los MFCC tiene dos tipos de filtro que están 
espaciados de forma lineal en la frecuencia por debajo de 1000 Hz y con espaciamiento 
logarítmico sobre los 1000 Hz. Un tono subjetivo está presente en la escala de frecuencia 
de Mel, la cual permite capturar las características más importantes de la fonética en el 
habla. El proceso global de la MFCC se muestra en la figura 2 [20, 21]: 
 
Figura 2. Diagrama de bloques para el cálculo de los MFCC. 
 
 
Como se observa en el diagrama de bloques de la figura 2, para el procesamiento de la 
señal mediante los MFCC se requiere de 7 pasos computacionales con los cuales se hace 
el cambio de escala a una señal de voz: 
 
Paso 1: Pre-Énfasis 
Este paso procesa la señal a través de un filtro que hace hincapié en frecuencias más 
altas. Este proceso permite incrementar la energía de la señal de voz a altas frecuencias. 
 
Y (n) = X(n) − 0.95X(n − 1) (2.1) 
 
Para el caso que se muestra, se considera una constante a = 0.95, lo que significa que 
un 95% de la muestra actual ha sido originada a partir de la muestra anterior. 
 
Paso 2: Enmarcar 
En este proceso, se organiza cada segmento de la señal de habla obtenida a partir de la 
conversión analógica a digital (ADC) en un pequeño marco de cierta longitud; se debe 
escoger adecuadamente estos marcos para cada señal, para el caso del habla se utiliza 
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un marco de referencia entre 20 a 40 mseg. Finalmente, lo que se obtiene es una señal 
contenida en muestras de N tramos, donde N representa la cantidad de marcos 
escogidos para la señal bajo estudio. 
 
Paso 3: Ventaneo (Windowing) 
En este paso se hace uso de las ventanas de Hamming, el proceso consisten en integrar 
todos los marcos de frecuencias cercanas creados anteriormente en un vector único que 
posee toda la información de la señal. Así, la salida que se tiene de la señal a través de 
la ventana, se muestra a continuación: 
 
Y(n) = X(n) ×W(n) (2.2) 
W(n) = 0.54 − 0.46cos[2πn/(N − 1)]          0 ≤ n ≤ N − 1           (2.3) 
 
Donde: 
N =  Número de muestras en cada fotograma 
Y(n) =  Señal de salida 
X(n) =  Señal de entrada 
W(n) = Ventana de Hamming,  
 
Paso 4: Transformada rápida de Fourier (FFT) 
Para convertir cada fotograma de N muestras del dominio del tiempo al dominio de la 
frecuencia, se hace uso de la transformada de Fourier, el procedimiento para este paso 
es el siguiente, hacer la convolución al pulso glotal U[n] y a la respuesta del tracto vocal 
de impulso h [n] en el dominio del tiempo. Esta declaración se apoya en la siguiente 
ecuación: 
 
Y(w) = FFT [H(t) ∗ X(t)]
= H(w) ∗ X(w) 
(2.4) 
 
En donde X(w),H(w) e Y(w) son la Transformada de Fourier de X (t), H (t) e Y (t), 
respectivamente. 
 
Paso 5: Banco de filtros Mel para el procesamiento (Mel Filter Bank Processing) 
El rango de frecuencias en el espectro de FFT es muy amplio y la señal no sigue una 
escala lineal, lo cual dificulta el almacenamiento de los datos de una manera correcta, 
por lo cual se hace necesario aplicar filtros. El banco de filtros de acuerdo con la escala 
de Mel se muestra en la figura 3. 
 
Figura 3. Banco de Filtros en la escala de Mel. 
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En la figura 3 se muestra un conjunto de filtros triangulares, los cuales se utilizan para 
calcular una suma ponderada de componentes espectrales de modo que la salida del 
proceso se aproxime a una escala de Mel. Cada filtro de magnitud y frecuencia 
correspondiente posee una forma triangular e igual a la unidad de frecuencia central y 
disminuye linealmente hasta cero en una cantidad equivalente a la frecuencia central 
que hay entre los dos filtros adyacentes a él [22, 7]. Entonces, cada salida del filtro es la 
suma de sus componentes espectrales filtradas. La siguiente ecuación se utiliza para 
calcular la frecuencia de Mel en Hz: 
 
F(Mel) = [2595 ∗ log10[1 + f]700] (2.5) 
 
Paso 6: Transformada Discreta del Coseno (DCT) 
Este es el proceso que se lleva a cabo para convertir el espectro de registro en escala de 
frecuencia de Mel al dominio del tiempo, lo que se logra mediante la Transformada 
Discreta del Coseno (DCT). El resultado de la conversión de frecuencia se llama 
coeficiente Mel Cepstrum. Al conjunto de coeficientes Mel cepstrum se les denomina 
vectores acústicos. Por lo tanto, cada expresión de entrada se transforma en una 
secuencia del vector acústico. 
 
Paso 7: Energía Delta y Espectro Delta 
En cualquier otro tipo de señal cuasi-estacionaria, se pueden presentar cambios bruscos 
en sus marcos. Por lo tanto, existe la necesidad de añadir funciones relacionadas con el 
cambio en las características cepstrales a lo largo del tiempo, para esto se dispone de 
un conjunto de 13 funciones delta o también llamadas funciones de velocidad (12 
funciones cepstrales más una de energía), y de 39 características de triángulo doble o 
también llamadas características de aceleración las cuales se deben agregar al análisis. 
Cada una de las 13 funciones delta representa el cambio entre los fotogramas. Cada una 
de las 39 funciones de triangulo doble representa el cambio entre marcos de las 
características de delta correspondientes, esta se describe matemáticamente como se 
muestra a continuación. 
 
d(t) =
C(t + 1) − c(t − 1)
2
 
(2.6) 
 
 
2.3. FUZZY K-MEANS 
 
 
El algoritmo de Fuzzy K-means clustering es implementado mediante varios pasos, entre 
estos pasos primero se debe escoger un punto inicial para los centros de los núcleos, 
este paso se puede hacer mediante una división de distancias equidistante del espacio 
muestral, con los cual el algoritmo empezara a ordenar cada dato con respecto al núcleo 
más cercano, el segundo paso que realiza el algoritmo es actualizar la posición de los 
centroides, minimizando la función de costos, en este paso los centroides son ubicados 
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en la posición más cercana a los grupos de datos que al ser evaluados dieron el mejor 
valor de probabilidad de pertenencia a ese grupo[8, 16]. 
 
 
Algoritmo de Fuzzy K-Means 
Sea 𝑿 = {𝑋1, 𝑋2, … , 𝑋𝑛} un conjunto de objetos de tamaño n. Los objetos 𝑿 =
{𝑋𝑖1, 𝑋𝑖2, … , 𝑋𝑖𝑛} están caracterizados por ser un conjunto compuesto por m 
características (variables o atributos). El algoritmo de Fuzzy K-means o el algoritmo de 
c-medias difusas [8, 16], busca particionar los datos X en K grupos, minimizando la 
función objetivo F, la cual posee variables desconocidas las cuales se nombran U y Z, la 
función F se expresa a continuación: 
 
𝐹(𝑈, 𝑍) =∑∑𝑢𝑖𝑙
𝛼𝐷(𝑋𝑖, 𝑍𝑙)
𝑛
𝑖=1
𝑘
𝑙=1
 
(2.7) 
 
Sujeta a: 
{
  
 
  
 
∑𝑢𝑙,𝑖 = 1,
𝑘
𝑙=1
1 ≤ 𝑖 ≤ 𝑛  
0 ≤ 𝑢𝑙,𝑖 ≤ 1, 1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑙 ≤ 𝑘
0 ≤∑𝑢𝑙,𝑖
𝑛
1=1
< 𝑛, 1 ≤ 𝑙 ≤ 𝑘  
 
 
(2.8) 
 
 
Donde: 
 
U es una matriz de miembros de tamaño 𝑛 × 𝑘 y ∝ ∈ [1,∝) son el peso de los 
parámetros. 
 
𝑍 = {𝑍1, 𝑍2, … , 𝑍𝑘} es el conjunto de k medias que conforman los centros de los k 
núcleos. 
 
𝐷(𝑋𝑖, 𝑍𝑙), se denota como la distancia de dis-similaridad medida entre la característica i 
al núcleo l en la j-ésima variable, usualmente se define como se muestra a continuación: 
 
𝐷(𝑋𝑖, 𝑍𝑙) =∑(𝑥𝑖,𝑗 − 𝑧𝑙,𝑗)
2.
𝑚
𝑗=1
  
 
(2.9) 
 
 
Al abordar el problema de optimización se encuentra que este se puede resolver 
mediante la minimización de los dos siguientes problemas: 
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Problema 𝑃1: se fija 𝑍 = ?̂?, esto ayuda a reducir el problema que se presenta en 𝑃(𝑈, ?̂?); 
Problema 𝑃2: Se fija 𝑈 = ?̂?, esto ayuda a reducir el problema que se presenta en 
𝑃(𝑈, ?̂?); 
 
El problema 𝑃1 se resuelve con 
𝑈𝑖𝑙 =
{
 
 
 
 
1, 𝑆𝑖 𝐷𝑖𝑙 = 0
0, 𝑆𝑖 𝐷𝑖ℎ = 0, ℎ ≠ 𝑙
1 ∑(
𝐷𝑖𝑙
𝐷𝑖ℎ
)
1
∝−1
𝑘
ℎ=1
⁄ , 𝑆𝑖 𝐷𝑖ℎ ≠ 0 𝑝𝑎𝑟𝑎 1 ≤ ℎ ≤ 𝑘.
 
 
(2.10) 
 
 
 
Para 1 ≤ 𝑙 ≤ 𝑘 y 1 ≤ 𝑖 ≤ 𝑛. 
 
Ahora para solucionar el problema 𝑃2 usamos 
 
𝑍𝑙,𝑗 =
∑ 𝑢𝑖,𝑙𝑥𝑖,𝑗
𝑛
𝑖=1
∑ 𝑢𝑖,𝑙
𝑛
𝑖=1
 𝑝𝑎𝑟𝑎 1 ≤ 𝑙 ≤ 𝑘 𝑦 1 ≤ 𝑗 ≤ 𝑚 
 
(2.11) 
 
 
2.4. SPECTRAL CLUSTERING 
 
 
Los métodos espectrales han sido introducidos para el análisis de datos conglomerados 
para su aplicación en diversos campos. En particular los conglomerados espectrales son 
técnicas que hacen referencia a la estructura propia de la matriz de similaridad, en 
donde la pertenencia de un punto o una variable está asociada al núcleo con el cual 
comparta más similaridad [8, 16]. 
 
 
2.4.1. Descripción de la composición Espectral                                                                                                                  
de una Matriz de similaridad. 
 
 
Los algoritmos de conglomerados espectrales están compuestos de tres pasos 
fundamentales. El primer paso es construir la matriz de similaridad de los datos. La 
computación de este paso generalmente requiere que los datos estén normalizados. El 
segundo paso consiste en computar la matriz de Laplacianos, en el cual se debe asignar 
el valor de núcleos deseados. Los núcleos formados por los datos proyectan el espacio 
propio de los datos, debido a esto la mayor cantidad de núcleos posibles es equivalente 
a la cantidad de valores propios de la matriz. El tercer paso consiste en archivar los 
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valores propios que fueron reconocidos por los k núcleos en una matriz de relación o de 
pertenencia. 
 
Este método tiene un poder alto de aprendizaje ya que tiene la habilidad de reconocer 
núcleos no convexos y evitar caer en mínimos locales con facilidad. Como puede suceder 
al realizar las primeras iteraciones. 
 
 
2.4.2. Algoritmo de una Matriz de Similaridad 
 
 
Se tiene un conjunto de puntos 𝐶 = {𝐶1, 𝐶2, … , 𝐶𝑛} el cual se quiere clasificar en k clases. 
Construir la matriz de similaridad  𝐴 ∈  𝑅𝑛×𝑛, con lo cual se define 𝐴𝑖𝑗 , en donde cada 
punto del conjunto de datos 𝐶𝑖 tiene un valor entre 0 y 1 con respecto a cada núcleo. 
 
1. Hallar la matriz diagonal 𝐷 ∈ 𝑅𝑛×𝑛 en donde 𝐷𝑖𝑖 = ∑ 𝐴𝑖𝑚
𝑛
𝑚=1 , y definir la matriz 
de similaridad 𝐿 = 𝐷
−1
2⁄ 𝐴𝐷
−1
2⁄ . 
 
2. Extraer los k valores propios principales {𝑋1, … , 𝑋𝑘} de  𝐿, y con estos formar la 
matrix 𝑋 que contenga todos los valores propios en las columnas. 
 
3. Calcular la matriz Y normalizando cada línea de 𝑋: 𝑌𝑖𝑗 = 𝑋𝑖𝑗/∑ 𝑋𝑖𝑚
2 .𝑛𝑚=1  
 
4. Considerando que cada punto de 𝐶𝑖 ∈ 𝐶 es transformado en 𝐶𝑖
′ ∈  𝑅𝑘 donde las 
cordenadas son {𝑌𝑖𝑚, 𝑚 ∈  {1, … , 𝑘}} , se aplica la transformada de los k-means 
clustering para transformar cada punto al centroide más cercano. 
 
5. Finalmente se asigna cada punto original 𝐶𝑖 a su clase correspondiente según la 
transformada 𝐶𝑖
′. 
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CAPITULO 3                                                                                                                        
MÉTODOS DE CLASIFICACIÓN 
 
 
 
 
Los modelos continuos proporcionan un clasificador del estado actual de desgaste de la 
máquina, así como una función que describe en gran medida el comportamiento de una 
maquinaria ligado a la cantidad de información que se le presente mediante datos tomados. Los 
procesos Gaussianos y los Modelos Ocultos de Markov permiten crear grupos que se encuentran 
inmersos dentro de una base de datos conformada por observaciones. Estos permiten trabajar 
sobre datos con comportamiento no lineal, siempre y cuando la señal sea continua o al menos 
sea continua por tramos (señal cuasi-estacionaria). En este documento se presenta el 
entrenamiento de un sistema para clasificación continua, que evita los errores de clasificación 
presentes entre dos estados vecinos, haciendo uso de los procesos Gaussianos. El objetivo final 
es formar un clasificador continuo a partir del compendio de múltiples clasificadores discretos 
Gaussianos, para lo cual se hace un pre procesamiento de la señal y extracción de características 
por Coeficientes Cepstrales. 
 
Ambos modelos tienen importantes aplicaciones en confiabilidad. La simplicidad y poder 
analítico de ambos métodos para entrenar modelos de detección y clasificación, los han hecho 
reconocidos en el estudio de todo tipo de ondas cuasi-estacionarias como el habla humano o el 
ruido generado por una máquina rotativa como se demostrará en capítulos posteriores en 
donde se planteará una metodología para este tipo de análisis. 
 
 
3.1. PROCESOS GAUSSIANOS. 
 
 
 
Se define un proceso Gaussiano sobre la función a(x) y luego se transforma con una función 
logística sigmoidal σ(a), así se obtiene un proceso estocástico. La distribución de probabilidad 
sobre la variable de destino t está entonces dada por la distribución de Bernoulli, ecuación 3.1. 
 
p(t a⁄ ) = σ(a)t(1 − σ(a))1−t (3.1) 
 
Se denota las entradas de formación establecidas por X1, … , Xn con las correspondientes 
variables objetivo observadas y guardadas en t = (t1, … , tn)
T. Se considera un solo punto de 
prueba xn+1 con valor objetivo tn+1. El objetivo del proceso Gaussiano es determinar la 
distribución predictiva p(
tn+1
t⁄ ). Para solucionar el posterior se introduce un proceso 
Gaussiano. 
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El Prior del proceso Gaussiano para an+1 toma la forma mostrada en la ecuación 3.2. 
 
p(an+1) = N(
an+1
0, Cn+1
⁄ ) (3.2) 
 
A diferencia del caso de regresión, la matriz de covarianza no incluye un término de ruido porque 
supone que todos los puntos de datos de entrenamiento están etiquetados correctamente. Sin 
embargo, por razones numéricas es conveniente introducir un término de ruido gobernado por 
un parámetro v, que asegura que la matriz de covarianza sea definida positiva. Por lo tanto la 
matriz de covarianza Cn+1 tiene elementos dados por la ecuación 3.3. 
 
C(Xn, Xm) = k(Xn, Xm) + vδnm (3.3) 
  
donde k(xn, xm) es cualquier función del núcleo semidefinida positiva, el valor de ν está 
normalmente fijado por adelantado. 
 
Para los problemas en donde las clases se comparan, es suficiente predecir p(
tn+1 = 1
Tn
⁄ ) 
porque el valor de p(
tn+1 = 0
T𝑛
⁄ ) viene dado por 1 − p (
tn+1 = 1
t𝑛
⁄ ). La distribución 
predictiva requerida viene dada por la ecuación 3.4. 
 
p (
tn+1 = 1
tn
⁄ ) = ∫p (
tn+1 = 1
an+1⁄ ) p (
an+1
tn⁄
)dan+1 
(3.4) 
 
Esta integral es analíticamente intratable, por lo que se puede aproximar utilizando métodos de 
muestreo. Alternativamente, se puede considerar técnicas basadas en una aproximación 
analítica, para más detalle se puede mirar la referencia [8]. 
 
 
3.1.1. Acondicionamiento de las señales de Vibración 
 
 
En este paso, se discuten los criterios tomados para el cambio del dominio temporal de la señal 
al dominio tiempo-frecuencia representado en los coeficientes Cepstrales en escala Mel como 
se muestra en el capítulo 2. El primer paso es fijar los parámetros que se desean manipular, que 
para este caso son: cantidad de coeficientes Cepstrales por ventana de la señal, cantidad de 
filtros Mel a aplicar y finalmente el traslape entre ventanas. El tamaño de las ventanas se fija en 
200ms, la idea de este paso es implantar una metodología que permita establecer heurísticas 
para el entrenamiento de un modelo clasificador de fallas, sin omitir información relevante de 
las señales originales y además optimizar los recursos informáticos. 
 
 
3.1.2. Configuración del proceso Gaussiano. 
 
 
Para la configuración del proceso Gaussiano, se procede como se describe a continuación. 
 
Se eligen los hiperparámetros, de tal forma que no se escoja un mínimo local [8, 9]. El método 
de minimización a emplear es aproximación por Laplace, con el cual se minimiza el error para 
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inferir los parámetros del modelo. Así mismo, se establece la media de los parámetros y la 
covarianza como los valores iniciales de los parámetros del modelo. Esto se hace debido a que 
la función es no uni-modal. 
 
Con los valores iniciales, se establece el cálculo aproximado del posterior, ecuación 3.5: 
 
q(f D⁄ ) = 𝒩(f μ, V⁄ ) (3.5) 
 
La inferencia exacta sólo es manejable para probabilidades Gaussianas. 
El kernel para poder medir distancias y hacer las comparaciones es el que expresa en la ecuación 
3.6: 
 
kψ(x, x′) = V[f(x)f(x′)] = E[(f(x) − m(x))(f(x′) − m(x′))] 
k(x, x′) = σf
2exp(−
1
2ℓ2
(x − x′)T(x − x′)) 
ψ = {lnℓ, lnσf} (3.6) 
 
Así, finalmente se tiene la expresión de la probabilidad como en la ecuación (3.7): 
 
likGauss(t) =
exp(−(t − y)2 2sn2⁄ )
√2πsn2
 (3.7) 
 
Donde “y” es la media y “sn” es la desviación estándar. 
 
Con la anterior función se entrenan los parámetros del proceso Gaussiano que describe la base 
de datos en estudio. 
 
Una vez entrenados los parámetros del proceso Gaussiano, se verifican los parámetros 
entrenados, usando el test de Bernoulli para pruebas binarias, con el cual se tiene el grado de 
pertenencia de cada señal a un respectivo grupo. 
 
 
3.1.3. Implementación del Proceso Gaussiano. 
 
 
Para la implementación del algoritmo, se recurre al uso de la aproximación por La Place, 
se elige la aproximación por Laplace para evadir una alta complejidad en el algoritmo y 
así minimizar el esfuerzo computacional requerido. La complejidad del algoritmo se 
puede definir mediante la matriz simétrica positiva. 
 
𝐵 = 𝐼 +𝑊
1
2𝐾𝑊
1
2 
 
Donde el costo computacional es 𝑂(𝑛2) , donde w es una matriz diagonal, B es la matriz 
de valores propios, B es la matriz de covarianzas. 
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Algoritmo del proceso Gaussiano. 
𝐸𝑛𝑡𝑟𝑎𝑑𝑎:𝑲 (𝑚𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑧𝑎), 𝒚 (±1 𝑜𝑏𝑗𝑒𝑡𝑖𝑣𝑜𝑠), 𝒑 (
𝒚
𝒇⁄ ) (𝐹𝑢𝑛𝑐𝑖ó𝑛 𝑑𝑒 𝑣𝑒𝑟𝑜𝑠𝑖𝑚𝑖𝑙𝑖𝑡𝑢𝑑) 
𝑓 ≔ 0 (𝐼𝑛𝑖𝑐𝑖𝑎𝑙𝑖𝑧𝑎𝑐𝑖ó𝑛) 
𝑟𝑒𝑝𝑒𝑡𝑖𝑟 𝐼𝑡𝑒𝑟𝑎𝑐𝑖ó𝑛 𝑑𝑒 𝑁𝑒𝑤𝑡𝑜𝑛 
𝑊 ≔ −∇∇𝑙𝑜𝑔𝑝 (
𝑦
𝑓⁄ ) 𝑠𝑒 𝑒𝑣𝑎𝑙𝑢𝑎 𝑊 
𝐿 ≔ 𝑐ℎ𝑜𝑙𝑒𝑠𝑘𝑦(𝐼 +𝑊
1
2𝐾𝑊
1
2) 
𝑏 ≔ 𝑊𝑓 + ∇𝑙𝑜𝑔𝑝 (
𝑦
𝑓
) 
𝑎 ≔ 𝑏 −𝑊
1
2𝐿𝑇(𝐿\(𝑊
1
2𝐾𝑏)) 
𝑓 ≔ 𝐾𝑎 
ℎ𝑎𝑠𝑡𝑎 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑟 
𝑙𝑜𝑔𝑞 (
𝑦
𝑋, 𝜃⁄ ) ≔ −
1
2
𝑎𝑇𝑓 + 𝑙𝑜𝑔𝑝 (
𝑦
𝑓⁄ ) −∑𝑙𝑜𝑔𝐿𝑖𝑖
𝑖
 
𝑟𝑒𝑔𝑟𝑒𝑠𝑎𝑟: 𝑓 ≔ 𝑓(𝑝𝑜𝑠 𝑚𝑜𝑑𝑜), log q(
𝑦
𝑋, 𝜃⁄ ) 
 
 
3.2. MODELOS OCULTOS DE MARKOV HMM 
 
 
 
Un modelo oculto de Markov (Hidden Markov Model HMM), es un modelo estadístico utilizado 
para modelar procesos de Markov de parámetros no observables u ocultos. Las cadenas de 
Markov generalmente asumen una cantidad finita de estados en donde cada estado es asociado 
a un evento físicamente observable. Cuando estos estados no se pueden definir de una manera 
directa, por la complejidad de las observaciones, es recomendable construir un modelo oculto 
de Markov, el cual, corresponde a un proceso estocástico doblemente inmerso, donde se posee 
una cadena de estados ocultos y en donde cada estado a su vez posee una matriz de emisión de 
símbolos con características propias [6,26-29]. 
 
Así los modelos ocultos de Markov se pueden caracterizar formalmente mediante los siguientes 
parámetros: 
 
1. N, es el número de estados en el modelo. Los cuales normalmente están ocultos para la 
mayoría de las aplicaciones, estos estados generalmente están conectados entre sí de 
manera que se pueda ir de un estado oculto a otro (cadena ergódica), estos estados se 
denotan como 𝑆 = {𝑆1, 𝑆1, … , 𝑆𝑁}, y el estado en el tiempo t se denota como 𝑞𝑡. 
 
2. M, es el número de símbolos diferentes de observaciones por estado, los cuales deben 
estar contenidos en un alfabeto discreto. Los símbolos de observación corresponden a 
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las salidas físicas del sistema que se quiere modelar. Se denotan los símbolos 
individuales como 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑀}. 
 
3. A, es la matriz de  probabilidad de transición de estado, 𝐴 = {𝑎𝑖𝑗} donde 
 
𝑎𝑖𝑗 = 𝑃[𝑞𝑡+1 = 𝑆𝑗|𝑞𝑡 = 𝑆𝑖],   1 ≤ 𝑖, 𝑗 ≤ 𝑁                                    (3.11) 
 
En el caso de que para cualquier estado, se pueda llegar a otro estado en un paso, se 
tendrá que 𝑎𝑖,𝑗 > 0 para todo i,j. de lo contrario se puede tener 𝑎𝑖,𝑗 = 0 para uno o más 
pares. 
 
4. B, es la matriz de probabilidad de emisión de los símbolos en el estado j . 
 
𝐵 = {𝑏𝑗(𝑘)},  Donde 
 
𝑏𝑗(𝑘) = 𝑃[𝑉𝑘 𝑒𝑛 𝑡|𝑞𝑡 = 𝑆𝑗], 1 ≤ 𝑗 ≤ 𝑁,   1 ≤ 𝑘 ≤ 𝑀                       (3.12) 
 
5. 𝜋, es el vector de estado inicial 𝝅 = {𝜋𝑖}, donde 
 
𝜋𝑖 = 𝑃[𝑞1 = 𝑆𝑖],     1 ≤ 𝑖 ≤ 𝑁                                       (3.13) 
 
Por otra parte si se tiene los valores de S, V, A, B y 𝜋 del modelo oculto de Markov se puede 
generar una secuencia de observaciones (donde cada observación 𝑂𝑡, es un símbolo de V y T es 
el número de observaciones en una secuencia). 
 
𝑂 = 𝑂1, 𝑂2, … , 𝑂𝑇 
 
El algoritmo para generar estas observaciones es el siguiente: 
 
1. Se elige un estado inicial 𝑞1 = 𝑆𝑖, el cual está contenido en el vector de estado inicial 𝜋. 
2. Colocar t=1. 
3. Escoger 𝑂𝑡 = 𝑉𝑘 de acuerdo a la matriz de emisión para el estado 𝑆𝑖. 
4. Pasar al nuevo estado 𝑞𝑡+1 = 𝑆𝑗 de acuerdo a la matriz de probabilidades de transición 
para el estado 𝑆𝑖. 
5. Colocar 𝑡 = 𝑡 + 1; regresar al paso 3 Si 𝑡 ≤ 𝑇; de lo contrario termina el proceso. 
 
Finalmente por conveniencia, se denotan los modelos ocultos de Markov como se muestra en 
la ecuación 3.14. 
 
𝜆 = (𝐴, 𝐵, 𝜋)                                                             (3.14) 
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3.2.1. Observaciones de Densidad Continua en HMM 
 
 
Toda la discusión que se ha llevado a cabo para los HMM, aplica solo para el caso en que se 
tienen observaciones de símbolos discretos contenidos en un alfabeto finito. Una manera de 
tratar las señales continuas ha sido cuantizándolas mediante un libro de códigos, lo cual permite 
la aplicación de los modelos descritos anteriormente a cambio de degradar la información en la 
señal. Existen otras formas de tratar las señales continuas sin degradar la información como pasa 
con la generación de los libros de código, esto se puede lograr asumiendo un arreglo de una o 
varias funciones de densidad de probabilidad (pdf) con el fin de modelar el comportamiento de 
los símbolos de las  observaciones. Finalmente estas pdfs se pueden utilizar en los procesos de 
re-estimación, lo cual es propuesto como una mezcla finita. Comúnmente se hace uso de 
funciones de densidad simétrica log-cóncavas o elípticas, con la cual el modelo queda descrito 
de la siguiente forma [6, 33-35]: 
 
𝑏𝑗(𝑶) = ∑ 𝑐𝑗𝑚𝔑[𝑶,𝝁𝑗𝑚, 𝑼𝑗𝑚],
𝑀
𝑚=1     1 ≤ 𝑗 ≤ 𝑁                              (3.15) 
 
Donde 𝑶 es el vector que se usa para modelar, 𝑐𝑗𝑚 es el coeficiente de mezcla para la m-ésima 
mezcla en el estado j y 𝔑 es cualquier densidad simétrica log-cóncava o elíptica, 𝝁𝑗𝑚 es el vector 
de medias y 𝒖𝑗𝑚 es la matriz de covarianzas para cualquier m-ésima componente de la mezcla 
en el estado j. 
 
La ganancia de la mezcla debe satisfacer la siguiente restricción. 
 
∑ 𝑐𝑗𝑚
𝑀
𝑚=1 = 1,     1 ≤ 𝑗 ≤ 𝑁                                            (3.16) 
 
𝑐𝑗𝑚 ≥ 0     1 ≤ 𝑗 ≤ 𝑁,     1 ≤ 𝑚 ≤ 𝑀                                      (3.17) 
 
La fdp debe estar normalizada apropiadamente. 
 
∫ 𝑏𝑖(𝑥)𝑑𝑥
∞
−∞
= 1,     1 ≤ 𝑗 ≤ 𝑁                                          (3.18) 
 
Finalmente se aplica los coeficientes de las mezclas de densidad a las fórmulas de re-estimación. 
𝑐?̅?𝑘 =
∑ 𝛾𝑡(𝑗,𝑘)
𝑇
𝑡=1
∑ ∑ 𝛾𝑡(𝑗,𝑘)
𝑀
𝑘=1
𝑇
𝑡=1
                                                     (3.19) 
 
?̅?𝑗𝑘 =
∑ 𝛾𝑡(𝑗,𝑘)
𝑇
𝑡=1 .𝑶𝑡
∑ 𝛾𝑡(𝑗,𝑘)
𝑇
𝑡=1
                                                         (3.20) 
 
?̅?𝑗𝑘 =
∑ 𝛾𝑡(𝑗,𝑘)
𝑇
𝑡=1 .(𝑶𝑡−?̅?𝑗𝑘)((𝑶𝑡−?̅?𝑗𝑘)′
∑ 𝛾𝑡(𝑗,𝑘)
𝑇
𝑡=1
                                            (3.21) 
 
𝛾𝑡(𝑗, 𝑘) = [
𝛼𝑡(𝑗)𝛽𝑡(𝑗)
∑ 𝛼𝑡(𝑗)𝛽𝑡(𝑗)
𝑁
𝑗=1
] [
𝑐𝑗𝑘𝔑(𝑶,𝝁𝑗𝑚𝑼𝑗𝑚)
∑ 𝑐𝑗𝑘𝔑(𝑶,𝝁𝑗𝑚𝑼𝑗𝑚)
𝑀
𝑚=1
]                                  (3.22) 
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El término 𝛾𝑡(𝑗, 𝑘) presentado en la ecuación 3.22 es el caso general de la misma ecuación 
presentada en 3.15, para el cual la cantidad de mezclas corresponde a 1. Los casos compuestos 
por mezclas funcionan de la misma forma que los casos discretos. 
 
 
3.2.2. Mezclas Gaussianas. 
 
 
En la medición de datos de muchos procesos aleatorios, a menudo se presentan tendencias en 
su comportamiento a una distribución normal o gaussiana, lo que abre la posibilidad de que 
estos datos provengan de una mezcla de distribuciones gaussianas. Se describe entonces una 
distribución gaussiana como se muestra en la ecuación 3.23. 
 
𝑛(𝑥, 𝜇, 𝜎) =
1
√2𝜋𝜎2
𝑒
−(𝑥−𝜇)2
2𝜎2                                                  (3.23) 
 
Donde 𝜇, 𝜎, son respectivamente la media y la varianza de la fdp gaussiana. Ahora para el caso 
de tener una fdp compuesta de la mezcla de dos gaussianas, la representación matemática de 
esta mezcla viene dada por. 
 
𝑦(𝑥, 𝜇, 𝜎) = 𝑤1𝑛1(𝑥, 𝜇, 𝜎) + 𝑤2𝑛2(𝑥, 𝜇, 𝜎)                                   (3.24) 
 
En la ecuación 3.24 el parámetro w representa el peso que se asocia a cada gaussiana 
respectivamente. 
 
En el caso del análisis del ruido generado por las máquinas rotativas, el comportamiento de los 
datos se puede ajustar a una mezcla de distribuciones gaussianas, en la cual se debe elegir el 
número de mezclas adecuado para así ajustar lo mejor posible el comportamiento de la señal 
[36-41]. 
 
Figura 4. Mezcla de 3 distribuciones gaussianas. 
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En la figura 4 se muestra la mezcla de 3 distribuciones gaussianas, las cuales se presentan de 
cuatro maneras diferentes Figura 5(a), (b), (c), (d). Para este caso el conjunto de mezclas 
gaussianas puede ser representado de igual manera aclarando que se desconocen sus 
parámetros w, 𝜇 y 𝜎. Se define 𝜃 = {𝜇𝑗, 𝜎𝑗
2}, como la representación de una fdp gaussiana. La 
expresión general para cualquier cantidad de mezclas dada una señal se muestra a continuación. 
 
𝑃(𝑦) = ∑ 𝑤𝑗
1
√2𝜋𝜎𝑗
𝑘
𝑗=1 𝑒
−
(𝑦−𝜇𝑗)
2
2𝜎𝑗
2
                                       (3.25) 
 
 
3.3. TÉCNICAS ADICIONALES PARA LA IMPLEMENTACIÓN                                                     
DE LOS PROCESOS GAUSSIANOS Y LOS HMM 
 
 
 
3.3.1. Normalización Estadística 
 
 
Se asocia con la acción de transformar una distribución cualquiera a una distribución normal. 
Corresponde a ajustar los datos de la distribución “inicial” a una distribución normal. En este 
caso se cambia la forma de la distribución original manteniendo la proporción de casos entre 
valores contiguos [42]. 
 
Normalización Zscore 
En estadística la normalización Zscore sirve para ajustar los datos de las observaciones lo mejor 
posible a la media, dada la desviación estándar de la población [42]. 
 
La normalización Zscore se define: 
 
𝑦′ =
𝑦−𝜇
𝜎
                                                               (3.26) 
 
Donde 
𝑦 Representa el dato de la población bajo ajuste. 
𝜇 Es la media de la población. 
𝜎 Es la desviación estándar de la población. 
 
 
3.3.2. Técnicas de validación 
 
 
Existen varias técnicas de validación, que se pueden utilizar a la hora de realizar un proceso de 
prueba a un sistema de software en un proyecto bajo estudio estadístico, entre ellas se pueden 
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encontrar la validación simple, la cual consiste en dividir el conjunto de muestras en dos grupos 
de manera aleatoria, también se tiene el método de validación cruzada o (rotation  estimation 
en ingles) el cual es el comúnmente usado, ya que garantiza tanto la independencia entre los 
datos de entrenamiento con los de prueba al tiempo que asegura una adecuada partición de la 
base de datos. 
 
Validación cruzada de K-iteraciones 
Este tipo de validación cruzada es la más simple, consiste en hacer K iteraciones en donde los 
datos de muestra se dividen en k subconjuntos. El sistema es entrenado con k-1 subconjuntos y 
el restante es utilizado para realizar las pruebas. Este proceso se realiza k veces, que es 
finalmente la cantidad de posibles combinaciones que se tienen de los datos. Este método es 
muy preciso ya que permite evaluar a partir de k combinaciones los datos de entrenamiento y 
de prueba, la desventaja de este método es que es muy lento en comparación al método de 
partición, el cual en esencia es el mismo método pero realizando una sola combinación [44, 45]. 
 
Validación cruzada simple 
Este método es una variación del método de validación cruzada de K iteraciones. En el cual, las 
muestras son divididas en dos subconjuntos únicamente, los cuales se denotan como d0 y d1,  
la elección de datos que conforman los grupos se hace de manera aleatoria, la única condición 
que se tiene es que ambos subgrupos queden conformados por igual cantidad de datos. La 
manera de entrenamiento que se realiza con este método es entrenar los modelos usando el 
subconjunto de datos d0 y probarlo con el subconjunto de datos d1, luego se realiza el mismo 
procedimiento pero entrenando con d1 y probando con d0 [44, 45] 
 
Este método es mucho más rápido que el método de las k iteraciones pero tiene una desventaja, 
la cual consiste en que los datos pueden quedar o no contenidos en un grupo, o por el contrario 
puede presentarse que se repitan muchos datos en ambos grupos. 
 
Validación cruzada por repetición aleatoria de sub muestras 
Este método consiste en dividir de manera aleatoria la base de datos en dos grupos, el de 
entrenamiento y el de validación. Los datos de entrenamiento son ajustados mediante los 
modelos entrenados, y la probabilidad del modelo es evaluada mediante los datos de 
entrenamiento. La ventaja de este método es que los grupos de entrenamiento y prueba no 
dependen del número de iteraciones. La desventaja de este método es que algunas 
observaciones pueden quedar excluidas de los conjuntos de entrenamiento y validación. Este 
método es muy aplicado en la simulación de monte carló [44, 45]. 
 
Finalmente la validación cruzada tiene como fin, estimar que tan afine es un modelo entrenado 
mediante un subconjunto de datos con respecto a otro subconjunto de datos, los cuales serán 
usados para evaluar el modelo o llevarse a cabo un test, estos datos de evaluación deben ser 
independientes de los datos de entrenamiento. 
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Técnica de validación diseñada. 
La técnica de validación diseñada para el proyecto de maestría es una combinación entre la 
validación cruzada simple y la validación por repetición aleatoria de sub-muestras, en la cual la 
base de datos se divide de manera aleatoria como se hace en la repetición aleatoria de sub 
muestras y se hace K- veces como en la validación cruzadas de K-iteraciones, aunque para 
nuestro caso no se recurre a implementar todas las posibles k iteraciones sino una cantidad 
reducida, la cual se menciona en cada caso en la configuración de los modelos. 
 
 
3.3.3. Escalamiento 
 
El escalamiento es importante en las aplicaciones hechas con HMM cuando se posee una gran 
cantidad de símbolos de observaciones, que es lo que habitualmente se presenta dada la 
naturaleza de captación de las señales.  
El algoritmo de Baum-Welch presenta problemas de convergencia cuando se tiene T demasiado 
grande en donde T representa el tamaño del conjunto de los símbolos de observaciones para 
una muestra. Ya que los valores que toma el algoritmo tienden a 0. La idea del escalamiento es 
evitar este contratiempo, el escalamiento consiste en escoger un conjunto de coeficientes 
escalares con los cuales se mantienen las probabilidades en una escala trabajable para el 
algoritmo. El coeficiente de escalamiento viene dado por [6, 25]. 
 
𝑐𝑡 =
1
∑ ∝𝑡(𝑗)
𝑁
𝑖=1
                                                        (3.27) 
 
Este coeficiente de escalamiento emplea sobre las variables forward y Backward del algoritmo 
de Baum-Welch, cumpliendo siempre que ∑ ct ∝i (i) = 1∀i , al igual que ∑ ctβt(i) = 1∀i  para 
todo 1 ≤ t ≤ T. Las variables ∝i (i) y βt(i) se calculan durante todo el proceso, por lo tanto el 
factor de escala total viene dado por: 
 
𝑐∝(𝑡) = ∏ 𝑐𝑘
𝑡
𝑘=1                                                     (3.28) 
 
El mismo procedimiento se aplica para la variable Backward. 
 
𝑐𝛽(𝑡) = ∏ 𝑐𝑘
𝐾
𝑘=𝑡                                                     (3.29) 
 
Finalmente lo que se obtiene al aplicar los factores de escalonamiento totales al algoritmo de 
Baum-Welch son las variables escaladas  ∝′𝑡 (𝑖), 𝛽
′
𝑡
(𝑖), 𝜉′𝑡(𝑖, 𝑗), las cuales quedan descritas con 
más claridad cómo se muestra a continuación. 
 
∑ ∝′𝑇 (𝑖) =∀𝑖 𝑐∝(𝑇)∑ ∝𝑇 (𝑖) = 𝑐∝(𝑇)𝑃(𝑂|𝜆)∀𝑖                         (3.30) 
 
𝜉′𝑡(𝑖, 𝑗) =
𝑐∝(𝑡−1)∝𝑡−1(𝑖)𝑎𝑖𝑗𝑏𝑗(𝑂𝑡)𝛽𝑡(𝑗)𝑐𝛽(𝑡)
𝑐∝(𝑇)∑ 𝛼𝑇(𝑘)
𝑁
𝑘=1
                                (3.31) 
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Donde 𝜉′𝑡(𝑖, 𝑗), representa La probabilidad intermedia escalada. 
 
De esta manera todos los coeficientes escalados se pueden utilizar sin inconvenientes en el 
algoritmo de EM, debido a que al finalizar el proceso de re-estimación serán canceladas, lo cual 
permite obtener los valores reales. Sin embargo para este proceso existe una excepción que 
viene dada al aplicarse los factores de escalamiento en la 𝑃(𝑂|𝜆) para tal caso se recurre 
entonces a la siguiente expresión. 
 
𝑃(𝑂|𝜆) =
∑ ∝′𝑇(𝑖)∀𝑖
𝑐∝(𝑇)
                                                   (3.32) 
 
 
3.3.4. Múltiples secuencias de observación. 
 
 
La necesidad de usar múltiples observaciones, nace de la dificultad latente de obtener un 
modelo confiable al ser entrenado con una sola observación, esto conduce generalmente a un 
modelo insuficientemente entrenado, que resulta inútil a la hora de evaluar la probabilidad a 
posteriori de las observaciones. Por lo tanto con el fin de poder entrenar un modelo lo 
suficientemente robusto para una aplicación, se recurre al uso de múltiples observaciones del 
mismo tipo pero independientes entre sí. La notación para las múltiples observaciones queda 
definida de la siguiente manera [1]: 
 
𝑶(𝑘) = {𝑶1
𝑘 , 𝑶2
𝑘 , … , 𝑶𝑇𝑘
𝑘 }                                             (3.33) 
 
Los parámetros de maximización quedan definidos de la siguiente manera: 
 
𝑃(𝑂|𝜆) = ∏ 𝑃(𝑶(𝑘)|𝜆)𝑘𝑘=1                                             (3.34) 
 
= ∏ 𝑃𝑘
𝑘
𝑘=1 .                                                         (3.35) 
 
Actualizando el conjunto de ecuaciones para re-estimación obtenemos. 
 
?̅?𝑖𝑗 =
∑
1
𝑃𝑘
∑ ∝𝑡
𝑘(𝑖)𝑎𝑖𝑗𝑏𝑗(𝑂𝑡+1
(𝑘)
)𝛽𝑡+1
𝑘 (𝑗)
𝑇𝑘−1
𝑡=1
𝑘
𝑘=1
∑
1
𝑃𝑘
∑ ∝𝑡
𝑘(𝑖)𝛽𝑡
𝑘(𝑖)
𝑇𝑘−1
𝑡=1
𝑘
𝑘=1
                                (3.36) 
 
Y 
 
?̅?𝑗(𝑙) =
∑
1
𝑃𝑘
∑ ∝𝑡
𝑘(𝑖)𝛽𝑡
𝑘(𝑖)
𝑇𝑘−1
𝑡=1
𝑠.𝑡,𝑂𝑡=𝑣𝑡
𝑘
𝑘=1
∑
1
𝑃𝑘
∑ ∝𝑡
𝑘(𝑖)𝛽𝑡
𝑘(𝑖)
𝑇𝑘−1
𝑡=1
𝑘
𝑘=1
                                           (3.37) 
 
No es necesario re-estimar la variable 𝜋𝑖 para este caso. 
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3.3.5. Efectos de datos insuficientes en el entrenamiento 
 
 
Otro problema que se presenta al realizarse aplicaciones con los GP y los HMM a sistemas reales 
es el efecto de datos insuficientes en el entrenamiento, este problema consiste en que al llevar 
a cabo la tarea de entrenamiento, la cantidad de estados propuesta es muy alta, o las 
observaciones tomadas son demasiado escasas, lo que provoca que el modelo entrenado no 
tenga un buen rendimiento a la hora de calcular 𝑃(𝑂|𝜆). Para este problema se trazan varias 
soluciones prácticas que en la mayoría de los casos pueden mejorar el rendimiento del modelo 
entrenado, estas son propuestas en [2, 6] y se mencionan a continuación. 
 
La primera opción consiste en aumentar la cantidad de observaciones si es posible, esta opción 
se puede tomar si es permitido captar más datos del sistema. La segunda opción consiste en 
disminuir la cantidad de estados ocultos y cantidad de símbolos en las observaciones elegidos 
para el modelo, de esta manera se mejora la probabilidad a posteriori del modelo 𝑃(𝑂|𝜆). La 
tercera opción consiste en la interpolación de dos o más modelos generados a partir de una 
misma base de datos. 
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CAPITULO 4                                                                                                                                                                    
ADQUISICIÓN DE LAS SEÑALES DE VIBRACIÓN 
 
 
 
 
La base de datos consta de pruebas realizadas a los rodamientos de máquinas rotativas, en las 
cuales se hicieron pruebas a piezas normales y defectuosas. 
 
Los experimentos y toma de datos provienen del centro de investigación Case Western Reserve 
University, los datos cuentan con la aprobación y respaldo de los siguientes centros de desarrollo 
tecnológico, Rockwell science center área de automatización, Office of naval Research (ONR) y 
la Federation of american scientists (FAS) área de desarrollo naval aéreo.  
 
Los experimentos se realizaron en un motor de 2 caballos de fuerza, el fabricante del motor es 
Reliance Electric. La toma de datos fue realizada a diferentes distancias entre los rodamientos 
del motor y el micrófono de adquisición de datos. 
 
A los rodamientos del motor se les sembraron fallas utilizando un mecanismo de  electroerosión 
EDM (Electro-discharge machining). Las fallas van desde 0.007 pulgadas de diámetro hasta 0.040 
pulgadas de diámetro, las cuales fueron introducidas en cada una de las componentes de los 
rodamientos por separado, el rodamiento está conformado por las siguientes partes: la pista de 
rodadura interior, la pista de rodadura exterior, y los elementos rodantes (balines). Estos 
elementos fueron reinstalados bajo algún nivel de falla a la hora de hacer las pruebas en el 
motor, el registro de vibraciones se hizo con el motor operando con cargas de 0 a 3 caballos de 
fuerza con velocidades en el motor de 1797rpm a 1720rpm. 
 
Proceso descrito por el laboratorio para la adquisición de datos 
Los datos de vibraciones se recogieron mediante acelerómetros, los cuales fueron adheridos de 
forma magnética. Los acelerómetros se colocaron en la posición de las 12 horas, tanto en el lado 
de accionamiento del ventilador y al final de la carcasa del motor. Durante algunos 
experimentos, el acelerómetro se unió al soporte del motor. Las señales de vibración se 
recopilaron mediante un grabador DAT de 16 canales, y fueron después procesados en un  
entorno de Matlab. Todos los archivos de datos están en Matlab en formato (*. Mat). Los datos 
digitales se recogieron a 12.000 muestras por segundo, este proceso se llevo a cabo para cada 
una de las especificaciones de falla. Los datos de velocidad y potencia fueron recolectados a 
través del transductor/codificador de par y se registraron manualmente [46]. 
 
Las fallas externas de rodadura fueron incluidas en la toma de datos, esto se hizo con el fin de 
asemejar el sistema lo mejor posible a un proceso industrial real, por lo cual la colocación de la 
falla con respecto a la zona de carga del rodamiento tiene un impacto directo sobre la respuesta 
del sistema. Con el fin de cuantificar este efecto, los experimentos se llevaron a cabo tanto para 
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la unidad del ventilador como para los cojinetes de rodadura, las fallas se presentaron en zonas 
externas ubicadas en 3 horas (directamente en la zona de carga), a las 6 horas (ortogonal a la 
zona de carga) y 12:00. 
 
Figura 5. Sistema de pruebas a rodamientos. 
  
 
 
 
Asignación de severidad por falla en rodamientos. 
 
 
Severidad 1 
La severidad 1 (fisura de 0.007 pulgadas), representa desgaste en la sección del rodamiento al 
cual haga referencia, para este caso se considera que la máquina no se encuentra en falla y que 
su funcionamiento aún es aceptable, se puede entonces informar el tiempo restante para la 
máquina antes de un mantenimiento y también se puede dar una reseña de la tendencia que 
tiene la máquina de fallar en esta sección del rodamiento, esto se puede afirmar debido a que 
las fallas son degenerativas progresivas. El tiempo posible de falla se podría ajustar teniendo un 
historial del comportamiento entre fallas de la máquina, sin embargo para este trabajo de grado 
no se cuenta con histogramas de las máquinas de las cuales procede las señales de vibraciones 
por lo cual se omite este paso.  
 
Severidad 2 
La severidad 2 (fisura de 0.014 pulgadas), representa un desgaste serio en la sección del 
rodamiento, para este caso la máquina no se encuentra bajo riesgo de falla permanente pero su 
funcionamiento no es aceptable, con lo cual se indica que se debe realizar mantenimiento lo 
antes posible. Se debe informar que la máquina esta desgastada altamente en esta sección.  
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Severidad 3 
La severidad 3 (fisura de 0.021-0.028 pulgadas) indica que la máquina se encuentra en una falla 
altamente riesgosa para la máquina aunque aún pueda funcionar, en este estado se debe 
bloquear la máquina e impedir su funcionamiento hasta que no se le haga una rutina de 
mantenimiento, esto se hace debido a que mantenerla en funcionamiento puede llevar a daños 
irreversibles en la máquina, y afectar la vida útil. También puede poner en riesgo el sistema 
dependiente de ella, en este estado se requiere el reemplazo total de la pieza, ya que el desgaste 
no puede ser remediado por las rutinas de mantenimiento realizables. 
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CAPITULO 5                                                                                                                                                 
RESULTADOS 
 
 
 
 
En este capítulo se presenta la metodología desarrollada para el entrenamiento del sistema de 
detección y clasificación de fallas en los rodamientos de una máquina rotativa basada en los 
modelos ocultos de Markov con mezclas gaussianas (MHMM) y en los Procesos Gaussianos (GP). 
El entrenamiento del sistema de detección y clasificación de fallas se plantea a partir de una 
base de datos la cual se anota en cuatro posibles estados, los cuales son: falla en la cara externa 
del rodamiento, falla en la cara interna del rodamiento, falla en los balines del rodamiento y un 
estado de no falla o de funcionamiento aceptable. Adicional a esto para cada estado de falla se 
tiene 3 severidades. En el transcurso del capítulo se mencionaran los criterios de entrenamiento 
que se tuvieron en cuenta pensando en una implementación real.  
 
 
5.1 DISEÑO DE LA METODOLOGÍA PARA EL ENTRENAMIENTO                                                               
DEL SISTEMA DE DETECCIÓN DE FALLAS 
 
 
 
5.1.1 Metodología para la extracción de características relevantes 
 
 
El primer paso que se lleva a cabo para el entrenamiento del sistema de detección de fallas es 
procesar la base de datos de Bearing Data Center [46]. En la base de datos dispuesta se cuenta 
con datos de señales provenientes de tres secciones del motor bajo estudio, estas son: señales 
provenientes del ventilador del motor eléctrico, señales provenientes de la base del motor 
eléctrico y señales provenientes de la armadura del motor eléctrico, para realizar la tarea de 
entrenamiento, se utiliza las señales provenientes de la base del motor.  
 
Normalización de la base de datos 
El primer paso que se realiza es tomar la base de datos y normalizarla, esto se hace con el fin de 
evitar inconvenientes a futuro, como desbordamientos o entrenamientos inadecuados, con lo 
cual se mejora la calidad de los datos.  
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Al llevar a cabo el proceso de normalización, se cumple dos requisitos básicos que son: 
 
 Evitar las pérdidas en la información. 
 Evitar la pérdida de las dependencias funcionales. 
 
 
Cambio de Escala de la frecuencia a la escala de Mel  
Como se presentó en el capítulo 4, la base de datos se encuentra en el dominio del tiempo, se  
hace una transformación al dominio de la frecuencia, la cual sigue no siendo ideal para llevar a 
cabo una tarea de entrenamiento, puesto que se puede arriesgar a perder características 
valiosas [5, 28] con el fin de evitar un entrenamiento erróneo, se hace/aplica un cambio de 
escala, que tiene como objetivo pasar los datos del dominio de la frecuencia a la escala de Mel, 
que es finalmente la escala ideal para estudiar patologías, señales sonoras u ondas cuasi-
estacionarias [6, 14], siempre y cuando estas estén contenidas en el intervalo de frecuencia de 
8 KHz a 12 KHz. 
 
El procedimiento que se aplica a la base de datos es el descrito en el capítulo 2, una vez realizado 
este procedimiento se obtienen los MFCC del conjunto de señales de vibraciones del motor. 
 
 
5.1.2 Creación de los libros de códigos. 
 
 
Una vez extraídos los coeficientes Cepstrales, se puede decir que posee una base de datos apta 
para trabajar con el MHMM y el GP. Con esta nueva base de datos se crean los libros de códigos, 
como se describe en los Capítulos 2.3 y 2.4, en donde se hace uso de las técnicas Fuzzy K-Means 
y Spectral Clustering, las cuales fueron elegidas por la versatilidad que poseen para agrupar 
bases de datos complejas, como lo son el reconocimiento de voz y de imágenes. 
 
Con la creación de los libros de códigos se pretende reducir el tiempo de ejecución de los 
algoritmos, como así mismo proveer un filtro más a la base de datos para alcanzar mejores 
resultados de confiabilidad al momento de presentar un reporte del estado de falla del 
rodamiento. 
 
Validación de datos 
La técnica de validación de datos que se aplicó al entrenamiento es la descrita en 3.3.2, en donde 
se propone una técnica de validación que es la mezcla entre dos metodologías, la razón de esta 
mezcla es tener un conjunto de datos que garantice independencia en cada iteración, al 
conformarse los grupos de entrenamiento y de prueba, al mismo tiempo lograr que fuera lo 
suficientemente rigurosa para llevar una buena labor de entrenamiento de los modelos de 
clasificación minimizando el consumo de recursos computacionales, con la mezcla de estos dos 
procesos se garantiza estas condiciones porque se realiza una única iteración sobre los 
conjuntos, los cuales son el conjunto de entrenamiento y el conjunto de prueba.  
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En este proceso se decidió elegir el 70% de las muestras de las señales para el conjunto de 
entrenamiento y el 30% restante fueron las que se dejaron para conformar el conjunto de 
pruebas. 
 
 
5.1.3 Entrenamiento de los Procesos Gaussianos y los HMM                                                                         
para el sistema de detección y clasificación 
 
 
En este paso se llevó a cabo la elección del tipo de HMM que se utiliza para entrenar el sistema 
de detección de fallas en los rodamientos del motor, el modelo que se eligió para entrenar el 
sistema de detección fue un HMM con mixturas gaussianas (MHMM). 
 
Los procesos Gaussianos (GP) se entrenaron mediante un modelo basado en los ensayos de 
Bernoulli, en los cuales se tiene una verificación de pertenencia de cada variable con respecto a 
pares formados por el modelo al cual debe pertenecer, este modelo de entrenamiento se explica 
detalladamente en el capítulo 3.1. 
 
Los criterios de evaluación que se proponen para optimizar los modelos son: 
 
 El tiempo que toma el proceso de entrenamiento de los MHMM y los GP para el sistema 
de detección, este tiempo se mide en segundos, aunque se tiene en cuenta que este 
proceso no es el más adecuado, debido a que es un tiempo relativo con respecto a los 
parámetros del equipo, lo ideal es hacer un análisis de complejidad, pero este no se 
realiza en este trabajo. 
 
 El segundo criterio de evaluación que se asumió, es maximizar la probabilidad de 
reconocimiento del sistema con respecto a la señal bajo estudio (maximizar la función 
de máxima verosimilitud) el cual se considera para este trabajo de maestria el enfoque 
verdadero de la investigación, ya que lo que se busca es tener resultados confiables del 
estado de desgaste del rodamiento. 
 
Estos fueron los dos puntos clave que se plantearon, al llevar la labor de entrenamiento del 
sistema de detección de fallas en los rodamientos. 
 
Elección de las matrices de parámetros iniciales para los MHMMS. 
La elección de los parámetros iniciales para el sistema de detección (entrenamiento de los 
MHMM), se realizó de manera aleatoria generando un conjunto de variables aleatorias que 
surgen del valor de la media de las observaciones, así se genera la matriz de transición inicial 𝑄, 
donde 𝑄 representa la cantidad de estados, de igual manera se generan los estados iniciales los 
cuales poseen dimensiones de 𝑄 × 1, ambas matrices deben estar adecuadamente 
normalizadas, a partir de estas procedemos a generar las matrices de parámetros iniciales, en la 
cual adicionalmente se debe indicar el tipo de covarianza que se desea tener, entre estas 
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tenemos la covarianza completa (full), la diagonal (diag) y la covarianza esférica (spherical). En 
este cálculo se hace uso de la teoría de K-means clustering para estimar estos parámetros 
iniciales. El entrenamiento de los parámetros se llevó a cabo mediante el uso del algoritmo de 
Expectation Maximization (EM) descrito en el anexo B. 
 
Elección de las matrices de parámetros iniciales para los Procesos 
Gaussianos. 
La elección de las matrices de parámetros iniciales para este caso se han nombrado híper-
parámetros, los cuales se pueden calcular mediante la aproximación por Laplace, este método 
es ampliamente descrito en el capítulo 3.1 en donde se hace referencia a las consideraciones 
que se deben tomar al momento de calcular los híper-parámetros. 
 
 
5.2 DISCUSIÓN ACERCA DEL SISTEMA DE DETECCIÓN Y 
CLASIFICACIÓN DE FALLAS 
 
 
 
Finalmente el sistema de detección y clasificador de fallas en los rodamientos de una máquina 
rotativa, consiste en el conjunto de MHMM y PG entrenados teniendo en cuenta todos los 
parámetros de máximo desempeño planteados anteriormente, para realizar la tarea de 
detección y clasificación de fallas, se evaluó a que estado pertenece entre los diez planteados 
una señal captada de una máquina rotativa semejante a la cual se realizó el análisis, los posibles 
estados de falla se muestran a continuación, estos mismos fueron expuestos anteriormente 
cuando se planteó que el sistema podría ser más robusto permitiéndonos llevar a cabo una labor 
más compleja como lo es la clasificación de fallas. 
 
I. Estado de no falla 
II. Falla en los balines del rodamiento severidad 1 (fisura de 0.007 pulgadas) 
III. Falla en los balines del rodamiento severidad 2 (fisura de 0.014 pulgadas) 
IV. Falla en los balines del rodamiento severidad 3 (fisura de 0.021-0.028 pulgadas) 
V. Falla en la cara interna del rodamiento severidad 1 (fisura de 0.007 pulgadas) 
VI. Falla en la cara interna del rodamiento severidad 2 (fisura de 0.014 pulgadas) 
VII. Falla en la cara interna del rodamiento severidad 3 (fisura de 0.021-0.028 pulgadas) 
VIII. Falla en la cara externa del rodamiento severidad 1 (fisura de 0.007 pulgadas) 
IX. Falla en la cara externa del rodamiento severidad 2 (fisura de 0.014 pulgadas) 
X. Falla en la cara externa del rodamiento severidad 3 (fisura de 0.021-0.028 pulgadas) 
 
Hasta el momento no se había dado una razón clara de porque el sistema podría desempeñar 
adicionalmente a su labor de detección, una de clasificación de fallas, la razón es simple, al 
poseer más estados de fallas, se puede inferir mediante un historial de labores de 
mantenimiento y la captación de nuevas señales, cual es la falla actual en la máquina rotativa. 
Así las severidades indicaran la evolución de la máquina. 
  
41 
 
 
 
5.2.1 Resultados obtenidos para los MHMM. 
 
 
A continuación se presentan los resultados obtenidos al aplicar el procedimiento descrito 
anteriormente al usar los MHMM sobre la base de datos generada como producto del 
tratamiento de los datos. 
 
Para cada caso se repitió el experimento 10 veces, de los cuales se calculó el promedio de los 
resultados. El conjunto de entrenamiento y validación fue elegido de manera diferente y 
aleatoria, impartiendo así el método de validación hibrido diseñado en este mismo proyecto, el 
cual es explicado en el capítulo 3. 
 
Es importante tener entonces presente que cada una de las tablas que se presentan a 
continuación, poseen filas y columnas en las cuales se encuentran mencionados los diez posibles 
estados de desgaste en los cuales se puede encontrar el rodamiento. Sin embargo para estas 
tablas las filas representan la procedencia de las señales entrantes a las pruebas en los modelos. 
Las columnas representan el modelo con el cual se llevó a cabo la prueba de pertenencia, estas 
tablas es lo que se conocen como tablas de confusión. 
 
El sistema de clasificación es entrenado usando tres diferentes tipos de bases de datos, en estas 
bases de datos tenemos el libro de código generado a partir de la técnica de Fuzzy K-Means, el 
libro de código generado a partir de Spectral Clustering y finalmente tenemos la base de datos 
sin discretizar. 
Para la base de datos generada a partir de Fuzzy K-Means se usaron 10 núcleos o 10 estados, 
ahora para la creación del libro de códigos creado a partir de Spectral Clustering se asignaron 7 
núcleos. 
La cantidad de mezclas Gaussianas utilizada para la generación del modelo se fijó en M=4 y la 
cantidad de estados ocultos para este mismo fue de 4, Q=4. 
 
Resultados con los datos del Fuzzy K-Means sobre el clasificador MHMM 
 
Tabla 1. Resultados con los datos del Fuzzy K-Means sobre el clasificador MHMM 
Category No 
failure 
Ball Inner ring Outer ring 
1 2 3 1 2 3 1 2 3 
No 
failure 
96% 
± 4% 
2% 
±11% 
0% 0% 0% 0% 0% 2% 
±11% 
0% 0% 
B
al
l 
1 0% 96% 
±4% 
2% 
±10% 
2% 
±10% 
0% 0% 0% 0% 0% 0% 
2 0% 2% 
±10% 
96% 
± 4% 
2% 
±10% 
0% 0% 0% 0% 0% 0% 
3 0% 2% 
±8% 
1% 
±8% 
97% 
±3% 
0% 0% 0% 0% 0% 0% 
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In
n
er
 r
in
g 
1 0% 0% 0% 0% 96% 
±4% 
2% 
±10% 
2% 
±8% 
0% 0% 0% 
2 0% 0% 0% 0% % 100% 
± 0% 
0% 0% 0% 0% 
3 0% 0% 0% 0% 0% 0% 99% 
± 1% 
0% 0% 0% 
O
u
te
r 
ri
n
g 
1 0% 0% 0% 0% 0% 0% 0% 100% 
± 0% 
0% 0% 
2 0% 0% 0% 0% 0% 0% 0% 0% 100% 
± 0% 
0% 
3 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 
± 0% 
 
En la tabla 1 se puede observar los resultados obtenidos después de realizar diez 
entrenamientos del modelo para el MHMM usando la base de datos difusa, al observar los 
resultados este modelo es un 96% ± 4% efectivo reconociendo el estado de falla. 
 
Resultados con los datos originales sobre el clasificador MHMM 
 
En la tabla 2 se puede observar los resultados obtenidos después de realizar diez 
entrenamientos del modelo MHMM usando la base de datos original, la base de datos original 
realmente hace referencia a los datos a los cuales se les aplico el cambio de dominio del tiempo 
a el dominio de Mel Cepstrum, el cual es una sub-escala de la frecuencia, en donde los posibles 
valores se ubican en la escala de frecuencia auditiva humana. El clasificador se equivoca en un 
7%±11% al clasificar, para este modelo el porcentaje de reconocimiento de las señales está en 
un 93%±7% de efectividad, el cual es menos confiable que para el caso anterior. 
 
Tabla 2. Resultados con los datos originales sobre el clasificador MHMM 
Category No 
failure 
Ball Inner ring Outer ring 
1 2 3 1 2 3 1 2 3 
No 
failure 
100% 
± 0% 
0% 0% 0% 0% 0% 0% 0% 0% 0% 
B
al
l 
1 0% 93% 
±7% 
7% 
±11% 
0% 0% 0% 0% 0% 0% 0% 
2 0% 0% 100% 
± 0% 
0% 0% 0% 0% 0% 0% 0% 
3 0% 0% 0% 100% 
± 0% 
0% 0% 0% 0% 0% 0% 
In
n
er
 r
in
g 
1 0% 0% 0% 0% 100% 
± 0% 
0% 0% 0% 0% 0% 
2 0% 0% 0% 0% 0% 100% 
± 0% 
0% 0% 0% 0% 
3 0% 0% 0% 0% 0% 0% 100% 
± 0% 
0% 0% 0% 
O
u
te
r 
ri
n
g 1 0% 0% 0% 0% 0% 0% 0% 100% 
± 0% 
0% 0% 
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2 0% 0% 0% 0% 0% 0% 0% 0% 100% 
± 0% 
0% 
3 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 
± 0% 
 
Resultados con los datos del Spectral Clustering sobre el clasificador MHMM 
 
Tabla 3. Resultados con los datos del Spectral Clustering sobre el clasificador MHMM 
Category No 
failure 
Ball Inner ring Outer ring 
1 2 3 1 2 3 1 2 3 
No failure 0% 0% 45% 
±11% 
0% 0% 10% 
±22% 
20% 
±11% 
15% 
±14% 
5% 
±11% 
5% 
±11% 
B
al
l 
1 0% 0% 20% 
±11% 
0% 0% 5% 
±11% 
0% 
 
15% 
±14% 
50% 
±0% 
10% 
±14% 
2 0% 0% 25% 
±18% 
0% 0% 5% 
±11% 
20% 
±11% 
0% 50% 
±0% 
0% 
3 0% 0% 35% 
±22% 
0% 10% 
±22% 
0% 30% 
±27% 
0% 25% 
±0% 
0% 
In
n
e
r 
ri
n
g 
1 20% 
±11% 
0% 0% 0% 40% 
±14% 
5% 
±11% 
0% 15% 
±14% 
10% 
±14% 
10% 
±14% 
2 0% 0% 35% 
±22% 
0% 0% 20% 
±21% 
0% 0% 40% 
±14% 
0% 
3 20% 
±11% 
0% 0% 0% 27% 
±4% 
0% 25% 
±18% 
15% 
±14% 
10% 
±14% 
5% 
±11% 
O
u
te
r 
ri
n
g 
1 0% 0% 0% 5% 0% 0% 40% 
±22% 
40% 
±42% 
5% 
±11% 
10% 
±14% 
2 0% 0% 0% 0% 0% 0% 10% 
±14% 
15% 
±14% 
75% 
±0% 
0% 
3 0% 0% 5% 
±11% 
0% 10% 
±14% 
25% 
±18% 
0% 0% 5% 
±11% 
55% 
±21% 
 
En la tabla 3 se presentan los resultados del experimento final con respecto a los MHMM, al 
igual que en las anteriores pruebas se realizó diez diferentes entrenamientos y en la tabla 3 se 
condensan los resultados conjuntos de estos, como se puede observar al usar la base de datos 
tratada mediante los Spectral Clustering en el cual se tiene un valor de porcentaje de 
clasificación general alrededor del 55% ± 21%, debido a esto, este método debe ser descartado 
para este tipo de labor, ya que los valores de clasificación que se obtienen no son factibles. 
 
 
5.2.2 Resultados obtenidos para los GP. 
 
 
A continuación se discutirán los resultados obtenidos al aplicar el procedimiento descrito 
anteriormente al usar los GP sobre las tres bases de datos generadas como producto del 
tratamiento de los datos originales. 
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Para cada caso se repitió el experimento 10 veces, de los cuales se calculó el promedio de los 
resultados. El conjunto de entrenamiento y validación fue elegido de manera diferente y 
aleatoria, impartiendo así el método de validación hibrido diseñado en este mismo proyecto, el 
cual es explicado en el capítulo 3. 
 
Es importante tener entonces presente que cada una de las tablas que se presentan a 
continuación, poseen filas y columnas en las cuales encontramos mencionados los diez posibles 
estados de desgaste en los cuales se puede encontrar el rodamiento. Sin embargo para estas 
tablas las filas representan la procedencia de las señales entrantes a las pruebas en los modelos, 
por lo cual las columnas representan el modelo con el cual se hace la prueba de pertenencia, 
también es importante recordar que estas tablas se hicieron en base a un modelo binario, en 
donde la señal solo puede estar en dos opciones las cuales son: pertenecer al grupo de la cual 
procede o pertenecer al grupo incorrecto en cuestión. 
 
Resultados con los datos del Fuzzy K-Means sobre el clasificador GP 
 
Tabla 4. Resultados con los datos del Fuzzy K-Means sobre el clasificador GP 
Category No 
failure 
Ball Inner ring Outer ring 
1 2 3 1 2 3 1 2 3 
No 
failure 
90% 
±10% 
0% 0% 5% 
±14% 
2.5% 
±11% 
2.5% 
±11% 
0% 0% 0% 
 
0% 
B
al
l 
1 0% 95% 
±5% 
2.5% 
±11% 
0% 0% 0% 0% 0% 2.5% 
±11% 
0% 
2 2% 
±21% 
1% 
±14% 
77% 
±11% 
3% 
±11% 
8% 
±21% 
1% 
±21% 
0% 0% 8% 
±33% 
0% 
3 6% 
±18% 
6% 
±11% 
0% 78% 
±11% 
5% 
±11% 
2% 
±27% 
1% 
±14% 
6% 
±25% 
1% 
±14% 
0% 
In
n
er
 r
in
g 
1 2.5% 
±14% 
0% 0% 0% 95% 
±5% 
0% 2.5% 
±11% 
0% 0% 0% 
2 4% 
±0% 
4% 
±18% 
0% 0% 0% 77% 
±11% 
2% 
±21% 
5% 
±11% 
8% 
±11% 
0% 
3 0% 0% 0% 0% 0% 0% 98% 
±2% 
2% 
±14% 
0% 0% 
O
u
te
r 
ri
n
g 
1 0% 0% 0% 10% 
±21% 
0% 0% 6% 
±14% 
84% 
±11% 
0% 0% 
2 2.5% 
±11% 
2.5% 
±11% 
0% 0% 0% 5% 
±14% 
0% 0% 90% 
±10% 
0% 
3 0% 0% 3% 
±11% 
0% 10% 
±21% 
0% 0% 0% 3% 
±11% 
84% 
±11% 
 
En la tabla 4 se tiene los resultados obtenidos tras hacer las pruebas con los datos tratados 
mediante la discretización por los Fuzzy K-Means, en estos resultados se puede observar la 
diagonal que posee el valor de clasificación que se necesita, esta representa el valor de 
reconocimiento de las señales al ser pasadas por el modelo entrenado mediante ese tipo, ahora 
mirando nuevamente la fila 1, se puede observar valores del 5% ± 14% de reconocimiento del 
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compendio de señales en ball severidad 3 al igual que un 2.5% ± 11% de reconocimiento de las 
señales en Inner ring para severidades 1 y 2. 
 
Volviendo nuevamente al análisis de la tabla 4, se puede decir que el valor de reconocimiento 
para este modelo planteado se encuentra en un 77% ± 11% de confiabilidad de detectar 
correctamente el estado de la maquina bajo los parámetros mencionados anteriormente. 
 
Resultados con los datos originales sobre el clasificador GP 
 
Tabla 5. Resultados con los datos originales sobre el clasificador GP 
Category No 
failure 
Ball Inner ring Outer ring 
1 2 3 1 2 3 1 2 3 
No 
failure 
100% 
±0% 
0% 0% 0% 0% 0% 0% 0% 0% 0% 
B
al
l 
1 0% 100% 
±0% 
0% 0% 0% 0% 0% 0% 0% 0% 
2 0% 3% 
±11% 
97% 
±3% 
0% 0% 0% 0% 0% 0% 0% 
3 0% 0% 0% 100% 
±0% 
0% 0% 0% 0% 0% 0% 
In
n
e
r 
ri
n
g 
1 0% 0% 0% 0% 100% 
±0% 
0% 0% 0% 0% 0% 
2 0% 0% 0% 0% 0% 100% 
±0% 
0% 0% 0% 0% 
3 0% 0% 0% 0% 0% 0% 100% 
±0% 
0% 0% 0% 
O
u
te
r 
ri
n
g 
1 0% 0% 0% 0% 0% 0% 0% 100% 
±0% 
0% 0% 
2 0% 0% 0% 0% 0% 0% 0% 0% 100% 
±0% 
0% 
3 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 
±0% 
 
En la tabla 5 se presentan los resultados obtenidos al presentar las señales originales al 
clasificador Gaussiano, para el cual se obtuvieron resultados de confiabilidad del 97% ± 3% en la 
tarea de reconocimiento. Por lo tanto, es posible elaborar una rutina de mantenimiento.  
 
A diferencia de los MHMM que son más eficientes en la tarea de reconocimiento, los PG son de 
rápido entrenamiento, por ser computacionalmente más eficientes al estar basados en el 
ensayo de Bernoulli, por lo cual si se desea aplicar una rutina para hacer pruebas en caliente, o 
diagnóstico y pronostico online, para lo cual este método seria el indicado. 
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Resultados con los datos del Spectral Clustering sobre el clasificador GP 
 
Tabla 6. Resultados con los datos del Spectral Clustering sobre el clasificador GP 
Category No 
failure 
Ball Inner ring Outer ring 
1 2 3 1 2 3 1 2 3 
No 
failure 
62% 
±11% 
3% 
±18% 
3% 
±18% 
10% 
±18% 
1% 
±18% 
3% 
±18% 
10% 
±53% 
3% 
±18% 
3% 
±18% 
2% 
±0% 
B
al
l 
1 3% 
±18% 
62% 
12% 
3% 
±18% 
10% 
±18% 
3% 
±0% 
3% 
±0% 
3% 
±18% 
3% 
±18% 
10% 
±0% 
0% 
2 3% 
±18% 
4% 
±18% 
72% 
±11% 
3% 
±18% 
0% 3% 
±18% 
0% 6% 
±53% 
3% 
±18% 
6% 
±35% 
3 0% 3% 
±18% 
10% 
±35% 
66% 
±14% 
4% 
±35% 
8% 
±53% 
3% 
±18% 
0% 6% 
±0% 
0% 
In
n
er
 r
in
g 
1 10% 
±18% 
5% 
±35% 
2% 
±0% 
2% 
±35% 
62% 
±21% 
2% 
±35% 
5% 
±35% 
2% 
±35% 
4% 
±53% 
2% 
±18% 
2 3% 
±18% 
15% 
±0% 
1% 
±18% 
15% 
±35% 
1% 
±18% 
57% 
±21% 
2% 
±18% 
2% 
±18% 
2% 
±18% 
2% 
3 2% 
±18% 
2% 
±18% 
2% 
±0% 
6% 
±18% 
2% 
±18% 
2% 
±18% 
80% 
±11% 
2% 
±18% 
2% 
±35% 
0% 
O
u
te
r 
ri
n
g 
1 3% 
±53% 
3% 
±35% 
3% 
±35% 
3% 
±18% 
3% 
±18% 
10% 
±0% 
3% 
±18% 
66% 
±21% 
3% 
±35% 
3% 
±0% 
2 0% 4% 
±0% 
0% 3% 
±18% 
4% 
±0% 
3% 
±18% 
0% 3% 
±18% 
80% 
±11% 
3% 
±35% 
3 7% 
±35% 
3% 
±53% 
7% 
±0% 
3% 
±18% 
3% 
±18% 
3% 
±53% 
3% 
±53% 
3% 
±0% 
3% 
±53% 
65% 
±12% 
 
Finalmente se presenta la tabla 6, la cual posee los resultados del último experimento realizado. 
En este caso la labor de clasificación es totalmente inaceptable, dado que la clasificación da 
patrones desordenados y aleatorios, lo cual demuestra que al aplicar los Spectral Clustering 
tanto en los GP como en los MHMM el clasificador reconoce el 50% de manera correcta, por lo 
cual la tarea de clasificación no se lleva a cabo. 
 
 
5.2.3 Discusión de resultados 
 
 
Anteriormente se presentaron las tablas con los resultados de las pruebas realizadas al variar 
tanto las señales de prueba (Code Books) como al cambiar entre los dos diferentes modelos 
usados para entrenar los clasificadores. 
De estos resultados se puede concluir, que el mejor clasificador para realizar el pronósticos de 
vida útil de los rodamientos por confiabilidad es el MHMM al usar las señales del Code Book 
creado a partir del método de los Fuzzy K-Means. Sin embargo por otra parte, cuando hablamos 
de eficiencia con respecto al tiempo tomado para obtener un resultado de clasificación, 
teniendo en cuenta una buena tasa de confiabilidad, debemos decir que el modelo que mejor 
se adapta para esta labor es el GP al hacer uso de las señales originales (las que solo poseen la 
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extracción de características por Mel Cepstrum), ya que no requiere un filtrado adicional, como 
así mismo podemos asegurar que el entrenamiento de un modelo basado en un GP es de menor 
complejidad que un MHMM. El valor del tiempo está dado en segundos y se presenta en la figura 
6. 
 
Figura 6. Tiempo de entrenamiento y validación. 
 
 
A continuación se presenta un diagrama de barras, el cual muestra en resumen los resultados 
de la investigación, mostrando la ventaja y desventaja de una técnica con respecto a otra. 
 
Figura 7. Resultados de la práctica. 
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Después de observar el gráfico, nuevamente cabe destacar que los peores casos se presentan al 
hacer uso de los datos discretizados mediante los Spectral Clustering y que en general los 
mejores resultados dan al tratar la base de datos como originalmente quedan después de usar 
el filtrado por Mel. 
 
Finalmente como aporte al grupo de investigación, en el área de mantenimiento se ha 
desarrollado una técnica para realizar el diagnostico de un rodamiento con desgaste, tanto para 
aplicaciones en caliente como para aplicaciones que se puede realizar al final de una jornada 
laboral. Mediante estos resultados podemos entonces plantear las técnicas de pronostico 
también, ya que conociendo el estado actual de desgaste, más un historial de desgaste del 
rodamiento se puede fácilmente calcular los tiempos para realizar las prácticas de 
mantenimiento, sin interferir con la producción por fallas presentadas sin aviso, cuando las 
operaciones no se salen de las prácticas habituales. 
  
 
5.3 PLANTEAMIENTO DEL SISTEMA DE DIAGNOSTICO Y PRONOSTICO 
DE FALLAS CON BASE EN LOS RESULTADOS OBTENIDOS POR LOS 
CLASIFICADORES. 
 
 
 
Finalmente al tener los resultados de los clasificadores, podemos plantear las rutinas de 
mantenimiento en base al RUL. El RUL se calcula considerando el estado de desgaste 
actual del rodamiento y haciendo uso de los datos entregados por el fabricante, este 
método aplica para cualquier bien material que se posea, que pueden ir desde 
rodamientos hasta sistemas industriales complejos.  
Los rodamientos usados para generar la base de datos son del fabricante SKF[6], por lo 
cual se debe recurrir a ellos y solicitar las bases de datos correspondientes a los tiempos 
de vida útil de los rodamientos, estos datos generalmente poseen historiales completos 
del funcionamientos de todos los rodamientos bajo diferentes tipos de cargas laborales, 
así mismo como de las condiciones ambientales a las cuales son sometidos, como por 
ejemplo, ambientes con alta humedad o altas temperaturas, por lo cual el ingeniero de 
mantenimiento debe tomar en cuenta estos parámetros al momento de acceder a 
consultar estos datos. 
El sistema de diagnóstico se plantea llevando una comparación del estado de desgaste 
actual del rodamiento dados los resultados del clasificador, el tipo de carga laboral que 
lleve la máquina y el ambiente de trabajo en el cual se encuentre, así teniendo en cuenta 
estos tres aspectos el ingeniero de mantenimiento puede calcular el RUL del 
rodamiento. 
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Con el cálculo del RUL que se hace mediante el diagnostico, se puede preparar el 
pronóstico del rodamiento, el cual tiene por objetivo optimizar las rutinas de 
mantenimiento y prolongar en la medida que sea posible la utilidad del rodamiento bajo 
los parámetros de calidad y seguridad que permita la labor desempeñada por él, que 
generalmente consisten en el tipo de proceso industrial al cual pertenezca, así como en 
qué tan crítico es que se presente una falla por desgaste no pronosticada. 
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CAPITULO 6                                                                                                                                                            
CONCLUSIONES Y TRABAJOS FUTUROS 
 
 
 
 
 Al implementarse los Code Books sobre las bases de datos después de aplicar las 
técnicas de extracción de características en señales cuasi-estacionarias, como lo es la 
técnica del cambio de escala de la frecuencia a la escala de Mel, para la extracción de 
coeficientes cepstrales (MFCC), se da una mejora en tiempo de cálculo de los sistemas 
de clasificación, sin embargo adicional a esto en el caso del MHMM con datos difusos 
también se presentó un mejoramiento en la confiabilidad de la clasificación ya que se 
venía trabajando con un modelo que estaba arrojando un valor de confiabilidad en la 
clasificación del 95% con los datos no tratados hasta el 96%, con lo cual se obtuvieron 
resultados mejores de lo esperado. 
 
 
 La metodología de detección y clasificación de fallas diseñada en base a los MHMM y 
los GP realizada en este proyecto de grado, permite con base en una población muestral 
de datos anotada generar modelos de inferencia para estimar los parámetros que 
modelan las fallas en un sistema bajo estudio, esta metodología asegura buenos 
resultados en los porcentajes de detección y clasificación en el sistema, siempre y 
cuando las bases de datos captadas sean de procedencia cuasi-estacionaria. Igualmente 
se atribuye al sistema diseñado un buen desempeño en aplicaciones reales debido al 
poco tiempo y recursos computacionales requeridos en las tareas de detección y 
clasificación sobre todo cuando trabajamos con los Code Books en el clasificador 
diseñado mediante los Procesos Gaussianos. 
 
 
 Hallar los parámetros necesarios para la implementación de los modelos en la tarea de 
identificación y clasificación de fallas se hizo de forma concisa debido a los criterios de 
optimización impuestos en la metodología, lo cual demuestra que estos fueron 
razonables tanto por la parte de optimización de recursos computacionales como en la 
confiabilidad de los modelos inferidos.  
 
 
 La implementación de estas metodologías de mantenimiento permiten mejorar las 
condiciones de vida en una máquina o sistema, debido a que se está previniendo el 
desgaste temprano de una máquina o sistema al realizarse de manera oportuna las 
prácticas de mantenimiento, lo cual disminuye considerablemente la intervención 
humana y el cambio de piezas temprano, esto demuestra el impacto positivo que se 
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tiene ya que se disminuye el costo por labores de mantenimiento, al mismo tiempo que 
se disminuye el impacto negativo al medio ambiente. 
 
 En la tabla 1 se puede observar los resultados obtenidos después de realizar diez 
entrenamientos del modelo para el MHMM usando la base de datos difusa, al observar 
los resultados este modelo es un 97% efectivo reconociendo el estado de falla. Con lo 
cual se puede asegurar que al llevar a cabo un reporte de estado de falla después de 
obtener las señales y aplicar este clasificador nos entregara un resultado correcto de 
reconocimiento. 
 
 
 
Algunos trabajos futuros que se pueden recomendar y que amplían el campo de aplicación de 
este trabajo de grado son: 
 
 
 La implementación del sistema entrenado con base en MHMM para el caso de este 
proyecto de grado puede ampliarse a una aplicación industrial, una manera que se 
plantea para la ampliación de esta implementación es obteniendo muestras de señales 
de vibraciones de otras máquinas, y usarlas en el entrenamiento de los modelos, lo cual 
es permitido debido a que el sistema no presenta sobre-entrenamiento. Una técnica 
similar se implemente durante mi estadía en el grupo de investigación de análisis de 
vibraciones de la facultad de mecánica. 
 
 
 Usar el análisis de componentes principales u otras técnicas afines para mejorar la 
calidad de las señales obtenidas después de aplicar un filtro o una técnica de 
discretización, para obtener resultados más confiables o poder tener una metodología 
más eficiente computacionalmente. 
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APÉNDICE A                                                                                                                                                                                                                                                                                                               
DESCRIPCIÓN MATEMÁTICA DEL ALGORITMO DE 
ENTRENAMIENTO 
 
 
 
 
Dado un conjunto de observaciones 𝑶 = (𝑶1, 𝑶2, … , 𝑶𝑛) donde cada observación es una 
variable vectorial real de dimensión d, el algoritmo de K-mean clustering tiene como objetivo la 
partición de las n observaciones en k agrupaciones 𝑺 = (𝑆1, 𝑆1, … , 𝑆𝑘)  donde (𝑘 ≤ 𝑛). El 
objetivo del algoritmo es minimizar la cantidad de variables presentes en el espacio muestral 
[21, 22], el algoritmo está compuesto de 5 pasos computacionales que se explican a 
continuación: 
 
Paso 1: Condiciones de inicio 
Para la elección de las agrupaciones iniciales, se puede escoger entre dos metodologías, estas 
corresponden al método de particiones aleatorias y al método de Forgy [23]. El método de Forgy 
elige aleatoriamente k observaciones del  conjunto de datos, con las cuales genera las 
agrupaciones iniciales. El método de particiones aleatorias asigna aleatoriamente un dato a cada 
agrupación, con lo que luego avanza al paso de actualización. 
 
El método de Forgy tiende a divergir del conjunto de datos, mientras que la metodología de las 
particiones aleatorias tiende a converger a ellos. De acuerdo con Hammerly [23], el método de 
particiones aleatorias es preferible, en general. 
 
Paso 2: Asignación 
Asignar cada observación a la agrupación que asegure la mayor media. 
 
𝐽 =∑∑| |𝑥𝑖
(𝑗) −𝑚𝑗| |
2
𝑛
𝑖=1
𝑘
𝑗=1
 
 
(A.1) 
 
 
Donde | |𝑥𝑖
(𝑗) −𝑚𝑗| |
2 es la distancia medida entre un dato 𝑥𝑖 y la media de la agrupación  𝑚𝑗. 
 
Paso 3: Revisar criterios de parada 
Se revisan los criterios de parada del algoritmo, este para por iteraciones, o por óptimo global. 
 
Paso 4: Actualizar 
Cuando los criterios de parada no se cumplen, se debe actualizar el algoritmo para una nueva 
iteración, esto se hace calculando nuevas medias 𝑚𝑖 para cada agrupación 
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𝒎𝑖
𝑡+1 =
1
|𝑆𝑖
(𝑡)
|
∑ 𝑿𝑗
𝑿𝑗∈𝑆𝑖
(𝑡)
 
 
(A.2) 
Donde 𝑿𝑗, representa el conjunto de datos que queda contenido en el grupo 𝑆𝑖
(𝑡)
. 
 
Paso 5: Resultados 
Al terminar el proceso iterativo, se genera el libro de códigos, que recopila las observaciones 
más el respectivo grupo al cual fueron asignadas.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
58 
 
APÉNDICE B                                                                                                                                                                                                                                                                                                               
SOLUCIÓN A LOS TRES PROBLEMAS BÁSICOS EN LOS HMM 
 
 
 
 
Solución al problema de la evaluación 
Consiste en calcular la probabilidad de la secuencia de observaciones 𝑂 = 𝑂1, 𝑂2, … , 𝑂𝑇, dado 
un modelo 𝜆 esto es 𝑃(𝑂|𝜆). Sin embargo al tenerse dependencia de los estados también, se 
hace necesario definir una secuencia de estados Q, la cual relaciona el cambio de estados a 
través del tiempo. 
 
𝑄 = 𝑞1, 𝑞2, … . , 𝑞𝑇                                                         (B.1) 
 
Donde 𝑞1 es el estado inicial. La probabilidad de la secuencia de las observaciones O dada una 
secuencia de estados es 
 
𝑃(𝑂|𝑄, 𝜆) = ∏ 𝑃(𝑂𝑡|𝑞𝑡, 𝜆)
𝑇
𝑡=1                                             (B.2) 
 
Se asume que las observaciones son independientes, por lo tanto se tiene la siguiente expresión 
 
𝑃(𝑂|𝑄, 𝜆) = 𝑏𝑞1(𝑂1), 𝑏𝑞2(𝑂2),… , 𝑏𝑞𝑡(𝑂𝑇)                                 (B.3) 
 
Donde 𝑏𝑞1(𝑂1), 𝑏𝑞2(𝑂2),… , 𝑏𝑞𝑡(𝑂𝑇), son las probabilidades correspondientes a las 
observaciones dado un estado y un modelo. Para darle solución a la ecuación 3.11, se recurre al 
procedimiento iterativo de Forward-Backward, primero se define la variable de forward como 
se muestra en la ecuación B.4. 
 
𝛼𝑡(𝑖) = 𝑃(𝑞1, 𝑞2, … , 𝑞𝑡 = 𝑆𝑖|𝜆)                                       (B.4) 
 
El algoritmo para resolver esta ecuación es el siguiente: 
 
Paso 1. Inicialización 
 
𝛼𝑡(𝑖) = 𝜋𝑖𝑏𝑖(𝑂1),     1 ≤ 𝑖 ≤ 𝑁 
 
Paso 2. Inducción 
 
𝛼𝑡+1(𝑗) = [∑ 𝛼𝑡(𝑖)𝑎𝑖,𝑗
𝑁
𝑗=1 ]𝑏𝑗(𝑂𝑡+1),     1 ≤ 𝑡 ≤ 𝑇 − 1,     1 ≤ 𝑗 ≤ 𝑁             (B.5) 
 
Paso 3. Terminación 
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𝑃(𝑂|𝜆) = ∑ 𝛼𝑇(𝑖)
𝑁
𝑖=1                                                  (B.6) 
De una manera similar se define la variable Backward la cual se muestra en la ecuación B.7. Al 
igual que la anterior variable servirá para escoger el mejor camino en este caso es el camino de 
regreso. 
 
𝛽𝑡(𝑖) = 𝑃(𝑞1, 𝑞2, … , 𝑞𝑡 = 𝑆𝑖|𝜆)                                       (B.7) 
 
Esta ecuación se puede resolver utilizando el siguiente algoritmo: 
 
Paso 1. Inicialización 
 
𝛽𝑇(𝑖) = 1,     1 ≤ 𝑖 ≤ 𝑁                                                  (B.8) 
 
Paso 2. Inducción 
 
𝛽𝑡(𝑖) = ∑ 𝑎𝑖𝑗𝑏𝑗(𝑂𝑡+1)𝛽𝑡+1(𝑗),
𝑁
𝑗=1      𝑡 = 𝑇 − 1, 𝑇 − 2,… , 1     1 ≤ 𝑖 ≤ 𝑁        (B.9) 
 
Para el proceso iterativo por Backward, se requiere 𝑁2𝑇 cálculos y su finalización es de manera 
similar a la del algoritmo de forward. 
 
 
Solución al problema de la decodificación 
A diferencia del problema anterior, el problema de la decodificación se puede resolver por 
múltiples caminos, esto con el fin de encontrar la secuencia de estados óptima asociada con la 
secuencia de observaciones dada. La dificultad está en encontrar los criterios de optimización 
precisos. Sin embargo uno de los criterios de más peso es encontrar la secuencia de estados que 
maximice 𝑃(𝑄|𝑂, 𝜆), lo cual resulta equivalente a maximizar 𝑃(𝑄, 𝑂|𝜆), una técnica formal 
existente para solucionar este problema, está basada en métodos de programación dinámica, 
este método es llamado el algoritmo de Viterbi. 
 
El algoritmo de Viterbi [30, 31] tiene como tarea encontrar la mejor secuencia de estados 𝑄 =
{𝑞1, 𝑞2, … , 𝑞𝑇}, para optimizar la probabilidad de la secuencia de observación dada 𝑂 =
{𝑂1, 𝑂2, … , 𝑂𝑇} . 
 
𝛿𝑡(𝑖) =
𝑚𝑎𝑥
𝑞1, 𝑞2, … , 𝑞𝑡  
𝑃[𝑞1, 𝑞2, … , 𝑞𝑇 = 𝑖, 𝑂1 𝑂1… 𝑂𝑡|𝜆]                       (B.10) 
 
Para la expresión de la ecuación B.10, al aplicarse la programación dinámica, se cuenta con un 
único camino, el cual tiene la mejor puntuación (esto se refiere a la mejor probabilidad), por 
inducción se tiene entonces la ecuación B.11. 
 
𝛿𝑡+1(𝑗) = [
𝑚𝑎𝑥
𝑖 
𝛿𝑡(𝑖)𝑎𝑖𝑗] 𝑏𝑗(𝑂𝑡+1)                                        (B.11) 
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Para mantener un seguimiento ordenado de la secuencia de estados a través de la programación 
dinámica, se hace necesario recurrir a una matriz de seguimiento 𝜓𝑡(𝑗). En la cual se guardaran 
para cada estado en t su respectivo valor en j. 
 
El algoritmo para dar solución a B.11 se muestra a continuación. 
 
Paso 1. Inicialización 
 
𝛿1(𝑖) = 𝜋𝑖𝑏𝑖(𝑂1),     1 ≤ 𝑖 ≤ 𝑁                                         (B.12a) 
 
𝜓1(𝑖) = 0.                                                       (B.12b) 
 
Paso 2. Recursión 
 
𝛿𝑡(𝑗) =
𝑚𝑎𝑥
1 ≤ 𝑖 ≤ 𝑁[𝛿𝑡−1
(𝑖)𝑎𝑖𝑗]𝑏𝑗(𝑂𝑡),     2 ≤ 𝑡 ≤ 𝑇     1 ≤ 𝑗 ≤ 𝑁            (B.13a) 
 
ψt(j) =
argmax
1 ≤ i ≤ N
[δt−1(i)aij],     2 ≤ t ≤ T     1 ≤ j ≤ N                   (B.13b) 
 
Paso 3. Terminación 
 
𝑃∗ =
𝑚𝑎𝑥
1 ≤ 𝑖 ≤ 𝑁
[𝛿𝑇(𝑖)]                                                (B.14a) 
 
𝑞𝑇
∗ =
𝑎𝑟𝑔𝑚𝑎𝑥
1 ≤ 𝑖 ≤ 𝑁
[𝛿𝑇(𝑖)]                                               (B.14b) 
 
Paso 4. Camino de vuelta hacia atrás (secuencia de estados) 
 
𝑞𝑡
∗ = ψt+1(𝑞𝑡+1
∗ ),     t = T − 1, T − 2,… , 1                                 (B.15) 
 
 
Solución a la tarea del entrenamiento 
La solución al tercer problema es la más difícil, esta consiste en determinar un método para 
ajustar los parámetros del modelo 𝜆 = (𝐴, 𝐵, 𝜋), de tal manera que se pueda maximizar la 
probabilidad de que la secuencia de observaciones dada venga del modelo 𝑃(𝑂|𝜆). Para este 
problema no se tiene una solución analítica, por lo cual se recurre a encontrar un óptimo local 
que maximice 𝑃(𝑂|𝜆). El procedimiento iterativo utilizado es conocido como el método de 
Baum-Welch o el método EM (Expectation Maximization) [6,32]. 
 
A continuación se describe el método iterativo de Baum-Welch o de máxima expectativa. 
Con el fin de describir el procedimiento de re-estimación para los parámetros de los HMM, 
primero se define 𝜉𝑡(𝑖, 𝑗), que corresponde a la probabilidad de empezar en el estado 𝑆𝑖 en el 
tiempo 𝑡, y llegar al estado 𝑆𝑗 en el tiempo 𝑡 + 1. 
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𝜉𝑡(𝑖, 𝑗) = 𝑃(𝑞𝑡 = 𝑆𝑖, 𝑞𝑡+1 = 𝑆𝑗|𝑂, 𝜆)                                     (B.16) 
 
Igual que para los casos anteriores se puede por medio de inducción estimar las variables de 
forward y Backward, las cuales quedan escritas de la siguiente forma (ecuación B.17). 
 
𝜉𝑡(𝑖, 𝑗) =
𝛼𝑡(𝑖)𝑎𝑖𝑗𝑏𝑗(𝑂𝑡+1)𝛽𝑡+1(𝑗)
𝑃(𝑂|𝜆)
=
𝛼𝑡(𝑖)𝑎𝑖𝑗𝑏𝑗(𝑂𝑡+1)𝛽𝑡+1(𝑗)
∑ ∑ 𝛼𝑡(𝑖)𝑎𝑖𝑗𝑏𝑗(𝑂𝑡+1)𝛽𝑡+1(𝑗)
𝑁
𝑗
𝑁
𝑖
                   (B.17) 
 
Ahora se define la variable 𝛾𝑡(𝑖) como la probabilidad de empezar en el estado 𝑆𝑖, en el tiempo 
𝑡, dada una secuencia de observaciones y un modelo. Por lo tanto se puede relacionar 𝛾𝑡(𝑖) con 
𝜉𝑡(𝑖, 𝑗) por una sumatoria sobre 𝑗, esta viene dada 
 
𝛾𝑡(𝑖) = ∑ 𝜉𝑡(𝑖, 𝑗)
𝑁
𝑗=1                                                      (B.18) 
 
Si sumamos 𝛾𝑡(𝑖) para todo el conjunto de tiempo indexado a t, tendremos el conteo de la 
cantidad de veces que pasamos por 𝑆𝑖. Otra manera de interpretar estos valores se muestra a 
continuación [6]. 
 
∑𝛾𝑡(𝑖)
𝑇−1
𝑡=1
= 𝑛ú𝑚𝑒𝑟𝑜 𝑒𝑠𝑝𝑒𝑟𝑎𝑑𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖𝑜𝑛𝑒𝑠 𝑝𝑎𝑟𝑎 𝑆𝑖 
(B.19) 
 
∑𝜉𝑡(𝑖, 𝑗) 
𝑇−1
𝑡=1
= 𝑛ú𝑚𝑒𝑟𝑜 𝑒𝑠𝑝𝑒𝑟𝑎𝑑𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖𝑜𝑛𝑒𝑠 𝑑𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑆𝑖 𝑎𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑆𝑗 
(B.20) 
 
Usando las anteriores fórmulas, se puede entonces plantear el método de re-estimación para 
los parámetros del HMM. Estas se muestran en la ecuación B.21-B.23. 
 
𝜋?̅? = 𝐹𝑟𝑒𝑐𝑢𝑒𝑛𝑐𝑖𝑎 𝑒𝑠𝑝𝑒𝑟𝑎𝑑𝑎 𝑒𝑛 𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑆𝑖 𝑒𝑛 (𝑡 = 1) = 𝛾1(𝑖) 
(B.21) 
 
𝑎𝑖𝑗̅̅ ̅̅ =
𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖𝑜𝑛𝑒𝑠 𝑒𝑠𝑝𝑒𝑟𝑎𝑑𝑜 𝑑𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑆𝑖 𝑎𝑙 𝑆𝑗
𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖𝑜𝑛𝑒𝑠 𝑒𝑠𝑝𝑒𝑟𝑎𝑑𝑎𝑠 𝑒𝑛 𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑆𝑖
=
∑ 𝜉𝑡(𝑖, 𝑗)
𝑇−1
𝑡=1
∑ 𝛾𝑡(𝑖)
𝑇−1
𝑡=1
 
(B.22) 
 
𝑏?̅?(𝑘) =
𝑛ú𝑚𝑒𝑟𝑜 𝑒𝑠𝑝𝑒𝑟𝑎𝑑𝑜 𝑑𝑒 𝑣𝑒𝑐𝑒𝑠 𝑞𝑢𝑒 𝑒𝑙 𝑠𝑖𝑚𝑏𝑜𝑙𝑜 𝑉𝑘 𝑒𝑠𝑡𝑎 𝑒𝑛 𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑗
𝑛ú𝑚𝑒𝑟𝑜 𝑒𝑠𝑝𝑒𝑟𝑎𝑑𝑜 𝑑𝑒 𝑣𝑒𝑐𝑒𝑠 𝑒𝑛 𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑗
=
∑ 𝛾𝑡(𝑗)
𝑇−1
𝑡=1
𝑆, 𝑡, 𝑂𝑡 = 𝑉𝑘
∑ 𝛾𝑡(𝑗)
𝑇−1
𝑡=1
 
(B.23) 
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Con las ecuaciones (B.21)-(B.23) se calcula el nuevo modelo re-estimado ?̅? al cual evaluaremos 
su desempeño mediante la función auxiliar (ecuación B.24). 
 
𝑄(𝜆, ?̅?) = ∑ 𝑃(𝑄|𝑂, 𝜆)log [𝑃(𝑂, 𝑄|?̅?)]𝑄                                     (B.24) 
 
Una manera de resolver la función auxiliar de desempeño es mediante los multiplicadores de 
LaGrange, los cuales aplicamos a 𝑃(𝑂|𝜆), de donde obtenemos la máxima probabilidad de la 
secuencia dada un modelo 𝑚𝑎𝑥𝑃(𝑂|𝜆), cuando: 
 
𝜋𝑖 =
𝜋𝑖
𝜕𝑃
𝜕𝜋𝑖
∑ 𝜋𝑘
𝜕𝑃
𝜕𝜋𝑘
𝑁
𝑘=1
                                                       (B.25) 
 
𝑎𝑖𝑗 =
𝑎𝑖𝑗
𝜕𝑃
𝜕𝑎𝑖𝑗
∑ 𝑎𝑖𝑘
𝜕𝑃
𝜕𝑎𝑖𝑘
𝑁
𝑘=1
                                                     (B.26) 
 
𝑏𝑗(𝑘) =
𝑏𝑗(𝑘)
𝜕𝑃
𝜕𝑏𝑗(𝑘)
∑ 𝑏𝑗(𝑙)
𝜕𝑃
𝜕𝑏𝑗(𝑙)
𝑀
𝑙=1
                                                  (B.27) 
 
En cada nueva iteración que se tenga, siempre se deben revisar los criterios de valides y 
convergencia para el modelo, como sigue 
 
∑ 𝜋?̅? = 1
𝑁
𝑖=1                                                              (B.28) 
 
∑ 𝑎𝑖𝑗̅̅ ̅̅ = 1,
𝑁
𝑗=1      1 ≤ 𝑖 ≤ 𝑁                                               (B.29) 
 
∑ 𝑏?̅?(𝑘) = 1
𝑀
𝑘=1 ,     1 ≤ 𝑗 ≤ 𝑀                                            (B.30) 
