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Abstract This study addresses some algorithms for solving structured unconstrained convex optimiza-
tion problems using first-order information where the underlying function includes high-dimensional data.
The primary aim is to develop an implementable algorithmic framework for solving problems with multi-
term composite objective functions involving linear mappings using the optimal subgradient algorithm,
OSGA, proposed by Neumaier in [49]. To this end, we propose some prox-functions for which the cor-
responding subproblem of OSGA is solved in a closed form. Considering various inverse problems arising
in signal and image processing, machine learning, statistics, we report extensive numerical and compar-
isons with several state-of-the-art solvers proposing favourably performance of our algorithm. We also
compare with the most widely used optimal first-order methods for some smooth and nonsmooth con-
vex problems. Surprisingly, when some Nesterov-type optimal methods originally proposed for smooth
problems are adapted for solving nonsmooth problems by simply passing a subgradient instead of the
gradient, the results of these subgradient-based algorithms are competitive and totally interesting for
solving nonsmooth problems. Finally, the OSGA software package is available.
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1 Introduction
In many applications, e.g., those arising in signal and image processing, machine learning, compressed
sensing, geophysics and statistics, key features cannot be studied by straightforward investigations, but
must be indirectly inferred from some observable quantities. Thanks to this characteristic, they are usually
referred as inverse problems. If a linear relevance between the features of interest and observed data
can be prescribed, this leads to linear inverse problems. If y ∈ Rm be an indirect observation of an original
object x ∈ Rn and A : Rn → Rm is a linear operator, then the linear inverse problem is defined using
y = Ax+ ν, (1)
where ν ∈ Rm represents an additive noise about which little is known apart from which qualitative
knowledge.
Motivation & history. In practice, the systems (1) is typically underdetermined , rank-deficient
or ill-conditioned . The primary difficulty with linear inverse problems is that the inverse object is
extremely sensitive to y due to small or zero singular values of A meaning ill-conditioned systems behave
like singular cases. Indeed, in the case thatA−1 for square problems or pseudo-inverse A† = (A∗A)−1A∗
for full rank over-determined systems is exist, then analyzing the singular value decomposition shows that
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2 Masoud Ahookhosh
x˜ = A−1y or x˜ = A†y be inaccurate and meaningless approximation for x, see [50]. Furthermore, when
the vector δ is not known, one cannot solve (1) directly.
From underdetermined or rank-deficient feature of inverse problems, we know that if a solution exists,
then there exist infinitely many solutions. Hence some additional information is required to determine
a satisfactory solution of (1). It is usually interested to determine a solution by minimizing the residual
‖Ax− y‖2, leading to the well-known least-square problem
min
x∈Rn
1
2
‖Ax− y‖22, (2)
where ‖.‖2 denotes l2-norm. In view of ill-condition feature of the problem (1), the solution of (2) is
usually improper. Hence Tikhonov in [53] proposed the following penalized minimization problem
min
x∈Rn
1
2
‖Ax− y‖22 +
λ
2
‖x‖22, (3)
where λ is the regularization parameter that controls the trade-off between the least square data fitting
term and the regularization term. The reformulated problem is also smooth and convex, and selecting a
suitable regularization parameter leads to a well-posed problem. In many applications, we seek the sparsest
solution of (1) among all the solutions provided that y is acquired from a highly sparse observation. To
do so, the following problem is proposed
min ‖x‖0
s.t. ‖Ax− y‖ ≤ 
where ‖x‖0 is the number of all nonzero elements of x and  is a nonnegative constant. It is well-known
that the objective function is nonconvex, however its convex relaxation is much more preferable. As
investigated in [18], this is achievable by considering the problem
min ‖x‖1
s.t. ‖Ax− y‖ ≤ .
or its unconstrained version
min
x∈Rn
1
2
‖Ax− y‖22 + λ‖x‖1, (4)
which is referred as basis pursuit denoising or lasso. Due to non-differentiability of the l1-norm, this
problem is nonsmooth and its solving is more difficult than solving (3).
In general, linear inverse problems can be modelled as a special case of the following affine composite
minimization problem
min
x∈Rn
f(Ax) + ϕ(Wx). (5)
Usually, f : Rn → R is a smooth convex loss function defined by a black-box oracle and ϕ : Rn → R is
a regularizer or regularization function , which is usually nonsmooth and possibly nonconvex. This
means that the general underlying regularizer can be smooth or nonsmooth and convex or nonconvex. In
this paper, we consider structured convex optimization problems of the form (5) when regularizers
can be smooth or nonsmooth convex terms, so nonconvex regularizers are not the matter of this study.
Over the past few decades, because of emerging many applications of inverse problems in applied
sciences and engineering, solving structured composite optimization problems of the form (5) attracts
many interesting researches. To exploit different features of objective functions, a variety of techniques
for solving this class of problems are introduced, where proposed optimization schemes employ particular
structures of objective functions. It is also known that solving nonsmooth problems are usually more
difficult than solving smooth problems, even for unconstrained cases. In the meantime, black-box con-
vex optimization is theoretically and computationally regarded as a mature area in optimization and
frequently employed to solve problems with large number of variables appearing in various applications.
Since problems of the form (5) mostly include high-dimensional data, optimization schemes should avoid
of exploiting costly operations and also high amount of memory. Therefore, the first-order black-box
oracle is intensively used to construct appropriate schemes for handling large-scale problems, where just
function and subgradient evaluations are needed. Some popular first-order references are gradient-based
algorithms [25, 45, 46, 48], subgradient-based schemes [8, 12, 39, 42, 47], bundle-type procedures [35],
smoothing techniques [9, 43] and proximal gradient methods [9, 11, 52].
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In the context of convex optimization, the analytical complexity refer to the number of calls of
an oracle, for example iterations or function and subgradient evaluations, to reach an ε-solution of the
optimum, for more information see [39, 42]. In 1983, Nemirovski & Yudin in [39] proved that the lower
complexity bound of first-order methods for finding an ε-solution of the optimum for smooth convex
functions with Lipschitz continuous gradient is O(1/
√
ε), while for Lipschitz continuous nonsmooth convex
function it is O(1/ε2). Indeed, the interesting feature of these error bounds is that they are independent
of the problem’s dimension. For the established class of problems, an algorithm called optimal if it
can achieve these worst-case complexities. In a case of nonsmooth convex problems, the well-known
subgradient decent and mirror descent methods are optimal, see [39]. The seminal optimal first-order
method for smooth convex problems with Lipschitz continuous gradient is introduced by Nesterov [40]
in 1983, and since then he has developed the idea of optimal methods for various classes of problems in
[41, 42, 46, 48]. It is clear that the gap between the complexity of smooth and nonsmooth convex problems
is considerably big. This fact motivates Nesterov to develop some schemes with better performance for
nonsmooth convex problems so called smoothing techniques where the worst-case complexity of these
methods is in order O(1/ε) and can be improved using the idea of optimal gradient methods, see [43,
44, 45]. The theoretical analysis and surprising computational results of optimal methods are totally
interesting, especially for solving large-scale problems. These appealing features along with increasing
the interest of solving large-scale problems attract many authors to develop the idea of the optimal first-
order methods, for examples Beck & Teboulle [8], Becker et al. [11], Devolder et al. [26], Gonzaga
et al. [31, 32], Lan [35], Meng & Chen [37], Nemirovski & Nesterov [38] and Tseng [54].
In most of the studies mentioned, the first difficulty in implementation is the algorithms need the
knowledge of global parameters such as the Lipschitz constant of objective function for nonsmooth prob-
lems and the Lipschitz constant for its gradient in smooth cases. Nesterov in [48] proposed an adaptive
procedure to approximate the Lipschitz constant, however it still needs a suitable initial guess. Recently
Lan in [35] based on employing bundle techniques avoids of requiring the global parameters. More re-
cently, Neumaier in [49] introduced a novel optimal algorithm on the basis of incorporating a linear
relaxation of the objective function and a prox-function into a fractional subproblem to construct a
framework that can be employed for both smooth and nonsmooth convex optimization in the same time
and to avoid of needing Lipschitz constants. It called OSGA, where it only needs the first-order black-
box oracle. In a case that no strong convexity is assumed, it shares the uniformity, freeness of global
parameters and complexity properties of Lan’s approach, but has a far simpler structure and derivation.
Thanks to achieving the optimal complexity of first-order methods, it can be regarded as a fully adaptive
alternative of Nesterov-type optimal methods. Furthermore, low memory requirements of this algorithm
make it appropriate for solving large-scale practical problems.
Contribution. The main focus of this paper is to extend and develop the basic idea of the opti-
mal subgradient algorithm for minimizing general composite functions to deal with structured convex
optimization problems in applications. There exist many applications of linear inverse problems with a
complicated objective function consisting of various linear operators and regularizers, which are not sup-
ported by algorithms and solvers using the proximal mapping in their structures. For example, consider
the scaled lasso problem that is defined the same as (4) in which the regularization term ‖x‖1 is substi-
tuted by ‖Wx‖1 for a general linear operator W . In this case, the following proximal mapping should be
solved as an auxiliary subproblem
proxλ(y) = argmin
x∈Rn
1
2
‖x− y‖22 + ‖Wx‖1.
Indeed, this proximity problem cannot be solved explicitly using iterative shrinkage-thresholding ex-
cept for the case that W is orthonormal, i.e., it cannot be solved using usual proximal-based algorithms.
Thanks to accessible requirements of OSGA needing just function and subgradient evaluations, solving
most of such complicated problems are tractable in reasonable costs. Furthermore, some appropriate
prox-functions are proposed for unconstrained problems of the form (5) such that the corresponding sub-
problem of OSGA can be solved explicitly. We also adapt some Nesterov-type optimal methods originally
proposed for smooth problems to solve nonsmooth problems by passing subgradient instead of gradient.
The surprising results indicate that the adapted algorithms perform competitively or even better than
optimal methods specifically proposed for solving nonsmooth problems. Finally, the paper is accompanied
with a software release.
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Contents. The rest of the paper is organized as follows. In next section, we establish the basic
idea of the optimal subgradient algorithm for the general affine composite functions. Section 3 devotes
to implementing OSGA and comparing it with some popular first-order methods and state-of-the-art
solvers for some practical problems in applications. The OSGA software package is described in Section
4. Finally, we conclude our results in Section 5.
2 Optimal subgradient framework
In this section, we shall give a short sketch of the optimal subgradient framework introduced by Neu-
maier in [49] for composite functions in the presence of linear operators which is appropriate for solving
considered applications of linear inverse problems.
This paper considers composite functions of the form (5) or a more general form that will be discussed
in the sequel, however we can still solve constrained problems by defining an indicator function. Let us
to consider the following convex constrained problem
min
x∈C
f(Ax), (6)
where f : C → R is a convex function defined on a nonempty convex subset C of a finite-dimensional
real vector space X with a bilinear pairing 〈h, z〉, where h is in the dual space X ∗ which is formed by all
linear functions on R. The indicator function of the set C is defined by
IC(x) =
{
0 x ∈ C;
∞ otherwise. (7)
Since C is convex set, it is straightforward to show IC is a convex function. Thus, by setting ϕ(x) = IC(x),
we can reformulate the problem (6) in an equivalent unconstrained form (5), which is desired problem of
the current paper.
In some applications, one has no easy access to the matrices used in (5), instead it is assembled in a
subroutine without ever forming explicit matrices so that it is preferred to employ linear operators in (5)
instead of their matrix representations. We generally consider functions of the form
Ψ(x) =
n1∑
i=1
fi(Aix) +
n2∑
j=1
ϕj(Wjx), (8)
where fi : Ui → R for i = 1, 2, · · · , n1 are convex smooth functions, ϕj : Vj → R for j = 1, 2, · · · , n2
are smooth or nonsmooth convex functions and Ai : X → Ui for i = 1, 2, · · · , n1 and Wj : X → Vj for
j = 1, 2, · · · , n2 are linear operators. Here, Ψ is called the multi-term affine composite function .
Since each affine term Aix or Wjx and each function fi or ϕj for i = 1, · · · , n1 and j = 1, · · · , n2 is
convex and the domain of Ψ defined by
dom Ψ =
(
n1⋂
i=1
dom fi(Aix)
)⋂ n2⋂
j=1
dom ϕj(Wjx)

is a convex set, then the function Ψ is convex on its domain. Considering (8), we are generally interested
in solving the following composite convex optimization problem
Ψ∗ := min
x∈X
Ψ(x) (9)
Under considered properties of Ψ , the problem (9) has a global optimizer denoted by x∗ and Ψ∗ = Ψ(x∗)
is its global optimum. The functions of the form Ψ are frequently appeared in the recent interests of
employing hybrid regularizations or mixed penalty functions for solving problems in the fields such as
signal and image processing, machine learning and statistics. In the sequel, we will see that many well
studied structured optimization problems are special cases of (8). It is also clear that (9) is a generalization
of (5). For example, the following scaled elastic net problem
Ψ(x) =
1
2
‖Ax− b‖22 + λ1‖W1x‖1 +
λ2
2
‖W2x‖22 (10)
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can be considered in the form (8) by setting Ψ(x) = f1(A1x) + ϕ1(W1x) + ϕ2(W2x) where f1(A1x) =
1
2‖A1x− b‖22, ϕ1(W1x) = λ1‖W1x‖1 and ϕ2(W2x) = λ22 ‖W2x‖22.
Basic idea of optimal subgradient scheme. This section summarizes the basic idea of OSGA [49]
which is adapted for the considered unconstrained problem (9). Let us to consider an arbitrary convex
function Ψ : X → R of the form (8). A vector gΨ (x) ∈ X ∗ is called a subgradient of Ψ at a given point
x ∈ dom Ψ if for any z ∈ dom Ψ we have that
Ψ(z) ≥ Ψ(x) + 〈gΨ (x), z − x〉.
The set of all subgradients of the function Ψ at x is called subdifferential of Ψ at x denoted by ∂Ψ(x).
The subdifferential of a general convex function Ψ at any point x in its domain is nonempty, and it is
unique if Ψ is differentiable.
We now consider a minimization problem of the form (8) and suppose that the first-order black-box
oracle
O(x) = (Ψ(x), gΨ (x)),
is available, where gΨ (x) ∈ ∂Ψ(x) at x ∈ X . The primary objective of the optimal subgradient algorithm
(OSGA) is to construct a sequence of iterations such that the error bound Ψ(xb) − Ψ∗ is monotonically
reducing to be smaller than an accuracy parameter ε, i.e.
0 ≤ Ψb − Ψ∗ ≤ ε,
where Ψb := Ψ(xb) is the function value in the best known point xb.
To derive a framework for OSGA, let us to define the following affine global underestimator ,
which is a linear relaxation of Ψ ,
Ψ(z) ≥ γ + 〈h, z〉, (11)
for all z ∈ dom Ψ with γ ∈ R and h ∈ X ∗, which is clearly available due to the first-order condition for
the convex function Ψ . We also consider a continuously differentiable prox-function Q : X → R, which
is a strongly convex function with the convexity parameter set to σ satisfying
Q(λx+ (1− λ)z) + λ(1− λ)σ
2
‖x− z‖2 ≤ λQ(x) + (1− λ)Q(z), (12)
for all x, z ∈ X and λ ∈ (0, 1) where ‖.‖ is an arbitrary norm of the vector space X . This is equivalent to
Q(z) ≥ Q(x) + 〈gQ(x), z − x〉+ σ
2
‖z − x‖2, (13)
for all x, z ∈ X where gQ(x) denotes the gradient of Q at x. Furthermore, we suppose that
Q0 := inf
z∈X
Q(z) > 0. (14)
The point z0 ∈ X minimizing the problem (14) is called the center of Q. At the end of this section,
we will propose some prox-functions satisfying these conditions. Afterwards, the following minimization
subproblem is defined
E(γ, h) := − inf
z∈ dom Ψ
γ + 〈h, z〉
Q(z)
. (15)
By the definition of prox-functions, it is clear that the denominator Q(z) is positive and bounded away
from zero on the feasible region dom Ψ . The solution of this subproblem (15) is denoted by u := U(γ, h),
and it is supposed that e := E(γ, h) and u can be effectively computed. In particular, for the uncon-
strained problem (8), we will show that this subproblem can be solved explicitly and cheaply for some
suitable prox-functions.
Theoretical analysis. We here establish a bound on error Ψ(xb)−Ψ∗ for the proposed scheme. The
definition of e = E(γ, h) in (15), for arbitrary γb ∈ R and h ∈ X ∗, simply implies that
γb + 〈h, z〉 ≥ −E(γb, h)Q(z), (16)
for all z ∈ X . From (11) and setting γb = γ − Ψ(xb), we have
Ψ(z)− Ψ(xb) ≥ γb + 〈h, z〉,
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for all z ∈ X . By this fact, assuming E(γb, h) ≤ η, setting z = x∗ and (16), we conclude the following
upper bound on the function value error
0 ≤ Ψ(xb)− Ψ∗ ≤ ηQ(x∗). (17)
It is clear that if an upper bound for Q(x∗) is known or assumed, this bound translates into a computable
error estimate for the minimal function value. But even in the absence of such an upper bound, the
optimization problem (8) can be solved with a target accuracy
0 ≤ Ψ(xb)− Ψ∗ ≤ εQ(x∗) (18)
if one manages to decrease the error factor η from its initial value until η ≤ ε, for some target accuracy
tolerance ε. This bound clearly means that the rate of decrease in the error bound Ψ(xb) − Ψ∗, is at
least the same as convergence rate of the sequence η. Indeed, this fact is the main motivation of OSGA.
Neumaier in [49] considers a problem of the form (6) and derive the following complexity bounds for
OSGA matching to the optimal complexity bounds of first-order methods for smooth and nonsmooth
problems, see [39, 42].
Theorem 1 Suppose that f is a convex function of the form (6) and let {xk} is generated by OSGA.
Then complexity bounds for smooth and nonsmooth problems are as follows:
(i) (Nonsmooth complexity bound) If the point generated by OSGA stay in bounded region of the interior
of C, or f is Lipschitz continuous in C, then the total number of iterations needed is O
(
1/ε2
)
. Thus the
asymptotic worst case complexity is O
(
1/ε2
)
.
(ii) (Smooth complexity bound) If f has Lipschitz continuous gradient, the total number of iterations
needed for the algorithm is O (1/
√
ε).
Algorithmic framework. Before presenting the OSGA algorithm, we first look at the first-order
oracle of the problem (8) which is important in the presence of linear mappings, and then we outline the
adapted algorithm.
On the one hand, practical problems are commonly involving high-dimensional data, i.e. function and
subgradient evaluations are quite expensive. On the other hand, in many applications the most computa-
tional cost of function and subgradient evaluations relates to applying direct and adjoint linear operators,
originated from an existence of affine terms in (8). This facts suggest that we should apply linear operators
and their adjoints as less as possible during our implementations. For the sake of simplicity in the rest
of the paper, we employ Ψx and gx instead of Ψ(x) and gΨ (x), respectively. Considering the structure of
(8), we see that affine terms Aix for i = 1, 2, · · · , n1 and Wjx for j = 1, 2, · · · , n2 are appearing in both
function and subgradient evaluations. As a result, in the oracle, we set vix = Aix for i = 1, 2, · · · , n1 and
wjx =Wjx for j = 1, 2, · · · , n2. Therefore, the function value and subgradient of Ψ at x are computed in
the following scheme:
Algorithm 1: NFO-FG nonsmooth first-order oracle
Input: global parameters: Ai for i = 1, · · · , n1; Wj for j = 1, · · · , n2; local parameters: x;
Output: Ψx; gΨ (x);
begin
vix ← Ax for i = 1, · · · , n1;
wjx ←Wx for j = 1, · · · , n2;
Ψx ←
∑n1
i=1 fi(v
i
x) +
∑n2
j=1 ϕj(w
j
x);
gΨ (x)←
∑n1
i=1A∗i ∂fi(vix) +
∑n2
j=1W∗i ∂ϕj(wjx);
end
The structure of NFO-FG immediately implies that any call of the oracle O(x) = (Ψx, gΨ (x)) requires
n1 +n2 calls of each direct and adjoint linear operator. It is also clear that by this scheme, one can avoid
of double applying of expensive linear operators in the computation of function values and subgradients.
In cases that algorithms need only a function value or a subgradient, we consider two special cases of
NFO-FG that just return a function value or a subgradient, which are respectively called NFO-F and
NFO-G. We also emphasize that in the cases that total computational cost of the oracle dominated by
applying linear mappings, the complexity of an algorithm can be measured by counting the number of
direct and adjoint linear operators used to achieve a prescribed accuracy ε.
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Considering what established in this section and those introduced in Section 2 of [49] about linear
relaxation constructions and the case of strongly convex functions, we outline a version of OSGA for
multi-term affine composite function (8) as follows:
Algorithm 2: OSGA for multi-term affine composite functions
Input: global tuning parameters: δ; αmax ∈ ]0, 1[; 0 < κ′ ≤ κ; local parameters:
x0; µ ≥ 0; Ψtarget;
Output: xb; Ψxb ;
begin
choose an initial best point xb;
compute Ψxb and gΨ (xb) using NFO-FG;
if Ψxb ≤ Ψtarget then
stop;
else
h← gxb − µgQ(xb); γ ← Ψxb − µQ(xb)− 〈h, xb〉;
γb ← γ − Ψxb ; u← U(γb, h); η ← E(γb, h)− µ;
end
α← αmax;
while stopping criteria do not hold do
x← xb + α(u− xb);
compute Ψx and gΨ (x) using NFO-FG;
g ← gx − µgQ(x); h← h+ α(g − h);
γ ← γ + α(Ψx − µQ(x)− 〈g, x〉 − γ);
x′b ← argminz∈{xb,x} Ψ(z, vz); Ψx′b ← min{Ψxb , Ψx};
γ′b ← γ − fx′b ; u′ ← U(γ′b, h); x′ ← xb + α(u′ − xb);
compute Ψx′ using NFO-F;
choose xb in such a way that Ψxb ≤ min{Ψx′b , Ψx′};
γb ← γ − Ψxb ; u← U(γb, h); η ← E(γb, h)− µ;
xb ← xb; Ψxb = Ψxb ;
if Ψxb ≤ Ψtarget then
stop;
else
update the parameters α, h, γ, η and u using PUS;
end
end
end
Pay attention to the structure of problem (8) and the OSGA framework, we only require to calculate
the following simple operations to implement the algorithm.
• x+ βy, where x, y ∈ Ui for i = 1, · · · , n1 and β ∈ R;
• r + βs, where r, s ∈ Vj for j = 1, · · · , n2 and β ∈ R;
• Aix for i = 1, · · · , n1 and Wjx for j = 1, · · · , n2 where x ∈ X ;
• A∗i y with y ∈ Ui for i = 1, · · · , n1 and W∗j y with y ∈ Vj for j = 1, · · · , n2.
As a result of (18), a natural stopping criterion for the algorithm is the condition η ≤ , but our exper-
iments shows that satisfying this condition is slow and takes many iterations. Then more sophisticated
stopping criteria for the algorithm is needed. For example a bound on the number of iterations, function
evaluations, subgradient evaluations or the running time or a combination of them can be used.
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As discussed in [49], OSGA uses the following scheme for updating the given parameters α, h, γ, η
and u:
Algorithm 3: PUS parameters updating scheme
Input: global tuning parameters: δ; αmax ∈ ]0, 1[; 0 < κ′ ≤ κ; local parameters: α; η; h¯; γ¯; η¯; u¯;
Output: α; h; γ; η; u;
begin
R← (η − η)/(δαη);
if R < 1 then
h← h;
else
α← min(αeκ′(R−1), αmax);
end
α← α;
if η < η then
h← h; γ ← γ; η ← η; u← u;
end
end
We here emphasize that the composite version of optimal subgradient algorithms inherits the main
characteristics of the original OSGA framework. Thus, we expect the same theoretical analysis to be the
same as that reported for OSGA in [49] which means that the current version remains optimal.
Prox-functions and solving the auxiliary subproblem. In the rest of this section, we first
propose some prox-functions and then derive a closed form for the corresponding subproblem (15).
As mentioned, the prox-function Q(z) should be a strongly convex function that is analytically known.
This means that it takes its unique global minimum which is positive by the definition of Q. Suppose z0
is the global minimizer of Q. By the definition of center of Q and the first-order optimality condition for
(14), we have that gQ(z0) = 0. This fact along with (13) imply
Q(z) ≥ Q0 + σ
2
‖z − z0‖2, (19)
which simply means that Q(z) > 0 for all z ∈ X . In addition, it is interested that prox-functions be
separable. Taking this fact into account and (19), appropriate choices of prox-functions for unconstrained
problem (8) can be
Q1(z) := Q0 +
σ
2
‖z − z0‖22 (20)
and
Q2(z) := Q0 +
σ
2
n∑
i=1
wi(zi − (z0)i)2, (21)
where Q0 > 0 and wi ≥ 1 for i = 1, 2, · · · , n. It is not hard to show that both (20) and (21) are strongly
convex functions satisfying (19).
To introduce a more general class of prox-functions, let us to define the quadratic norm on vector
space X using
‖z‖D :=
√
〈Dz, z〉
by means of a preconditioner D, where D is symmetric and positive definite. The associated dual norm
on X ∗ is then given by
‖h‖∗D := ‖D−1h‖D =
√
〈h,D−1h〉,
where D−1 denotes an inverse of D. Given a symmetric and positive definite preconditioner D, then it is
natural to consider the quadratic function
Q(z) := Q0 +
σ
2
‖z − z0‖2D, (22)
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where Q0 is a positive number and z0 ∈ X is the center of Q. Now, we should prove that Q is a prox-
function and satisfies (19). The fact that gQ(x) = σD(x− z0) leads to
Q(x) + 〈gQ(x), z − x〉+ σ
2
‖z − x‖2D = Q(x) + 〈gQ(x), z − x〉+
σ
2
〈D(z − x), z − x〉
= Q0 +
σ
2
〈D(x− z0), x− z0〉+ 〈gQ(x), z − x〉+ σ
2
〈D(z − x), z − x〉
= Q0 +
σ
2
〈D(x− z0), z − z0〉+ σ
2
〈D(z − z0), z − x〉
= Q0 +
σ
2
〈D(x− z0), z − z0〉+ σ
2
〈D(z − x), z − z0〉
= Q0 +
σ
2
〈D(z − z0), z − z0〉
= Q(z).
This clearly means that Q is strongly convex by the convexity parameter σ, i.e., (22) is a prox-function.
Moreover, z0 is the center of Q and gQ(z0) = 0. This fact together with (13) and (14) imply that (19)
holds.
At this point, we emphasize that an efficient solving of the subproblem (15) is highly related to the
selection of prox-functions. While using a suitable prox-function allows a very efficient way of computing
u, employing other selections may significantly slow down the process of solving the auxiliary subproblem.
Here, it is assumed that by appropriate selections of prox-functions the subproblem (15) can be solved
explicitly. In the following result, we verify the solution of (15) using the prox-function (22).
Proposition. 21 Suppose Q is determined by (22) and Q0 > 0. Then Q is a prox-function with the
center z0 and satisfies (19). Moreover, the subproblem (15) corresponds to this Q is explicitly solved as
follows
u = z0 − E(γ, h)−1σ−1D−1h (23)
with
E(γ, h) =
−β1 +
√
β21 + 4Q0β2
2Q0
=
2β2
β1 +
√
β21 + 4Q0β2
, (24)
where β1 = γ + 〈h, z0〉 and β2 =
(
1
2σ
−2 − σ−1) ‖h‖2∗.
Proof We already proved that Q is a prox-function and (19) holds. The rest of the proof is similar to
that discussed in [49] for σ = 1. uunionsq
It is obvious that (20) and (21) are special cases of (22), so the solution (23) and (24) derived for
(22) can be simply adapted for the situation (20) or (21) used as a prox-function. Furthermore, notice
that the error bound (17) is proportional to Q(x∗) implying that an acceptable choosing of x0 make the
term Q(x∗) = Q0 + 12‖x∗ − x0‖2D enough small. Hence, selecting a suitable starting point x0 close to the
optimizer x∗ as much as possible has a positive effect on giving a better complexity bound. This also
propose that a reasonable choice for Q0 can be Q0 ≈ 12‖x∗ − x0‖2. This fact will be considered along
numerical experiments.
We conclude this section by considering cases that the variable domain is a set of all m× n matrices,
X = Rm×n. In this case, we introduce a suitable prox-function such that the subproblem (15) is solved
in a closed form. Details are described in the following proposition.
Proposition. 22 Suppose Q0 > 0 and Q is determined by
Q(Z) := Q0 +
σ
2
‖Z − Z0‖2F , (25)
where ‖.‖F is the Frobenius norm. Then Q is a prox-function with the center Z0 and satisfies (19).
Moreover, the subproblem (15) corresponded to this Q is explicitly solved by
U = Z0 − E(γ,H)−1σ−1H (26)
with
E(γ,H) =
−ξ1 +
√
ξ21 + 4Q0ξ2
2Q0
=
2ξ2
ξ1 +
√
ξ21 + 4Q0ξ2
, (27)
where ξ1 = γ + Tr(H
TZ0) and ξ2 =
(
1
2σ
−2 − σ−1) ‖H‖2F .
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Proof By the features of the Frobenius norm, it is clear that Z = Z0 is the minimizer of (14). Also, Q is
continuously differentiable gQ(x) = σ(X − Z0). Thus, we have
Q(X) + 〈gQ(X), Z −X〉+ σ
2
‖Z −X‖2F = Q0 +
σ
2
〈X − Z0, X − Z0〉+ σ〈X − Z0, Z −X〉+ σ
2
‖Z −X‖2F
= Q0 +
σ
2
〈(X − Z0), Z − Z0〉+ σ
2
〈(Z − Z0), Z −X〉
= Q0 +
σ
2
〈(Z − Z0), Z − Z0〉
= Q(Z).
This means that Q is strongly convex by the convexity parameter σ, i.e., (22) is a prox-function. Also by
(13) and (14), the condition (19) is clearly hold.
Now, we consider the subproblem (15) and drive its minimizer. Let us to define the function Eγ,H :
X → R using
Eγ,H(Z) := −γ + 〈H,Z〉
Q(Z)
,
where it is continuously differentiable and attains its supremum at Z = U . Therefore, in the point Z = U ,
we obtain
E(γ,H)Q(U) = −γ − 〈H,U〉. (28)
It follows from gQ(Z) = σ(Z − Z0), (28) and the first-order necessary optimality condition that
E(γ,H)σ(U − Z0) +H = 0
or equivalently
U = Z0 − E(γ,H)−1σ−1H.
Setting e = E(γ,H) and substituting it into (28) straightforwardly lead to
eQ(U) + γ + 〈H,U〉 = e
(
Q0 +
1
2
‖e−1σ−1H‖2F
)
+ γ + 〈H,Z0 − e−1σ−1H〉
= e
(
Q0 +
1
2
e−2σ−2‖H‖2F
)
+ γ + Tr(HTZ0) + e
−1σ−1‖H‖2F
= Q0e
2 +
(
γ + Tr(HTZ0)
)
e+
(
1
2
σ−2 − σ−1
)
‖H‖2F
= Q0e
2 + ξ1e+ ξ2 = 0,
where ξ1 = γ + Tr(H
TZ0) and ξ2 =
(
1
2σ
−2 − σ−1) ‖H‖2F . Solving this quadratic equation and selecting
the larger solution lead to
E(γ,H) =
−ξ1 +
√
ξ21 + 4Q0ξ2
2Q0
=
2ξ2
ξ1 +
√
ξ21 + 4Q0ξ2
.
This completes the proof. uunionsq
3 Numerical experiments
This section reports extensive numerical experiments of the proposed algorithm dealing with some famous
inverse problems in applications compared with some popular algorithms and software packages. We assess
the convergence speed of OSGA and some widely used first-order methods for solving such practical
problems. The experiment is divided into two parts. We first consider some imaging problems and give
results of experiments with OSGA and some state-of-the-art solvers. In the second part, we adapt some
smooth optimization algorithms for nonsmooth problems and report encouraging results and comparisons.
All codes are written in MATLAB, and default values of parameters for the algorithms and packages
are used. For OSGA, we used the prox-function (20) with Q0 =
1
2‖x0‖2 + , where  is the machine
precision in MATLAB. We also set the following parameters for OSGA:
δ = 0.9; αmax = 0.7; κ = κ
′ = 0.5; Ψtarget = −∞.
All implementations are executed on a Toshiba Satellite Pro L750-176 laptop with Intel Core i7-2670QM
Processor and 8 GB RAM.
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3.1 Image restoration
Image reconstruction, also called image restoration, is one of the classical linear inverse problems dating
back to the 1960s, see for example [7, 14]. The goal is to reconstruct images from some observations. Let
y ∈ U be a noisy indirect observation of an image x ∈ X with an unknown noise δ ∈ U . Suppose that
A : X → U is a linear operator. To recover the unknown vector x, we use the linear inverse model (1).
As discussed, according to the ill-conditioned or singular nature of the problem, some regularizations are
needed. Recall (3), (4) or the more general model (8) to derive a suitable solution for the corresponding
inverse problem and refer to [33, 34, 50] for more regularization options. The strategy employed for solving
such penalized optimization problems depends on features of objective functions and regularization terms
like differentiability or nondifferentiability and convexity or nonconvexity. The quality of the reconstructed
image highly depends on these features. A typical model for image reconstruction consists of a smooth
objective function penalized by smooth or nonsmooth regularization penalties. These penalties are selected
based on expected features of the recovered image.
Suppose that the known image x ∈ X is represented by x =Wτ in some basis domain, e.g., wavelet,
curvelet, or time-frequency domains, where the operatorW : U → V can be orthogonal or any dictionary.
There are two main strategies for restoring the image x from an indirect observation y, namely synthesis
and analysis. To recover a clean image, the synthesis approach reconstructs the image by solving the
following minimization problem
min
τ∈U
1
2
‖AWτ − y‖22 + λϕ(τ), (29)
where ϕ is a convex regularizer. If τ∗ is an optimizer of (29), then an approximation of the clean image x
will be reconstructed using x∗ =Wτ∗. Alternatively, the analysis strategy recovers the image by solving
min
x∈X
1
2
‖A(x)− y‖22 + λϕ(x). (30)
Similarity of the problems (29) and (30) suggests that they are strongly related. These two approaches
are equivalent in some assumptions, while variant in others, for more details see [29]. Although various
regularizers like lp-norm are popular in image restoration, it is arguable that the best known and frequently
employed regularizer in analysis approaches for image restoration is total variation (TV), which will be
discussed later in this section. In the sequel, we report our numerical experiments based on the analysis
strategy.
The pioneering work on total variation as a regularizer for image denoising and restoration was
proposed by Rudin, Osher, and Fatemi in [51]. Total variation regularizations are able to restore
discontinuities of images and recover the edges. This makes TV appealing and widely used in applications.
TV is originally defined in the infinite-dimensional Hilbert space, however for the digital image processing
it is interested to consider it in a finite-dimensional space like Rn of pixel values on a two-dimensional
lattice. In practice, some discrete versions of TV are favoured to be used. Two standard choices of
discrete TV-based regularizers, namely isotropic total variation and anisotropic total variation ,
are popular in signal and image processing, defined by
‖X‖ITV =
∑m−1
i
∑n−1
j
√
(Xi+1,j −Xi,j)2 + (Xi,j+1 −Xi,j)2
+
∑m−1
i |Xi+1,n −Xi,n|+
∑n−1
i |Xm,j+1 −Xm,j |,
and
‖X‖ATV =
∑m−1
i
∑n−1
j {|Xi+1,j −Xi,j |+ |Xi,j+1 −Xi,j |}
+
∑m−1
i |Xi+1,n −Xi,n|+
∑n−1
i |Xm,j+1 −Xm,j |,
for X ∈ Rm×n, respectively. The image restoration problem with the discrete TV-based regularization
can be formulated by
min
X∈Rm×n
1
2
‖A(X)− Y ‖2F + λ ϕ(X), (31)
where A : Rm×n → Rr×m is a linear operator, ϕ = ‖.‖ITV or ϕ = ‖.‖ATV and ‖X‖F =
√
Tr XXT is the
Frobenius norm in which Tr stands for the trace of a matrix.
In what follows, we consider some prominent classes of imaging problems, more specifically denoising,
inpainting and deblurring, and conduct our tests on numerous images.
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3.1.1 Denoising with total variation
Image denoising is one of the most fundamental image restoration problems aiming to remove noise
from images, in which the noise comes from some resources like sensor imperfection, poor illumination,
or communication errors. While this task itself is a prominent imaging problem, it is important as a
component in other processes like deblurring with the proximal mapping. The main objective is to denoise
images while the edges are preserved. To do so, various models and ideas have been proposed. Among all
of the regularizers, total variation proposed a model preserving discontinuities (edges).
The particular case of (31) when A is the identity operator, is called denoising and is very popular
with total variation regularizers. Although the original total variation introduced in [51] is an infinite-
dimensional continuous constrained problem, we here consider the following unconstrained discrete finite-
dimensional version
XY,λ = argmin
X∈Rm×n
1
2
‖X − Y ‖2F + λ ϕ(X), (32)
where ϕ = ‖.‖ITV or ϕ = ‖.‖ATV . It is clear that both ‖.‖ITV and ‖.‖ATV are nonsmooth semi-norms and
the proximal operator (32) cannot be solved explicitly for a given Y . Rather than solving the problem (32)
explicitly, it has been approximately solved by iterative processes similar to that proposed by Chambolle
in [23]. We note that ‖.‖ITV and ‖.‖ATV are nonsmooth and convex, and their subdifferentials are
available. Therefore, OSGA can be employed for solving (32).
We consider the isotropic version of problem (32) where Y denotes a noisy image and XY,λ is denoised
approximation of the original X corresponding to a regularization parameter λ. We run IST, TwIST [15]
and FISTA [9, 10] in order to compare their performances with OSGA’s results. For IST, TwIST and
FISTA, we use original codes and only adding more stopping criteria are needed in our comparisons. We
set λ = 0.05 for all algorithms. As IST, TwIST and FISTA need to solve their subproblems iteratively,
we consider three different cases by limiting the number of internal iterations to chit = 5, 10 and 20
iterations. Let us consider the recovery of the 1024 × 1024 Pirate image by IST, TwIST, FISTA and
OSGA to verify the results visually and in more details. The noisy image is generated by using the
MATLAB internal function awgn with SNR = 15, and the algorithms are stopped after 50 iterations. The
results are summarized in Figures 1 and 2.
To see details of this experiment, we compare the results of implementations in different measures in
Figure 2. The performances are measured by some relative errors for points and function values and also
so-called signal-to-noise improvement (ISNR). Here, ISNR and PSNR are defined by
ISNR = 20 log10
( ‖Y −X0‖F
‖X −X0‖F
)
and PSNR = 20 log10
( √
mn
‖X −X0‖F
)
, (33)
where X0 denotes the m×n clean image, Y is the observed image and pixel values are in [0, 1]. Generally,
these ratios measure the quality of the restored image X relative to the blurred or noisy observation
Y . From Figure 2, it is observed that OSGA outperforms IST, TwIST and FISTA with respect to all
considered measures. Figure 2, shows that the denoised image looks good for all considered algorithms,
where the best function value and the second best PSNR are attained by OSGA requiring 25.46 seconds
to be stopped. However, it can be seen that by increasing the number of Chambolle’s iterations, the
running time is dramatically increased for IST, TwIST and FISTA, however, a better function value or
PSNR (compared with OSGA) is not attained.
3.1.2 Inpainting with isotropic total variation
Image inpainting is a set of techniques to fill lost or damaged parts of an image such that these modifica-
tions are undetectable for viewers who are not aware of the original image. The basic idea is originated
from reconstructing of degraded or damaged paintings conventionally carried out by expert artists. This
is without no doubt very time consuming and risky. Thus, the goal is to produce a modified image in
which the inpainted region is unified into the image and looks normal for ordinary observers. The pio-
neering work on digital image inpainting was proposed by Bertalmi et al. in [13] based on nonlinear
PDE. Since then lots of applications of inpainting in image interpolation, photo restoration, zooming,
super-resolution images, image compression and image transmission have emerged.
In 2006, Chan in [24] proposed an efficient method to recover piecewise constant or smooth images by
combining total variation regularizers and wavelet representations. Motivated by this work, we consider
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(j) ISNR vs. iterations (chit = 5)
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Fig. 1: A comparison among IST, TwIST, FISTA and OSGA for denoisinging the 1024 × 1024 Pirate
image when they stopped after 50 iterations. Each column stands for comparisons with a different number
of Chambolle’s iterations. While the first row denotes the relative error rel. 1 := ‖xk − x∗‖2/‖x∗‖2 of
points versus iterations, the second row shows the relative error rel. 2 := (fk − f∗)/(f0 − f∗) of function
values versus time. The third row illustrates rel. 2 versus iterations and fourth row stands for ISNR (33)
versus iterations.
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(a) Original image (b) Noisy image (c) OSGA: F = 3721.52, PSNR =
30.12, T = 25.46
(d) IST (chit = 5): F = 3791.57,
PSNR = 30.05, T = 22.76
(e) IST (chit = 10): F = 3750.28,
PSNR = 30.16, T = 43.05
(f) IST (chit = 20): F = 3741.17,
PSNR = 30.08, T = 71.42
(g) TwIST (chit = 5): F = 3791.57,
PSNR = 30.05, T = 47.02
(h) TwIST (chit = 10): F = 3729.11,
PSNR = 30.06, T = 124.25
(i) TwIST (chit = 20): F = 3735.04,
PSNR = 30.00, T = 224.44
(j) FISTA (chit = 5): F = 3791.57,
PSNR = 30.05, T = 20.48
(k) FISTA (chit = 10): F = 3750.28,
PSNR = 30.16, T = 42.04
(l) FISTA (chit = 20): F = 3741.17,
PSNR = 30.08, T = 65.88;
Fig. 2: Denoising of the 1024 × 1024 Pirate image by IST, TwIST, FISTA and OSGA. Here, F denotes
the best function value, PSNR is defined by (33) and T stands for CPU time of the algorithms after 50
iterations.
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inpainting with isotropic total variation to reconstruct images with missing data. We consider the 512×512
Head CT image with 40% missing sample. The same as previous section, IST, TwIST, FISTA and OSGA
are employed to recover the image. The parameter λ sets to 0.09. We draw your attention to the different
running time of these algorithms in each step, we stop them after 50 seconds. To have a fair comparison,
three versions of each IST, TwIST and FISTA corresponding to 5, 10 and 20 iterations of Chambolle’s
algorithm for solving the proximal subproblems are considered. The results of these implementations are
illustrated in Figures 3 and 4.
Similar to denoising, Figure 3 reports comparisons with some relative errors for step points and
function values and also ISNR. These results display that IST is not comparable with others, and also
OSGA is superior to IST, TwIST and FISTA regarding all considered measures. Since the data is not
scaled in the implementation, PSNR is computed by
PSNR = 20 log10
(
255
√
mn
‖X −X0‖F
)
,
where X0 is the clean image. The definition clearly proposes that a bigger PSNR value means a smaller
‖X−X0‖F , suggesting a better quality for the restored image. Conversely, a smaller PSNR value indicates
a bigger ‖X−X0‖F implying the worse image quality. Figure 5 shows that IST cannot recover the missing
data effectively compared with other algorithms. Moreover, the results suggest that OSGA achieves the
best function value 187564.02 and the best PSNR 33.13 among the solvers considered.
3.1.3 Deblurring with isotropic total variation
Image blur is one of the most common problem which happens in the photography and can often ruin
the photograph. In digital photography, the motion blur is caused by camera shakes, which is difficult to
avoid in many situations. Deblurring has been a fundamental research problem in the digital imaging and
can be considered as an inverse problem of the form (1). The same as other inverse problems, this is an
inherently ill-conditioned problem leading to the optimization problem of the form (5) or (8). Deblurring
is generally much harder than denoising because most of algorithms that have been developed for solving
this problem need to solve a subproblem of the form (32) in each iteration.
Here, the deblurring problem of the form (31) with the isotropic total variation regularizer is con-
sidered. As discussed about denoising and inpainting, IST cannot recover images efficiently and is not
comparable with the other algorithms considered. Hence, we instead take advantage of the more sophis-
ticated package SpaRSA [55] in our implementations, so the comparison for deblurring involves TwIST,
SpaRSA, FISTA and OSGA. Here, the regularization parameter set to λ = 0.05.
We now consider deblurring of the 512 × 512 blurred/noisy Elaine image. Let Y be a blurred/noisy
version of this image generated by 9× 9 uniform blur and adding Gaussian noise with SNR = 40 dB. We
recover it using (31) by the algorithms in 25 seconds of the running time. The results are demonstrated
in Figures 5 and 6. In Figure 5, the algorithms are compared regarding relative errors for step points and
function values and also ISNR. In Figures 5, subfigures (a)-(b) indicate that OSGA obtains a better level
of accuracy regarding both of these measures, while Figure 5 (d) suggests that OSGA is superior to the
others regarding ISNR. To see the constructed results visually, Figure 6 is considered, where it reports
last function value and PSNR of the algorithms. It can be seen that OSGA obtains the best function
value 79252.60 and the best PSNR 32.23 among the considered algorithms.
We finally consider 72 widely used test images to do more comparisons, where blurred/noisy images
are generated by 9×9 uniform blur and adding Gaussian noise with SNR = 40 dB. The images recovered
by TwIST, SpaRSA, FISTA and OSGA, where the algorithm are stopped after 100 iterations. The results
of reconstructions are summarized in Table 1, where we report the best function value (F), PSNR and
CPU time (T) suggesting OSGA outperforms the others. The results are illustrated in Figure 7, where
the comparisons are based on the performance profile of Dolan and More´ in [27]. Figure 7 shows that
OSGA wins with 84% and 93% score for function values and PSNR among all others. It also indicates
that all algorithms recover images successfully.
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Fig. 3: A comparison among IST, TwIST, FISTA and OSGA for inpainting the 512×512 Head CT image
when 40% of its data is missing. The algorithms are stopped after 50 seconds of the running time. Each
column stands for comparisons with a different number of Chambolle’s iterations. The first row denotes
the relative error rel. 1 = ‖xk−x∗‖2/‖x∗‖2 of points versus iterations, the second row shows the relative
error rel. 2 = (fk − f∗)/(f0 − f∗) of function values versus time, the third row illustrates rel.2 versus
iterations, and fourth row stands for ISNR (33) versus iterations.
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(a) Original image (b) Blurred/noisy image (c) OSGA: F = 187564.02, PSNR =
33.13
(d) IST (chit = 5): F = 710603.30,
PSNR = 16.15
(e) IST (chit = 10): F = 1046712.18,
PSNR = 13.61
(f) IST (chit = 20): F = 1284434.37,
PSNR = 12.08
(g) TwIST (chit = 5): F = 189347.03,
PSNR = 29.84
(h) TwIST (chit = 10): F =
189533.03, PSNR = 29.94
(i) TwIST (chit = 20): F =
192946.47, PSNR = 29.26
(j) FISTA (chit = 5): F = 188676.25,
PSNR = 30.37
(k) FISTA (chit = 10): F =
189145.34, PSNR = 30.36
(l) FISTA (chit = 20): F = 198692.14
& PSNR = 30.24
Fig. 4: Inpainting of the 512 × 512 Head CT image by IST, TwIST, FISTA, OSGA when they stopped
after 50 seconds of the running time.
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(d) ISNR vs. iterations, chit = 5
Fig. 5: A comparison among TwIST, SpaRSA, FISTA and OSGA for deblurring the 512 × 512 Elaine
image with 9×9 uniform blur and Gaussian noise with SNR = 40 dB. TwIST, SpaRSA and FISTA exploit
chit = 5, and all algorithms are stopped after 100 iterations. In the figure: (a) stands for the relative error
rel. 1 = ‖xk−x∗‖2/‖x∗‖2 of points versus iterations, (b) shows the relative error rel. 2 = (fk−f∗)/(f0−f∗)
of function values versus time, (c) demonstrates rel.2 versus iterations, and (d) depicts ISNR (33) versus
iterations.
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(a) Original image (b) Blurred/noisy image
(c) TwIST: f = 80733.24, PSNR = 31.99, T = 20.07 (d) SpaRSA: f = 79698.36, PSNR = 32.12, T = 12.16
(e) FISTA: f = 80795.59, PSNR = 31.92, T = 11.84 (f) OSGA: f = 79252.60, PSNR = 32.23, T = 14.82
Fig. 6: Deblurring of the 512×512 Elaine image with 9×9 uniform blur and Gaussian noise with SNR = 40
dB by TwIST, SpaRSA, FISTA and OSGA. The algorithms stopped after 100 iterations, and the number
of Chambolle iterations for TwIST, SpaRSA and FISTA is set to chit = 5.
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Fig. 7: Deblurring of 72 test images with isotropic total variation using TwIST, SpaRSA FISTA, OSGA
in 25 seconds of the running time.
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3.2 Comparisons with first-order methods
As in the first section discussed, there is an excessive gap between the optimal complexity of first-order
methods for solving smooth and nonsmooth convex problems to get an ε-solution, where it is O(1/
√
ε)
for smooth problems and O(1/ε2) for nonsmooth ones. Inspired by this fact, we consider problems of
both cases in the form (8) and compare the best-known first-order algorithms with OSGA.
In spite of the fact that some first-order methods use smoothing techniques to solve nonsmooth
problems [16, 17, 43], we only consider those that directly solve the original problem. In the other words, we
only consider algorithms exploiting the nonsmooth first-order black-box oracle or employing the proximity
operators along with the smooth first-order black-box oracle. Hence, during our implementations, the
following algorithms are considered
• PGA : Proximal gradient algorithm [52];
• NSDSG: Nonsummable diminishing subgradient algorithm [19];
• FISTA: Beck and Tebolle’s fast proximal gradient algorithm [9];
• NESCO: Nesterov’s composite optimal algorithm [46];
• NESUN: Nesterov’s universal gradient algorithm [48];
• NES83: Nesterov’s 1983 optimal algorithm [40];
• NESCS: Nesterov’s constant step optimal algorithm [42];
• NES05: Nesterov’s 2005 optimal algorithm [43].
The algorithms NES83, NESCS and NES05 originally proposed to solve smooth convex problems,
where they use the smooth first-order black-box oracle and attain the optimal complexity of order
O(1/
√
ε). Although, obtaining the optimal complexity bound of smooth problems is computationally
very interesting, the considered problem (8) is commonly nonsmooth. Recently, Lewis and Overton
in [36] investigated the behaviour of the BFGS method for nonsmooth nonconvex problems, where their
results are interesting. Furthermore, Nesterov in [46] shows that the subgradient of composite functions
preserve all important properties of the gradient of smooth convex functions. These facts, motivate us
to do some computational investigations on the behaviour of optimal smooth first-order methods in the
presence of the nonsmooth first-order black-box oracle, where the oracle passes a subgradient of compos-
ite objective functions instead of the gradient of smooth parts. In particular, we here consider Nesterov’s
1983 algorithm, [40], and adapt it to solve (8) by simply preparing the subgradient of the functions as
follows:
Algorithm 4: NES83 Nesterov’s 1983 algorithm for multi-term affine composite functions
Input: select z such that z 6= y0 and gy0 6= gz; local parameters: y0; ε > 0;
Output: xk; Ψxk ;
begin
a0 ← 0; x−1 ← y0;
compute gy0 = gΨ (y0) using NFO-G;
compute gz = gΨ (z) using NFO-G;
α−1 ← ‖y0 − z‖/‖gy0 − gz‖;
while stopping criteria do not hold do
αˆk ← αk−1;
xˆk ← yk − αˆkgyk ;
compute Ψxˆk using NFO-F;
while Ψxˆk < Ψyk − 12 αˆk‖gyk‖2 do
αˆk ← ραˆk;
xˆk ← yk − αˆkgyk ;
compute Ψxˆk using NFO-F;
end
xk ← xˆk; Ψxk ← Ψxˆk ; αk ← αˆk;
ak+1 ←
(
1 +
√
4a2k + 1
)
/2;
yk+1 ← xk + (ak − 1)(xk − xk−1)/ak+1;
compute gyk+1 = gΨ (yk+1) using NFO-G;
end
end
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In a similar way considered for NES83, the algorithms NESCS and NES05 are respectively adapted
from Nesterov’s constant step [42] and Nesterov’s 2005 algorithms [43]. Using this technique, NES83,
NESCS and NES05 are able to solve nonsmooth problems as well, however there is no theory to support
their convergence at the moment.
Among the algorithms considered, PGA, NSDSG, FISTA, NESCO and NESUN are originally intro-
duced to solve nonsmooth problems, where NSDSG only employs the nonsmooth first-order black-box
oracle and the others use the smooth first-order black-box oracle together with the proximal mapping. In
the sense of complexity theory, NSDSG is just optimal for nonsmooth problems with the order O(1/ε2),
PGA is not optimal with the complexity of the order O(1/ε), and FISTA, NESCO and NESUN are
optimal with the order O(1/
√
ε). These complexity bounds clearly imply that NSDSG and PGA are
not theoretically comparable with the others, however we still consider them in our comparisons to see
how much the optimal first-order methods are computationally interesting than the classical first-order
methods, especially for solving large-scale problems in applications.
To get a clear assessment of OSGA, we compare it with the algorithms only using the nonsmooth first-
order oracle (NSDSG, NES83, NESCS, NES05) and with those employing the smooth first-order oracle
together with the proximal mapping (PGA, NSDSG, FISTA, NESCO, NESUN) in separate comparisons.
Most of these algorithms require the global Lipschitz constant L to determine a step size. While NESCS,
NES05, PGA and FISTA use the constant L to determine a step size, NESCO and NESUN get a lower
approximation of L and adapt it by backtracking line searches, for more details see [46] and [48]. In our
implementations of NESCO and NESUN, similar to [11], we determine the initial estimate L0 by
L0 =
‖g(x0)− g(z0)‖∗
‖x0 − z0‖ ,
where x0 and z0 are two arbitrary points such that x0 6= z0 and g(x0) 6= g(z0). In [40], Nesterov used
an equivalent scheme to determine an initial step size that can be seen in NES83. For NSDSG, the step
size is calculated by α0/
√
k, where k is the current iteration number and α0 is a positive constant that
should be specified as big as possible such that the algorithm is not divergent, see [19]. All the other
parameters of the algorithms are set to those reported in the corresponding papers.
We here consider solving an underdetermined system Ax = y, where A is a m × n random matrix
and y is a random m-vector. This problem is frequently appeared in applications, and the goal is to
determine x by optimization techniques. Considering the ill-conditioned feature of this problem, the most
popular optimization models are (3) and (4), where (3) is clearly smooth and (4) is nonsmooth. In each
case, we consider both dense and sparse data. More precisely, the dense data is constructed by setting
A = rand(m, n), y = rand(1,m) and the initial point x0 = rand(1, n), and the sparse data is created by
A = sprand(m, n, 0.05), y = sprand(1,m, 0.05) and the initial point x0 = rand(1, n, 0.05). The problems
use m = 5000 and n = 10000 and employ λ = 1 similar to [46]. For the dense problems, the algorithms
are stopped after 60 seconds of the running time, and for the sparse problems, they are stopped after 45
seconds. Let to define
Lˆ = max
1≤i≤n
‖ai‖2,
where ai for i = 1, 2, · · · , n are columns of A. For the dense and sparse problems, NESCS, NES05,
PGA and FISTA respectively use L = 104Lˆ and L = 102Lˆ. Moreover, NSDSG employs α0 = 10
−7 and
α0 = 10
−4 for the dense and sparse problems, respectively. To assess the considered algorithms, we now
solve (3) and (4) for both dense and sparse data, where the results are respectively illustrated in Figures
8 and 9.
In Figure 8, subfigures (a) and (b) illustrate the results of dense data, while subfigures (c) and (d)
demonstrate the results of sparse data. From this figure, it can be seen that NSDSG and PGA are not
competitive with the others confirming the theoretical results about their complexity. More specifically,
Figure 8 (a) and (c) imply that NES83 and NES05 are competitive and produce better results than
NESCS. In this case, OSGA achieves the best results, especially for sparse data. Figure 8 (b) and (d)
suggest that NESCO, NESUN and FISTA are comparable, but still OSGA generates better results.
Figure 9 depicts the results of reconstructing an approximation solution for the nonsmooth problem (4)
using the considered algorithms. The same interpretation for Figure 9 indicates that most of the optimal
methods produce better results than classical ones and are competitive with each other. However, OSGA
commonly obtains the best results among them. Summarizing the results of both figures, we see that
the adapted algorithms NES83, NESCS and NES05 are comparable or even better than the the other
optimal algorithms, especially for NES83.
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(d) Function values vs. iterations
Fig. 8: A comparison among the considered algorithms for solving the l22 − l22 problem (3): subfigures (a)
and (b) stand for the dense data, where the algorithms stopped after 60 seconds; subfigures (c) and (d)
show the results of the sparse data, where the algorithms stopped after 45 seconds.
3.3 Sparse optimization
In recent decades, taking advantage of sparse solutions by using the structure of problems has become
a common task in various applications of applied mathematics and particularly optimization, where
applications are mostly arising in the fields of signal and image processing, statistics, machine learning
and data mining. In the most cases, the problem involves high-dimensional data, and a small number of
measurements is accessible, where the core of these problems involves an optimization problem. Thanks
to the sparsity of solutions and the structure of problems, these optimization problems can be solved in
reasonable time even for the extremely high-dimensional data sets. Basis pursuit, lasso, wavelet-based
deconvolution and compressed sensing are some examples, where the last one receives lots of attentions
during the recent years.
Among fields involving sparse optimization, compressed sensing , also called compressive sensing
and compressive sampling , is a novel sensing/sampling framework for acquiring and recovering objects
like a sparse image or signal in the most efficient way possible with employing an incoherent projecting
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Fig. 9: A comparison among the considered algorithms for solving the l22 − l1 problem (4): subfigures (a)
and (b) stand for the dense data, where the algorithms stopped after 60 seconds; subfigures (c) and (d)
show the results of the sparse data, where the algorithms stopped after 45 seconds.
basis. On the one hand, conventional processes in the image/signal acquisition from frequency data
follow the Nyquist-Shannon density sampling theorem declaring that the number of samples required for
reconstructing an image matches the number of pixels in the image and for recovering a signal without
error is devoted by its bandwidth. On the other hand, it is known that most of the data we acquire
can be thrown away with almost no perceptual loss. Then, the question is: why all the data should be
acquired while most of them will be thrown away? Also, can we only recover parts of the data that will
be useful in the final reconstruction? In response to these questions, a novel sensing/sampling approach
was introduced which goes against common wisdom in data acquisition, namely compressed sensing, for
example see [21, 22, 28] and references therein.
It is known that compressed sensing supposes that the considered object, image or signal, has a sparse
representation in some bases or dictionaries, and the considered representation dictionary is incoherent
with the sensing basis, see [20, 28]. The idea behind this framework is centred on how many measurements
are necessary to reconstruct an image/signal and the related nonlinear reconstruction techniques needed to
recover this image/signal. It means that the object is recovered reasonably well from highly undersampled
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data, in spite of violating the traditional Nyquist-Shannon sampling constraints. In the other words, once
an object is known to be sparse in a specific dictionary, one should find a set of measurements or sensing
bases supposed to be incoherent with the dictionary. Afterwards, an underdetermined system of linear
equations of the form (1) is emerged, which is usually ill-conditioned. Some theoretical results in [21, 22, 28]
yield that the minimum number of measurements required to reconstruct the original object provides a
specific pair of measurement matrices and optimization problems. Thus, the main challenge is how to
reformulate this inverse problem as an appropriate minimization problem involving regularization terms
and solve it by a suitable optimization technique.
We now consider the inverse problem (1) in the matrix form with A ∈ Rm×n, x ∈ Rn and y ∈ Rm,
where the observation is deficient, m < n, as a common interest in compressed sensing. Therefore,
the object x can not be recovered from the observation y, even in noiseless system Ax = y, unless some
additional assumptions like sparsity of x is presumed. We here consider a sparse signal x ∈ Rn that should
be recovered by the observation y ∈ Rm, where A is obtained by first filling it with independent samples
of the standard Gaussian distribution and then orthonormalizing the rows, see [30]. In our experiments,
we consider m = 5000 and n = 10000, where the original signal x consist of 300 randomly placed ±1
spikes, and y is generated using (1) by σ2 = 10−6. We reconstruct x using (4), where the regularization
parameter is set to λ = 0.1‖Ay‖∞ or λ = 0.001‖Ay‖∞. The algorithms stopped after 20 seconds of the
running time, and the results are illustrated in Figure 10.
Figure 10 illustrates the results of the sparse signal recovery by NSDSG, NSE83, NESCS, NES05,
PGA, FISTA, NESCO, NESUN and OSGA, where the the results are compared in the sense of function
values and MSE. Indeed, MSE is a usual measure of comparisons in signal reconstruction defined by
MSE(x) =
1
n
‖x− x0‖2, (34)
where x0 is the original signal. The results of Figure 10 indicate that NSDSG, PGA, NESCO and NE-
SUN are unsuccessful to recover the signal accurately, where NESCO and NESUN could not leave the
backtracking line searches in a reasonable number of inner iterations which dramatically decrease the step
sizes. In Figure 10 (a) and (b), we see that NSE83, NESCS, NES05, FISTA and OSGA can reconstruct
the signal accurately, however NES83 and OSGA are much faster than the others regarding both function
values and MSE. To see the sensitivity of the algorithms to the regularization parameter, Figure 10 (c)
and (d) demonstrate the results of recovery for the smaller regularization parameter λ = 0.001‖Ay‖∞.
It is clear that NESCS, NES05 and FISTA are more sensitive than NES83 and OSGA to the regular-
ization parameter, where they could not get an accurate approximation of the original signal when the
regularization parameter decreased.
To show the results of our test visually, we illustrate the recovered signal of the experiment reported in
Figure 10 (a) and (b) in Figure 11. Since NSDSG, PGA, NESCO and NESUN could not recover the signal
accurately, we do not consider them in Figure 11. We also add the direct solution x = AT (AAT )−1y to
our comparison indicating that this solution is very inaccurate. The results suggest that NSE83, NESCS,
NES05, FISTA and OSGA recover the signal visually acceptable. Summarizing the results of Figures 10
and 11, it can be seen that NES83 and OSGA just need about 15 iterations to achieve acceptable results,
while NESCS, NES05 and FISTA require about 100 iterations to reach the same accuracy.
4 OSGA software package
The first version of the OSGA software package for solving unconstrained convex optimization problems
is publicly available at
http://homepage.univie.ac.at/masoud.ahookhosh/uploads/OSGA_v1.1.tar.gz
where it is implemented in MATLAB programming language. Some examples are available to show how
the user can implement OSGA. The interface to each subprogram in the package is fully documented in
the corresponding file. Moreover, the OSGA user’s manual [1] describes the design of the package and
how the user can solve his/her own problems.
5 Concluding remarks
Simple gradient and subgradient procedures are historically first numerical schemes proposed for solving
smooth and nonsmooth convex optimization, respectively. Theoretical and computational results indicate
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Fig. 10: Recovering a noisy sparse signal using l22− l1 problem (4), where the algorithms stopped after 20
seconds. Subfigures (a) and (b) show the results for the regularization parameter λ = 0.1‖Ay‖∞, while
subfigures (c) and (d) indicate the results for the regularization parameter λ = 0.001‖Ay‖∞.
that they are very slow to be able to solve large-scale practical problems in applications. However, these
algorithms have a simple structure and need a low amount of memory in implementation. These features
cause that first-order algorithms have received much attention during last few decades. In particular,
both theoretical and computational aspects of optimal first-order methods are very interesting.
In this paper, we study and develop an optimal subgradient algorithm called OSGA for the class
of multi-term affine composite functions. The algorithm is flexible enough to handle a broad range of
structured convex optimization problems and has a simple structure. It also does not need global pa-
rameters like Lipschitz constants except for the strong convexity parameter, which can be set to zero if
it is unknown. We consider examples of linear inverse problems and report extensive numerical results
by comparing OSGA with some state-of-the-art algorithms and software packages. The numerical results
suggest that OSGA is computationally competitive or even better than the considered state-of-the-art
solvers designed specifically for solving these special problems. It can often reach the fast rate of conver-
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Fig. 11: Recovering a noisy sparse signal using l22 − l1 problem (4) by NES83, NESCS, NES05, FISTA
and OSGA. The algorithms stopped after 20 seconds, and the quality measure MSE is defined by (34).
gence even beyond the theoretical rate suggesting that OSGA is a promising algorithm for solving a wide
range of large-scale convex optimization problems.
We also develop some optimal first-order methods originally proposed for solving smooth convex
optimization to deal with nonsmooth problems as well. To this end, we simply pass a subgradient of the
nonsmooth composite objective function to these algorithms in place of the gradient. This simply means
that we change their original oracle by the nonsmooth black-box oracle. The numerical results show that
the adapted algorithms are promising and can produce competitive or even better results than the other
considered algorithms specifically proposed for nonsmooth problems. However, they are not supported
by any theoretical results at the moment, so it might be an interesting topic for a future research.
The current paper only considers unconstrained convex optimization problems, however, the con-
strained version for some simple constraints developed in [2, 3, 5]. Furthermore, for problems involving
costly direct and adjoint operators, a version of OSGA using the multi-dimensional subspace search is
established in [5, 6]. Finally, many more applications like sparse optimization with the l1/l2 or l1/l∞
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norm could be considered, but this is beyond the scope of the current work and remains for a future
research.
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