The continuous growth in the size and use of the World Wide Web imposes new methods of design and development of online information services. The need for predicting the users' needs in order to improve the usability and user retention of a Web site is more than evident and can be addressed by personalizing it. Recommendation algorithms aim at proposing "next" pages to users based on their current visit and past users' navigational patterns. In the vast majority of related algorithms, however, only the usage data is used to produce recommendations, disregarding the structural properties of the Web graph. Thus important-in terms of PageRank authority score-pages may be underrated. In this work, we present UPR, a PageRank-style algorithm which combines usage data and link analysis techniques for assigning probabilities to Web pages based on their importance in the Web site's navigational graph. We propose the application of a localized version of UPR (l-UPR) to personalized navigational subgraphs for online Web page ranking and recommendation. Moreover, we propose a hybrid probabilistic predictive model based on Markov models and link analysis for assigning prior probabilities in a hybrid probabilistic model. We prove, through experimentation, that this approach results in more objective and representative predictions than the ones produced from the pure usage-based approaches. 
INTRODUCTION
The evolution of World Wide Web as the main information source for millions of people nowadays has imposed the need for new methods and algorithms that are able to process efficiently the vast amounts of data that reside on it. Users become more and more demanding in terms of the quality of information provided to them when searching the Web or browsing a Web site. The area of Web mining, including any method that utilizes data residing on the Web, addresses this need. The most common applications involve the ranking of Web search engine results and the provision of recommendations to the users ofusually commercial-Web sites, known as Web personalization.
The connectivity features of the Web graph play an important role in the process of Web searching and navigating. Several link analysis techniques, based on the popular PageRank algorithm [Brin and Page 1998 ], have been largely used in the context of Web search engines. The underlying intuition of these techniques is that the importance of each page in a Web graph is defined by the number and the importance of the pages linking to it. In the past, many variations of this algorithm, aimed at improving the acquired results, have been proposed. Some of these approaches, make use of the so-called personalization vector of PageRank in order to bias the results toward the individual needs of each user searching the Web [Aktas et al. 2004; Haveliwala 2002; Richardson and Domingos 2002] .
In this work, we introduce link analysis in a new context, that of Web personalization. Web personalization is defined as any action that adapts the information or services provided by a Web site to the needs of a user or a set of users, taking advantage of the knowledge gained from the users' navigational behavior and individual interests, in combination with the content and the structure of the Web site ]. Motivated by the fact that, in the context of navigating a Web site, a page is important if many users have visited it before, we propose a novel algorithm, named UPR (for Usage-based PageRank), that assigns importance rankings (and therefore visit probabilities) to the Web site's pages. UPR is a PageRank-style algorithm that is applied on an abstraction of the user sessions named the navigational graph (NG). We specialize this generalized personalization framework in two different contexts. We develop l-UPR, a recommendation algorithm based on a localized variant of UPR that is applied to the personalized navigational subgraph of each user for providing fast, online recommendations. Moreover, we integrate UPR and its variations in a hybrid probabilistic predictive model (h-PPM) as a robust mechanism for determining prior probabilities of page visits. To the best of our knowledge, this is the first integrated solution addressing the problem of Web personalization using a page ranking approach.
In a nutshell, our key contributions are as follows:
-A unified personalization framework integrating Web usage mining with link analysis techniques for assigning probabilities to the Web pages based on their importance in the Web site's navigational graph. We define UPR, a usage-based personalized PageRank-style algorithm used for ranking the Web pages of a site based on the navigational behavior of previous users.
•
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-The introduction of l-UPR, a localized version of UPR which is applied to personalized subgraphs of the navigational graph in order to provide fast, online rankings of the most probable "next" pages of interest to current users. We describe how these personalized subgraphs are generated online, based on the current visit of each user. -The application of UPR for extending and enhancing standard Web usage mining and personalization probabilistic models such as Markov models. We present a hybrid probabilistic prediction framework (h-PPM) where UPR, as well as its variations, are used for assigning prior probabilities to the nodes (pages) of any Markov model based on the topology (structure) and the navigational patterns (usage) of the Web site. -An extensive set of experiments proving UPR's effectiveness in both proposed frameworks. We apply UPR and its variations in order to assign prior probabilities of page visits. These prior probabilities are subsequently used by different-order Markov models and show that the recommendation accuracy is better than pure-usage-based approaches. Moreover, we apply l-UPR to localized navigational subgraphs for generating online recommendations and again support our claim for the need of enhancing the prediction process with information based on the link structure in combination with the usage of a site.
The rest of the article is organized as follows: in Section 2, we provide an overview of related work. In Section 3, we present some preliminaries concerning the navigational graph and the Markov models. In Section 4, we provide the required theoretical background on link analysis and present UPR. We prove that this hybrid algorithm can be applied to any Web site's navigational graph as long as the graph satisfies certain properties. The two proposed personalization frameworks in which UPR can be applied, namely, the localized personalized recommendations with l-UPR and the hybrid probabilistic predictive models (h-PPM), are described in Sections 5 and 6. Section 7 includes extensive experimental evaluation of both frameworks. Finally, we conclude with our plans for future work in Section 8.
RELATED WORK
Although the connectivity features of the Web graph have been extensively used for personalizing Web search results [Aktas et al. 2004; Haveliwala 2002; Richardson and Domingos 2002] , only a few approaches that take them into consideration in the Web site personalization process exist. Zhu et al. [2002] used citation and coupling network analysis techniques in order to conceptually cluster the pages of a Web site. The proposed recommendation system is based on Markov models. Nakagawa and Mobasher [2003] used the degree of connectivity between the pages of a Web site as the determining factor for switching among recommendation models based on either frequent itemset mining or sequential pattern discovery. Nevertheless, none of the aforementioned approaches fully integrates link analysis techniques in the Web personalization process by exploiting the notion of the authority or importance of a Web page in the Web graph.
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• M. Eirinaki and M. Vazirgiannis In a very recent work, Huang et al. [2005] addressed the data sparsity problem of collaborative filtering systems by creating a bipartite graph and calculating linkage measures between unconnected pairs for selecting candidates and make recommendations. In this study the graph nodes represented both users and rated/purchased items. Finally, subsequent to our original work, Borges and Levene [2006] proposed independently two link analysis ranking methods, SiteRank and PopularityRank, which are in essence very much like the proposed variations of our UPR algorithm (PR and SUPR, respectively). That work focused on the comparison of the distributions and the rankings of the two methods rather than proposing a Web personalization algorithm. The authors' concluding remarks, that the topology of the Web site is very important and should be taken into consideration in the Web personalization process, further support our claim.
In the second proposed framework, we extend Markov models by integrating link analysis techniques in the process of generating recommendations. In the past, many researchers have proposed the use of first-order (Markov Chains) [Borges and Levene 2000; Cadez et al. 2000; Sarukkai 2000 ], higher-order [Levene and Loizou 2003 ], or hybrid [Cadez et al. 2006; Deshpande and Karypis 2001; Manavoglu et al. 2003; Sen and Hansen 2003 ] Markov models, based on the usage data of a Web site. Apart from Markov models, there are many approaches that perform Web usage mining for Web personalization, employing association rules mining, clustering, sequential pattern discovery, frequent pattern discovery, or collaborative filtering techniques. Some of these approaches model the user sessions with structures that resemble the navigational graph presented in this work [El-Sayed et al. 2004; Spiliopoulou and Faulstich 1998; Zhao and Bhowmick 2004] . These approaches are out of the scope of this article and won't be further discussed. For an extensive overview of such approaches, the reader may refer to and Eirinaki [2004] .
PRELIMINARIES
The input to our proposed algorithm is the navigational graph (NG). NG is a weighted directed graph representation of the user sessions. NG contains all the distinct user sessions, and is a full representation of the actual user paths followed in the past. Therefore it can be used in order to discover page and path probabilities and support popular path prediction. This structure, however, can become large, especially when it represents the user sessions of big Web sites. Therefore, the processing of NG may become very intensive computationally. The need for reduced complexity and online availability imposes the creation of approximations of the NG, referred to as NG synopses. An NG synopsis may be a Markov model of any order (depending on the desired simplicity/accuracy tradeoff), or any other graph synopsis, such as those proposed in Polyzotis and Garofalakis [2002] and Polyzotis et al. [2004] . We should stress at this point that our approach is orthogonal to the type of synopsis one may choose. In what follows we present in more detail the NG structure and its synopses, emphasizing Markov models, since these are the NG synopses we are using in the second framework we propose in this article as well as in the experimental study we performed.
The Navigational Graph
As already mentioned, the navigational graph is a weighted directed graph which represents the user sessions of a Web site. In its simplest form, NG is a node-and edge-labeled tree that has as root a special node R, and the labels of the nodes identify the N Web pages of the Web site (WS). Another option would be to encode the data as a graph using a bisimulation of the tree-based representation. We stress that this choice is orthogonal to the techniques that we introduce. The edges of NG represent the links between the Web pages (i.e., the paths followed by the users), and the labels (weights) on the edges represent the number of link traversals. The weighted paths from the root toward the leaves represent all the user sessions' paths that are included in the Web logs. All tree paths terminate in a special leaf-node E denoting the end of a path. The NG resembles the Web site's graph; it may, however, include page links that do not physically exist (if, for example a user jumps to one page from another following a bookmark). Since NG is a complete representation of the information residing on the Web logs, there is a high degree of replication of states in different parts of this structure.
The NG creation algorithm is as follows: for every user session (US) in the Web logs, we create a path starting from the root of the tree. If a subsequence of the session already exists, we update the weights of the respective edges; otherwise we create a new branch, starting from the last visited common page in the path. We note that any consecutive pages' repetitions have been removed from the user sessions during the data-cleaning process; on the other hand, we keep any pages that have been visited more than once, but not consecutively. As already mentioned, we denote the end of a session using a special leaf node. The algorithm for creating the NG is detailed in Figure 1 .
In order to make this process clearer, we present a simple example. Assume that the user sessions of a Web site are those included in Table I . The navigational graph created after applying the aforementioned algorithm is depicted in Figure 2 .
Markov Models
As already stated, NG can become large as it contains redundant information (such as recurring subpaths). As a consequence, performing computations directly over the NG can become prohibitively expensive. The need for reduced complexity and online availability imposes the need to the create NG synopses, for reducing the NG structure size. These synopses capture the sequential dependence between visits up to some level, while preserving their most important statistical characteristics. The more detailed the synopsis, the more accurate will be the representation of NG. On the other hand, the construction of a less detailed synopsis will save time and computational power. In this article, we elaborate on Markov models since these are the synopses used in our proposed frameworks and experimental study. 
The order of the Markov model defines the "memory" of the prediction, that is, it denotes the number of previous user steps that are taken into consideration in the probabilities' calculation. Therefore, in the case of Markov chains, the visit to a page depends only on the previous one, in second-order Markov models it depends on the previous two, and so on. The selection of the order influences both the prediction accuracy and the complexity of the model while heavily depending on the application/data set. Since these issues fall beyond the scope of this article, we only provide an overview here. More on Markov model synopses can be found in Eirinaki et al. [ 2005] .
In general, given that the user is currently at page x i and has already visited pages x i n−1 , . . . , x i 0 , then, for an mth-order Markov model, the probability of visiting page x j , P (m) i, j is based only on pages x i , x i n−1 , . . . , x i n−m+1 and is given by Equation (1):
where the bounded probability of {X n+1 }, given all the previous events, is estimated by the bounded probability of {X n+1 } given the m previous events. These transition probabilities are easily estimated using the information residing on NG. We define the one-step transition probability matrix TP as follows: each item TP i, j represents the probability of transitioning from page(s) x i to page x j in one step. In other words,
where w i represents the total number of visits to page(s) x i , and w i→ j represents the number of consecutive visits from x i to x j . Note that, in case of paths having length l > 1, we denote as x i the prefix containing the first l − 1 pages. Table II includes the paths of length l ≤ 3 corresponding to the user sessions included in Table I . Using this information, and based on the previous analysis, we can compute the transition probabilities for the NG synopses based on first-and second-order Markov models. The respective first-order Markov model (Markov chain) synopsis is depicted in Figure 3 . The numbers in parentheses in the nodes denote the number of visits to a page whereas the edges' weights denote the number of times the respective link was followed. Nodes S and E represent the paths' start and end points, respectively.
In the analysis that follows, we use Markov models in two different frameworks. In the first, presented in Section 5, we use them in order to synopsize the Table II . Path Frequencies
NG, prior to applying the proposed localized personalized ranking algorithm l-UPR. In the second, presented in Section 6, we propose Markov model-based hybrid predictive models that incorporate link analysis techniques.
USAGE-BASED PAGERANK
So far, link analysis has been largely used in the context of Web search. In this article, we introduce link analysis techniques in the Web personalization process. We propose UPR, a hybrid PageRank-style algorithm for ranking the pages of a Web site based on its links' connectivity as well as its usage, in order to assist the recommendation process. In what follows, we present the original PageRank algorithm as proposed by Brin and Page [1998] . We then provide the formal definition of the proposed algorithm, Usage-based PageRank (UPR).
PageRank
The PageRank algorithm is the most popular link analysis algorithm, used for assigning numerical weightings to Web documents that are used from Web search engines in order to rank the retrieved results. The algorithm models the
behavior of a random surfer, who either chooses an outgoing link from the page he or she is currently visiting, or "jumps" to a random page. Each choice bears a probability. The PageRank of a page is defined as the probability of the random surfer visiting this page at some particular time step k > K (K ∈ Z + ). This probability is correlated with the importance of this page, as it is defined based on the number and the importance of the pages linking to it. For sufficiently large K , this probability is unique, as illustrated in what follows.
Consider the Web as a directed graph G, where the N nodes represent the Web pages and the edges represent the links between them. The random walk on G induces a Markov chain where the states are given by the nodes in G, and M is the stochastic transition matrix with m i j describing the one-step transition from page x j to page x i . The adjacency function m i j is zero if there is no direct link from x j to x i , and normalized such that, for each j ,
As stated by the Perron-Frobenius theorem, if M is irreducible (i.e., if G is strongly connected) and aperiodic, then M k (i.e., the transition matrix for the k− step transition) converges to a matrix in which each column is the unique stationary distribution P R * , independent of the initial distribution P R. The stationary distribution is the vector which satisfies the equation:
in other words, P R * is the dominant eigenvector of the matrix M . Since M is the stochastic transition matrix over the Web graph G, PageRank is in essence the stationary probability distribution over pages induced by a random walk on G. As already implied, the convergence of PageRank is guaranteed only if M is irreducible and aperiodic [Motwani and Raghavan 1995] . The latter constraint is guaranteed in practice in the Web context, since the visits to a Web page do not usually follow a periodic pattern. The irreducibility is satisfied by adding a damping factor (1 − ε) to the rank propagation (the damping factor is a very small number, usually set to 0.15), in order to limit the effect of rank sinks and guarantee convergence to a unique vector. We therefore define a new matrix M by adding low-probability transition edges between every pair of nodes in G:
In other words, the user may follow an outgoing link, or choose a random destination (usually referred to as a random jump) based on the probability distribution of U . The latter process is also known as teleportation. PageRank can then be expressed as the unique solution to Equation (4), if we substitute M for M :
where p is a nonnegative N -vector whose elements sum to 1.
, where Out(x j ) is the set of pages pointed to by
] N ×N , that is, the probability of randomly jumping to another page is uniform. In that case, p = [
. By choosing, however, U , and consequently p, to follow a nonuniform distribution, we can bias the PageRank vector computation to favor certain pages (and therefore the "random" jump is no longer random!). Thus, p is usually referred to as the personalization vector. This approach is largely used in the Web search engines' context, where the ranking of the retrieved results are biased by favoring pages relevant to the query terms, or the user preferences to certain topic categories [Aktas et al. 2004; Haveliwala 2002; Richardson and Domingos 2002] . In what follows, we present UPR, a usage-based personalized version of the PageRank algorithm, used for ranking the pages of a Web site based on the navigational behavior of previous visitors.
UPR: Link Analysis on the Navigational Graph
Based on the intuition that a page is important in a Web site if many users have visited it before, we introduce the hybrid link analysis algorithm UPR. UPR extends the traditional link analysis algorithm PageRank by biasing the page ranking with knowledge acquired from previous user visits, as they are recorded in the user sessions. In order to perform this, we define both the transition matrix M and the personalization vector p in such way that the final ranking of the Web site's pages is strongly related to the frequency of visits to them.
Recapitulating from Section 3.1, we define the directed navigational graph NG, where the nodes represent the Web pages of the Web site WS and the edges represent the consecutive one-step paths followed by previous users. Both nodes and edges carry weights. The weight w i on each node represents the number of times page x i was visited, and the weight w j →i on each edge represents the number of times x i was visited immediately after x j . We denote the set of pages pointed to by x j (outlinks) as Out(x j ), and the set of pages pointing to x j (inlinks) as In(x j ).
Following the properties of the Markov theory and the PageRank computation, the Usage-based PageRank vector U PR is the solution to the following equation:
The transition matrix M on NG is defined as the square N × N matrix whose elements m i j equal zero if there does not exist a link (i.e., a visit) from page x j to x i and
otherwise. The personalization vector p is defined as
Using the aforementioned formulas, we bias the PageRank calculation to assign a higher rank to the pages that were visited more often by users in the past. We then use this hybrid ranking, combining the structure and the usage data of the site, to provide a ranked recommendation set to current users, as we describe in the subsequent sections.
Note that Equation (3) holds, that is, M is normalized such that the sum of each column equals 1; therefore M is a stochastic transition matrix, as required for the convergence condition of the algorithm to hold. M is, as already mentioned, aperiodic in the Web context and irreducible since we have included the damping factor (1 − ε). It is therefore guaranteed that Equation (7) will converge to a unique vector, U PR * .
Definition (UPR). We define the usage-based PageRank UPR i of a Web page x i as the nth iteration of the following recursive formula:
Each iteration of UPR has complexity O(n 2 ). The total complexity is thus determined by the number of iterations, which in turn depends on the size of the dataset. In practice, however, PageRank (and accordingly UPR) gives good approximations after 50 iterations for ε = 0.85 (which is the most commonly used value, recommended in Brin and Page [1998] ). The computations can be accelerated by applying techniques such as those described in Kamvar et al. [2003a Kamvar et al. [ , 2003b even though it is not necessary in the proposed frameworks since UPR is applied to a single Web site; therefore it converges after a few iterations.
In the sections that follow, we present how UPR can be applied in different personalization frameworks in order to assist the recommendations process.
LOCALIZED UPR (l-UPR)
The UPR algorithm can be applied to a Web site in order to rank its Web pages taking into consideration both its link structure and the paths followed by users, as recorded in the Web logs. This process results in a "global" usage-based ranking of the Web site's pages. In the context of Web site personalization, however, we want to "bias" this algorithm further, focusing on the path the current visitor has followed and the most probable "next" pages he or she might visit, that is, generating a "localized" personalized ranking. We select a small subset of the NG synopsis we have modeled the user sessions with, based on the current user's path. This subgraph includes all the subsequent (to the current visit) pages visited by users with similar behavior in the past, until a predefined path depth d . Therefore, it includes all the potential "next" pages of the current user's visit. l-UPR (localized UPR) is in essence the application of UPR to this small, personalized fraction of the navigational graph. The resulting ranking is used in order to provide recommendations to the current visitor. This approach is much faster than applying UPR to the NG synopsis since the size of the graph is dramatically reduced, therefore enabling online computations. Moreover, the ranking results are personalized for each individual user, since they are based on the current user's visit and similar users' behavior in the past. We present the process of creating the personalized subgraph, termed prNG, and the recommendation process in more detail below.
The Personalized Navigational Graph (prNG)
In short, the process of constructing the personalized subgraph is as follows: we expand (part of) the path already visited by the user, including all the outgoing links (i.e., the pages and the respective weighted edges) existing in the NG synopsis. The length of the user path taken into consideration when expanding the graph depends on the NG synopsis we have used (in the case of Markov model synopses, this represents the desired "memory" of the system). We subsequently perform this operation for the new pages (or paths), until we reach a predefined expansion depth. We then remove any pages that have already been visited by the user, since these don't need to be included in the generated recommendations. The children of the node (page) that is removed are linked to its parent. This ensures that all the previously visited pages by users having similar behavior will be kept in the final subgraph, without including any higher-level pages they might have used as hubs for their navigation. After reaching the final set of nodes, we normalize each node's outgoing edge weights.
Before proceeding with the technical details of this algorithm, we illustrate its functionality using two examples, based on the sessions included in Table I , and the respective path frequencies shown in Table II . In both examples, we create the prNGs for two user visits including the paths {a → b} and {b → c}. In the first example, illustrated in Figure 4 , we assume that the sessions are modeled using a Markov chain NG synopsis. Using the path frequencies for l = 2 (i.e., the one-step transitions), we expand the two paths, {a → b} and {b → c}, to create the respective prNGs. After expanding the subgraph twice (depth = 2), we remove the pages previously visited by the users, that is, page b from the first subgraph, as shown in Figure 4 (a), and pages b and c from the second subgraph, as shown in Figure 4(b) ). We observe that the removed node b (Figure 4(b) ) has two children, nodes g and e. These nodes are linked to b's parent, node c (highlighted edges). We finally normalize the outgoing edge weights of each node. The second example, illustrated in Figure 5 , is based on a second-order Markov model NG synopsis. Note that in this case we use the path frequencies for l = 3. Based on these frequencies, we expand the subgraph twice (depth = 2). For example, the path {a → b} (Figure 5(a) ) has two outgoing links pointing to pages c and e. We add these nodes to the subgraph and subsequently expand the generated paths {b→ c} and {b→ e} to point to pages b, f, d, and page d , respectively. We then remove all the pages that have been visited before and link their children to the remaining subgraph. For example, after removing node b (Figure 5(b) ), we link node g to node c (highlighted edge). Finally, the outgoing edge weights of each node are normalized so that they sum to 1. We observe that the nodes included in each prNG depend on the NG synopsis we choose to model the user sessions with.
The prNG construction algorithm is presented in Figures 6 and 7 . The algorithm complexity depends on the synopsis used, since the choice of the synopsis affects the time needed for locating the successive pages for expanding the current path. It also depends on the number of outgoing links of each subgraph's page and the expansion depth, d . Therefore, if the complexity of locating successive pages in a synopsis is k, the complexity of the prNG creation algorithm is O(k * fanout (NG) d ), where fanout(NG) is the maximum number of a node's outgoing links in NG. In the case of Markov model synopses, k = 1 since the process of locating the outgoing pages of a page or path reduces to the lookup in a hash table.
We finally apply the UPR algorithm to prNG, in order to rank all the possible "next" pages that are contained in this personalized navigational subgraph. prNG should be built so as to retain the desirable attributes for UPR to converge. The irreducibility of the subgraph is always satisfied since we have added the damping factor (1 − ε) in the rank propagation. Moreover, Equation (3), which states that the sum of all outgoing edges' weights of every node in the subgraph equals 1, is satisfied since we normalize them. Note here that prNG does not include any previously visited pages.
Definition (l-UPR). We define l-UPR i of a page x i as the UPR rank value of this page in the personalized subgraph prNG. These l-UPR rankings of the candidate pages are subsequently used to generate a personalized recommendation set to each user. This process is explained in more detail in the following section.
UPR-based Personalized Recommendations
The application of UPR or l-UPR to the navigational graph results in a ranked set of pages which are subsequently used for recommendations. As already presented, the final set of candidate recommendation pages can be either personalized or global, depending on the combination of algorithm-navigational graph chosen:
(1) Apply l-UPR to prNG. Since prNG is a personalized fraction of the NG synopsis, this approach results in a "personalized" usage-based ranking of the pages most likely to be visited next, based on the current user's path.
(2) Apply UPR to NG synopsis. This approach results in a "global" usage-based ranking of all the Web site's pages. This global ranking can be used as an alternative if the personalized ranking does not generate any recommendations. It can also be used for assigning page probabilities in the context of other probabilistic prediction frameworks, as we will describe in the section that follows.
Finally, another consideration would be to have a precomputed set of recommendations for all popular paths in the Web site, in order to save time during the online computations of the final recommendation set.
WEB PATH PREDICTION USING HYBRID PROBABILISTIC PREDICTIVE MODELS
One of the most popular Web usage mining methods is the use of probabilistic models. Such models represent the user sessions as a graph whose nodes are the Web site's pages and edges are the hyperlinks between them. In essence, they are based in what we have already described as NG synopses. Using the transitional probabilities between pages as defined by the probabilistic model, a path prediction is made by selecting the most probable path among candidate paths, based on each user's visit. Such purely usage-based probabilistic models, however, present certain shortcomings. Since the prediction of users' navigational behavior is solely based on the usage data, the structural properties of the Web graph are ignored. Thus important paths may be underrated. Moreover, as we will also see in the experimental study we performed, such models are often shown to be vulnerable to the training data set used. In this section we present a hybrid probabilistic predictive model (h-PPM) that extends Markov models by incorporating link analysis methods. More specifically, we choose the Markov models as NG synopses and use UPR and two more PageRank-style variations of it, for assigning prior probabilities to the Web pages based on their importance in the Web site's Web and navigational graph.
Popular Path Prediction
As already presented in Section 3.2, Markov models provide a simple way to capture sequential dependence when modeling the navigational behavior of the users of a Web site. After building the model, that is, after computing the transition probabilities, the path probabilities are estimated using the chain rule. More specifically, for an mth-order Markov model, the path probability of following the path
For example, using a Markov chain as the prediction model, the probability of the path {a → b → c} reduces to P (a → b → c) = P (a)P (b|a)P (c|b) = P (a)
. Equation (11) is used in order to predict the page that has a higher probability of being visited by the user in the next step. Assuming that the current path of the user has length l , this is performed by estimating the probabilities of all the paths of length l +1 that have the current user path as a prefix, and choosing the suffix of the most probable path. Consider, for example, the user sessions shown in Table I and the respective Markov chain illustrated in Figure 3 . Assuming that the user has already visited the path {a → b}, we first estimate and compare the probabilities P (a → b → c), P (a → b → e), and P (a → b → g ) using Equation (11). Since P (a → b → c) is higher than the other two, we predict that the next visit of the user will be page c. The bounded probabilities' computation is straightforward since it reduces to a lookup on the transition probability matrix TP. On the other hand, the prior probability assignment is an open issue, and we deal with it in the sequel.
Reconsidering Prior Probabilities' Computation
There are three approaches used commonly for assigning initial probabilities (priors) to the nodes of a Markov model. The first one assigns equal probabilities to all nodes (pages). The second estimates the initial probability of a page p as the ratio of the number of visits on p as a first page in a path, to the total number of user sessions. In the case of modeling Web navigational behavior, however, neither of the aforementioned approaches provides accurate results. The first approach assumes a uniform distribution, favoring nonimportant Web pages. On the other hand, the second does exactly the opposite: it favors only top-level "entry" pages. Furthermore, in the case of a page that was never visited first, its prior probability equals zero. The third approach is more "objective" with regard to the other two, since it assigns prior probabilities proportionally to the frequency of total visits to a page. This approach, however, does not handle important, yet new (i.e., not included in the Web usage logs) pages. Finally, as shown in the experimental evaluation, all approaches are very vulnerable to the training data used for building the predictive model.
In the literature, a few approaches exist where the authors have claimed that these techniques are not accurate enough and define different priors. Sen and Hansen [2003] used Dirichlet priors, whereas Borges and Levene [2004] defined a hybrid formula which combines the two options (taking into consideration the frequency of visits to a page as the first page, or the total number of visits to the page). For this purpose, they defined the variable α, which ranges from 0 (for page requests as a first page) to 1 (for total page requests). In their experimental study, however, they did not explicitly refer to the optimal value they used for α.
In this article, we address such shortcomings following an alternative approach. Our motivation draws from the fact that the initial probability of a page should reflect the importance of this page in the Web navigation. We propose the integration of the Web site's topological characteristics, as represented by its link structure, with the navigational patterns of its visitors used for computing these probabilities. More specifically, we propose the use of three PageRankstyle ranking algorithms for assigning prior probabilities. The first (PR) is the PageRank algorithm applied to the Web site's graph, and computes the page prior probabilities based solely on the link structure of the Web site. The second is UPR, which, as already described, is applied to the Web site's navigational graph and "favors" pages previously visited by many users. The third algorithm (SUPR) is a variation of UPR, which assigns uniform probabilities to the random jump instead of biasing it as well.
Definition (PageRank-based Prior Probability). We define the prior probability P (x i ) of a page x i as
with (1 − ε) being the damping factor (usually set to 0.15). Then we have the following:
(ii) SUPR (Semi-Usage PageRank).
(iii) UPR (Usage PageRank).
For all three, N is the number of pages in the Web site.
Any of the aforementioned ranking schemes can be applied on the Web site's Web or navigational graph (or its synopsis), resulting in a probability assignment for each one of its pages. These probabilities can be subsequently used instead of the commonly used priors for addressing the aforementioned problems. As we present in the experimental study we have performed, this approach provides more objective and precise predictions than the ones generated from the pure usage-based approaches.
EXPERIMENTAL EVALUATION
In this section, we present a set of experiments we performed in order to evaluate the performance of both recommendation frameworks proposed in this article. In the case of l-UPR, since there is no previous related work to compare it with, we use two different setups of Markov chains, which is the NG synopsis we used in l-UPR setup too. Using all three setups, we generate top-3 and top-5 recommendation sets for 10 representative user paths, and compare them to the actual paths the users followed. In order to evaluate the incorporation of page ranking in the hybrid probabilistic predictive model (h-PPM), we compare the top-n path rankings generated by five different setups with the n most frequent paths. For our experiments, we use two different data sets in order to examine how the proposed methods behave in various types of Web sites.
Experimental Setup
In our experiments we used two publicly available data sets. The first one includes the page visits of users who visited the msnbc.com Web site on August 9, 1999 (msnbc.com Web Log Data, available from the UCI KDD Archive; go online to http://kdd.ics.uci.edu/databases/msnbc/msnbc.html). The visits were recorded at the level of URL category (for example sports, news, etc.). They included visits to 17 categories (i.e., 17 distinct pageviews). We selected 96.000 distinct sessions including more than one and fever than 50 page visits per session and split them into two nonoverlapping time windows to form training (65.000 sessions) and test (31.000 sessions) data sets. The second data set included the sessionized data for the DePaul University CTI Web server, based on a random sample of users visiting the site for a 2 week period during April 2002 (DePaul Web Server Data; go online to http://maya.cs.depaul.edu/∼classes/ect584/data/cti-data.zip). The data set included 683 distinct pageviews and 13.745 distinct user sessions of length more than 1. We split the sessions into two nonoverlapping time windows to form training (9.745 sessions) and test (4.000 sessions) data sets. We will refer to these data sets as the msnbc and cti data sets, respectively. We chose to use these two data sets since they present different characteristics in terms of Web site context and number of pageviews. More specifically, msnbc includes the visits to a very big portal. That means that the number of sessions, as well as the length of paths, is very large. This data set has, however, the characteristic of very few pageviews, since the visits are recorded at the level of page categories. We expected that the visits to this Web site would be almost homogeneously distributed among the 17 different categories. On the other hand, the cti data set refers to an academic Web site. Visits to such sites are usually categorized into two main groups: visits from students looking for information concerning course or administrative material, and visits from researchers seeking information on published articles, research projects, etc. We expected that the recorded visits would imply this categorization.
Since in all the experiments we generated top-n rankings, in the evaluation step we used two metrics commonly used for comparing two top-n rankings r 1 and r 2 . The first one, denoted as OSim(r 1 , r 2 ) [Haveliwala 2002 ], indicates the degree of overlap between the top-n elements of two sets A and B (each one of size n) to be
The second, KSim(r 1 , r 2 ), is based on Kendall's distance measure [Kendall and Gibbons 1990] and indicates the degree to which the relative orderings of two top-n lists are in agreement. It is defined as
where r 1 is an extension of r 1 , containing all elements included in r 2 but not r 1 at the end of the list (r 2 is defined analogously) [Haveliwala 2002 ]. In other words, KSim takes into consideration only the common items of the two lists, and computes how many pairs of them have the same relative ordering in both lists. It is obvious that OSim is more important (especially in small rankings) since it indicates the concurrence of predicted pages with the actual visited ones. On the other hand, KSim must always be evaluated in conjunction with the respective OSim since it can take high values even when only a few items are common in the two lists.
l-UPR Recommendations' Evaluation
As already mentioned, the choice of the NG synopsis we use to model the user sessions is orthogonal to the l-UPR framework. In this section, we present results regarding the impact of using our proposed method instead of pure usage-based probabilistic models, focusing on Markov chains. We used three different setups for generating recommendations. The first two, referred to as Start and Total, are both based on Markov chains. Their difference lies on the approach used in order to estimate the prior probabilities of the model. More specifically, Total assigns prior page probabilities proportional to the total page visits, whereas Start assigns prior page probabilities proportional to the visits beginning with this page. The third setup, referred to as l-Upr, is in essence our proposed algorithm applied to a Markov chain-based prNG. For the l-Upr setup, we set the damping factor (1 − ε) to 0.15 and the number of iterations to 100 to ensure convergence. We expanded each path to depth d = 2.
The experimental scenario was as follows: we selected the 10 most frequent paths comprising two or more pages from the test data set. For each such path p, we made the assumption that it was the current path of the user and generated recommendations applying the aforementioned approaches to the training data set. Using the first two setups, we found the n pages having higher probability to be visited after p. On the other hand, using our approach, we expanded p to create a localized subgraph and then applied l-UPR to rank the pages included in it. We then selected the top-n ranked pages. This process resulted in three recommendation sets for each path p. At the same time, we identified, in the test data set, the n most frequent paths that extended p by one more page. We finally compared, for each path p, the generated top-npage recommendations of each method (Start, Total, l-Upr) with the n most frequent "next" pages, using the OSim and KSim metrics. We should note that, even though we selected the 10 most representative paths for these experiments, our framework can generate recommendations for any given path.
We ran the experiments generating top-3 and top-5 recommendation lists for each setup. We performed the experiments using small recommendation sets because this resembled more what happens in reality, that is, the system recommends only a few "next" pages to the user. The diagrams presented here show the average OSim and KSim similarities over all 10 paths. Figure 8 depicts the average OSim and KSim values for the top-3 and top-5 rankings generated for the msnbc data set. In the first case (top-3 page predictions), we observe that l-Upr behaved slightly worse in terms of prediction accuracy (OSim) but all methods achieved around 50% accuracy. The opposite result was observed in the second case (top-5 page predictions), where l-Upr behaved better in prediction accuracy than the other two methods, and the overall prediction accuracy was more than average. In both cases we observed a lower KSim, concluding that l-Upr managed to predict the "next" pages but not in the same order (as they were actually visited). As we mentioned earlier, however, the presentation order is not so important in such a small recommendation list. Overall, the differences between the three methods were insignificant. This can be justified if we take into account the nature of the data set used. As already mentioned, the number of distinct pageviews of the data set was very small, and therefore the probability of coinciding in the predictions was the same, irrespective of the method used.
In order to conclude whether the number of distinct pageviews was the one affecting the prediction accuracy of the three methods, we performed the same experimental evaluation on the second data set, cti. Figure 9 depicts the average OSim and KSim values for the top-3 and top-5 rankings generated for the cti data set. We observed that in both cases l-Upr outperformed the other two methods both in terms of prediction accuracy (OSim) and relative ordering (KSim). This finding supports our intuition that, in the case of big Web sites that have many pageviews, the incorporation of structure data in the prediction process enhances the accuracy of the recommendations.
Examining all the findings in total, we verify our claim that l-UPR performs the same as, or better than, commonly used probabilistic prediction methods. Even though the prediction accuracy in both experiments was around 50%, we should point out that this value represents the average OSim over 10 distinct top-n rankings. Examining the rankings individually, we observed a big variance in the findings, with some recommendation sets being very similar to the actually visited pages (OSim > 70%) but others being very dissimilar (OSim < 20%). The standard deviations of the experimental results are presented in Tables III and IV . We should also note that the NG synopsis used in all three setups was the Markov chain, which is the simplest synopsis model, yet the less accurate one. We expect better prediction accuracy if the algorithm is applied over a more accurate NG synopsis and leave this for future research. Overall, taking into consideration the low complexity of the proposed algorithm that enables the fast, online generation of personalized recommendations, we conclude that it is a very efficient alternative to pure usage-based methods.
h-PPM Recommendations' Evaluation
In order to evaluate the impact of incorporating link analysis methods in the probabilistic prediction process, we used five setups of the prediction model, differing in terms of the prior probabilities' computation. The first two setups, termed Start and Total, are the ones used in previous approaches for computing prior probabilities, as we already explained in the previous section. More specifically, Start assigns probabilities proportional to the visits of a page in the beginning of the sessions, whereas Total assigns probabilities proportional to the total visits to a page. We do not include the approach of assigning uniform prior probabilities to all nodes, since it is shown to perform worse than the other two. The other three setups, termed PR, SUPR, and UPR, assign probabilities using the respective proposed algorithms defined in Section 6.2. We use two NG synopses for approximating the navigational graph NG, namely, the Markov chain and the second-order Markov model. For the PageRank-style algorithms, the damping factor (1−ε) was set to 0.15 and the number of iterations was set to 100.
Applying the five setups on the training data, we generated a list including the top-n most probable paths for n ∈ {3, 5, 10, 20}. We then compared these results with the top-n most frequent paths (i.e., to the actual paths followed by the users), as derived from the test data. The diagrams in Figures 10 and 11 depict the OSim and KSim similarities for the top 3, 5, 10, and 20 rankings of the msnbc data set, using a Markov chain as NG synopsis and prediction model. We observed that OSim was around 60% for the two pure usage-based methods, Start and Total, whereas it was more than 80% for the three proposed methods. KSim, on the other hand, exceeded 90% for all rankings in the case of our proposed methods, whereas it was high only for the first three rankings for the Start setup.
The diagrams in Figures 12 and 13 depict the OSim and KSim similarities for the top 3, 5, 10, and 20 rankings of the cti data set. In this case, the rankings acquired by applying the two common methods did not match with the actual visits at all, giving a 0% OSim and KSim similarity! On the other hand, all three proposed methods reached an average of 80% OSim and 90% KSim in all setups, with SUPR slightly outperforming PR and UPR.
At this point, we should analyze the behavior of the Start and Total setups, which represent the straightforward Markov model implementation. The outcomes of the experiments verify our claim that Markov models are very vulnerable to the training data used, and several pages may be overrated or underestimated in certain circumstances. In the case of the msnbc data set, where the number of distinct pages was very small and therefore the navigational paths were evenly distributed, the pure usage-based models seemed to behave fairly (but, again, worse than the hybrid models). On the other hand, in the case of the cti data set, where hundreds of distinct pages (and therefore distinct paths) existed, the prediction accuracy of usage-based models was disappointing! We examined the produced top-n rankings of the two usage-based approaches, and observed that they included only the visits of students to course material. Since probably many students visited the same pages and paths in that period of time, accessing the pages directly (probably using a bookmark), these visits overlapped any other path visited by any other user. On the other hand, by taking into consideration the "objective" importance of a page, as conveyed by the link structure of the Web site, such temporal influences were reduced.
The framework proposed in this section can be directly applied for computing the prior probabilities of visiting the pages of a Web site. In other words, this framework can be directly applied to Markov chain NG synopses. In the case of higher-order Markov models, however, our intuition was that this framework should be extended for supporting the computation of prior probabilities for path visits (up to some length, depending on the order). For instance, a second-order Markov model is based on the assumption that we have prior knowledge concerning the visit probabilities of all paths including up to three pages. Indeed, the results from applying the proposed algorithms to the cti dataset indicated the need for this model extension. In the case of the msnbc dataset, however, we did not observe any significant deviation of the results. This can be explained by the fact that msnbc has only a few distinct nodes, and hence a small number of different distinct paths a user can follow. As already mentioned, in this data set the users' visits were almost uniformly distributed across all Web site's page categories. Therefore the probability of visiting two pages consecutively was very well approximated by the probability of visiting the last page (almost independent of the page the user was previously visiting). In what follows, we present the results of this experiment.
The results of the set of experiments we performed using the second-order Markov models as NG synopsis on the msnbc data set are shown in Figures 14  and 15 .
We observed that in the case of second-order Markov models the winner was UPR followed by SUPR and the Total setups. A very interesting fact is that the pure link-based approach, PR, gave the worst results, having 0% OSim for the top-3 and top-5 rankings and only 20% OSim for the top-10 ranking. This can be explained by the fact that PR, which is in essence the application of PageRank algorithm on the Web site's graph, represents the steady-state vector of the Markov chain, as it is defined on the Web graph. Therefore, in the case of modeling the Web graph as an NG synopsis other than the Markov chain, it isn't as efficient. On the other hand, the hybrid usage/link ranking algorithms outperformed the two commonly used usage-based approaches in most cases.
Overall, comparing the three proposed methods, we observe that, for the msnbc data set, all methods had the same OSim when a Markov chain synopsis was used, whereas UPR outperformed the other two when a second-order Markov model synopsis was used. On the other hand, in the case of the cti data set, we observe that SUPR outperformed the other two methods. Nevertheless, there was no prevalent underlying pattern between the number of recommendations and OSim/KSim. Therefore, we cannot conclude on the superiority of one of the proposed methods, other than that it strongly depends both on the data set and the NG synopsis used.
CONCLUSIONS
There is a wealth of recommendation models for personalizing a Web site based on previous users' navigational behavior. Most of the models, however, are solely based on usage data ignoring the link structure of the Web graph visited. In this article, we studied the integration of link analysis in the Web personalization process. We proposed a novel algorithm, UPR, which is applicable to any navigational graph synopsis, to provide ranked recommendations to the visitors of a Web site, capitalizing on the structural properties of the navigation graph. We presented UPR in the context of two different personalization frameworks. In the first, a localized version of UPR is applied to a personalized subgraph of the NG synopsis and is used to create online personalized recommendations to the visitors of the Web site. The second approach addresses several shortcomings of pure usage-based probabilistic predictive models, by incorporating link analysis techniques into such models in order to support popular paths' predictions.
The experiments we have performed for both frameworks are more than promising, outperforming existing approaches. As we have already pointed out, the priors defined in h-PPM framework are directly applicable to Markov chains, but do not always work for higher-order Markov models. We plan to extend the proposed framework on this regard. Our future plans also involve the application of l-UPR on different NG synopses. As shown in the experimental evaluation, l-UPR is a very promising recommendation algorithm. In our study we applied it to the Markov chain NG synopsis. We expect better results in the case of more complex NG synopses, which approximate more accurately the navigational graph. Moreover, we plan to perform an experimental study of the two proposed frameworks with real users. Finally, we plan to investigate how this hybrid usage-structure ranking can be applied to a unified Web/navigational graph which expands out of the limits of a single Web site. Such an approach would enable a "global" importance ranking over the Web, enhancing both Web search results and the recommendation process.
