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Abstract
Truncated singular value decomposition is a reduced version of the singular value decomposition in which only a few largest
singular values are retained. This paper presents a perturbation analysis for the truncated singular value decomposition for real
matrices. In the first part, we provide perturbation expansions for the singular value truncation of order r. We extend perturbation
results for the singular subspace decomposition to derive the first-order perturbation expansion of the truncated operator about a
matrix with rank no less than r. Observing that the first-order expansion can be greatly simplified when the matrix has exact rank
r, we further show that the singular value truncation admits a simple second-order perturbation expansion about a rank-r matrix.
In the second part of the paper, we introduce the first-known error bound on the linear approximation of the truncated singular
value decomposition of a perturbed rank-r matrix. Our bound only depends on the least singular value of the unperturbed matrix
and the norm of the perturbation matrix. Intriguingly, while the singular subspaces are known to be extremely sensitive to additive
noises, the proposed error bound holds universally for perturbations with arbitrary magnitude.
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I. INTRODUCTION
The singular value decomposition (SVD) is an invaluable tool for matrix analysis and the truncated singular value decom-
position (TSVD) offers a formal approach for a rank-restricted optimal approximation of matrices by replacing the smallest
singular values by zeros in the SVD of a matrix. TSVD has numerous applications in science, engineering, and math with
examples including linear system identification [1], [2], collaborative filtering [3], [4], low-rank matrix denoising [5], [6], data
compression [7], and numerical partial differential equations [8]. In addition, TSVD is well-known for solving classical discrete
ill-posed problems [9], [10]. This paper is concerned with the effects of errors on the truncated singular value decomposition
of a matrix.
Perturbation theory for the SVD studies the effect of variation in matrix entries on the singular values and the singular
vectors of a matrix. Using perturbation bounds or perturbation expansions, one can characterize the difference between the
SVD-related quantities associated with the perturbed matrix and those of the original matrix. The first perturbation bound
2on singular values was given by Weyl [11] in 1912, stating that no singular value can changed by more than the spectral
norm of the perturbation. Later, Mirsky [12] showed that Weyl’s inequality also holds for any unitarily-invariant norm. The
perturbation bound for singular vectors was originally established by Davis and Kahan [13] for symmetric matrices, known
as the sinΘ theorem. In their work, the authors proved for sufficiently small perturbation, the distance between the subspaces
spanned by a group of eigenvectors and their perturbed versions is bounded by the ratio between the perturbation level and
the eigengap. Shortly afterwards, Wedin [14] generalized part of this result to cover non-symetric matrices using the singular
value decomposition, bounding changes in the left and right singular subspaces in terms of the singular value gap and the
perturbation magnitude. When the structure of the error is concerned, one may draw interest in perturbation expansions to
approximate the perturbed quantity as a function of the perturbation matrix. As the perturbation decreases towards zero, the
approximation is more accurate since the higher-order terms in the expansion become successively smaller. In 1973, Stewart
[15] showed that there exist explicit expressions of the perturbed subspaces in the bases of the unperturbed subspaces, which
can be leveraged to obtain error bounds for certain characteristic subspaces associated with the SVD. This breakthrough result
has started a long line of research on perturbation expansions and error bounds for the SVD, including the work of Stewart
[16], [17], Sun [18], [19], Li et al. [20], [21], Vaccaro [22], Xu [23], Liu et al. [24], and more recently, Gratton et al. [25]
and Cai et al. [26], to name a few. A comprehensive summary of matrix perturbation theory can be found in the the book by
Stewart and Sun [27] and references therein.
Despite of the rich literature in perturbation theory for the SVD, relatively little attention has been paid to the theoretical
background for the truncated singular value decomposition. In a recent work, Gratton and Tshimanga [25] presented a second-
order expansion for the singular subspace decomposition and make use of the result to deduce the second-order sensitivity
of the TSVD solution to least-squares problems. However, since their application focuses on the expansion of the truncated
pseudo-inverse rather than the TSVD itself, no specific result in perturbation expansions of the TSVD is mentioned. In a
quite different approach, Feppon and Lermusiaux [28] analyzed the embedded geometry of the fixed rank matrix manifold and
characterized its curvature and the differentiability of the SVD truncation. Based on this geometric interpretation, the authors
provided an explicit expression for the directional derivative of the TSVD of order r at a certain matrix with rank strictly
greater than r. While this differential result suggests a particular form of the first-order perturbation expansion for the TSVD,
the connection to perturbation theory has not been studied.
The contribution of this paper is threefold. First, we present a first-order expansion for the TSVD of order r about a matrix
with rank no less than r. While the result matches with the first-order directional derivative in [28], our analysis does not
require the underlying matrix to have rank strictly greater than r. In addition, we identify the condition on the perturbation
matrix such that the approximation can be guaranteed. Next, we study the second-order perturbation expansion of the singular
value truncation and show that when the matrix has exact rank r, the TSVD of order r admits a simple closed-form expression
for its second-order expansion. To the best of our knowledge, this is the first explicit result for the second-order expansion
of the TSVD. Finally, the insight into the second-order expansion of the TSVD enables us to propose an error bound on the
first-order approximation about a rank-r matrix. The upper bound holds universally for any level of the perturbation, which
suggests an intriguing property of the TSVD as an operator on the space of rank-r matrices.
3II. NOTATION AND DEFINITIONS
Throughout the paper, we use the notations ‖ ·‖F and ‖ ·‖2 to denote the Frobenius norm and the spectral norm of a matrix,
respectively. Occasionally, ‖ · ‖2 is used on a vector to denote the Euclidean norm. Boldfaced symbols are reserved for vectors
and matrices. In addition, the s × t all-zero matrix is denoted by 0s×t and the s × s identity matrix is denoted by Is. We
also use esi to denote the i-th vector in the natural basis of R
s. When understood clearly from the context, the dimensions of
vectors/matrices in the aforementioned notations may be omitted. As a slight abuse of notation, we define the big O notation
for matrices as follows.
Definition 1. Let ∆ be some matrix and F (∆) be a matrix-valued function of ∆. Then, for any positive number k, F (∆) =
O(‖∆‖kF ) if there exists some constant 0 ≤ c <∞ such that
lim
ǫ→0
sup
‖∆‖F=ǫ
‖F (∆)‖F
‖∆‖kF
= c.
We emphasize the difference between the commonly used big O notation in the literature and the O notation used in this
manuscript. While the former requires c to be strictly greater than 0, our notation includes the case c = 0 to imply both
situations that F (∆) approaches 0 at a rate either equal or faster than ‖∆‖kF . Similarly, when used for a vector, we replace
the Frobenius norm by the Euclidean norm in Definition 1 to denote the corresponding quantity.
In the rest of the paper, unless otherwise specified, the symbol X is used to denote an arbitrary matrix in Rm×n. Here,
without loss of generality, we assume that m ≥ n. The SVD of X is written as X = UΣV T where Σ is a m×n rectangular
diagonal matrix with main diagonal entries are the singular values σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0. For completeness, we denote the
“ghost” singular values σn+1 = . . . = σm = 0 in the case m > n. Additionally, U ∈ Rm×m and V ∈ Rn×n are orthogonal
matrices such that UUT = UTU = Im and V V T = V TV = In. We note that the left and right singular vectors of X are
the columns of U and V , i.e., U = [u1,u2, . . . ,um] and V = [v1,v2, . . . ,vn]. Thus, X can also be rewritten as the sum of
rank-1 matrices: X =
∑n
i=1 σiuiv
T
i . Next, we define the singular subspace decomposition as follows.
Definition 2. Given 1 ≤ r < n, the singular subspace decomposition of X ∈ Rm×n is given by:
X =
[
U1 U2
]Σ1 0
0 Σ2



V T1
V T2

 = U1Σ1V T1 +U2Σ2V T2 , (1)
where
Σ1 = diag(σ1, . . . , σr) ∈ Rr×r, Σ2 =

diag(σr+1, . . . , σn)
0

 ∈ R(m−r)×(n−r),
with the singular values in descending order, i.e., σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0, and
U1 =
[
u1 . . . ur
]
∈ Rm×r, U2 =
[
ur+1 . . . um
]
∈ Rm×(m−r),
V1 =
[
v1 . . . vr
]
∈ Rn×r, V2 =
[
vr+1 . . . vn
]
∈ Rn×(n−r).
It is clear from Definition 2 that
U =
[
U1 U2
]
, Σ =

Σ1 0
0 Σ2

 , V = [V1 V2
]
.
4Here the columns of U1 and U2 (or V1 and V2) provide the bases for the column-space (or row-space) ofX and its orthogonal
complement, respectively.
Definition 3. The orthonormal projectors onto the subspaces of X are defined as:
PU1 = U1U
T
1 =
r∑
i=1
uiu
T
i , PU2 = U2U
T
2 = Im − PU1 =
m∑
i=r+1
uiu
T
i ,
PV1 = V1V
T
1 =
r∑
i=1
viv
T
i , PV2 = V2V
T
2 = In − PV1 =
n∑
i=r+1
viv
T
i .
Generally, matrices U1, U2, V1, and V2 are not unique. In particular, for simple non-zero singular values, the corresponding
left and right singular vectors are unique up to a simultaneous sign change. For repeated and positive singular values, the
corresponding left and right singular vectors are unique up to a simultaneous right multiplication with the same orthogonal
matrix. Finally, for zero singular values, the singular vectors can be any orthonormal bases of the left and right null spaces of
X . On the other hand, the singular subspaces spanned by the columns of U1, U2, V1, V2, and their corresponding projectors
are unique provided that σr > σr+1 [9]. We are now in position to define the singular value truncation.
Definition 4. The r-truncated singular value decomposition of X (r-TSVD) is defined as
Pr(X) =
r∑
i=1
σiuiv
T
i = U1Σ1V
T
1 . (2)
By Eckart-Young theorem [29], Pr(X) is the best least square approximation of X by a rank-r matrix, with respect to
unitarily-invariant norms. Therefore, this operator is also known as the projection of X onto the non-convex set of rank-
r matrices. Pr(X) is unique if either σr > σr+1 or σr = 0. In the special case when X has exact rank r, we have
σr > σr+1 = . . . = σn = 0 and the projectors onto the subspaces of X , namely, PU1 ,PU2 ,PV1 , and PV2 are unique.
However, the matrices U2 and V2 can take any orthonormal basis in Rm−r and Rn−r, respectively, as their columns. Finally,
for a rank-r matrix, we define the pseudo inverse of X as X† = U1Σ
−1
1 V
T
1 . It is noteworthy mentioning that ‖X‖2 = σ1
while ‖X†‖2 = 1/σr in this case.
III. PRELIMINARIES
Two elemental bounds for singular values were given by Weyl [11] in 1912 and Mirsky [12] in 1960:
Proposition 1. Let ∆ ∈ Rm×n be a perturbation of arbitrary magnitude. Denote X˜ = X + ∆ with singular values
σ˜1 ≥ σ˜2 ≥ . . . ≥ σ˜n ≥ 0. Then,
• Weyl’s inequality: |σ˜i − σi| ≤ ‖∆‖2, for i = 1, . . . , n,
• Mirsky’s inequality:
√∑n
i=1(σ˜i − σi)2 ≤ ‖∆‖F .
Proposition 1 asserts that the changes in the singular values can bounded using only the norm of the perturbation. By
leveraging the specific values of the entries of the perturbation matrix, the behavior of singular values under perturbations can
be described more precisely through perturbation expansions. In [16], Stewart showed that if σn is non-zero and distinct from
other singular values of X , then its corresponding perturbed singular value can be expressed by
σ˜n = σn + u
T
n∆vn +O(‖∆‖2). (3)
5It is later known that the result in (3) also holds for any simple non-zero singular values [27]. In another approach, Sun [19]
derived a second-order perturbation expansion for simple non-zero singular values. For a simple zero singular value, Stewart
[16] claimed that deriving a perturbation expansion is non-trivial and proposed a second-order approximation for σ˜2n instead.
Most recently, a generalization of (3) to a set of singular values that is well separated from the rest is proved in [30].
While the singular values of a matrix are proven to be quite stable under perturbations, the singular vectors, especially those
correspond to a cluster of singular values, are extremely sensitive. It is therefore natural to bound the perturbation error based
on the subspace spanned by the singular vectors. Consider the singular subspace decomposition in Definition 2. We define the
singular gap as the smallest distance between a singular value in Σ1 and a singular value in Σ2. When the spectral norm of
the perturbation is smaller than this gap, Wedin’s sinΘ theorem [14] provides an upper bound on the distances between the
left and right singular subspaces and their corresponding perturbed counterparts in terms of the singular gap and the Frobenius
norm of the perturbation. Furthermore, Stewart [15] showed that there exist explicit expressions of the perturbed subspaces
in the bases of the unperturbed subspaces, which can be leveraged to obtain error bounds for certain characteristic subspaces
associated with the SVD. Let us rephrase this result in the following proposition.
Proposition 2. (Rephrased from Theorem 2.1 in [25], which is based on Theorem 6.4 in [15]) In addition to the setting
in Definition 2, assume that σr > σr+1. For a perturbation ∆ ∈ Rm×n, denote the singular subspace decomposition of
X˜ =X +∆ by
X˜ = U˜Σ˜V˜ T =
[
U˜1 U˜2
]Σ˜1 0
0 Σ˜2



V˜ T1
V˜ T2

 .
Let us partition UT∆V conformally with U and V in the form
UT∆V =

UT1 ∆V1 UT1 ∆V2
UT2 ∆V1 U
T
2 ∆V2

 =

E11 E12
E21 E22

 = E. (4)
If
‖∆‖2 < σr − σr+1
2
, (5)
then there must exist unique matrices Q ∈ R(m−r)×r, P ∈ R(n−r)×r whose norms are in the order of ‖∆‖F such that
Q(Σ1 +E11) + (Σ2 +E22)P = −E21 −QE12P , (6a)
(Σ1 +E11)P
T +QT (Σ2 +E22) = E12 +Q
TE21P
T . (6b)
Moreover, using
Uˆ1 = (U1 −U2Q)(Ir +QTQ)−1/2, (7a)
Uˆ2 = (U2 +U1Q
T )(Im−r +QQ
T )−1/2, (7b)
Vˆ1 = (V1 + V2P )(Ir + P
TP )−1/2, (7c)
Vˆ2 = (V2 − V1P T )(In−r + PP T )−1/2, (7d)
we can define semi-orthogonal matrices Uˆ1, Uˆ2, Vˆ1, and Vˆ2 satisfying Uˆ
T
1 Uˆ2 = 0 and Vˆ
T
1 Vˆ2 = 0, which provide bases to
the same unique subspaces of U˜1, U˜2, V˜1, and V˜2, respectively, i.e., PUˆ1 = PU˜1 , PUˆ2 = PU˜2 , PVˆ1 = PV˜1 , and PVˆ2 = PV˜2 .
6It is important to note that Uˆ1, Uˆ2, Vˆ1, and Vˆ2 may differ from U˜1, U˜2, V˜1, and V˜2, respectively. However, their corresponding
subspaces are identical. This result will be useful later when replacing P
U˜1
and P
V˜1
in the following version of the r-TSVD
Pr(X˜) = PU˜1X˜PV˜1 with PUˆ1 and PVˆ1 . The substitution allows us to write an explicit expression of the r-TSVD using ∆
and terms that are in order of ‖∆‖F such as Q and P . Equation (6) also enables the perturbation expansion of the SVD
through the coefficient matrices Q and P . In 1991, Li and Vaccaro [20] considered a special case of rank-r matrices (Σ2 = 0)
and introduced the first-order perturbation expansions for Q and P as a method to analyze the performance of subspace-based
algorithms in array signal processing. Later on, Vaccaro [22] extended their approach to study the second-order perturbation
expansion for the singular subspace decomposition. A more general result in this approach was proposed by Xu [23] in 2002,
through relaxing the constraint Σ2 = 0 to ΣT2Σ2 = ǫ
2I, for small ǫ ≥ 0. It was not until recently the second-order analysis
with no restriction on Σ2 was provided by Gratton [25]. We summarize this result on second-order perturbation expansions
for Q and P as follows.
Proposition 3. Given the setting in Proposition 2. Then
vec(Q) = Φ−10 µ1 +Φ
−1
0 µ2 −Φ−10 Φ1Φ−10 µ1 +O(‖∆‖3F ), (8)
where
Φ0 = Σ
2
1 ⊗ Im−r − Ir ⊗ (Σ2ΣT2 ), Φ1 = (Σ1ET11 +E11Σ1)⊗ Im−r − Ir ⊗ (Σ2ET22 +E22ΣT2 ),
µ1 = − vec(Σ2ET12 +E21Σ1), µ2 = − vec(E22ET12 +E21ET11),
and
vec(P ) = Ψ−1τ1 +Ψ
−1
0 τ2 −Ψ−10 Ψ1Ψ−10 τ1 +O(‖∆‖3F ), (9)
where
Ψ0 = Σ
2
1 ⊗ Im−r − Ir ⊗ (ΣT2Σ2), Ψ1 = (Σ1E11 +ET11Σ1)⊗ Im−r − Ir ⊗ (ΣT2E22 +ET22Σ2),
τ1 = − vec(ΣT2E21 +ET12Σ1), τ2 = − vec(ET22E21 +ET12E11).
Corollary 1. Suppose in Proposition 2, X has rank r, i.e., Σ2 = 0. Then
Q = −E21Σ−11 −E22ET12Σ−21 +E21Σ−11 E11Σ−11 +O(‖∆‖3F ),
P = ET12Σ
−1
1 +E
T
22E21Σ
−2
1 −ET12Σ−11 ET11Σ−11 +O(‖∆‖3F ).
Finally, we devote the rest of this section to discuss condition (5) in Proposition 2. As mentioned earlier, the singular
subspaces corresponding to U˜1, U˜2, V˜1, and V˜2 are unique if and only if σ˜r > σ˜r+1. By Weyl’s inequality (see Proposition 1),
we have |σ˜r+1 − σr+1| ≤ ‖∆‖2. Since ‖∆‖2 < (σr−σr+1)/2 and |σ˜r+1 − σr+1| ≥ σ˜r+1−σr+1, one can further upper-bound
the r + 1-th perturbed singular value by
σ˜r+1 < σr+1 +
σr − σr+1
2
=
σr + σr+1
2
. (10)
Following a similar argument, |σ˜r − σr | ≤ ‖∆‖2 leads to
σ˜r < σr − σr − σr+1
2
=
σr + σr+1
2
. (11)
7It follows from (10) and (11) that the gap between σ˜r and σ˜r+1 is strictly greater than 0:
σ˜r+1 <
σr + σr+1
2
< σ˜r. (12)
As mentioned in [25], condition (5) is more restrictive, but simpler, than the original condition specified in [15]. Based on the
aforementioned preliminaries, we are ready to present our results.
IV. PERTURBATION EXPANSIONS FOR THE TSVD
This section presents perturbation expansion results for the r-TSVD operator. In order to guarantee the uniqueness of the
expansions, we assume that the r-th and r+1-th singular values are well-separated and the perturbation∆ has small magnitude
relative to X . Our first result concerns a first-order perturbation expansion of the TSVD.
Theorem 1. Assume σr > σr+1. Then, for some perturbation ∆ ∈ Rm×n such that ‖∆‖2 < σr−σr+12 , the first-order
perturbation expansion of the r-TSVD about X is uniquely given by
Pr(X +∆) = Pr(X) +∆− PU2∆PV2 +
r∑
i=1
n∑
j=r+1
(
σ2j
σ2i − σ2j
(uiu
T
i ∆vjv
T
j + uju
T
j ∆viv
T
i )
+
σiσj
σ2i − σ2j
(uiv
T
i ∆
Tujv
T
j + ujv
T
j ∆
Tuiv
T
i )
)
+O(‖∆‖2F ). (13)
The proof of Theorem 1 is based on perturbation expansions of the coefficient matrices Q and P in Proposition 3. However,
the derivation of the RHS of (13), especially the double summation, is not straightforward. Interested readers are encouraged
to find out the details in Appendix B. Note that the condition ‖∆‖2 < (σr − σr+1)/2 guarantees Pr(X +∆) is unique as we
have seen in (12). On the other hand, each term on the RHS of (13) is well-defined due to the uniqueness of singular subspaces
associated with each group of singular values of X . To demonstrate this fact, let us consider the following examples.
Example 1. Consider the matrix X with its SVD as follows:
X =
1
2


4 −4 7
0 0 −9
4 8 1
8 4 −1


=


1
2


−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1




·


6 0 0
0 6 0
0 0 3
0 0 0


·


1
3


1 2 2
2 1 −2
−2 2 −1




T
. (14)
In this example, note that σ1 = σ2 > σ3. From Definition 4, we have
P2(X) =

1
2

−1 1 1 1
1 −1 1 1



 ·

6 0
0 6

 ·


1
3


1 2 2
2 1 −2
−2 2 −1




T
=


1 −1 4
−1 1 −4
3 3 0
3 3 0


. (15)
In addition,
PU2 =
1
2


1 1 0 0
1 1 0 0
0 0 1 −1
0 0 −1 1


, PV2 =
1
9


4 −4 −2
−4 4 2
−2 2 1

 . (16)
8For the perturbation
∆ =
3
200


3 3 −9
−3 −9 3
7 5 −5
−1 7 −7


, with ‖∆‖F = 0.2985 < δ = 1.5,
(16) leads to
PU2∆PV2 =
3
200


2 −2 −1
2 −2 −1
2 −2 −1
−2 2 1


. (17)
Now the double summation in (13) can be represented as
G(∆) =
1
3
(u1u
T
1∆v3v
T
3 + u3u
T
3∆v1v
T
1 ) +
2
3
(u1v
T
1∆
Tu3v
T
3 + u3v
T
3∆
Tu1v
T
1 )
+
1
3
(u2u
T
2∆v3v
T
3 + u3u
T
3∆v2v
T
2 ) +
2
3
(u2v
T
2∆
Tu3v
T
3 + u3v
T
3∆
Tu2v
T
2 ).
While the singular vectors of X are not unique (due to σ1 = σ2), the singular subspaces of X are unique. Therefore, by
representing G(∆) as
G(∆) =
1
3
(u1u
T
1 + u2u
T
2 )∆v3v
T
3 +
1
3
u3u
T
3∆(v1v
T
1 + v2v
T
2 )
+
2
3
(u1v
T
1 + u2v
T
2 )∆
Tu3v
T
3 +
2
3
u3v
T
3∆
T (u1v
T
1 + u2v
T
2 ), (18)
we observe that G(∆) is well-defined since u1uT1 + u2u
T
2 , u3u
T
3 , v1v
T
1 + v2v
T
2 , v3v
T
3 , u1v
T
1 + u2v
T
2 , and u3v
T
3 are all
unique quantities, namely,
u1u
T
1 + u2u
T
2 = PU1 =
1
2


1 −1 0 0
−1 1 0 0
0 0 1 1
0 0 1 1


, u3u
T
3 =
1
4


1 1 −1 1
1 1 −1 1
−1 −1 1 −1
1 1 −1 1


,
v1v
T
1 + v2v
T
2 = PV1 =
1
9


5 4 2
4 5 −2
2 −2 8

 , v3vT3 = PV2 =
1
9


4 −4 −2
−4 4 2
−2 2 1

 ,
u1v
T
1 + u2v
T
2 =
1
18


3 −3 12
−3 3 −12
9 9 0
9 9 0


, u3v
T
3 =
1
6


2 −2 −1
2 −2 −1
−2 2 1
2 −2 −1


.
9Substituting back into (18), we obtain
G(∆) =
1
200


−6 3 0
2 −5 −4
−2 5 4
−6 3 0


. (19)
The substitution of (14), (15), (16), and (19) into (13) yields
P2(X +∆) =


0.985 −0.91 3.88
−1.065 0.87 −3.96
3.06 3.13 −0.04
2.985 3.09 −0.12


+O(‖∆‖2F ). (20)
On the other hand, running a simple numerical evaluation by Definition 4, we can compute P2(X +∆) and obtain
P2(X +∆) =


0.9840 −0.9088 3.8792
−1.0632 0.8689 −3.9615
3.0650 3.1284 −0.0403
2.9870 3.0890 −0.1213


.
The approximation error of the first-order perturbation expansion has magnitude of 0.0043, which is much smaller than the
approximation error of the zero-order expansion, i.e., ‖P2(X +∆)− P2(X)‖F = 0.3016.
Example 2. Let us consider a counter-example in which the condition ‖∆‖2 < (σr − σr+1)/2 is not satisfied. In particular,
by setting
X =


2 0 0
0 2 0
0 0 1
0 0 0


, ∆ =


0.1 0 0
0 −0.5 0
0 0 0.5
0 0 0


,
following similar calculation in Example 1 would yield
P2(X +∆) =


2.1 0 0
0 1.5 0
0 0 0
0 0 0


+O(‖∆‖2F ).
On the other hand, the 2-TSVD of X +∆ can either be
P2(X +∆) =


2.1 0 0
0 1.5 0
0 0 0
0 0 0


or P2(X +∆) =


2.1 0 0
0 0 0
0 0 1.5
0 0 0


.
It can be seen that our first-order approximation is no longer accurate if the later truncation is considered.
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Theorem 1 implies Pr(·) is differentiable at X . In a different approach, Feppon and Lermusiaux [28] have recently derived
the closed-form expression for the directional derivative of the r-TSVD at a matrix with rank greater than r (see Theorem 25
in [28]). We excerpt the differential in the direction ∆ as follows:
∇∆Pr(X) = PU2∆PV1 + PU1∆
+
r∑
i=1
m∑
j=r+1
σj
σ2i − σ2j
((
σiu
T
j ∆vi + σju
T
i ∆vj
)
ujv
T
i +
(
σju
T
j ∆vi + σiu
T
i ∆vj
)
uiv
T
j
)
. (21)
By taking our first-order perturbation expansion in Theorem 1, with ‖∆‖F approaching 0, one can obtain the same expression
for the derivative in (21). We note that our result is developed independent of the result in (21). While the work in [28] uses
a geometric approach to derive the directional derivative of Pr(X), we leverage perturbation theory for the SVD to provide
the perturbation expansion for Pr(X +∆) and the condition on how small the perturbation should be for the approximation
to work.
One immediate consequence of Theorem 1 is when the matrix has exact rank r, the double summation on the RHS of (13)
vanishes since σj = 0 for all j > r. Therefore, we obtain a simple expression for the first-order expansion of Pr(·) about a
rank-r matrix.
Corollary 2. Let X ∈ Rm×n be a rank-r matrix. Then, for some perturbation ∆ ∈ Rm×n such that ‖∆‖2 < σr/2, the
first-order perturbation expansion of the r-TSVD about X is uniquely given by
Pr(X +∆) =X +∆− PU2∆PV2 +O(‖∆‖2F ). (22)
We observe that while the first-order terms depend on the perturbation ∆ and the two projections PU2 and PV2 , they
are independent of the singular values of X . Motivated the simple result in Corollary 2, we further study the second-order
perturbation expansion of the r-TSVD about a rank-r matrix in the following theorem.
Theorem 2. Let X ∈ Rm×n be a rank-r matrix. Then, for some perturbation ∆ ∈ Rm×n such that ‖∆‖2 < σr/2, the
second-order perturbation expansion of the r-TSVD about X is uniquely given by
Pr(X +∆) =X +∆− PU2∆PV2 +X†∆TPU2∆PV2 + PU2∆PV2∆TX† + PU2∆(X†)
T
∆PV2 +O(‖∆‖3F ). (23)
Theorem 2 indicates that the r-TSVD is twice differentiable about a rank-r matrix. Indeed Pr(X +∆) admits an uncom-
plicated second-order approximation that only depends on PU2 , PV2 , and X
† in addition to X and ∆ themselves. Notice the
dependence of three second-order terms on the RHS of (23) on the pseudo inverse of X . It is expected that the first-order
approximation, hence, is sensitive to the least singular value of X . The proof of Theorem 2 is given in Appendix C.
Remark 1. From Theorem 1, we know that the r-TSVD is differentiable at any point (matrix) with a non-zero gap between the
r-th and r+ 1-th singular values. While our result in Theorem 2 only considers a special case of rank-r matrices, we suspect
there exists a second-order perturbation expansion of the r-TSVD about a matrix X with rank greater than r. However, given
the complexity of the first-order expansion, it certainly requires more elaborate work to establish the second-order expansion
in the more general case. We leave this as a future research direction.
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V. ERROR BOUNDS FOR THE TSVD
This section introduces upper bounds on the difference between the r-TSVD and its first-order approximation. While in
Section IV the perturbation expansions are derived under the assumption that ‖∆‖2 < (σr −σr+1)/2, the error bounds in this
section do not require this constraint and indeed they hold for ∆ with arbitrary magnitude. It is important to note that, without
the constraint on the level of the perturbation, Pr(X +∆) may not be unique since there is no guarantee that σ˜r > σ˜r+1.
The value of Pr(X +∆) in case σ˜r = σ˜r+1 depends on the choice of the singular subspace decomposition of X˜ =X +∆
(see Definition 2). Nevertheless, we shall provide error bounds that hold independent of the choice of decomposition.
Let us consider the first-order expansion in (22). One trivial bound on the approximation error can be derived as follows
(see details in Appendix D):
Lemma 1. Let X ∈ Rm×n be a rank-r matrix. For any ∆ ∈ Rm×n and any valid choice of subspace decomposition of
X +∆, we have
‖Pr(X +∆)− (X +∆− PU2∆PV2)‖F ≤ ‖X‖F + 2‖∆‖F .
Lemma 1 suggests that for large ∆, the approximation error grows at most linearly in norm of ∆. However, for small ∆,
the aforementioned bound is not tight since Corollary 2 implies the error should be in the order of ‖∆‖2F . In order to tighten
the bound for the small perturbation, we need to develop a different approach that is more meticulous about intermediate
inequalities. We state our main result regarding the global error bound on the first-order approximation of the r-TSVD in the
following theorem.
Theorem 3. Let X ∈ Rm×n be a rank-r matrix. Then, for any ∆ ∈ Rm×n and any valid choice of subspace decomposition
of X +∆, the first-order Taylor expansion of the r-TSVD about X is given by
Pr(X +∆) =X +∆− PU2∆PV2 +RX(∆), (24)
where the residual RX(·) : Rm×n → Rm×n satisfies:
‖RX(∆)‖F ≤ c
σr
‖∆‖2F ,
for some universal constant 1 + 1/
√
2 ≤ c ≤ 4(1 +√2).
The proof of Theorem 3 is given in Appendix E. It is noticeable that the first three terms on the RHS of (24) are uniquely
given by the singular subspace decomposition of X . On the contrary, the LHS may not be unique (e.g., when σ˜r = σ˜r+1) and
hence, so does the residual RX(∆). However, it is interesting to note that the theorem makes no assumption on the norm of
∆, as well as the choice of the r-TSVD of X +∆. The bound on the residual (or the remainder) in Theorem 3 is similar
to the Lagrange error bound in univariate first-order Taylor series. It asserts that the approximation error can grow no faster
than quadratic rate in terms of ‖∆‖F . Furthermore, the bound only depends on the σr and ‖∆‖F , as one can expect from the
second-order perturbation expansion of the r-TSVD in the previous section.
Remark 2. We conjecture but are unable to prove that the lower bound on c is tight, i.e., c = 1 + 1/
√
2. Partial result in this
direction regarding ∆ of certain structure is also given in the proof of Theorem 3.
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Remark 3. While we provided the first-order perturbation expansion of the r-TSVD about an arbitrary matrix X with σr >
σr+1 ≥ 0, extending Theorem 3 to that case remains to be one of our future research directions due to the difficulty of
bounding the double summation in (13).
Theorem 4. (Extension of Theorem 3) The norm of the residual term in Theorem 3 can be bounded more tightly by
‖RX(∆)‖F ≤ 2(1 +
√
2)‖∆‖F min
{
2
σr
‖∆‖F , 1
}
.
The proof of Theorem 4 is given in Appendix F. This theorem suggests an interesting behavior of the residual RX(∆).
When the perturbation is small, the error depends quadratically on the magnitude of the perturbation and inversely proportional
to the least singular value of X . In particular, as σr approaches 0, the first-order approximation becomes more sensitive. On
the contrary, for large∆, the upper bound is linear in norm of ∆ and independent of σr. Compared to the bound in Lemma 1,
we observe that the dependence on X is eliminated. Asymptotically as ‖∆‖F approaches ∞, the simple bound in the lemma
becomes tighter than the bound in Theorem 4.
We now conclude this section by describing the behavior of the residual term at the other end of the spectrum. While it
is challenging to establish a tight bound on ‖RX(∆)‖F (as a function of ‖∆‖F ) for large ∆, it is possible to project the
first-order approximation error for small perturbation based on the knowledge of the second-order perturbation expansion of
the r-TSVD (see Theorem 2). We provide the result in the following theorem, with the proof given in Appendix G.
Theorem 5. Asymptotically as ‖∆‖F approaches 0, the norm of the residual in Theorem 3 can be upper-bounded tightly by
lim
ǫ→0
sup
‖∆‖F=ǫ
‖RX(∆)‖F
‖∆‖2F
=
1
σr
√
3
.
VI. CONCLUSION
In this paper, we derived a first-order perturbation expansion for the singular value truncation. When the underlying matrix
has exact rank-r, we showed that the first-order approximation can be greatly simplified and further introduced an uncomplicated
expression of the second-order perturbation expansion for the r-TSVD. Next, we proposed an error bound on the first-order
approximation of the r-TSVD about a rank-r matrix. Our bound is universal in the sense that it holds for perturbation matrices
with arbitrary norm. Two open questions raised by our analysis are when the underlying matrix has arbitrary rank, whether there
exist an explicit expression for the second-order perturbation expansion and a global bound on the first-order approximation
of the r-TSVD.
APPENDIX A
AUXILIARY LEMMAS
This section summarizes some trivial results that will be used regularly in our subsequent derivation. The proofs of these
lemmas are omitted due to space limitation.
Lemma 2. Assume the same setting as in Definition 2. The following statements hold:
1) UT1 U1 = V
T
1 V1 = Ir, U
T
2 U2 = Im−r, and V
T
2 V2 = In−r,
2) UT1 U2 = 0r×(m−r) and V
T
1 V2 = 0r×(n−r),
3) PU1PU2 = 0 and PV1PV2 = 0.
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Furthermore, if X has rank r, then
1) PU2X = 0 and XPV2 = 0,
2) X = PU1X =XPV1 ,
3) X(X†)T = PU1 and X
TX† = PV1 .
Lemma 3. Assume the same setting as in Definition 2. The following statements hold:
1) Pr(X) = U1Σ1V T1 = PU1X =XPV1 = PU1XPV1 ,
2) X − Pr(X) = U2Σ2V T2 = PU2X =XPV2 = PU2XPV2 .
Lemma 4. For any matrices A and B with compatible dimensions, the following inequalities hold
‖AB‖2 ≤ ‖AB‖F ≤ min{‖A‖F‖B‖2, ‖A‖2‖B‖F} ≤ ‖A‖F ‖B‖F .
Lemma 5. (Pythagoras theorem for Frobenius norm) For any matrices A and B such that tr(ATB) = 0, it holds that
‖A+B‖F =
√
‖A‖2F + ‖B‖2F .
The matrices A and B in this case are said to be orthogonal to each other.
Lemma 6. For any matrices A, B, C , and D with compatible dimensions such that the matrix products are valid, we have
1) (A⊗B)(C ⊗D) = (AC)⊗ (BD),
2) vec(ABC) = (CT ⊗A) vec(A),
3) ‖A⊗B‖F = ‖A‖F‖B‖F .
Lemma 7. Let U be a semi-orthogonal matrix with orthonormal columns and PU = UU
T . Then, for any matrices A and
B that have compatible dimensions with U , the followings hold
1) ‖UA‖2 ≤ ‖A‖2 and ‖UA‖F = ‖A‖F .
2) ‖BU‖2 ≤ ‖BPU‖2 ≤ ‖B‖2 and ‖BU‖F = ‖BPU‖F = ‖B‖F .
APPENDIX B
PROOF OF THEOREM 1
Consider
G = Pr(X +∆)−
(Pr(X) +∆− PU2∆PV2) (25)
=
(Pr(X +∆)− (X +∆))+ (X − Pr(X))+ PU2∆PV2 . (26)
Since X˜ =X +∆, applying Lemma 3 to (26) yields
G = −P
U˜2
X˜P
V˜2
+ PU2XPV2 + PU2∆PV2
= −P
U˜2
X˜P
V˜2
+ PU2X˜PV2 .
Denote δPU2 = PU˜2 −PU2 and δPV2 = PV˜2 −PU2 . By rewriting PU˜2 = PU2 +δPU2 and PV˜2 = PV2 +δPV2 , we can further
simplify the last equation as
G = −δPU2X˜PV2 − PU2X˜δPV2 − δPU2X˜δPV2 . (27)
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Lemma 8. The perturbations of singular subspaces satisfy
δPU2 = U1Q
TUT2 +U2QU
T
1 +O(‖∆‖2F ), (28a)
δPV2 = −V1P TV T2 − V2PV T1 +O(‖∆‖2F ). (28b)
The proof of Lemma 8 is given at the end of this section. From this lemma, it is clear that δPU2 and δPV2 are in the order
of ‖∆‖F . Substituting X˜ =X +∆ into (27) and collecting second-order terms yield
G = −δPU2XPV2 − PU2XδPV2 +O(‖∆‖2F ). (29)
Substituting (28a) into the first term on the RHS of (29), we obtain
δPU2XPV2 =
(
U1Q
TUT2 +U2QU
T
1
)
U2Σ2V
T
2 +O(‖∆‖2F ).
Since UT2 U2 = I and U
T
1 U2 = 0, we further have
δPU2XPV2 = U1Q
T
Σ2V
T
2 +O(‖∆‖2F ). (30)
Similarly, the second term on the RHS of (29) can be represented as
PU2XδPV2 = −U2Σ2PV T1 +O(‖∆‖2F ). (31)
Substituting (30) and (31) back into (29), we have
G = −U1QTΣ2V T2 +U2Σ2PV T1 +O(‖∆‖2F ). (32)
Now we can vectorize (32) and apply Lemma 6 to obtain
vec(G) = (V2Σ
T
2 ⊗U1) vec(−QT ) + (V1 ⊗U2Σ2) vec(P ) +O(‖∆‖2F ). (33)
Let us now consider each term on the RHS of (33). From Proposition 3, it follows that
vec(−QT ) = (Im−r ⊗Σ21 −Σ2ΣT2 ⊗ Ir)−1 vec(E12ΣT2 +Σ1ET21) +O(‖∆‖2F ). (34)
Replacing Eij = UTi ∆Vj , for i, j ∈ {1, 2}, and using Lemma 6, (34) becomes
vec(−QT ) = (Im−r ⊗Σ21 −Σ2ΣT2 ⊗ Ir)−1
(
(Σ2V
T
2 ⊗UT1 ) vec(∆) + (UT2 ⊗Σ1V T1 ) vec(∆T )
)
+O(‖∆‖2F ). (35)
Since Σ1 and Σ2 are diagonal, so is (Im−r⊗Σ21−Σ2ΣT2 ⊗Ir)−1. The following lemma provides an insight into the structure
of this inversion.
Lemma 9. Let D = (Im−r ⊗Σ21 −Σ2ΣT2 ⊗ Ir)−1. Then
D =
r∑
i=1
m−r∑
k=1
dik
(
em−rk (e
m−r
k )
T
)⊗ (eri (eri )T ),
where dik =
1
σ2
i
−σ2
r+k
, for i = 1, . . . , r and k = 1, . . . ,m− r.
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The proof of Lemma 9 is given at the end of this section. Now using Lemma 9 and left-multiplying both sides of (35) by
(V2Σ
T
2 ⊗U1), we obtain
(V2Σ
T
2 ⊗U1) vec(−QT ) =
r∑
i=1
m−r∑
k=1
dik(V2Σ
T
2 ⊗U1)
((
em−rk (e
m−r
k )
T
)⊗ (eri (eri )T )
)
(Σ2V
T
2 ⊗UT1 ) vec(∆)
+
r∑
i=1
m−r∑
k=1
dik(V2Σ
T
2 ⊗U1)
((
em−rk (e
m−r
k )
T
)⊗ (eri (eri )T )
)
(UT2 ⊗Σ1V T1 ) vec(∆T ) +O(‖∆‖2F ). (36)
Moreover, applying Lemma 6-1, we have
(V2Σ
T
2 ⊗U1)
((
em−rk (e
m−r
k )
T
)⊗ (eri (eri )T )
)
(Σ2V
T
2 ⊗UT1 ) =
(
V2Σ
T
2 e
m−r
k (e
m−r
k )
T
Σ2V
T
2
)⊗ (U1eri (eri )TUT1 )
= (σ2r+kvr+kv
T
r+k)⊗ (uiuTi )
= σ2r+k(vr+kv
T
r+k)⊗ (uiuTi ), (37)
and
(V2Σ
T
2 ⊗U1)
((
em−rk (e
m−r
k )
T
)⊗ (eri (eri )T )
)
(UT2 ⊗Σ1V T1 ) =
(
V2Σ
T
2 e
m−r
k (e
m−r
k )
TUT2
)⊗ (U1eri (eri )TΣ1V T1 )
= (σr+kvr+ku
T
r+k)⊗ (σiuivTi )
= σiσr+k(vr+ku
T
r+k)⊗ (uivTi ). (38)
Substituting (37) and (38) back into (36) and performing a change of variable j = r + k, we obtain
(V2Σ
T
2 ⊗U1) vec(−QT ) =
r∑
i=1
m∑
j=r+1
σ2j
σ2i − σ2j
(vjv
T
j )⊗ (uiuTi ) vec(∆)
+
r∑
i=1
m∑
j=r+1
σiσj
σ2i − σ2j
(vju
T
j )⊗ (uivTi ) vec(∆T ) +O(‖∆‖2F ). (39)
Following a similar derivation, we also have
(V1 ⊗U2Σ2) vec(P ) =
r∑
i=1
m∑
j=r+1
σ2j
σ2i − σ2j
(viv
T
i )⊗ (ujuTj ) vec(∆)
+
r∑
i=1
m∑
j=r+1
σiσj
σ2i − σ2j
(viu
T
i )⊗ (ujvTj ) vec(∆T ) +O(‖∆‖2F ). (40)
Substituting (39) and (40) back into (33) yields
vec(G) =
r∑
i=1
m∑
j=r+1
(
σ2j
σ2i − σ2j
(
(vjv
T
j )⊗ (uiuTi ) + (vivTi )⊗ (ujuTj )
)
vec(∆)
+
σiσj
σ2i − σ2j
(
(vju
T
j )⊗ (uivTi ) + (viuTi )⊗ (ujvTj )
)
vec(∆T )
)
+O(‖∆‖2F ). (41)
Truncating the inner summation, with σj = 0 for j > n, and applying Lemma 6-2 to the RHS of (41), we obtain
G =
r∑
i=1
n∑
j=r+1
(
σ2j
σ2i − σ2j
(uiu
T
i ∆vjv
T
j + uju
T
j ∆viv
T
i ) +
σiσj
σ2i − σ2j
(uiv
T
i ∆
Tujv
T
j + ujv
T
j ∆
Tuiv
T
i )
)
+O(‖∆‖2F ).
Our theorem now follows on the definition of G in (25).
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A. Proof of Lemma 8
Using the fact from Proposition 2 that P
U˜2
= P
Uˆ2
, we can re-express the subspace difference as
δPU2 = PU˜2 − PU2 = PUˆ2 − PU2 = Uˆ2UˆT2 −U2UT2 . (42)
Substituting (7b) into (42) yields
δPU2 = (U2 +U1Q
T )(Im−r +QQ
T )−1(UT2 +QU
T
1 )−U2UT2 . (43)
Since Q = O(‖∆‖F ) and (Im−r+QQT )−1 = Im−r−QQT (Im−r+QQT )−1 = Im−r+O(‖∆‖2F ), (43) can be simplified
by absorbing second-order terms:
δPU2 = (U2 +U1Q
T )(UT2 +QU
T
1 )−U2UT2 +O(‖∆‖2F )
= U1Q
TUT2 +U2QU
T
1 +U1Q
TQUT1 +O(‖∆‖2F )
= U1Q
TUT2 +U2QU
T
1 +O(‖∆‖2F ).
The equation δPV2 = −V1P TV T2 − V2PV T1 +O(‖∆‖2F ) can be proved by a similar derivation. Since Q and P are in the
order of ‖∆‖F , so do δPU2 and δPV2 .
B. Proof of Lemma 9
Recall that
Σ
2
1 =


σ21 . . . 0
. . .
0 . . . σ2r

 ∈ R
r×r and Σ2ΣT2 =


σ2r+1 . . . 0
. . .
0 . . . σ2m

 ∈ R
(m−r)×(m−r).
By the definition of the Kronecker product, we have
Im−r ⊗Σ21 −Σ2ΣT2 ⊗ Ir =


Σ
2
1 − σ2r+1Ir . . . 0r
. . .
0r . . . Σ
2
1 − σ2mIr

 ∈ R
(m−r)r×(m−r)r.
Therefore, we can invert this diagonal matrix by considering each of the r × r blocks:
D = (Im−r ⊗Σ21 −Σ2ΣT2 ⊗ Ir)−1
=


(Σ21 − σ2r+1Ir)−1 . . . 0r
. . .
0r . . . (Σ
2
1 − σ2mIr)−1

 .
Now it is easy to verify that, for i = 1, . . . , r and k = 1, . . . ,m − r, the i-th diagonal entry of the k-th diagonal block, is
dik = 1/(σ
2
i − σ2r+k). Furthermore, since
(
em−rk (e
m−r
k )
T
)⊗ (eri (eri )T ) is a (m− r)r × (m− r)r matrix of all zeros but the
i-th diagonal entry of the k-th diagonal block is 1, we represent D as the sum of (m− r)r rank-1 matrices:
D =
r∑
i=1
m−r∑
k=1
dik
(
em−rk (e
m−r
k )
T
)⊗ (eri (eri )T ).
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APPENDIX C
PROOF OF THEOREM 2
By the definition of the r-TSVD in (2), we have
Pr(X˜) = PU˜1X˜PV˜1 . (44)
Since we assume X has exact rank r, the perturbed matrix can be represented as
X˜ =X +∆ = U1Σ1V
T
1 +∆.
The substitution of X˜ in the last equation into (44) yields
Pr(X +∆) = PU˜1(U1Σ1V T1 +∆)PV˜1 . (45)
Using Proposition 2, we can replace the orthonormal projector P
U˜1
by
P
U˜1
= P
Uˆ1
= Uˆ1Uˆ
T
1
=
(
(U1 −U2Q)(Ir +QTQ)−1/2
)(
(U1 −U2Q)(Ir +QTQ)−1/2
)T
= (U1 −U2Q)(Ir +QTQ)−1(UT1 −QTUT2 ).
And similarly,
P
V˜1
= (V1 + V2P )(Ir + P
TP )−1(V T1 + P
TV T2 ).
Substituting the expressions of P
U˜1
and P
V˜1
back into (45), we obtain
Pr(X +∆) = (U1 −U2Q)(Ir +QTQ)−1(UT1 −QTUT2 )(U1Σ1V T1 +∆)
· (V1 + V2P )(Ir + P TP )−1(V T1 + P TV T2 ). (46)
By orthogonality, the product of three terms in the middle of the RHS of (46) can be expanded and simplified as
(UT1 −QTUT2 )(U1Σ1V T1 +∆)(V1 + V2P ) = (Σ1 +E11) + (E12P −QTE21 −QTE22P ).
Therefore, (46) is equivalent to
Pr(X +∆) = (U1 −U2Q)(Ir +QTQ)−1(Σ1 +E11)(Ir + P TP )−1(V T1 + P TV T2 )
+ (U1 −U2Q)(Ir +QTQ)−1(E12P −QTE21 −QTE22P )(Ir + P TP )−1(V T1 + P TV T2 ). (47)
Let us first focus on the first term on the RHS of (47). Since
(Ir +Q
TQ)−1 = Ir − (Ir +QTQ)−1QTQ and (Ir + P TP )−1 = Ir − P TP (Ir + P TP )−1,
we have
(U1 −U2Q)(Ir +QTQ)−1(Σ1 +E11)(Ir + P TP )−1
= (U1 −U2Q)
(
Ir − (Ir +QTQ)−1QTQ
)
(Σ1 +E11)
(
Ir − P TP (Ir + P TP )−1
)
(V T1 + P
TV T2 )
= (U1 −U2Q)(Σ1 +E11)(V T1 + P TV T2 )− (U1 −U2Q)(Σ1 +E11)P TP (Ir + P TP )−1(V T1 + P TV T2 )
− (U1 −U2Q)(Ir +QTQ)−1QTQ(Σ1 +E11)(Ir + P TP )−1(V T1 + P TV T2 ). (48)
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Recall that X = U1Σ1V T1 and E11 = U
T
1 ∆V1. The product (U1 −U2Q)(Σ1 +E11)(V T1 + P TV T2 ) can be expanded as
(U1 −U2Q)(Σ1 +E11)(V T1 + P TV T2 )
=X +U1E11V
T
1 +U1(Σ1 +E11)P
TV T2 −U2Q(Σ1 +E11)V T1 −U2Q(Σ1 +E11)P TV T2 . (49)
In order to make up the first-order terms that involve ∆, we need to decompose the perturbation into 4 components corre-
sponding to different subspaces as follows. Since PU1X + PU2X = Im and PV1X + PV2X = In, we have
∆ = (PU1 + PU2)∆(PV1 + PV2)
= PU1∆PV1 + PU2∆PV1 + PU1∆PV2 + PU2∆PV2 . (50)
Reorganizing terms in (50) as
PU1∆PV1 =∆− PU2∆PV2 − PU1∆PV2 − PU2∆PV1 ,
and using the definition of E in (4), we further have
U1E11V
T
1 =∆− PU2∆PV2 −U1E12V T2 −U2E21V T1 . (51)
Thus, substituting (51) back into (49) and rearranging terms yield
(U1 −U2Q)(Σ1 +E11)(V T1 + P TV T2 ) =X +∆− PU2∆PV2 +U1
(
(Σ1 +E11)P
T −E12
)
V T2
−U2
(
Q(Σ1 +E11) +E21
)
V T1 −U2Q(Σ1 +E11)P TV T2 . (52)
Substituting (48) and (52) back into (47), we obtain
Pr(X +∆) =X +∆− PU2∆PV2
+U1
(
(Σ1 +E11)P
T −E12
)
V T2 −U2
(
Q(Σ1 +E11) +E21
)
V T1 −U2Q(Σ1 +E11)P TV T2
+ (U1 −U2Q)(Ir +QTQ)−1
(
−(Ir +QTQ)(Σ1 +E11)P TP +QTQ(Σ1 +E11)
+ (E12P −QTE21 −QTE22P )
)
(Ir + P
TP )−1(V T1 + P
TV T2 ). (53)
Applying (6), we have
U1
(
(Σ1 +E11)P
T −E12
)
V T2 −U2
(
Q(Σ1 +E11) +E21
)
V T1 −U2Q(Σ1 +E11)P TV T2
= U1Q
T (E21P
T −E22)V T2 +U2(E22 −QE12)PV T1 +U2(E21 +E22P +QE12P )P TV T2 , (54)
and
−(Ir +QTQ)(Σ1 +E11)P TP +QTQ(Σ1 +E11) + (E12P −QTE21 −QTE22P )
=
(
E12P − (Σ1 +E11)P TP
)− (QTE21 +QTQ(Σ1 +E11))+QT (E22 +Q(Σ1 +E11)P T )P
= (QTE22 −QTE21P T )P −QT (E22P +QE12P ) +QT
(
E22 +Q(Σ1 +E11)P
T
)
P . (55)
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Substituting (54) and (55) back into (53), we obtain
Pr(X +∆) =X +∆− PU2∆PV2
+U1Q
T (E21P
T −E22)V T2 +U2(E22 −QE12)PV T1 +U2(E21 +E22P +QE12P )P TV T2
+ (U1 −U2Q)(Ir +QTQ)−1 ·
(
(QTE22 −QTE21P T )P −QT (E22P +QE12P )
+QT
(
E22 +Q(Σ1 +E11)P
T
)
P
)
(Ir + P
TP )−1(V T1 + P
TV T2 ). (56)
Since Q,P ,E11,E12,E21, and E22 are first-order, and (Ir +QTQ)−1, (Ir + P TP )−1 are zero-order in terms of ‖∆‖F ,
we can collect all the third-order terms on the RHS of (56) and obtain
Pr(X +∆) =X +∆− PU2∆PV2 −U1QTE22V T2 +U2E22PV T1 +U2E21P TV T2 +O(‖∆‖3F ). (57)
Finally, the matrices Q and P in the second-order terms is eliminated by the following variant of (6):
Q = −(E21 +QE21P −E22P −QE11)Σ−11 ,
P T = Σ−11 (E12 +Q
TE21P
T −QTE22 −E11P T ).
The substitution and collection of third-order terms on the RHS of (57) yield
Pr(X +∆) =X +∆− PU2∆PV2 +U1Σ−11 ET21E22V T2 +U2E22ET12Σ−11 V T1 +U2E21Σ−11 E12V T2 +O(‖∆‖3F )
=X +∆− PU2∆PV2 +U1Σ−11 V T1 ∆TU2UT2 ∆V2V T2
+U2U
T
2 ∆V2V
T
2 ∆
TU1Σ
−1
1 V
T
1 +U2U
T
2 ∆V1Σ
−1
1 U
T
1 ∆V2V
T
2 +O(‖∆‖3F )
=X +∆− PU2∆PV2 +X†∆TPU2∆PV2 + PU2∆PV2∆TX† + PU2∆(X†)
T
∆PV2 +O(‖∆‖3F ).
This completes our proof of the theorem.
APPENDIX D
PROOF OF LEMMA 1
By the triangle inequality, we have
‖Pr(X +∆)− (X +∆) + PU2∆PV2‖F ≤ ‖Pr(X +∆)− (X +∆)‖F + ‖PU2∆PV2‖F . (58)
The first term on the RHS of (58) can be bounded as follows. Since X˜ =X +∆, applying the norm absolute homogeneity
property yields
‖Pr(X +∆)− (X +∆)‖F = ‖Pr(X˜)− X˜‖F = ‖X˜ − Pr(X˜)‖F . (59)
From Lemmas 3 and 7, we obtain
‖X˜ − Pr(X˜)‖F = ‖U˜2Σ˜2V˜ T2 ‖F = ‖Σ˜2‖F . (60)
Since Σ˜2 is a submatrix of Σ˜ containing n− r small singular values of X˜ in the diagonal, it holds that
‖Σ˜2‖F ≤ ‖Σ˜‖F = ‖X˜‖F . (61)
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Additionally, using the triangle inequality we can bound ‖X˜‖F by
‖X˜‖F = ‖X +∆‖F ≤ ‖X‖F + ‖∆‖F . (62)
From (59), (60), (61), and (62), we have
‖Pr(X +∆)− (X +∆)‖F ≤ ‖X‖F + ‖∆‖F . (63)
On the other hand, it follows from Lemma 7 that the second term on the RHS of (58) satisfies
‖PU2∆PV2‖F ≤ ‖∆‖F . (64)
Inequalities (63) and (64) implies the statement of the lemma.
APPENDIX E
PROOF OF THEOREM 3
In this section, our goal is to prove that the residual in (24) is bounded by
1 + 1/
√
2
σr
‖∆‖2F ≤ ‖RX(∆)‖F ≤
4(1 +
√
2)
σr
‖∆‖2F for all ∆ ∈ Rm×n.
First, rearranging terms in (24) and replacing X +∆ by X˜ , we have
RX (∆) = Pr(X˜)− X˜ + PU2∆PV2 . (65)
Using the singular subspace decomposition in Definition 2 with descending order of singular values σ˜1 ≥ σ˜2 . . . ≥ σ˜n, let us
decompose X˜ as follows
X˜ = U˜1Σ˜1V˜
T
1 + U˜2Σ˜2V˜
T
2 , (66)
Since in this theorem we consider perturbations of any magnitude, X˜ can take any value including the case in which σ˜r = σ˜r+1
and the decomposition (66) may not be unique. Nevertheless, the proof holds for any valid choice of singular subspace
decomposition. From such a choice in (66), Pr(X˜) can be defined as:
Pr(X˜) = U˜1Σ˜1V˜ T1 . (67)
Substituting (66) and (67) back into (65) yields
RX(∆) = U˜1Σ˜1V˜
T
1 − (U˜1Σ˜1V˜ T1 + U˜2Σ˜2V˜ T2 ) + PU2∆PV2
= −U˜2Σ˜2V˜ T2 + PU2∆PV2
= −P
U˜2
X˜P
V˜2
+ PU2∆PV2 ,
where the last equality stems from Lemma 3. Now let δPU2 = PU˜2 −PU2 and δPV2 = PV˜2 −PU2 . We can further represent
the residual as
RX(∆) = −(PU2 + δPU2 )(X +∆)(PV2 + δPV2 ) + PU2∆PV2
= −δPU2XδPV2 − PU2∆δPV2 − δPU2∆PV2 − δPU2∆δPV2
= −δPU2XδPV2 − PU2∆δPV2 − δPU2∆PV˜2 . (68)
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Here, from Lemma 2, we can replace X =X(X†)TX in the first term on the RHS of (68) and obtain
RX (∆) = −(δPU2X)(X†)T (XδPV2 )− PU2∆δPV2 − δPU2∆PV˜2 . (69)
Taking the Frobenius norm and using its absolute homogeneity property, (69) becomes
‖RX(∆)‖F = ‖(δPU2X)(X†)T (XδPV2 ) + PU2∆δPV2 + δPU2∆PV˜2‖F .
By the triangle inequality, the norm of RX(∆) is then bounded by
‖RX(∆)‖F ≤ ‖(δPU2X)(X†)T (XδPV2 )‖F + ‖PU2∆δPV2‖F + ‖δPU2∆PV˜2‖F . (70)
Let us proceed to upper-bound ‖RX(∆)‖F by finding the upper bounds for each of the three terms on the RHS of (70) with
respect to ‖∆‖2F . Our proof technique utilizes the following lemmas.
Lemma 10. max
{‖δPU2X‖F , ‖XδPV2‖F} ≤ 2‖∆‖F .
Lemma 11. max
{‖PU2δPU2∆‖F , ‖∆δPV2PV2‖F} ≤ 2σr ‖∆‖2F .
The proofs of Lemmas 10 and 11 are given at the end of this subsection. Let us proceed with the task of bounding the first
term in (70). Applying Lemma 4 twice, we have
‖(δPU2X)(X†)T (XδPV2 )‖F ≤ ‖(δPU2X)(X†)T ‖2‖(XδPV2 )‖F
≤ ‖δPU2X‖F ‖X†‖2‖XδPV2‖F
=
1
σr
‖δPU2X‖F ‖XδPV2‖F . (71)
By Lemma 10, the terms ‖δPU2X‖F and ‖XδPV2‖F can each be bounded by 2‖∆‖F . Hence, the RHS of (71) can be
bounded as follows:
1
σr
‖δPU2X‖F ‖XδPV2‖F ≤
1
σr
(2‖∆‖F )(2‖∆‖F ) = 4
σr
‖∆‖2F .
This provides a bound on the first term in (70):
‖(δPU2X)(X†)T (XδPV2 )‖F ≤
4
σr
‖∆‖2F . (72)
Next, we shall bound the second term in (70), i.e., ‖PU2∆δPV2‖F . From Lemma 7, we have
‖PU2∆δPV2‖F ≤ ‖∆δPV2‖F . (73)
Since PV1 + PV2 = In, the matrix on the RHS of (73) can be expanded as the sum of two orthogonal terms:
∆δPV2 =∆δPV2 (PV1 + PV2) =∆δPV2PV1 +∆δPV2PV2 .
Notice that PV1 and PV2 are orthogonal. By Lemma 5, we have
‖∆δPV2‖2F = ‖∆δPV2PV1‖2F + ‖∆δPV2PV2‖2F
= ‖∆δPV2XTX†‖2F + ‖∆δPV2PV2‖2F (since PV1 =XTX†)
= ‖∆(XδPV2 )TX†‖2F + ‖∆δPV2PV2‖2F . (74)
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Each term on the RHS of (74) can be bounded as follows. First, applying Lemma 4 twice, we obtain
‖∆(XδPV2 )TX†‖F ≤ ‖∆‖F‖XδPV2‖F ‖X†‖2
=
1
σr
‖∆‖F‖XδPV2‖F .
By Lemma 10, we further have
‖∆(XδPV2 )TX†‖F ≤
1
σr
‖∆‖F (2‖∆‖F ) = 2
σr
‖∆‖2F . (75)
Second, from Lemma 11, we obtain
‖∆δPV2PV2‖2F ≤
4
σ2r
‖∆‖4F . (76)
From (74), (75), and (76), it follows that
‖∆δPV2‖2F ≤
( 2
σr
‖∆‖2F
)2
+
4
σ2r
‖∆‖4F =
8
σ2r
‖∆‖4F ,
Taking the square root and using (73) yields
‖PU2∆δPV2‖F ≤
2
√
2
σr
‖∆‖2F . (77)
This provides a bound on the second term in (70). Similarly, we can also bound the third term in (70) by
‖δPU2∆PV˜2‖F ≤
2
√
2
σr
‖∆‖2F . (78)
Finally, summing up (72), (77), and (78), and substituting back into (70), we obtain
‖RX(∆)‖F ≤ 4(1 +
√
2)
σr
‖∆‖2F .
This inequality indicates that there must exist some constant c ≤ 4(1 +√2) such that ‖RX(∆)‖F ≤ cσr ‖∆‖2F . Now for the
other half of the theorem, we shall prove that c ≥ 1 + 1/√2. Let us consider all perturbations of form
∆ = (σ − σr − ǫ)urvTr + σur+1vTr+1, for 0 < ǫ < σ < σr. (79)
Since urvTr and ur+1v
T
r+1 are orthogonal, we can compute the norm of ∆ using Lemma 5:
‖∆‖2F = (σ − σr − ǫ)2‖urvTr ‖2F + σ2‖ur+1vTr+1‖2F
= (σ − σr − ǫ)2 + σ2, (80)
where the second equality stems from Lemma 6. Next, we have
X +∆ =
r∑
i=1
σiuiv
T
i + (σ − σr − ǫ)urvTr + σur+1vTr+1
=
r−1∑
i=1
σiuiv
T
i + (σ − ǫ)urvTr + σur+1vTr+1. (81)
After perturbation, only the r-th and r + 1-th singular values change. Thus, the r-TSVD of X +∆ is given by
Pr(X +∆) =
r−1∑
i=1
σiuiv
T
i + σur+1v
T
r+1. (82)
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On the other hand, since PU2 =
∑m
i=r+1 uiu
T
i and PV2 =
∑n
i=r+1 viv
T
i , we have
PU2∆PV2 =
( m∑
i=r+1
uiu
T
i
)(
(σ − σr − ǫ)urvTr + σur+1vTr+1
)( n∑
i=r+1
viv
T
i
)
= σur+1v
T
r+1. (83)
where the second equality stems from the fact that
uTi uj = v
T
i vj =


1 if i = j,
0 if i 6= j
.
Substituting (81), (82), and (83) into (65), we obtain
RX(∆) =
(r−1∑
i=1
σiuiv
T
i + σur+1v
T
r+1
)
−
(r−1∑
i=1
σiuiv
T
i + (σ − ǫ)urvTr + σur+1vTr+1
)
+ σur+1v
T
r+1
= −(σ − ǫ)urvTr + σur+1vTr+1.
Similar to (80), one can compute the norm of the residual by
‖RX(∆)‖F =
√
(σ − ǫ)2 + σ2. (84)
From (80) and (84), we have
‖RX(∆)‖F
‖∆‖2F
=
√
(σ − ǫ)2 + σ2
(σr + ǫ− σ)2 + σ2 .
Now maximizing over σ while taking ǫ to 0 gives us a lower bound on c:
c
σr
= sup
∆∈Rm×n
‖RX(∆)‖F
‖∆‖2F
≥ max
0<σ<σr
lim
ǫ→0+
√
(σ − ǫ)2 + σ2
(σr + ǫ− σ)2 + σ2
= max
0<σ<σr
σ
√
2
(σr − σ)2 + σ2 . (85)
The maximization can be solved as follows. Since (σr −
√
2σ)2 ≥ 0, we have σ2r + 2σ2 ≥ 2
√
2σrσ. Hence,
σ
√
2
(σr − σ)2 + σ2 =
σ
√
2
(σ2r + 2σ
2)− 2σrσ
≤ σ
√
2
2
√
2σrσ − 2σrσ
=
√
2
σr(2
√
2− 2)
=
(
1 +
1√
2
)
1
σr
. (86)
Therefore,
max
0<σ<σr
σ
√
2
(σr − σ)2 + σ2 =
(
1 +
1√
2
)
1
σr
, (87)
with the minimizer σ = σr/
√
2. From (85) and (87), we conclude that c ≥ 1+1/√2. This completes our proof of the theorem.
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A. Proof of Lemma 10
Let us rewrite
δPU2X = PU˜2X − PU2X.
Since PU2X = U2U
T
2 ·U1Σ1V T1 = 0, we obtain
δPU2X = PU˜2X (88)
= P
U˜2
(X˜ −∆) (since X˜ =X +∆)
= U˜2U˜
T
2 X˜ − PU˜2∆.
Substituting X˜ = U˜1Σ˜1V˜ T1 + U˜2Σ˜2V˜
T
2 yields
δPU2X = U˜2U˜
T
2
(
U˜1Σ˜1V˜
T
1 + U˜2Σ˜2V˜
T
2
)− P
U˜2
∆
= U˜2Σ˜2V˜
T
2 − PU˜2∆,
where in the last equality we use the fact that U˜T2 U˜1 = 0 and U˜
T
2 U˜2 = Im. Therefore,
‖δPU2X‖F = ‖U˜2Σ˜2V˜ T2 − PU˜2∆‖F . (89)
By the triangle inequality and the absolute homogeneity, (89) implies
‖δPU2X‖F ≤ ‖U˜2Σ˜2V˜ T2 ‖F + ‖PU˜2∆‖F . (90)
We shall bound each term on the RHS of (90) as follows. First, using Lemma 7, we can remove the semi-orthogonal matrices
from within the Frobenius norm without changing the value of the norm:
‖U˜2Σ˜2V˜ T2 ‖F = ‖Σ˜2V˜ T2 ‖F = ‖Σ˜2‖F .
Since Σ2 = 0, we further obtain
‖U˜2Σ˜2V˜ T2 ‖F = ‖Σ˜2 −Σ2‖F . (91)
In addition, recall that Σ˜2 and Σ2 are sub-matrices of Σ˜ and Σ, respectively. Thus,
‖Σ˜2 −Σ2‖F ≤ ‖Σ˜−Σ‖F . (92)
Moreover, by Mirsky’s inequality in Proposition 1, we have
‖Σ˜−Σ‖F =
√√√√ n∑
i=1
(σ˜i − σi)2 ≤ ‖∆‖F . (93)
From (91), (92), and (93), it follows that
‖U˜2Σ˜2V˜ T2 ‖F ≤ ‖∆‖F . (94)
Next, the second term on the RHS of (90), by Lemma 7, is bounded by
‖P
U˜2
∆‖F ≤ ‖∆‖F . (95)
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Summing up (94) and (95), and combining the resulting inequality with (90), we conclude that
‖δPU2X‖F ≤ 2‖∆‖F .
The proof of ‖XδPV2‖F ≤ 2‖∆‖F follows a similar derivation.
B. Proof of Lemma 11
In this subsection, we shall show that ‖PU2δPU2∆‖F ≤ 2σr ‖∆‖2F . The proof of ‖∆δPV2PV2‖F ≤ 2σr ‖∆‖2F can be derived
similarly. Since Definition 3 implies δPU2 = PU˜2 − PU2 = PU1 − PU˜1 , we have
PU2δPU2∆ = PU2(PU1 − PU˜1)∆
= PU2PU˜1∆, (96)
where the second equality is due to PU2PU1 = 0 (see Lemma 2). It is now sufficient to bound the norm of PU2PU˜1∆ by
2
σr
‖∆‖2F . Let us consider two cases:
• If ‖∆‖2 ≥ σr/2, then applying Lemma 7 twice yields
‖PU2PU˜1∆‖F ≤ ‖PU˜1∆‖F
≤ ‖∆‖F . (97)
Since ‖∆‖F ≥ ‖∆‖2 ≥ σr2 , we have
‖∆‖F ≤ ‖∆‖F‖∆‖2 ‖∆‖F
=
1
‖∆‖2 ‖∆‖
2
F
≤ 2
σr
‖∆‖2F . (98)
From (97) and (98), we obtain ‖PU2PU˜1∆‖F ≤ 2σr ‖∆‖2F .
• If ‖∆‖2 < σr/2, we need to use a different approach as follows. First, from Lemma 4, we have
‖PU2PU˜1∆‖F ≤ ‖PU2PU˜1‖2‖∆‖F . (99)
Let us examine the product PU2PU˜1 . Let X˜1 = U˜1Σ˜1V˜
T
1 and X˜2 = X˜ − X˜1. From Weyl’s inequality [11], we have
|σ˜i − σi| ≤ ‖∆‖2 < σr
2
for i = 1, . . . , n.
Thus, for any 1 ≤ i ≤ r, it holds that
σ˜i > σi − σr
2
≥ σr − σr
2
=
σr
2
> 0. (100)
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Therefore, Σ˜1 = diag(σ˜1, . . . , σ˜r) is invertible. We can now denote the pseudo inverse of X˜1 by X˜
†
1 = U˜1Σ˜
−1
1 V˜
T
1 . We
have
PU2PU˜1 = PU2X˜1(X˜
†
1)
T (since P
U˜1
= X˜1(X˜
†
1)
T )
= PU2(X˜ − X˜2)(X˜†1)T
= PU2X˜(X˜
†
1)
T (since X˜2(X˜
†
1)
T = 0)
= PU2(X +∆)(X˜
†
1)
T
= PU2∆(X˜
†
1)
T . (since PU2X = 0) (101)
On the other hand, applying Lemmas 7 and 4, we obtain
‖PU2∆(X˜†1)T ‖F ≤ ‖∆(X˜†1)T ‖2
≤ ‖∆‖F‖X˜†1‖2
=
1
σ˜r
‖∆‖F . (102)
From (100), we can bound σ˜r by:
σ˜r > σr − σr
2
=
σr
2
. (103)
From (101), (102), and (103), we obtain
‖PU2PU˜1‖F = ‖PU2∆(X˜
†
1)
T ‖F ≤ 1
σ˜r
‖∆‖F < 2
σr
‖∆‖F . (104)
Finally, substituting (104) back into (99) immediately yields ‖PU2PU˜1∆‖F < 2σr ‖∆‖2F .
Since in both cases ‖PU2PU˜1∆‖F ≤ 2σr ‖∆‖2F , we conclude from (96) that ‖PU2δPU2∆‖F ≤ 2σr ‖∆‖2F for any ∆.
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Taking Frobenius norm on both sides of equation (68) and using its absolute homogeneity property, we obtain:
‖RX(∆)‖ = ‖δPU2XδPV2 + PU2∆δPV2 + δPU2∆PV˜2‖. (105)
Applying the triangle inequality to the RHS of (105), we have
‖RX(∆)‖F ≤ ‖δPU2XδPV2‖F + ‖PU2∆δPV2‖F + ‖δPU2∆PV˜2‖F . (106)
To bound the RHS of (106), we proceed by bounding each of the terms on the RHS. The first term on the RHS of (106) can
be bounded as follows. From (88), we have δPU2XδPV2 = PU˜2XδPV2 . Using Lemmas 7 and 10, it follows that
‖δPU2XδPV2 ‖F = ‖PU˜2XδPV2 ‖F
≤ ‖XδPV2‖F
≤ 2‖∆‖F . (107)
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Next, the second term on the RHS of (106) can be rewritten as the sum of two orthogonal components
PU2∆δPV2 = PU2∆δPV2PV1 + PU2∆δPV2PV2 .
By Lemma 5, we have
‖PU2∆δPV2‖F =
√
‖PU2∆δPV2PV1‖2F + ‖PU2∆δPV2PV2‖2F . (108)
On the one hand, we consider the first term on the RHS of (108). Since
δPV2PV1 = (PV˜2 − PV2)PV1
= P
V˜2
PV1 − PV2PV1
= P
V˜2
PV1 , (by Lemma 2)
we obtain
‖PU2∆δPV2PV1‖F = ‖PU2∆PV˜2PV1‖F . (109)
Applying Lemma 7 to the RHS of (109) in order to eliminate the three projection matrices, we obtain
‖PU2∆δPV2PV1‖F ≤ ‖∆‖F . (110)
On the other hand, the second term on the RHS of (108) can be bounded as follows. From Definition 8, we have
δPV2PV2 = −δPV1PV2
= (PV1 − PV˜1)PV2
= −P
V˜1
PV2 . (by Lemma 2)
By the absolute homogeneity, it follows that
‖PU2∆δPV2PV2‖F = ‖PU2∆PV˜1PV2‖F . (111)
Again, applying Lemma 7 to the RHS of (111) in order to eliminate the three projection matrices, we obtain
‖PU2∆δPV2PV2‖F ≤ ‖∆‖F . (112)
Substituting (110), and (112) back into (108), we have
‖PU2∆δPV2‖F ≤
√
2‖∆‖F . (113)
Similarly, we also obtain
‖δPU2∆PV˜2‖F ≤
√
2‖∆‖F . (114)
Substituting (107), (113), and (114) back into (106), we obtain
‖RX(∆)‖F ≤ 2(1 +
√
2)‖∆‖F . (115)
Combining (115) with Theorem 3, we conclude that
‖RX(∆)‖F ≤ min
{
4(1 +
√
2)
1
σr
‖∆‖2F , 2(1 +
√
2)‖∆‖F
}
= 2(1 +
√
2)‖∆‖F min{ 2
σr
‖∆‖F , 1}.
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Let us denote
R2X(∆) =X
†
∆
TPU2∆PV2 + PU2∆PV2∆
TX† + PU2∆(X
†)
T
∆PV2 .
It is straightforward to verify from (23) that RX (∆) = R2X (∆) +O(‖∆‖3F ). Thus,
lim
ǫ→0
sup
‖∆‖F=ǫ
‖RX(∆)−R2X (∆)‖F
‖∆‖2F
= 0. (116)
Lemma 12. Let f and g be some bounded real-valued functions defined on the set C. Then it holds that∣∣∣∣sup
x∈C
f(x)− sup
x∈C
g(x)
∣∣∣∣ ≤ sup
x∈C
|f(x)− g(x)| .
Applying Lemma 12 to (116), we obtain∣∣∣∣∣ sup‖∆‖F=ǫ
‖RX(∆)‖F
‖∆‖2F
− sup
‖∆‖F=ǫ
‖R2X(∆)‖F
‖∆‖2F
∣∣∣∣∣ ≤ sup‖∆‖F=ǫ
∣∣∣∣‖RX(∆)‖F − ‖R2X(∆)‖F‖∆‖2F
∣∣∣∣ . (117)
On the other hand, by the triangle inequality, we have
|‖RX(∆)‖F − ‖R2X(∆)‖F | ≤ ‖RX(∆)−R2X (∆)‖F . (118)
From (117) and (118), it holds that∣∣∣∣∣ sup‖∆‖F=ǫ
‖RX(∆)‖F
‖∆‖2F
− sup
‖∆‖F=ǫ
‖R2X(∆)‖F
‖∆‖2F
∣∣∣∣∣ ≤ sup‖∆‖F=ǫ
∣∣∣∣‖RX(∆)−R2X (∆)‖F‖∆‖2F
∣∣∣∣ . (119)
Thus, taking both sides of (119) to the limit ǫ→ 0 and rearranging terms yield
lim
ǫ→0
sup
‖∆‖F=ǫ
‖RX(∆)‖F
‖∆‖2F
= lim
ǫ→0
sup
‖∆‖F=ǫ
‖R2X(∆)‖F
‖∆‖2F
.
It now is sufficient to show that
lim
ǫ→0
sup
‖∆‖F=ǫ
‖R2X(∆)‖F
‖∆‖2F
=
1
σr
√
3
. (120)
Indeed, due to the orthogonality among the addends, we have
‖R2X(∆)‖2F = ‖X†∆TPU2∆PV2 + PU2∆PV2∆TX† + PU2∆(X†)
T
∆PV2‖2F
= ‖X†∆TPU2∆PV2‖2F + ‖PU2∆PV2∆TX†‖2F + ‖PU2∆(X†)
T
∆PV2‖2F . (121)
Since, (121) can be represented as
‖R2X(∆)‖2F = ‖U1Σ−11 ET21E22V T2 ‖2F + ‖U2E22ET12Σ−11 V T1 ‖2F + ‖U2E21Σ−11 E12V T2 ‖2F
= ‖Σ−11 ET21E22‖2F + ‖E22ET12Σ−11 ‖2F + ‖E21Σ−11 E12‖2F . (122)
where the second equality stems from Lemma 7. Using Lemma 4, we can bound the RHS of (122) by
‖R2X(∆)‖2F ≤ ‖Σ−11 ‖22‖ET21‖2F ‖E22‖2F + ‖E22‖2F ‖ET12‖2F ‖Σ−11 ‖22 + ‖E12‖2F‖Σ−11 ‖22‖E12‖2F
=
1
σ2r
(
‖E21‖2F ‖E22‖2F + ‖E22‖2F ‖E12‖2F + ‖E12‖2F ‖E21‖2F
)
, (123)
where the last equality stems from ‖Σ−11 ‖2 = 1/σr.
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Lemma 13. For any a, b, c ∈ R, we have
3(ab+ bc+ ca) ≤ (a+ b+ c)2.
Lemma 13 is a direct consequence of the Chebyshev’s sum inequality [31]. Applying Lemma 13 to (123) with a =
‖E21‖2F , b = ‖E22‖2F and c = ‖E12‖2F , we obtain
‖R2X(∆)‖2F ≤
1
σ2r
(‖E12‖2F + ‖E21‖2F + ‖E22‖2F )2
3
≤
(‖E11‖2F + ‖E12‖2F + ‖E21‖2F + ‖E22‖2F )2
3σ2r
=
‖E‖4F
3σ2r
. (124)
Moreover, by Lemma 7, we have
‖E‖F = ‖UT∆V ‖F = ‖∆‖F . (125)
From (124) and (125), it follows that
‖R2X(∆)‖F ≤ ‖∆‖
2
F
σr
√
3
. (126)
In order to show that (126) implies (120), we need to determine when the equality can be obtained. Let us choose
∆(ǫ) ,
ǫ√
3
(
urv
T
r+1 + ur+1v
T
r + ur+1v
T
r+1
)
,
where ur,ur+1,vr, and vr+1 are the corresponding left and right singular vectors of X . Similar to (80), we can verify that
‖∆(ǫ)‖F = ǫ. In addition, from Proposition 2, we have
E12 = U
T
1 ∆(ǫ)V2 =
ǫ√
3
err(e
n−r
1 )
T , E21 = U
T
2 ∆(ǫ)V1 =
ǫ√
3
em−r1 (e
r
r)
T , E22 = U
T
2 ∆(ǫ)V2 =
ǫ√
3
em−r1 (e
n−r
1 )
T ,
(127)
Substituting (127) back into (122) yields
‖R2X
(
∆(ǫ)
)‖2F =
(
‖ ǫ
2
3
Σ
−1
1 e
r
r(e
m−r
1 )
T em−r1 (e
n−r
1 )
T ‖2F + ‖
ǫ2
3
em−r1 (e
n−r
1 )
T en−r1 (e
r
r)
T
Σ
−1
1 ‖2F
+ ‖ ǫ
2
3
em−r1 e
T
r Σ
−1
1 er(e
n−r
1 )
T ‖2F
)
=
ǫ4
9
(
1
σ2r
+
1
σ2r
+
1
σ2r
)
=
‖∆‖4F
3σ2r
. (since ‖∆(ǫ)‖F = ǫ)
Therefore, the equality in (126) holds for ∆ =∆(ǫ). This completes our proof of the theorem.
A. Proof of Lemma 12
Since f(x)− g(x) ≤ |f(x)− g(x)|, we have
f(x) ≤ |f(x)− g(x)|+ g(x).
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Taking the supremum of both sides yields
sup
x∈C
f(x) ≤ sup
x∈C
{
|f(x)− g(x)|+ g(x)
}
≤ sup
x∈C
|f(x)− g(x)|+ sup
x∈C
g(x).
Thus
sup
x∈C
f(x)− sup
x∈C
g(x) ≤ sup
x∈C
|f(x)− g(x)| . (128)
Changing the roles of f and g we also obtain
sup
x∈C
g(x)− sup
x∈C
f(x) ≤ sup
x∈C
|f(x)− g(x)| . (129)
Our inequality follows on combining (128) and (129).
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