ABSTRACT
Introduction
Ratios of signal intensities obtained from cDNA microarray experiments serve as measures of relative gene expression, or relative RNA abundance. A number of factors may affect the accuracy with which these ratios represent true expression ratios. In particular, very low signals or very high signals can lead to poor expression ratio estimates. Very low intensities are known to be noisy and to lead to highly variable ratio estimates (Newton et al., 2001; Bassett Jr. et al., 1999) . Very high intensities may be subject to signal saturation. Signal saturation occurs when the actual signal at a pixel exceeds a scanner's upper threshold of detection. When this threshold is exceeded, image analysis software may record an intensity as being equal to the scanner's upper threshold of detection regardless of how much the true signal intensity might have exceeded that threshold. In other words, the signal is truncated at the upper detection threshold. The signal truncation causes bias in expression measurements and can affect high-level analyses such as class prediction, class comparison, or clustering that utilize these ratios (Hsiao et al., 2002) . In this paper, we focus on statistical methods for correcting gene expression log ratio measurements obtained from cDNA microarrays in the presence of signal saturation.
Data acquisition for cDNA microarray experiments requires the application of image processing methods to the images produced by laser scanning of the hybridized microarray slides. The image of a hybridized microarray slide is stored as pixel-level data representing millions of fluorescence intensity measurements. There are many steps involved in converting pixel-level image intensity data to analyzable summary measurements for each gene represented on the array. Yang et al. (2001 Yang et al. ( , 2002 provide an overview and comparison of image processing methods for cDNA microarrays. For dual-label cDNA microarrays, two RNA samples are labeled with two different fluorescent dyes (e.g. Cy3 and Cy5), the samples are cleaned, mixed, applied to the arrays, and allowed to co-hybridize. The degree of hybridization of each of the labeled samples is assessed by laser scanning of the hybridized array. The recorded pixel-level fluorescence signal intensities in two channels, one channel per labeled sample, describes the amount of hybridization. Spot-level intensities are calculated for each spot ("gene") in each channel by summarizing pixel-level intensities determined by an image processing algorithm to lie within a region on the slide printed with cDNA derived from a given gene. Means or medians of pixel intensities may be used for spot-level summaries. (For simplicity, we use the terms gene and spot interchangeably, although in practice an array could contain more than one spot representing a given gene). An expression ratio estimate for a spot can be obtained by calculating the ratio of the spot-level signal summary intensities (typically after background adjustment) for the two channels. If some of the pixel-level intensities are saturated, the resulting summaries of spot-level summary signals will be biased.
Signal saturation can occur when the abundance of an RNA species is very high or may result when the PMT voltages of the scanner is manually increased in an attempt to decrease the number of spots with very low signal intensity. Wit and McClure (2003) proposed a method to adjust for signal censoring in gene expression measurements. Their method uses spot-level signal summaries and requires certain parametric assumptions that are difficult to verify in practice. Here we propose an alternative approach that makes use of pixel-level data and, as we will demonstrate, produces ratio estimates that are robust to a variety of assumptions on the distribution of pixel-level intensity measurements. Using pixel-level data is intuitively appealing because typically only some pixels in a spot are saturated. This allows information to be gleaned from the non-saturated pixels from both channels within a spot. The method proposed requires dual-channel data and is not suitable for single channel arrays like Affymetrix GeneChips.
Alternatives to applying correction methods are to discard spots containing any saturated pixels or to calculate ratios using the truncated pixel intensities. Discarding spots with any saturation is clearly undesirable because information on potentially important highly expressed genes could be lost.
We will demonstrate that the correction methods we propose produce better estimates than the naive ratio estimates that use truncated pixel intensities as if they were not truncated.
Methods
We develop an approach to correct log ratios of spots with pixel saturation that models pixel-level data. Details about the correction method are discussed in more detail in section 2.2. First, we review our general approach to the problem.
Several candidate methods were developed and evaluated on pilot data, consisting of several scans from a single array. From this initial analysis and simulation studies, a preferred method was chosen.
We then tested the chosen method on independent validation data. In this paper, we describe only the validation data. A critical element of our approach was the ability to assess whether corrected log ratios are closer to the value that would have been observed without saturation. Our validation data consisted of three arrays (array A, B, & C) scanned at multiple PMT voltages. Each array was scanned at the following voltages: 750 V in the red channel and 660 V in the green channel, 980V in red and 660 V in green, 750 V in red and 950 V in green, and 980 V in red and 950 V in green.
At the lowest voltage scan, there was no signal saturation. The scans at 980 V in red and 660 V in green and at 750 V in red and 950 V in green produce spots with some saturation in either the red or green channel, respectively. The highest voltage scan produces spots with saturation in both channels. Normalized log ratios from the low-voltage scan provide estimates of the true underlying log ratios of spots with saturation at the high voltage scan. These log ratios are unbiased estimates of the value that would have been observed had there been no saturation. Specifically, we compare corrected log ratios from the scan at 980 V in the red channel and 660 V in the green channel to those from the low-voltage scan. We also compare log ratios from the other higher voltage scans to those from the low-voltage scan. We describe results verifying that this is a reasonable procedure for evaluating performance in section 3.
Throughout, log ratios are computed as:
wherer andḡ ( r b and g b ) are the mean foreground (median background) intensities for the red and green channels, respectively. Summaries of the foreground intensity using the mean are preferred to the median. If saturation within a spot is greater than 50%, the median median just gives the maximum value and is not discriminating. Additionally, if a spot has a "hole" covering 50% or more of the circular region, the median misses the signal entirely. Other advantages of the mean are discussed in Simon et al. (2003, pg. 32) . The array-specific normalization constant norm was computed as the median of all log ratios from an array omitting any flagged spot, any spot with saturation, and any spot for which red or green background adjusted intensity was less than 100.
Array Data
Microarray Fabrication. The DNA microarrays used for this study were produced by Radiation Oncology Sciences Program, NCI and contained 7,680 human cDNA clones from the Research Genetics Named Genes set (Huntsville, AL). These cDNA clones were enriched for known genes. All 7,680 cDNAs were spotted onto poly-L-lysine-coated slides (NCI ROSP 8K Human Array) using an OmniGrid arrayer (GeneMachines, San Carlos, CA) according to Eisen & Brown (1999) .
RNA Extraction. DU145 cells (human prostate cancer line) were used in this study. Total RNAs were extracted from unirradiated cells or X-ray irradiated cells at 6 and 24 hr after radiation. For each sample, the cell monolayer was washed once with PBS (4C) and cells were scraped in 10 ml PBS (4C)
followed by centrifugation (1000 rpm at 4C, 5 min). Total RNA was extracted with the use of Trizol reagent (Invitrogen, Carlsbad, CA) and the Qiagen RNAeasy Mini Kit according to the manufacturer's instructions (Valencia, CA).
Probe Labeling and Microarray Hybridization. The method for probe labeling reaction and microarray hybridization was described previously (Chuang et al., 2002) .
Scanning: Arrays were initially scanned setting the photomultiplier tube (PMT) voltages of the scanner to obtain approximately equal signal levels in both the red and green channels with a few spots with saturation (less than 10). These settings (red channel at 850 V, green channel at 750 V) were chosen to ensure coverage of the full dynamic range of signals achievable by the scanner. Then the array was rescanned at about 100 V lower (red channel at 750 V and green channel at 660 V) to minimize the number of saturated spots. Scans were made at different PMT settings to obtain images with high signals in red and low in green, with high in green and low in red, and high in both. High signal scans were measured at slightly below the maximum voltage settings of the instrument (red channel at 980 V, green channel at 950 V) to obtain as many spots with saturation as possible. Since dye fluorescence is known to decrease with long exposure to the laser, the scans at higher PMT voltages in the order of red and green channels were completed prior to low voltage scans to capture the maximum number of saturated spots.
Quantification of spot intensities: Images were processed using GenePix Pro version 3.0 software (Axon Instruments, Inc., Foster City, CA). A grid file matching the array print provided by the microarray database at NCI, NIH was used for initial lay-out of the spots. The automatic spot finding algorithm of GenePix was used to find circular spot boundaries between 25 and 200 microns in diameter. The results were then manually supervised to correct any inaccuracies in spot boundaries and to flag bad spots with dust specks or scratches. Pixel intensities of spots and backgrounds were saved to a file using GenePix.
Correction methods
In this section, we describe methods for correcting the estimated log ratios for the effects of saturation.
We let r i and g i denote red and green intensities, respectively, for the i th pixel on a given spot. Intensity saturation occurs at a level denoted s, which was 65, 535 for our system. We first consider the case when saturation occurs in the red channel. Application to the case when saturation occurs in the green channel is analogous.
Because of signal truncation in the red channel, we observe (
where
With no correction for saturation, the log ratio for a given spot is estimated asλ naive = log 2
Sinceȳ ≤r,λ naive ≤λ, whereλ is the log-ratio estimate that would have been obtained without saturation. When pixels in the green channel are saturated,λ naive ≥λ.
Two obvious features of the data are as follows. First, saturated pixels have true intensities at least as big as s. Second, there is an association between red and green channel pixel intensities (see Figure 1 ). We consider the simple linear regression model between the green channel pixel intensities and the (possibly unobserved) red channel pixel intensities:
where i ∼ N (0, σ 2 ) and N (µ, σ 2 ) represents a Gaussian distribution with mean µ and variance σ 2 .
The model specifies a zero intercept, which is motivated by the fact that pixels within a spot that have no material deposited on them will have zero intensity in both channels. In addition, lower intensity values tend to be more variable (e.g., Figure 1b ) and setting the intercept to zero lessens the influence of these values.
(INSERT FIGURE 1 ABOUT HERE).
When a pixel intensity is saturated, its censored (i.e., truncated) value does not satisfy the model 
where φ and Φ denote Gaussian probability density and cumulative distribution functions. In our application, parameter estimatesβ,σ 2 were obtained using the Broyden, Fletcher, Goldfarb and Shannon optimization method in GAUSS (Aptech Systems, 1992), although any maximization routine could be used. For a pixel with y i = s, we impute the red intensity asr i = max (βg i , s), since we know the intensity of a saturated pixel is at least as big as s. Further, we limit the imputed value so that r i ≤ cs, for c = 1.5 or 2. This prevents imputed pixel values from becoming unreasonably large. To obtain a saturation-corrected log-ratio estimate, we then substitute the imputed values,r i , for any censored pixel and compute the estimator,λ c , according to the formula in (1). Although we could useβ as a direct estimate of the ratio, the proposed method is preferred because (i) it is less model dependent, as only pixels with saturation are affected by the model, and (ii) it partially corrects for measurement error in pixel intensities (see below).
The method that restricted the maximum imputed value to 1.5s provided a better correction more often on the pilot data, although there were cases for which setting the maximum value to 2s was superior. For validation purposes, only the estimator that requiresr i ≤ 1.5s was tested on the independent validation dataset.
A natural alternative modeling approach would be a measurement error model that treats the red and green channels symmetrically. For a given spot, the model for uncensored pixels is
2 ) and δ i and i are independent. We have not pursued this approach for the following reasons. First, without additional assumptions about σ 2 δ and σ 2 , the maximum likelihood estimator (MLE) of β does not exist (Solari, 1969; Cheng & Van Ness, 1994) .
Typical assumptions that would yield an MLE, e.g., that one of the σ 2 's is known or that their ratio is known, are not realistic in the present application. Second, the standard method-of-moments estimator for β under this measurement error model is not the correct estimate when there is censoring.
In addition, as with the MLE, a moment estimator requires making unreasonable assumptions about the ratio of variances (Wang, 1998) . Third, a prime reason for considering a measurement error model like model (5) instead of a simpler one like (3) is that the MLE of β using model (3) is attenuated in the presence of measurement error. In particular, if there were an intercept in model (3) (for r i ), the MLE of β ignoring measurement error estimates ρβ rather than β when ξ ∼ N (µ ξ , σ 2 ξ ), where Fuller, 1987) . However, it can be shown that when there is no intercept in model (3), the MLE is not as attenuated; see the Appendix. Fourth, the estimatorλ c is close to the method of moments estimator that accounts for measurement error when there is no censoring. Finally, another reason to ignore the measurement error is that this is primarily a prediction problem. It could be argued that it is not necessary to correct for measurement error. (However, this argument only holds when the ξ i is normally distributed (Fuller, 1987) . In fact, when ξ i is not normally distributed, we no longer have a well-specified linear model). We empirically examine the effect of measurement error via simulation studies. These studies are described in the section 2.3.
Another alternative to model (5) is to specify a model of the mean-variance relationship observed in many scatterplots (see Figure 1(b) for an example). However, the relationship is difficult to characterize and estimation of this relationship on a spot-by-spot basis was not feasible because of limited data.
We considered methods that pooled over spots with similar mean intensities in a variety of ways, but none of these worked well on the pilot data. We use simulation studies to evaluate the robustness of our approach to this type of model departure as well.
We considered simpler methods than those described above. We imputed any saturated pixel as some constant times the threshold (e.g., 1.5 × 65535). We also considered the model in (3) ignoring the censored component of the likelihood by simply discarding any pixel value with saturation and estimating the regression line. These proved inferior on the pilot data and were not pursued further.
The selected method can be modified as follows to correct for the less common problem of saturation in both channels. First, any spots with greater than 50% saturation in both channels are discarded because they contain too little information to reliably impute ratios. Our recommended approach for the remaining spots is iterative and requires fitting two censored regression models, one in which the red channel is the predictor variable and a second in which the green channel is the predictor variable. The first regression is fit treating the channel with the least amount of saturation as the predictor variable. Pixel values for the "response" variable are imputed as described above. In this first regression, any pixel with saturation in the channel corresponding to the predictor variable is not included when estimating the regression line. Once pixel values have been imputed for this first channel, the relationship between the predictor and response variables is reversed and the second regression model is fit. Saturated pixels in the other channel are imputed based on this second regression. Log ratios are estimated as described above, however, values of any pixel with saturation in both channels remain at the truncated value.
Simulation studies
To assess the robustness of the proposed estimator to measurement error and a non-constant meanvariance relationship, we conducted a series of simulation studies. We present results from studies of three extreme cases. The general model can be described as follows:
Instead of the true green intensity, ξ i , we observe g i , given by
Truncation of r i occurs when r i = 65535 and we observe y i as described in (2). The true green intensities ξ i were generated as U (10 5 , 2.25 × 10 8 ), to produce more observations with higher green intensities, where U represents a uniform probability distribution function. Baseline parameter values were taken from examining spots without saturation. The models presented here were generated by making the mean-variance relationship and measurement error more extreme than the baseline model.
For all models presented here, β = 10 and about 80% of the pixels had saturation. Under Model 1, we assume there is only measurement error and no heteroscedasticity. We set (a 0 , a 1 ) = (10000, 0) and σ 2 δ = 2500 2 . Under Model 2, we consider only heteroscedasticity. We set (a 0 , a 1 ) = (27000, 1.75) and σ 2 δ = 0. Under Model 3, there is both measurement error and heteroscedasticity. We set (a 0 , a 1 ) = (27000, 1.75) and σ 2 δ = 2500 2 . The plots in Figure 2 show typical realizations of these models with and without truncation. Observe that the amount of measurement error in Model 3 somewhat conceals the heteroscedasticity seen in model 2 (compare Figure 2 (b) to 2(c)).
(INSERT FIGURE 2 ABOUT HERE).
Across all models, estimates of β are too large (Table 1 ); however, because we limit the maximum imputed value, the saturation-corrected log ratios are not overestimated. In fact,λ c tends to be a bit low. In all three cases the mean estimate ofλ c is 3.1 as opposed to the naive estimateλ naive which produced a considerably lower log ratio of 2.6 on average. With no restriction on the imputed values, the amount of bias is similar to that fromλ c ; however, the estimates are much more variable. These results demonstrate that our proposed method is reasonably robust. We emphasize that the models presented here represent fairly extreme departures from the assumptions made by our method and that the amount of saturation is relatively high. Our method produces better corrections under less extreme situations.
(INSERT TABLE 1 ABOUT HERE).
Results
In this section, we describe results from the independent validation data. First, we present results demonstrating the consistency of log ratios across scans at different PMT voltages on a given array. Table 2 provides a summary of the differences between log ratios at the high and low voltage scans for spots with no saturation. Log ratios are similar across voltages indicating that comparisons of log ratios across scans is reasonable. There is some variability across scans. The interquartile range of the difference on the original (anti-log) scale has an average width of 0.13 and the standard deviation of the difference (on the log 2 scale) is about 0.19. The difference in log ratios can be approximated by a normal distribution (figures not shown). Therefore, we evaluate the performance of our method using a standard deviation of 0.19 as a benchmark. A log-ratio estimate that falls within +/-1 standard deviation (SD) of the "true" value is considered reasonable and to be within an acceptable range of variability. Note, we refer to the log ratio at the low scan as the "true" value since it is an unbiased estimate of the true underlying log ratio.
(INSERT TABLE 2 ABOUT HERE).
The validation data were taken from multiple scans of three arrays in which PMT voltages were varied in both the red and green channels. This produced nine data sets for testing the performance our method. We focus on results from single channel saturation, since it is most common. Figure   3 displays the improvements in log ratios from our correction method for red channel saturation.It plots the "true" value, the naive estimate (i.e., using the uncorrected saturated intensity values) and our saturation-corrected estimate for spots with saturation in the red channel on array C. Figure 4 displays the same information for spots with saturation in the green channel on array C. Clearly, our method produces improved log ratio estimates when there was saturation in either channel. The amount of improvement depends, to a certain extent, on the amount of saturation in the spot. For spots with less than 25% saturation, there tends to be little gain from using our correction method, as both the naive approach and our method tend to be close to the "true" value. Ninety-five percent (75/79) of corrected log ratios using our method were within +/-1 SD of the "true" value, while 92% (73/79) of naive estimates were within this range (Table 3) . For spots with 25-50% saturation, there are clear gains from using our method, 96% (43/45) of the saturation-corrected values were within +/-1 SD of the "true" value, while only 64% (29/45) of the naive estimates were that close. The greatest improvements in log ratio estimates occur for spots with greater than 50% saturation. Of spots with 50-85% saturation, 83% (40/48) of corrected log ratios using our method were within +/-1 SD of the "true" value, while only 17% (8/48) of the naive values were within this range. For spots with saturation greater than 85%, there is still an improvement from using our method; however, the corrected values tend to be farther from the "true" value. This can be seen in Figure 3 . Similar results are seen for saturation in the green channel (see Table 4 ). Results for Arrays A and B (Figures 5 -8) can be found on a website (INSERT WEB ADDRESS HERE).
(INSERT TABLES 3 & 4 AND FIGURES 3 & 4 ABOUT HERE).
When saturation occurs in both channels, the bias from the naive approach tends to be less than the bias observed when there is single channel saturation. Overall, both methods produce little bias (80% of spots with saturation in both channels were within +/-1 SD of the "true" value using both methods). On average, however, our method produces log ratios with less bias. The mean absolute difference from the truth was 0.14 for our method and 0.17 for the naive approach.
Discussion
We propose a method to correct spots with saturated pixels that is simple. In particular, our approach does not require modeling information from other spots or other arrays to obtain estimates. Additionally, the method does not require scanning the array at multiple PMT voltages as does an approach by Dudley et al. (2002) . For independent validation, we selected a specific method for analysis on data from several independent arrays. The performance of 1.5s performed slightly better on our pilot data and in our simulation studies. Further, both 2s and no restriction overestimated the log ratios in many instances. Additionally, we were not completely comfortable imputing intensities of 65,535 to values greater than 100,000. So, we restricted the maximum imputed value to 1.5s. Later analysis on the validation data not restricting the maximum value and capping it at 2s demonstrated improvements over 1.5s. The gains from not restricting the imputed value were greatest. For spots with saturation less than 75%, six more spots (of 326) were within 1 standard deviation of the true value. For spots with saturation of 75% and greater, 14 more spots (of 121) were within 1 SD of the true value (See Tables 5 and 6 on the WEB). In spite of its superior performance, we do not feel comfortable letting the imputed values get too large. Thus, in practice we recommend capping the imputed values at 2s, recognizing that experience with additional data will provide more insight about whether a cap is necessary.
We considered models that incorporated other obvious features of the data, such as measurement error and heteroscedasticity. These methods made estimation more complicated and impractical.
Simulation studies indicate that our method is robust to these features. Results on independent validation data indicate that our approach provides a good correction when the percent of saturation is less than 85%. For spots with saturation levels greater than 85%, the correction is not as good, although it still offers improved log-ratio estimates when compared to the naive approach.
Finally, we note that the availability of our method has implications for the practice of increasing PMT voltage for the purposes of avoiding large numbers of low intensity spots. Investigators are frequently concerned about the trade-offs between reducing the number of low intensity spots while increasing the number of saturated spots. With the demonstrated good performance of our saturation correction method, our recommendation is that increasing PMT voltage is probably useful and advisable as long as the number of spots with greater than 85% saturation is not made too high. 
Appendix
Proposition: Under model (5) and normality of the ξ i , the expectation of the maximum likelihood estimate ignoring measurement error,β = r i g i / g 2 i , is:
where E(·) denotes the expectation.
Proof:
But E(r i |g 1 , ..., g n ) = E(r i |g i ) and
It follows that (4) b λ is the log ratio c corrected log ratio estimate using our method with 1.5s as maximum imputed value d corrected log ratio estimate using our method with no maximum imputed value e naive log ratio estimate 
