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ANALYZING PERFORMANCE AND QoS REQUIREMENTS OF 
FEMTOCEL VOICE TRAFFIC 
SUMMARY 
In last decades, mobile operators are searching for licensed indoor coverage solutions 
upon the idea of getting the receiver and transmitter in wireless communication 
closer provides increasing the wireless system capacity, higher quality links and 
more spatial reuse. The recent growing fixed mobile convergence technology is 
femtocell which is a small, low cost and low power indoor access node. Femtocell is 
connected to the mobile operator‟s core network through a residential broadband IP 
backhaul connectivity like DSL or cable and provides more wireless coverage and 
capacity for the indoor mobile data and voice users. 
However, femtocell technology is faced with some technical challenges such as 
interference management, handover problems, synchronization, localization, 
mobility and restricted access. One other important issue is to provide necessary 
quality of service on the backhaul connection for especially conversational class 
femtocell voice traffic which is very susceptible to end-to-end delay, delay variation 
(jitter) and needs to be prioritized during transmission when the network is loaded 
with competing data, video and internet traffic. 
In this thesis, performance and quality of service requirements of UMTS femtocell 
voice traffic will be analyzed in terms of service quality parameters such as end-to-
end delay, jitter and throughput over an ADSL access network as backhaul link by 
using differentiated services code points (DSCP), different queuing and voice 
encoder mechanisms. How the performance of the system be affected with a 
dedicated line for the femtocell voice traffic, using different ADSL bandwidth and 
changing the maximum transfer unit (MTU) size of the heavy file transfer 
application affecting voice transmission quality will also be introduced. 
In this thesis, a real femtocell network with OPNET 14.0 network simulation tool 
which handles with femtocell to macrocell voice communication, video 
conferencing, web browsing and file transfer applications will be simulated 
simultaneously. 
This thesis is organized as follows: In Chapter 1, an introduction to femtocell and 
backround about the femtocells will be presented. In Chapter 2, the key aspects of 
femtocell technology regarding mobile communications history, UMTS and 
femtocell network architecture, femtocell challenges, trials, regulatory aspects and 
deployment models will be described. In Chapter 3, voice transmission techniques 
over DSL network and parameters affecting quality of service will be discussed. In 
Chapter 4, quality of service requirements of femtocells in a DSL access network 
will be investigated. In chapter 5, the proposed femtocell network will be simulated 
and simulation results with OPNET 14.0 will be illustrated. And lastly in Chapter 6, 
conclusion and recommendations will be presented in terms of femtocell voice traffic 
quality. 
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FEMTOCELL SES TRAFĠĞĠNĠN PERFORMANS VE HĠZMET KALĠTESĠ 
GEREKSĠNĠMLERĠ ANALĠZĠ 
ÖZET 
Son yıllarda, mobil operatörler telsiz iletişimde alıcı ve vericinin daha yakın hale 
getirilmesinin telsiz sistem kapasitesini arttırdığı, daha kaliteli hatlar ve daha fazla 
uzaysal yeniden kullanma sağladığı düşüncesi üzerine iç mekanlarda lisanslı 
kapsama alanı çözümleri için araştırma yapmaktadırlar. Son zamanlarda gelişen sabit 
mobil yakınsama teknolojisi küçük, düşük maliyetli ve düşük güç tüketimli iç mekan 
erişim düğümü olan femtocelldir. Femtocell mobil operatörün çekirdek ağına DSL ya 
da kablo gibi ardıl genişband IP bağlantısı ile bağlanmakta ve iç mekanlarda veri ve 
ses kullanıcılarına daha fazla telsiz kapsama alanı ve kapasite sağlamaktadır. 
Femtocell teknolojisi ile birlikte, mobil servisler son kullanıcıya kişisel femtocell baz 
istasyonu üzerinden daha düşük tarifeler ile sunulabilir. Mobil operator açısından ise, 
mevcut ağlarında ilave makro baz istasyonu ve bunun için ardıl kapasite yatırımı 
yapılmasına gerek kalmaksızın, iç mekanların kapsama alanı problemine maliyet 
etkin bir çözüm oluşturacaktır. Aynı zamanda, mobil operatörün makro baz istasyonu 
üzerindeki trafik yükü azaltılmış olacaktır. Femtocell üzerinden verilecek hizmetler 
açısından değerlendirildiğinde ise, hızlı internet erişiminden, görüntü aktarımına, 
görüntülü görüşmeden, hem devre anahtarlamalı hem de paket anahtarlamalı ses 
servislerinin sağlanmasını kapsayacak bir ortam son kullanıcılara sunulacaktır. 
Son yıllarda yapılan bir diğer araştırma ise, ses aramalarının %50 „sinden fazlasının, 
data trafik oranının ise %70 ‟ten fazlasının iç mekanlardan yapıldığını ortaya 
koymaktadır. Ġç mekanlarda kullanılan ve  günümüzün bir çok telsiz iletişim 
sisteminde yer alan yüksek taşıyıcı frekanslarda çalışan mobil iletişim cihazları için, 
zayıflama kayıpları göz önünde bulundurulduğu zaman yüksek sinyal kalitesi ve veri 
oranlarının elde edilmesi çok zordur. Bu nedenle, femtocell teknolojisi iç mekanlarda 
son kullanıcıya yakın mesafe ve düşük güçlü telsiz iletişim hattı sağlayarak bu 
problemin giderilmesini sağlayacaktır. Böylece, yüksek ve güvenilir veri kalitesi ile 
kullanıcı memnuniyeti sağlanmış olacaktır. Aynı zamanda mobil operatör de yüksek 
maliyetli makro baz istasyonu üzerindeki trafiği azaltmış ve kaynaklarını dış 
mekanlardaki mobil kullanıcılarının hizmetine sunabilecektir. 
Femto Forum, 3GPP ve Genişband Forum (Broadband Forum), 3GPP tarafından 
resmi olarak yayınlanan ilk femtocell standardını birlikte duyurmuşlardır. Yeni 
femtocell standardı, femtocell ağ mimarisi, radyo ve girişim yönleri, femtocell 
yönetimi ve güvenlik olmak üzere dört ana alanı kapsamaktadır. Femtocell ağ 
mimarisi açısından, potansiyel milyonlarca femtocell ve femtocell ağgeçidini birbiri 
ile irtibatlandıracak olan kritik arayüz “luh” olarak tanımlanmştır. Bu durum, mevcut 
3GPP UMTS protokollerinin kullanımını mümkün kılmakla birlikte yüksek hacimli 
femtocell yatırımlarının olanaklı olmasını beraberinde getirmektedir. 
Femtocell baz istasyonları genişband DSL hattı üzerinden sağlanmakta ve mobil 
operatörün radyo erişim ağı altyapısının bir uzantısını oluşturmaktadır. Uygulama ve 
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hizmet açısından femtocell mobil servisler, DSL erişim ağı sağlayıcısı için transparan 
olarak değerlendirilse de, mobil ve sabit operatör arasındaki iş ilişkisi ve hizmet 
kalitesini etkileyecek unsurlar açısından üç farklı model sunmaktadır. Bu modeller, 
mobil ve sabit erişimin her ikisine de sahip tek operator modeli, sabit erişim 
operatörü ile arasında hizmet seviyesi taahhüdü anlaşması bulunan mobil operatör 
modeli ve son olarak birbirinden bağımsız mobil ve sabit hat operatör modeli olarak 
nitelendirilebilir. 
Bu tez kapsamında, femtocell için radyo erişim teknolojisi olarak UMTS, ardıl 
genişband bağlantısı olarak da son kullanıcı tarafından yaygın olarak kullanılmakta 
olan ADSL teknolojisi göz önünde bulundurulacaktır.  
UMTS radyo teknolojisi olarak WCDMA „i kullanmaktadır. WCDMA, CDMA‟den 
daha geniş bir bant kullanılır ve yüksek transfer hızı, daha fazla sistem kapasitesi ve 
iletişim kalitesi gibi özellikleriyle CDMA‟ye göre avantajlıdır. WCDMA radyo 
frekans spektrumunu en fazla 2 Mbps data hızı sağlayacak şekilde etkin kullanır. 
UMTS, UTRAN adı verilen tamamen yeni bir radyo arayüzünü kullanır. Diğer 
yandan ise çekirdek ağ olarak GPRS ile aynı yapıya sahiptir. UTRAN çekirdek ağa 
“lu” adı verilen arayüz ile bağlanmaktadır. 
ADSL, internet erişimi ya da noktadan noktaya olmak üzere ev ve ofis kullanıcılarına 
ağ erişim sağlayıcısı ile bağlantı sağlayarak bakır kablo çifti üzerinden son 
kullanıcıya yüksek hızda ağ erişimi sağlayan asimetrik bir genişband teknolojisidir. 
Temel olarak, Kullanıcı tarafında CPE adı verilen cihaz ile erişim sağlayıcı tarafında 
konumlanan ve DSLAM adı verilen merkez ofis erişim nodu arasında kurulan 
bağlantı ile servis verilmesi mümkün olmaktadır. 
ADSL üzerinden paket anahtarlamalı ses trafiğinin iletilmesinde kullanılan 
yöntemlerden biri VoATM diğeri ise VoIP‟ dir. VoATM, iletim katmanında ATM 
teknolojisini kullanır ve ATM‟ in beraberinde getirdiği ve hizmet kalitesini olanaklı 
kılan yapısı ile gecikmeye duyarlı ses trafiğini önceliklendirmeyi sağlar. Ancak 
günümüz ağ yapıları günden güne IP temelli yaklaşımı benimsediği için, VoATM 
yerine VoIP teknolojisi daha yaygın olarak kullanılmaya başlamıştır. VoIP 
uygulamalarında, özellikle etkileşimli sınıf ses trafiği gibi yüksek hassasiyet 
gerektiren paketler için uçtan uca gecikme, gecikme varyasyonu, paket kaybı, toplam 
aktarılabilen veri miktarı, yansıma, bandgenişliği yönetimi gibi hizmet kalitesi 
parametrelerinin kabul edilebilir değerler içinde olması gerekmektedir. Bu tez 
çalışmasında, femtocell ses trafiğinin performans analizi VoIP teknolojisi ve uçtan 
uca IP temelli bir ağ yaklaşımı ile ele alınmaktadır.     
Femtocell teknolojisi girişim yönetimi, mobil hücre değiştirme problemleri, 
senkronizasyon, lokalleşme, gezginlik ve kısıtlı erişim gibi bir çok teknik güçlük ile 
karşı karşıyadır. Diğer önemli bir mesele ise, özellikle uçtan uca gecikmeye, gecikme 
varyasyonuna çok duyarlı olan, ağ üzerine kaynak tüketimine etkisi olan veri, 
görüntü ve internet trafiği yüklendiğinde önceliklendirilmeye ihtiyacı olan etkileşimli 
sınıf femtocell ses trafiği için ardıl bağlantı üzerinde gerekli hizmet kalitesini 
sağlamaktır. 
Femtocell ses trafiği hizmet kalitesi parametreleri için, uçtan uca gecikme değerinin 
150 ms‟nin altında olması, gecikme varyasyonunun 50 ms‟den az ve paket kayıp 
oranının %1‟den az olması gerekmektedir. Kabul edilebilir bu değerleri sağlamak 
için femtocell ses hizmet kalitesini sağlayacak farklılaştırılmış servis kodları (DSCP 
EF ve AFxy değerleri), kuyruklama mekanizmaları (FIFO, PQ, CQ, FBWFQ,  
CBWFQ), ses kodekleri (G.711, G.729, G.723, GSM HR, GSM FR ve GSM EFR), 
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ADSL bandgenişliği değeri, femtocell ses trafiği için ayrı bir hat kullanımı ya da 
farklı bir PVC ile taşıma ve son olarak ortamdaki yüksek hacimli dosya transfer 
uygulamasının MTU değerini optimum seçerek ses paket iletiminin olanaklı 
kılınması gibi teknikler bulunmaktadır.     
Bu tezde, UMTS femtocell ses trafiğinin performans ve hizmet kalitesi 
gereksinimleri ardıl hat olarak ADSL erişim ağı üzerinden farklılaştırılmış servis 
kodları (DSCP), farklı kuyruklama mekanizmaları ve ses kodekleri kullanarak uçtan 
uca gecikme, gecikme varyasyonu ve aktarılabilen veri gibi hizmet kalitesi unsurları 
bakımından analiz edilecektir. Aynı zamanda femtocell ses trafiği için ayrı bir 
bağlantı kullanılması, farklı ADSL bandgenişliği kullanımı ve ses iletim kalitesini 
etkileyen yüksek boyutlu dosya iletim uygulamasının MTU boyutunu değiştirmek ile 
sistem performansının nasıl etkilendiği ortaya konulacaktır. 
Bu tezde, eş zamanlı olarak femtocellden macrocelle ses iletimi, video konferans, 
web taraması ve dosya transferi uygulamalarını ele alan OPNET 14.0 ağ benzetim 
aracı ile gerçek bir femtocell ağı benzetim yoluyla analiz edilecektir. OPNET 14.0, 
UMTS femtocell benzetimi ve ADSL teknolojsinin kullanımı için gerekli olan erişim 
ve nesne modellerine sahip olan, hiyerarşik yapıda bir ağ benzetim programıdır.  
Femtocell ses trafiği, video konferans, web taraması ve dosya transferi uygulamaları 
için gerekli konfigürasyon OPNET 14.0‟ın uygulama tanımlama nesnesi ile 
belirlenmektedir. Aynı şekilde, bu uygulamalar ile eşleşen kullanıcı profili 
tanımlamaları da profil tanımlama nesnesi ile sağlanacaktır.   
Bu tez şu şekilde düzenlenmiştir: Bölüm 1‟de, femtocelle giriş, tezin amacı, literatür 
özeti ve teze ait hipotez sunulacaktır. Bölüm 2‟de,  femtocell teknolojisi mobil 
iletişim tarihi, UMTS ve femtocell ağ yapısı, femtocell teknolojisi ile ilgili güçlükler, 
dünyadan femtocell deneme ve yatırım örnekleri, femtocellin regülasyon yönleri ve 
konuşlanma modelleri gözetilerek tanımlanacaktır. Bölüm 3‟te, DSL ağ üzerinden 
ses iletim teknikleri, hizmet kalitesini etkileyen hususlar ve hizmet kalitesini 
sağlayan teknikler ayrıntılı olarak irdelenecektir. Bölüm 4‟te, femtocelllerin DSL 
erişim ağı üzerindeki hizmet kalitesi gereksinimleri incelenecektir. Bölüm 5‟te, 
kurgulanan femtocell ağı benzetim yoluyla analiz edilecek ve OPNET 14.0 ile alınan 
simülasyon sonuçları verilecektir. Ve son olarak Bölüm 6‟da, femtocell ses trafiği 
kalitesi açısından sonuçlar ve tavsiyeler sunulacaktır. 
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1.  INTRODUCTION 
Femtocells are small indoor access nodes connected to the mobile operators core 
network through a residential broadband IP connectivity like DSL or cable. For the 
end-user, femtocell base stations ensure an optimal indoor coverage, the better 
coverage also results in higher throughputs per mobile node ensuring full access to 
all data and multimedia services.  
Mobile services over a personal femtocell base station may be offered at reduced 
tariffs for the end-user. From an operator perspective, the femtocell base station 
offers a cost effective solution to cover indoor whitespots without having to invest in 
additional macro base stations and backhaul capacity while at the same time 
offloading the macro cell infrastructure. From a service point of view, femtocell base 
station offers a rich set of applications to mobile terminals. Femtocell services can 
range from best effort HSI access to streaming video, video conferencing and both 
circuit switched and IMS based voice services.  
Femtocell voice traffic requires a steady and reliable flow of data in order to be 
acceptable when compared to broadband applications such as peer-to-peer (P2P) file 
transfers, web browsing and email which are not real-time applications. So, An 
important aspect of femtocell deployment is to ensure proper end-to-end QoS for 
voice traffic over the broadband access network to guarantee a good end-user QoE. 
1.1 Purpose of the Thesis 
Femtocell introduces some challenges for wireless network operators such as 
macrocell to femtocell and femtocell to femtocell handover, interferecence 
management issues, radio resources management (RRM) problems, localization and 
synchronization, security and network management, QoS support in internet service 
provider (ISP) „s network for residential backhaul connection. 
Provisioning quality of service in backhaul connection i.e. xDSL for femtocell 
services is one of the main challenges when there is a shared IP access link 
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simultaneously carrying voice, video, peer-to-peer (P2P) traffic, and data. Especially, 
best effort IP delivery is not good enough when real-time services are considered 
such as conversational class femtocell voice traffic which is delay sensitive and 
needs to be handled effectively and have strict priority schemes. Perception of voice 
quality, which has some basic components such as service quality (reliability, 
network and service availability), listening quality (noise, fading, crosstalk etc.) and 
conversational quality, can be affected from many factors such as end-to-end delay 
(latency), jitter and packet loss.  
The purpose of this thesis is to evaluate femtocell voice call performance and analyze 
the quality of service requirements in terms of end-to-end delay, delay variation 
(jitter) and throughput for real-time femtocell voice traffic in a broadly deployed 
ADSL broadband access network to offer end-to-end UMTS femtocell 
conversational class of services by using different queuing schemes, differentiated 
services code points (DSCP), different voice encoders. And also, the effect of using a 
dedicated line for femtocell voice traffic which means a separate PVC in practial 
deployments, effect of ADSL uplink bandwidth which is the bottleneck of the 
proposed network and lastly, the effect of MTU size reduction technique (also called 
Fragmentation) when large size data packets exist onto the network will be 
considered and the optimum values will be analyzied for the proposed network 
which carries simultaneously femtocell voice traffic, video conferencing, ftp data and 
HSI traffic to provide necessary QoS for voice end-to-end delay, jitter and 
throughput. 
1.2 Background 
It is clear that getting the transmitter and receiver in a wireless link closer increases 
the system capacity and provides higher quality links and more spatial reuse. In 
terms of mobility, this means deploying more infrastructure such as microcells, 
hotspots, distributed antennas or relays. Besides, higher data rates is an urgent 
demand in wireless network. Due to these reasons, mobile operators have been 
searching for licensed indoor coverage solutions since the beginning of wireless 
networks. Unfortunately, the bulk of this opportunity (i.e. residential environments) 
has been beyond the addressable market for cost and operational reasons. These 
reasons has triggered the design and development of new cellular standards such as 
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WiMAX (802.16e), the third generation partnership project‟s (3GPP‟s) HSPA and 
LTE standards, and 3GPP2‟s EVDO. In parallel, WiFi mesh networks are also being 
developed to provide high-rate data services in a more distributed fashion. Although 
the Wi-Fi networks will not be able to support the same level of mobility and 
coverage as the cellular standards, to be competitive for home and office use, cellular 
data systems will need to provide service roughly comparable to that offered by Wi-
Fi networks.  
The recent fixed mobile convergence technology as an indoor solution is femtocell, 
also called home base stations, which are data access points installed in residental 
areas to get better indoor voice and data coverage. The main aim of femtocells is to 
improve coverage and capacity of a mobile network by allowing service providers to 
extend service coverage indoors, especially where access would otherwise be limited 
or unavailable. 
Femtocells are short range, low cost and low power access points that can combine 
mobile and internet technologies within the home. A femtocell communicates with 
the wireless network over a broadband connection such as DSL, cable modem or 
fibre as shown in Figure 1.1. While dual-mode handsets are required with 
conventional systems for in-home and mobile services, a femtocell enables fixed 
mobile convergence with existing handsets. Compared to distributed antenna systems 
and microcells for increasing system capacity, the advantage of femtocells is lower 
cost to the mobile service provider. 
 
Figure 1.1 : Basic femtocell network, adapted from Url-6. 
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Indoor wireless traffic of voice calls has more than 50% and data traffic has more 
than 70% penetration. High signal quality and data rates are very difficult to achieve 
due to the attenuation losses  for indoor devices, particularly operating at the higher 
carrier frequencies deployed in many wireless systems. So femtocell approach 
provides the end user to overcome this problem by installing a short range low-power 
link in these locations. Thus, the subscriber will be satisfied with the higher data 
rates and reliability, and thus the operator reduces the amount on traffic on their 
expensive macrocell network, and can focus its resources on truly mobile users. 
Better coverage and capacity will be provided with femtocells due to their short 
transmit-receive distance, femtocells can greatly lower transmit power, prolong 
handset battery life, and achieve a higher SINR. These provide improved reception, 
coverage and higher capacity. With the reduced interference, more users can be 
packed into the same region of spectrum, thus the area spectral efficiency, or 
equivalently the total number of active users per Hz per unit area, can be increased 
[1].  
Figure 1.2 shows that the total network througput is surely increased by adding the 
femtocells into the network constituting from macrocells. In macro-only scenairo, 
there are only 77 macrocells in 32 sites, whereas 300 femtocells are included with the 
macrocell network in dedicated carriers and co-channel operation, respectively [2].  
 
  
 
 
 
 
 
 
Figure 1.2 : Total Femtocell/Macrocell network throughput [2]. 
On the other hand, one of the major problems in femtocell deployment is to provide 
the required QoS level for user satisfaction. So, some investigations are being carried 
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out to handle with this significant technical challenge. A new call admission control 
(CAC) scheme is proposed based on soft QoS by considering the actual traffic load 
of each call and bandwidth resource allocation and using exponential smoothing 
which results in more stable traffic load. Thus, the proposed CAC algorithm can 
effectively satisfy the QoS requirement [3].  
A cognitive radio resource management (CRRM) scheme which is inspired by the 
cognitive radio technology proposes that the femtocell can autonomously sense the 
radio resource usage of the macrocell so as to mitigate interference. By analytical 
deriving the effective capacity of the CRRM that specifies the QoS guarantee 
capability of the system, the optimum sensing period and radio resource allocation 
are proposed for the CRRM to achieve a fully radio resource utilization while 
statistically guaranteeing the QoS of the femtocell [4]. 
Since the femtocell reuses the macrocell spectrum, co-channel interference between 
femtocell and macrocell should be taken into consideration. The leakage of 
femtocell‟s pilot power to the outside of a residence would cause passing users‟ 
handover events and result in increasing load to the network. To improve the indoor 
QoS and minimum the interference in the existing network, a low-cost multi-element 
antenna solution and a series of corresponding algorithms are proposed which are 
mainly based on low-complexity shaped beam forming and power adjusting. The 
proposed approaches greatly reduce the femtocell‟s interference to the macrocell, 
optimize indoor coverage at the same time and increase the indoor QoS [5]. 
Improved macrocell reliability is truly obtained since the macrocell base station can 
serve its resources for providing better reception for mobile users when the traffic 
originating indoors is absorbed into the femtocell networks over the IP backbone. 
However, the primary concern for the femtocell deployment, which services over 
femtocell network will depend on the reliability and quality of both the cellular 
operator‟s network and the third-party broadband connection, is to provide at least 
the same quality voice service that users currently receive with the macrocell 
network [6]. 
The satisfaction level of femtocell users depends on the availability of requested 
bandwidth. But, the xDSL line that can be used for the backhauling of femtocell 
traffic cannot always provide sufficient bandwidth due to the inequality between the 
xDSL capacity and demanded bandwidth of home applications, like IPTV, PC, Wi 
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Fi, and others. A service level agreement (SLA) between xDSL and the femtocell 
operator (mobile operator) to reserve some bandwidth for the upcoming femtocell 
calls can increase the satisfaction level for femtocell users. A SLA negotiation 
procedure and dynamically reserved bandwidth scheme for femtocell networks is 
proposed. Accordingly, the bandwidth broker controls the allocated bandwidth for 
femtocell users to increase the satisfaction level [7]. 
1.3 Hypothesis 
This study provided a unique opportunity to look at femtocell voice traffic service 
quality issue with a wide range of techniques assisting to keep the voice packet 
throughput, end-to-end delay and jitter in acceptable range by covering the end-to-
end femtocell architecture which includes UMTS radio access technology as the core 
network of the mobile operator and user equipment interconnection deployed in the 
proposed network model.  
The characteristics, quality of service issues and solutions on the DSL backhaul link 
such as DSCP, queuing schemes, voice encoders, classifying traffic classes and link 
efficiency mechanisms explained clearly provided reader to understand how to act 
for the simulation scenarios to obtain the desired results.    
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2.  FEMTOCELL TECHNOLOGY 
In this part of the thesis, technical and business aspects of femtocells, technical 
challenges facing femtocell networks and how to handle with them are described. 
2.1 History of Mobile Communications 
The first generation of mobile networks, with its focus on voice communication, 
started a new era. Today voice and data live together in mobile networks and are 
gaining more and more importance. The use of a specific technology to communicate 
is also giving place to terminals that support many access methods. Some specific 
evolutions clearly lead to new communication paradigms and recently to new 
generations of mobile communications.  
The key transition from the first to the second generation was “digitalization”, i.e., 
while 1G was based on analog technology, 2G was based on digital signal processing 
techniques. The transition from 2G to 2.5G, was based on data service and packet 
switching techniques. This new methods enabled the introduction of new services 
like Internet. With 3G, scenerio was further improved by introducing new services, 
instead of only providing higher data rate and broader bandwidth.  
The first cellular communication system (1G) was deployed in Norway in 1981 and 
was followed by similar ones in US and UK. These systems provided voice 
transmissions by using frequencies around 900 MHz and analog modulation. 
The second generation (2G) wireless system was based on low-band digital data 
signaling. The most popular 2G wireless technology is known as Global Systems for 
Mobile Communications (GSM). 25MHz frequency spectrum was used for the first 
GSM systems in the 900MHz band. FDMA is used to split the available 25MHz of 
bandwidth into 124 carrier frequencies of 200 kHz each and thus lets multiple users 
access a group of radio frequency bands and eliminates interference of message 
traffic. And then TDMA divides each frequency into eight timeslots and lets eight 
simultaneous calls on the same frequency. This allows large numbers of users to 
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access one radio frequency by allocating time slots to multiple voice or data calls. 
TDMA breaks down data transmission, such as a phone call, into fragments, sends 
each fragment in a short time of period and assigns each fragment a time slot. Today, 
GSM systems operate in the 900MHz and 1.8 GHz bands all over the world except 
USA where the operation frequency is 1.9 GHz band. The GSM technology made 
possible the seamless roaming across all countries within Europe.  
CDMA technology was developed in North America compared to GSM in Europe. 
CDMA is based on spread spectrum technology that breaks down speech into small, 
digitized segments and encodes them to identify each call. CDMA differentiates 
multiple calls carried simultaneously on a single wireless signal. All transmissions 
are carried on that signal and interference-free calls are provided for the user. CDMA 
enhances network capacity for wireless carriers and improve the quality of users 
access to the wireless airwaves. While CDMA breaks down calls on a signal by 
codes, TDMA breaks them down by time. Both cases increases the network capacity 
for the wireless carrier and reduces the interference of the calls. And thus, clearer 
voice quality with less background noise, fewer dropped calls, enhanced security, 
greater reliability and greater network capacity is achieved by CDMA technology.  
2G wireless systems are mostly based on circuit-switched technology and can handle 
some data capabilities such as fax and short message service at the data rate of up to 
9.6 kb/s, but it is not suitable for web browsing and multimedia applications. 
Following 2.5G systems enhance the data capacity of GSM and remove some of its 
limitations. Packet data capability was added to GSM networks with these systems, 
and GPRS and WAP arised. WAP provides web pages and similar data can be passed 
over limited bandwidth wireless channels. And GPRS adds IP support to the existing 
GSM infrastructure. GPRS provides to aggregate radio channels for higher data 
bandwidth and the additional servers required to distinguish packet traffic from 
existing GSM circuits. It supplements today's circuit switched data and short message 
service. Theoretically, at most 171.2 kb/s are achievable with GPRS using all eight 
timeslots at the same time. But, it should be noted that it is unlikely that a mobile 
operator will allow all timeslots to be used by a single GPRS user [8].  
Furthermore, researchers are focusing on the third generation (3G) of wireless 
systems, where new services will be available with increasing data rates. All these 
wireless technologies are summarized in Table 2.1. 
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Table 2.1 : Wireless transport technologies, adapted from [9] 
 
Transport 
Technology 
Description Typical use/Data Transmission 
Speed 
Pros/Cons 
2G 
TDMA Time Division 
Multiple Access 
Voice and data up to 9.6 kb/s. Low battery consumption,                         
One-way transmission; 
slow speed. 
GSM Global System 
for Mobile 
Communications 
Voice and data. This European 
system uses the 900 MHz and 
1.8 GHz frequencies. In the 
United States it operates in the 
1.9 GHz PCS band up to 9.6 
kb/s. 
Popularity; roaming in 
about 180 
countries GSM's short 
messaging service only 
transmits one-way, with 
maximum 160 2G 
characters long. 
CDMA Code Division 
Multiple Access 
is a 2G 
technology 
developed by 
Qualcomm that 
is transitioning to 
3G. 
TIA/EIA IS-95 
(Telecommunications Industry 
Association / Electronic 
Industries Association Interim 
Standard - 95) defines the first 
CDMA. Supports voice and data 
up to 14.4 Kb/s. 
More capacity than 
TDMA Fewer subscribers 
than TDMA. 
2.5G GPRS General Packet 
Radio Service - 
supports data 
packets. 
Data Up to 115 kb/s; the AT&T 
Wireless GPRS network will 
transmit data at 40 kb/s to 60 
kb/s. 
Messages not limited to 
160 characters 
3G 
EDGE Enhanced Data 
Rates for Global 
Evolution 
Data Up to 384 kb/s. Temporary solution for 
operators unable to get W- 
CDMA licenses; offers 
higher speed mobile-data 
access, serve more 
mobile-data customers, 
and free up GSM network 
capacity to accommodate 
additional voice traffic. 
W-CDMA 
(UMTS) 
Wideband 
CDMA (also 
known as 
Universal 
Mobile 
Telecommunicati
ons System -
UMTS). 
Voice and data. UMTS is being 
designed to offer speeds from 
144 kb/s (for users in fast-
moving vehicles) to 2 Mb/s, 
initially. Up to 10 Mb/s by 
2005, according to designers. 
Likely to be dominant 
outside the United States, 
and therefore good for 
roaming globally 
Commitments from U.S. 
Operators are currently 
lacking. 
CDMA2000 
1xRTT 
1xRTT is the 
first phase of 
CDMA2000 
Voice and data Up to 144 kb/s. Proponents say migration 
from 
TDMA to CDMA2000 is 
simpler than to W-
CDMA, and that spectrum 
use is more efficient W-
CDMA will likely be 
more common in Europe. 
CDMA2000 
1xEV-DO 
Delivers data on 
a separate 
channel 
Data up to 2.4 Mb/s. (see CDMA2000 1xRTT 
above) 
CDMA2000 
1xEV-DV 
Integrates voice 
and data on the 
same channel 
Voice and data up to 2.4 Mb/s. (see CDMA2000 1xRTT 
above) 
 
2G wireless systems are based on voice traffic. GSM includes Short Message Service 
(SMS) and enables text messages of up to 160 characters. 2G systems also support 
some data over their voice channels at slow speeds as 9.6 Kbps or 14.4 Kbps 
(CDMA). So in 2G, voice remains dominant while data exists in wired 
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communications. On the other hand, rapid growth of the Internet affects both wired 
and wireless communications. Planning for 3G started in the 1980s and initial plans 
focused on multimedia communications such as videoconferencing for mobile 
handsets. As mobile phones become more common than fixed ones, wireless Internet 
access will be a need and users will desire broadband Internet Access whereever they 
are.  
Today's 3G specifications allows 144 Kbps while moving quickly, 384 Kbps for 
pedestrians, and up to 2 Mbps for stationary users. This is a considerable evolution 
compared to 2G using 8 to 13 Kbps per channel for tranmission of voice calls. 
Roaming worldwide and staying connected is another key issue for 3G systems. 
While GSM provides with almost global roaming. GSM provides users get extensive 
coverage in Europe, parts of Asia and some U.S. A key goal of 3G is to make this 
roaming capacity universal. 
A third issue for 3G systems is capacity. As mobility moves to expand, current 
systems are reaching limits. Cells can be made smaller, permitting frequency reuse to 
a point. However, new technology and more bandwidth will be required.  
The International Mobile Telecommunications-2000 (IMT-2000) is the official ITU 
name for 3G. IMT-2000 aims  to serve fixed and mobile phone users with public and 
private telephone networks by providing wireless access to global telecommunication 
infrastructure through satellite and terrestrial systems. Then UMTS, an evolution of 
GSM, is put forward in the way of IMT-2000. Alternate drafts have come from the 
US, Japan and Korea. Each one involves multiple radio transmission techniques for 
evolution from 2G. Most diffucult part has been about frequency bands for IMT-
2000 which then included five different radio standards and three different frequency 
bands. Users will need a quintuple-mode phone to operate in an 800/900 MHz band, 
a 1.7 to 1.9 GHz band and a 2.5 to 2.69 GHz band to roam anywhere in this “unified” 
3G system.  
New infrastructure is also required for 3G wireless systems. There are two mobility 
infrastructures widely used. While GSM has the mobile access protocol, GSM-MAP, 
North America uses the IS-41 mobility protocol. So existing operators, running on 
either a GSM-MAP or an IS-41 infrastructure agreed to interoperate. The IMT-2000 
family is illustrated in Figure 2.1. 
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Figure 2.1 : IMT 2000 family [10]. 
UMTS uses WCDMA as the radio technology. WCDMA uses a wider band than 
CDMA and has advantages like high transfer rate, more system capacity and 
communication quality by statistical multiplexing. WCDMA uses the radio spectrum 
efficiently to provide a maximum data rate of 2 Mbps. With mobile internet, the 
circuit-based backhaul network has to change since 3G systems are IP based and will 
follow an all-IP infrastructure. 
3G is not a single standard. New developments in communications technology will 
allow multi-mode, multi-band telephones that solve the problem of diverse radio 
interfaces and numerous frequency bands to provide a converged network [11]. 
Future systems will be based on user‟s demands as the 4G cellular system. Many rich 
applications need high-speed data rates to achieve them. ITU had made a 
requirement for 4G system as follows: 
 At a standstill condition, the transmission data rate should be 1 Gbps. 
 At a moving condition, the transmission data rate should be 100 Mbps. 
Any proposed system that can meet these requirements with less bandwidth and 
higher mobile speed will be considered. With this high-speed data system, many 
advanced applications for the users can be realized. A potential 4G system could be 
used in the family of OFDM that has a transmission data rate of 54–70 Mbps, which 
is much higher than the CDMA system can provide [12]. 
 
12 
2.2 Overview of UMTS Architecture 
Mobile communication are now heading towards all IP based network and it seems 
that in future all services will be available over IP. 3G wireless system is a step 
towards standardization of the next generation mobile networks.  Currently, 3G 
wireless systems are being evolved from the existing cellular networks. UMTS and 
CDMA-2000 are the two main networks that are 3G systems and use CDMA 
technology. The UMTS system is being promoted by ETSI and is a successor of 
GSM. CDMA-2000 is successor of IS-95 and expected to be used in North America. 
UMTS provides a significant link between today's multiple GSM systems and will 
address the growing demands of the mobile and internet applications in mobile 
communication . It will increase the transmission speeds up to 2 Mbps per mobile 
user and sets a global roaming standard. UMTS system uses the same core network 
as the GPRS and uses entirely new radio interface. The new radio network in UMTS 
is called UTRAN and is connected to the core network (CN) of GPRS via Iu 
interface. The Iu is the UTRAN interface between the RNC and CN. The Figure 2.2 
shows the UMTS architecture. 
 
 
Figure 2.2 : UMTS architecture [13]. 
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The mobile terminal in UMTS is called User Equipment (UE). The UE is connected 
to Node-B over high speed Uu (up to 2 Mbps) Interface. The Node-B is the 
equivalent of BTS in GSM and typically serves a cell site. Several Node-Bs are 
controlled by a single RNCs over the Iub interface. The RNCs are connected to CN 
through Iu interface. The packet switched data is transmitted through Iu-PS interface 
and circuit switched data is transferred over Iu-CS interface. One of the new 
interfaces in UTRAN is Iur interface which connects two RNCs and has no 
counterpart in GSM system. The Iur interface facilitates handling of 100 percent of 
Radio Resource Management (RRM) and eliminates the burden from CN.  
UMTS also supports GSM mode connections in which case the mobile station (MS) 
connect to the CN through Um interface to BSS and BSS connects through A (Gb 
interface in GPRS) interface to CN.  
The Core Network of UMTS is same as that of GPRS. The air interface is totally 
different. The air interfaces in UMTS are listed below: 
 Uu: UE to Node B (UTRA, the UMTS W-CDMA air interface)  
 Iu: RNC to GSM Phase 2+ CN interface (MSC/VLR or SGSN)  
 Iu-CS for circuit-switched data  
 Iu-PS for packet-switched data  
 Iub: RNC to Node B interface  
 Iur: RNC to RNC interface, not comparable to any interface in GSM  
The Iu, Iub, and Iur interfaces are based on ATM transmission principles.  The 
UTRAN is the new radio interface of UMTS. It includes RNC, Node-B and UE. The 
RNCs enables autonomous radio resource management (RRM) by UTRAN. The 
RNC and its associated Node-Bs form RNS. The UTRAN consists of several RNSs. 
RNCs also contribute in soft handover of the UEs when a UE moves from one cell to 
another. In soft handover, the UE is in communication with more than one Node-Bs 
and rake receiver technique can be used to achieve micro diversity eliminates the 
fading. This is one of several features provided by CDMA modulation technique. 
Other advantages of using CDMA technique are higher bandwidth, scalability in the 
number of users served, power control and easier logical link control since time slots 
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are eliminated. The Figure 2.3 shows the RNC functions along with a soft handover 
scenario. 
 
Figure 2.3 : RNC functions [13]. 
The Node-B is physical unit of radio transmission/reception with cells. It can support 
both TDD and FDD modes and can be colocated with GSM BTS to reduce 
implementation costs. It connects to UE via Uu WCDMA radio interface and RNC 
via Iub ATM interface. The Figure 2.4 below shows the Node B connected to UE 
and RNC. 
 
Figure 2.4 : Node-B overview [13].  
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The main task of Node-B is the conversion to and from the Uu radio interface, 
including FEC, rate adaptation, WCDMA spreading/despreading, and quadrature 
phase shift keying (QPSK) modulation on the air interface. It measures quality and 
strength of the connection and determines the frame error rate (FER), transmitting 
these data to the RNC as a measurement report for handover and macro diversity 
combining. The Node-B is also responsible for the FDD softer handover. This micro 
diversity combining is carried out independently, eliminating the need for additional 
transmission capacity in the “Iub”.  
The Node-B also participates in power control, as it enables the UE to adjust its 
power using down-link (DL) TPC commands via the inner-loop power control on the 
basis of up link (UL) TPC information. The predefined values for inner-loop power 
control are derived from the RNC via outer-loop power control.  
The UMTS UE is based on the same principles as the GSM MS-the separation 
between mobile equipment (ME) and USIM. Figure 2.5 shows the user equipment 
functions. The UE is the counterpart to the various network elements in many 
functions and procedures [13]. 
Figure 2.5 : UE functions [13]. 
Network Services are considered end-to-end, this means from a Terminal Equipment 
(TE) to another TE. An End-to-End Service may have a certain Quality of Service 
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(QoS) which is provided for the user of a network service. It is the user that decides 
whether he is satisfied with the provided QoS or not. To realise a certain network 
QoS a Bearer Service with clearly defined characteristics and functionality is to be 
set up from the source to the destination of a service.  A bearer service includes all 
aspects to enable the provision of a contracted QoS. These aspects are among others 
the control signalling, user plane transport and QoS management functionality. A 
UMTS bearer service layered architecture is shown in Figure 2.6. Each bearer 
service on a specific layer offers its individual services using services provided by 
the layers below. 
TE MT UTRAN CN Iu
EDGE
NODE
CN
Gateway
TE
UMTS
End-to-End Service
TE/MT Local
Bearer Service
UMTS Bearer Service External  Bearer
Service
Radio Access Bearer Service CN Bearer
Service
Backbone
Bearer Service
Iu Bearer
Service
Radio Bearer
Service
UTRA
FDD/TDD
Service
Physical
Bearer Service
 
Figure 2.6 : UMTS QoS architecture [14]. 
The restrictions and limitations of the air interface have to be taken into account 
when defining the UMTS QoS classes. It is not reasonable to define complex 
mechanisms, as have been in fixed networks due to different error characteristics of 
the air interface. The QoS mechanisms provided in the cellular network have to be 
robust and capable of providing reasonable QoS resolution. Table 2.2 illustrates 
proposed QoS classes for UMTS. In the proposal, there are four different QoS 
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classes (or traffic classes) such as conversational class, streaming class, interactive 
class and background class [14]. 
Table 2.2 : UMTS QoS classes, adapted from [14] 
Traffic class Conversational class 
conversational RT 
Streaming class 
streaming RT 
Interactive class 
Interactive best 
effort 
Background 
Background 
best effort 
Fundamental 
characteristics 
Preserve time relation 
(variation) between 
information entities 
of the stream 
 
Conversational 
pattern (stringent and 
low delay). 
Preserve time 
relation 
(variation) 
between 
information 
entities of the 
stream. 
Request response 
pattern 
Preserve payload 
content 
Destination 
is not 
expecting 
the data 
within a 
certain time. 
 
Preserve 
payload 
content. 
 
Example of the 
application 
voice streaming video Web browsing background 
download of  
emails 
One of the important features of UMTS is Open Service Architecture (OSA). OSA is 
a framework which aims at building various kinds of services on the top of UMTS 
core Network. The OSA will provide APIs to access the network functions like 
authentication and authorization of the user. The APIs are guaranteed to be secure, 
independent of vendor specific solutions and also independent of programming 
language by use of Object Oriented techniques like CORBA, SOAP etc. Various 
services like VPN, conferencing and many more unknown services can be 
implemented with the help of these APIs. 
The UMTS is the mobile system of future with many promising features like 
universal access, soft handover, high bandwidth etc. The air interface in UMTS has 
been completely changed to support higher data rates and uses CDMA principles. 
One of the remarkable features of UMTS is OSA which allows many miscellaneous 
services to be built on the top of communication network and promises exciting 
opportunities [15]. 
2.3 Femtocell Network Architecture 
The Femto Forum, 3GPP and the Broadband Forum announced the world‟s first 
femtocell standard has been officially published by 3GPP. The new standard, which 
forms part of 3GPP‟s Release 8, and interdependent with Broadband Forum 
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extensions to its Technical Report-069 (TR-069), has been completed following 
close cooperation between 3GPP, the Femto Forum and the Broadband Forum. 
The new femtocell standard covers four main areas: network architecture; radio and 
interference aspects, femtocell management/provisioning and security. In terms of 
network architecture, the crucial interface between potentially millions of femtocells 
and gateways in the network core has been called Iuh. This reuses existing 3GPP 
UMTS protocols and extends them to support the needs of high volume femtocell 
deployments.  
The new standard has adopted the Broadband Forum‟s TR-069 management protocol 
which has been extended to incorporate a new data model for femtocells developed 
collaboratively by Femto Forum and Broadband Forum members and published by 
the Broadband Forum as Technical Report 196 (TR-196). TR-069 is already widely 
used in fixed broadband networks and in set-top boxes and will allow mobile 
operators to simplify deployment and enable automated remote provisioning, 
diagnostics-checking and software updates. The standard also uses a combination of 
security measures including Internet Key Exchange v2 (IKEv2) and IP Security 
(IPSec) protocols to authenticate the operator and subscriber and then guarantee the 
privacy of the data exchanged [16]. 
Femtocells are envisaged to be deployed in large numbers by home and enterprise 
users at their premises. This new unplanned deployment model requires a network 
architecture which meets the following requirements: 
 Scalable to a large number of femtocells with minimal or no impact to the 
existing infrastructure 
 Secure and reliable connectivity from femtocell to the operator‟s core 
network via the Internet 
 Remotely configurable 
These properties form the basis of the standardized femtocell system architectures in 
both 3GPP and 3GPP2 which are described in the following subsections. 
2.3.1 3GPP Femtocell Network Architecture 
Figure 2.7 illustrates 3GPP femtocell architecture described in this section. More 
details about this architecture can be found in [17]. 
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Figure 2.7 : 3GPP femtocell network architecture [19]. 
HNB supports Node-B and RNC-like functions. It connects to the handsets (UEs) via 
existing Uu interface and to the HNB-GW via new Iu-h interface. It is typically 
owned by the end user. HNB-GW concentrates HNB connections (many-to-one 
relationship between HNBs and HNB-GW) and presents itself as a single RNC to the 
core network (CN) using the existing Iu interface. This allows for scaling to large 
numbers of HNBs, and avoids new interfaces and HNB-specific functions at the CN. 
Home Management System (HMS) is used for provisioning HNB configuration data 
remotely using the TR-069 family of standards. TR-069 is traditionally used for DSL 
modem configuration. Security Gateway (SeGW) uses IPSec to provide a secure link 
between the HNB and the HNB-GW (over Iu-h) and between the HNB and the HMS. 
These links can either use the same or different SeGWs. The SeGW is also 
responsible for HNB authentication [17]. 
2.3.2 3GPP2 Femtocell Network Architecture 
This section describes two architectures for femtocell systems as specified by 
3GPP2. Detailed descriptions for both architectures can be found in [18]. Figure 2.8 
shows the architecture for supporting circuit-switched (CS) voice service via a 
femtocell. FAP has equivalent functions to a Base Station (BS) in the macro network, 
e.g., communicating with the handset (MS) and setting up a voice circuit with the 
CN. FCS provides equivalent functions to an MSC in the macro network, e.g., 
providing processing and control for calls and services.      
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Figure 2.8 : 1x circuit-switched voice femtocell architecture [19]. 
However, 1x CS FAP and FCS do not communicate using the legacy BS-MSC 
interface. Instead, Fx1 and Fx2 interfaces which are based on the IMS framework are 
used. From the perspective of a macro MSC, the FCS appears as another MSC and 
supports the IS-41 interface for inter-MSC communication. FMS is used for remotely 
configuring the FAP via the Fm interface. Like in the 3GPP architecture, this OA&M 
interface is based on TR-069. Security Gateway (SeGW) provides secure 
communication between the FAP and the operator‟s core network. IP packets 
between FAP and CN are encapsulated in an IPSec tunnel. As a security gateway the 
FGW is also responsible for authenticating and authorizing the FAP [18]. 
Figure 2.9 shows the 3GPP2 architecture supporting packet data services through 
either 1x or HRPD (also known as EVDO) air interfaces. In case the FAP supports 
both 1x CS and 1x/HRPD packet data, common entities (i.e., FGW and FMS) and 
interfaces (i.e., IPSec tunnel and Fm interface) will be used. FAP provides functions 
equivalent to an HRPD access network (AN) or a 1x BS. Femto Gateway (FGW) 
provides proxy function support for HRPD AN interfaces such as A11, A12, A13, 
A16, and A24 interfaces. This allows the FAP to transfer an air-interface session to 
and from the macro AN in both idle and active states for seamless handoff. It also 
supports paging of an AT from the macro AN to the FAP. The use of FGW is 
optional in the standard. PDSN routes MS/AT originated or MS/AT terminated 
packet data traffic and establishes, maintains, and terminates link layer sessions to 
ATs. 
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Figure 2.9 : Packet data femtocell system architecture [19]. 
For seamless IP mobility, the FAP should connect to the same PDSN as the macro 
AN or BS in the area. Since the FAP reuses A10/A11 interfaces which are identical 
to interfaces used by a macro AN/BS, the FAP appears as just another AN/BS from 
the perspective of the PDSN. AN-AAA (AN Authentication, Authorization and 
Accounting) server is responsible for authenticating and authorizing ATs via A12 
interface for both macro AN and FAP [18]. 
2.4 Technical Challenges and Solution Concepts in Deployment of Femtocells 
Femtocells introduce a set of basic challenges due to the four factors such as user-
installed, unplanned deployment, restricted access and legacy system support. This 
section describes the impact of these challenges such as interference management, 
restricted access and femtocell selection, mobility, backhaul, self-configuration and 
outlines potential solutions. Then, further issues and considerations about femtocells 
will be handled. 
2.4.1 Interference Management 
RF coverage of femtocells is not manually optimized by the mobile operator causing 
RF interference issues. Furthermore, macrocells and femtocells can share at least one 
frequency in order to increase efficiency of spectrum use because of the limited 
spectrum available to operators. In the following, potential RF interference issues are 
outlined related to femtocell deployments. 
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 Desensitized Femtocell or Handset: In mobile networks, handsets and base 
stations are designed to operate in a certain dynamic range. However, 
femtocells and handsets can be arbitrarily close and create very high signal 
levels beyond the sensitivity range of the receiver. On the downlink (DL), 
this situation can saturate the handset receiver, create degraded demodulation 
performance while creating a very high noise rise (RoT) at the femtocell, and 
make the system unstable on the uplink (UL). 
 Interference between macrocell and femtocells: A home-based installed 
femtocell can cause significant DL interference to the handsets outside the 
house (i.e., macrocell handset) that are not served by the femtocell. On the 
UL, the home handsets that are served by a certain femtocell can cause 
significant interference to the macro cell handsets. 
 Inter-femto Interference: Femtocells can also create significant interference 
to each other due to unplanned deployment. For example, in a multi-
apartment structure femtocells installed near a wall separating two apartments 
can cause significant interference to neighboring apartments. In such a case, 
the strongest femtocell for a home handset (in terms of RF signal strength) 
may not necessarily be the serving femtocell due to the restricted access. 
The following interference and mobility management methods need to be employed 
as part of the femtocell design to achieve the desired performance. They reduce the 
outage probability, improve voice and data performance, and enable robust system 
operation by adapting to the particular RF conditions of each femtocell. 
 Femtocell DL Tx Power Self Calibration 
 Carrier Allocation to Femtocells and Interfrequency Handover for Macrocell 
Users 
 Mobility Support and Management for Femtocell Users (Beacon Tx):  
 Adaptive Attenuation on UL and Limiting Handset Tx Power 
 Enhancements for Very Dense Femtocell Deployments 
 Femtocell UL Interference Cancelation of Out-of-cell Handsets:  
More details of interference management techniques can be found in [19]. 
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2.4.2 Restricted Access and Femtocell Selection 
It is often desirable to allow only authorized subscribers to access their own 
femtocells since they are typically owned by the end users or by a private enterprise. 
Restricted access on a per cell basis is a new operating model that poses certain 
challenges to femto-unaware handsets in femtocell selection. These handsets cannot 
differentiate between a macrocell and a femtocell and cannot discern if the handset is 
allowed to access the femtocell. Access authorization to a femtocell, therefore, has to 
be performed at the network via the registration procedure. A handset that performs 
indiscriminate and frequent access and registration attempts on non-allowed 
femtocells will reduce its battery life and impose a high registration load on the 
network. Furthermore, a registration rejection, under certain circumstances, may 
cause the handset to bar and avoid that frequency for some period of time and force it 
to search for another suitable frequency to camp on. During that time, the handset 
may miss pages or experience disrupted service. 
The issues described above affect those handsets that encounter non-allowed 
femtocells. A handset that camps on its allowed femtocell, on the other hand, can 
experience battery savings where the macro coverage is poor, because it does not 
need to periodically search for a better cell or frequency. 
In early deployment phases with low or medium femtocell density, the problems 
stated above with femto-unaware handsets are less pronounced and should not deter 
femtocell rollout with restricted access. For femto-unaware handsets, the following 
two access modes still provide better performance than restricted access: 
 open association: a handset is allowed to access any femtocell 
 signaling association: an unauthorized handset is allowed to camp on the 
femtocell in idle mode but would be directed to a macrocell when it makes a 
call. 
For future handsets and networks, improvements can be made to better support 
femtocell selection in restricted access. A femtoaware handset can “select right” vs. 
“select any” as described above for femto-unaware handsets. In the “select right” 
paradigm, the handset only selects to a femtocell if the femto subscription identity 
broadcast by the femtocell matches with the one in the handsets “white list”. The 
handset‟s white list contains a set of allowed femtocells. It can be provisioned by the 
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network or learned by the handset, such as through manual femto selection procedure 
initiated by the subscriber. By selecting right, the femto-aware handset can avoid 
unnecessary access and registration attempts on non-allowed femtocells. 
To further assist femto-aware handsets with femtocell selection, the network 
(macrocells and/or femtocells) can broadcast a set of pilots reserved for femtocells to 
differentiate them from macrocells. Alternatively or in addition, an indication can be 
broadcast identifying dedicated carrier frequencies for femto deployment. A femto-
aware handset with femto subscription can use such information to search for 
femtocells, whereas one without subscription can use it to avoid searching for 
femtocells. 
Selecting right in a restricted access femto deployment reduces the standby time 
impact on the femto-aware handset, minimizes unnecessary registration load on the 
network, and provides better service to the subscriber. 
2.4.3 Mobility 
Subscribers and operators alike expect femtocells to provide the same service 
experience as macrocells. Thus, it is critical that all handsets transition seamlessly 
into and out of femtocell coverage. Due to the limited coverage and density of 
femtocells, it is possible for the handsets to quickly and frequently transition in and 
out of the coverage of a femtocell. This poses challenges for both idle and active call 
handover. 
In idle state, the handset needs to register when it hands into and out of a femtocell to 
enable efficient paging. Since the femtocell may be deployed on a different 
frequency than the macrocells, a mechanism is needed for the handset on the 
macrocell frequency to detect the presence of the femtocell. As outlined in the 
previous section, frequent registrations affect the handset battery life. They can 
occur, e.g., if the handset is traversing an area with dense femtocells using open 
association or signaling association. 
In active state, a challenge arises on how to identify the target femtocell. For 
handover from a source macrocell to a target macrocell, the target macrocell is 
uniquely identified by the combination of the pilot it is transmitting and the identity 
of the source macrocell. However, due to the limited number of possible pilot 
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sequences compared to the number of femtocells, the pilot transmitted by a femtocell 
is no longer unique. 
While these challenges have been addressed for the femto-aware handsets and 
infrastructure, the situation is more difficult for the handsets which are not femto-
aware. Moreover, the complexity and cost of modifying deployed infrastructure 
limits the solution space for these handsets. 
The active handover problem for the femto-unaware handsets can be addressed by 
either (i) letting the target femtocell sense the uplink pilot during handover to 
confirm the presence of the handset in the vicinity or (ii) creating a unique signature 
for each femtocell by transmitting multiple pilots simultaneously on a femtocell. 
The idle handover problem for femto-unaware handsets can be alleviated by a 
properly designed pilot beacon. To fundamentally resolve the problem, however, the 
handsets need to be able to distinguish whether the received pilots belong to 
femtocells or not. This requires enhancements in the air-interface signaling. With 
these enhancements, various optimizations can be applied. E.g., the handsets could 
limit handover to femtocells to only an area of interest (i.e., in a preferred user zone). 
Furthermore, the handset can delay idle handover to a femtocell to avoid registering 
unnecessarily with a femtocell in case it is just passing through. 
2.4.4 Backhaul 
Femtocells use public infrastructure, such as the Internet, as a backhaul to connect to 
the femtocell Base Station Router (BSR) and the operator‟s core network. This 
backhaul presents the following issues: (i) Lack of security (ii) Lack of QoS (iii) 
Limited bandwidth. 
Security: Since femtocells and femtocell BSR communicate over public 
infrastructure instead of operator-controlled links, any communication between them 
must be secured for data confidentiality and integrity. Security protocols such as 
IPSec can be used for this purpose. Additionally, the femtocell is deployed as CPE 
operated by the end user. To protect the CN against a spoofed or modified femtocell, 
it is necessary to perform mutual authentication between the femtocell and the 
Security Gateway (which maybe inside or outside the femtocell BSR) using device 
credentials that are securely stored within the femtocell. 
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QoS: In the absence of a dedicated backhaul with QoS, the communication between 
the femtocell and the femtocell BSR is impaired by packet loss, delay, and jitter 
which can vary greatly with the network, location, and time. These factors can affect 
real time applications such as voice communication where speech can become muted 
or unintelligible. To address these issues, both the femtocell and the femtocell BSR 
may classify delay-sensitive packets using Differentiated Services Code Point 
(DSCP) bits in IP headers. Herewith, intermediate routers between the femtocell and 
the femtocell BSR can prioritize these packets properly to minimize jitter. However, 
packet prioritization also results in out-of-order packet deliveries. Since IPSec only 
allows a limited degree of out of order packets per security association to prevent 
replay attacks, delay-sensitive packets should be encapsulated in a different security 
association than other packets. Otherwise, packets might be discarded unnecessarily. 
For additional protection, the link quality could be monitored and the handset  
redirected to a macrocell if the backhaul quality drops below a threshold. 
Limited Bandwidth: Typically, Internet Service Providers (ISPs) provide 
asymmetric bandwidth to broadband users, with more bandwidth available on the 
downlink than on the uplink. Hence, the number of simultaneous user plane paths of 
a femtocell might be limited by the uplink bandwidth over the secure tunnel. In case 
of CS data, where payloads are small, the restriction on the number of user plane 
paths results mainly from the high overhead of the secure tunnel (IPSec). To reduce 
the relative overhead and alleviate the uplink bandwidth limitation, multiplexing of 
multiple CS user plane paths (corresponding to multiple handsets on a femtocell) 
over the same secure tunnel can be employed. Header compression is another 
technique that can be used either independently or in conjunction with multiplexing 
to address the issue. 
2.4.5 Self-Configuration 
Network planning for coverage, capacity and RF interference management is a key 
aspect of pre-deployment optimization for macrocells. However, given the expected 
scale of femtocell deployments, it is not economical to extend the traditional methods 
of network planning to femtocells. Femtocells are expected to be installed by the 
subscriber without any notion of cell site planning. Self-configuration of femtocells 
is thus a critical function aiming at improving the coverage and capacity of the 
network while mitigating interference to the existing macrocell network as well as 
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neighboring femtocells. Fault and performance management of femtocells is also 
required for efficient network management. 
To overcome the challenges of configuration, performance, and fault management, 
extending the scope of the existing TR-069 standard to femtocells has been the 
preferred approach in the industry. International standards bodies are defining 3GPP- 
and 3GPP2-specific data models. These data models are maintained in the femtocells 
and the FMS and are exchanged using TR-069. They allow for automatically 
configuring femtocells as well as for fault notification, periodic performance 
reporting, and femtocell firmware management. The interference management issues 
and solutions highlighted require proper choice of radio parameter selection during 
power up. During initialization, the femtocells listen to the downlink radio 
environment of the neighboring macrocells as well as femtocells and share this 
information with the FMS to aid in the selection of femtocell configuration 
parameters. This ensures good network performance despite deployment without 
network planning. 
2.4.6 Further Issues and Considerations about Femtocells 
The issues and solutions discussed up to now focus on immediate topics related to 
femtocells. This section introduces a few areas which provide additional benefits, 
especially as femtocells become more prevalent. 
Roaming Support: Offering wireless access through femtocells to subscribers of a 
different network provider extends the usefulness of femtos. This feature is useful for 
all femtocell access modes (open, closed, and hybrid). The challenge lies in 
accessing the correct HLR in the context of legacy systems and correctly maintaining 
its subscription list. 
Temporary Membership: Certain scenarios (e.g. wireless service at a hotel) call for 
a temporary membership in a closed subscriber group. A desirable solution for this 
feature avoids frequent messaging to maintain subscription lists and ensures reliable 
removal of the subscriber while in or out of service. 
Local IP Access: With this new type of service, servers local to the femtocell can be 
accessed without routing the traffic through the operator‟s network. Thus, e.g., a 
media server, nanny cam, or home automation controller can be accessed directly 
from the handset. Similarly, it enables direct access to the Internet through an ISP 
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while bypassing the CN. Solutions for this feature have been designed, though the 
mobility aspect and some regulatory hurdles remain for further study. 
Remote Access: Analogous to the Local IP Access described above, remote access 
allows servers in the home network to be accessed by a handset in the macro network 
or in another femto. The security concepts need to be extended to provide adequate 
protection. 
Enterprise Features: Femtocells provide attractive solutions for enterprise and 
hotspot environments. Closed subscriber groups on a corporate campus or a vacation 
resort might replace the wire line PBX and allow for a more cost-effective mobility 
solution. Satisfactory service depends on the introduction of features such as 
seamless handover from femtocell to femtocell, subscriptions limited to the 
enterprise area, and tailored OA&M functionality [19]. 
2.5 Worldwide Femtocell Trials and Deployments 
Femtocell technology is experiencing first steps of maturity with some Tier‐1 
operators deploying femtocells using various business models. Vodafone‟s Sure 
Signal is meeting with considerable success in the UK, spearheading the entrance of 
femtocell services in the European market. Vodafone has rebranded the femtocell 
service to make it clear to end users while differentiating from competition by 
eliminating indoor coverage deadspots.  
The femtocell market showed significant activity during the last quarter of 2009, 
with several commercial launches. Femtocell interest among the mobile operators 
continues to grow. In the first quarter of 2010, the number of announced commercial 
launches has grown to 9 operators in 7 countries with a total of 12 service 
commitments including 9 commercial launches and several ongoing trials  from 8 in 
November 2009 with respect to the service offerings vary widely in pricing and 
bundling of services. Completed trials are now progressing into deployment plans for 
several mobile operators.  
The Femto Forum has reached to 55 mobile operators representing 1.439 billion 
mobile subscribers worldwide using multiple wireless technologies (WiMAX, 
UMTS and CDMA) and account for 27% of total mobile subscribers worldwide and 
67 vendors, showing that the femtocell market is experiencing a stable growth.  
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Vodafone has bundled the femtocell service with high‐end handsets, making its 
marketing image more attractive to end users. Other femtocell launches include SFR, 
NTT DoCoMo and China Unicom. 
Operators go on identifing major user segments for femtocell and exciting service 
models. From a regional perspective, the distribution of femtocell service 
deployments is expanding in all regions. As of Q1 2010, no 4G (WiMAX or LTE) 
femtocell services have been deployed, but Tier‐1 mobile operators have expressed 
the concept that LTE and other high capacity air interfaces are most likely to be 
deployed through smaller cells, including femtocells. 
Trial activity has been very healty during 2009 and Q1 2010 and is creating a good 
pipeline for deployments later in 2010. Although the majority of trials has been kept 
behind closed doors, the increase in announcements shows a healthy growth in the 
femtocell market. Announced femtocell trials are expressed in Table 2.3. 
Table 2.3 : Selection of femtocell worldwide trials, adapted from [20]. 
Operator Region 
Cellcom USA 
China Mobile China 
Chunghwa Telecom Taiwan 
Comcast USA 
FgupZnisTechnopark Russia 
Maxxis Malaysia 
Mobilkom Austria 
Portugal Telecom Portual 
T-Mobile Germany, Poland 
TDC Denmark 
Telefonica O2 Europe 
TIM Italy 
Vodafone Spain 
At a high level, femtocell ecosystem can be segmented by: 
 End‐to‐End solution providers 
 Femtocell Access Point (FAP) providers 
 Femtocell Core Network providers 
 Software and Component providers 
 Others, including test and certification houses 
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There are 67 vendors in this ecosystem today focusing on products and services in 
the emerging femtocell marketplace. There are currently 9 providers of End‐to‐End 
and System Integration worldwide and more than 26 FAP providers covering most 
licensed spectrum types; their number is increasing rapidly as component 
manufacturers are introducing flexible reference platforms for femtocell access 
points. There are more than 19 equipment providers providing core network 
components that can support femtocell services and in excess of 19 component, 
software and tools vendors providing a health supply to various parts of the solution 
space. All major infrastructure vendors have now joined the Femto Forum and there 
are several smaller companies targeting smaller, specialist segments, including test 
and certification, femtocell specific silicon and core network components. Figure 
2.10 shows the graphical representation of the ecosystem [20].  
 
Figure 2.10 : Segmentation of vendors in femtocell ecosystem [20]. 
2.6 Regulatory Aspects of Femtocells 
Regulation play a key role in telecommunication industry in terms of enabling and 
retarding. As a point of view for regulation, femtocell is not a new concept due to 
operation using existing air interface standards, user devices and services which are 
familiar. As a result, femtocell deployment is expected to be permitted with 
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relatively little change in most countries, which regulation already allows current 
mobile services. However, the deployment model for femtocells is somehow 
different for some regulators and to require changes to some regulations to allow a 
broad range of business models to be supported. Sometimes simple uncertainty 
regarding the status of regulation can be enough to put operators off deploying a new 
technology, or discourage vendors from developing it, so it is vital to ensure that 
regulators understand the immediate nature of femtocell deployments, adapt 
regulation where required in a timely fashion and communicate the outcomes and 
implications clearly. 
Before regulators can adapt or clarify regulations, they need to understand how 
femtocells will support their own regulatory goals. The specifics of such goals vary 
according to the regulator, but they would typically include a selection of the 
following: 
 spectrum efficiency 
 economic efficiency 
 enabling competition 
 broadening access to services 
 enabling innovation 
 promoting competition 
 environmental goals 
There exists progress on femtocell regulatory issues in many parts of the world. In 
Japan, the regulators carried out a series of consultations during 2008, and 
announced the outcome in December 2008. In summary, the outcome is: 
 A femtocell is defined as a special form of base station for regulatory 
purposes, meeting relevant standards but having an output power of no more 
than 20 mW into a 2 dBi antenna gain. 
 Transmissions should be prevented if connectivity to the operator over the 
broadband line is lost when the user opens halts transmissions in the case of a 
fault being detected.  
 Femtocells can be powered up by end-users contrast to the previous 
regulations where this was only permitted for trained personnel. 
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 The mobile operator is responsible for the femtocell service, but the 
broadband line can be used for femtocell backhaul. 
 No back-up battery is required. 
 The operator should provide adequate end-to-end speech quality and data 
connectivity via the femtocell. To facilitate this, appropriate discussions 
between the mobile and broadband operators are a requirement of the 
regulations. 
 Users should be properly informed of the capabilities and limitations of the 
femtocell service. 
In Europe, RSC is responsible for developing measures to implement common radio 
spectrum policy issues across the 27 member states of the European Union and has 
the ability to create decisions which are binding on member states under European 
law. In 2008, the RSC considered spectrum issues on femtocells and decided that, in 
view of the control which operators can launch femtocells as part of their existing 
network, femtocells could operate under the existing spectrum-licensing regimes of 
member states and there was no current need for the RSC to take action. They also 
noted that the increased spectrum efficiency available from femtocells was a positive 
development. Femtocells operate as part of the operator‟s existing network using the 
same frequencies and the operator remains in control of the femtocell at all times, it 
can be assumed that femtocells will comply with the existing technical licensing 
conditions in each specific case. 
The UK communications regulator, Ofcom, published a review of the mobile sector 
in August 2008 that did not contain any specific policy proposals relating to 
femtocells. There were numerous references to them recognising their significance 
and potential impact and noted that: 
 Femtocells could actually reduce the trend for reduction in fixed-line services 
by packing the household equipments on fixed line. 
 Femtocells are part of a new wave of developments, which could lead to 
networks being neither fully fixed nor fully mobile, has the potential to 
enable new forms of competition across communications networks. 
Femtocells have the power of altering the way that voice calls are routed 
across mobile and fixed networks, also can be called as Fixed-Mobile 
 
33 
Convergence (FMC) and enable operators to target in-home usage more 
accurately and at lower costs than conventional mobile communication. 
 Femtocells may lead to a need to question traditional regulatory assumptions 
which regulated fixed and mobile entirely separately: „For example, would 
terminating a call over a fixed broadband backhaul connection to an in-home 
femtocell be considered fixed or mobile voice call termination?‟ 
Consequently, femtocells are capable of operating under existing regulatory 
frameworks with little need for change. But, there are some significant and 
interesting new issues primarily resulting from the converged nature of femtocells, 
where there may be some difficulty in classifying femtocell traffic as either fully 
mobile or fully fixed. The industry and the regulators need to address these issues 
and avoid delaying or impeding femtocell deployments [20]. 
2.7 Femtocell Deployment Business Models 
Femtocell Base Stations are likely to be the extensions of the radio access network 
infrastructure of the mobile operator over a broadband connection such as DSL. At 
an application/services level, the mobile services are transparent to the DSL access 
provider. 
From a business point of view, three models can be identified; 
 Single operator environment: The mobile operator manages both the DSL 
access network and the mobile access network. The end-user has a single 
contact point for both his mobile and broadband IP services. 
 Mobile operator having an SLA agreement with the fixed access operators: In 
case the mobile operator does not own the fixed access line, an SLA 
agreement can be established between operators to provision the right QoS 
support in the DSL network for femtocell service. 
 Independent mobile and fixed access providers: In the last case, there is no 
agreement at all between mobile and fixed access provider. Over the DSL 
access, all femtocell traffic is mixed with the rest of best-effort HSI traffic. 
Although in some cases, there might be no noticeable impact on the real time 
services no guarantees can be given to the end-user [21]. 
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2.8 Home Network Models for Femtocells 
BSR femtocell will exist in two variants; standalone femto base station and 
residential gateway with integrated femtocell base station as shown in Figure 2.11. In 
both cases the BSR femtocell supports up to 4 users and the service offerings are 
identical. 
In the standalone case the BSR femtocell will have to be connected to existing home 
gateway via a standard ethernet interface.  The home gateway should be seen as the 
arbiter that ensures a proper handling of the traffic in the home. As such the 
integration of the BSR femtocell in the residential gateway allows for a close 
cooperation between the two functions. In a non-integrated solution there might be a 
need for communication between femtocell and RGW to optimize the service 
delivery. So the standalone case introduces an extra complexity in the overall 
solution [21]. 
Figure 2.11 : BSR femtocell home network models [21]. 
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3.  VOICE TRANSMISSION TECHNIQUES IN DSL NETWORKS AND                       
PARAMETERS INFLUENCING QUALITY OF SERVICE 
3.1 Voice over DSL (VoDSL) 
Digital Subscriber Line (DSL) is a technology that brings high-speed network access 
(internet or point to point) to homes and small businesses over ordinary copper 
twisted-pair telephone lines and used to connect the Network Service Providers 
(NSP) and the customers. At the customer‟s home or office, a device called the CPE 
provides access to the NSP‟s network. The CPE connects to a DSLAM located in the 
Central Office (CO) of the NSP as shown in Figure 3.1. The DSLAM aggregates 
traffic from different customers and sends it over a high-speed uplink towards the 
core of the network. 
 
Figure 3.1 : DSL broadband aggregation network, adapted from Cisco. 
Customers who receive only data services over DSL, connection is terminated at the 
customer premises with a DSL modem or router. For combined voice and data 
services, the DSL loop is terminated typically by a device that provides integrated 
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voice and data access typically offering an ethernet port for data and multiple analog 
POTS ports for voice. 
DSL has several variants that use different transmission technologies, offer different 
data rates and support different types of services. The main interest is concerned in 
ADSL, since it is the most widely deployed DSL technology. ADSL provides higher 
Bandwidth from the NSP to the customer (downstream) than from the customer to 
the NSP (upstream). The generic network topology can be implemented in a variety 
of forms, to suit the specific requirements of service delivery. The two main 
architectural variants are the “centralized” and the “distributed” architectures, meet 
the needs of different kinds of service providers by locating the voice gateway 
optimally in relation to the other network elements. 
Voice over DSL (VoDSL) uses the existing DSL access network to provide voice 
services in addition to data services. Voice is packetized at the customer premises 
and the packet-switched DSL access network is used to deliver the voice packets to a 
voice gateway. The voice gateway converts packetized voice into circuit-switched 
voice traffic and sends it to the PSTN. Thus, a single copper pair can be used to 
provide data services and also one or more voice lines to the customer. This 
eliminates the cost of provisioning separate copper pairs for voice and data and 
additional copper pairs for multiple voice lines. Another advantage of having packet-
based voice is that voice calls consume bandwidth only when they are active. 
One way is to use ATM as the transport technology for VoDSL. This is also called 
the Voice over ATM (VoATM) approach. VoATM takes advantage of ATM‟s built-
in Quality of Service (QoS) mechanisms to guarantee low End-to-end (ETE) delays 
for voice packets. ATM also uses a lightweight protocol for carrying voice, thereby 
ensuring high bandwidth efficiency. 
An alternative approach instead of ATM is to use the IP as the transport technology 
for packet voice. This is also called the Voice over IP (VoIP) approach. Compared to 
VoATM, VoIP suffers from several potential problems such as the performance of 
voice traffic degrades in the presence of competing data traffic. Bandwidth efficiency 
is another issue in VoIP. The VoIP protocol stack adds a number of headers to the 
voice packets, which impose a considerable overhead on the voice packets. These 
difficulties have prevented the deployment of VoIP for VoDSL and made ATM the 
preferred protocol in the past years.   
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However, there is remarkable interest in using IP based data networks to replace 
PSTNs as carriers of voice in core networks since it is cheaper to packetize voice and 
carry it over a data network. IP can run over any kind of core network, such as those 
based on ATM, SONET, Gigabit Ethernet or Frame Relay. Also, data traffic is 
growing much faster than voice traffic and hence it makes sense to use IP in the core, 
which it is the predominant protocol for carrying data traffic over the Internet. 
The deployment of VoIP for VoDSL would result in several other benefits if the 
performance of VoIP in the DSL access network can be improved using IP QoS 
mechanisms such as: 
 The voice packet format used in the DSL access network would be 
compatible voice gateway and paves the way for end-to-end IP telephony. 
 VoIP can run over any kind of DSL network- ATM based, frame-based or 
Point-to-Point Protocol (PPP) based.  
 Since IP is already being used in DSL to carry data traffic, it would be easy 
for voice traffic to run over IP too. 
Thus, a solution that achieves VoIP performance comparable to that provided by 
VoATM would be of enormous benefit in the DSL access network. In this study, we 
assess VoIP as a solution for VoDSL and thus femtocell voice calls and VoATM will 
be out of scope.  
The used IP QoS mechanisms for VoIP deployment to be feasible must be able to 
guarantee a service similar to that guaranteed by ATM‟s built-in QoS mechanisms. 
This involves prioritization of voice packets and protection of voice traffic from 
competing data traffic and employing admission control called ACIS. In addition to 
this, techniques to alleviate the bandwidth overhead imposed by the VoIP protocol 
stack must be employed.  
Voice is very sensitive to delay compared to most data applications. Long and 
variable delays between packets result in unnatural speech and interfere with the 
conversation. Dropped packets result in clipped speech and poor voice quality. One 
way to cope with the problem of delay and congestion is to add bandwidth to the 
network at critical nodes. Although this is feasible in the backbone, it is a costly and 
ineffective solution in the access network, defeating the "bandwidth sharing" benefits 
of packet networks. The best solution is to implement mechanisms at the customer 
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premises, access node and backbone which manage congestion and delay such as 
setting priorities for different types of traffic to reduce network congestion and the 
delay of voice packets without adding bandwidth [22]. 
3.2 Voice over Internet Protocol (VoIP) 
Voice Over IP (VoIP) and IP Telephony (IPT) were introduced to describe the 
method of transport of voice signals as well as fax, DTMF tones, signalling traffic, 
and network management traffic. This revolutionary advancement around 1995 
provided traditional voice traffic to be carried over a single converged network with 
video and data traffic.  
The essence of VoIP model is network convergence as shown in Figure 3.2 where 
voice and multimedia traffic are converted to packets and integrated with data traffic 
on a shared IP transport infrastructure. This convergence can eliminate costly and 
complex network layers and can produce savings in bandwidth, equipment 
expenditure and equipment administration with careful design. 
 
Figure 3.2 : Converged network model [23]. 
VoIP is an IP-based technology. IP is considered a connectionless and best-effort 
transport when used with the UDP. UDP which is datagram-based (or 
connectionless) matches with the specific requirements of voice traffic, so it is used 
as the transport for VoIP rather than TCP. UDP is preferable for voice rather than 
TCP, which is connection-oriented and considered a more ideal transport mechanism 
due to its built-in reliability. 
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The underlying reasons for using UDP as the transport of voice traffic: 
 Retransmission of dropped packets, which is the behavior in TCP, is surely 
worse for delay-sensitive voice traffic than is packet loss. 
 UDP removes from the CPU the burden of overhead entailed in maintaining 
state on connection-oriented protocols such as TCP. Therefore, it is stateless. 
 VoIP uses small-sized packets that are sent out at consistent intervals 
depending on the digital signal processor (DSP) and codec (coder-decoder) 
used. The UDP header, which is 8 bytes long, is smaller than the TCP 20-byte 
header and thus costs less in bandwidth and overhead. VoIP packet structure 
is shown in Figure 3.3.   
 
Figure 3.3 : VoIP packet structure [23]. 
TCP offers reliability such that it guarantees retransmission of lost frames, but this 
reliable delivery is useless in delivery of packetized voice because a voice frame that 
arrives late due to retransmission is meaningless and has no effect.  
A number of specialized equipment types have been developed to support the 
transport and control of voice communication on IP networks such as Call Agent 
(CA), Media Gateway (MG), IP PBX, IP Phone, PC Softphone, IVR (Interactive 
Voice Response), databases for authentication (e.g. RADIUS, DIAMETER) and 
directory servers (e.g. LDAP). 
In VoIP technology, there exists some key protocols and standart bodies developed 
for multimedia communication includes voice, vido and data transportation such as:  
 RTP/RTCP (specified in IETF RFC1889 and RFC1890) is used as the IP 
transport protocol and runs on UDP. 
 H.323 was developed by ITU-T and is for transmitting multimedia (voice, 
video and data) across packet based networks. 
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 SIP was developed by IETF and is a mechanism to initiate, terminate and 
modify sessions in an IP network. It uses a client/server architecture and is 
request-response based.    
 MGCP & Megacop/H.248 are relatively low level, master/slave protocols 
used between Call Agents and MGs as described in RFC3435. 
Figure 3.4 illustrates the OSI protocol stack and the details of these protocols can be 
found in [23].  
 
Figure 3.4 : OSI protocol stack [23].   
3.3 Quality of Service Parameters 
QoS provides better service to selected traffic such as voice, video or data over 
various underlying technologies and must be instituted by strategically deploying 
features that implement it throughout the network. 
Effective end-to-end QoS throughout an internetwork must serve different users, 
applications, organizations, and technologies at a reasonable cost and effort. QoS for 
for voice enables to balance service levels for user satisfaction granting priority 
service to voice while servicing data traffic to the degree of fairness with efficient 
backbone and access utilization to minimize operations expenses. 
QoS features for voice providing reliability and predictability can eliminate poor 
quality voice transmission by including crackles and missing syllables. For a voice 
application, minimal QoS support includes mechanisms that provide these 
assurances: 
 Reliability which ensures voice packet delivery without packet loss. 
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 Predictability which promises voice packet delivery without an excessive 
amount of delay. 
Effective voice traffic transmission over IP must secure reliable delivery of packets 
with low latency. VoIP appropriately uses UDP/RTP as its transport and UDP is not 
reliable. Therefore, other mechanisms must be put forward to ensure reliable delivery 
of voice packets.  
This section identifies packet end to end delay, jitter, packet loss, bandwidth and 
echo as the most stringent requirements that characterize voice traffic transmission 
[24]. 
3.3.1 End to End Delay (Latency) 
In the presence of voice traffic, end-to-end delay is the time between the caller talks 
something and the receiver hears that talk. End to end delay also called “Latency” is 
the main cause of poor perceived call quality and experienced primarily by slow 
network links. Research has established that round-trip latency less than 150 ms is 
not noticeable, but latency higher than 150 ms is discouraged, and latency higher 
than 300 ms is considered unacceptable. Latency has the following effects on 
telephony applications: 
 slow down the human conversation 
 result in caller and receiver unintentionally interrupting each other 
 cause another Quality-of-Service problem: echo 
 cause synchronization delays in conference-calling applications 
QoS protocols alone cannot directly improve latency's impact because they cannot 
speed up your network. Therefore, an effective way to overcome latency is to use 
low-packet-interval codecs and maintain fast network links. One negative effect of 
latency in telephony systems is echo. More detail can be found in section 3.3.4.  
Latency is the enemy for voice traffic and some codec-based solutions to packet loss 
and jitter make the things worse such that jitter buffers and packet loss concealment 
(PLC) are both sources of latency. As matter of fact, many things contribute to 
latency such as framing and packetization, software processing and PLC, Jitter 
buffering, routing and firewall traversal, transcoding, media access and network 
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interfacing. Minimizing latency is an important way to maximize the network's 
perceived quality of service [25]. 
3.3.2 Delay Variation (Jitter) 
Jitter is defined as the variation of packet interarrival time. Jitter exists only in 
packet-based networks. While in a packet voice environment, the sender is expected 
to transmit voice packets at a regular interval, these voice packets can be delayed 
throughout the packet network and not arrive at the same regular interval at the 
receiving station. The difference between when the packet is expected and when it is 
actually received is jitter. 
 
Figure 3.5 : Variation of packet arrival time (jitter) [26]. 
In Figure 3.5, while you can see that the amount of time it takes for packets A and B 
to send and receive is equal (D1=D2), packet C encounters delay in the network and 
is received after it is expected. Therefore, a jitter buffer, which compensates the 
interarrival packet delay variation, is necessary.  
In spite of having plenty of jitter in a packet network can increase the amount of total 
delay in the network, jitter and total delay is not the same thing. Because the more 
jitter you have, the larger your jitter buffer needs to be compensated for the 
unpredictable nature of the packet network [26].  
3.3.3 Packet Loss 
Packet loss is defined as a ratio of the number of lost packets to the total number of 
transmitted packets: 
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Packet Loss = NL /N 
Here, N equals the total number of packets transmitted during a specific time period, 
and NL equals the number of packets lost during the same time period. 
Packet loss is very harmful to voice calls. Main reason of packet loss is network 
congestion. Different codecs have different packet loss tolerances or error budgets as 
shown in Figure 3.6. PLC is a feature of some codecs that allows perceptions of a 
quality breakdown to be minimized through vectoring algorithms. These codecs 
work by replacing the sound that would presumably have been produced by a packet 
that was lost with sound that is predicted based on the sequence of packets received 
before and after it. However, even with PLC, packet loss rates on a VoIP network 
should be kept below 1%. While QoS measures can improve the packet loss problem 
by providing reserved bandwidth or precedence for voice packets, some extra 
network capacity is a good idea to keep packet loss rates down [26].  
 
Figure 3.6 : Effect of packet loss on call quality [26]. 
3.3.4 Echo 
Echo is experienced when the words spoken repeated back a few seconds later on the 
phone. If the echo occurs less than 150 ms from the time actually the words said, it is 
unnoticeable. However, when the echo occurs above this threshold, it can be 
particularly annoying. It is caused by three conditions, and it is the worst case when 
they exist together: 
 The more interface points in the network, the bigger pain echo occurs. For 
instance, interfacing between TDM and VoIP endpoints or analog and VoIP 
endpoints. 
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 The higher the latency, the more annoying echo occurs if long round-trip 
latency exists between caller and receiver. 
 Interfacing of a call path between two-wire analog and TDM or four-wire 
analog devices causes echo by an inability of the TDM or four-wire circuit to 
cancel the local side-tone signal on the two-wire device. 
Transmission delays are experienced which are comparable with or greater than the 
threshold for noticeability of echo when voice is compressed and packetized for 
transmission over a DSL access network. It is therefore essential that the integrated 
access device and the voice gateway work to remove this echo in order to meet the 
requirements for acceptable speech quality. Echo cancellation in a DSL network for 
voice transmission can be seen in Figure 3.7 [27]. 
 
Figure 3.7 : Echo cancellation in a VoDSL network [27].  
3.3.5 Bandwidth 
The bandwidth that VoIP traffic consumes (in bits per second) is calculated by 
adding the VoIP sample payload (in bytes) to the 40-byte IP, UDP, and RTP headers 
(assuming that cRTP is not in use). Then this value is multiplied by 8 to convert it to 
bits and multiplied again by the packetization rate (default of 50 packets per second). 
Table 3.1 shows detail of the bandwidth per VoIP flow (both G.711 and G.729) at a 
default packetization rate of 50 packets per second and at a custom packetization rate 
of 33 per second. This does not include Layer 2 overhead and does not take into 
account any possible compression schemes, such as Compressed Real-Time 
Transport Protocol [27]. 
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Table 3.1 : Voice bandwidth without layer 2 overhead, adapted from [26]. 
Bandwidth 
Consumption 
Packetization 
Interval 
Voice 
Payload 
in Bytes 
Packets Per 
Second 
Bandwidth Per 
Conversation 
G.711 20 ms 160 50 80 kbps 
G.711 30 ms 240 33 74 kbps 
G.729A 20 ms 20 50 24 kbps 
G.729A 20 ms 30 33 19 kbps 
For example, assume a G.711 VoIP codec at the default packetization rate (50 pps). 
A new VoIP packet is generated every 20 ms (1 second / 50 pps). The payload of 
each VoIP packet is 160 bytes with the IP, UDP, and RTP headers (20 + 8 + 12 
bytes, respectively) included, this packet become 200 bytes in length. Converting bits 
to bytes requires multiplying by 8 and yields 1600 bps per packet. When multiplied 
by the total number of packets per second (50 pps), this arrives at the Layer 3 
bandwidth requirement for uncompressed G.711 VoIP as 80 Kbps. This example 
calculation corresponds to the first row of Table 3.1. 
A more accurate method for provisioning VoIP is to include the Layer 2 overhead, 
which includes preambles, headers, flags, CRCs, and ATM cell padding. The amount 
of overhead per VoIP call depends on the Layer 2 media used: 
 802.1Q Ethernet adds up to 32 bytes of Layer 2 overhead when preambles are 
included. 
 Point-to-Point Protocol (PPP) adds 12 bytes of Layer 2 overhead. 
 Multilink PPP (MLP) adds 13 bytes of Layer 2 overhead. 
 Frame Relay adds 4 bytes of Layer 2 overhead; Frame Relay with FRF.12 
adds 8 bytes. 
 ATM adds varying amounts of overhead, depending on the cell padding 
requirements. 
Table 3.2 shows more accurate bandwidth-provisioning guideline for voice because 
it includes Layer 2 overhead. 
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Table 3.2 : Voice bandwidth including layer 2 overhead, adapted from [26]. 
Bandwidth 
Consumption 
802.1Q 
Ethernet 
PPP MLP Frame 
Relay with 
FRF.12 
ATM 
G.711 at 50 
pps 
93 kbps 84 kbps 86 kbps 84 kbps 106 kbps 
G.711 at 33 
pps  
83 kbps 77 kbps 78 kbps 77 kbps 84 kbps 
G.729A at 50 
pps 
37 kbps 28 kbps 30 kbps 28 kbps 43 kbps 
G.729A at 33 
pps 
27 kbps 21 kbps 22 kbps 21 kbps 28 kbps 
3.4 Techniques Providing Quality of Service 
3.4.1 Differentiated Services Code Point (DSCP) and IP Presedence (802.1p) 
The ToS field describes 1 entire byte (8 bits) of an IP packet and IP precedence 
(802.1p) corresponds to the three most significant bits of the ToS field. Table 3.3 
illustrates the method used to interpret this 8-bit portion of the IP packet. 
The keyword values for IP precedence (802.1p) are Critical, Flash, Flash Override, 
Immediate, Internet, Network, Priority, and Routine, as indicated in the table. These 
values correspond to numeric values 7 to 0, respectively. The complete structure of 
the IP ToS field in the IP header is illustrated in Figure 3.8. 
Table 3.3 : IP ToS field, adapted from [28]. 
0-2 3 4 5 6 7 
Precedence Delay Throughput Reliability Reserved = 0 Reserved = 0 
111 = Network Control = Precedence 7; 110 = Internetwork Control = Precedence 
6; 101 = Critical = Precedence 5; 100 = Flash Override = Precedence 4; 011 = 
Flash = Precedence 3; 010 = Immediate = Precedence 2; 001 = Priority = 
Precedence 1; 000 = Routine = Precedence 0; 000XXX00 Bits 3, 4, 5: Bit 3 = 
Delay [D] (0 = Normal; 1 = Low); Bit 4 = Throughput [T] (0 = Normal; 1 = High); 
Bit 5 = Reliability [R] (0 = Normal; 1 = High); 000000XX Bits 6, 7: Reserved for 
future use.    
In the DiffServ standard, the ToS field is renamed to Differentiated Services Code 
Point (DSCP). The IP DSCP field is illustrated in Figure 3.9. 
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Figure 3.8 : Complete structure of the IP ToS field [28]. 
 
Figure 3.9 :  IP DSCP Field [28]. 
The header, called the DS field and 6 bits of the DS field are used as a code point 
(DSCP) to select the preference a packet experiences at each node in the network.  
The following rules apply to IP packets marked with DSCP values: 
 The DSCP field is 6 bits wide. DS-compliant nodes in the network choose the 
preferential treatment to the IP packet by matching against the entire 6-bit 
DSCP field. 
 The value of the ECN field is completely ignored. 
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 Packets with an unrecognized code point are treated as though they were 
marked for default behavior (explained in detail in the following sections). 
When the traffic has been identified according to the respective classes and specific 
forwarding treatments, formally called PHB, are applied on each network element, 
providing the packet the appropriate delay-bound, jitter-bound, bandwidth, and so 
on. This combination of packet classification and marking and well-defined PHBs 
results in a scalable QoS solution for any given application. Thus, in DiffServ, 
signaling for QoS is eliminated and the number of states required to be kept at each 
network element is reduced, resulting in an aggregated, scalable, and end-to-end QoS 
solution [28]. 
The use of the ToS byte by both IP precedence and IP DSCP for offering preferential 
treatment to IP traffic is illustrated in Figure 3.10. 
 
Figure 3.10 : IP precedence vs. IP DSCP and ToS byte usage [28]. 
The collection of packets that have the same DSCP value and crossing in a particular 
direction is called a behavior aggregate (BA). Thus, packets from multiple 
applications could belong to the same BA. A PHB refers to the packet-scheduling, 
queuing, policing, drop probability, or shaping behavior of a node on any given 
packet belonging to a BA and as configured by an SLA or policy. Four standard 
PHBs are available to construct a DiffServ-enabled network and achieve aggregate 
end-to-end CoS and QoS. Figure 3.11 shows relationship between BAs, PHBs, and 
their alignment into queues for forwarding over the network links. 
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Figure 3.11 : DiffServ terminology and how they fit [28]. 
Expedited Forwarding (EF) PHB is the key element in DiffServ for providing a low-
loss, low-latency, low-jitter, and assured bandwidth service. Applications such as 
Voice over IP (VoIP), video, and online trading programs require such a robust 
network treatment. EF can be implemented using priority queuing, along with rate 
limiting on the class (formally, a BA). Although EF PHB provides a premium 
service, it should be specifically employed toward the most critical applications 
because, if congestion exists, it is not possible to treat all or most traffic as high 
priority. EF PHB is especially suitable for applications (such as VoIP) that require 
strict service-level guarantees with very low packet loss, guaranteed bandwidth, low 
delay, and low jitter. The recommended DSCP value for EF is 101110. 
Assured Forwarding (AFxy) defines a method by which BA can be given different 
forwarding assurances. For example, traffic can be divided into gold, silver, and 
bronze classes, with gold being allocated 50 percent of the available link bandwidth, 
silver 30 percent, and bronze 20 percent. The AFxy PHB defines four AFx classes; 
namely, AF1, AF2, AF3, and AF4. Each class is assigned a certain amount of buffer 
space and interface bandwidth. Within each AFx class, it is possible to specify three 
drop precedence values. Thus, if there is congestion in a DS node on a specific link 
and packets of a particular AFx class (say, AF1) need to be dropped, packets in AFxy 
will be dropped such that dP(AFx1)   dP(AFx2)   dp(AFx3), where dP(AFxy) is the 
probability that packets of the AFxy class will be dropped. Thus, the subscript y in 
AFxy denotes the drop precedence within an AFx class. In our example, packets in 
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AF13 will get dropped before packets in AF12 and before packets in AF11. Figure 
3.12 illustrates the DSCP values and associated PHBs in more detail. 
 
Figure 3.12 : DSCP values and associated PHBs [28]. 
3.4.2 Congestion Management 
The amount of traffic sometimes exceeds the speed of a link due to the bursty nature 
of voice, video and data traffic. At that point, congestion management schemes 
handles with the problems. These schemes include first in first out (FIFO) queuing, 
priority queuing (PQ), custom queuing (CQ), weighted fair queuing (WFQ), flow-
based weighted fair queuing (FBWFQ) and class-based weighted fair queuing 
(CBWFQ). Each queuing algorithm was designed to solve a specific network traffic 
problem and has a particular effect on network performance as described in the 
following. 
FIFO queuing has the capability of basic store and forwarding and thus provides 
storing packets when the network congestion occurs and forwarding them in order of 
arrival when the network is no longer congested. FIFO is the default queuing 
algorithm, thus requiring no configuration.However, FIFO queuing has some 
shortcomings such as it does not make decision about packet priority. Bursty 
applications can cause long delays in delivering time-sensitive traffic, and potentially 
icluding network control and signaling messages. Today‟s intelligent networks need 
more sophisticated algorithms rather than FIFO queuing that was the first step in 
controlling network traffic. Additionally, a full queue causes tail drops which is 
undesirable because the packet dropped could have been a high-priority packet and 
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FIFO cannot seperate a high-priority packet from a low-priority packet. Thus, the 
router couldn‟t prevent this packet from being dropped because there will be no 
buffer in the queue. 
PQ was designed to give strict priority to important traffic and ensures the traffic to 
get the fastest handling. Priority queuing can prioritize the traffic according to 
network protocol, incoming interface, packet size, source/destination address, and so 
on. In PQ, each packet is placed in one of four queues namely high, medium, normal, 
or low. Packets that are not classified by this priority list mechanism fall into the 
normal queue as shown in Figure 3.13. During transmission, the algorithm gives 
higher-priority queues absolute preferential treatment over low-priority queues. PQ is 
useful for making sure that mission-critical traffic traversing various WAN links gets 
priority treatment. PQ currently uses static configuration and thus does not 
automatically adapt to changing network requirements. 
 
Figure 3.13 : Four levels of priority queuing [24].  
CQ actually means guaranteeing bandwidth and allows various applications to share 
the network sources with specific minimum bandwidth or latency requirements. In 
these environments, bandwidth must be shared proportionally between applications 
and users. CQ provides guaranteed bandwidth at a potential congestion point, 
ensuring the specified traffic a fixed portion of available bandwidth and leaving the 
remaining bandwidth to other traffic. Custom queuing handles traffic by assigning a 
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specified amount of queue space to each class of packets and then servicing the 
queues in a round-robin fashion. Handling traffic by custom queuing can be seen in 
Figure 3.14. 
 
Figure 3.14 : Handling traffic by custom queuing [24].  
As an example, encapsulated SNA requires a guaranteed minimum level of service. 
Half of available bandwidth for SNA data could be reserved and the remaining half 
to be allowed to be used by other protocols such as IP and Internetwork Packet 
Exchange (IPX). The queuing algorithm places the messages in one of 17 queues 
(queue 0 holds system messages such as keepalives, signaling, and so on) and is 
emptied with weighted priority. The router services queues 1 through 16 in round-
robin order, dequeuing a configured byte count from each queue in each cycle. This 
feature ensures that no application achieves more than a predetermined proportion of 
overall capacity when the line is under stress. Like PQ, CQ is statically configured 
and does not automatically adapt to changing network conditions. 
Flow-Based WFQ means creating fairness among flows and commonly referred to 
as just WFQ. Flow-based WFQ provides consistent and similar response time to 
heavy and light network users without adding excessive bandwidth. It creates bit-
wise fairness by allowing each queue to be serviced fairly in terms of byte count. For 
example, if queue 1 has 100-byte packets and queue 2 has 50-byte packets, the WFQ 
algorithm will take two packets from queue 2 for every one packet from queue 1. For 
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queue 1, each time it is serviced and this makes service fair for each queue. WFQ 
ensures that queues do not starve for bandwidth and that traffic gets predictable 
service. Low-volume traffic streams which constitutes the majority of traffic receive 
increased service, transmitting the same number of bytes as high-volume streams. 
Figure 3.15 illustrates the flow-based WFQ scheme.  
 
Figure 3.15 : Flow-Based WFQ scheme [24]. 
WFQ automatically adapts to changing network traffic conditions and is designed to 
minimize configuration effort. In fact, WFQ does such a good job for most 
applications that it has been made the default queuing mode on most serial interfaces 
configured to run at or below E1 (2.048 Mbps) speeds. Flow-based WFQ creates 
flows based on a number of characteristics in a packet. Each flow is given its own 
queue for buffering if congestion is experienced. The weighted portion of WFQ 
comes from the use of IP precedence bits to provide better service for certain queues. 
WFQ uses its algorithm to determine how much more service to provide to a queue 
using settings 0 to 5 (6 and 7 are reserved). WFQ is efficient such that it uses 
whatever bandwidth is available to forward traffic from lower-priority flows if no 
traffic from higher-priority flows is present. This is different from time-division 
multiplexing (TDM), which simply carves up the bandwidth and lets it go unused if 
no traffic is present for a particular traffic type. WFQ works with both IP precedence 
and RSVP.  The WFQ algorithm also addresses the problem of round-trip delay 
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variability. If multiple high-volume conversations exists at the same time, their 
transfer rates and interarrival periods are made much more predictable. This is 
created by the bit-wise fairness. If conversations are serviced in a consistent manner 
with every round-robin approach, delay variation (or jitter) stabilizes. WFQ greatly 
enhances algorithms such as SNA LLC and the Transmission Control Protocol (TCP) 
congestion control and slow-start features. The result is more predictable throughput 
and response time for each active flow. 
Class-Based WFQ ensures network bandwidth, provides greater flexibility and 
minimum amount of bandwidth. In comparison, CAR and traffic shaping are used  to 
provide a maximum amount of bandwidth. 
In CBWFQ, a class is defined that consists of one or more flows instead of providing 
a queue for each individual flow. And thus, a minimum amount of bandwidth can be 
guaranteed for each class. CBWFQ can be used for preventing multiple low-priority 
flows from clamping out a single high-priority flow. For example, a video stream 
that needs half the bandwidth of T1 will be provided by WFQ if there are two flows. 
As more flows are added, the video stream gets less of the bandwidth because 
WFQ‟s mechanism creates fairness. If there are 10 flows, the video stream will get 
only 1/10th of the bandwidth, which is not enough, even setting the IP precedence bit 
= 5 does not solve this problem. 1 × 9 + 6 = 15 Video gets 6/15 of the bandwidth, 
which is less than the bandwidth video needs. A mechanism must be necessary to 
provide the half of the bandwidth that video needs. CBWFQ provides this by the 
definition of a class, placing the video stream in that class, and telling the router to 
provide 768 Kbps (half of a T1) service for the class. Video is now given the 
bandwidth that it needs. A default class is used for the rest of flows. This class is 
serviced using flow-based WFQ schemes allocating the remainder of the bandwidth.  
In addition, a LLQ, which essentially is a priority queue, may be designated. This 
feature is also referred to as priority queue class-based weighted fair queuing 
(PQCBWFQ). Low-latency queuing allows a class to be serviced as a strict-priority 
queue. Traffic in this class will be serviced before any of the other classes. A 
reservation for an amount of bandwidth is made. Any traffic above this reservation is 
discarded. Outside of CBWFQ, IP RTP priority can be used (also known as 
PQWFQ) or IP RTP reserve to provide similar service for RTP traffic only [24]. 
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3.4.3 Queue Management 
Any additional packet can not get into the queue and will be dropped, even if it is a 
high-priority packet, when the queue reaches it full capacity because they are finite 
size. This concept is called as tail drop. So, a mechanism is necessary to do two 
things: 
 Try to ensure that the queue does not fill up, so that there is room for high-
priority packets. 
 Allow some sort of criteria for dropping lower priority packets before 
dropping higher-priority packets. 
Weighted early random detect (WRED) provides both of these mechanisms. RED 
algorithms can provide to avoid congestion in internetworks before a problem 
occurs. RED works by monitoring traffic load at points in the network and 
stochastically discarding packets if the congestion begins to increase resulting in that 
the source detects the dropped traffic and slows its transmission. RED is primarily 
designed to work with TCP in IP internetwork environments. 
WRED combines the capabilities of the RED algorithm with IP precedence. This 
combination provides traffic handling for higher-priority packets. Thus, It is 
provided for differentiated performance characteristics for different classes of service 
by selectively discarding lower-priority traffic when the interface starts to get 
congested. WRED is also RSVP-aware and can provide an integrated services 
controlled-load QoS. Within each queue, a finite number of packets can be housed. 
WRED also helps prevent overall congestion in an internetwork. WRED uses a 
minimum threshold for each IP precedence level to determine when a packet can be 
dropped. 
As an example for WRED: 
Depth of the queue: 21 packets 
Minimum drop threshold for IP precedence = 0: 20 
Minimum drop threshold for IP precedence = 1: 22 
Because the minimum drop threshold for IP precedence = 0 has been exceeded, 
packets with an IP precedence = 0 can be dropped. However, the minimum drop 
threshold for IP precedence = 1 has not been exceeded, so those packets will not be 
 
56 
dropped. If the queue depth exceeds 22, then packets with IP precedence = 1 can be 
dropped as well. Above the maximum drop threshold, all packets are dropped. 
WRED is primarily used for TCP flows that will provide back transmission if a 
packet is dropped. Flow RED is used if there are non-TCP-compliant flows that do 
not scale back when packets are dropped. 
Flow-based WRED depends on these two main approaches to come over the problem 
of linear packet dumping: 
 It classifies incoming traffic into flows based on parameters such as 
destination and source addresses and ports. 
 It maintains state about active flows, which are flows that have packets in the 
output queues. 
Flow-based WRED uses this classification and state information to ensure that each 
flow does not consume more than its permitted share of the output buffer resources 
and determines which flows consumes resources for itself, and thus penalizes these 
flows. 
Flow-based WRED ensures fairness among flows maintaining a count of the number 
of active flows that exist through an output interface. And then it gives the number of 
active flows and the output queue size, determines the number of buffers available 
per flow, scales the number of buffers available per flow by a configured factor and 
allows each active flow to have a certain number of packets in the output queue to 
allow for some burstiness. This scaling factor is common to all flows. The outcome 
of the scaled number of buffers becomes the per-flow limit. When a flow exceeds the 
per-flow limit, the probability that a packet from that flow will be dropped increases 
[24].  
3.4.4 Voice Encoders 
A voice encoder is the device that translates analog and digital voice signals. Voice 
encoders take analog voice signals, convert them into digital signals and then 
translate them into speech sounds. As described by the ITU-T‟s G-series 
recommendations below are the most popular voice encoders currently used for IP 
telephony: 
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 G.711: encodes non-compressed speech streams running at 64 Kbps. G.711 
encoded voice is already in the correct format for digital voice delivery in the 
public phone network or through private branch exchanges (PBXs). 
 G.726: describes ADPCM coding at 40, 32, 24 and 16Kbps – ADPCM voice 
may be interchanged between packet voice and public phone or PBX 
networks provided that the latter has ADPCM capability. 
 G.728: describes a 16-Kbps low-delay variation of CELP voice compression 
– CELP voice coding must be transcoded to a public telephony format for 
delivery to or through telephone networks. 
 G.729: describes CELP compression that enables voice to be coded into 8-
Kbps streams – Two variations of this standard (G.729 and G729 Annex A) 
differ largely in computational complexity, and both generally provide speech 
quality as good as that of 32-Kbps ADPCM. 
 G.723.1: describes a compression technique that can be used for compressing 
speech or other audio signal components of multimedia service at a very low 
bit rate as part of the overall H.324 family of standards. This coder has two 
bit rates associated with it – 5.3 and 6.3 Kbps; the higher bit rate is based on 
MP-MLQ technology and has greater quality; the lower bit rate is based on 
CELP, gives good quality, and provides system designers with additional 
flexibility. 
Voice encoders are used to compress speech before it is transmitted since 
uncompressed speech consumess a lot of bandwidth.. A voice encoder will then 
decompress the speech when it reaches its destination. In order to complete the 
process of compressing speech and decompressing speech when it reaches its 
destination the voice encoder must buffer the data to assess speech fragments. The 
voice encoder can impart a small delay while it “looks ahead” in the course of its 
mathematical computations. 
This is a minimal delay, often 15 to 45 ms for typical voice encoders that look ahead. 
Voice encoder delay, as well as, buffering delay is frequently called algorithmic 
delay. During computations to compress speech for transport, the voice encoder can 
present further delay. The computer processor running the voice encoder is where the 
compuations take place. Depending on the processor, additional delays can occur. 
The system delay plus the actual time required to calculate the speech is called 
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compression delay. Gateways are multifaceted to serve an array of purposes, one of 
which is to manage compression delay.  Voice encoders estimate the analog 
waveform of speech. When the speech is reconstructed from its compressed format 
there may be a decline in the quality of the speech [29]. 
In cellular communications, UMTS will use a new speech codec with a data rate that 
can be changed dynamically to match current conditions. The Adaptive Multi-Rate 
(AMR) codec can transmit voice data with data rates between 12.2kbit/s and 
4.75kbit/s. The data rate can be changed per command every 20ms. Depending on 
the quality of the radio interface, these commands are transmitted from the decoder 
of the voice frame to the coder. No layer 3 signalling is involved in this change. With 
a low bit-error link, voice can be transmitted clearly with a low data rate. When the 
bit-error ratio increases, the data rate of the speech coder then increases so that high-
quality voice can still be transmitted. Such an adaptive speech codec is particularly 
suitable for use with UMTS because the transmission rate of the physical channels 
can vary very quickly and be matched to the required transmission capacity. This 
ultimately maximizes the traffic capacity of the UMTS network. With a data rate of 
12.2 kbit/s, the codec corresponds to a GSM Enhanced Full Rate (GSM EFR) Codec. 
Each implementation of an AMR code must contain all 8 coding levels. The voice 
data is delivered to the codec as PCM-coded speech with 8000 samples/sec. On the 
basis of Voice Activity Detection (VAD), the codec recognises whether a user 
currently talks. If there is no voice data to send, Silence Descriptor (SID) frames with 
a data rate of 1.8 kbit/s are transmitted. The decoder generates synthetic comfort 
noise from the data received to prevent the receiver from having the impression that 
the connection has been cut off. The general expectation is that the new codec will 
provide a considerable improvement to voice quality, even under difficult conditions 
[30]. 
GSM Full Rate (FR) and GSM Half Rate (GSM HR) codecs are developed for the 
GSM technology. In the encoder part of GSM FR, a frame of 160 speech samples is 
encoded as a block of 260 bits, leading to a bit rate of 13 kbit/s. The decoder maps 
the encoded blocks of 260 bits to output blocks of 160 reconstructed speech samples. 
The GSM full rate channel supports 22.8 kbps. Thus, the remaining 9.8 kbps are used 
for error protection. GSM HR coder standard was established to cope with the 
increasing number of subscribers. This coder is a 5.6 kbps VSELP (Vector Sum 
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Excited Linear Prediction) to double the capacity of the GSM cellular system, the 
half rate channel supports 11.4 kbps. Therefore, 5.8 kbit/s are used for error 
protection. The measured output speech quality for the GSM HR coder is comparable 
to the quality of the GSM FR coder in all tested conditions, except for tandem and 
background noise conditions [31]. 
There is a method to measure the quality of the voice encoders that are wildly used 
today. It is called as MOS. The MOS functions on a scale type measuring system; 
from low to high (0 being low and 5 being the highest). The MOS measures the bit 
rate and sample size for the voice encoders. There are algorithms that operate a much 
lower bit rate than others, therefore causing a greater delay. Therefore, it takes longer 
to for an algorithm with a low bit rate to encode speech than the algorithms that run 
at a much higher bit rate. For optimum performance it is feasible for the application 
and network to strike a balance between latency, voice quality and bit rate. 
3.4.5 Link Efficiency 
Two link efficiency mechanisms exist as LFI and real-time protocol header 
compression (RTP-HC) which work with queuing and traffic shaping to improve the 
efficiency and predictability of the application service levels. 
The allowable delay for voice would sometimes be exceeded when a voice packet 
were to get behind a big packet due to low-speed links. For example, the serialization 
delay of a 1500-byte packet on a 56-Kbps link is 214 milliseconds and this causes the 
voice packet suffer from significant undesirable delay. As a solution to this issue, 
LFI provides this large packet to be segmented into smaller packets interleaving the 
voice packet. 
On the other hand, elimination of too many overhead bits is another efficient 
mechanism such as RTP headers have a 40-byte header with a payload of as little as 
20 bytes, the overhead can be twice that of the payload in some cases. Thus, RTP-
HC, also known as Compressed Real-Time Protocol header, reduces the header to a 
more manageable size. 
Interactive traffic (Telnet, VoIP, and etc.) is sensitive to increased latency and jitter 
when the network handles large packets (LAN-to-LAN FTP transfers traversing a 
WAN link) especially when they are queued on slower links. LFI reduces delay and 
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jitter on low-speed links by breaking up large datagrams and interleaving low-delay 
traffic packets with the resulting smaller packets. 
LFI was designed especially for lower-speed links in which serialization delay is 
significant. LFI requires that multilink Point-to-Point Protocol (PPP) be configured 
on the interface with interleaving turned on. A related IETF draft, called “Multiclass 
Extensions to Multilink PPP (MCML),” implements almost the same function as 
LFI. 
RTP-HC increases efficiency for real-time traffic such as voice over IP or 
multimedia applications especially on slow links. RTP is a host-to-host protocol and 
provides end-to-end network transport functions intended for applications 
transmitting real-time requirements, such as audio, video, or simulation data over 
multicast or unicast network services and it is used for carrying multimedia 
application traffic including packetized audio and video over an IP network.  
The RTP packet has a 40-byte header and typically a 20 to 150 byte payload for 
compressed-payload audio applications. Therefore, it is inefficient to transmit an 
uncompressed header for the given size of the IP/UDP/RTP header combination. 
RTP-HC helps RTP run more efficiently especially over lower speed links by 
compressing the RTP/UDP/IP header from 40 bytes to 2 or 5 bytes. This is especially 
useful for smaller packets (such as voice traffic IP) on slower links (385 Kbps and 
below), where RTP-HC can reduce overhead and transmission delay significantly. 
RRTP-HC also reduces line overhead for multimedia RTP traffic with a 
corresponding reduction in delay, especially for traffic that uses short packets 
relative to header length. 
Large packets are fragmented and interleaved with voice packets by using the IP 
MTU Size Reduction technique which allows reducing the size of IP packets at 
Layer 3 and provides a good fragmentation method. However, use of IP MTU size 
reduction is not ideal for the following reasons, which should be taken into account 
whether using it or not: 
 Large frames having protocols other than IP are not fragmented. 
 Small fragments can cause performance inefficiencies. Reducing the IP MTU 
size below 300 bytes may adversely affect an application as well as router 
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endpoint performance. For instance, on a 56-Kbps circuit, the MTU size is 
commonly set to 300 bytes to achieve a minimum blocking delay of 42 ms. 
 Fragmentation can cause packet bloat. For example, if a 1500-byte frame is 
broken into 300-byte fragments, each fragment now carrying a 40-byte 
header, the overhead incurred by the necessary headers for each discrete 
fragment results in consumption of additional bandwidth.  
RSVP is an IETF standard protocol for allowing an application to reserve network 
bandwidth dynamically. RSVP enables applications to request a specific QoS for a 
data flow using configured proxy RSVP. 
Hosts and routers use RSVP to deliver QoS requests to the routers along the paths of 
the data stream and to maintain router and host state to provide the requested service, 
usually bandwidth and latency. RSVP uses a mean data rate, the largest amount of 
data that the router will keep in queue, and minimum QoS to determine bandwidth 
reservation. 
WFQ or WRED are two main collaborators for RSVP setting up the packet 
classification and scheduling required for the reserved flows. RSVP can deliver an 
integrated services guaranteed service by using WFQ and it can deliver a controlled 
load service by using WRED. WFQ conducts to provide its advantageous handling of 
nonreserved traffic by expediting interactive traffic and fairly sharing the remaining 
bandwidth between high-bandwidth flows while WRED provides for non-RSVP 
flow traffic [24]. 
3.4.6 Traffic Shaping and Policing 
Traffic shaping provides the ability to limit the traffic transmit rate less than the link 
speed to a specific peak/average value. Policing, with the rate limiting feature of 
CAR, allows to allocate bandwidth for traffic sources and specify policies for traffic 
that exceeds the configured bandwidth amount.  
CAR is used to enforce a maximum transmit rate for IP traffic only. Non-IP traffic is 
not rate limited. The rate limiting feature of CAR is most commonly configured on 
interfaces at the edge of a network to limit traffic into or out of the network. CAR 
does not smooth or shape traffic and thus does no buffering and adds no delay.  
The CAR rate-limiting feature uses token bucket mechanism to measure the traffic 
load and limit sources to bandwidth allocations while accommodating bursty nature 
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of IP traffic. CAR utilizes Extended ACLs for traffic that exceeds allocated 
bandwidth to define policies, including bandwidth utilization thresholds under which 
packet priority is modified or packets are dropped.  
Using the rate limiting functionality of CAR; 
 Define Layer 3 aggregate (matching all of the packets on an interface or sub 
interface) or granular (matching a particular type of traffic based on 
precedence, MAC address, or other parameters) access or egress bandwidth 
rate limits 
 Specify traffic handling policies when the traffic either conforms to or 
exceeds the specified rate limits. 
 Control the maximum rate of traffic sent or received on an interface. 
CAR rate-limiting policies can be specified based on physical port, packet 
classification, IP address, MAC address, application flow, or other criteria 
specifiable by access lists or extended access lists.  
A token bucket is used to manage a device that regulates the flow of data. For 
instance, the regulator might be a traffic policer, such as CAR. If the flow overdrives 
the regulator, A token bucket discards tokens and leaves to the flow the problem of 
managing its transmission queue. Otherwise, A token bucket itself has no discard or 
priority policy. 
A token bucket can formally be defined as a rate of transfer. It has three components 
such as burst size (Bc), mean rate (in bps), and time interval (Tc). There exists a 
relation shown as follows: 
mean rate = (burst size)/(time interval) 
Here are the definitions of these concepts: 
 Mean rate, also called the CIR, it specifies how much data can be sent or 
forwarded per unit time on average. 
 Burst size, also called the Committed Burst (Bc) size, it specifies in bits per 
burst how much can be sent within a given unit of time to not create 
scheduling concerns. 
 Time interval, also called the measurement interval, it specifies the time 
amount in seconds per burst. 
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The token bucket has a specified capacity and tokens are put into the bucket at a 
certain rate. If the bucket fills to capacity, new-incoming tokens are discarded. If not 
enough tokens are in the bucket to send a packet, the packet either waits until the 
bucket has enough tokens or the packet is discarded. Thus, at any time, the largest 
burst a source can send into the network is roughly proportional to the size of the 
bucket. 
The token bucket used for traffic shaping has both a token bucket and a data buffer, 
or queue. For traffic shaping, packets that arrive that cannot be sent immediately are 
delayed in that data buffer. For traffic shaping, a token bucket permits burstiness but 
bounds it. It guarantees that the burstiness is bounded so that the flow will never send 
faster than the capacity of the token bucket plus the time interval divided by the 
established rate at which tokens are placed in the bucket. It also guarantees that the 
long-term transmission rate will not exceed the established rate at which tokens are 
placed in the bucket [32]. 
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4.  QUALITY OF SERVICE FOR FEMTOCELLS OVER A DSL ACCESS 
NETWORK 
The baseline architecture is shown in Figure 4.1 where the femtocell base station 
(BS) is connected to a DSL gateway. All femtocell traffic is sent over an IPSec 
tunnel towards the BSR gateway within the mobile core network. The BSR Gateway 
terminates all the IPSec tunnels from the different femtocell BSs and aggregates the 
mobile signaling, GPRS and circuit-switched traffic. Towards the mobile core 
network all BSR femtocells connected to a single BSR Gateway are represented as a 
single virtual UMTS RNC. The GPRS core network is connected to the BSR 
gateway through a 3GPP compliant Iu-PS interface. Similarly, the circuit-switched 
core network interfaces with the BSR gateway through a standard Iu-CS interface. 
DSL access network consists of the ISAM (Intelligent Subscriber Access 
Multiplexer) or DSLAM connected to the service switch (7450 ESS) in charge of per 
subscriber QoS management and the service router (7750 SR). 
 
Figure 4.1 : End-to-End femtocell over DSL architecture [21]. 
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4.1 Femtocell Quality of Service Considerations 
Femtocell deployments use the shared broadband IP links to connect the FAP in 
remote locations. Such links introduce a number of QoS variables and have lower 
performance compared to the typical macro network links. Additionally, when the 
mobile network operator deploys femtocells in an opportunistic model, i.e. reusing 
an existing broadband IP link offered by a different operator, there is little 
coordination of QoS possible on the IP links. Most femtocell technologies provide 
good quality voice calls and sufficient support to data services when the broadband 
IP link provides a minimum performance of: 
 less than 150 ms round-trip delay; 
 less than 50 ms jitter; 
 less than 1% packet loss; 
4.1.1 QoS Influencing Factors in Femtocell 
Today, broadband IP access is mostly used for internet access. HSI traffic typically 
has no strict requirements on quality of service parameters like delay, jitter and 
packet loss. The total bandwidth that is offered to the end-user for HSI is more 
important than delay and jitter requirements. Therefore, all internet traffic is treated 
as „best effort‟ without any differentiation based on application or subscriber. The 
service is also quite often oversubscribed with peak traffic of multiple megabits per 
subscriber in downlink and causing average traffic rates of 50 to 100 Kbps in the 
core network. 
The introduction of fixed triple play services like IPTV and VoIP over DSL has 
changed the basic DSL end to end architecture and lead to the concept of “Triple 
Play Services Delivery Architecture”, namely TPSDA. The TPSDA is the reference 
architecture in which a solution for BSR femtocell will be integrated.  
Introducing 3G femtocells at home is putting specific additional requirements on the 
home network, DSL backhaul and the TPSDA aggregation network. The issues 
related to the integration of BSR femtocell base stations over a DSL network can be 
listed as follows: 
 Bundled services from a single device:  
 Congestion within femtocell traffic 
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 Congestion between DSL and femtocell traffic 
 Coexistence with fixed triple play services 
 High delays introduced by head-of-line blocking over slow links 
 Theft of service 
Solving all the listed problems requires an end-to-end approach to femtocell where 
the BSR Femtocell is truly integrated into the DSL network and vice versa. Details of 
the listed problems can be found in [21].  
4.1.2 Femtocell Traffic Classification 
Femtocell traffic can be divided into two major categories. The first category groups 
all control messages and includes frequency and time synchronization information, 
control signaling, OAM. Time and frequency synchronization information is crucial 
for the proper operation of the radio link and very sensitive to delay and jitter. The 
second category consists of user plane data and services. 
A femtocell base station that supports both CS and PS services can support the 
following QoS classes inline with the four UMTS QoS classes such as 
conversational, streaming, interactive and backround. 
4.1.3 Network Dimensioning for Femtocells 
The protocol stack used between the femtocell base station and the base station 
gateway at the mobile core network is illustrated in Figure 4.2. The top box at the 
user plane stack represents the actual user data, an IP packet in case of GPRS or the 
codec for the circuit-switched user plane. For security all data exchanged between 
the femtocell base station and the base station gateway is encapsulated into an IPSec 
tunnel. 
Based on Figure 4.2, we can derive that the necessary bandwidth to support a circuit-
switched voice (based on an AMR 12.2 Kbps codec) requires 60.4 Kbps. Similarly, 
an IMS voice call over a GPRS network requires 74 Kbps. The additional bandwidth 
compared to CS-voice is due to the GTP tunneling overhead. The voice bandwidths 
represent peak values and do not take into account silence suppression. With silence 
suppression the average bandwidth will be reduced by about half, however 
dimensioning must be based on peak values. 
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Figure 4.2 : Femtocell BS to femtocell gateway protocol stack [21]. 
Besides pure capacity, also delay and jitter are important to ensure a good end-user 
experience. The end-to-end delay includes radio and transmission delays, buffering, 
encoding & decoding, etc. A breakdown of the 150 ms over the different network 
components results in total delay budget of 50 ms for the DSL access network. A 
further decomposition of the delay is due to transmission delay, interleaving delay, 
head-of-line blocking, coding etc. On the other hand, DSL access technologies 
strongly vary on bandwidth throughput capacity. The Table 4.1 provides an overview 
of some key technologies, upstream and downstream values in function of loop 
length.  
Table 4.1 : xDSL capacity (in Mb/s) in function of loop length, adapted from [21]. 
Line 
Length 
(m) 
 
ADSL ADSL2+ VDSL2, 
Profile 8B 
Up Down Up Down Up Down 
200 1.5 11.1 1.5 20.9 8.8 38.7 
400 1.5 10.3 1.5 19.0 7.4 33.1 
800 1.5 9.4 1.5 17.1 5.1 22.6 
1600 1.4 8.4 1.4 14.6 0.0 4.3 
3200 1.2 4.9 1.2 5.5 0.0 0.0 
The biggest contributor to the DSL delay is the head-of-line (HoL) or serialization 
delay. On serial links, high priority packets are buffered until all in-transmission 
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packets are transferred. In a worst-case scenario, an in-transmission HSI packet of 
1500 bytes, which is maximum MTU size, blocks a VoIP packet. The impact of 
head-of-line blocking delay is illustrated in Figure 4.3 where the delay induced by a 
1500 bytes packet is plotted against the DSL link speed. 
 
Figure 4.3 : HoL blocking delay in function of link capacity, adapted from [21]. 
Subtracting all these delays from the total access delay, we can conclude that a Head-
of-Line jitter of 30 ms is acceptable with a maximum MTU size of 1500 bytes the 
minimal required upstream link speed is 400 Kbps. Solutions avoiding having to 
provision > 400 Kbps in upstream are described in section 4.2.2.  
4.2 Femtocell-DSL Access Network 
4.2.1 Aggregation Network 
The aggregation deals with the network spanning from the DSLAM up to the BSR 
gateway. Figure 4.4 depicts the integration of femtocell traffic into the TPSDA 
aggregation network. Key elements of the TPSDA are intelligent access platforms 
such as DSLAM in conjunction with Broadband Service Aggregator (BSA) and 
Service Router (SR) network elements. 
Within the femtocell, DiffServ is used to differentiate between voice, video and HSI 
traffic. VoIP has the highest priority, then video services, followed by the various 
quality grades of HSI traffic. Using a separate PVC for femtocell facilitates SLA 
management and allows setting different policies for mobile and fixed traffic. 
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Figure 4.4 : Femtocell DSL aggregation network architecture [21]. 
When mobile services and fixed VoD and broadcast TV services share the same 
network resources, precautions need to be taken to avoid mobile services degrading 
fixed services vice versa. A static partitioning of the resources for fixed and mobile 
traffic offers a simple and efficient solution to manage resources. 
4.2.2 DSL Access Line Models 
A connectivity model is necessary to be used between home gateway and the 
DSLAM in order to connect the femtocell to the mobile core network. The first 
choice to be made is to use one or multiple PVCs for ADSL. Three different PVC 
models are illustrated in Figure 4.5. 
 Model 1, dedicated femtocell PVC: all femtocell traffic is carried over 
separate PVC.  
 Model 2, single PVC: simplest model where a single PVC is used. The PVC 
carries all fixed and mobile traffic irrespective of the QoS class.  
 Model 3, PVC per QoS class: As many PVCs are created as there are QoS 
classes. E.g. Fixed and mobile voice traffic is carried over the same PVC. 
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Figure 4.5 : PVC forwarding models [21]. 
Which model to apply depends largely on the application, available uplink speed and 
business model. Of the two multiple PVC models model 1 is preferred over model 3 
for the reasons that model 1 provides straightforward forwarding model on the 
DSLAM, independent QoS management for fixed and mobile services and does not 
cause IP forwarding problems.  
From QoS perspective, the DSLAM is a multiplexer/demultiplexer. In downstream 
the main traffic paradigm is segregation, while in upstream it is aggregation. QoS 
support in the DSLAM is based on DiffServ. To avoid service degradation admission 
control (AC) is performed on the DSLAM. DSLAM CAC works according to the 
following principles. The QoS management module is configured with the 
guaranteed DSL synchronization rate. A conversion factor is applied to the 
synchronization rate to account for the ATM or EFM overhead. In a next step the 
bandwidth is partitioned such that minimal bandwidths for voice, video or HSI traffic 
are maintained. All these parameters are used to define a CAC profile per DSL line. 
Once femtocell policies are set at the DSLAM, it is the role of the femtocell CAC 
module to submit or reject femtocell sessions.  
For these specific cases the femtocell service offering will be adapted to the available 
DSL capacity. To illustrate this with a numeric example, BSR femtocells are 
designed to support up to 4 users. When the pre-provisioned femtocell real-time 
bandwidth on the ADSL uplink is lower than the total required voice capacity it is 
the role of the BSR femtocell admission control function to reject service request that 
cannot be sustained over the DSL link. More details on the BSR femtocell CAC can 
be found in section 4.3.4. 
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4.2.3 Femtocell Home Network and Home Gateway Architecture 
The last part for the end-to-end femtocell solution is the connectivity model shown in 
Figure 4.6. The model is applicable to a standalone BSR femtocell or an integrated 
femtocell BS. In case of a standalone BSR femtocell, the femtocel base station is 
connected through a standard 100 Mbps Ethernet to one of the free HSI ports on the 
home gateway. With a wired 100 Mbps connection dedicated to femtocell, data 
problems with QoS on the home LAN are excluded. Within the home gateway both 
femtocell traffic and fixed HSI traffic are connected to the same routing instance. On 
the WAN side two IP addresses will be assigned, one for femto and one for fixed 
HSI. On the LAN side private IP addressing is used. The distinction between 
femtocell and fixed HSI data is based on the home gateway ethernet port on the LAN 
side. Within the Home gateway, a binding will be created between the ethernet port 
on the LAN side and the WAN side IP address. Similarly for uplink, the ethernet 
ports will be bound to a PVC, which can be either a fixed HSI PVC or the dedicated 
femtocell PVC. 
 
Figure 4.6 : Home network connectivity model [21]. 
To enable advanced QoS management of the femtocell traffic in the access and 
aggregation network, IPoE (IP over Ethernet) for femtocell traffic can be used. 
From a QoS perspective, the home gateway has to apply packet based QoS handling 
in upstream. Traffic could be mapped on a single or multiple PVC‟s dependent on 
the technology. The DSLAM will terminate the PVC‟s and will ensure packet 
oriented QOS treatment. As such a clear distinction can be made between different 
traffic classes in upstream on aggregation points. A similar message is valid in 
downstream. The use of multiple PVC‟s is only relevant for a potential HoL blocking 
problem [21]. 
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4.3 BSR Femtocell QoS Requirements 
4.3.1 QoS Classification and Marking (DSCP and 802.1p) 
The femtocell BSR is the endpoint for all UMTS, OA&M and network control traffic 
and needs to support QoS dependent on the type of traffic.  On IP layer, the femtocell 
has to tag each IP packet sent to the backhaul. Additionally the femtocell should 
support ethernet QoS tagging according to IEEE802.1p. Classification of data 
according to the four QoS classes is based on DSCP and/or 1p-bits of the outer IPsec 
tunnel. Both the DSCP, p-bit values and their mapping are configurable through the 
femtocell WMS. Femtocell DSCP & P-bit settings can be configured inline with the 
fixed DSL network SLA. The home gateway should map the traffic from the 
femtocell port to the service provider‟s network. This last point can be configured by 
the fixed network provider. 
4.3.2 Queue Management 
Femtocell should provide a queue management function to support up to 4 different 
QoS-based flows. Queue management supports priority, queue length and weights. 
For the conversational traffic has to be handled such that all packets in that queue 
will be processed first. A proper queuing scheduler should handle streaming, 
interactive and background traffic. Such queues supports Random early discard 
(RED) mechanisms to avoid starvation of traffic flows. Queue Length and weights 
should be optimized according the traffic model. Queue priority for these queues is 
fixed as Streaming > Interactive > Background. 
4.3.3 Traffic Shaping 
Femtocell should do traffic shaping in upstream according the available bandwidth of 
the backhaul. For traffic shaping, the femtocell can use the hierarchical token bucket 
mechanism, which allows borrowing of bandwidth between different traffic flows. 
Traffic Shaping guarantees that the overall bandwidth for traffic flows in upstream 
direction is not exceeded and avoids dropping of packets in an external home 
gateway. 
4.3.4 Admission Control for Transport 
Femtocell needs to support admission control for real time traffic like CS-Voice and 
CS-Data but not for data traffic. AC prevents congestion for real time traffic and is 
 
74 
used in the call setup phase. It ensures that there is enough bandwidth for the 
accepted flows. CAC for transport rejects CS-Voice and CS-Video conferencing 
sessions when there are not enough backhaul resources available or the number of 
calls being handled exceeds a specified limit. Background and interactive PS-data 
sessions don‟t require a guaranteed bandwidth. The only condition that is verified is 
a minimum available bandwidth of 8 Kbps per session (upstream/downstream) for 
accepting such services. For management and signaling traffic, the CAC should 
guarantee a minimum bandwidth of about 12 Kbps (upstream/downstream). 
4.3.5 Backhaul Bandwidth Resources on Femtocell 
For the two femtocell configurations „Standalone Femtocell‟ and „Integrated 
Femtocell‟, the femtocell application needs to know the available DSL bandwidth 
resources. In a „Integrated Femtocell‟ configuration, the bandwidth values are direct 
accessible without any further functions on femtocell application. In a „Standalone 
Femtocell‟ configuration the femtocell needs to measure the DSL bandwidth or it 
fetches the bandwidth value from the home gateway. The access to home gateway 
can be done by DHCP. 
4.3.6 Bandwidth Retrieval on BSR Femtocell 
The standalone femtocell supports bandwidth measurements for detecting the 
upstream/downstream bandwidth of the DSL if it is connected via a home gateway. 
This function can be controlled by OA&M. Bandwidth measurements are needed if 
the home gateway cannot provide the required DSL QoS parameters. The femtocell 
needs to be aware about the available upstream and downstream bandwidth. If 
femtocell is connected via an external home-gateway, it has no direct access to the 
physical bandwidth value that has been negotiated by the external DSL modem on 
home gateway. The negotiated bandwidth depends on distance and physical line 
quality of the individual DSL line which is not predictable. Therefore, a manual 
configuration is not adequate for a femtocell. Instead, a measurement is seen as more 
appropriate. If the femtocell is integrated with the DSL home gateway it has direct 
access to the available negotiated result and bandwidth measurements are not 
needed. 
4.3.7 DHCP and Backhaul Parameters 
If a home gateway is able to support a DHCP Server with backhaul parameters like: 
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 availablePhysicalDownlinkBandwidth 
 availablePhysicalUplinkBandwidth 
 maximumBurstSize 
then DHCP should be used on standalone femtocell instead of backhaul 
measurements. The home-gateway should be able to provide these numbers during 
each femtocell DHCP request but it should also support a renewal procedure if 
updates are needed. 
4.3.8 Avoidance of the Head-of-Line Blocking for Voice Packets 
Head-of-line blocking (HOL) or serialization delay is one of the issues to be solved 
when the femtocell is connected on relatively slow links. HoL causes unacceptable 
delays for real time voice packets due to large data packets.  For this reason, the 
femtocell needs IP fragmentation in upstream for data packets. The femtocell also 
needs autonomously adapt the MTU size according the detected upstream bandwidth. 
Moreover, it can be automatically adapted to any value between 1492 and 128 bytes. 
4.4 Femtocell Deployment Models for Mobile and Fixed Access Operators 
This section identifies how the femtocell QoS capabilities can be used to address the 
different business models associated to femtocell deployment. The control that a 
mobile operator has on the technical aspects of the solution varies as it can be full, 
partial or very limited control depending on the business model between mobile and 
fixed operator. In the three subsequent sections the differences, between the three 
major business models are detailed with some guidelines to further improve the end-
to-end solution. 
4.4.1 Single Integrated Fixed/Mobile Operator 
In the single operator scenario, the mobile operator manages both the fixed access 
network and mobile/femtocell access. This model offers the mobile operator full 
flexibility over the solution. All the principles as described before can be 
implemented depending on the installed base, network capabilities and operator 
strategies. At operational management level, the same provider manages both the 
home gateway and femtocell. It allows the femtocell management system to have full 
access to the DSL information like provisioned femtocell bandwidth, queue settings, 
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PVC configuration, synchronization rates, interleaving settings, etc. With this 
information, the femtocell central management can distribute policies to the 
femtocell by means of which admission control, marking, traffic shaping, etc can be 
optimized. 
4.4.2 Mobile and Fixed Operators with an SLA Agreement 
The mobile and fixed operator have a SLA in this model and mobile operator does 
not manage the DSL access line interconnecting the femtocell to the mobile operator 
core network. Therefore, the SLA will assure that the packet handling in the fixed 
operator network corresponds to the expected handling of the femtocell traffic 
although it is assumed that nothing can be imposed to the architecture that will 
support this SLA. The QoS related part of the SLA should specify aspects such as 
number of QoS classes, delay and jitter parameters, bandwidth,  packet loss, 
burstiness of traffic, etc. While this model still provides a good assurance of the 
ultimately service offered over femtocell, it does not provide the same level of QoS 
as the single integrated model described above. 
4.4.3 Independent Operators 
In this model, the mobile operator has no agreement with the fixed operator and the 
femtocell can be considered as a regular HSI device, like a PC or laptop. The 
consequence of no QoS SLA can cause unacceptable end-user experience over 
longer periods of time. The femtocell needs to develop a set of features to address the 
negative effects of the service offered to the end user such as femtocell queue 
management, measurement on the backhaul conditions, dynamic packet 
fragmentation, traffic prioritization etc. 
As most of the QoS issues occur in uplink direction they can, to a certain degree, be 
controlled from within the home network. E.g. simple prioritization of packets will 
drastically improve the QoE in case of congestion and will result in lower delays for 
real-time traffic [21]. 
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5.  SIMULATION RESULTS 
In this chapter, the simulation tool OPNET which we used for the femtocell voice 
call performance will be introduced. Then, the application, profile and QoS 
definition objects, related attributes and configurations applied in the simulation 
environment will be defined clearly for the proposed network. We will simulate the 
femtocell network performance and analyze the QoS requirements of the voice traffic 
for six different scenarios investigating the effects of using different DSCPs, queuing 
schemes, voice encoders, the effect of using a dedicated line for the voice call, ADSL 
uplink bandwidth and fragmentation by MTU size reduction.      
5.1 Optimized Network Engineering Tool (OPNET) 
Simulation Modeling is a valuable tool for network performance analysis, especially 
for today‟s network with complex architectures and topologies since designers can 
test their new ideas and carry out performance related studies, therefore freed from 
the burden of the "trial and error" hardware implementations. Some most used 
simulation tools are OPNET, QualNET, NS-2, J-Sim, OMNeT++, SWANS++, 
GrooveNeT, TRANS and NetSim to investigate the performance of network 
topologies. 
OPNET is a commercial network simulator used for simulations of both wired and 
wireless networks and allows to design and study communication networks, devices, 
protocols, and applications with great flexibility. It supports a wide range of wired 
and wireless technologies such as xDSL, ISDN, MANETs, IEEE 802.11 wireless 
LANs, UMTS, WiMAX, Bluetooth, and satellite networks when compared to other 
simulation tools. OPNET provides a graphical editor interface with a great flexible 
platform to build models for various network entities from physical layer modulator 
to application processes, and includes graphical packages and libraries for presenting 
simulation scenarios and results. All the components are modeled in an object-
oriented approach which gives intuitive easy mapping to real systems.  
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OPNET is a simulator built on top of a discrete event system. It simulates the system 
behavior by modeling each event happening in the system and processes it by user- 
defined processes. It uses a hierarchical strategy to organize all the models to build a 
whole network. The hierarchy models entities from physical link transceivers, 
antennas, to CPU running processes to manage queues or running protocols, to 
devices modeled by nodes with process modules and transceivers, to network model 
that connects all different kinds of nodes together. Each level of the hierarchy 
describes different aspects of the complete model being simulated. Models developed 
at one layer can be used by another model at a higher layer. Hierarchical model 
building consists of three components such as network editor, node editor and 
process editor models. The hierarchical modeling structure of OPNET is shown in 
Figure 5.1. 
 
Figure 5.1 : OPNET hierarchical modeling structure [33].  
Network editor is used to specify the physical topology of a communications 
network, which define the position and interconnection of communicating entit ies, 
i.e., node and link. The specific capabilities of each node are realized in the 
underlying model. A set of parameters or characteristics is attached with each model 
that can be set to customize the node's behavior. A node can either be fixed, mobile 
or satellite. Simplex (unidirectional) or duplex (bi-directional) point-to-point links 
connects pairs of nodes. A bus link provides a broadcast medium for an arbitrary 
number of attached devices. Mobile communication is supported by radio links. 
Links can also be customized to simulate the actual communication channels. 
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Communication devices created and interconnected at the network level need to be 
specified in the node domain using the node editor. Node models are expressed as 
interconnected modules. These modules can be grouped into two distinct categories. 
The first set is modules that have predefined characteristics and a set of built-in 
parameters. Examples are packet generators, point-to-point transmitters and radio 
receivers. The second group contains highly programmable modules. These modules 
referred to as processors and queues, rely on process model specifications. Each node 
is described by a block structured data flow diagram. Each programmable block in a 
Node Model has its functionality defined by a Process Model. Modules are 
interconnected by either packet streams or statistic wires. Packets are transferred 
between modules using packet streams. Statistic wires could be used to convey 
numeric signals. 
Process models, created using the process editor, are used to describe the logic flow 
and behavior of processor and queue modules. Communication between processes is 
supported by interrupts. Process models are expressed in a language called Proto-C, 
which consists of state transition diagrams (STDs), a library of kernel procedures, 
and the standard C programming language. The OPNET process editor uses a 
powerful state-transition diagram approach to support specification of any type of 
protocol, resource, application, algorithm, or queuing policy.  
OPNET also provides programming tools to define any type of packet format to be 
used in the designer‟s own protocols. Programming in OPNET includes the 
following major tasks: define protocol packet format, define the state transition 
machine for processes running the protocol, define process modules and transceiver 
modules needed in each device node, and finally define the network model by 
connecting the device nodes together using user-defined link models.  
There are three basic out of the five phases of the OPNET in a design cycle as 
illustrated in Figure 5.2. First, build models by choosing and configuring node 
models to use in simulations, such as a wireless node, trajectory, and so on. Second, 
execute the simulations by organizing the network and setting up connections for 
different entities. Third, analyze the results by selecting the desired statistics (local or 
global) to collect during the simulation. 
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Figure 5.2 : Modelling and simulation cycle in OPNET, adapted from [34]. 
The Simulation environment used in the thesis is OPNET modeler 14.0 educational 
version which includes xDSL toolkit, UMTS node and link models allowing to 
simulate the end to end femtocell network. With this simulation study, the end to end 
femtocell voice call performance considering voice traffic received, end-to-end delay 
and jitter will be analyzed while simultaneously handling the HSI, video and file 
transfer.  
5.2 OPNET Femtocell Network Simulation Objects and Configurations 
5.2.1 Application Definition Object 
In OPNET, application definition object includes a name and a description table that 
specifies various parameters. A user profile is built by using various application 
definitions.  An application definition specifies an application with parameters and 
may have tasks that may have multiple phases. A phase can have many requests and 
responses. Several example application configurations are available under "Default" 
setting. Voice encoder schemes specify encoder parameters for each of the encoder 
schemes used for generating voice traffic in the network. For example, "Voice over 
IP Call (GSM Quality)" indicates a voice application performing voice traffic using 
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different kinds of voice encoding schemes (G.711, G.729 A, G.723.1 5.3K, GSM FR, 
GSM EFR and GSM HR etc.) and type of service parameters. 
In the proposed femtocell network, there are four applications such as femtocell 
voice, web browsing, video conferencing and file transfer (FTP) originating from 
home/office location. Video, web browsing and FTP applications use servers for 
traffic flow namely video, web and FTP servers connected over a public internet 
cloud whereas voice traffic flows between femtocell voice user and macrocell voice 
user. All four applications are defined and configured on the application definition 
object. Table 5.1 shows the configurations of the application definition object for 
voice, video, web browsing and FTP applications used in the simulation scenarios. 
Table 5.1: Configuration of application definition object. 
Application Attribute Value 
Voice 
Silence Length (seconds) default 
Talk Spurt Length (seconds) default 
Symbolic Destination Name Voice Destination 
Encoder Scheme GSM EFR 
Voice Frames per Packet 1 
Type of service EF 
RSVP Parameters None 
Traffic Mix (%) All Discrete 
Signaling None 
Video 
Frame Interarrival Time 
Information 
5 Frames/sec 
Frame Size Information (bytes) 128x120 pixels 
Symbolic Destination Name Video Destination 
Type of service AF41 
RSVP Parameters None 
Traffic Mix (%) All Discrete 
Web 
Browsing 
HTTP Specification HTTP 1.1 
Page Interarrival Time (seconds) exponential (60) 
Pages Properties default 
Server Selection default 
RSVP Parameters None 
Type of service AF21 
 Command Mix (Get/Total) 50% 
 Inter-Request Time (seconds) exponential (360) 
 File Size (bytes) constant (50000) 
FTP Symbolic Server Name FTP Server 
 Type of service AF11 
 RSVP Parameters None 
 Back-End Custom Application Not Used 
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5.2.2 Profile Definition Object 
Profile definition object is used to create user profiles. These user profiles can then 
be specified on different nodes in the network to generate application layer traffic. 
The applications defined in the “Application Config” object are used by this object to 
configure profiles. Therefore, applications must be created by using the "Application 
Config" object before using this object. Traffic patterns followed by the applications 
can be specified as well as the configured profiles on this object. Configured profiles 
are then assigned to the workstations to enable them crerate the backround traffic and 
communicate the servers and other workstations. 
There are four profiles in the proposed femtocell network such as voice profile, video 
profile, HSI profile and FTP profile which are matched with the appropriate 
applications defined in the application definition object such as voice over IP (GSM 
Quality), video conferencing (heavy), web browsing (heavy) and file transfer (heavy) 
applications, respectively. Definitions of attributes in profile definition object can be 
defined as follows: 
 Profile Name: The symbolic name of the profile. 
 Applications: The different applications that are executed within this profile 
and their characteristics. 
 Operation Mode: Defines how applications will start. If set to serial ordered, 
all the application start one after each other in an ordered manner. 
 Start Time: Defines when during the simulation the profile session will start. 
 Duration: Defines the maximum amount of time allowed for the profile 
before it aborts. If set to end of simulation, the profile would abort only at the 
end of the simulation. 
 Repeatibility: Specifies the parameters used to repeat the execution of the 
profile. When set to once at start time, the profile will not be repeated after its 
duration time. 
Table 5.2 shows the profiles of the proposed network in profile definition object. 
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Table 5.2 : Profile Definitions and Configurations. 
Profile 
Name 
Applications Operation 
Mode 
Start 
Time 
(Seconds) 
Duration Repeatability 
Voice 
Profile 
Voice over 
IP Call 
(GSM 
Quality) 
Simultanous uniform 
(120, 140) 
End of 
Simulation 
Once at Start 
Time 
Video 
Profile 
Video 
Conferencing 
(Heavy) 
Simultanous constant 
(100) 
End of 
Simulation 
Once at Start 
Time 
HSI 
Profile 
Web 
Browsing 
(Heavy) 
Simultanous uniform 
(100, 110) 
End of 
Simulation 
Once at Start 
Time 
FTP 
Profile 
File Transfer 
(Heavy) 
Simultanous constant 
(100) 
End of 
Simulation 
Once at Start 
Time 
After creating the voice, video, web browsing (HTTP) and file transfer (FTP) 
applications and corresponding profiles in the application and profile definition 
objects respectively, profiles must be assigned to the workstations in the simulation 
environment properly to generate the backround traffic. “Application Supported 
Profiles” attribute of the workstations needs to be given by the appropriate profile 
name i.e. voice profile for the femtocell voice traffic and “Application Supported 
Services” of the servers must be assigned with the related application created in the 
application definition object previously i.e video conferencing application should be 
given for the video server‟s application supported service attribute.        
5.2.3 QoS Definition Object 
Qos definition object defines attribute configuration details for protocols supported at 
the IP layer. These specifications can be referenced by the individual nodes using 
symbolic names  (character strings). Different queuing profiles such as FIFO, WFQ,  
Priority Queuing, Custom Queuing, MWRR, MDRR  and DWRR is defined. Also, 
different CAR and RSVP profiles is defined that can be used in the network in the 
QoS definition object. 
Each queuing scheme (FIFO, PQ, WFQ, CQ etc.) has a table which each row 
represents one queue. Each queue has many parameters such as maximum queue 
size, classification scheme, weight, queue category, RED/WRED parameters.  
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While the maximum number of buffered packets is not reached, a queue can store 
packets, whatever the size of the queue. When this value is reached, the interface is 
in a state of congestion. This means that a queue which has more packets than its 
maximum queue size will drop incoming packets until either “Maximum Number of 
Packets” or “Maximum Queue Size” drops.  
Packets are placed in a queue according to some pre-defined criteria such as type of 
service (ToS), protocol, IP source address, IP destination address, TCP/UDP source 
port, TCP/UDP destination port. If an incomimg packet doesn't comply with any of 
the user-defined criteria as a classification scheme, it is put in the queue configured 
as the "Default Queue".  
Weight indicates the allocated bandwidth for the queue when using modified 
weighted round robin (MWRR), modified deficit round robin (MDRR), deficit 
weighted round robin (DWRR) and WFQ schemes.  A higher weight indicates larger 
allocated bandwidth and shorter delays. 
Queue category attribute determines whether the queue has the Default Queue and/or 
Low Latency Queue property.  Low latency queuing introduces strict priority into 
CQ and WFQ and enables use of a single, strict priority queue for delay-sensitive 
traffic. Traffic in this queue gets the highest priority, and only if this queue is empty, 
other queues is allowed to send traffic according to the traditional CQ and WFQ 
mechanism. The Default queue receives all traffic that does not match the 
clasisification criteria of any of the existing queues. Only one default queue can be 
configured for the given queuing environment. 
Random Early Detection (RED)  and Weighted Random  Early Detection (WRED) 
are  congestion avoidance  mechanisms. They have the  ability to recognize and act  
upon congestion on the  output direction of an  interface so as to reduce or  minimize 
the effect of that congestion by dropping  packets randomly. WRED takes into 
account the  type of service (TOS) by  increasing the dropping probability of low-
priority  traffic. RED with ECN (explicit congestion notification) specifies that 
datagrams be marked as CE (congestion experienced) rather  than getting dropped 
like in RED. 
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5.3 Simulation Scenarios 
In simulation scenarios, there are four users such as femtocell voice user, video user, 
HSI user and FTP user in the home/office location trying to communicate 
respectively with the macrocell voice user, video server, web server and FTP server 
over the ADSL broadband connection, which is provided by the xDSL toolkit in 
OPNET 14.0, with 4 Mbps downlink and 1 Mbps uplink speed from/to the ISP‟s 
DSLAM and service router. OPNET 14.0 also includes UMTS node and link models 
enabling us to construct the UMTS core network and investigate the UMTS 
femtocell performance with our proposed network as shown in Figure 5.3. 
 
Figure 5.3 : Proposed femtocell network architecture. 
In order to simulate the UMTS femtocell network to achieve the satisfactory voice 
call performance with the competing video conferencing, web browsing and file 
transfer applications, we used the umts_workstation node model as “User 
Equipment” for the UMTS femtocell and macrocell users and the 
ethernet_workstation node model for video, HSI and FTP users.  
In OPNET 14.0, user equipment model represents a UMTS workstation with client-
server  applications running over TCP/IP and UDP/IP. The workstation supports one  
underlying W-CDMA connection. This workstation requires a fixed amount  of time 
to route each packet, as  determined by the "IP Forwarding Rate" attribute of the 
node. Packets are routed on a first come-first-serve basis and may encounter queuing 
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at the lower protocol layers, depending on the transmission rates of the 
corresponding output interfaces. 
Voice over IP call (GSM Quality) is assigned to the voice profile application which 
is supported by the “Application Supported Profile” for the indoor femtocell voice 
user whereas the same application is defined as the “Application Supported Service” 
for the mobile macrocell voice user feeding from a macrocell base station. All the 
femtocell and macrocell users, Node-Bs (femtocell BSR and Macro BS), RNCs 
(Femto RNC and Macro RNC) and SGSNs (Femto SGSN and Macro SGSN) are 
served by the same GGSN namely UMTS GGSN in the network. To analyze the end-
to-end performance regarding the voice end-to-end delay, jitter, traffic received and 
derive the QoS requirements of the femtocell voice call with different DSCP values 
and queuing schemes, UMTS attributes of both femtocell and macrocell user 
equipments are configured for all simulation scenarios as shown in Table 5.3. 
Table 5.3 : UE UMTS attributes and values. 
UE UMTS Attributes Values 
UMTS GMM Timers Default 
Higher Layer Data to Logical Channel Mapping DiffServ-Based 
Logical Channel Definitions Default 
Queuing Scheme Strict Priority 
Logical Signaling Channel Definitions Default 
UMTS PDCP Compression Disable 
Delivery of Erroneous SDU (conversational) No 
Block Error Ratio (conversational) 1/100 
Maximum Bit Rate Uplink (kbps) (conversational) 64 
Maximum Bit Rate Downlink (kbps) (conversational) 64 
Guaranteed Bit Rate Uplink (kbps) (conversational) 64 
Guaranteed Bit Rate Downlink (kbps) (conversational) 64 
Delivery Order (conversational) No 
Maximum SDU Size (octets) (conversational) 1500 
Transfer Delay (ms) (conversational) 65,535 
Mapped Logical Ch Queuing Scheme (conversational) Strict Priority 
UMTS RACH QoS to ASC Mapping Default 
UMTS RLC Processing Time 0.005 
UMTS UE Cell State CELL_DCH 
Base station node model is represented as a Node-B that handles the connection of 
the UEs in its own cell with RNC and the rest of the UMTS network in OPNET 14.0. 
Node-B supports the ethernet connection to a UTRAN network and variable number 
of radio connections is available to camp the UEs in the cell. In UMTS core network, 
an important component that enables to specify many paramaters such as admission 
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control, channel configuration and handover is UMTS RNC model which serves as 
an RNC of a UTRAN participating in a UMTS network. It has the ability to support 
and manage up to 8 Node-Bs on the ATM interface and an unlimited number of 
Node-Bs on the IP interface. Each connection to a Node-B will either run over an 
ATM stack or an IP stack.  IP (PPP), ATM and ethernet interfaces are available for  
connectivity with the UMTS SGSN node. UMTS RNC common and shared channel 
configuration attributes used in the simulation scenarios is shown in Table 5.4. 
Table 5.4 : UMTS RNC common and shared channel attributes and values. 
UMTS RNC Common & Shared Channel 
Configuration Attributes 
Values 
FACH DL Transmission Time Interval (ms) 10 
FACH DL Type of Channel Coding Convolutional 
FACH DL Coding Rate Rate 1/3 
FACH DL Rate Matching Attribute 256 
FACH DL CRC Size (bits) 16 
FACH DL Data Rate (Kbps)  1920.0 Kbps 
FACH DL Block Error Rate 0.01 
FACH DL Max Number of Concurrent RABs 128 
FACH Scheduling Weights Default 
FACH UE Type C-RNTI 
RACH UL Transmission Time Interval (ms) 10 
RACH UL Type of Channel Coding Convolutional 
RACH UL Coding Rate Rate 1/3 
RACH UL Rate Matching Attribute 256 
RACH UL CRC Size (bits) 16 
RACH UL Data Rate (Kbps)  960.0 Kbps 
RACH UL ASC Parameters Default 
RACH UL AICH Transmission Timing Default 
DSCH UL & DL Transmission Time Interval (ms) 10 
DSCH UL & DL Type of Channel Coding Convolutional 
DSCH UL & DL Coding Rate Rate 1/3 
DSCH UL & DL Rate Matching Attribute 256 
DSCH UL & DL CRC Size (bits) 16 
DSCH Data Rate (Kbps) 1920.0 Kbps 
DSCH Block Error Rate 0.01 
UMTS SGSN node model represents an UMTS Serving GPRS Support Node 
(SGSN) and contains the ATM, ethernet and SLIP technologies. UMTS GGSN 
model represents an UMTS Gateway GPRS  Support Node (GGSN). The serial IP 
interfaces are used for connection with SGSN nodes via UMTS core network as Gn 
interfaces. The GTP protocol runs within IP in order to handle the GTP tunnels set 
between this node and a GGSN node. GTP tunnels are used to transport the UMTS 
traffic crossing across the UMTS core network. GTP parameters, GGSN ID, timers 
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and ToS to QoS mapping are the attributes that can be used to configure a UMTS 
network with the UMTS GGSN node model in OPNET 14.0.  
After setting up the proposed femtocell network as shown in Figure 5.3 by placing 
the xDSL modem, backbone routers (ISP service router and internet router), UMTS 
core network elements, UMTS and ethernet workstations/servers and internet cloud, 
then the proper connections were implemented by using 10BaseT ethernet 
connections between workstations and serving Node-B or xDSL modem, 
ADSL_IP_upstrm/ADSL_IP_dwnstrm between xDSL modem and ISP DSLAM, 
PPP_DS3 link model that allows IP traffic transportation for the backbone routers 
and UMTS core network to get and enable the all-IP based network architecture.  
Internet cloud namely “IP cloud” in OPNET 14.0 has two main attributes defined as 
“Packet Discard Ratio” and “Packet Latency”. Packet Discard Ratio specifies the 
percentage of packets dropped (ratio of  packets dropped to the total packets 
submitted to this cloud multiplied by 100) and Packet Latency specifies the average 
latency (in seconds) experienced by packets traversing through this cloud. We 
assumed the values as 1% and 0.05 seconds for Packet Discard Ratio and Packet 
Latency attributes of the IP cloud, respectively. 
For the initial simulation, we simulate our proposed femtocell network to investigate 
the voice traffic received, end-to-end delay, jitter and video, web browsing (HTTP), 
file transfer (FTP) traffic received values by setting the type of service attribute of 
the femtocell voice traffic, video conferencing, web browsing (HTTP) and file 
transfer (FTP) applications as “Best Effort (0)”, AF41, AF21 and AF11 DSCP 
values, respectively. We should also choose the global statistics such as voice traffic 
sent/received (bytes/sec), voice packet end-to-end delay (sec), voice jitter (sec), FTP 
traffic sent/received (bytes/sec), HTTP traffic sent/received (bytes/sec) and video 
conferencing traffic sent/received (bytes/sec). Figure 5.4, Figure 5.5 and Figure 5.6 
shows the graphical simulation results of file transfer (FTP) traffic sent/received 
(bytes/sec), web browsing (HTTP) traffic sent/received (bytes/sec), video 
conferencing traffic sent/received (bytes/sec) in overlaid statistics.     
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Figure 5.4 : FTP traffic received (bytes/sec). 
 
Figure 5.5 : HTTP traffic received (bytes/sec). 
 
Figure 5.6 : Video conferencing traffic received (bytes/sec). 
FTP, web browsing and video conferencing are crossing through the internet cloud 
which has actually a lossy and delay nature. Therefore, in all three applications, some 
amount of packet loss and delayed version of the sent data is inevitable which is 
supported by the simulation analysis. 
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Figure 5.7 and Figure 5.8 illustrate the femtocell voice traffic sent/received 
(bytes/sec) and voice packet end-to-end delay (sec). Whereas 3300 bytes/sec voice 
traffic consistently is sent over the network to the macrocell voice user within time 
interval (2 min. 12 sec. – 4 min. 17 sec.), received traffic reaches to its maximum 
value as 1717 bytes and thus a high and unacceptable packet loss is occurred after 2 
min.21 sec. and  thus Best-Effort type of service for femtocell voice call in our initial 
simulation study makes traffic transmission impossible. Also, for the received part of 
the voice traffic, end-to-end delay is extremely high ranging between 1600 and 2600 
msec. before employing the QoS techniques that lead us achieve the desired 
performance. 
 
Figure 5.7 : Best-Effort voice traffic received (bytes/sec).  
 
Figure 5.8 : Best-Effort voice packet end-to-end delay (sec). 
On the other hand, Figure 5.9 shows another important QoS parameter namely jitter 
which means delay variation between voice packets make no sense due to the bad 
performance in terms of traffic delivery. Therefore, we need to take some 
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precautions to enhance the system performance with early-mentioned QoS schemes 
for the acceptable performance metrics such as traffic throughput, delay and jitter. 
 
Figure 5.9 : Best-Effort voice jitter (sec). 
5.3.1 Effects of Using Differentiated Services Code Points (DCSPs) 
In order to show the effect of DiffServ code points (DSCPs), we changed the type of 
service of the femtocell voice application with the proper forwarding schemes such 
as EF and AFxy per hop behaviours discussed in Section 3.4.1. Using DSCP could 
provide better and stable values, enhance the traffic throughput, decrease the end-to-
end delay and jitter for the femtocell voice call according to their drop probabilities. 
Figure 5.10, Figure 5.11 and Figure 5.12 shows the effect of using DSCPs on the 
performance for voice traffic received, end-to-end delay and jitter, respectively. 
 
Figure 5.10 : Effect of DSCPs on voice traffic received (bytes/sec). 
EF and AFxy forwarding schemes (EF, AF41, AF42 and AF43) enabled low loss, 
low delay and assured throughput which overlaps in all figures showing the effect of 
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DSCP and all sent femtocell voice traffic could be received nearly without any loss 
where as AF31, AF21 and AF11 fails due to their higher packet drop probability 
characteristics. 
 
(a)  Large-Scaled graph of voice end-to-end delay (sec) 
 
(b)  Micro-Scaled graph of voice end-to-end delay (sec) 
Figure 5.11 : Effect of DSCPs on voice packet end-to-end delay (sec). 
In Figure 5.11 (a) and (b), the end-to-end delay value is 172 miliseconds for the 
voice traffic with the help of just using the DSCP and stable throughout the traffic 
transmission period by EF and AFxy forwarding schemes overlapping on the graph. 
However 172 miliseconds is not good enough and unacceptable for the voice traffic 
which needs strict priority handling and low-delay requirements. 
EF and AFxy forwarding schemes also provide us desired voice jitter value which is 
almost zero as shown in Figure 5.12. 
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Figure 5.12 : Effect of DSCPs on voice jitter (sec). 
But, we still have a clear trouble with end-to-end voice delay which should be less 
than 150 miliseconds that we defined as in Section 3.3.1. So, some extra effort with 
different techniques must be considered for the critical femtocell voice traffic. 
5.3.2 Effects of Using Different Queuing Schemes 
In this scenario, we simulate our proposed femtocell network by using different 
queuing schemes with EF DSCP value since ADSL we used for the backhaul 
connection is the bottleneck of our network and femtocell voice traffic should be 
considered against congestion over the femtocell Base Station Router (BSR) at 
home/office location and DSLAM at the service provider location. By selecting the 
ADSL connection link model in the simulation area, then we can configure the 
proper interfaces of ADSL modem and DSLAM with the desired queuing scheme 
from Protocols>IP>QoS>Configure QoS based on either “ToS Based” or “DSCP 
Based”. Since we use EF DSCP value for our simulation scenarios, we choose the 
“DSCP based” option. OPNET 14.0 includes FIFO, PQ, CQ and class-based WFQ 
schemes and we also have chance to use the LLQ with CQ and class-based WFQ. 
Simulation results by using different combinations of queuing schemes for femtocell 
voice traffic received, end-to-end delay and jitter is illustrated in Figure 5.13, Figure 
5.14 and 5.15, respectively.           
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(a)  Large-Scaled graph of voice traffic received (bytes/sec) 
 
(b)  Micro-Scaled graph of voice traffic received (bytes/sec) 
Figure 5.13 : Effect of queuing schemes on voice traffic received (bytes/sec). 
As shown in Figure 5.13 (a) and (b), class-based WFQ and class-based WFQ with 
LLQ has the same effect on voice received and exhibits better performance 
compared to other queuing schemes since class-based WFQ provides fair usage of 
the bandwidth and thus allocates total bandwidth between the competing broadband 
users such as FTP, video and web browsing applications.  
However, the other queuing schemes such as FIFO, PQ and CQ gives approximately 
the desired result, but not reside in acceptable and noticable range for femtocell voice 
traffic throughput as shown in Figure 5.13.     
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(a)  Large-Scaled graph of voice end-to-end delay (sec) 
 
(b)  Micro-Scaled graph of voice end-to-end delay (sec) 
Figure 5.14 : Effect of queuing schemes on voice packet end-to-end delay (sec). 
In terms of the voice end-to-end delay, as shown in Figure 5.14 (a) and (b), the best 
performance is provided with class-based WFQ or class-based WFQ with LLQ 
which reduces latency to 136 msec and makes it to reside below acceptable value 
whereas the latency value is 200 msec with other queuing schemes such as FIFO, CQ 
and PQ and out of the noticiable range of the voice communication in our network. 
Figure 5.15 shows the voice jitter performance for all queuing schemes that provides 
almost zero voice jitter. Hence, by using EF DSCP value and class-based WFQ 
forwarding scheme, we could achieve the desired femtocell voice transmission 
quality and obtain extremely good result.  
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Figure 5.15 : Effect of queuing schemes on voice jitter (sec). 
5.3.3 Effects of Using Different Voice Encoders 
Up to now, we used the GSM EFR voice codec which is the counterpart of 12.2 
Kbps AMR voice encoding scheme that is actually used to take place with UMTS 
technology. However, we also should analyze the performance of our network with 
different voice encoders such as G.711, G.729, G.723, GSM FR and GSM HR to 
investigate the effects on QoS. Figure 5.16, Figure 5.17 and Figure 5.18 shows the 
simulation results of network performance with respect voice received, end-to-end 
delay and jitter with different voice encoding schemes, respectively. 
 
Figure 5.16 : Effect of voice codecs on voice traffic received (bytes/sec). 
GSM FR and GSM EFR (AMR 12.2 Kbps) codecs provide more voice traffic 
received than the other voice encoder schemes as shown in Figure 5.16. Simulation 
result shows us that traffic flow is imposible when G.711 is used. Figure 5.17 (a) and 
(b) shows the femtocell voice packet with different voice codecs. GSM EFR, GSM 
FR and GSM HR codecs provides the end-to-end delay keep in acceptable range of 
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136 miliseconds. Meanwhile, G.723 also supports the voice transmission with its 153 
miliseconds value in terms of its end-to-end delay peformance. But, the other 
scehems such as G.711 and G.729 are not proper to use for the femtocell voice 
traffic.       
 
(a)  Large-Scaled graph of voice end-to-end delay (sec) 
 
(b)  Micro-Scaled graph of voice end-to-end delay (sec) 
Figure 5.17 : Effect of voice codecs on voice packet end-to-end delay (sec). 
In Figure 5.18, voice jitter performance of the codecs are illustrated and also states 
that the GSM EFR, GSM FR, GSM HR and G.723 are the appropriate voice 
encoding schemes to be used for the femtocell conversational class voice service.  
 
Figure 5.18 : Effect of voice codecs on voice jitter (sec). 
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5.3.4 Effects of Using a Dedicated Line for Femtocell Voice Traffic 
Femtocell voice traffic uses ADSL broadband connection as the backhaul and can be 
carried over either shared public internet network or a dedicated line connecting 
directly to the mobile operator core network which also means using a separate PVC 
for the femtocell bearer voice traffic. In order to show the positive effect of using a 
dedicated line or separate PVC to the performance on QoS for the femtocell voice 
traffic, we simulate the network scenario as shown in Figure 5.19 and compare the 
results we get with the previous proposed network in terms of voice traffic received, 
end-to-end delay and jitter.    
 
Figure 5.19 : Femtocell network with voice over shared internet connection. 
As shown in Figure 5.20, total throughput and received voice traffic by using a 
dedicated line for femtocell to core network connection is more than sending the 
interactive and delay sensitive voice traffic over the shared internet connection which 
packet loss and latency is naturally exposed. 
 
Figure 5.20 : Effect of using dedicated line on voice traffic received (bytes/sec). 
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In Figure 5.21 (a) and (b), voice packet end-to-end delay is illustrated for “Over 
Internet” and “Separate PVC (Dedicated Line)” simulations for femtocell voice 
traffic. While we already provide the 136 miliseconds for the end-to-end delay value 
in dedicated line scenario, it is out of the acceptable range as 185 miliseconds when 
we send the voice traffic over shared internet connection. 
 
(a)  Large-Scaled graph of voice end-to-end delay (sec) 
 
(b)  Micro-Scaled graph of voice end-to-end delay (sec) 
Figure 5.21 : Effect of using dedicated line on voice packet end-to-end delay (sec). 
In Figure 5.22, voice jitter performance of both method is the same since the self 
latency values are stable throughout the traffic flow. 
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Figure 5.22 : Effect of using dedicated line on voice jitter (sec). 
5.3.5 Effects of ADSL Uplink Bandwidth 
In this scenario, we simulate our proposed network with different ADSL bandwidth 
values such as 4 Mbps (has 1 Mbps upload rate) and 1 Mbps (has 256 Kbps upload 
rate) dowload rates to investigate the effect on the voice performance since the 
upload speed of the ADSL connection is bottleneck of our system. Simulation results 
are shown in Figure 5.23, Figure 5.24 and  Figure 5.25. 
 
Figure 5.23 : Effect of ADSL bandwidth on voice traffic received (bytes/sec). 
In Figure 5.23, voice traffic received with 4 Mbps download rate is more than the 
one received with 1 Mbps download rate which is the expected outcome since some 
packets are dropped due to the slow link speed to be able to provide the interactive 
voice packets reach its destination on time.  
In Figure 5.24 (a) and (b), voice packet end-to-end delay performance of both 4 
Mbp/s and 1Mbps links are shown where 4 Mbps link provides the desired value as 
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136 miliseconds, latency performance is out of the acceptable range as 158 
miliseconds with 1 Mbps link. However, it is also possible to use 1 Mbps connection 
with the QoS schemes applied so far for the backhaul, since 158 miliseconds delay 
can be tolerated in some mandatory conditions. 
  
(a)  Large-Scaled graph of voice end-to-end delay (sec) 
 
(b)  Micro-Scaled graph of voice end-to-end delay (sec) 
Figure 5.24 : Effect of ADSL bandwidth on voice packet end-to-end delay (sec). 
In Figure 5.25, voice jitter performance is better with 4 Mbps link and it is nearly 
zero. However, the voice delay variation is some how changing when we decrease 
the ADSL link speed to such a value like 1 Mbps.   
 
Figure 5.25 : Effect of ADSL bandwidth on voice jitter (sec). 
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5.3.6 Effects of Using Fragmentation by MTU Size Reduction 
In this scenario, we again simulate our proposed network with all applications, but 
set the file size of the FTP application to 10 Mbps to analyze and derive the 
acceptable value for MTU size for FTP application in heavy file load simulation 
environment since heavy FTP download in the network means indispensable source 
of jitter and latency for the voice traffic due to the large transfer units of FTP 
application. Voice traffic received (bytes/sec), voice packet end-to-end delay (sec) 
and voice jitter (sec) performance of the simulations are illustrated in Figure 5.26, 
5.27 and 5.28, respectively. We use 1500, 900, 300 and 100 bytes values which 
means fragmentation by using different MTU size for the FTP application. 
Figure 5.26 (a) and (b) shows the total voice traffic received for four of the MTU size 
values mentioned. 
 
(a)  Large-Scaled graph of voice traffic received (bytes/sec) 
 
(b) Micro-Scaled graph of voice traffic received (bytes/sec) 
Figure 5.26 : Effect of fragmentation on voice traffic received (bytes/sec). 
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In Figure 5.27 (a) and (b), femtocell voice packet end-to-end delay performance with 
different MTU size values is shown. While 1500 bytes, 900 bytes and 100 bytes are 
clearly unacceptable delay values, 300 bytes yields the desired voice delay 
performance, however using 300 bytes performs better over the all values for the 
MTU size of FTP application since the decreasing the MTU size also causes the 
extra header bytes added to the FTP packets and thus this results in bloating of the 
FTP packets and actually degrading the voice performance. With 300 bytes value, 
the voice latency can be kept as 136 miliseconds.    
 
(a)  Large-Scaled graph of voice end-to-end delay (sec) 
 
(b)  Micro-Scaled graph of voice end-to-end delay (sec) 
Figure 5.27 : Effect of fragmentation on voice packet end-to-end delay (sec). 
As shown in Figure 5.28, the voice jitter performance of simulation carried out with 
300 bytes MTU size value gives better result paralelly obtained as in the end-to-end 
delay graphs. 
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(a)  Large-Scaled graph of voice jitter (sec) 
 
(b)  Micro-Scaled graph of voice jitter (sec) 
Figure 5.28 : Effect of fragmentation on voice jitter (sec). 
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6. CONCLUSION AND RECOMMENDATIONS 
This thesis evaluated the performance and quality of service requirements of 
femtocell voice traffic by using ADSL broadband connection for the backhaul link 
and UMTS as the radio access technology with six different scenarios with the help 
of OPNET 14.0 simulation tool. In terms of voice traffic service quality, voice traffic 
received (bytes/sec), packet end-to-end delay (sec) and voice jitter (sec) parameters 
were considered and measured.  
In this thesis, we simulated our proposed network that consists of voice, video 
conferencing, web browsing and FTP applications which all sharing the network 
resources simultaneously. For the initial simulations which we send the voice with 
Best-Effort type of service, it is observed that the real-time voice communication is 
impossible due to the competing non real-time applications. Since femtocell voice 
traffic is real-time and very sensitive to end-to-end delay, delay variation and 
congestion between the base station router and ISP DSLAM that is connected with 
ADSL as backhaul, the bottleneck of our system, we used different forwarding and 
queuing schemes to keep the performance parameters in the acceptable range and to 
make the voice traffic noticeable. 
We used EF and AFxy (AF41, AF42, AF43, AF31, AF21 and AF11) forwarding 
schemes (DSCPs) for femtocell voice application for the first scenario while 
assigning AF41, AF21 and AF11 to video conferencing, web browsing and FTP 
applications, respectively. EF and AF4y (AF41, AF42 and AF43) could reduce the 
voice end-to-end delay to 172 msec, the other AF schemes failed. On the other hand, 
the voice traffic received and jitter with EF and AF4y is reasonably satisfactory. But 
we needed to improve the performance of the system regarding end-to-end delay by 
using other QoS methods. 
For the second simulation scenario, we considered to use different queuing schemes 
such as FIFO, PQ, CQ, CQ with LLQ, CBWFQ, CBWFQ with LLQ. We could 
obtain 136 msec end-to-end delay value for CBWFQ and CBWFQ with LLQ since 
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CBWFQ guaranteed bandwidth for each traffic class including voice application. 
With combination of EF scheme, CBWFQ could provide the voice end-to-end delay 
to be kept in acceptable range, whereas the other queuing schemes could just yield 
180 msec latency value and failed. Voice traffic received and jitter with CBWFQ is 
extremely satisfactory and stable during the transmission period. 
In the third simulation scenario, voice encoder schemes G.711, G729, G723, GSM 
EFR, GSM FR and GSM HR was evaluated and only GSM EFR, GSM FR and GSM 
HR codecs could provide the end-to-end delay as 136 msec and acceptable jitter 
whereas G.723 yields 153 msec which can also be acceptable, G.729 and G.723 
failed. However, only GSM EFR and GSM FR codecs are proper in terms of voice 
traffic received. 
Using a dedicated line or a separate PVC for femtocell voice traffic is certainly 
required for the desired voice quality. Not separating femtocell traffic from other 
competing applications in the network could result in 185 msec end-to-end delay, 
less voice traffic received and thus unacceptable. So, using a dedicated line (separate 
PVC) is a must in femtocell deployments. On the other hand, the uplink bandwidth 
of the ADSL is another critical identifier on the performance. End-to-end delay is 
nearly 160 msec and jitter is not stable with 1 Mbps ADSL connection (has 256 Kbps 
uplink) as downlink rate. So, it is better to use a 4 Mbps ADSL backhaul. 
Finally, we analyzed the effect of using different MTU size for the heavy FTP 
application (10 MB) and observed the voice traffic performance with 1500, 900, 300 
and 100 bytes MTU size values. Only 300 bytes MTU size yields the acceptable 
latency value of 136 msec, voice traffic received and jitter. Decreasing MTU size 
means increasing granularity between the FTP packets and provides the voice 
packets to interleave them which is called fragmentation and prvides link efficiency. 
However, when we decrease MTU size further such as 100 bytes, it results in worse 
voice performance due to the added extra header bytes to the FTP payload.  
This thesis only considered the UMTS radio access technology. In further research 
studies, LTE and WIMAX femtocells can be evaluated for the performance analysis 
of femtocell deployments.                    
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