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A code is defined to be reversible if its code-word set is invariant 
under a reversal of the digits in each code word. Such codes may 
have application in certain data storage and retrieval systems. It  is 
shown that cyclic codes and convolutional codes are reversible when 
and only when their code-generating polynomials are self-reciprocal. 
Reversible codes are quite rare therefore, but it is shown that an im- 
portant subclass of the Bose-Chaudhuri codes consists entirely of re- 
versible codes. Techniques are developed by which any nonreversible 
cyclic code can be converted into a reversible cyclic code with at 
least as much error-correcting power, but at the cost of increased 
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code redundancy. The redundancy of the derived code is at most 
twice that of the original code, and the derived code can be decoded 
by a decoder constructed for the original code. Similarly, it is shown 
how any nonreversible convolutional code can be converted into a 
reversible convolutional code with at least as much error-correcting 
power, but at the cost of increased code constraint length. Again the 
derived code can be decoded by substantially the same decoder as 
for the original code. 
I. INTRODUCTION 
Considerable use has been made in coding theory of transformations 
which leave invariant he code-word set of an error-correcting code, e.g., 
the cyclic shift which leaves invariant he code-word set of a cyclic code. 
In this paper, the transformation that consists of reversing the order of 
the digits in a code word will be studied in some detail. Codes invariant 
under this transformation are of practical value in certain data storage 
applications and may be of some theoretical interest as well. 
II. REVERSIBLE BLOCK CODES 
DEFINITION. A block code will be called reversible if the block of digits 
formed by reversing the order of the digits in a code word is always 
another code word in the same code. 
According to this definition, a block code is reversible if and only if its 
code-word set is invariant under the reversing transformation. For 
example, the binary code with the code word set { 101,010} is reversible, 
but the code {110, 001} is not. (Braces will designate the set consisting 
of the elements within braces.) Similarly, the linear binary code {110, 
011,101,000} is reversible, but the linear code {111,100, 011,000} is not. 
Suppose that information has been encoded into a block code and the 
code word placed in a storage medium. It  may be advantageous to read 
out the stored data beginning from either end of the stored block, e.g., 
only the data at one end of the block may be of interest. If the entire 
block must be read into the decoder before the decoding process begins, 
there is no advantage in the code being reversible. Suppose, however, 
that the code can be decoded igit-by-digit by feeding the block into a 
sequential circuit. If the code is reversible, then the same decoding cir- 
cuit can be used regardless of which end of the block is processed first. 
Cyclic codes (and convolutional codes which will be considered later) 
can be decoded by sequential circuits, and hence the invariance of these 
codes under the reversing transformation is of special interest. 
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III. REVERSIBLE CYCLIC CODES 
In studying cyclic codes, we will use the polynomial representation a d 
will follow the notation of Peterson (1961) as closely as possible. Let 
g(X) = go + glX + • • • + X ~, go ~ O, be a monic polynomial of degree 
r with coefficients in the finite field GF(q). Let n be the smallest integer 
such that g(X) divides X ~ - 1. The cyclic code generated by g(X) is 
the set of all n-tuples (f0, f l ,  . . .  f~-l) such that g(X) is a divisor of 
f (X )  = fo + f ix  + .. .  + f~-lX ~-1. (For convenience we shall refer to 
f (X)  itself as the code word.) In other words, f (X)  = g(X) j (X),  where 
j (X)  is a polynomial of degree n - r - 1 or less, when and only when 
f (X)  is a code word. Since j (X)  can be any of q~-~ distinct polynomials, 
the cyclic code generated by g(X) is an (n, t~) cede having k = n - r. 
The code redundancy is r digits and the code rate is (n - r)/n informa- 
tion digits per code digit. 
Consider now the n-tuple (f~_~, . . .  f l ,  f0) formed by reversing the 
digits in a code word of a cyclic code. This reversed n-tuple corresponds 
to the polynomial f~(X) given by 
fR(X) = X~-~f(X-~). (1) 
But since f (X)  = g(X) j (X),  (1) may be written 
r X~-~-I.,X-I,tr-1X~ ,X-I,~ fn(X) = [go J( )J[g0 g( )J. (2) 
--1 r --1 The monic polynomial go X g(X ) is the reciprocal polynomial of g(X) 
and will be denoted as gR(X). 
D~FIXlTIO~. The monic polynomial g(X) will be called self-reciprocal 
if and only if g(X) = gR(X). 
From (2), it can be seen that over all q~-~ distinct choices of j (X ) ,  the 
set of reversed code words form the (n, n - r) cyclic code generated by 
the monic polynomial gR(X). This is the same code as the original code 
generated by g(X) if and only if g(X) = ge(X). Thus, we have 
THEOREM 1. The cyclic code generated by the monic polynomial g(X) is 
reversible if and only if g ( X) is self-reciprocal. 
A decoder for a cyclic code may be considered as a device which re- 
covers the code word f (X )  f romf(X)  + E(X) when E(X) is a correct- 
able error pattern. If the code is reversible, the same decoder can be used 
to recover fR (X) from a reversed block since fR (X) is a valid code word 
in the same code. One point of the implementation of reversible cyclic 
codes, namely the recovery of the information symbols from f (X)  or 
from fR (X), deserves further attention. In the usual case, an information 
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• , ~Tn- - r - -1  sequence io --k i lX --k • "" ~ . . . .  12, or i( X )  is encoded into 
f (Z )  = g(X) j (X )  = Xr i (X)  - r (Z)  (3) 
where r (X)  has degree r - 1 or less and is the remainder when X"i(X)  
is divided by g(X).  The information digits then appear in the n - r 
highest order positions of f (X )  and can be recovered irectly from f (X )  
or f~ (X). Sometimes, however, encoding is performed by setting j (X) in 
(3) equal to the information polynomial i (X) .  In this case, it can be 
seen from (2) that dividing fR(X) by g(X) results in goX~-~-Xi(X -1) 
which must be multiplied by go 1 before it becomes the correct reversed 
information sequence. This is the only difference from the procedure 
used to recover i (X )  from f (X ) .  
IV. CLASSES OF REVERSIBLE CYCLIC CODES 
Several well-known classes of codes will now be examined to deter- 
mine whether they are reversible. For this purpose, it is convenient to 
restate Theorem 1 in slightly different form. Let {/51, ~2, "'" fir} be the 
set of roots of g(X).  If 5 is a root of g(X),  then 5-i is a root of gR(X). 
Thus the set of roots of g~(X) is {571, 571, . . .  ~71}. Finally, observing 
that two monic polynomials are equal if and only if they have the same 
set of roots, we see that Theorem 1 can be written as: 
THEOREM 1A. Let {~ , ~2 , • • • fir} be the set of roots of g(X).  The cyclic 
code generated by g( X)  is reversible if and only if 
{~1, ~,  -.. ~} = {~7', ~71, . . .  ~1}.  
Before applying Theorem 1A, we shall require a lemma which com- 
pletely characterizes the se]f-reciprocal status of primitive polynomials. 
A polynomial p(X)  of degree m with coefficients in GF(q) is said to be 
primitive if every root ~ is such that a is a primitive element of the ex- 
0 2 . o qm- -2  tension field GF(qm), i.e. a ,  a, a ,  .. are all the non-zero elements 
of G~'(q~). 
LEM~A 1. Let p(X)  be a monic primitive polynomial of degree m with 
coe~cients in GF(q), then: 
(a) in GF(2), p(X)  = X + 1 and p(X)  = X ~ + X + 1 are self- 
reciprocal, 
(b) in GF (3), p(X)  = X + 1 is self-reciprocal, but 
(e) no other p( X)  is self-reciprocal. 
This lemma is stated as an exercise in Peterson (1961) p. 106. 
With the aid of Lemma 1, it will be shown that the binary cyclic 
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Hamming codes and the maximal-length codes are not reversible xcept 
in trivial instances. Consider first the binary cyclic Hamming codes 
(Peterson, 1961). These are sphere-packed codes with minimum dis- 
tance three obtained by taking g(X) = p(X) where p(X) is a primitive 
polynomial in GF(2) with degree m => 2. Thus, from Lemma 1, the only 
reversible such code is that generated by g(X) = X 2 + X + 1. This is 
the trivial (3, 1) code with code-word set { 111, 000}. In summary, 
TI~EOREM 2. The trivial (3, 1) code is the only reversible binary cyclic 
Hamming code. 
Consider next the maximal-length codes (Peterson, 1961). These are 
cyclic codes generated by g(X) such that 
g(X)p(Z)  = X ~-1 - 1 (6) 
where p(X) is a primitive polynomial of degree m. The right-hand-side 
of (6) is self-reciprocal. If the code is reversible, g(X) is self-reciprocal 
and hence so must be p(X). Thus, from Lemma 1, the only reversible 
maximM-length codes are those generated by g(X) where p(X) in (6) 
is: (a) X ~ + X + 1 in GF(2) ; this yields g(X) = X + i which generates 
the (3, 2) code with code-word set {110, 011,101,000}, and (b) X + 1 
in GF(3); this yields g(X) = X + 2 which generates the (2, 1) code 
with code-word set {00, 21, 12}. In summary, 
THEOREM 3. The trivial (3, 2) binary code and the trivial (2, 1) ternary 
code are the only reversible maximal-length codes. 
Theorems 2 and 3 arc somewhat discouraging, but fortunately there 
is at least one important class of cyclic codes that are reversible. These 
are given in the next theorem and are a subclass of the elass of codes 
discovered independently b  Bose-Chaudhuri (1960) and Hoequenghem 
(1959). 
THEOREM 4. Let ~ be any element of GF(q ~) and let g(X) be the mini- 
mum degree monic polynomial having as roots ~-t, f~-t+l, . . .  fl0 = 1, f~, 
. . .  fit. Then g( X) generates a reversible Bose-Chaudhuri code with mini- 
mum distance at least 2t + 2. 
PnooF: It follows immediately from Theorem 1A that the cyclic code 
generated by g(X) is reversible. Since g(X) has 2t + 1 consecutive 
powers of f~ as roots, it generates a Bose-Chaudhuri code with minimum 
distance at least 2t -t- 2. Q.E.D. 
In Table I, we list several reversible Bose-Chaudhuri codes obtained 
from Theorem 4 by taking f~ = a where a is a primitive element of 
GF(2m). The "ordinary" Bose-Chaudhuri codes with the same guaran- 
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TABLE I 
COMPARISON OF REVERSIBLE AND ORDINARY (NONREVERSIBLE) 
BOSE -CHAuDI-IURI CODES 
r r ~ r 
n 2t+2 (reversible) (ordinary) n 2 t+2 (reversible) (ordinary) 
15 6 9 9 127 6 15 15 
31 6 11 11 10 29 29 
10 21 21 14 43 43 
6 13 13 18 57 -- 
10 25 25 20 -- 57 
14 37 34 22 71 64 
18 43 -- 26 85 --  
22 49 46 28 -- 77 
38 99 -- 
44 --  99 
63 
teed minimum distance are shown for comparison. These latter codes 
are not reversible and are generated by the minimum degree polynomial 
2 2t having 1, a, a ,  • • • , a as roots. I t  can be seen from Table I that in 
many cases the reversible code has the same redundancy as the ordinary 
code, but, especially at low rates, the reversibility must sometimes be 
purchased at the price of increased code redundancy. 
V. AUGMENTATION OF NONREVERSIBLE CYCLIC CODES 
When a cyclic code is not reversible, it is still possible at the expense 
of code redundancy to use it as a reversible code by allowing as code 
words only some reversible cyclic subset of the original code-word set. 
This might be desirable when a decoder already exists for the non- 
reversible code, but the practical problem at hand requires the use of a 
reversible code. We will now show how this process can be done in an 
optimum manner; the technique is strikingly similar to one that will be 
developed later for eonvolutional codes. 
Let g(X), assumed for convenience to have no repeated roots, be a 
monic polynomial of degree r. Let 
g(X) = ~ mdX)  (7) 
be the unique decomposition of g(X) into monie irreducible factors. 
Partition the indices i into two sets, F1 and F2, such that F1 contains 
all i for which m~(X) is self-reciprocal nd all pairs i and j such that 
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m~(X) is the reciprocal of mj(X).  Then F2 contains all and only those i
such that the reciprocal of m~(X) is not a factor of g(X). We define the 
augmented polynomial, g~ (X),  associated with g( X)  to be 
g (X) = g(z) I I  m i(x) (8) 
iEF2 
where m,i(X)  is the (monic) reciprocal polynomial of mi(X).  From 
(8), it follows that g~(X) is the minimum degree monic polynomial 
having g(X) as a factor since if mi(X) is a factor of a self-reciprocal 
polynomial then mRi(X) must also be a factor. Moreover, since g(X) 
divides X n - 1, we have g(X)h(X)  = X n - 1 which is self-reciprocal 
and has g(X) as a factor. Consequently, gA(X) must also divide X n - 
1 and hence generates a cyclic code of the same length as that generated 
by g(X). Thus we have shown that the cyclic code generated by gA(X) 
is the maximal reversible cyclic subset of the original code. Moreover, 
the degree of g~(X) is at most 2r which occurs when F1 is empty. In 
summary, 
THEOREM 5. Let g( X)  be a monic polynomial (with no repeated roots) 
which generates a cyclic code of redundancy r. There is a reversible cyclic 
code of redundancy at most 2r whose code words are a subset of the code- 
word set of the original code. 
The code generated by gA (X) will be called the augmented code associ- 
ated with the cyclic code generated by g(X). From Theorem 5, it follows 
that the augmented code can be decoded by the same decoder used for 
the original code. In general, the augmented code is a more powerful 
error-correcting code than the original code so that a new decoder de- 
signed for the augmented code will provide improved error-correction. 
VI. CONVOLUTIONAL (RECURRENT) CODES 
Convolutional codes (or recurrent codes as they are sometimes called), 
introduced first by Elias (1955), are linear codes that have no block 
structure. We shall follow the description given in Massey (1963a), a 
brief summary of which is given here. 
A general convolutional encoder is shown in Fig. 1. Every time unit, 
k0 information symbols enter the input lines and no > k0 encoded symbols 
leave the output lines. The k0 information sequences i0 ~j), i~ j), (J) 
• • • (j = 1, 2, • .. ]Co), where i(~ ') is an element of GF(q) and is the input 
symbol on line j at time u, will be denoted by their transforms 
I (i)(D) = i 6j) + i~)D + .. .  + i(j)D ~ + ...  (9) 
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Fla. 1. A general convolutional encoder 
where the indeterminate D may be considered the delay operator. 
Similarly, the no encoded sequences will be represented by their trans- 
forms 
T(J~(D) = t(o j) + t~i)D + . . .  + t(~)D ~ + . . .  (10) 
where t(~ )(D) is the encoded symbol leaving line j at time u. The en- 
coded sequences are formed according to the formal operations 
/c 0 
T(J)(D) = ~ ~(k)~'~(~)lD~j I (k)(D) j = 1, 2, .. • no (11) 
where GI~I(D) is a polynonfial of degree m or less with coefficients in 
GF(q) .  These polynomials ~(k)~ j are called the code-generating-poly- 
nomials and are the transfer functions of the linear sequential circuit in 
Fig. 1. The convolutional code has a rate ~o/no information digits per 
encoded digit. Ordinarily, the code is used in systematic form by re- 
quiring that T (j)(D) = I (j)(D), j = 1, . . -  k0, but we shall not observe 
that restriction. 
Decoding for the convolutional code will be assumed to be carried out 
as follows. Only the first m + 1 digits of each of the no received sequences 
will be used in computing the values of i0 (~), j = 1, . - .  k0. After this 
set of/Co information symbols has been determined by the decoder, their 
effect as computed from (11) is removed from the received sequences. 
Then the next m + 1 terms, beginning at time unit 1, of each of the no 
received sequences are used to compute the values of i~ j), j = 1, • • • ko , 
etc. The number, n~ = (m + 1)n0, of digits examined at each step is 
called the decoding constraint length of the eonvohtional code. 
VII. REVERSIBLE CONVOLUTIONAL CODES 
In what follows, we restrict ourselves to binary eonvolutional codes 
only. The binary case has all the main features of the general case which 
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,(f) ,(t) ,(i) , ( i )  
Ist Transmitted Sequence T O T I ' "  T N "'" TN+ m 
 o0ooo°o t? '  . . . .  
FIG. 2. An N-record of a eonvolut ional  code 
• .. t! %) N÷m 
is notationally complicated by the need to keep track of several multi- 
plicative constants. These constants arise from much the same source 
as was discussed above for cyclic codes following (4). The code symbols 
will thus all be binary digits or binits. 
We will now investigate the reversibility of convo]utional codes. 
Because these codes have no block structure, a modified definition of 
reversibility will be required. The results obtained here are a general- 
ization of some earlier work by the author (Massey, 1963b). 
Suppose that information binits are encoded for only a finite, but 
arbitrary, nmnber of time units N + 1. Then the information poly- 
nomials in (9) are of degree N or less. Hence the encoded polynomials 
in (11) are all of degree N + m or less. The finite array having these 
no encoded sequences as rows will be called an N-record of the convolu- 
tional code. The form of an N-record is shown in Fig. 2. The binits in 
an N-record constitute an encoding of the (N + 1)k0 information binits 
into a block code of (N -t- m + 1)n0 binits. In the usual case, N>> m 
and the rate 
N-k  1 ko 
N + m + 1 no 
of the N-record is substantially the same as the nominal rate leo~no f 
the eonvolutional code. In this sense, N-records of a convolutional 
code are code words of a variable-length block code. 
DEFINITiO~. A binary convolutional code will be called reversible if, 
for any N, the array formed by reversing the binits in each row of an 
N-record is ahvays the N-record that would be obtained by encoding 
the ]co reversed information sequences in the same code. 
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In other words, if the code is reversible, the sequences DN+~ T (~') 
(D-l), j = 1, . . .no ,  must be the encoded sequences for the informa- 
tion sequences DN I (j) (D-l),  j = 1, . . .  ]Co. From (11) 
k0 
D~V+~T(J)(D -~) = ~ [D~G{~}(D-I)][DNI(k)(D-1)] (12) 
and thus it can be seen by comparison to (11) that the code is reversible 
if and only if 
DmGI~(D -1) = GlJkI(D) all j and k, (13) 
i.e. if and only if every code-generating-polynomial is self-reciprocal 
when treated as a polynomial of degree xactly m. Hence, we have shown 
the following parallel of Theorem 1: 
T~EOnE~ 6. A binary convolutional code with code-generating-poly- 
nomials of degree m or less is reversible if and only if every one of its code- 
generating-polynomials s elf-reciprocal when treated as a polynomial of 
degree xactly m. 
VIII. AUGMENTATION OF NONREVERSIBLE CONVOLUTIONAL 
CODES 
At present, only a few specific lasses of convolutional codes are known, 
viz. the burst-correcting codes of Hagelbarger (1959) and a few classes 
of random-error-correction c des found by the author (Massey, 1963a). 
Except in trivial cases, none of these codes is reversible. Fortunately, 
an augmentation technique can be used to convert a nonreversible con- 
volutional code into a reversible code in a practical manner. 
Consider a nonreversible convolutional code generated by the code- 
generating-polynomials G~ (D) of degree m or less. Let m' be the small- 
est integer such that by adding terms of degree greater than m but no 
greater than m' to each GI~I (D), the polynomials GI~I~(D) thus formed 
are self-reciprocal when treated as polynomials of degree exactly m'. 
This can always be done for m p _-< 2m since the polynomial 
(]) /~2my-~(j) [ y-j--l,~ (3") D m 
where glgl~ is the coefficient of D ~ in GI~(D), is self-reciprocal s a 
polynomial of degree xactly 2m for all j and k, and is formed by adding 
terms of degree greater than m to GI~(D). In special cases, m p <: 2m 
may suffice. 
We shall refer to the G~I~(D) as the augmented code-generating- 
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polynomials and to the convolutional code generated by them as the 
augmented convolutional code associated with the original code. Since 
m' <= 2m, the augmented code has a constraint length n~' = (m' -k 1)n0 
always less than twice the constraint length nA = (m -t- 1)n0 of the 
original code. 
The augmented code associated with a block cyclic code could be 
decoded by a decoder designed for the original code, but improvement 
was possible with a new decoder. The same result is true for convolutional 
codes. Consider decoding (in the normal direction) an N-record of the 
augmented convolutional code. Since the terms added to the GI~ (D) to 
form the G~(D)  were all of degree greater than m, it can be seen from 
(11) that the first m -4- 1 terms in each row of the N-record of the aug- 
mented code coincide with the same terms in the N-record of the original 
code when the same information sequences are encoded. In other words, 
the binits within the decoding constraint length of the original code are 
the same in both codes. Thus the decoder for the original code can be 
used with the augmented code. Since the augmented code is reversible, 
the same decoder can process a reversed N-record of the augmented 
code. However, a decoder operating over the increased constraint ]ength 
of the augmented code could give better error-correction. 
Two points concerning the augmented code deserve mphasis. First, 
removing the effect of decoded information digits from the received 
sequences differs slightly for the augmented code since this effect is 
computed with ~(k)~ j replacing (D) in (11). Second, the rate of 
an N-record of the augmented code is 
N+I  ko 
N -Jr- m' d- 1 no 
as compared to 
N-~-I /c0 
N -~- m--~ ln0 
for the original code. Since m' <= 2m, and N ~ m in the usual case, 
these rates are substantially the same. 
In summary, we have the following parallel of Theorem 5: 
THEO~E~ 7. Associated with any binary convolutional code with code- 
generating-polynomials of degree m or less, is an augmented code with 
! 
code-generating-polynomials of degree m or less where in' <= 2m. The aug- 
mented code is reversible and can be decoded by the same decoder as used for 
the original code. 
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IX. REMARKS AND FURTHER QUESTIONS 
It  is evident from the preceding work that' there is a close connection 
between cyclic block codes and convolutional codes. There are of course 
some important differences. For example, augmentation of a convolu- 
tional code was found to increase the code constraint length while leav- 
ing the code rate substantially unchanged, whereas augmentation of a 
cyclic code was found to decrease the code rate while leaving the code 
length unchanged. Nonetheless, the parallelism of these two code struc- 
tures is sufficiently marked to warrant further investigation. 
The preceding work has provided a rather complete picture of the 
structure and properties of reversible codes. Certain practical applica- 
tions of reversible codes in recovering stored data have already been 
cited. But it is possible that much greater potential utility lies in ex- 
ploiting the additional symmetry provided by reversibility to simplify 
the decoding procedure for a reversible code. Consider a reversible cyclic 
code. Can the fact that ~, being a root of g(X) ,  implies that ~-1 is also a 
root be used to simplify the decoding process? Consider a reversible 
convolutional code. If the channel noise is such that a detected ecoding 
failure on an N-record results, it may still be possible to decode success- 
fully the reversed N-record. What other uses can be found for the code's 
reversibility? It  is hoped that this paper will stimulate interest in these 
questions and in other utilitarian aspects of reversibility. 
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