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FROBENIUS DETERMINANTS AND BESSEL FUNCTIONS
AHMED SEBBAR AND OUMAR WONE
Abstract. We study the geometry and partial differential equations arising from the
consideration of Frobenius determinants, also called-group-determinants. This leads us
to address some aspects of twistor theory as well as some extensions of Bessel functions.
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1. Introduction
Let G be a finite group, and A be a commutative K-algebra, where K is a field. We fix
some elements (xg∈G) in A, indexed by G. Dedekind and Frobenius considered the group
determinant
ΘG(x) = det(xgh−1), x = (xg∈G)
This is a homogeneous polynomial in the xg’s of degree the order of G, with integer
coefficients. We refer to [4] for a nice exposition of the history of this determinant. We will
be mainly concerned with cyclic group G, that we assume to be Z/nZ which amounts to
circulant matrices and circulant determinants. Two fundamental group determinants are
of interest for us in this work: the case of A = K[X1, · · · ,Xn] the algebra of polynomials
in X1, · · · ,Xn with coefficients in K and the algebra A = K[∂1, · · · , ∂n] where ∂i = ∂
∂Xi
.
The case of n = 2 is particularly simple and illuminating. This corresponds to the cases
of circle and the Euclidean Laplacian:
1
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The group Z/nZ is an abelian group so its irreducible representations are all of degree
one. If ω = ωn = e
2iπ
n , the n characters are given by
χr(s) = ω
rs
n , s ∈ Z/nZ, r ∈ {0, 1, · · · , n − 1}
so that
(1.3) ΘZ/nZ(X) =
n−1∏
j=0
(
n−1∑
k=0
ωjkXk
)
=
n−1∏
j=0
(
X0 + ω
jX1 + · · ·+ ω(n−1)jXn−1
)
This can be seen as generalized Brahmagupta’s identity, for when G = Z/2Z, we obtain
the group structure on the hyperbola x2 − dy2 = 1, d > 0 or, what is the same
(x21 − dy21)(x22 − dy22) = (x1x2 + dy1y2)2 − d(x1y2 + x2y1)2
The equation (1.3), when the variables are partial derivations
∂
∂xk
, 1 ≤ k ≤ n, gives
rise to a differential operator
D =
n∏
j=1
(
n∑
k=1
ωjk
∂
∂xi
)
=
n∏
j=1
(
∂
∂x1
+ ωj
∂
∂x2
+ · · · + ω(n−1)j ∂
∂xn
)
,
which by the change of variables
uj = x1 + ω
jx2 + · · ·+ ω(n−1)jxn
becomes
D =
n∏
j=1
∂
∂uj
.
which is a separable differential operator. We restrict ourselves in this work to the case
n = 2 and then G = Z/2Z, and more particularly on harmonic functions. This case is
already rich enough to make a link with twistors theory, and Bessel functions appear.
These features have many facets, worthy of interest, and we explore a few. This gives us
the opportunity to show the influence of group theory in the context of classical Bessel
functions, emphasizing the operator side and also some aspects of differential Galois theory.
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The group aspect is developed in [22], [15], [21]. One can also consider harmonic functions
in the three dimensional case, even it is not covered by Frobenius determinant, which is
∂3
∂x3
+
∂3
∂y3
+
∂3
∂z3
− 3 ∂
∂x
∂
∂y
∂
∂z
,
which differs from the Euclidean three dimensional Laplacian.
To not be too long, we hope to return on it on another occasion for a more general
study. We recall that Frobenius’s determinant, in its simplest form, ie n = 2 gives the
Laplacian or wave operator in two dimensions. To emphasize the link with harmonic
functions, we discuss the most general representation of harmonic functions, initially given
by Whittaker and Bateman, in the form of John transforms. We dedicate enough time to
present, in a self contained manner, John transform of certain distributions associated with
x
a
+ which are then given by hypergeometric functions, and thus, are multivalued functions
on P1 \ {0, 1,∞}. The uniformization and modular function λ allow us to present these
John transforms as uniform functions on the upper half-plane H.
The origin of integral transforms can be traced back to Radon in 1917. He studied
transforms of functions f : R2 → R with decay conditions at infinity. More precisely to
L ⊂ R2, an oriented line, one associates
φ(L) :=
∫
L
f.
Remark that there exists an inversion formula for the Radon transform, see [7, 17]. The
next important study of integral transforms is due to F. John in 1938 [7, 10]. He was
interested in integral transforms of functions f : R3 → R (satisfying appropriate conditions
which make the integrals well-defined). He defined, for L an oriented line, the transform
φ(L) :=
∫
L
f
or again
φ(α1, α2, β1, β2) =
∫ +∞
−∞
f(α1s+ β1, α2s+ β2, s)ds.
The space of oriented lines in R3 is four dimensional and 3 < 4 so one excepts a condition
on φ. Indeed if we differentiate under the integral sign we get the ultrahyperbolic wave
equation
∂2φ
∂α1∂β2
=
∂2φ
∂α2∂β1
.
Changing coordinates α1 = x+ y, α2 = t+ z, β1 = t− z, β2 = x− y, the ultrahyperbolic
wave equation becomes
∂2φ
∂x2
+
∂2φ
∂z2
− ∂
2φ
∂y2
− ∂
2φ
∂t2
= 0.
Finally in 1967, R. Penrose [16] introduced the twistor transform in order to find solutions
of the wave equation in Minkowski space. More precisely the solutions of the equation
∂2φ
∂t2
=
∂2φ
∂x2
+
∂2φ
∂y2
+
∂2φ
∂z2
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are expressed in the form
φ(x, y, z, t) =
∫
Γ⊂P1(C)
f((z + t) + (x+ iy)λ, (x − iy)− (z − t)λ, λ)dλ.
Here Γ ⊂ P1(C) is a closed contour and the function f is holomorphic on P1(C) except
for some number of poles. This marked the introduction of sophisticated methods such as
cohomology in the study of such questions.
2. The John transform and Uniformization
2.1. The Cross-ratio and the modular function λ. We show in this section that the
John transform of the distribution xa+ is a hypergeometric function, which we know has an
analytic continuation, as a multivalued function, to the universal covering ˜P1 \ {0, 1,∞},
P1 = P1(C). We recall that the analytic continuation of the hypergeometric function
F (a, b, c;x) is multivalued on P1 \{0, 1,∞}. Now in order to show the richness of the John
transform we show that the transform of x+ (see below) has very interesting modular
properties, due to its link with the modular function λ. This is in essence a representation
of hypergeometric function in terms of the even Jacobi theta zero-value(Nullwerte). We
give a self-contained presentation of this idea.
There is a deep link between cross-ratios and Uniformization [6]. Let a1, a2, a3, a4 ∈ (P1×
P1 × P1× P1) be four different points on the projective line. The cross-ratio [a1, a2, a3, a4]
is defined as
λ = [a1, a2, a3, a4] :=
(a1 − a3)(a2 − a4)
(a1 − a4)(a2 − a3) .
If one of the ai is∞, the factors containing it cancel each other out, for example if a4 =∞
[a1, a2, a3, a4] :=
a1 − a3
a2 − a3 .
The cross-ratio is PGL2(C)-invariant. Let ∆ be the set of 4-tuples of distinct points in P1
with at least two points equal, and
X = (P1)
4 \∆.
The cross-ratio defines a bijective map
R : X/PGL2(C) −→ C \ {0, 1}.
Let Γ(2) be the congruence subgroup of the modular group
Γ(2) =
{(
a b
c d
)
∈ SL2(Z) : a, d ≡ 1(modn), b, c ≡ 0(modn)
}
.
It acts on the upper half-plane H = {z ∈ C,ℑz > 0} by projective transformation(
a b
c d
)
∈ Γ(2), z ∈ C −→ az + b
cz + d
.
With this action we have a natural bijection between the set of ordered 4-tuples of distinct
points in P1 modulo projective transformations and the points on H/Γ(2) [5] (p.94).
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Cross-ratios have the following obvious, but important properties: they are invariant
under Moebius transformations and under the action of the Klein four group V4 < A4
(alternating group) acting via permutation of the components with
V4 = {Id, (12)(34), (13)(24), (14)(23)}.
The Klein group V4 is a normal subgroup of S4, the group of permutations of four elements
and V4 ∩S3 = Id. The group S3 can be identified with the subgroup of S4 of permutations
of four letters fixing one fixed letter. Hence V4S3 = S4.. Each permutation in S4
σ =
(
1 2 3 4
α1 α2 α3 α4
)
induces a map on cross-ratios:
λ = [a1, a2, a3, a4] −→ λσ = [aσ(1), aσ(2), aσ(3), aσ(4)]
We thus obtain a group G of fractional linear transformations and the map of S4 onto G is a
morphism with the Klein four group V4 as kernel. Hence the action of S4 on P1 \ {0, 1,∞}
reduces to the action of S3 =
{
τ, σ, τ2 = σ3 = (τσ)2 = 1
}
on the same space. So given
t ∈ P1 \ {0, 1,∞}, the different six images are
Id : t→ t; τ : t→ 1
t
; σ : t→ 1
1− t ; σ
2 : t→ 1− 1
t
; τσ : t→ 1− t; τσ2 : t→ t
t− 1 .
Furthermore any cubic polynomial can be reduced to the Weierstrass normal form
p(z) = 4z3 − c2z − c3, c1, c2 ∈ C
by means of a transformation z 7→ az+ b, a, b ∈ C, a 6= 0. If e1, e2, e3 are the roots of p(z),
the discriminant is defined by
∆p = 16(e1 − e2)2(e2 − e3)2(e3 − e1)2
which is not equal to zero if and only of these roots are distinct. Between the roots and
the coefficients of the cubic polynomial we have
e1 + e2 + e3 =0
e1e2 + e2e3 + e3e1 =− c2
4
e1e2e3 =
c3
4
Moreover the discriminant is given by
∆p = c
3
2 − 27c23.
A classical and important result in elliptic functions theory [20, p. 287, cor. 6.5.8] is that
if c2, c3,∈ C, c32 − 27c23 6= 0 are given, then there is a lattice
Ω = {2mω1 + 2nω3, m, n ∈ Z}
with ω1 6= 0, ω3 6= 0, ω1
ω3
/∈ R such that
g2 = g2(Ω) = 60
∑′
ω∈Ω
ω−4
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and
g2 = g2(Ω) = 140
∑′
ω∈Ω
ω−6.
We define
∆(Ω) = g32 − 27g23
and the Weierstrass ℘-function
℘(u) =
1
u2
+
∑′
ω∈Ω
(
1
(u− ω)2 −
1
ω2
)
.
This function satisfies the nonlinear differential equation
℘′2(u) = 4℘3(u)− g2℘(u)− g3
This means that if z = ℘(u), then(
dz
du
)2
= 4z3 − g2z − g3
so that
℘−1(z) = u =
∫
dz√
p(z)
.
The function ℘ is an even elliptic function satisfying to
℘′(ω1) = ℘
′(ω2) = ℘
′(ω3) = 0
and for j = 1, 2, 3:
ej = ℘(ωj) = ω
−2
j +
∑′
ω∈Ω
(
1
(ωj − ω)2 −
1
ω2
)
The periods 2ω1, 2ω3 and 2ω3 = 2ω1 + 2ω3 can be recovered by
ω1 =
1
2
∫ ∞
e1
dt√
(t− e1)(t− e2)(t− e3)
=
1
2
∫ e2
e3
dt√
(t− e1)(t− e2)(t− e3)
ω2 =
1
2
∫ ∞
e2
dt√
(t− e1)(t− e2)(t− e3)
=
1
2
∫ e2
e3
dt√
(t− e1)(t− e2)(t− e3)
ω3 =
1
2
∫ ∞
e3
dt√
(t− e1)(t− e2)(t− e3)
=
1
2
∫ e2
e3
dt√
(t− e1)(t− e2)(t− e3)
.
These integrals are hypergeometric functions in disguise. They can be brought to the
Riemann normal form by the change of variables:
u = e3 +
e1 − e3
z2
which gives
K =
√
e1 − e3ω1, iK ′ =
√
e1 − e3ω3,
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where
(2.1) K =
∫ 1
0
dz√
(1− z2)(1 − k2z2) , K =
∫ 1
0
dz√
(1− z2)(1− k′2z2) ,
and
k2 =
e2 − e3
e1 − e3 , k
′2 =
e2 − e1
e3 − e1 .
The classical Gauss hypergeometric function is defined by the power series for |z| < 1:
(2.2) 2F1 (a, b; c; z) =
∞∑
n=0
(a)n
(b)n
zn
n!
, (a)0 = 1, (a)n = a(a+ 1) · · · (a+ n− 1).
which admits the integral representation
(2.3) 2F1 (a, b; c; z) =
Γ(c)
Γ(b)Γ(c − b)
∫ 1
0
tb−1(1− t)c−b−1(1− zt)−a dt.
This function satisfies the following differential equation of the second order
(2.4) z(1− z)d
2y
dz2
+ (c− (a+ b+ 1)z) dy
dz
− aby = 0
An crucial point [23, §. 22.301, p. 499] and [6, p. 268] is that the periods K, K ′ are hyper-
geometric functions with respect to the variable k2 and verify a hypergeometric differential
equation, which fits into a general theory of Picard-Fuchs equations and Gauss-Manin
connections. Indeed
K =
π
2
2F1
(
1
2
,
1
2
; 1, k2
)
, K ′ =
π
2
2F1
(
1
2
,
1
2
; 1, k′2
)
and the general solution of the differential equation
z(1− z)d
2y
dz2
+ (1− 2z) dy
dz
− 1
4
y = 0
has the form αK(z) + βK ′(z), z = k2 This has the following consequence: the cross-ratio
k2 =
e2 − e3
e1 − e3
is, by homogeneity, a function of τ alone. We may assume ℑτ > 0. we obtain a modular
function λ(τ) = k2 = k2(τ) with respect to congruence subgroup Γ(2) of the modular
group SL2(Z). It can be shown that actually we have an isomorphism:
λ : H/Γ(2) ∼−→ C \ {0, 1}
and the the inverse function may be expressed as a quotient of hypergeometric functions
(2.5) z = i
2F1
(
1
2 ,
1
2 ; 1, k
′2
)
2F1
(
1
2 ,
1
2 ; 1, k
2
) .
The interplay between the geometry of the cross-ratio, the structure of the groups Γ(2)
and that of the permutations S4 of four elements leads to a fascinating and elegant formula
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for the hypergeometric function. We start with the identity (2.3)
Γ(b)Γ(c− b)
Γ(c)
2F1 (a, b; c; z) =
∫ 1
0
tb−1(1− t)c−b−1(1− zt)−a dt =
∫ 1
0
U(t) dt
If
t = [vd3d1d2], z = [a4a3a2a1]
then the desired formula is:
Γ(b)Γ(c− b)
Γ(c)
2F1 (a, b; c; [a4a3a2a1])(2.6)
=
∫ 1
0
[va3a1a2]
b−1(va1a3a2)
c−b−1(va1a4a2)
−a d[va3a1a2].
Proposition 2.1. If v = ℘(u) = ℘(u, 2ω1, 2ω3), d1 = ∞, d2 = e3, d3 = e1, d4 = e2 with
e1 + e2 + e3 = 0 then the equality (2.6) becomes
1
2
Γ(b)Γ(c− b)
Γ(c)
2F1
(
a, b; c;
e2 − e3
e1 − e3
)
(2.7)
=
∫ ω1
0
(℘(u)− e1)c−b−
1
2 (℘(u)− e2)
1
2
−α (℘(u)− e3)α−γ+
1
2 du
2.2. The distribution xa+. If a is a complex number with ℜa > −1, the function
x
a
+ = x
a, if xa+ = 0, if x ≤ 0
is locally integrable so it defines a distribution. We give here only a hint and refer to [9],
[8], [12] for an extensive study from different sides. This distribution has two properties
(2.8) xxa+ = x
a+1
+ if ℜa > −1
and
(2.9)
d
dx
x
a
+ = ax
a−1
+ if ℜa > 0
If ℜa > 0, xa+ is actually a continuous function, so it defines an hyperfunction (hence a
distribution) and can be written as boundary values of holomorphic functions [12] (p.83):
x
a
+ =
1
e−iπλ − eiπλ
{
e−iπλ(x+ i0)λ − eiπλ(x− i0)λ
}
=
1
−2i sin πλ
{
e−iπλ(x+ i0)λ − eiπλ(x− i0)λ
}
.
Before giving an outline of the analytical properties of the distribution we note that the Γ
function is a significant example of what we have in sight because
Γ(a) =
∫ ∞
0
e−xxa−1 dx = 〈xa−1+ , e−t〉
and a 7→ Γ(a) extends to a meromorphic function in C with simple poles at 0,−1,−2, · · ·
with residues equal to
(−1)n
n!
. The methods leading to these results for this specific example
work for a general study. To give an idea consider a function φ ∈ C∞0 (R), i.e. an infinitely
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differentiable function with compact support, then for any integer N ≥ 0 and the Taylor
coefficients an =
φ(n)(0)
n!
〈xa−1+ , φ(t)〉 =
∫ ∞
0
φ(x)xa dt =
∫ 1
0
φ(x)xa dt+
∫ ∞
1
φ(x)xa dx
=
∫ 1
0
(
φ(x)−
N−1∑
n=0
anx
n
)
xa dx+
N−1∑
n=0
an
n+ a
+
∫ ∞
1
φ(x)xa dx.
Now from φ(x) −
N−1∑
n=0
anx
n = O(xN ), we deduce that the first integral define an analytic
function in the right half-plane {ℜa > −N − 1}, the finite sum represents a meromorphic
function with simple pole at each −n, 0 ≤ n ≤ N − 1 and of residue an and finally the
last integral is an entire function. This argument shows that for φ ∈ C∞0 (R), 〈xa−1+ , φ(t)〉
is meromorphic in C with simple pole at −n for every non-negative integer n and the
corresponding residue is an =
φ(n)(0)
n!
. This argument is also valid for every infinitely
differentiable function φ, of rapid decay at +∞, as in the case of the Γ-function.
2.3. The John transform of xa+. Let f ∈ S(R3) be a given function in the Schwartz
space. As in [7] we define the John transform of f over the line in R3 of equation
x = αt+ β, α ∈ R3 \ {(0, 0, 0)}, β ∈ R3
by
φ(α, β) =
∫ +∞
−∞
f(tα+ β) dt.
The definition forces φ to verify the following homogeneity and symmetry properties [7,
p. 45]:
3∑
i=1
αi
∂φ
∂βi
= 0,
3∑
i=1
αi
∂φ
∂αi
= −φ, φ(−α, β) = φ(α, β).
If we represent lines in R3 as common points of two affine hyperplanes
(2.10) x1 = x3α1 + β1, x2 = x3α2 + β2
then the John transform gets the following form
ψ(α1, α2, β1, β2) =
∫ +∞
−∞
f(x3α1 + β1, x3α2 + β2) dx3.
To study the analytic continuation of the John transform of
fa(x1, x2, x3) = x1
a1−1
+ x2
a2−1
+ x3
a3−1
+ , a = (a1, a2, a3) ∈ R3
given by
ψa(α1, α2, β1, β2) =
∫ +∞
−∞
(x3α1 + β1)
a1−1
+ (x3α2 + β2)
a2−1
+ x3
a3−1
+ dx3.
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and by (2.3):
(2.11)
ψa(α1, α2, β1, β2) =
Γ(a2)Γ(a3)
Γ(a2 + a3)
βa1−11 β
a2+a3−1
2 |α2|−a32F1
(
−a1 + 1, a3, a2 + a3; α1β2
α2β1
)
.
We will also need a description of the modular λ function in terms of even zero-value
(Nullwerte) Jacobi theta functions. We first fix x ∈ P1\{0, 1,∞} and consider e1, e2, e3 ∈ C
with
e1 − e3 = 1, e2 − e3 = x, e1 − e2 = 1− x
so that e1 + e2 + e3 = 0 and this determine a Weierstrass function ℘(u), a meromorphic
doubly periodic of periods ω1, ω3. We always assume that τ =
ω3
ω1
has strictly positive
imaginary part and x appears as a Γ(2)-modular function of τ , defined on the upper half-
plane H with values in P1 \ {0, 1,∞}. We set v = u
2ω1
and introduce the classical theta
series:
ϑ1(v, τ) = 2q
1/4
∞∑
0
(−1)nqn(n+1) sin((2n+ 1)πv)
ϑ2(v, τ) = 2q
1/4
∞∑
0
qn(n+1) cos((2n + 1)πv)
ϑ3(v, τ) = 1 + 2
∞∑
0
qn
2
cos(2nπv)
ϑ4(v, τ) = 1 + 2
∞∑
0
(−1)nqn2 cos(2nπv).
(2.12)
The Weierstrass function ℘ is given in terms of Jacobi theta functions by:
√
℘(u)− e1 = 4
√
1− x ϑ2(v, τ)
ϑ1(χ, τ)√
℘(u)− e2 = 4
√
x(1− x) ϑ3(v, τ)
ϑ1(v, τ)√
℘(u)− e3 = 4
√
x
ϑ4(v, τ)
ϑ1(v, τ)
.
(2.13)
If we set u = 0 one obtains [5, p. 96-97]:
x =
e2 − e3
e1 − e3 =
ϑ2(0, τ)
4
ϑ3(0, τ)4
= λ(τ), 1− x = ϑ1(0, τ)
4
ϑ3(0, τ)4
.
We have from (2.6) and for 0 < ℜb < ℜc the Wirtinger representation [11]:
(2.14)
1
2
Γ(b)Γ(c − b)F (a, b, c;x(τ)) = π2bΓ (c)ϑ3(0, τ)4b
∫ 1
2
0
Φ(v, τ)dν,
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with
Φ(v, τ) =
(
ϑ1(v, τ)
ϑ1(0, τ)
)2b−1(ϑ2(v, τ)
ϑ2(0, τ)
)2(c−b)−1 (ϑ3(v, τ)
ϑ3(0, τ)
)1−2a(ϑ4(v, τ)
ϑ4(0, τ)
)1−2(c−a)
.
By using (2.5), (2.11) and (2.14) we obtain one of our main results: The John transform
(2.11) is expressible using theta functions, with x(τ) =
α1β2
α2β1
.
Remark 2.2. A natural question concerns the meaning of the factor
α1β2
α2β1
in (2.11). If
we eliminate x3 in the equations of the line L:
x1 = x3α1 + β1, x2 = x3α2 + β2
we obtain the line L′:
x1
β1
− 1 = α1β2
α2β1
(
x2
β2
− 1
)
which is the projection of the line L in the (x1, x3)-plane. The affine map
(x1, x2) −→
(
x1
β1
− 1, x2
β2
− 1
)
transforms L′ into a line of slope α1β2
α2β1
.
2.4. Eigenvalue problem. We investigate in this section the eigenvalue problem for the
differential operators associated to the Frobenius determinant of a finite abelian group.
We recall that this differential operator can be factorized into
Θ(G) ((∂g)g∈G) =
∏
g∈G
∂g, ∂g =
∂
∂xg
.
We are looking for holomorphic solutions U(xg, g ∈ G) to
(2.15) Θ(G) ((∂g)g∈G)U =
∏
g∈G
∂gU = λU, λ ∈ C×.
We remark that by an elementary change of variables, the equation (2.15) is equivalent to
the equation
(2.16) Θ(G) ((∂g)g∈G)U =
∏
g∈G
∂gU = U.
Let n = ♯G. For ease of notation we identify (xg)g∈G with (xi)16i6n. Let us introduce the
following series which generalize the Bessel functions
(2.17) Ek(z) =
∑
m>0
zm
(m!)k
, k > 2.
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Theorem 2.3 ([3]). The eigenvectors U of the operator
∂n
∂x1 . . . ∂xn
with eigenvalue 1 can
be expressed in the form
U(x1, . . . , xn) =
n∑
i=1
∫ x1
0
∫ x2
0
. . .
ˆ∫ xi
0
. . .
∫ xn
0
φi(t1, . . . , tn−1)En(xi(x1 − t1) . . . (xi−1 − ti−1)
ˆ(xi − ti)(xi+1 − ti+1) . . . (xn − tn))dt1dt2 . . . dtn−1 +
n∑
16i<j6n
∫ x1
0
∫ x2
0
. . .
ˆ∫ xi
0
. . .
ˆ∫ xj
0
. . .
∫ xn
0
ϕi,j(v1, . . . , vn−2)En(xixj(x1 − v1)(x2 − v2) . . . ˆ(xi − vi) . . . ˆ(xj − vj)
. . . (xn − vn))dv1dv2 . . . dvn−2 + . . . +CEn(x1x2 . . . xn),
(2.18)
where C ∈ C andˆof a symbol means that it is suppressed from the expression.
A large part of the theory of Bessel functions can be built on an operator formalism. In
fact the two fundamental relations:
(2.19)
2ν
z
Jν(z) = Jν−1(z) + Jν+1(z)
(2.20) 2
d
dz
Jν(z) = Jν−1(z)− Jν+1(z)
not only give the second order differential equation for the Bessel function
J ′′ν (z) +
1
z
J ′ν(z) + (1−
ν2
z2
)Jν(z) = 0
but give also a representation of the operator M of multiplication by
2
z
in terms of the
shift operators τ−1 and τ1, on the right and on the left of the indices. The second relation
gives a representation of the operator 2
d
dz
by the same shift operators. Hence for instance(
1
z
d
dz
)m
[zνJν(z)] = z
ν−mJν−m(z)
(
1
z
d
dz
)m [
z−νJν(z)
]
= (−1)mz−ν−mJν+m, m = 1, 2, . . . .
Moreover y = z−nJn(z) satisfies:
z
d2y
dz2
+ (2n + 1)
dy
dz
+ zy = 0.
We define a formal operator D−1, acting on continuous functions by
D−1f(z) =
∫ z
0
f(t)dt
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which is an inverse of the operator D =
d
dz
. For ν = m an integer we have
Jm(z) = z
−m
(
1
z
d
dz
)−m
J0(z)
so that for |z| < 1 and interpreting
(
1
z
d
dz
)−1
as the product of the two inverse operators
D−1 ◦ z we get for example
J1(z) =
1
z
(
1
z
d
dz
)−1
zJ0(z) =
1
z
∫ z
0
ζJ0(ζ)dζ.
For m = 2 we obtain:
J2(z) =
1
z2
(
1
z
d
dz
)−1(1
z
d
dz
)−1
J0(z)
=
1
z2
(
1
z
d
dz
)−1
zJ1(z) =
1
z2
∫ z
0
ζ2J1(ζ)dζ
=
1
2z2
∫ z
0
(z2 − ζ2)J0(ζ)dζ.
(2.21)
The last equality is obtained by integration by parts. By induction we have a representation
of all Jm in terms of the single J0:
Jm(z) =
1
2m−1Γ(m)zm
∫ z
0
(z2 − ζ2)m−1J0(ζ)dζ.
The change of variables ζ = z sin(θ) gives
Jm(z) =
zm
2m−1Γ(m)
∫ π/2
0
sin θ cos θ2m−1J0(z sin θ)dθ.
By a generalization to arbitrary indices we obtain the well-known Sonine’s integral
Jm(z) =
zν
2ν−1Γ(ν)
∫ π/2
0
sin θ cos θ2ν−1J0(z sin θ)dθ.
Another aspect of operator formalism is related to the symmetric products or tensor prod-
ucts of differential operators: Jν(z) satisfies the differential equation:
Lν(Jν) = J
′′
ν (z) +
1
z
J ′ν(z) + (1−
ν
z2
)Jν(z) = 0
and likewise Jµ satisfies
Lµ(Jµ) = J
′′
µ(z) +
1
z
J ′µ(z) + (1−
µ
z2
)Jµ(z) = 0
and then Jµ(z)Jν(z) satisfies a fourth order differential equation. More precisely a gener-
alization of the Gauss hypergeometric function (2.2) leads to
pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
0
(a1)n(a2)n . . . (ap)n
(b1)n . . . (bq)n
zn
n!
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where (a)0 = 1, (a)n = a(a + 1) . . . (a + n − 1) = Γ(a+ n)
Γ(a)
. Let δ = z
d
dz
, then
pFq(a1, . . . , ap; b1, . . . , bq; z) satisfies
{δ(δ + b1 − 1) . . . (δ + bq − 1)− z(δ + a1) . . . (δ + ap)}u = 0
which can be written as:
q∑
1
zn−1(anz − bn)Dnv + a0v + zqDq+1v = 0, D = d
dz
.
For q = 3 we obtain a fourth order differential operator satisfied by the generalized hyper-
geometric function 2F3. This differential equation is precisely the tensor product of the
two second order differential operators Lν and Lµ. Hence the following formulas
(2.22) Jν(x)Jµ(x) = (
1
2
z)ν+µ
∞∑
0
(−1)mΓ(µ+ ν + 2m+ 1)
Γ(µ+m+ 1) + Γ(ν +m+ 1)Γ(µ + ν +m+ 1)
(
1
2
z)2m
and
Γ(µ + 1)Γ(ν + 1)Jν(x)Jµ(x)
= (
1
2
z)ν+µ 2F3
(
1
2
+
1
2
µ+
1
2
ν,
1
2
+
1
2
µ+
1
2
ν; 1 + ν, 1 + µ, 1 + ν + µ;−z2
)
.
(2.23)
Note that Jν(z) = (
1
2
z)ν
e−iz
Γ(ν + 1)
1F1(ν +
1
2 ; 2ν + 1; 2iz). It is possible to expand an
analytic function f in a domain containing the origin in a series of Bessel functions. This
is Neumann’s series and has the form
f(z) =
∞∑
0
anJn(z), an ∈ C.
Using Cauchy’s formula, we are reduced to consider an expansion of the form
(2.24)
1
t− z = Θ0(t)J0(z) + 2Θ1(t)J1(z) + 2Θ2(t)J2(z) + . . .
where Θn(t) are functions of t alone. The main ingredient is the following partial differential
equation
(
∂
∂t
+
∂
∂z
)
1
t− z = 0
and from computations and by using the relation
2J ′n(z) = Jn−1(z)− Jn+1(z)
we obtain
Θ0(t) =
1
t
, Θ1(t) = −Θ′0(t), Θn+1(t) = Θn−1(t)− 2Θ′n(t)
is a remarkable that the equations satisfied par Jn and Θn are adjoint. Actually Θn(t) is
a polynomial in 1/t given by:
Θ2n(t) =
1
2
n
n∑
0
(n+m− 1)!
(n−m)! (1/2t)
−2m−1
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Θ2n(t) =
1
2
(n+
1
2
)
n∑
0
(n+m)!
(n−m)! (1/2t)
−2m−2.
They are called Neumann’s polynomials. Writing both cases as
Θn(t) = 1/4
n/2∑
0
n(n−m+ 1)!
m!
(1/2t)2m−n−1
we see that
|Θn(t)| 6 2n−1n!|t|−n−1e
1
4
|t|2 .
If C is a simple closed contour around the origin, then∫
C
Θm(z)Θn(z)dz = 0 m = n; m 6= n.
∫
C
Jm(z)Θn(z)dz = 0 m 6= n.∫
C
Jm(z)Θm(z)dz = iπ.
Remark 2.4. If we consider the C-vector space generated by all Jn, n ∈ Z, with
J−n(z) = (−1)nJn(z), n ∈ Z
and if l (resp. r) is the shift to the left (resp. right) acting on the indices, the relation
(2.20) reads
(2
d
dz
)Jν = (l − r)Jν
with lr = rl = Id. Then
(2
d
dz
)m = (l − r)m =
m∑
0
(
m
k
)
(−1)m−klkrm−k
or
(2
d
dz
)mJν =
m∑
0
(
m
k
)
(−1)m−kJν−2k+m.
3. Factorization, differential Galois theory and Bessel functions
We give only a short overview of differential Galois theory. We refer to [19] and [2,
chap. 8] for more details. Let (k, ∂) be a differential field with algebraically closed field of
constants Ck and consider the linear differential equation
(3.1) Ly = 0, L = ∂n + f1∂
n−1 + . . .+ fn, fi ∈ k, (i = 1, . . . , n).
Usually, the solutions of (3.1) do not lie in k. So we look for differential extensions of (k, ∂)
containing the solutions.
Definition 3.1. A differential extension of (K, ∂) of (k, ∂) such that
(1) CK = Ck,
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(2) K contains n Ck linear independent solutions y1, . . . , yn of (3.1) and
K = k < y1, . . . , yn >,
where k < y1, . . . , yn > is the differential extension generated by (y1, . . . , yn), is
called a Picard-Vessiot extension or shortly PVE.
Theorem 3.2 (Kolchin). Let (k, ∂) be a differential field. Assume the characteristic of k
is zero and that Ck is algebraically closed. Then to any linear differential there exists an
associated PVE. Moreover, this extension is unique up to differential isomorphism.
Definition 3.3. Let (K, ∂) be a PVE of equation (3.1). The differential Galois group of
equation (3.1) (or of K/k) is defined as the group of differential automorphisms φ : K→ K
such that φf = f for all f ∈ k; notation: Gal∂(K/k).
Lemma 3.4. Let notations be as above, and let J be the ideal of polynomials
Q ∈ k[X(0)1 , . . . ,X(0)n ,X(1)1 , . . . ,X(1)n , . . . ,X(n−1)1 , . . . ,X(n−1)n ]
such that Q(. . . , ∂jyi, . . .) = 0 (we have substituted ∂
jyi for X
(j)
i ). Then
Gal∂(K/k) =
{
gik ∈ GL(n,Ck)|Q(. . . , ∂j(
n∑
k=1
gikyk), . . .) = 0,∀Q ∈ J
}
.
Remark 3.5. The determinant of φ Gal∂(K/k) can be read off from its action on the
wronskian W (y1, . . . , yn), since W (φy1, . . . , φyn) = det(φ)W (y1, . . . , yn). Moreover notice
that W (vy1, . . . , vyn) = vrW (y1, . . . , yn), v ∈ K and ∂W (y1, . . . , yn) = −f1W (y1, . . . , yn).
Theorem 3.6 (Kolchin). Let (K, ∂) be a PVE extension of (k, ∂) with differential Galois
group G = Gal∂(K/k). Then
(1) If f ∈ K is such that φf = f,∀ ∈ G, then f ∈ K.
(2) Let H be an algebraic subgroup of G such that k =
{
f ∈ K|φf = f, φ ∈ H}. Then
H = G.
(3) There is a one-to-one correspondence between algebraic subgroups H ⊂ G and in-
termediate differential extensions M of k (i.e k ⊂M ⊂ K)
H = Gal∂(K/M),M = {f ∈ K|φf = f,∀φ ∈ H}.
(4) Under the correspondence given by (3) a normal algebraic subgroup H of G corre-
sponds to a PVE and conversely. In such a situation Gal∂(M/k) = G/H.
(5) The differential Galois group of a PVE is a linear algebraic group over Ck with
dimension as an algebraic group equal to the transcendence degree of K over k.
Theorem 3.7. Let (K/k) be a PVE corresponding to (3.1). Let V be is Ck vector space of
solutions and G = Gal∂(K/k) the differential Galois group. Then the following statements
are equivalent:
(1) There is a non-trivial linear space W ⊂ V which is stable under G.
(2) The operator L factors as L1L2, where L1 and L2 are linear differential operators
with coefficients in F and of order strictly less than n. Moreover y ∈ W ⇐⇒
L2y = 0.
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Definition 3.8. Equation (3.1) is called irreducible over k if L does not factor over F . So
the previous theorem implies that equation (3.1) is irreducible ⇐⇒ its differential Galois
group acts irreducibly on the space of solutions.
Corollary 3.9. Let notations be as in the previous theorem. Then G◦, the connected
component of the identity in G acts irreducibly if and only if L does not factor over any
finite extension of k.
Definition 3.10. Let (k, ∂) be a differential field having an algebraically closed field of
constants Ck. An extension K of k is a Liouvillian extension of k if the field of constants
of K is C and if there exists a tower of fields
k = K0 ⊂ K1 ⊂ . . . ⊂ Kn
such that Ki = Ki−1(ti) for i = 1, . . . , n where either
(1) t′i ∈ Ki−1.
(2) ti 6= 0 and t′i/ti ∈ Ki−1.
(3) ti is algebraic over Ki−1.
The main result in this topic (concerning Liouvillian extensions) is that if K is a Picard-
Vessiot extension of k with a differential Galois group G then the 3 following statements
are equivalent (see [19, p. 34])
Theorem 3.11. Let K be Picard-Vessiot extension of k with differential Galois group G.
The following are equivalent
(1) G or equivalently G◦, the connected component of the identity, is a solvable group.
(2) K is a Liouvillian extension of k.
(3) K is contained in a Liouvillian extension of k.
Let us now apply these concepts to the case of the second order linear homogeneous
differential equation over (C(z),
d
dz
:=′)
Theorem 3.12. Consider
(3.2) y′′ + P (z)y′ +Q(z)y = R(z),
where P (z), Q(z), R(z) are elementary functions, i.e, lie in a Liouvillian extension of C(z).
If there is a non-zero elementary function y1(z), which is a solution to y
′′+P (z)y′+Q(z)y =
0, then every solution of equation (3.2) is an elementary function.
Proof. We consider (3.2) in a region where y1(z), P (z), Q(z) and R(z) are holomorphic.
An independent solution of the homogeneous equation associated to (3.2) is
y2(z) = y1(z)
∫
exp[
∫
−2y
′
1 + Py1
y1
dz]dz.
Thus y2 is elementary. The formula of variation of parameters yields then an elementary
solution y(z) of (3.2) and thus every solution of (3.2) is elementary. 
Corollary 3.13. If u′ + u2 + P (z)u +Q(z) = 0 has one elementary solution, then every
solution of it is elementary.
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Proof. Let u1(z) be an elementary solution of the Riccati equation and let y1(z) = e
∫
u1dz.
Then y1 is a non-zero solution of the linear differential equation
y′′ + P (z)y′ +Q(z)y = 0
and each solution of the linear equation is elementary. Let u2(z) be a solution a solution
of the Riccati equation. Then u2(z) =
y′2
y2
, where y2 is an elementary solution of the linear
equation. Hence u2(z) is elementary. 
Theorem 3.14 (Bernoulli). The Bessel equation z2y′′ + zy′ + (z2 − ν2)y = 0 with (2ν =
±1,±3,±5, . . .) an odd integer has only elementary solutions.
Proof. Consider the Bessel equation with parameters 2ν = 1, 3, 5, . . . (the statement is
symmetric or even in ν). Put u(z) = z1/2y(z) and write also z = ix to get
d2u
dx2
= [1 +
p(p+ 1)
x2
]u
where p = ν − 1/2 ≥ 0 is an integer. The case p = 0 is known. In this case a basis of
solutions is given in an elementary way with the trigonometric functions. So we assume
that p ≥ 1. Now let u(x) = exx−pϕ(x) to get
d2ϕ
dx2
+ 2(1− p
x
)
dϕ
dx
− 2pϕ
x
= 0.
We show that there exists a polynomial solution ϕ(x) to that equation and hence y(z) =
z−1/2e−iz(−iz)−pϕ(−iz) is an elementary solution of Bessel’s equation. We find a power
series solution ϕ(x) = a0 + a1x + . . . + amxm + . . . and choose a0 = 1 and am = 0, m ≥
p+ 1. 
The proofs of the following three statements are omitted because they are rather tech-
nical and not very enlightening. But they are straightforward.
Theorem 3.15. Let P (z) 6= 0 be algebraic over C(z). If the Riccati equation y′+y2 = P (x)
has an elementary solution, then it also has an algebraic solution.
Lemma 3.16. Each algebraic solution of
dv
dz
+ v2 = 1 +
p(p+ 1)
2
, for a complex constant
p is rational.
Lemma 3.17. If
dv
dz
+ v2 = 1 +
p(p+ 1)
2
has a rational function solution, then p is an
integer.
Theorem 3.18. The Bessel equation z2y′′ + zy′ + (z2 − ν2)y = 0 has no (non-zero)
elementary function solution if 2ν is not an odd integer (2ν 6= ±1, 6= ±3, 6= ±5, . . .). Hence
its differential Galois group is a non-solvable algebraic subgroup of SL(2,C).
Proof. If y(z) 6= 0 is an elementary solution of the Bessel equation, then set u(z) =
z1/2y(z), z = ix to define u(x) 6= 0, an elementary solution of d
2u
dx2
= [1 +
p(p+ 1)
x2
]u,
where p = ν − 12 . Define v(x) =
u′(x)
u(x)
an elementary solution of
dv
dx
+ v2 = 1 +
p(p+ 1)
x2
.
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This impossible since from Theorem 3.15 this last Riccati equation must admit an algebraic
solution over C(x). This algebraic solution is in fact a rational solution by Lemma 3.16
and this requires that p be an integer by Lemma 3.17. The statement about the differen-
tial Galois group follows from the fact that the wronskian of any basis of solutions to a
Bessel equation belongs to C(z) and from the given proof that the Bessel equation with
parameter ν : (2ν = 6= ±1, 6= ±3, 6= ±5, . . .) does not have Liouvillian solutions and from
Theorem 3.11. 
In the following we adapt an argument given in [2] in the case n = 0.
Theorem 3.19. Consider a Bessel differential equation with integer parameter n ∈ Z:
z2y′′ + zy′ + (z2 − n2)y = 0. Then the associated differential operator is irreducible. This
means that its differential Galois group acts irreducibly on its solution space. Moreover it
is precisely SL(2,C).
Proof. This follows from the fact that a basis of solution around 0 is given by Jn and
Jn log(z) + Yn with Jn the classical Bessel function and Yn some power series. Indeed
if the differential Galois group G acts reducibly, then there exists a solution y such that
φ : y 7→ λ(φ)y, λ(φ) ∈ C for any φ ∈ G. This implies that φ′/φ ∈ C(z). This certainly is
not possible if φ contains log(z). Hence we can take y = Jn(z) and J ′n/Jn ∈ C(z). Again
this not possible because Jn(z) has infinitely many zeros. So G acts irreducibly. Notice
that Jn is transcendental over C(z) and Jn log(z) + Yn is transcendental over C(z, Jn(z))
for the simple fact that log(z) is transcendental over the field of Laurent series in z. Hence
the transcendence degree of the PVE (K/C(z)) is at least 2. Besides we know from the
fact the wronskian belongs to the ground field C(z) that the differential Galois group G
lies in SL(2,C); all these facts imply G = SL(2,C). 
Consider {
x2
d2
dx2
+ x
d
dx
+ (x2 − n2)
}
y = 0.
We have seen in Theorem 3.19 that the associated differential operator is not factorable.
But as in quantum mechanics (Harmonic oscillator) we can try to write it in the form{
d2
dx2
+
1
x
d
dx
+ (1− n2/x2)
}
=
{
d
dx
− ϕ1(x)
}{
d
dx
− ϕ2(x)
}
+ λ(x) = 0, λ ∈ C(x).
This gives
ϕ1 + ϕ2 = −1/x
λ+ ϕ1ϕ2 − ϕ′2 = 1− n2/x2
or
ϕ′2 +
1
x
ϕ2 + ϕ
2
2 − (λ− 1)− n2/x2 = 0.
If λ = 1, then ϕ2 = ±n/x and
ϕ2(x) = ±n/x
ϕ1(x) =
∓n− 1
x
.
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. Choosing the sign + for ϕ1(x) and therefore − for ϕ2(x) yields{
(
d
dx
− n− 1
x
)(
d
dx
+
n
x
) + 1
}
Jn(x) = 0
while choosing the sign − for ϕ1(x) and + for ϕ2(x) yields another relation{
(
d
dx
+
n+ 1
x
)(
d
dx
− n
x
) + 1
}
Jn(x) = 0.
This also means
(3.3)
(
d
dx
− n− 1
x
)(
d
dx
+
n
x
)Jn(x) = −Jn(x)
(
d
dx
+
n+ 1
x
)(
d
dx
− n
x
)Jn(x) = −Jn(x).
.
The relations (3.3) hold for instance when
(
d
dx
+
n
x
)Jn(x) = Jn−1(x), (
d
dx
− n
x
)Jn(x) = −Jn+1(x).
If we eliminate the derivative term between the latter equations we get 2nJn(x)−xJn−1−
xJn+1 = 0.
Recall that the Laplace transform of a suitable function F is given by
L(F )(s) = f(s) =
∫ +∞
0
e−sxF (x)dx.
We have
L(F (k))(s) = skf(s), L(xkF (x)) = (−1)kf (k)(s) = (−1)kL(F )(k)(s).
If j0 is the transform of J0, then (s2 + 1)j′0 + sj0(s) = 0, the solution of which is
j0(s) =
√
s2 + 1 = s−1(1 + s2)−1/2 =
∞∑
0
(−1/2
k2
)
s−(2k+1).
Using L(xk) =
k!
sk+1
, we obtain:
J0(x) =
∞∑
0
(−1/2
k2
)
x2k
(2k)!
and after simplification we get
J0(x) =
+∞∑
0
(−1)k
(k!)2
(x
2
)2k
.
Now from (
d
dx
−n
x
)Jn(x) = Jn+1(x) and introducing the integrating factor exp(−
∫
n
xdx) =
x−n, we obtain
1
x
d
dx
(
Jn(x)
xn
)
= −Jn+1(x)
xn+1
.
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Repeated application of
1
x
d
dx
leads to (
1
x
d
dx
)m(
Jn(x)
xn
) = (−1)m(Jn+m(x)
xn+m
) or Rayleigh’s
formula:
Jn+m(x) = (−1)mxn+m( 1
x
d
dx
)m
Jn(x)
xn
and
Jm(x) = (−1)mxm( 1
x
d
dx
)mJ0(x).
4. Borel transform
A general question in analytic function theory is to find an explicit analytic continuation
of a power series f(z) =
∑
n>0
anz
n of radius of convergence R, 0 < R < +∞. The largest
domain on which f can be continued analytically is star-shaped with respect to the origin.
This is the main point of the Borel transform. For a power series as above we define
B(f)(z) =
∑
n>0
an
n!
zn.
Then B(f) is an entire function of exponential type 1/R and we have the integral repre-
sentation on the disc D(0, R) = {z ∈ C, |z| < R}
f(z) =
∫ ∞
0
e−tB(f)(tz)dt.
The idea is actually very simple for the assumption lim sup
n→+∞
n
√
|an| = 1/R gives for any
ǫ ∨ 0 and n > nǫ:
|anzn|
n!
6 (1/R + ǫ)
|z|n
n!
, n > 0
which shows that B(f) is an entire function of exponential type 1/R. Moreover from the
integral representation of the Gamma function Γ, we have
n! =
∫ ∞
0
e−ttndt
or for a fixed z, |z| ∧ R and n ≥ 0 an integer
anz
n =
∫ +∞
0
e−t
an
n!
(zt)ndt.
If ǫ ∨ 0 is small enough so that κ := |z|(1/R + ǫ) ∧ 1, then for n ≥ nǫ and t ∨ 0 one has:
e−t
∑
n≥nǫ
|anzn|tn
n!
6 e−t
∑
n≥nǫ
(tκ)n
n!
6 e−(1−κ)t
which is integrable on [0,+∞[. By dominated convergence∑
n≥0
anz
n =
∑
n≥0
∫ ∞
0
e−t
an
n!
(zt)n =
∫ ∞
0
e−tB(f)(tz)dt.
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On the other hand if γ is a positively oriented circle contained in D(0, R), then
1
2iπ
∫
γ
f(ξ)ez/ζ
dζ
ζ
=
1
2iπ
∫
γ
∑
n≥0
anζ
n−1ez/ζdζ =
∑
n,m≥0
an
zm
m!
1
2iπ
∫
γ
ζn−m−1dζ = B(f)(z).
It is of some interest to note that the Borel transformation is a particular case of a general
picture. Let H(C) be the space of entire functions and H′(C) its dual space. it is the space
of of all functionals L : H(C) → C, C-linear maps, bounded in the following sense: there
exists two positive constants C, R such that for all f ∈ H(C)
|L(f)| 6 C|f |R
where |f |R = sup{|f(z)| = R} = sup{|f(z)| 6 R}. The functional are called Analytic
functionals. They are entirely determined by the moments T (zn), n ≥ 0. Actually for
T ∈ H′(C) and f(z) =
∑
n≥0
anz
n ∈ H(C), the series
∑
n≥0
anT (z
n) converges absolutely and
we have
T (f) =
∑
n≥0
anT (z
n).
A fundamental example of analytic functionals is given by entire functions of exponential
type. Indeed if
ϕ(u) =
∑
n≥0
bn
un
n!
is such a function and if f(z) =
∑
n≥0
anz
n is any entire function, we may define the action
of ϕ on f by:
Tϕ(f) =
∑
n≥0
anbn
the series being absolutely convergent and ϕ defines an analytic functional Tϕ ∈ H′(C). If
f(z) =
∑
n≥0
anz
n defines an analytic functional Tf , then
Tf (z 7→ ezζ) =
∑
n≥1
an
n!
ζn = Bf (ζ)
and more generally if T is an analytic functional, its Fourier-Borel transform is
FT (u) = Tz(z 7→ euz).
It is an entire function of exponential type. Like the Fourier transform, the Fourier-Borel
transform converts differentiation into multiplication by ζ. In fact it is easily seen that
(4.1) FT◦d/dz(ζ) = ζFT (ζ)
and
(4.2) FT◦z(ζ) =
d
dζ
FT (ζ).
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In particular for any integers s ≥ 0, t ≥ 0 and for any v ∈ C, the Fourier-Borel transform
of the functional T : f 7→
(
d
dz
)t
zsf|z=v is
FT (ζ) =
(
d
dζ
)s
(ztevz|z=ζ)
which can be seen directly from the equality(
d
dz
)s
(ztevz)|z=ζ =
min{s,t}∑
k=0
s!t!
k!(s − k)!(t− k)!ζ
t−kvs−keζv
and by the symmetry of the hand side under the transformation
(ζ, v, s, t) 7→ (v, ζ, t, s).
Remark 4.1. By a theorem of Martineau the duals of some spaces of analytic functions
are isomorphic under the Fourier-Borel transform to some other spaces of entire functions,
a phenomenon akin to what happens in the case of the Paley-Wiener theorem. See [13,
Théorème 1, p. 121]
Let us write the Borel transform as the Laplace transform
f(z) =
∫ ∞
0
e−tB(f)(tz),
1
z
f(1/z) =
∫ ∞
0
e−tzB(f)(t)dt.
Then by (4.1) and (4.2):∫ ∞
0
e−xz(
d
dz
)kzmg(z)dz = xm(− d
dx
)m
1
x
f(1/x), g = B(f).
If we assume that f(x) satisfies a Fuchsian differential equation, the function
1
x
f(1/x) also
satisfies a linear differential equation that can be put in the form
(4.3)
K∑
k=0
M∑
m=0
Akmx
k(− d
dx
)m
1
x
f(1/x) = 0
then by the integral relation for the Borel transform∫ ∞
0
e−xz
K∑
k=0
M∑
m=0
Akm(
d
dz
)kzmg(z)dz = 0.
Hence
(4.4)
K∑
k=0
M∑
m=0
Akm(
d
dz
)kzmf(z)dz = 0.
Example 4.2. • We take g(z) = ez =
∞∑
0
zn
n!
, f(z) =
1
1− z =
∑
n≥0
zn, |z| ∧ 1. The
function h(z) :=
1
z
f(1/z) verifies h− h′ + zh′ = 0 so that
A00 = 1, A01 = 1, A10 = 0, A11 = −1.
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Hence f must verify the equation f − f ′ = 0 as it must be.
• A less trivial example is to consider the Bessel function J0(x) =
∞∑
0
(−1)r
(r!)2
(
x
2
)2r
which satisfies (
x2
d2
dx2
+ x
d
dx
+ x2
)
J0(x) = 0.
The differential equation satisfied by
1
x
J0(
1
x
) is:
x4h′′(x) + 3x3h′(x) + (x2 + 1)h(x) = 0, h(x) =
1
x
J0(
1
x
).
The coefficients in (4.2) are (K = 4, M = 2):


A00 = 1, A10 = 0, A20 = 1, A30 = 0, A40 = 0,
A01 = 0, A11 = 0, A21 = 0, A31 = −3, A41 = 0,
A02 = 0, A12 = 0, A22 = 0, A32 = 0, A42 = 1.
The Fourier-Borel transform of J0(x), that is f(x) =
∞∑
r=0
(−1)r
(r!)3
(
x
2
)2r should satisfy the
equation (4.4). This gives
x2f ′′′′(x) + 5xf ′′′ + 4f ′′(x) + xf(x) = 0.
5. The delta operator and the Polylogarithm function
We have seen the relevance of the operator
d
dx
◦ x. Its powers are linked to those of the
delta operator δ = x
d
dx
by
(
d
dx
x
)n+1
=
d
dx
◦
(
x
d
dx
)n
◦ x.
As in [14] it is possible to make explicit the powers δn as differential operators in
d
dx
, with
monic coefficients, that is as elements of C[x][ ddx ]. Actually we have:
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Proposition 5.1. For every smooth function f of the variable x
δnf =x
df
dx
+
[ 1n−1
1− 2 +
2n−1
2− 1
]
x2
d2f
dx2
+
[ 1n−1
(1− 2)(1 − 3) +
2n−1
(2− 1)(2− 3) +
3n−1
(3− 1)(3 − 2)
]
x3
d3f
dx3
+
[ 1n−1
(1− 2)(1 − 3)(1 − 4) +
2n−1
(2− 1)(2 − 3)(2 − 4) +
3n−1
(3− 1)(3− 2)(3 − 4)+
+
4n−1
(4− 1)(4 − 2)(4 − 3)
]
x4
d4f
dx4
+ · · ·
+
[ 1n−1
(1− 2)(1 − 3) · · · (1− n) +
2n−1
(2− 1)(2 − 3) · · · (2− n) +
3n−1
(3− 1)(3− 2)(3 − 4) · · · (3− n)
+
nn−1
(n− 1)(n − 2) · · · (n− (n− 1))
]
xn
dnf
dxn
This is a local problem and by the Stone-Weierstrass theorem, we restrict ourselves to
monic functions f(x) = xk, k ∈ Z+. It is equivalent to show the following lemma:
Lemma 5.2. For each real u:
un =u+
[ 1n−1
1− 2 +
2n−1
2− 1
]
u(u− 1)
+
[ 1n−1
(1− 2)(1 − 3) +
2n−1
(2− 1)(2− 3) +
3n−1
(3− 1)(3 − 2)
]
u(u− 1)(u− 2)
+
[ 1n−1
(1− 2)(1 − 3)(1 − 4) +
2n−1
(2− 1)(2 − 3)(2 − 4) +
3n−1
(3− 1)(3− 2)(3 − 4)+
+
4n−1
(4− 1)(4 − 2)(4 − 3)
]
u(u− 1)(u− 2)(u − 3)
+ · · ·
+
[ 1n−1
(1− 2)(1 − 3) · · · (1− n) +
2n−1
(2− 1)(2 − 3) · · · (2− n) +
3n−1
(3− 1)(3 − 2)(3 − 4) · · · (3− n)
+
nn−1
(n− 1)(n − 2) · · · (n− (n− 1))
]
u(u− 1)(u− 2) · · · (u− (n− 1)).
Proof. The Hilbert polynomials Hj(X) are extensions of binomial coefficients:
(5.1) H0(X) = 1, Hj(X) =
(
X
j
)
=
X(X − 1) · · · (X − j + 1)
j!
.
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The family (Hj(X))0≤j≤n is an algebraic basis of the space Rn[X] of polynomials of degrees
at most n. For each n ∈ Z+, we have
(5.2) Xn =
∑
j≥0
AnjHj(X)
with
Anj = 0 j > n.
Several formulas for Anj are known, in particular [14]
(5.3) Anj =
∑
li>0,l1+l2+···lj=n
n!
l1!l2! · · · lj !
or
(5.4) Anj =
j∑
m=0
(−1)m
(
j
m
)
(j −m)n = ∆jXn|X=0
where ∆ is the difference operator ∆f(x) = f(x + 1) − f(x). This ends the proof of the
lemma. 
It is possible to give another approach to the problem of the calculation of δnf =
(x
d
dx
)nf by integral representations, at least for the class of analytic functions of expo-
nential type, in order to explain and to fix our ideas.
Theorem 5.3. In order that f(z) should be an integral function of order 1 and type γ it
is necessary and sufficient that f(z) should be of the form
(5.5) f(z) =
1
2iπ
∫
C
ezuφ(u) du
where C is a contour which includes the circle {|u| = γ} and φ is holomorphic in the open
disc {|u| < γ}. In this case we have the inversion formula
(5.6) φ(u) =
∫ ∞
0
f(x)exu dx, γ < u.
The formula (5.5) gives, with Dz =
d
dz
:
(5.7) (zDz)
nf(z) =
1
2iπ
∫
C
(zDz)
nezuφ(u) du.
This integral representation has the advantage to reduce the problem to the computation
of (zDz)nezu which is a classical one. We introduce the exponential polynomials Φn by
(xDx)
nex = Φn(x)e
x.
They admit the generating series:
(5.8) ex(e
z−1) =
∞∑
n=0
Φn(x)
zn
n!
.
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These polynomials satisfy many identities, through derivations of (5.8) with respect to x
or to z. The equality (5.7) becomes the following integral representation
(zDz)
nf(z) =
1
2iπ
∫
C
Φn(zu)e
zuφ(u) du
which is a kind of a multiplicative convolution.
Remark 5.4. If we were interested by Cauchy type representation formula, we could use
(zDz)
n 1
u− z =
∞∑
k=1
kn
uk+1
zk.
A particular case is, for n ∈ Z+
(5.9) (zDz)
n z
1− z =
∞∑
k=1
knzk.
The inverses of the delta operator δ = x
d
dx
are sufficiently interesting. A possible one is
given by
δ−1F (x) =
∫ x
0
F (u)
du
u
acting on functions F for which the integral converges. An easy induction shows that for
n ∈ Z+
(5.10) (zDz)
−n z
1− z = Φ(z, n)
where
Φ(z, s) =
∞∑
k=1
zk
ks
is the classical polylogarithm function. The formulas (5.9) and (5.10) extended by defining
(zDz)
0 as the identity operator give (zDz)
n z
1− z for each n ∈ Z.
6. The rotation group ISO(2)
Rotations of R3 about the z axis form a 1-parameter subgroup
R(θ) =

 cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1

 = exp(θM3)
for some M3 ∈ so(3), with
M3 =
d
dθ
exp(θM3)|θ=0 =
d
dθ
R(θ)|θ=0 =

 0 −1 01 0 0
0 0 0

 .
A basis for so(3) is given by
M1 =

 0 0 00 0 −1
0 1 0

 , M2 =

 0 0 10 0 0
−1 0 0

 , M3 =

 0 −1 01 0 0
0 0 0


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and we have for the Lie algebra structure
[M1,M2] = E3, [M2,M3] = M1, [M3,M1] = M2
giving the structure constants for so(3). A general motion on the euclidian plane is given
by
x′ = x cos(θ)− y sin θ + a
x′ = x sin(θ) + y cos θ + b
a, b ∈ R, 0 6 θ ∧ 2π. We consider
R2 ⋊ S1 = R2 ⋊ [0, 2π[−→ SO(3)
g = (a, b; θ) 7→ T (g) =

 cos(θ) − sin(θ) asin(θ) cos(θ) b
0 0 1

 .
The Lie algebra of the group can be obtained by calculating, at the identity, the derivative
of the matrix T (g) with respect to its three parameters. We obtain
A =

 0 0 10 0 0
0 0 0

 , B =

 0 0 00 0 1
0 0 0

 , C =

 0 1 0−1 0 0
0 0 0

 .
The infinitesimal generators in the space of functions defined on the plane are
Px =
∂
∂x
, Py =
∂
∂y
, Lz = x
∂
∂y
− y ∂
∂x
.
To clarify this point we need some computations for exp(−tA), exp(−tB) and exp(−tC).
We have A2 = 0 then exp(−tA) = I − tA =

 1 0 −t0 1 0
0 0 1

. This gives
f

e−tA

 xy
1



 = f(x− t, y, z)
and
− d
dt
f

e−tA

 xy
1




|t=0
=
∂
∂x
f(x, y, z).
d
dt
f

e−tC

 xy
1




|t=0
=
d
dt |t=0
f(x cos(t)− y sin(t), x sin(t) + y cos(t), 1)
= (x
∂
∂y
− y ∂
∂x
)f.
B =

 0 0 00 0 1
0 0 0

 , B2 = 0.
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exp(−tB) = I − tB =

 1 0 00 1 −t
0 0 1


− d
dt
f

e−tB

 xy
1




|t=0
= − d
dt |t=0
f(x, y − t, z) = ∂
∂y
f(x, y, z).
In the dimension n = 3, the antisymmetric matrices are connected to the cross product

 ab
c

 ∧

 xy
z

 =

 0 −c bc 0 −a
−b a 0



 xy
z


if Ω =

 ab
c

 and AΩ =

 0 −c bc 0 −a
−b a 0

, we see that AΩ is the general form of
antisymmetric matrices in the case of dimension n = 3. The matrix exp(AΩ) is the Rotation
of axis RΩ and of angle ‖Ω‖
√
a2 + b2 + c2. To see this choose a rotation U transforming
Ω into ‖Ω‖e1 = (‖Ω‖, 0, 0). The rotation U leaves the cross product invariant
UAΩU
−1 = A‖Ω‖e1 =

 0 0 00 0 −‖Ω‖
0 ‖Ω‖ 0


so that
exp(A‖Ω‖e1) =

 1 0 00 cos ‖Ω‖ − sin ‖Ω‖
0 sin ‖Ω‖ cos(‖Ω‖


which is the Rotation around around Re1 and angle ‖Ω‖. From
exp(AΩ) = U
−1 exp(A‖Ω‖e1)U
we obtain the desired result.
We apply this remark to the matrix C =

 0 1 0−1 0 0
0 0 0

. A rotation of axis Re2 and
of angle θ is
Rθ =

 cos(θ) 0 sin(θ)0 0 1
− sin(θ) 0 cos(θ)


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and here Ω =

 00
−1

 = −e3. If θ = −π/2, R−π/2 =

 0 0 −10 1 0
1 0 0

 = U transforms
−e3 into e1. The inverse matrix is Rπ/2 =

 0 0 10 1 0
−1 0 0

. In conclusion
‖Ω‖e1 = e1, tAe1 =

 0 0 00 0 −t
0 t 0

 ,
and
exp(−tAe1) =

 1 0 00 cos(t) sin(t)
0 − sin(t) cos(t)

 , exp(−tC) =

 cos(t) − sin(t) 0sin(t) cos(t) 0
0 0 1

 .
We have the following commutation relations:
[Lz, Px] = −Py, [C,A] = −B
[Lz, Py] = Px, [C,B] = A
[Px, Py] = 0, [A,B] = 0.
We introduce the polar coordinates x = r cos(ϕ), y = r sin(ϕ) and the operators
L1z =
1
i
∂
∂ϕ
, P± = e
±iϕ(± ∂
∂r
+
i
r
∂
∂ϕ
).
We suppose that P± act as Ladder operators on a basis (ϕn)n∈N of a separable Hilbert
space V . That is if |n > is a basis function of V , then
P+|n >= −|n+ 1 >, P−|n >= |n− 1 >, |n >↔ ϕn.
Let us also choose the basis functions |n > to be eigenfunctions of Lz with eigenvalue n:
Lz|n >= n|n >. The equation
−i∂ < r, ϕ|n >
∂ϕ
= n < r, ϕ|n >, < r, ϕ|n >↔ ϕn(r, ϕ)
implies that < r,ϕ|n >= Jn (r) einϕ for some function Jn (r). In the discrete case
< r,ϕ|P+P−|n >:= P+P−(ϕn(r, ϕ)) = − < r,ϕ|P+|n− 1 >=< r,ϕ|n > .
So that < r,ϕ|n > is an eigenfunction of P+P− with an eigenvalue equal to 1. For the
continuous case, we compute on a basis |r, ϕ >
P+P− < r,ϕ|n > = P+e−iϕ(− ∂
∂r
+
i
r
∂
∂ϕ
)Jn (r) e
inϕ
= (−J ′′n (r)−
1
r
J ′n (r) +
n2
r2
Jn (r))e
inϕ = Jn (r) e
inϕ.
Thus these requirements imply that Jn (r) satisfies the Bessel differential equation. Also
the two relations
(6.1) P+ < r,ϕ|n >= − < r,ϕ|n + 1 >
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(6.2) P− < r,ϕ|n >= − < r,ϕ|n − 1 >
with P± = e±iϕ(± ∂
∂r
+
i
r
∂
∂ϕ
) and < r,ϕ|n >= Jn (r) einϕ. The relation (6.1) give the
fundamental recurrence relation for the Bessel functions. Indeed
eiϕ(
∂
∂r
+
i
r
∂
∂ϕ
)Jn (r) e
inϕ = −Jn+1 (r) ei(n+1)ϕ
or
(6.3) J ′n (r)−
n
r
Jn (r) = Jn+1 (r) .
Similarly using (6.2) instead of (6.1) we get
(6.4) J ′n (r)−
n
r
Jn (r) = Jn−1 (r) .
If we add the identities (6.3) and (6.4) we obtain the classical relation
2n
r
Jn (r) = Jn−1 (r) + Jn+1 (r) .
Finally if we take their difference we get
2J ′n (r) = Jn−1 (r)− Jn+1 (r) .
7. From Frobenius determinants to non-euclidian geometry
A particular example of Frobenius determinant is the determinant of a circulant matrices.
Let K be a field and Circn the algebra of circulant matrices of order n with coefficients in
K, then as algebras we have the isomorphisms
Circn ≃ Kn ≃ K[X]/(Xn − 1).
If K = Q and we write
Xn − 1 =
∏
d|n
φd(X),
where φm(X) is the associated m-th cyclotomic polynomial. The Möbius function µ(n) is
defined by the conditions: µ(1) = 1, µ(n) = 0 if n is divisible by the square of a prime and
µ(n) = (−1)r if n = p1p2 · · · pr for disctinct primes pi. The m-th cyclotomic polynomial is
given by
φm(X) =
∏
d|m
(Xd − 1)µ(m/d) .
We then get the identification
=
⊕
d|n
Q(ζd)
as étale algebras and where Q(ζd) is the cyclotomic extension corresponding to the d-th
primitive roots of unity. In case K = C, Circn is also isomorphic as étale algebras to
C⊕ . . .⊕ C,
n times.
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To give an explicit example of the link of Circn with geometry, we fix n = 2. The
general case is developed in [18]. In this case we have two determinants∣∣∣∣ x iyiy x
∣∣∣∣ = x2 + y2
and ∣∣∣∣ x yy x
∣∣∣∣ = x2 − y2
to which we associate
• The Laplace equation, the euclidian metric ds2 = dx2 + dy2 and the circles {x2 +
y2 = r2}.
• The wave equation, the pseudo-metric ds2 = dx2 − dy2 and the hyperbolas {x2 −
y2 = r2}.
To these metrics we attach (resp.) the distance functions: If M1 = (x1, y1), M2 = (x2, y2),
we have
dC(M1,M2) = (x1 − x2)2 + (y1 − y2)2
respectively
dH(M1,M2) = (x1 − x2)2 − (y1 − y2)2.
dH is clearly not an euclidian metric but it has a very rich group theoretical properties.
The pseudo-rotation group is the group of transformations which leaves the quadratic form
in Rn
Q(x) = x21 + . . .+ x
2
p − x2p+1 − . . .− x2n, 0 ∧ p ∧ n
invariant. This group is named the Lorenz group when n = 4 and p = 3 and in general it
is denoted by Op,n−p. The simplest situation is when n = 2 and p = 1 so that the group
O1,1 leaves the quadratic form x2 − y2 invariant. There is a distinguished one parameter
subgroup of O1,1, namely {t 7→ h(t)} with
h(t) =
(
cosh(t) sinh(t)
sinh(t) cosh(t)
)
.
We denote it SO+1,1. It is the component of the identity in O1,1. Moreover O1,1 contains
also η =
(
1 0
0 −1
)
and we have the decomposition in connected components
O1,1 = SO
+
1,1
⋃
ηSO+1,1.
A generator of that one parameter group is
L = x
∂
∂y
+ y
∂
∂x
.
If we make the change of variable y = iv, then x2 − y2 = x2 + v2 and any transformation
leaving x2 − y2 invariant leaves x2 + v2 also invariant.. The group of the quadratic form
x2 + v2 is SO(2) with elements given by{
x′ = x cos(θ) + v sin(θ)
y′ = −x sin(θ) + v cos(θ)
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and if α = iθ we obtain {
x′ = x cosh(α) + y sinh(α)
y′ = x sinh(α) + y cosh(α)
so that SO+1,1 may be seen as a group of rotations through imaginary angles.
Macdonald functionsKν are modified Bessel functions satisfying the differential equation
z2u′′ + zu′ − (z2 + ν2)u = 0.
They admit the following integral representation
Kν(z) =
π
Γ(1/2 + ν)
(z/2)ν
∫ ∞
1
e−tz(t2 − 1)ν−1/2dt, | arg(z)| ∧ π
2
,ℜν ∨ − 1/2.
Useful properties that we will discuss in large are
−2K ′ν(z) = Kν−1(z) +Kν+1(z)
−2ν/zKν(z) = Kν−1(z)−Kν+1(z).
For ν = n an integer let us give a Lie theoretical interpretation of the Macdonald functions
as we did in the previous section.
Pseudo-Rotations of R3 about the z axis form a 1-parameter subgroup
R(ϕ) =

 cosh(ϕ) sinh(ϕ) 0sinh(ϕ) cosh(ϕ) 0
0 0 1

 .
A general motion the pseudo-euclidean plane is
x′ = x cosh(ϕ) + y sinhϕ+ a
x′ = x sinh(ϕ) + y coshϕ+ b
a, b ∈ R, 0 6 θ ∧ 2π. It is the action of the semi-direct product
R2 ⋊H1
where H1 is the hyperbola {x2 − y2 = 1}, on the plane with coordinates t(x, y, 1). Every
element of R2 ⋊H1 can be written g = (a, b;ϕ) 7→ S(g) =

 cosh(ϕ) − sinh(ϕ) asinh(ϕ) cosh(ϕ) b
0 0 1

 .
As Lie algebra of the group, we obtain
a1 =

 0 0 10 0 0
0 0 0

 , a2 =

 0 0 00 0 1
0 0 0

 , a3 =

 0 1 01 0 0
0 0 0

 .
The infinitesimal generators in the space of functions defined on the plane are
P 1x =
∂
∂x
, P 1y =
∂
∂y
, L2z = x
∂
∂y
+ y
∂
∂x
.
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The commutation relations below hold:[
L2z, P
1
x
]
= P 1y , [a3, a1] = a2[
L2z, P
1
y
]
= P 1x , [a3, a2] = a1[
P 1x , P
1
y
]
= 0, [a1, a2] = 0.
Let us consider the polar coordinates x = r cosh(ϕ), y = r sinh(ϕ) corresponding to the
hyperbola. We introduce
L3z =
∂
∂ϕ
, P 1± = e
±ϕ(± ∂
∂r
− 1
r
∂
∂ϕ
).
We suppose that P 1± act as Ladder operators on a basis (ϕn)n∈N of a separable Hilbert
space V . That is if |n > is a basis function of V , then
P 1+|n >= −|n+ 1 >, P 1−|n >= −|n− 1 >, |n >↔ ϕn.
Moreover choose the basis functions |n > to be eigenfunctions of L4z with eigenvalue −n:
Lz|n >= −n|n >. The equation
∂ < r, ϕ|n >
∂ϕ
= −n < r, ϕ|n >, < r, ϕ|n >↔ ϕn(r, ϕ)
implies that < r,ϕ|n >= Jn (r) e−nϕ for some function Kn (r). In the discrete case
< r,ϕ|P 1+P 1−|n >:= P 1+P 1−(ϕn(r, ϕ)) = − < r,ϕ|n > .
So that < r,ϕ|n > is an eigenfunction of P 1+P 1− with an eigenvalue equal to −1. For the
continuous case, we compute on a basis |r, ϕ >
P 1+P
1
− < r,ϕ|n > = P 1+e−ϕ(−
∂
∂r
− 1
r
∂
∂ϕ
)Kn (r) e
−nϕ
= eϕ(
∂
∂r
− 1
r
∂
∂ϕ
)e−ϕ(− ∂
∂r
− 1
r
∂
∂ϕ
)Kn (r) e
−nϕ
= (−K ′′n (r)−
1
r
K ′n (r) +
n2
r2
)e−nϕ
= −Kn (r) e−nϕ.
Thus these requirements imply thatKn (r) satisfies the Bessel-Macdonald differential equa-
tion. Also the two relations below hold
(7.1) P 1+ < r,ϕ|n >= − < r,ϕ|n − 1 >
(7.2) P 1− < r,ϕ|n >=< r,ϕ|n + 1 >
with P 1± = e
±ϕ(± ∂
∂r
− 1
r
∂
∂ϕ
) and < r,ϕ|n >= Kn (r) e−nϕ. The relation (7.1) gives
eϕ(
∂
∂r
− 1
r
∂
∂ϕ
)Kn (r) e
−nϕ = −Kn−1 (r) e−(n−1)ϕ
or
(7.3) K ′n (r) +
n
r
Kn (r) = −Kn−1 (r) .
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Similarly using (7.2) instead of (7.1) we get
(7.4) −K ′n (r) +
n
r
Kn (r) = Kn+1 (r) .
If we add the identities (7.3) and (7.4) we obtain the classical relation
2n
r
Kn (r) = −Kn−1 (r) +Kn+1 (r) .
Finally if we make the difference between them we get
2K ′n (r) = −Kn−1 (r)−Kn+1 (r) .
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