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Abstract. Quantum above-barrier reflection of ultra-cold atoms by the Rosen-Morse 
potential is analytically considered within the mean field Gross-Pitaevskii approximation. 
Reformulating the problem of reflectionless transmission as a quasi-linear eigenvalue 
problem for the potential depth, an approximation for the specific height of the potential that 
supports reflectionless transmission of the incoming matter wave is derived via modification 
of the Rayleigh-Schrödinger time-independent perturbation theory. The approximation 
provides highly accurate description of the resonance position for all the resonance orders if 
the nonlinearity parameter is small compared with the incoming particle’s chemical potential. 
Notably, the result for the first transmission resonance turns out to be exact, i.e., the derived 
formula for the resonant potential height gives the exact value of the first nonlinear 
resonance’s position for all the allowed variation range of the involved parameters, the 
nonlinearity parameter and chemical potential. This has been shown by constructing the exact 
solution of the problem for the first resonance. Furthermore, the presented approximation 
reveals that, in contrast to the linear case, in the nonlinear case reflectionless transmission 
may occur not only for potential wells but also for potential barriers with positive potential 
height. It also shows that the nonlinear shift of the resonance position from the position of the 
corresponding linear resonance is approximately described as a linear function of the 
resonance order. Finally, a compact (yet, highly accurate) analytic formula for the n th order 
resonance position is constructed via combination of analytical and numerical methods. 
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 Bose-Einstein condensates of ultracold gases [1,2] provide an ideal ground for testing 
of many important nonlinear phenomena occurring in many-body quantum systems. An 
increasing number of such phenomena, e.g., the creation of topological structures such as 
vortices [3], the generation of bright [4] and dark [5] solitons, the self-trapping effect [6], etc., 
has been recently extensively studied both theoretically and experimentally. One of such 
important phenomena offered by the Bose-condensates is the macroscopic quantum tunneling 
through and reflection from a potential barrier (well) of a many-body wave function. This is 
because the basic concepts of tunneling through a barrier and above-barrier reflection of a 
particle are fundamental effects in quantum mechanics not present in classical physics [7]. 
Since the many-body macroscopic tunneling and reflection are essentially nonlinear 
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processes, and, hence, provide a distinctly different test of the validity of quantum mechanics 
which is not possible for the one-particle case, these phenomena attracted a considerable 
attention during the last years since the experimental realization of the Bose-Einstein 
condensation in dilute gases of ultra-cold neutral atoms [2]. Several physical situations have 
been discussed including the step-like potential [8], single, finite-number and periodic 
(Kronig-Penney) rectangular potential barriers or wells of finite or infinite depth [9], single- 
and double-delta-function or a periodic sequence of delta potentials (delta-comb potential) 
[10], some other celebrated potentials such as the double Gaussian barrier,  etc. [11]. 
 In the present paper, we consider the above-barrier reflection of a Bose-Einstein 
condensate by the finite-height Rosen-Morse potential 
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for which the solution of the corresponding linear problem is known [7]. This problem has 
already been addressed in several publications (see, e.g., [12-14]). In particular, the exact 
solution of the problem has been reported for a certain depth of the potential [13] and the 
reflection coefficient has been calculated for the first reflectionless transmission resonance 
for the case of small nonlinearity [14]. Here we focus on the reflectionless transmission 
resonances viewed in terms of incoming and outgoing waves. 
 A convenient framework for investigation of the tunelling phenomena with Bose-
Einstein condensates is the mean-field approximation described by the Gross-Pitaevskii 
equation [15]. This is a basic version of the nonlinear Schrödinger equation encountered in 
many physical systems besides Bose-condensates including, e.g., nonlinear optics, spin 
waves in magnetic films, Langmuir waves in hot plasmas and gravity surface waves in fluids 
and thus is of general physical interest. In the one-dimensional case the Gross-Pitaevskii 
equation is written as 
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where the nonlinearity parameter g  characterizes the mean-field self-interaction energy. 
Applying the ansatz )()/exp(),( xtitx ψµ h−=Ψ , where µ  is the chemical potential, Eq. (2) 
is reduced to the following time-independent version 
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where we have adopted the system of units where the reduced Planck constant, the involved 
mass of the quantum particle as well as the space-scale 0x  are put equal to unity. 
 3
 For a sufficiently large chemical potential µ , since the Rosen-Morse potential 
vanishes at −∞→x , in the vicinity of −∞=x  Eq. (3) allows a solution with asymptotic 
behavior ikxec0~ψ , const0 =c , corresponding to a traveling-wave running from left to right. 
Here, the wave number k , defined as )(2 20 gck −= µ , is supposed to be real so that we 
assume 020 >− gcµ . Since the normalization of the wave function can always be 
incorporated in the definition of the nonlinearity parameter g , without loss of generality, we 
here adopt the normalization 1)( 2 =−∞ψ , hence, below we put 10 =c . [Note that the 
wave-number k  should be imaginary if gc 20<µ  and 0>g , i.e., the asymptote of the 
wave at ∞±=x  in this case should be an exponentially vanishing real function, an 
evanescent wave. Since such an asymptote describes a quantum state localized in a finite 
space-region (effectively, a close region embracing the potential), i.e., a bound state, it is 
understood that the nonlinearity modifies the condition for trapping the particle, namely, the 
particle is trapped if the chemical potential gc 20<µ , 0>g . This is, of course, an 
expression of the self-trapping effect [6].] 
 Thus, we are interested in the solution of Eq. (3) of the form 
  )(xueikx=ψ , (4) 
where  )(2 gk −= µ , (5) 
and the function )(xu  obeys the initial condition 1)( =−∞u . For real k , transformation (4) 
leads to the following equation for )(xu : 
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Applying now the change of the independent variable 2/)th1( xz += , ]1,0[∈z , so that 
dzdzzdxd /)1(2/ −−=  and )1(4hsec 2 −−= zzx , this equation is rewritten as 
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The linear part of the obtained equation is the hypergeometric equation [16] the solution of 
which satisfying the initial condition discussed here is 
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Note now that the reflectionless transmission is achieved if the boundary condition 
1)( =+∞u  is satisfied. For the linear case 0=g , when the function (8) determines the exact 
solution of the problem, this condition is fulfilled if α  is a negative integer, i.e., when 
n−=α , ...,3,2,1=n  The corresponding transmission resonances are then achieved for 
  )1(
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As it is immediately seen, the resonances occur for negative LnV  or, in other words, the 
reflectionless transmission in the linear case is possible only for potential wells. 
 Consider now the reflectionless transmission in the nonlinear case 0≠g . Note that 
application of the boundary condition 1)( =+∞u  defines a quasi-linear eigenvalue problem 
for the potential depth 0V  that we formulate in the following operator form 
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where LHˆ  stands for the linear operator 
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and F  denotes the nonlinear function 
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Since the solution to the linear problem is known [the eigenfunctions and eigenvalues are 
given by Eqs. (8) and (10), respectively] it is straightforward to apply the Rayleigh-
Schrödinger perturbation theory to construct the approximate solution to the nonlinear 
problem for small g . Thus, we suppose that g  is small enough and for the n th order 
nonlinear transmission resonance apply the expansion 
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where, according to Eqs. (8), (9) and (10): 
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Eq. (11) then reads 
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so that equating the terms at equal powers of g  we obtain 
  0ˆ =+ LnLnLnL uVuH , (19) 
  0)()(ˆ 111 =+++ LnLnLnL uFuVuVuH . (20) 
Eq. (19) is of course automatically satisfied. As regards equation (20) for 1u , we apply an 
expansion in terms of functions Lnu : 
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Note now that the functions Lnu  are orthogonal in the interval ]1,0[∈z  with weight function 
ikik zz −− )1( : 
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where nmδ  is the Kronecker delta and nC  is a constant. Substituting then expansion (21) into 
Eq. (20), multiplying the resultant equation by Ln
ikik uzz −− )1(  and integrating over the 
interval ]1,0[∈z  we immediately obtain 
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Numerical simulations show that this is a very good approximation as far as the nonlinearity 
parameter g  is small. More precisely, the derived formula accurately describes the depth of 
the potential well for all the transmission resonance orders Nn∈  and wave vectors 
),0[ ∞∈k  if µ25.0<g  and it provides a rather good approximation up to µ)75.05.0( ÷≈g . 
 Note now that the constant nC  is calculated exactly: 
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where Γ  is the Euler gamma function. Furthermore, note that for an integer n  the function 
Lnu  is a polynomial in z . Hence, the integral (23) can be analytically calculated for any 
given order n . Thus, we conclude that within the limits of the Rayleigh-Schrödinger 
perturbation theory the first-order nonlinear shift of the depth of the reflecting potential (1) 
can be calculated for any reflectionless transmission resonance order. For the first three 
resonances [for which 11 −=LV , 32 −=LV  and 63 −=LV , see Eq. (10)] the result reads 
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 As it is immediately seen, in contrast to the linear case, the resonance position in the 
nonlinear case depends on the chemical potential µ . Note that the shift from the value of the 
linear resonance’s potential depth is negative for attractive interaction ( 0<g ) and is positive 
for repulsive interaction ( 0>g ). If the nonlinearity is repulsive and strong enough, the shift 
in the dept of the potential may produce a positive value of the resonance potential’s height. 
Hence, in contrast to the linear case, in the nonlinear case reflectionless transmission may 
occur not only for potential wells but also for potential barriers. For instance, for the first 
resonance this happens when 3/)21( µ+>g . 
 A remarkable final observation is that the formula for the first resonance, Eq. (25) 
turns out to be exact. This can be verified trying to find an exact solution of the exact 
nonlinear equation (7) as a linear function of z . Indeed, substituting zau += 1  into Eq. (7) 
immediately leads to the simple solution 
  
ki
zuNL +−= 1
211  (28) 
for a potential depth 0V  defined by Eq. (25). Since when passing to the linear limit by tending 
0→g  the depth of the potential defined by this equation becomes equal to 1−  it is 
understood that this solution describes the nonlinear transmission resonance 1NLV  
corresponding to the first linear resonance 11 −=LV . 
 Though the presented development provides a quite accurate quantitative description 
of the reflectionless transmission resonance position for any given resonance order n , 
however, it is also understood from Eqs. (25)-(27) that for higher order resonances the 
formulas become rather cumbersome. For this reason, we now attempt to construct a compact 
(yet, highly accurate) analytic approximation for the integral (23) via combination of 
analytical and numerical methods. 
 We start with examination of the dependence of the resonance position shift 
LnNLn VVV −=1  on the wave vector )(2 gk −= µ  of the incident matter-wave. This 
dependence for the first six resonances is shown in Figs. 2a and 2b. A remarkable immediate 
observation suggested by the presented graphs is that for each fixed k  the curves in Fig. 2a 
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are almost equidistant. Hence, we conclude that for the n th order nonlinear transmission 
resonance approximately holds )( 111 LNL VVnV −= , so that 
  
)(21 g
ngVV LnNLn −++= µ . (29) 
The numerical testing shows that this is an already good approximation. The formula offers a 
quick estimation of the resonance position with relative error of the order of a few percents 
for the whole variation range of the involved chemical potential µ  provided the nonlinearity 
parameter g  is small, 25.0/ ≤µg . Being of remarkably simple structure, the formula may 
be useful for practical purposes as well as for qualitative considerations.  
 To proceed further, we note that the curves shown in Fig. 2a suggest that the whole 
variation range of the wave vector k  can conventionally be divided into two interaction 
regions. The first region is the vicinity of the origin 0=k , where a negative second 
derivative kdVd 21
2 /  is observed. The second region corresponds to large k , 5.0>k , where 
the mentioned second derivative is positive. 
 Since the vicinity of the point 0=k , i.e., the case of small k , is of particular interest 
because the most intensive interaction of the matter-wave with the potential well occurs 
namely in this case we first study the point 0=k . Note that in this case the situation is 
considerably simplified since the pre-factor under the integral in Eq. (23) disappears, the 
constant nC  is reduced to )12/(1 += nCn , and the eigenfunctions of the linear problem Lnu  
become real and are simplified to the Legendre polynomials )21( zPn −  [16]. Then, using the 
known asymptotes of these functions [16] we arrive at the following approximation 
 
   
Fig. 2. a) The nonlinear shift of the resonance position 1V  vs. the wave vector k . 
The resonance orders are indicated by bold-face numbers. b) The same curves as in figure a) 
normalized to the unity at 0=k . 
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Fig. 3. Deviation from the linear law (23) of the dependence of the shift of the resonance 
position on the resonance order n  in the case 0=k . Circles indicate the exact result, the 
solid line presents formula (30). 
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The comparison of this formula with the exact result is shown in Fig. 3. As it is seen, the 
formula is highly accurate for all the resonance orders n . 
 Having at hand the formula for )0( =kVNLn  we now turn to the behavior of ),(1 nkV  
for 0>k . To proceed, we examine the family of normalized curves )0(/ 11 =kVV  shown in 
Fig. 2b. Numerical simulations show that this family can be very accurately described using a 
Gauss hypergeometric function 12 F . However, a different guess is that the curves can 
approximately be constructed by a similarity transformation starting from the curve 
describing the first resonance 1=n . The numerical simulations towards verification of this 
conjecture then reveal that the family can be well approximated as the power  
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where a  adopts values of the order of 1 for all k  and n . It is understood that in order to 
produce the exact result (25) for the first resonance this constant should vanish at 1=n . A 
simple appropriate approximation for a  is readily established by numerical fitting: 
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n
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where the coefficient )(kb  is a slightly varying function of k  if the best fit is considered (an 
example of such an accurate fit with varying )(kb  is shown in Fig. 4). However, for all the 
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resonance orders the variation range of b  is restricted within the narrow interval ]75.0,5.0[  
as k  is varied from zero to infinity. Besides, this variation does not affect much the resultant 
value of 1V  (the absolute change is of the order of 
210− ), hence, we simply put 3/2  for the 
coefficient as an average value. The derived approximation is then checked by analytic 
methods using a limit function as an appropriate approximation for 2Lnup =  constructed 
for higher order resonances using an exact third-order equation for the probability p . 
 
 
 
Fig. 4. Fitting the exact result for integral (23) for the sixth transmission resonance 6=n  
using formulas (31) and (32). Circles indicate the exact result, the solid line presents the 
formulas. The coefficient )(kb  in Eq. (32) is slowly varied within the interval ]75.0,5.0[  as 
k  is varied from zero to infinity. 
 
 
 Collecting the presented developments, we thus obtain the following formula: 
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This is a fairly good approximation. It accurately determines the position of the nonlinear 
transmission resonance for all k  and n ; the relative error does not exceed 310−  if 
25.0/ ≤µg  and it remains less then one percent up to 5.0/ =µg . 
 To summarize, we have discussed, within the mean field Gross-Pitaevskii 
approximation, the quantum above-barrier reflection of ultra-cold atoms by the squared 
hyperbolic-secant Rosen-Morse potential. We have shown that the problem of reflectionless 
transmission can be reformulated as a quasi-linear eigenvalue problem for the potential depth. 
Applying then a modified variant of the Rayleigh-Schrödinger time-independent perturbation 
2 4 6 8 10
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1.0 )0(/ 11 =kVV
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theory, we have derived an approximation for the specific height of the potential that supports 
reflectionless transmission (as a result of the common action of the potential and the 
nonlinearity) of the incoming matter wave. The approximation provides highly accurate 
description of the resonance position for all the resonance orders if the nonlinearity parameter 
is small compared with the chemical potential. However, notably, the result for the first 
transmission resonance is exact, i.e., the derived formula for the resonant potential height 
gives the exact value of the first nonlinear resonance’s position for all the allowed variation 
range of the involved parameters, i.e., the nonlinearity parameter and the incoming particle’s 
wave number. This has been shown by constructing the exact solution of the problem for the 
first resonance. The constructed approximation reveals that, in contrast to the linear case, in 
the nonlinear case reflectionless transmission may occur not only for potential wells but also 
for potential barriers. Finally, we have constructed, via combination of analytical and 
numerical methods, a compact (yet, highly accurate) analytic approximation for the n th order 
resonance position. We have seen that the nonlinear shift of the resonance position is 
sketched as a linear function of the resonance order. 
 
Acknowledgments 
 This work was supported by the Armenian National Science and Education Fund 
(ANSEF Grant No. 2009-PS-1692). 
 
References 
1. L. Pitaevskii and S. Stringari, Bose-Einstein Condensation (Oxford University Press, 
Oxford, 2003); C.J. Pethick, H. Smith, Bose–Einstein Condensation in Dilute Gases 
(Cambridge Univ. Press, Cambridge, 2002). 
2. M.H. Anderson, J.R. Ensher, M.R. Matthews, C.E. Wieman, and E.A. Cornell, Science 
269, 198 (1995); K.B. Davis, M.-O. Mewes, M.R. Andrews, N.J. van Druten, D.S. Durfee, 
D.M. Kurn, and W. Ketterle, Phys. Rev. Lett. 75, 3969 (1995); C.C. Bradley, C.A. 
Sackett, J.J. Tollett, and R.G. Hulet, Phys. Rev. Lett. 75, 1687 (1995). 
3. M.R. Matthews, B.P. Anderson, P.C. Haljan, D.S. Hall, C.E. Wieman, and E.A. Cornell, 
Vortices in a Bose-Einstein condensate, Phys. Rev. Lett. 83, 2498 (1999); J.E. Williams 
and M.J. Holand, Nature 568, 401 (1999); J.E. Williams and M.J. Holand, Preparing 
topological states of a Bose–Einstein condenstae, Nature 568, 401 (1999). 
4. L. Khaykovich, F. Schreck, G. Ferrari, T. Bourdel, J. Cubizolles, L.D. Carr, Y. Castin, C. 
Salomon, Formation of a matter-wave bright soliton, Science 296, 1290 (2002). 
5. S. Burger, L.D. Carr, P. Öhberg, K. Sengstock, A. Sanpera, Generation and interaction of 
solitons in Bose-Einstein condensates, Phys. Rev. A 65, 043611 (2002). 
6. M. Albiez, R. Gati, J. Fölling, S. Hunsmann, M. Cristiani and M.K. Oberthaler, Direct 
observation of tunneling and nonlinear self-trapping in a single bosonic Josephson 
junction, Phys. Rev. Lett. 95, 010402 (2005). 
 11
7. L.D. Landau and E.M. Lifshitz, Quantum Mechanics (Non-relativistic Theory) (Pergamon 
Press, New York, 1977). 
8. J. Villavicencio, R. Romo, and S.S. Silva, Phys. Rev. A 66, 042110 (2002); Y.S. Cheng, 
R.Z. Gong, and H. Li, Chin. Phys. Lett. 24, 35 (2007); H.A. Ishkhanyan and V.P. Krainov, 
Laser Physics 19(8), 1729 (2009). 
9. L.D. Carr, K.W. Mahmud, W.P. Reinhardt, Phys. Rev. A 64, 033603 (2001); L.D. Carr, 
C.W. Clark, and W.P. Reinhardt, Phys. Rev. A 62, 063610 (2000); L.D. Carr, C.W. Clark, 
and W.P. Reinhardt, Phys. Rev. A 62, 063611 (2000); K. Rapedius, D. Witthaut, and H.J. 
Korsch, Phys. Rev. A 73, 033608 (2006); H.A. Ishkhanyan and V.P. Krainov, PRA 80, 
045601 (2009). 
10. B.T. Seaman, L.D. Carr, and M.J. Holland, Phys. Rev. A 71, 033609 (2005); K. Rapedius 
and H.J. Korsch, J. Phys. B 42, 044005 (2009); D. Witthaut, K. Rapedius, and H.J. 
Korsch, J. Nonlin. Math. Phys. 16, 207 (2009); K. Rapedius and H.J. Korsch, 
arXiv:0908.4475v1 [quant-ph] (2009). 
11. G. Dekel, O.V. Farberovich, A. Soffer, V. Fleurov, Physica D 238, 1475 (2009); K. 
Rapedius and H.J. Korsch, Phys. Rev. A 77, 063610 (2008); D.P. Arovas and A. 
Auerbach, Phys. Rev. A 78, 094508 (2008); G. Dekel, V. Fleurov, A. Soffer, C. Stucchio, 
Phys. Rev. A 75, 043617 (2007); V. Fleurov and A. Soffer, Europhys. Lett. 72, 287 
(2005); E. Moreno, A.I. Fernandez-Dominguez, J.I. Cirac, F.J. Garcia-Vidal, and L. 
Martin-Moreno, Phys. Rev. Lett. 95, 170406 (2005); N. Moiseyev, L.D. Carr, B.A. 
Malomed, and Y.B. Band, J. Phys. B 37, L193 (2004). 
12. C. Lee and J. Brand, Eur. Phys. Lett. 73, 321 (2006).  
13. J. Song, W. Hai, X. Luo, Physics Letters A 373, 1560 (2009); J. Song, W. Hai, H. Zhong, 
and X. Luo, Commun. Theor. Phys. 50, 89 (2008). 
14. H.A. Ishkhanyan and V.P. Krainov, JETP 136(4), 1 (2009). 
15. E.P. Gross, Nuovo Cimento 20, 454 (1961); L.P. Pitaevskii, JETP 13, 451 (1961). 
16. M. Abramowitz, I.A. Stegun, Handbook of Mathematical Functions, Dover, New York 
(1965). 
