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人間を理解するための認知ロボティクス
　心に関する長年の謎の一つは、「自分の心は、物質的な存在である自分に備わったもの
に思えるが、心的内容は物質として表せるように思えない」ことである。脳神経科学の
進展にともない、心の働きの多くが脳の機能として解き明かされるのではないかと、期
待が高まっている。計算理論によって脳のアルゴリズムを作成し、外部から“分析”し
た脳の構造・機能や、心理物理学的な行動測定から提出される知見を、“統合”して、脳
の内部で起こっている現象のモデルを構築し、アルゴリズムの妥当性を検証して、脳の
アルゴリズムの精度を高め、脳と心の関わりを探る研究が必要とされている。
　近年、計算機やロボットとヒトの比較、赤ん坊の発達や学習過程の詳細な解析、感情
表現や他者の感情の理解機序の解明などから、人間の脳の機能は、身体や他者の存在、
環境・世界との相互作用から切り離して解釈することは不可能であると認識されている。
ヒトの機能を、身体を持って外界と相互作用できる計算機である、ロボット上に構成し
て再現するロボティクスの試みが、ヒトの心や行動の仕組み、他者・環境との関わり合
いに関する探求の、大胆な牽引力となりつつある。このような探求を更に推し進め、人
間についての理解を深めるために、ロボティクスと、認知脳神経科学・哲学・社会科学
などを統合した新たな総合分野としての“認知ロボティクス”を育成することが必要で
ある。現在の日本では、生物・社会学的分野と工学系分野を連結する、理論・数理計算
分野で、研究人員が少なく研究体制が脆弱であるから、これを特に充実させる必要がある。
心・身体・環境に関する問いは、いわゆる文系・理系を隔てぬ多様な学問の源泉であり、
このような問いに答えるために、文・理の境のない取り組みが必須である。
　一方、実用化を目指した人型ロボット開発では、身体に相当する構造体とアクチュエ
ータ、その制御機構としての計算機部分に関する、初期開発が一段落し、今後は、認知
機能の開発が主要課題となる。実社会で支障なく自律的に活動するロボットを開発する
には、人間や社会に関する広い知識体系が必要となるが、実用化を課題とする個々の企
業や行政機関は、単独では、このような根本的で長期的な研究を推進することは困難で
ある。認知ロボティクスの基盤の充実は、将来における実用的ロボット開発の、成否を
決める決定要因となる。政府と産業界が協力して研究所を設立し、研究者に実用化への
貢献を求めずに、人間理解のための科学研究を推進する必要がある。
　認知ロボティクスを用い、真っ先に研究される課題は、無意識な認知過程による自律
的行動、自己意識に基づく意思決定、個人の相互作用に基づく集団の行動様式の生成過
程であり、社会的な影響力も大きい。このようなヒトの心や行動に関する知識は、人類
にとって公共の知識である。かつて「ゲノムは誰のものか」と問われた時よりも、深刻
な議論を喚起するだろう。日本が先導して、世界の全ての人々が、正確な知識を共有で
きる体制を整備することが望ましい。特に、21 世紀は、経済をはじめ、製造・労働・娯楽・
医薬・教育・政治・外交など各方面で、ヒトの認知機能に関する知識を利用した、ある
いは認知過程を制御する応用技術が進むことは確実である。このような、実利的応用の
広まりに先立って、生身の人間にとって、心がどのように捉えられるかという理解が進
んでいくことが必須である。
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人間を理解するための認知ロボティクス
　ロボットは当初から、ヒトある
いはヒトの機能の一部を、模倣・
代理・補完する存在として作り出
された。1960 年以降、工業的製造
への応用、すなわち産業用ロボッ
トが主流であったが、近年専門家
以外の一般市民が直に接して利用
することを想定したロボットの開
発が急成長している５～７）。ロボテ
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　人間（自分と他者）・心・世界
とは何かという問いは、人類にと
って常に最大の関心事であった。
諸学の殆どは、この問いに答える
ために生じたといえる。脳神経科
学の進展にともない、脳の働きが
心と深く関わるという捉え方が定
着しつつあり、心の問題の多くが、
脳神経科学によって解き明かされ
るのではないかと、期待が高まっ
ている。しかし、心に関する長年
の問題は、「自分の心は、物質的
な存在である自分に備わったもの
に思えるが、心的内容は物質で表
せるように思えない」ことである。
物質としての脳を外から分析的に
観察した知見を蓄積するだけで
は、脳本来の機能や、心の有り様
は解明されない。
　脳の中には、身体の様々な部位
を表現する単位や、様々な機能を
担う単位（モジュール）が並列し
ている。脳神経科学では、特定の
機能単位（あるいは、その限られ
た数の組み合わせ）だけが変化し、
他の部位が変化しない条件の下
で、当該機能単位に統制された刺
激を与え、反応を解析して、その
特性を調べている。しかしヒトが
通常の活動をしているときには、
多種・多数の機能単位が自律分散
的に活動している。これらの内、
特定の機能単位集団の間で情報の
受け渡しをすること、あるいはそ
の中の一部が他よりも顕著な状態
として選択されてゆくことによっ
て、特定の考えや行動が生じる。
この情報の受け渡しや選択過程の
アルゴリズムを解明しなければ、
ある時点での脳の物理的状態を観
察しても、その時行われている情
報処理の内容は理解できない。
　日本では、脳の計算理論の研
究１）や、理論と生理実験を併用
した研究２）が行われてきた。1990
年代に日本の脳科学の課題とし
て、分析的な実験科学（脳を知る）
や医療応用のための研究（脳を守
る）だけでなく、『脳を創る』が
提唱された。これは、『脳の計算
理論と神経回路モデルの作成→そ
の実験科学による検証→理論とモ
デルの改良、の循環』によって、
脳の機能を理解するとともに、脳
に構想を得た新しいシステムを
作るという独自の方向性を示し
た点で、意義深かった。更に、計
算論的神経科学について、『脳の
機能を、その機能を脳と同じ方法
で実現できる計算機のプログラム
あるいは人工的な機械を作れる程
度に、深く本質的に理解すること
を目指す』という概念が提出され
た３）。このような概念枠に基づき、
『脳のアルゴリズムを作成→ロボ
ットの構成・非侵襲性脳活動測定・
心理学・実験科学などを用いて検
証→アルゴリズムの改良という循
環』によって、ヒトの脳の機能を
解明する研究が、未だ少数ながら
革新的な研究者によって進められ
ている。
　日本人の日常的感覚からして
も、心の在り様は、身体や環境、
他者の存在から切り離して考える
ことができない。すなわち、脳だ
けを作ろうとするだけでは、脳本
来の機能や心の働きは解明されな
い。身体性や状況依存性は、認知
科学や脳神経科学でも重要な概念
となっており、身体を持って環境
と相互作用できるロボットが有力
なシミュレーション手段となって
いる４）。
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ィクスとは、これまで、「実用ロ
ボット開発・製造・普及のために」
必要な、科学・工学・心理学・社
会学などの総称であり、工学系の
比重が主であった。
　現実社会で、ヒトのように柔軟
かつ円滑に、自律的に活動できる
ロボットに必要な条件を模索する
過程で、ロボティクス研究者は、
人の認知機構や、学習・他者把握・
社会行動に注目し始めた。日本で
は、1994 年頃から、ロボットを用
いて人間の認知・発達・行動を解
明することを、主課題とするロボ
ティクス研究者の集団（けいはん
な社会的知能発生研究会など）が
形成されている。ヒトのように、
発達過程を経て、実世界に対応
できる認知能力を持つロボットを
作り（“認知発達ロボティクス”）、
検証することにより、ヒトの認知
機能の機序を解明しようとする方
法を“構成論的手法”と呼んでい
る８）。このような研究者は、数学
を共通基盤とする物理・工学系の
知識と経験に加え、生物系・人文
社会科学系の広い知識と理解力を
持ち、ロボットという確固とした
検証台を持っていることが強みと
なっている。
２‐１
認知ロボティクス
　このようなロボティクス研究者
と、脳神経科学（実験から理論・
数理学・ニューロインフォマティ
クスまで含む）・認知科学・心理
学（心理物理学・行動測定）・行
動科学が、少しずつずれながら全
体としては間断なく連続して協同
し、哲学・社会科学・人類学・経
済学などの分野と密接に交流して
知識や方法論を活用し、互いに検
証しあってゆく総合科学を、本論
文中では仮に“認知ロボティクス”
と呼ぶ。ここでロボティクスとは、
ロボットという共通の検証台の
上で、それぞれの分野の研究過程
の不足や誤り、分野間の矛盾を検
討することにより、単なる独立分
野の寄り合い所帯に留まることな
く、ロボティクスが牽引力となっ
て総合分野内の整合性を生み出す
と期待できる、という謂いである。
　実用化を目指したロボット開
発も、本来人間や社会に関する幅
広い理解と将来への展望に基づい
た、需要先導の発想で行うべきで
ある。人型ロボットについては、
身体に相当する構造部とアクチュ
エータ、及びその制御機構として
の計算機部分の初期開発が一段落
したところである。現在、ロボッ
トの認知機構に相当するソフトウ
ェア開発のためのプラットフォー
ムとして、日本で開発された人型
ロボット・ハードウェアが、国内
外で多用されている。今後は、ロ
ボットの“認知機能”の向上が、
実用的なロボット開発の成否の要
となっていくことが確実である。
　実用的ロボットの開発を主眼と
する研究室のなかにも、その基盤
知識を提供する認知ロボティクス
研究を、並行して進めている例も
でてきた。構造部やアクチュエー
タの開発を主課題として続ける研
究者も、次世代の認知機能に対応
することを、常に念頭に置くこと
が必要となる。また、ロボットの“認
知機能”向上に伴って、将来消費
エネルギーの問題が生じることが
指摘されており、これを解消する
ための研究が必要となるだろう。
　非侵襲性の脳活動測定方法の開
発が進んできたが、現時点では、
測定結果を解釈する為には、①複
数回の測定結果を統計的に処理す
るか、②被験者に長時間の訓練を
して再現性のある反応が出ること
を確認した後、一回の測定結果を
解釈するという、統制された方法
が取られている。一回の測定で、
被験者の脳内で、自発的に行われ
ている情報処理の内容を判定する
ためには、脳の情報処理アルゴリ
ズムを用いる必要がある。現在、
数理学的手法により、このよう
なアルゴリズム案が作成されてい
る。これが実用に足るものになる
までには、ロボットを用いたシミ
ュレーション系を用いて、検証・
改良を繰り返すことが必要であ
る。このようなアルゴリズムが完
成すれば、新たな計算機やヒト・
図表１　認知ロボティクス
科学技術動向研究センターにて作成
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機械インターフェースを開発する
ための基礎となるだろう。
２‐２
世界のロボティクス
推進状況
　欧州委員会は、2005 年 10 月に
世界の主要なロボット製造圏での
ロボット市場の拡充状況を報告し
ている 15）。
イ）欧州委員会の報告書では、ロ
ボット市場について述べている
ため、認知ロボティクスに相当す
る項目は無く、他の全ての分野を
並列に扱っている。日本では、人
型ロボットの市場化がすでに始動
し、認知ロボティクスが応用を問
わない独立した科学の分野である
が、将来的に実用的人型ロボット
や個人・家庭用ロボット、サーヴ
ィス・ロボット開発に成功するた
めに、必須の基盤であると認識さ
れる。
ロ）欧州では、「神は自分のイメ
ージに似せてヒトを創った」とす
る、一神教に基づく文化背景によ
り、ヒトが人型ロボット（≒人造
人間）をつくることに対する罪悪
感・忌避感があり 16）、今のところ
製品化には期待していない。しか
し、認知・神経科学や医療分野の
基礎研究という目的では、けいは
図表２　認知ロボティクスの要素研究例
何が分かるか 要素研究 解析内容
無意識で自律的な
認知・行動の要素
機能の特性
実験動物‐ロボット連動実験
実験動物の脳の神経活動を基に、その神経活動が当該動物に惹起するはず
の行動を、ロボット上に同期的に作動させる
覚醒下の実験動物の生理・心理学実験 神経活動の生起時間・特性・強度と認知・行動の生起の関係（因果関係）
霊長類学・人類学 サルやヒトの成長・学習・社会行動
認知考古学・人類学・歴史 進化や生活環境・社会構造変化にともなう人類の認知様式の変化
認知発達ロボティクス
認知的な枠組みを持ち、身体を介して環境と相互作用しながら経路学習す
るロボット
心理物理学、行動計測
無意識な知覚・行動現象の時系列・相関関係・規則性
知覚内容・行動様式の摂動による行動・知覚の制御
他者や社会と相互
行為を行なうことの
できる知能の形成
機序・自閉症などの
社会的能力の発達
障害の機序
遺伝・進化・解剖・生理 動機・選択的注意・刺激の新奇性や規則性の認識・模倣
胎児・赤ちゃん学 自発的運動・養育者との間の周期的繰り返し行動の応答
心の理論 指差し・協同注意・“誤った信念”試験（他者の期待・予測・などの推測）
ミラー・ニューロン
知覚・行動連関の解析
他者の行動・感情表出の知覚と、自分の同じ行動・感情の想起・遂行・表
出時に共通する神経情報処理
非侵襲的脳活動測定 他者や自己に関する認知・行動中の脳の活動部位・活動量・時間変化
計算論的神経科学 知覚と行動の脳のアルゴリズム、知覚・行動モデルの間の密接な順逆関係
認知発達ロボティクス 身体を介した・他者・環境の関わり合いを経た認知様式の発達
哲学
情動・感覚などの、脳神経科学的な要素機能や生理的意味と、実感される
感情・感覚内容や“実感という体験”との関係
社会的行動規範の
成立機構・衝動的
行為やうつ状態の
発現機序
神経薬理・精神神経学 脳の活動を調節するパラメーター分子の摂動と社会的行動障害の機序
認知発達ロボティクス パラメータ分子の摂動と個体及び集団の行動変化のシミュレーション
経済学
利益・不利益の予測・評価とヒトの行動様式。意思決定における価値観・動機・
感情の役割
社会科学・社会心理学
ヒトの相互作用の道具：歴史の中で蓄積され、社会の中で共有されている
事物・身振り・言語・技術・制度、養育者が子どもを実際以上に成熟した
相手と見なして意思疎通のゲームに巻き込んでゆく
参考文献９～13）などを基に、科学技術動向研究センターにて作成
　生物の神経系はエネルギー消費の膨大な組織である。ヒ
トは、体躯に比して顕著に大きな脳（重量比で約2.5％）
を持ち、全身の20％のエネルギーを消費している。霊長
類の大脳新皮質の容量は、社会行動の複雑化につれ、指数
関数的に増大した（社会脳仮説、文献14）。複雑な人間社
会の中で活動するロボットの“認知機能”向上は必須であ
り、情報処理の消費エネルギー問題が重大になる。また、
容量の制限や、可動性という要請のある人型ロボットでは、
小容量内での膨大で柔軟な情報処理を可能とする新たな素
材・構造の創出が求められる。このため、計算理論や素材・
構造に関する新たな概念枠を創成するための格好の叩き台
と捉えることもできる。
認知機構向上に伴う消費エネルギー問題
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んな社会的知能発生研究会（1994
年～）の認知発達ロボティクスの
概念に近い研究が、2004 年から推
進されている。ロボット実機の実
演の前後に質問調査を行い、実物
に接することによる市民の忌避感
の低減などに関する調査も行われ
ている。
ハ）現時点で、欧州産業界では、
人型を想起させることを避けた
家庭用ロボットが開発されてい
る 15）。
ニ）米国 NASA は、有人火星探
査に向けた月面基地の建築作業の
ために、人型ロボットの開発を推
進することを、2005 年 12 月発表
した。建築ロボットが人型ロボッ
トである必要性は、「ヒト作業員
と同じ機具・設備を使える」、「全
ての作業をプログラムすることは
不可能であるから、ロボットが作
業を習得する必要があり、ヒトと
同じ形態のロボットのほうが、遠
隔操作・教育し易いから」として
いる。NASA は、基本概念として
下記の点を挙げている 17）：「人類
の進化に大きく貢献したのは、学
習する能力ではなく、教える能
力である」と考えられることか
ら、①ロボットはまず、“学習す
る”のでなく、“養育・教育される”
必要がある、②ロボットが他のロ
ボットに、情報を単に移転するの
ではなく、“教えることができる”
ようになる必要がある、③他のロ
ボットに“教えることができる”
ということを、当該ロボットの“学
習が成立した”状態の証しとする、
④実用目的の明確な研究でなけれ
ばならない。
　米国ではすでに、ヒトの教育現
場で、認知科学を長年計画的に応
用している。子供がどの程度学ん
でいるか・いつ学習が成立したか
ということを、外部から客観的に
判定することは難しい。上記①～
③の項目は、このようなヒトの教
育に関する実証例を持つ米国なら
ではの表現であろう。また、“教
えることができる”とは、自分の
行動を自覚できているということ
の、具体的な指標でもある。④で
言うように実用的課題を達成する
ためには、広範な基礎的研究の貢
献が不可避である。社会科学・人
類学・心理学・哲学などの研究者
層が厚く、基礎研究を進めながら、
それと関連した需要に適応した応
用研究も供給できる人材がいるか
らこそ掲げられる方針と言える。
図表３　主要開発国でのロボット市場の拡充概況
分野
拡充概況
日本 韓国 EU 米国
産業用ロボティクス ＋＋＋＋ ± ＋＋＋ ±
人型ロボット・ヒューマノイドイ） ＋＋＋＋ ＋＋＋ ±ロ） ±
個人利用・家庭用ロボティクスイ） ＋＋＋＋ ＋＋＋ ±ハ） ±
サーヴィス・ロボティクスイ） ＋＋ ＋＋＋ ＋＋ ＋＋
生物・医学系応用 ± ± ＋＋＋ ＋＋＋
防衛・宇宙開発ロボティクス ± ― ＋＋ ＋＋＋＋ニ）
＋＋＋＋：傑出、　＋＋＋：大変良い、＋＋：良い、　±：普通、　―：特記事項なし
参考文献 15）を基に、科学技術動向研究センターで作成
3   システムとしてのヒトとロボットの比較 蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆
３‐１
素材と構造の違いは
承知のうえで
　心の本質は物質でないとして
も、生物学的素材・構造を持つヒ
トにそなわった属性であるから、
ロボット上には永遠にヒトと“同
様な”心は作れないという見解を
抱く人は多い。しかし、心の働き
がどれほど、あるいはどのように、
生物学的素材と構造によって規定
されているかということ自体、未
だ分かっていない。一方、ヒトに
近いロボットを作ろうとしている
人々は、現時点までの数理計算や
素材・構造の限界を認識しており、
生物系から構想を得た新たなを
素材・構造も模索している。根本
的な違いのあることは承知した上
で、ヒトの行う情報処理や行動を、
ロボット上でシミュレートする試
み、そのためのより良い条件を模
索する試みが、人間を理解するた
めのロボティクスの基本姿勢と言
える。
３‐２
ヒトvsロボット比較の変遷
　ロボットの基本条件は、情報処
理系としての計算機と、計算機に
よって自己制御する入力・出力実
体を持った機械である。人間も脳
で情報処理し、感覚入力と、運動
系などからの出力を自己制御する
システムとみなすことができる。シ
ステムとしてのヒトとロボットの比
較の仕方は、変遷を遂げてきた。
盧人工知能世代
　初期の試みでは、ヒトの特性
のうち知性のみが重要視され、ロ
ボットの脳に当たる人工知能の記
号処理と比較する研究が行なわれ
た。脳内で知覚→認識→計画→行
動が決定され（トップ・ダウン方
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式）、身体は単なる入力・出力の
ためのデバイスとしか見なされな
いため、環境の予測不可能な変化
には対応できなかった。
　課題が現実世界に関わる内容に
なるにつれ、計算機やロボットの
不得意な点が続々と指摘され 18）、
ヒトが当たり前のように行なって
いることが、実は非常に巧妙な機
能であることが、初めて科学的探
究の課題として意識されるように
なった。近代哲学や認知科学の研
究者にとっては、ロボット研究の
側から、解明すべき課題が提出さ
れたと言える 19）。
盪ニューラルネットワーク世代
　心的表象を想定した記号処理に
頼らず、遭遇する現象とその頻度
に応じて、神経回路を模倣した情
報処理回路が形成・強化されるロ
ボットが作られた。これは、①と
は逆に、刺激入力からボトム・ア
ップ方式で形成される系と言え
る。中枢神経系の無い昆虫などの
モデルには適しており、状況の変
化に対しては耐性があるが、脊椎
動物のような高次な機能を構築す
ることは出来なかった。
蘯トップ・ダウンとボトム・アップ
　の双方向備えた世代
　近年、認知科学や哲学の分野で
は、身体性・環境との相互作用・
成長という概念が重要になってき
た。その観点からすると、ヒトと
ロボットは、移動し、環境と多様
な相互作用をする身体を持つ。計
算機と異なり、複雑で偶発的な問
題に対して、有限時間内で解決方
法を導き出す能力を備えている
必要があり、それは、物理的に存
在する実社会に対応した方法であ
り、自己の身体の物理的・機能的
特質からくる制限の中で実現可能
な方法でなければならない。
　成熟に数年掛かるヒトは、脳神
経系における情報処理と、身体を
介した環境との相互作用を繰り返
すことにより、外界・入力処理・
出力の間で整合性のあるような、
“自分の”アルゴリズムを形成す
る。人間を理解する為のロボット
も、ヒトと同様に、身体を介した
環境との相互作用を通じて、情報
処理方法（アルゴリズム）を自分
で変更でき、知能を発達させられ
る事が要求される。また、遺伝形
質（初期条件）、体験・記憶、それ
に基づく予測、動機・目的に応じて、
世界を選択的に知覚し、適応的に
行動することが要求される。すな
わち、トップ・ダウンとボトム・
アップの双方向を構築する研究が
必要である。
　心の本質は「捉えがたいもの」
であるからこそ、永遠に科学的に
は解明されない、という不可知論
的見解を、多くの人が漠然と抱い
ている。「何らかの心的機能がい
ったんプログラムされると、人々
はそれを『真の思考』の本質的な
成分とみなすことをたちまちやめ
てしまう。知識の不可欠の核心は
常に、次の未だプログラムされて
いない事柄の中にある」という見
解も存在する 20）。
　自然科学者自身も、「心・生体系・
人間性は、特別なもの」という漠
とした先入見を抱いていることが
あり、これが心の解明を阻む可能
性がある。心理学・行動科学・哲
学の素養のない脳神経科学者が脳
を分析する際、その前提とする心
的過程が、科学的根拠のない日常
的な通論“素朴心理学”である場
合もある。生物でないロボットに
ヒトの認知機能を再現するという
取組みは、このような先入観を逃れ
るための方策の一つになり得る。
　「ロボットは、最終的に心を持ち
得るか」、「ロボットに心を持たせ
たいか」ということは、必ずしも
ロボティクスに関わる研究者に共
通の関心事ではない。仮に「最終
的には人間の心は、ロボットに完
全には再現できないだろう」と個
人的には予測しているとしても、
近似的なものを作るという過程を
介して、人間を理解しようとする
のが、人間理解のための認知ロボ
当たり前のようでありながら、優れたヒトの機能の例
【問題設定能力】機械は、記号処理は速いが、自分で問題設定できない。
【領域固有な知識】ヒトは、課題が現実世界に関する内容になるほど、領域固
有な知識の蓄積を活用して問題を解決する。このような知識の多くは、本人に
も自覚されない、あるいは身体や環境に依存して引き出される、暗黙知である。
【発見的（ヒューリスティク）知識】ヒトは、現実世界の問題を解決するために、
時々刻々必要な有限個の情報を迅速に選択している。機械にはこれができない
〈フレーム問題〉。ヒトも新規で複雑な状況では、ヒューリスティクな解決が困
難になるが、フレーム問題が“ないかのように振舞い”、立ち往生しないです
ますことはできる。
【記号接地問題】機械には、言語処理や計算に用いる記号 (symbols) と、現実
世界の事物・現象との対応付けができない
【結合問題】ヒトは、ある事物の複数の特性を並列分散処理し、最終的にその
事物の特性として結合することができる（例：『りんご→「赤さ・輝度・大きさ・
丸さ・堅さ・匂い・味…」という要素情報の処理→「りんご」として再結合』。
4   心の捉え方 蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆
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ティクスの基本姿勢と言える。
４‐１
心をつくる実体論的試み
　心を実体論的に把握する立場で
は、心を形成する要素構造は基本
的に個々のヒトに内在していると
“把握”し、ロボットにも同様な要
素構造が内在する（ように作れる）
と“想定”して研究を行う。その
ため、どのような原理を持ってし
たら、ヒトの心の要素構造に近い
ものが作れるかというような考察
や、このような原理に従ってロボ
ットを構成する試みによって、改
めてヒトの心とはどのようなもの
か、という理解が進むことになる。
心理学や脳神経科学の分野では、
意識は心という氷山の一角に過ぎ
ないと言われ、ほとんどの心的過
程が無意識的に生起していること
が実証され始めている。無意識な
認知・行動過程は、比較的「機械的」
であり、身体や環境と密接な関係
を持つため 11）、ロボット上に構築
するのに適している。
　脳神経科学によって、脳の構造
や様々な機能の脳内局在がほぼ分
かり、それぞれが自立分散処理、
再帰性処理を行っていることがわ
かってきた。自立分散再帰処理と
しての諸機能と、それらをまとめ
る意識・無意識の構造に関して仮
説をたて、工学的に構築する試み
が進められている 12）。
４‐２
実体論的“心”の妥当性を
検証する関係論的方法
　ヒトの心が完全に解明されてお
らず、ロボットの“心”がヒトと
は異なった素材や原理でできてい
る状況下で、４‐１のように構築
したロボットの“心”の妥当性を
検証するため、関係論的方法が取
られる。実体論的観点から作られ
たロボットの心の妥当性を、関係
論的方法を用いて検証し、再び実
体論的観点から修正するという作
業が繰り返されるだろう。
チューリング・テスト
　数理学者Turingが 1950年に、「機械は思考するか」という問に直接答える
代わりに、問題を模倣ゲームに置き換えて計算機と人間を見分ける検証方法を
考案した。検査者、被験対象（機械）及び比較対照（ヒト）をそれぞれ別室に
配し、電送されたタイプ印刷書面で交信する。検査者は、様々な質問を発して、
どちらの被験者がヒトか判断する。機械がヒトと判断されれば、機械が思考し
ていたと判定される。
5   他者としてのロボット把握蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆
５‐１
ヒトは世界を
能動的に解釈する
　計算機がランダムな記号処理を
おこなった結果、たまたまできた
文字列・語の組み合わせであって
も、それが俳句の体裁に適ってい
れば（実体論的条件の充足）、経
緯を知らずに読むヒトは、“俳句”
の作者の存在を想定し、作者の創
作意図や俳句にこめた意味や比喩
を認めることがある 20）。これは、
ヒトには、対象の意味を汲み取ろ
うという積極的な意図を持つ傾向
があるためである21）。今のところ、
ヒトがロボットに見出す意図や感
情などの“心性”は、ヒトの感情
移入・投影によると考えられる。
盧感情の投影
　ヒトの感情移入・投影する対
象は、ヒト以外の生物や、天然の
構造物、人工の道具・乗り物にも
及び得る。多種多様な外界の刺激
の中から、同類であるヒトの顔や
声を迅速に選別し、そこから相手
の意図を推測する能力（心の理論）
の発達途上にある幼児にとって、
事物に顔・表情や感情を認めるこ
とは、正常な現象であり、成長に
伴って消失する。一部の社会では、
成人が人形や玩具に感情移入す
ることは、暗黙の禁忌になってお
り、心理療法などに使おうとして
も抵抗・拒絶を引き起こす例があ
る 22）。
盪アニミズム
　人類学や考古学の領域では、狩
猟採集生活を送っていた頃の人類
や、自然と密接な関わり合いを維
持する伝統的社会では、成人も広
範な対象に霊性を認めること（ア
ニミズム、精霊崇拝）が知られて
いる。近代化の進んだ国でも、日
本のように、土着信仰が保たれた、
あるいは渡来思想（仏教・儒教・
道教）によって抑制されなかった
地域の多い場合には、アニミズム
の痕跡が色濃く見られる。例えば、
道具の供養や、狩猟・漁撈対象
の供養（例：鰹塚、アイヌの熊送
り）は、それぞれの霊を彼岸へ手
厚く送り返すしきたりである。こ
れが、機械であるロボットに、日
本人が抵抗なく感情を見出しやす
い傾向の基調にあるのかもしれな
い 23、24）。
　一方、新興・渡来宗教によって、
土着のアニミズムが禁忌・異端と
見なされ、抑圧された地域、特に
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「ヒトは、全能の創造神の姿に似
せて創られ、他の生物は人間に役
立てるために作られた」とする一
神教宗教の広まった地域では、「人
型の機械を作ることは神に叛く行
為である」、「人型機械は、人間に
とって、有害であり、危険である」、
「神の創ったものでない故に、魂
を持ち得ない」と見なされる傾向
がある 16）。
５‐２
ヒトとロボットの
適切な隔たり
盧不気味の谷
　心理学的には、一般に人造物の
外観が、人や生き物を想定させる
場合、人は人造物に対し思わず親
しみを覚えることがあると言われ
る。機械的な外見を持つロボット
は、比較的粗雑に扱われ、ヒトに
近い外見のロボットは、ヒト同士
の場合に近い態度・対応を引き起
こす事が観察されている 25）。
　しかし、早くも 1970 年に日本
のロボット工学研究者が、過度の
近似性は、忌避感を生じる可能性
を示唆している 26）。①外観が人に
近くなると徐々に、親しみが増す
が、②ある程度の段階を超えると
逆に不快感を催す、すなわち「不
気味の谷」に陥り、③更に近似性
が高くなると親近感が増大すると
いう仮説である。
　また、ヒトと他者（自分以外の
ヒト）との物理的距離には、社会
的関係や親密度に応じて安定した
距離が存在し、他者がこの点を越
えて近づくと不安や拒否感を感じ
るといわれている 27）。この類推か
ら、ロボットについても、ヒトが
ロボットに対して快・不快感をい
だく距離と条件があると予測され
ている。
　現在ロボット開発の進んでいる
日本と欧米の間には、人型ロボッ
トに対する態度に関しては明確な
差が見られる。欧米においては、
人型ロボットの開発や一般社会へ
の普及に対し、懐疑的あるいは消
極的である。一方、日本では、愛
玩対象としてのロボットや人と相
互作用するロボットがすでに市販
され、今のところ概して好意的に
受け止められている。日本人は一
般に、人型ロボットの孕む潜在的
危機を予測し、対応策を検討する
ことを避ける傾向がある。しかし、
ロボットの普及や、ヒトとの類似
性の増大に伴い、日本でも、一般
市民のロボットに対する好感が、
忌避に反転する可能性は考え得
る。一方、日本では、協調性を重
んじる発想から、複雑な現実世界
でもロボットの制御不可能性が問
題を生じないように、独自なロボ
ット開発を行い、生活の中に取り
込んでいく可能性も考えられる。
もしこれが実現できるならば、日
本が独自な学問体系を形成する好
機となるだろう。
盪ヒトは不適切な科学・技術にも
　適応し得る
　新たに出現した科学技術に対す
る、ヒトの適応性や侵害性・有用
性に関して議論されるとき、当該
科学技術の推進者は、しばしば、
「大人は上手く適応できないでい
るが、子供は簡単に適応できてい
る」、「子供の頃から適応している
人口が多数派になれば、問題はな
くなる」と主張する。
　脳神経は、基本的に遺伝的な枠
組みに従って発達する。しかし、
生まれた直後から人工的な刺激に
曝露されると、成長の一定時期（臨
界時期）には、当該環境を自然
なものとして認識するようになる
「可塑性」が知られている。生物
の生存にとって利益のない、ある
いは有害なものであっても、この
可塑的適応は起こりうる。すなわ
ち、幼弱生物が与えられた刺激や
環境に対して適応できるというこ
とは、必ずしも当該刺激が無害あ
るいは有用なものであるという根
拠にはならない。
　社会に新たに出現した刺激とし
てのロボットに幼児から適応する
ことが、「その個人の一生を通じ
て利益となるのか」、「数世代を通
じて多くの人間が、当該刺激を既
存の環境因子として成長するよう
になることが、人間社会や生物種
としての人間にとって利益となる
のか」は、長期に渡る予測と慎重
な解析を行なう必要のある困難な
課題である。しかし、ロボットの
存在を既存環境因子として受け止
めない世代の多くいるうちに広汎
な追跡調査（コホート研究）に着
手する必要があるだろう。
神経科学分野で有名な
古典的実験
 生直後から臨界時期まで、縦縞あ
るいは横縞のみ見て育った子猫は、
それぞれ縦あるいは横方向の視覚
刺激しか認識できなくなる。
6   今後予想される認知ロボティクスの研究例蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆
６‐１
無意識的・意識的な
自律的行動の機序
　脳の情報処理過程とヒトの行動
の大部分は、無意識な過程である。
人が慣れた道を歩く時や習熟した
作業をしている時、夢遊病者が徘
徊しても自分の寝床に戻ってくる
時、無意識で自律的に知覚・行動
しているといえる。自律的に行動
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できるロボットが作製できるとし
ても、最初の段階では無意識に知
覚・行動しているロボットだろう。
　近年、神経心理学や心理物理学
的方法論の向上、行動計測方法の
向上、無侵襲性の脳活動測定の開
発などによって、認知と行動の無
意識過程の解明が急速に進んでい
る９～11）。これまで意識的行動を基
に想定されてきた、刺激から行動
までの直線的な過程（図表４、イ）
は、成立しないことが明らかとな
っている。研究が急速に進展しつ
つある段階ではあるが、少なくと
も、様々な情報表現や情報処理の
過程が同時に相互作用しながら進
行しているということは、確かそ
うである（図表４、ロ）。成長過
程で、身体を通じて、他者や環境
と相互しながら、知覚と行動の脳
内モデルが非常に密接した関係で
形成され、情報処理のアルゴリズ
ムが形成される。
　ヒトが、無自覚・自律的に知覚・
行動することが可能になる理由
の一つは、身体の駆動系や神経系
に、生存に適した機能を可能とす
る構造が組み込まれているからで
あり、これに関して分子生物学的
手法による脳神経科学や神経疾患
研究によって解析が進んでいる。
もう一つには、環境と相互作用し
ながら知覚・運動の脳内モデルと
アルゴリズムを形成しているから
である。計算論的神経科学によっ
て、このようなモデルやアルゴリ
ズムが提唱され、ロボット上で検
証し、精度を高める研究が行われ
ている。また、「無意識が自動的
かつ無目的に作動するシステムで
あるにもかかわらず、何らかの秩
序がボトム・アップ的に自己組織
化される理由は、情報処理の再帰
的連鎖が埋め込まれているためで
ある」という仮説も提出されてい
る 12）。
　無意識下の認知過程は、意識的
認知過程よりも、身体や環境に直
接つながっており、刺激内容や認
知主体と環境の状態に応じて受動
的・機械的に作動するため、科学
的に解析し易いと予測される 11）。
知覚・運動の脳内モデルや情報処
理の再帰性連鎖構造をロボット上
に構築して、自律的な行動の生成
を検証することが有用である。実
用的ロボットに関しても、ヒトの
手によるプログラムに全面的に依
存することなく、自律的に活動す
ることが期待されている。
　また、日本では、高齢者や障害
のある人々が一般環境の中ででき
る限り自律的に生活できるように
することが大きな課題となってき
ている。ヒトが自律的に活動する
ための条件を明らかにし、自律的
活動のための補助技術を開発する
ことも有意義である。
　無意識に行動している最中に、
その行動を継続させられない外的
変化が生じた場合には、脳内の情
報処理方法が変更され、この変化
が意識という状態を生じるという
説が提唱されている。
　意識的に行動を意図したり、複
数の刺激の一つを選択したりする
場合でも、意思決定を自覚する瞬
間より数百ミリ秒前に、行動様式
を調節する脳の部位の神経活動や
行動自体の段階で、結果が“決定”
づけられていることが分かってき
た。神経活動や行動様式を実験的
に制御すると、主体の自覚なしに、
決定内容を変化させられる９、28）。
意識的行動の場合でも、自覚に先
図表４　脳の認知モデル
イ）認知過程の古典的線形モデル
ロ）最近の知見に基づく認知過程の概念図
刺激に関してもヒトは中立的・機械的（ロボットの画像解析のように）感受するのではなく、
個人によって、何を見るかという選択的過程がすでに働いている。どのように解釈・評価・
反応するかに関しても、個人の遺伝的器質や過去の経験・記憶が複雑に作用する。
科学技術動向研究センターにて作成
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立つ過程は、無意識で身体的であ
ると考えられる。無意識・自律的
に行動している最中に、摂動を与
えても、新たに別の安定行動様式
を見つけるようなアルゴリズムを
構築し、ロボットで検証すること
ができるだろう。
　このときに、ロボットの内部で
起こっている変化を、「ロボット
にもヒトと同様の“意識”が生じ
ている」と捉えることができるの
かということは、哲学の扱う思考
実験の課題となっている 29）。
　また、近代法は、自由意志の存
在と、自由意志によって行われた
行為に対する自己責任の概念に基
づいている。もし、ヒトの意識・
無意識を問わず意思決定が“機械
的”に決まるというパラダイムが、
科学の分野で認められたとして
も、ヒトの日常的な直観や“素朴
心理学”からすると、自分の行為
は自分の意思によって決まってい
ると感じられる。従って、このよ
うな状況下で、ヒトの自己責任を
どのように捉えるか、またロボッ
トが日常的な社会で自律的に活動
するようになったとき、ロボット
の行動に関してロボットの“自己
責任”を問えるのか、将来の問題
に向けた法学研究が必要となる。
６‐２
“感情”の理解と表出
　ロボティクスで“感情”につい
て研究しようとする場合、次のよ
うな取り組み方が考えられる。①
感情の自己経験の要素機能に関す
る研究、②情動の表出に関する研
究、③他者の表情や情動の認知に
関する研究。これらのいずれもロ
ボットを用いて研究することは可
能であり、②と③については、す
でに着手されている。これらの研
究は、時として、ヒトを対象とし
て行うことのできる実験の、ロボ
ットを用いた追試にとどまる場合
がある。近い将来には、製造物と
してのロボットが利用者にどのよ
うに受け止められるかを知る研究
に応用されるだろう。
　特に、①の感情の自己体験の要
素機能をロボット上に構築し、検
証しようという試みこそが、人間
理解のための認知ロボティクスに
最も求められることである。この
研究が進めば、②、③の取り組み
方でも、深い研究ができるように
なるだろう。
　「ヒトは言語を自発的に獲得す
る生得的な能力を持っている」と
いう Chomsky の示唆は、様々な
分野の研究に影響を与えた。‘赤
① 意識とは、一つの状態または機能の名称ではなく、多
数の相互に関連しながらも異質のものの、緩やかなま
とまりなのではないか。意識は無意識の「背景」のもと
においてのみ、初めてたち現れる。個体発生（発達）的
にみても、系統発生（進化）的にみても、無意識が先立
つ 11）。
② 意識とは、思考や内省が抑止された時、その抑止につい
ての意識が生じる過程。及び、その意識が、過去の行動
（身体行動と内的行動）の抑止を想起するという内省過
程 30）。
③ 意識とは無意識下で生じている非常に膨大でかつ並列に
行なわれている感覚運動統合の不良設定性を解消するた
めの計算を、非常に単純化されたうその直列演算で近似
することであるといえる 3）。
④ 意識は認知の原因ではなく、結果に過ぎない。意識とは
ワーキングメモリの特殊な状態の一つであり、無意識下
の処理を必要最小限に単純モデル化し、エピソード記憶
として保存するために存在している 12）。
意識・無意識の定義の例
図表５　感情理解・表出のための要素機能の研究例
ロ） ハ）
イ） ヒトは、簡略化された形状でも、眼や視線には敏感に反応する。相手が、視線の先にあ
る事物を見ている、その事物に興味があると推測する。
ロ） 情動表出ヒューマノイドロボットWE‐4RII は、視線追従や外部刺激を受け、あらかじ
め定義された表情７種の情動状態のうちいずれかを決定し感情表出する。ヒトによる評
価実験では、この「怒り」の表出は100％認識される 31）。
ハ） 子供型ロボット Infanoid は、ヴィデオカメラの映像から、ヒトの正面顔パターンを検出し、
視線を向ける「見交わし」。また、ヒトの顔の位置・向きや指差し方向を捉え（周辺視を
する広角映像）、その方向に沿った位置にある物質を探し出し、自らの視線（中心視用の
狭角映像）や手を向ける「協同注意」13）。
参考文献 13,、31）を基に、科学技術動向研究センターにて作成
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ちゃん学’や‘胎児学’によって、
ヒトは生まれた直後や、胎生後期
からすでに、活動的に刺激を求め
て、世界を構成し始めることが分
かってきた。新生児では、模倣・
ヒトの顔への選択的注意・外界の
新奇な刺激の識別・発話の音節識
別と規則性抽出など、生得的な要
素機能（遺伝的な解剖・生理特性）
が出現する（図表６、イ）。
　一方、心理学では Vygotsky が、
「ヒトは、発達過程において、先
ず他者との相互作用を通じて、社
会的相互行為の道具（身振り・言
葉・物など）の意味を学び、やが
て社会的相互作用の道具を自分に
当てはめ、思考の道具として使い
始める」13）という、『外から内へ』
という図式を提唱した（図表６、
イ→ハ）。近年、この Vygotsky
の理論が再評価されており、子ど
もが自力では到達できない領域で
の、養育者からの働きかけが重要
視されている。赤ん坊が他者の感
情を理解し、自分の感情を表現を
するためにも、まず他者からの働
きかけが重要である。他者の情動
表現を理解する為の認知様式を、
自己に転用することによって、自
分の情動を理解・意識・表現する
こと（感情の自己体験）ができる
ようになる。赤ん坊は、養育者な
どの他者の目を選択的に注視し、
視線を見交わす、視線の先にある
他者の注視の対象を認識する、自
分の興味の対象を指差して他者の
注意を喚起する（協同注意）など
の行動をあらわす（図表６、ロ）。
発達神経学的要因によって、他者
の感情把握が困難な自閉症の人々
ではこのような行動が起こらない。
　ヒトはある刺激に対して、自分
の自覚的感情内容を意識する以前
に、情動的身体反応が起きている。
また、実験心理学の分野では、情
動的身体反応を操作することによ
って、自覚的感情を惹起したり、
感情内容を変更したりできること
が知られている。自覚的感情の発
生は、身体的変化に大きく依存し
ている。例えば、快いという情動
の表出行動が「笑い」と認識され
るようになる過程をかんがえてみ
ると：
① まず養育者が笑いかける。他者
を真似するという生得的デバイ
スのある赤ん坊は、これを真似
る。すると、行動に誘発された
快感を体験する。快感という報
酬ゆえに、笑う行動を繰り返す
ようになる。
② 養育者は、赤ん坊の笑いを「赤
ん坊自身の情動の表現である
（例：何かが面白くて笑ってい
る）」かのように、応答する。
養育者と赤ん坊の間で、笑いと
いう行為が交わされる。養育者
と赤ん坊以外の事物をめぐって
（指差し・掌握・揺り動かしな
ど）この相互作用が続行する。
養育者は、子どもが言葉を理解
する前から、快感や笑いに関す
る様々な言語表現を赤ん坊に対
して語りかけ、赤ん坊の動き
や発声を、「赤ん坊が言語表現
とその意味を理解したかのよう
に」応答することによって、赤
ん坊を言語ゲームに引き込んで
ゆく。他者の表情の知覚（知覚
モデル）と、自分の情動表現（行
動モデル）が緊密な関係で形成
される。
③ 他者の笑う顔をみると、自分
の行動モデルの逆モデルを使
って、他者が快いと感じている
のだと推測する（他者の感情理
解）。言語ゲームを介して、こ
れに「笑う」・［面白い］・「楽し
い」・「嬉しい」などの言語表現
が結合される。
④ 自分が笑ったとき（行動モデ
図表６　心の形成
イ） 赤ん坊は、心の発達の生得的な要素機能を持っているが、積極的に働きかけて解釈する
養育者の存在が必要である。
ロ） 赤ん坊は、まず他者との相互作用を通じて、社会的相互行為の道具（身振り・言葉・物など）
の意味をまなぶ。自己・他者の心の境は明瞭でなく、例えば幼児は他者の受けた痛みに
も自分のことのように泣き出すことがある。
ハ） やがて、社会的相互作用の道具を自分に当てはめ、思考の道具として使い始める。また、
他者の心の内容に関する理解を知識として利用するようになる。成人でも、自・他はこ
の図のように完全に区別しきれるものではなく、身近な他者との境ほど曖昧である。親
密な他者が痛覚刺激を受けている場面を見ると、自分が同じ刺激を受けている時と同様
な脳の活動が起こる。拘束や洗脳など、人為的要因によって自他の区別の図式が退行す
ることも起こり得る。
参考文献 13、32）を基に科学技術動向研究センターにて作成
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ル）、他者理解（知覚モデル）
とそれに対する言語表現を利用
して、「自分は楽しくて笑って
いる」というような自己の感情
理解が成立する。
　このような一連の現象と脳内ア
ルゴリズムを、ロボット上に構成
して、ヒトの働きかけによって感
情の要素機能を生成する機序を検
証することが可能となるだろう。
　子供は、年齢に応じて、他者の
意図など心的内容を推測し理解す
る“心の理論”（実証不可能な他
者の心の有り様についての理論）
を発達させてゆくと考えられてい
る。他者の信念・意図・知識など
を推測できる状態を、「心の理論
を持つ」といえるので、他者の事
実と異なる信念（思い込み）を見
抜けるか否かで判定される（「誤
った信念」テスト、false belief 
task）。サルでは協同注意など心
の理論に必要な要素能力は持って
いても、「誤った信念」テストに
よっては、心の理論の成立が認め
られないと言われている 32）。ヒト
の赤ん坊でも、心の理論の要素能
力は自ずと発達するかのように見
える。しかし、子供の発達に先駆
けて、親や養育者が、「子供がす
でに、一人前の心の理論を持って
いるかのように」話しかけ、受け
答えすることが、子供の十全な“心
の理論”発達には重要であると考
えられる。サルや現在のロボット
は、ヒトの側が感情投影して、相
手に心があるかのように働きかけ
ても、ヒトに対応できる心の理論
を発達させることはできない。ロ
ボットを用いた発達のシミュレー
ションによって、①他者からの働
きかけ行動を認知し、自分の中に
も同じ行動と、行動による自分の
心的状態の変化のモデルを形成し、
②次いで、自分も未成熟な他者に
働きかけて、その心の理論を養育
するようになる、という過程を解
析することが可能となるだろう。
６‐３
社会的行動規範成立の
機序に関する研究
　ヒトは極めて社会性の強い生
物であり、その行動規範には、個
人の利害のみならず、社会集団の
利害が大きな決定要因となってい
る。社会心理学の分野では、利己
的行動と利他的行動に伴う報酬バ
ランスと進化を考慮して、社会行
動様式や社会規範の発生するアル
ゴリズムを、数学的に作成できる
と考えられている（図表７、進化
論的安定均衡 33）。例えば、高速
道路で、運転者は個人段階では、
自分の都合を考えて路線や速度を
選んでいるが、巨視的に見ると、
高速道路上の車集合の動きは、流
体力学で最も適切に記述できる。
個々の運転手の行動と利害の関
係のアルゴリズムをつくり、伝承
することは困難だが、巨視的な車
集団の動きの最適化に関するアル
ゴリズムを作ることは比較的容易
で、全ての運転手に“遺伝”的に
伝承すればよい。これは、ヒト以
外でも、様々な動物の行動様式の
生成に当てはまる。
　ヒト個体の行動に関して、この
ような遺伝因子による規定は緩い
ため、多様性が生じる。ヒトの場
合、①自分に近い他者の行動を真
似る、②他者を観察し、他者が利
益を得た行動を真似る、③真似た
行為を自分の行為として定着する
（学習）、④このための神経情報処
理を逆向きに利用して、他者の行
動を解釈し、他者の心的内容を推
測する、⑤また、その理解した内
容に応じて、自分の行動を変化さ
せる、⑥具体的状況で獲得した認
知・行動様式を、汎化し、異なっ
た状況でも利用する（メタ認知）、
などを可能にする神経回路が形成
された。自分の行動の結果として
の報酬（安全に心地よく生きる）
と罰則（危険・飢餓・孤立・属す
る集団の不安定化など）を、離れ
た時間枠・空間枠で予測・評価す
る計算能力も出現した。
　ヒト脳内の報酬予測・評価を担
図表７　社会的行動規範の生成機構
参考文献 33、34）を基に、科学技術動向研究センターにて作成
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う神経回路をシミュレートした実
験ねずみ（サイバ ・ーローデント）
を作成し、報酬の期待度・獲得ま
での忍耐度・罰則に対する感受性
などを変化させて、発現する様々
な行動様式を解析する研究が行な
われている 35）。また、バッテリ ・ー
チップ（餌）の授受や、他者の見
真似機能を作成し、社会行動の学
習と伝播・遺伝をシミュレートし
ている。生物学的・人類学的な進
化の研究や、社会心理学、認知ロ
ボティクスの融合によって、協調
行動の遺伝的基盤とアルゴリズム
を解明することが期待される。
　集団の利益を最適化するアルゴ
リズムは、ある特定の個人が道徳
的「悪をなす」ことを禁ずるもの
ではなく、多くの人が「道徳的悪
をされる」ことを抑制するもので
ある。他者の「悪をされたくない」
という心的内容を推測できない、
あるいは推測や理解に基づいて行
動制御できないならば、特定個人
の「悪をなす」行為は、自己制御
できない。協調行動をシミュレー
トするロボット集団で、心の理論
と倫理的行動の関係を調べること
ができるだろう。
　ヒトに特有な精神神経疾患や行
動様式の障害は、脳の情報処理と
社会的行動様式が、他の動物より
も膨大且つ複雑となったことによ
る可能性がある。例えば「統合失
調症はヒトの言語能力の進化の副
産物として出現した」、「音韻文字・
印刷物・新規技術の普及によって、
ヒトの感覚や認知様式は変化して
きた」36）という説がある。ロボッ
トの認知機能を、ヒトに近づける
べく複雑化する過程で、偶発的・
予想外に、他者にとって不都合な
認知・行動様式を示す事例が出て
くるだろう。脳神経科学は、神経
疾患や発達障害の解明を契機に発
展してきた面がある。これに倣っ
て、あえて、特定条件下で認知・
行動様式の逸脱する可能性のある
疾患モデルのロボットを作成して
解析することにより、脳の健常な
機能と、その病態との間の移行関
係を探ることができるだろう。ま
た、健常状態からの逸脱に対して
ロバストな系を作成できるだろう。
　このようにして得られる、無意
識の心的過程・意思決定の機序・
行動規範の成立過程に関する科学
的知見は、一般の人々の日常的常
識に基づく“素朴心理学”とは、
相容れない部分が多いだろう。あ
るいは、科学的知識を持つことは
益があっても、日々そのような解
釈に基づいて生活することは容易
ではない。そもそも、そのような
知識は、日常的には必要ないかも
しれない。
　哲学者や社会科学者が、認知ロ
ボティクス研究に加わって、ロボ
ットを用いた研究内容を哲学・社
会科学的観点から解析し、現実社
会に適応した理論とモデルを形成
することが必要である。
7   認知ロボティクスが引き起こす倫理の議論蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆
　社会が安定している状態では、
「道徳が（安全で快適な社会を実
現するための）手段にすぎないと
いう事実は、知られないほうが都
合がいい。だから、道徳は盲目的
に信じ込まされるほうが―信じ込
まされる当人にとってさえ―好都
合」34）かもしれない（図表７の「道
徳の成立機構」）。これが、一般的
に、道徳外の利益・不利益や快・
不快をもってヒトの行動を論ずる
こと自体が、道徳的悪と見なされ
ることのある所以である。科学に
よって、行動規範が成立する機構
を解明することは、一般の人々に
とって必ずしも快いことではない
だろう。
　一方、ヒトのこれまでの歴史の
中で、社会規範の崩れた時、ある
いは社会変革の折に、既存の道徳
制度を見つめ直し、新たに立て直
すことは、しばしば起こった。こ
のトラウマが神話や伝承・歴史の
中に語り継がれている。一般的に、
日本の自然科学者は、「行動規範
の成立機構」については饒舌に語
れても、「道徳の成立機構」との
関係を語る言葉を知らない場合が
多い。一般市民への、科学的知見
の伝え方や、社会的影響に関する
検討には社会科学者や教養のある
人物の関与は不可欠である。この
ような分野では、政策的に、多分
野の人々を集めて、議論する場を
設けることが必要となるだろう。
　道徳的善悪の存在理由を問う
ことなく受け入れる世界観に立つ
と、遺伝学・神経科学・行動学の
発展によって、「犯罪因子を持っ
た人物が罪を犯すことを、薬物治
療や遺伝子操作によって、未然に
防げるようになる」という予測を
する可能性がある。しかし、個人
に本質的に備わる善・悪はないと
すると、これは的外れな予測や期
待と言える。
　人間を理解する学問については、
どこまで知ることができるかとい
う問いのみならず、どこまで明らか
にしてよいか、研究を進めてはいけ
ない領域・内容・程度があるか否
か、多方面の観点から真剣に議論
する必要がある。仮に、研究の制
限を設ける可能性が見込まれる場
合は、どのように実施すべきか検
討して結果を公にし、実効力のあ
るものにする必要があるだろう。
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８‐１
認知ロボティクスの
基盤概念
　新たな科学技術の創出や発展に
は、その基盤となる開発思想が存
在する。基盤思想は、研究構想が
芽生える際、極めて初期から発生
し、注目すべき課題・有効な手段・
実現可能な目標の選別を左右し、
検証過程のフィード・バック回路
に働きかける。早期から俯瞰的な
基盤思想を意識化し、これに照ら
し合わせて思考して、最終目的に
むかって意図的に理論構築してゆ
く必要がある。
　人型ロボットには様々な思想・
概念が基盤となっている（図表
８）。日本では、例えば 1970 年代、
機械とエレクトロニクスの完全な
融合である「メカトロニクス」の
概念が生まれた。複数要素の折衷
という点は、きわめて日本的な発
想であると評されている 16）。日
本のロボット研究者は、「メカト
ロニクスという概念が出たから世
の中が直接的に変わった、という
わけでは無いが、概念の創出によ
って日本の進むべき流れが整理さ
れ、それが明日の指針になると確
信されて皆が安心してその方向に
進むことができたのである」と述
懐している 37）。
　メカトロニクスは、工学内部で
の科学的概念の融合であった。今
後期待される、人間理解のための
認知ロボティクスでは、自然科学・
工学以外の分野との概念融合、学
問的に理論として確立する前の曖
昧な概念の間の相互作用（新分野
の創設）、学問とならない実社会
的な知識・教養・素朴心理学との
相互作用が必要とされる。
８‐２
理論志向の研究強化
　日本では、脳神経科学の分野で
も、ロボティクスの分野でも、図
表１に示すような物質志向の研究
が盛んである。例えば、脳神経科
学分野では、脳の構造や単位機能
の解析が主な活動となっており、
人型ロボット研究においては、ロ
ボットの構造体やアクチュエータ
の開発とその運動制御などの解析
が主要な活動となっている。研究
予算も、実験的脳科学やものづく
り研究には計上し易いが、理論・
数理学的研究は重要視され難い。
物質志向の研究を基礎として、脳
全体の機能や心の仕組みを理解
し、ヒトに近い認知様式を持ち、
現実の街中を自律的に歩けるほど
の水準のロボットを構成するため
には、心理学や、理論的・計算論
的研究が必須である。しかし、日
本ではこのような、物質志向でな
い研究を軽視しがちである。脳の
数理計算に関しては、早期から優
秀な研究者はいるが、その数は少
なく、多くの実験神経科学者やロ
ボティクス研究者と接する機会が
足りない。数学者や理論物理学者
の脳の科学への参入も不十分であ
る。人型ロボットを製造している
日本企業には、日本国内の研究所
では、構造や駆動部分の開発を行
ない、認知機能や認知・行動連携
に関する理論的な研究は、数学や
物理を重要視する欧州で行ってい
るという例もある。海外の研究者
と広く協同することも大事である
が、まずは国内に厚みのある研究
人材を育成・維持し、その中で知
識や概念の綿密な交流を行って、
内容を練磨して行く必要がある。
身体や環境との相互作用を考慮し
た脳システムの研究が進めば、今
度は視覚・聴覚などの機能単位や
モジュールの研究を飛躍的に精緻
化しなければ、システムの研究が
それ以上発展しない段階が来る可
能性もある。機能単位ごとの分析
的研究から、システムの統合的研
8   認知ロボティクス研究の推進策蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆
図表８　人型ロボットの基盤となった概念
概念 産物・成果
生物の原理も機械のアナロジーで調べられる、
サイバネティクス（メイシー会議、1946～ 53年）
フィードバック
生物の原理に基づいた、生物の機能を有する機械
の設計
バイオニクス（1960年～）
人間に単純な労働・辛い仕事を課すのは好ましく
ない。人間には不向きな仕事を代行する機械を作
る必要がある（Wiener）
オートメーション
機械とエレクトロニクスの融合・一体化メカトロ
ニクス（1976年～）
ロボットの構造・アクチュエータと
制御系の発展
オートポイエシス、ニューラルネットワーク、
コネクショニズム
変化に対しロバストなロボット
Embodiment, embedding, situated 創発ロボット、発育するロボティクス
脳の機能を、脳と同じ方法でロボットで再現でき
るほど、深く本質的に理解する計算論的神経科学３）
構成論的研究８）
認知発達ロボティクス（1994年～）
認知発達ロボティクス・脳神経科学・認知科学・
行動科学と哲学、社会科学、人類学、経済学など
を統合して、ロボティクスを叩き台として、人間
を体系的に理解する総合科学
認知ロボティクス
参考文献３，37）を基に、科学技術動向研究センターにて作成
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究まで、様々な取り組み方の研究
活動が同時に進行していて、それら
が相互に影響し合うことのできる
環境を維持することが必要である。
このような研究推進は、文化とし
ての科学が国内に存在するための
必要条件である。
　そのためには、まず日本の中で、
生物系の物質志向研究から理論・
数理研究、工学系の物質志向研究
まで、様々な段階で、間断のない
知識共有・協同作業の連鎖を築く
ことが重要である。例えば、日本
の脳神経科学・心理学系および工
学系の研究者が、ロボットを構築
するために必要とされる理論的な
研究課題を明確にし、数学や理論
物理学系の研究者と、どのように
課題を解決できるか綿密に相談し
て、協力する場と機会を設けるこ
とが重要である。
８‐３
哲学・社会科学の
選択的育成
　心や身体、自己・他者・環境の
関係は、自然科学のみならず人文・
社会科学系の学問の対象でもある。
自然科学系の学問の協同によって
得られた、ヒトの心に関する知見
は、哲学や社会科学によっても検
討しなければ、真に有効な知識と
して使われることは稀だろう。また、
自然科学系研究の概念枠や展望を
明確化するためにも、哲学や社会
科学の関与が必須である。
　しかし、現在の日本では、直ち
に上記の貢献のできるような、哲
学・社会科学系の研究が活発とは
言えない。これらの分野で、哲学（社
会科学）史や先行研究の解釈に拘
泥する研究・輸入学問・講壇学問
の傾向の強い研究と、現在進行し
ている課題に取り組むことのでき
る柔軟な思考と検証能力を備えた
研究を明確に評価し分ける体制を
整え、柔軟で検証能力のある研究
者を積極的に登用することが有用
である。認知ロボティクスという
現実的叩き台を持つ環境で、独自
の考え方を創出できる哲学者・社
会科学者を育成できるだろう。
　哲学の研究は、必ずしも大学
の文学部哲学科でのみ実施すべき
ものではない。新たな問題提起や
新規な解決方法を創出できなくな
っている環境を離れ、認知ロボテ
ィクスや脳神経科学など、自然科
学・工学分野の活発な研究活動が
集中している環境に哲学研究室を
設けて、これらの分野と影響しあ
いながら、哲学の研究を遂行する
ことも効率的であろう。哲学者は、
自分の理論を心理学実験やロボッ
トによるシミュレーションで検証
し、ロボティクスや認知・脳神経
科学分野の研究者は、研究構想や
実験結果の解釈にたいして、哲学
的観点から、助言や批判をうける
ことができる。このような研究形
態を取れる哲学研究室には、独力
でシミュレーション実験のできる
ような、自然科学系相当の研究助
成を行い、哲学者の自覚を促すこ
とができると期待される。学生は、
哲学の専攻過程で２年ほど基礎訓
練した後、このような研究室で育
成し、従来の哲学界のしがらみか
ら離れた研究領域を形成すること
も有効であろう。
８‐４
ヴァーチャル研究機関の
設立
　最も先鋭的な少数の研究組織
は、それらの研究を統合した将来
の研究動向に関する展望・構想・
検証のため、また他の研究・組織
の牽引力とするためにも、中枢研
究所としてまとめることが効率的
である。しかし現実的には、とり
あえずはヴァーチャルな研究機関
として、潤沢な資金や研究環境、
雑務回避の優遇、他の研究組織や
海外機関との間の連絡・協同の支
援を行うことが有効である。ここ
で行われる研究の指針、目標設定、
達成内容の評価は、広く公表され
る必要がある。
　ヴァーチャル研究機関に大学院
生・博士取得後研究者（例えば、
哲学・心理学・理論生物学・数学
者等）が、工学・情報科学系研究
室で常時研究できるような体制を
整える。例えば、機械工学科の研
究室で認知ロボティクスの研究を
行っている場合、哲学・心理学・
理論生物学などの研究者が in situ
で参加する必要があっても、この
ような分野の異なる人材を採用し
たり、学位審査・授与することの
容易で無い場合がある。ヴァーチ
ャル研究機関に所属する人材が、
このような研究室、あるいはこの
ような複数の研究室に配属されて
研究できれば、有用な人材の柔軟
な起用や、広い見地を持った人材
の育成につながる。
８‐５
先端的研究に基づいた
科学政策の展望作成
　『脳の機能を、その機能を脳と
同じ方法で実現できる計算機のプ
ログラムあるいは人工的な機械を
つくれる程度に、深く本質的に理
解することを目指す』という概念
枠は、未だ研究者の数で言えば少
数ではあるが、内容的には極めて
先鋭的な研究を触発している。脳
の構造や機能モジュールが、未だ
全て解明されていなくても、様々
な知見を統合し、ロボットを構
成して、ヒトの脳の理論やモデル
を検証しようという動きとなって
いる。心の有り様に関する広い認
識を持った上で、ロボットにも心
が内在するように“作れると想定
し”、「とりあえず作ってみる」８）、
作ってから詳細に検証する、とい
う取り組みかたは、「専門分野内
の理論で武装しないと、取り掛か
らない」方式の研究界よりも、知
的生産性が向上している。
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　また、このような研究者の多く
は、心理物理学者の実験結果や心
の解明を巡る展望をいち早く導入
している。従来のように、視覚・
聴覚・運動・記憶・情動など機能
別の解析に加え、意識・無意識や、
「主体と客体の境＝自己」の仕組
みを解明する動きとなっている。
　しかし、この日本人研究者か
ら発せられた先鋭的研究の重要
性は、日本国内よりも、欧米の研
究者や欧州の科学技術政策担当者
に、迅速に認識されているようで
ある。例えば、欧州委員会は第六
次フレームワーク・プログラムの
基金の企画研究として、2004 年
から Neurobot、Cognon などの企
画を設け、コンソーシアムを形
成して推進している。日本と異
なり、一般向けの人型ロボット産
心理学などの博士号を持ち、研究・
論文作成経験のある役人が従事し
ているため、先鋭的な論文や総説
が少数出てきた段階で、その将来
性と重要性を理解して、研究推進
を企画化することが可能である。
日本の研究組織も欧州委員会のコ
ンソーシアムに参加しているが、
日本国内では、コンソーシアムは
成立していない。日本が先端的研
究として育てた芽が、欧州で収穫
されることになる可能性も否めな
い。個々に世界的にみて最先鋭の
研究を創出している研究者のいる
日本として、政府がこれらの研究
を将来どのような知識体系として
育て、どのような社会体制を築く
ために実用化するのかという展望
を明確化し、俯瞰的・包括的に推
進して行くことが重要であろう。
業には懐疑的であるが、認知・神
経科学の研究の為に“開かれた
プラットフォームとしての幼児型
ロボット”を創るコンソーシアム
（RobotCub）が 2004 年から始ま
っている。日本の人型ロボットが、
すでに海外の研究所でも使用され
ており、これらをプラットフォー
ムとして、ロボットの認知機構ソ
フトウェアの開発が、欧米の研究
者によって盛んになるだろう。人
型ロボットのプラットフォームの
開発が進んで供給可能となる以前
に、それを用いて次にどのような
研究を推進し、どのような知識体
系を構築するのか、先見的な方針
を整えておくべきであった。
　欧州委員会では、一般研究基
金から将来の科学技術予測まで、
様々な業務に、科学・工学・医学・
9   終わりに蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆蘆
　ヒトの心や行動に関する知識
は、人類にとって公共の知識であ
る。かつて、ヒト・ゲノムの全解
析と配列の特許化、産業応用、市
場価値に関する議論のなかで、「ヒ
ト・ゲノムは誰のものか」という
議論が交わされた。「ヒトの心に
関する知識は誰のものか」という
問題は更に深刻な議論を惹起する
だろう。日本が先導して、世界
の全ての人々が、正確な知識を共
有できる体制を整備することが望
ましい。特に、21 世紀は、経済・
製造・労働・娯楽・医薬・教育・
政治・外交など各方面で、ヒトの
認知機能に関する知識に基づいた
技術、あるいは認知過程を制御す
る応用技術、いわば《exploit the 
brain 型の科学・技術》が進むこ
とは確実である。このような、実
利的応用の広まりに常に先立っ
て、《explorer the brain 型の学問》
を進めることにより、生身の人間
にとって、心がどのように捉えら
れるかという根本的な理解を深め
ることが必須である。
　認知ロボティクスでは、専門
分野をこえて科学者が結集し、同
一の具体的叩き台であるロボット
を巡って心の問題を科学的に解明
し、社会的な文脈のなかで解釈す
ることができる。ロボットには一
般市民も興味を寄せ易く、ロボッ
トとヒトを比較することは心の問
題に関する議論と考察を促進する
だろう。
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