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Proximity operations between spacecraft allows for
docking, inspection, and repair of a target vehicle. Very small spacecraft, under 20 kg, are wellsuited for proximity activities and are of growing interest in the aerospace community. However, due
to size and power constraints, small vehicles cannot carry traditional precision navigation systems
and have generally noisy sensor and actuator options. This paper presents two techniques for improved autonomous, on-board navigation that account for noisy and poorly observable states. First,
an Unscented Kalman Filter is implemented for localization which incorporates orbital dynamics and
quaternion rotation. Second, two online regression algorithms, Bayes Linear Regression and Gaussian Process Regression, are used to learn the timevarying thruster dynamics. These techniques have
been demonstrated successfully on a simulated small
inspector vehicle and are being integrated on the
Washington University in St. Louis Bandit inspector spacecraft.
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and have a minimal mass cost for launch. However,
they are constrained by the amount of power they
can generate and store, and they cannot carry traditional precision navigation systems. These constraints pose a significant navigation challenge.
There have been a number of recent space proximity operation missions: XSS-10 (Air Force),
XSS-11 (Air Force), SNAP-1 (SSTL), MiTEx
(DARPA), SPHERES (MIT/NASA), AERCam
and Mini-AERCam (NASA), Orbital Express
(DARPA), MEPSI (DARPA/Air Force), BX-1
(China), PARADIGM (TAMU/UT/NASA). While
these projects cover an impressive breadth, there is
still significant room for research in the aspects of
very close proximity operations (under 10 meters,
including docking), small vehicles (under 10 kg),
and responsiveness. Washington University’s Bandit project focuses on these additional areas.

Introduction

Close proximity operations between spacecraft,
which is an area of growing interest within the space
community, allows for docking, inspection, and repairs of a target vehicle. Extended applications include on-orbit assembly, protection from space debris, and even transfer of fuel, power, or other resources. Very small spacecraft, under 20 kg, are well
suited for these types of proximity activities, defined
here to be less than 100 meters separation. They are
easy to maneuver, inexpensive to build and operate,
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Figure 1: Bandit and Akoya spacecraft.
The Bandit mission demonstrates remote operation
of a 3-kg service vehicle, including repeatable docking, station-keeping and blended autonomous control [2][13]. Bandit addresses the constraints of small
spacecraft operation by decoupling orbital functions
between the 3 kg Bandit inspector vehicle and larger
(30 kg) dedicated host vehicle, Figure 1. The host
vehicle, Akoya, will be responsible for all ground

communication and power generation, enabling Bandit to be stripped to its essentials: imaging, shortterm power, short-range communications, and navigation. This functional decoupling, along with other
rapid integration protocols, meets the needs of the
responsive space community [11].

further details on Bandit’s motion model. We will
not go into full details of the UKF as it has been
described in other sources [7][15].

2.1

Unscented Kalman filters (UKF) estimate the state
of a dynamic system based on a sequence of observations and control information. Let xt , ut , and zt ,
be the state of the system, control input, and observation at time t, respectively. We assume that
the system evolves according to the state transition
function g,

Bandit uses eight cold gas thrusters located around
its center for actuation and uses low cost acceleration and roll-rate sensors, along with LED based
imaged tracking, for localization. The dynamics of
the bandit change over time based on thruster misalignment, propellant temperature, propulsion performance, and changes in inertia moments as propellant is used.

xt = g(ut−1 , xt−1 ) + t

(1)

where t is additive, zero-mean Gaussian noise with
covariance Qt . Similarly, the observation zt is a function of the current state corrupted by additive Gaussian noise δt with covariance Rt ,

This paper presents two techniques to improve the
control of the Bandit vehicle. First we have implemented an Unscented Kalman Filter for localization
which incorporates orbital dynamics and quaternion rotation. Second, the thruster dynamics were
learned by two online regression methods -- Bayes
Linear Regression and Gaussian Process Regression.
The online dynamic modeling acts as a black box
with no prior knowledge of the thruster dynamics
or physical parameters of Bandit; it takes the active
thruster states as input and outputs the predicted
change in linear and angular velocities. Results from
our full orbital simulation for each method will be
provided, showing good performance despite external disturbance and un-modeled variances in the actuators.
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Unscented Kalman Filter

zt = h(xt ) + δt

(2)

We assume the functions g and h are not linear.
In order to estimate posteriors over the state space
using efficient Kalman filtering, we have to linearize the functions g and h. Extended Kalman
filters (EKF) perform this linearization using Taylor series expansion, with explicit Jacobian matrices, around the most recent estimate. UKFs apply a more accurate, stochastic approximation called
the unscented transform [4]. The unscented transform performers this by extracting key points, called
sigma points, from the Gaussian estimate and passing them through the given non-linear function. The
complete UKF algorithm is summarized in Table 2.1.
In this implementation, the unscented transform is
performed on an augmented state and state covariance which includes the controls and observations.

Localization

Bandit navigates through a combination of inertial and vision sensors. MEMS accelerometers and
roll-rate gyros provide high-bandwidth information
about Bandit’s motion, although sensitivity limitations in the accelerometers may render Bandit’s
small translational accelerations indistinguishable
from sensor noise. An on-board vision system converts images of the host to relative position and attitude information at a slower frame rate, providing a way to correct drift from the inertial sensors.
The exterior of the host vehicle is instrumented with
color-coded LEDs to aid the image-based navigation
solution.

The update step occurs whenever a LED patten is
observed on Akoya via Bandit’s camera. Given the
square pattern, with a unique identifier, we can back
out the relative position and orientation of the two
spacecrafts [1]. It should also be noted that due to
processing times, there will be a delay in the image
navigation sensor. Due to the image navigation sensor’s slower rate, we decided to run the UKF in such
a way that the predict step is run at a faster rate
using the accelerometers and gyroscopes, with the
update step only taking place whenever a result is
returned from the image navigation sensor.

Estimating the state of a dynamic system is a fundamental problem in spacecraft control. We will first
describe the Unscented Kalman Filter with the addition of quaternion rotation, and we then go into

The UKF algorithm was modified to preserve the
nonlinear nature of the unit quaternion [5] [8]. While
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Algorithm Unscented Kalman Filter
Input: µt−1 , Σt−1 , ut , zt
>
>
0>
1. µat−1 = µ>
m×1 0p×1
 t−1

Σt−a 0
0
Mt 0 
2. Σat−1 =  0
0
0 Qt
p
p
3. χat−1 = (µat−1 , µat−1 +γ Σat−1 , µat−1 −γ Σat−1 )
4. χ̄xt = g(ut + χut , χxt−1 )
P2L (m)
5. µ̄t = i=0 wi χ̄xi,t
P2L (c)
6. Σ̄t = i=0 wi (χ̄xi,t − µ̂t )(χ̄xi,t − µ̂t )>
7. Z̄t = h(χ̄xt ) + χzt
P2L (m)
8. ẑt = i=0 wi Z̄i,t
P2L (c)
9. St = i=0 wi (Z̄i,t − ẑt )(Z̄i,t − ẑt )>
P2L (c)
10. Σx,z
= i=0 wi (χ̄xi,t − µ̄t )(Z̄i,t − ẑt )>
t
−1
11. Kt = Σx,z
t St
12. µt = µ̄t + Kt (zt − ẑt )
13. Σt = Σ̄t − Kt St Kt>
1
14. pzt = det(2πSt )− 2 exp{− 12 (zt − ẑt )> St−1 (zt −
ẑt )}
15. return µt , Σt , pzt

Figure 2: Clohessy-Wiltshire Relative Coordinate
Frame.
2. In the figure, the central sphere represents earth,
while the center of mass of the host satellite, Akoya,
is designated as the origin. The x-axis is anti-nadir
(away from earth) pointing. The y-axis is the velocity vector tangent to the orbit, and the z-axis is the
cross product of the x and y axes. The relative orbital translation dynamics of Bandit, when in close
proximity to Akoya, can be expressed in closed form
solution,
 
~x
p
~x = ˙ , ~xpt = Φ(t)~xp0
(5)
~x

Table 1: Unscented Kalman Filter
determining the sigma-points, the quaternion sections of each sigma points were calculated by constructing an error quaternion,
"
#
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(3)
cos(|φ|/2)

where ~xp0 denotes the initial state, and Φ(t) is defined
as:
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The rotational error vector φ represents the x, y,
and z rotational differences from the current state
quaternion and is used in the Cholesky decomposition during sigma-point finding. The error quaternion is then combined with the the quaternion prior
to being passed to the transition function via quaternion multiplication:
x,q
Xt−1
= δqt−1 ∗ µqt−1

s
CΩt = cos(Ωt), SΩt = sin(Ωt), Ω =

Gearth
3
Rearth

(4)

This step was likewise added to the quaternion part
of the state vector. After the summation of sigma
points, the quaternion part are normalized to eliminate negative weights. A similar rotational error
vector was used during the sensor update step.

where Ω is the orbital velocity, Gearth is Earth’s
gravitational constant, and Rearth is the orbit’s altitude.

2.2

The state vector X and control vector u are defined
as such,
 
 
~x
~
~ = ~x˙  ~u = α
X
ω
~
~q

2.3

Relative Orbital Dynamics

Bandit’s translational dynamics are written in a
Clohessy-Wiltshire coordinate frame [3] which captures the relative orbital dynamics, shown in Figure
3

State Propagation

The state vector is in the local Clohessy-Wiltshire
coordinate frame and includes position, ~x, linear velocity, ~x˙ , and quaternion rotation, ~q. The control
vector is in Bandit’s body frame and includes the
accelerometer, α
~ , and roll-rate gyroscope, ω
~ , measurements. Bandit’s rotation quaternion is updated
via the instantaneous Euler rotation rates reported
by the gyroscope,
1

~qt+1 = e( 2 |ω×|δt )q~t
using the skew-symmetric matrix,


0
−ωz ωy
0
−ωx 
|ω × | =  ωz
−ωy ωx
0

(7)

(8)
Figure 3: UKF Uncertainty.

Euler integration is performed on the acceleration
measurements after the CW orbital propagation,

~x˙ +
t+1



αx(t+1)
= ~x˙ −
qt+1 ) αy(t+1) 
t+1 + δt C(~
αz(t+1)

(9)

Where C(·) is the corresponding rotation matrix for
the given quaternion.

2.4

UKF Results

The UKF was tested using a behavior-based velocity
potential-function docking algorithm which starts
Bandit at a distance of 0.75 meters from Akoya, and
proceeds to autonomously dock [12]. The accelerometers and gyroscope sensors where read at a 10 Hz
frequency, while the image navigation sensor update
is made at a frequency of 1 Hz. The image navigation update frequency was set low to demonstrate robustness of the UKF. The sensor noise added to the
simulation is as follows: accelerometer noise: 25%,
gyroscope noise: 5%, ImageNav (position) = 5%,
ImageNav (attitude) = 1%. Figure 3 shows how the
UKF uncertainty decreases over time; it is the total
trace of the state uncertainty matrix. Sudden drops
in uncertainty occure when an image navigation update is made. In between updates, the uncertainty
increases while the UKF dead-reckons using the inertia sensors. Figures 4, 5, and 6 show the UKF
state error from the simulated docking.

Figure 4: UKF Position Error.
the beginning of the initialization of the filter, before the Kalman gain had reached a relatively steady
state. The filter also does a good job at minimizing
the linear velocity error even though the none of the
sensors can observe it. Increasing the image navigation update step will reduce state errors. The
largest source of error comes form the low cost accelerometer; online dynamic modeling, described in
the next section, allows us to replace the accelerometer’s noisy readings with a learned thruster system
model.

3

Online Dynamic Modeling

Bandit’s physical dynamics change over time. Due
to propellant usage, the moments of inertia change
along with Bandit’s center of mass. The thruster
performance degrades and there are many unmodeled or hard to measure parameters such as:

Even with poor accelerometer performance, the filter has a maximal estimation error of only 10 cm
and 3 cm/s. The maximum errors are made towards
4

The distance vectors originate from the center of
mass. The total force and torque is vector additive,
where λi indicates which thrusters are on.

T~thrusters =

8
X

λi t~i

(11)

λi f~i

(12)

i=1

F~thrusters =

8
X
i=1

λi ∈ {0, 1}
Rotational velocity is modeled as,
Jω
~˙ = ω
~ × (J~
ω ) + T~thrusters

Figure 5: UKF Velocity Error.

(13)

where J is the inertia matrix. We can linearize about
the current ω to find the change in angular velocity
given a small change in time, δt .
∆~
ω = J−1 ω
~ × (J~
ω )δt + J−1 T~thrusters δt

(14)

For small angular velocities, the angular acceleration due to the current angular velocity interacting with the inertia matrix is orders of magnitude
smaller than the acceleration due to the thrusters,
and we can safely ignore it. Thus, the change in
velocity is linear in terms of the thruster magnitude.
Given the spacecraft’s mass, m, the change in linear
velocity can similarly be derived.
Figure 6: UKF Quaternion Error.

∆~v =

1 ~
Fthrusters + ∆~vorbital
m

(15)

thruster misalignment, fluid dynamic losses, and the
actual thrust per valve. Dynamic online modeling
attempts to capture these time-varying phenomena
with no prior knowledge of the thruster dynamics or
physical parameters of the spacecraft.

The change in orbital velocity, δ~vorbital is found as
described in Section 2.2. By first propagating the
state by CW orbital dynamics, we can isolate the
linear acceleration due to the thrusters which is also
linear.

An accurate thruster model is needed for the
potential-based controller which selects the thruster
firing closest to the desired change in linear and angular velocity [9]. It can also be used to replace
the UKF’s inaccurate accelerometer input. A similar system combined a Gaussian Process Regression
with an UKF on an autonomous blimp [6] [7].

3.2

3.1

Bayes Linear Regression (BLR) is an method of online linear regression which assumes there is a normal
Gaussian matching between input and output data,
y t = θ > x t + t

(16)

for a given set of weights, θ, and noise, t ∼ N (0, σ 2 ).
In the the natural, or canonical, Gaussian parameterization, we can find the updated probability distribution, given a new data point, (x, y):

Thruster Dynamics

Each of the eight thrusters have a torque, distance
and forced vector related as such,
t~i = d~i × f~i

Bayes Linear Regression

~ θ)
~ ∝e
p(~y |~x, θ)p(

(10)
5

−(y−θ > x)2
2σ 2

e

−1 >
>
2 θ P θ+J θ

(17)

=e

−1 >
xx>
2 θ (P − σ 2

>

)θ+(J+y yx
)> θ
σ2

Algorithm Gaussian Process Regression
Input: X (inputs), y (target), k (covariance function), σn2 (noise level), x∗ (test input)
1. L = cholesky(K + σn2 I)
2. α = L> (L y)
3. fˆ∗ = k∗> α
4. v = L k∗
5. V [f∗ ] = k(x∗ , x∗ ) − v > v
6. log p(y|X) = − 21 y > α − Σi log Lii − n2 log 2π
7. return fˆ∗ (mean), V [f∗ ] (variance), log p(y|X)
(log marginal likelihood)

(18)

For each training set, we can derive the following
update rule for the information matrix, P, and information vector, J,
P
J

xt x>
t
σ2
yt x>
← J + 2t
σ
← P+

(19)
(20)

We can use the same equations to remove a training
set from our regression via subtraction; this creates
a sliding window of training examples to track time
dependent changes. We can transform back to the
moment parameterization to find a predicted value.
µ =
Σ
y

=
=

P −1 J
P

(P

kernel covariance values between all inputs. k∗ is
a vector of kernel values between the test input and
other input values. We used the squared-exponential
covariance function,

(21)

−1
−1

Table 2: Gaussian Process Regression Algorithm

(22)
>

J) x

(23)
k(x1 , x2 ) = e−

3.3

(x1 −x2 )2
l2

(26)

Gaussian Process Regression

A simple linear regression can not capture the nonlinear dynamics of the thruster system. One option
would be a Bayes Linear Regression with non-linear
basis functions, but, due the non-linearities of the
cross product and inertial matrix, the number of basis functions would be very large. To capture the
non-linear dynamics, a Gaussian Process Regression
(GPR) was implemented. Input state variables will
include only the thruster set fired, and the output
included the linear and angular velocities. A sliding
window of the last N thrusters firings captured the
time varying parameters.

3.4

Testing data was generated from a random walk autopilot consisting of the 256 possible valve configurations. The training set consisted of about 500 seconds of flight with around 2400 samples. The input
was a vector of eight binary (0,1) values representing the state of the valve for each valve firing. The
output was the three linear velocity components and
three angular velocity components in body coordinates. For testing, a percentage variance was added
to each thruster’s magnitude and Gaussian noise was
added to training values 15% for linear velocity, and
5% for angular velocity.

One can think of a Gaussian process as defining
a distribution over functions, and inference taking
place directly in the space of functions. Each training point is stored as a kernel with a given weight.
Given the training data X and Y with a new example, we can predict the outcome and variance using
the following equations.
µyt = K(xt , X)K(X, X)−1 Y
Σyt = K(xt , xt ) − K(xt , X)K(X, X)

−1

GPR and BLR Results

Using Bayes Linear Regression, the linear velocity
had a correlation of 0.959 between predicted and actual values, Figure 7, and the angular velocity had
a correlation of 0.925, Figure 8. A sliding window of
30 prior examples was used.

(24)

The same testing data was used with on a Gaussian
Process Regression with a sliding window of 100 kernels. The linear velocity had a correlation of 0.952,
Figure 9, and the angular velocity had a correlation
of 0.881, Figure 10. These results are from handtuned internal parameters and could have been improved using either cross-validation or an expectation maximization algorithm to tune the parameters.

K(X, xt )
(25)

A complete explanation of the GPR algorithm can
be found in [10]. Table 3.3 shows the complete algorithm. Cholesky decomposition speeds up the matrix inversion in line 1. The kernel matrix, K, stores
6

Figure 7: BLR Linear Velocity Correlation.

Figure 9: GPR Linear Velocity Correlation.

Figure 8: BLR Angular Velocity Correlation.

Figure 10: GPR Angular Velocity Correlation.

The Bayes Linear Regression preformed better than
the Gaussian Process Regression both in both prediction correlation and efficiency. The largest time
spent by both algorithms involved matrix inversion.
GPR has to invert its kernel function with a time
complexity of O(n3 ), where n is the number of kernels, n = 100 for our example. BLR has to invert its
J matrix during prediction with a time complexity
of O(d3 ), where d is the number of input feature,
d = 8 for our example. The time complexity will
make a big difference when run on Bandit’s embedded processor.

as input states, such as multiplication of binary valve
values (λ1 λ2 ).

4

Conclusion

We have successfully shown an Unscented Kalman
Filter for localization and Bayes Linear Regression
for online thruster dynamic learning for a small inspector spacecraft. The UKF bounded errors in both
observed (position and rotation) and un-observed
states (linear and angular velocities) while capturing the spacecraft’s nonlinear dynamics. Quaternion rotation was handled using rotational error
vectors when finding the sigma-points. The image
based navigation was slowed down to demonstrate
robustness of the filter, increased observation updates should reduce the UKF error drift on the real
system.

Temperature variance and fluid dynamic losses of
the propulsion system are not currently models in
the simulation. Comparison between BLR and
GPR will be compared after future work refines the
thruster model. Possible nonlinearity may be captured by the addition of non-linear bases functions
7

One alternative to using the noise accelerometer in
the UKF is to replace it with the BLR dynamics
learning. The accelerometer readings will be used as
training points for the BLR which learns the underlying dynamics and thus eliminates the sensor noise.
This is crucial when dealing with the inaccurate sensors used on very small low-cost spacecraft.
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