Abstract-This paper investigates the problem of clock synchronization of nodes in a wireless sensor network based on the two-way timing message exchange mechanism with an unknown deterministic transmission delay and random exponential transmission delays. Without knowing the fixed delay, a novel synchronization scheme is proposed for the linear clock model, which works well in both symmetric and asymmetric links. In the proposed algorithm, the clock skew and offset are estimated by directly utilizing mean square error as the metric to be optimized. This consideration results in significant performance improvements compared to the existing synchronization methods, especially for a small number of observations and large standard deviation of the random delays.
I. INTRODUCTION
Recently, wireless sensor networks (WSNs) have emerged as an interesting and important research area. As WSNs consist of many small scale devices and all the devices run their own clocks, clock synchronization becomes critical for efficient applications of WSNs.
Existing studies on clock synchronization mainly focus on the protocol design. However, the clock synchronization problem is inherently related to parameter estimation. The performance of synchronization can be improved by adopting a statistical signal processing framework [1] .
Here we consider a simple network comprised by two nodes, A and B, with imperfect clocks. The nodes exchange a number of time stamps over a channel with random delays, and the data collected at Node B is used to estimate the clock values of Node A. Note that even though this paper considers the synchronization between a pair of nodes, extension to networkwide synchronization can be directly achieved by the combination of building a hierarchical structure and synchronizing two nodes with adjacent levels.
In practice, the challenges of clock synchronization are mainly twofold. Firstly, in the absence of delay during the transmission between Node B and Node A, Node B will immediately know the relative clock value difference with respect to Node A. Nonetheless, in practical wireless networks, various delays have effects on the time stamp exchange procedure, which will complicate the clock synchronization. These This work has been supported in part by SAFER-Vehicle and Traffic Safety Centre, Project A19. delays can be grouped into two parts: fixed delays and random delays. According to different applications and justifications, the random delays are modeled as random variables with different probability density functions (pdfs) (e.g., Gaussian, exponential, Gamma and so forth). As pointed out in [2] [3], in many cases, a single-server M/M/1 queue can fittingly represent the cumulative link delay between two nodes, where the random delays are independent and exponentially distributed.
Secondly, the imperfect oscillators will cause the clocks to run at different frequencies. If we only adjust the clock offset but not the skew, the synchronized status can be maintained merely for a short time period. To achieve more accurate synchronization as well as reduce the re-synchronization interval (which could bring energy savings), both offset and skew adjustment should be taken into account. To deal with this problem, authors in [4] and [5] propose joint maximum likelihood (ML) estimation for symmetric Gaussian and exponential random delays, respectively. More recently, without the assumption on the distribution of delays, a synchronization method is presented in [6] to handle asymmetric links as well.
In this paper, under the assumption of exponential random delays and unknown fixed delays, we propose a novel synchronization algorithm for the widely used linear clock relationship model. By directly utilizing mean square error (MSE) as the metric to be optimized, the proposed scheme improves the precision of offset and skew estimation, and thus the corresponding synchronization performance, especially for small number of observations or random delays with large standard deviation. Last but not least, in the proposed scheme, the main computational workload lies in the simple bisection step, which guarantees its moderate complexity and feasibility in practice.
Notation: Uppercase letters stand for random variables, and the corresponding lowercase letters indicate their realizations. Furthermore, boldface letters designate row vectors. For any vector a, a i denotes the i-th element of a.
II. SYSTEM MODEL

A. Clock Value Relationship Model
Assume Node B (with clock value t B ) needs to synchronize to Node A (with clock value t A ). The clock value relationship 978-1-4673-3122-7/13/$31.00 ©2013 IEEE IEEE ICC 2013 -Ad-hoc and Sensor Networking Symposium between the two nodes is represented as
where α denotes the relative skew, and β indicates the relative offset at clock B's time t 0 , respectively. We model {α, β} as unknown deterministic parameters. Even though there are only two nodes in our model, the synchronization scheme could be used for the network-side synchronization, where {α, β} varies among different pairs of nodes. Thereby, when the synchronization algorithm is designed between two nodes, it should also work well for other pairs in the network. Thus the worst case consideration in the algorithm design is more reasonable to guarantee the synchronization between any two nodes in the entire network. Fortunately, in practice, according to the prior knowledge of clock qualities, which could be found in the specifications, we can have some range constraints on α, i.e., |α| ≤ L α . Based on the estimation of {α, β}, Node B can estimate Node A's clock value aŝ Fig. 1 shows a mechanism of a two-way timing message exchange [7] between Node B and Node A, where the timing messages are assumed to be exchanged N times. In the i-th round of exchange, Node B records its current clock value as the time stamp t 1,i and sends a message to Node A at the same time. Node A records its clock value t 2,i at the reception of that message. Then Node A sends at t 3,i another message containing t 2,i and t 3,i to Node B. Finally, Node B records its clock value as t 4,i when receiving the message. Note that t 1,i and t 4,i are the time stamps provided by Node B's clock, while t 2,i and t 3,i are the time stamps recorded by Node A's clock. Therefore, after N rounds of message exchanges, Node B has the access to a set of time stamps
B. Time Stamp Exchange Model
be the clock value of Node B when it sends the first message, i.e., t 0 = t 1,1 .
Based on (1) and Fig. 1 , the clock values at t 1,i and t 4,i at Node A can be expressed as (4) where d denotes the fixed delay, x i and y i represent the realizations of random delays in the transmissions from Node B to Node A and from Node A to Node B, respectively. These delays are in reference to Node A's clock. Here
are modeled as independent exponentially distributed random variables with mean values (or standard deviation) λ X and λ Y , respectively. It is not necessary that λ X = λ Y , i.e., our system model covers both symmetric and asymmetric links. Moreover, we can assume that the elements of T 2 and T 3 , i.e., the random vectors whose outcomes are t 2 and t 3 , are independent random variables as long as the interval of different rounds is long enough compared to λ X and λ Y . Now the task is to estimate {α, β} for the given model (3) and (4), and then synchronize Node B's clock to Node A's via (2).
III. PROPOSED CLOCK SYNCHRONIZATION ALGORITHM
In the class of unbiased estimators, the minimum variance unbiased (MVU) estimator has the smallest variance. When there is only clock offset, [8] derives the MVU estimator for the clock offset. On the other hand, when the clock skew exists as well, the joint MVU estimator of clock offset and skew has not been found so far. Instead, [5] presents the ML estimator for this joint estimation. The ML estimation has nice properties in the presence of a large number of observations (i.e., unbiasedness, asymptotic efficiency and consistence) [9] . Nevertheless, a more desirable estimator is the one with lower MSE, which is a direct measure of estimation error. Furthermore, from the perspective of energy saving and fast convergence, the methodology that can achieve synchronization at the price of low number of observations is more valuable. Therefore, in this paper, we formulate an alternative scheme considering MSE criterion for exponentially distributed random delays, which decreases MSE of the parameter estimation compared to existing synchronization methods, especially for small N or large λ X and λ Y .
For the models in (3) and (4), and under the assumption of independence of {T 2,i } and {T 3,i } for i = 1, 2, ..., N , the pdfs p T2 (t 2 ; α, β) and p T3 (t 3 ; α, β) are given by
and p T3 (t 3 ; α, β)
respectively, where u(·) denotes the unit step function.
In the proposed algorithm, we estimate {α, β} for the models in (3) and (4) separately, and then average the results. The estimators based on (3) and (4) are denoted by {α 1 ,β 1 } and {α 2 ,β 2 }, respectively. Due to the similarity of the estimation procedures for (3) and (4), only the derivations for the model in (3) will be presented.
Since the given pdf in (5) cannot be factorized to find a sufficient statistic based on the Neyman-Fisher Factorization (NFF) theorem [9] and the Rao-Blackwell-Lehmann-Schefe (RBLS) theorem [9] , it is not easy to deduce the joint MVU estimator for {α, β}. Meanwhile, since our final aim is to minimize MSE rather than variance, if possible, we would like to construct biased estimators instead of the MVU estimator to further decrease the MSE. As {α, β} are deterministic parameters, the minimum mean square error (MMSE) estimation of {α, β} will in general depend on the unknown {α, β} themselves and therefore not realizable. Moreover, to simplify the analysis, we may restrict attention to the estimators with linear bias [10] .
are available, we will try to find the biased
, where η αα1U and η ββ1U will determine the biases. At the same time, as mentioned in Section II, the estimation of {α, β} is supposed to achieve the synchronization of any pair in the entire network, and there will always be limitations imposed on α (|α| ≤ L α ). Due to aforementioned reasons, we define our problem as a minimax optimization problem, which is formulated as
The optimum of problem (7) does not depend on α (we will prove this later). On the other hand, this optimum is a function of β, which means we can not find a linear biased estimator β 1 which gives lower MSE thanβ 1U for all possible β. These phenomena come from the fact that only the range constraint on α is available but not that on β. According to the foregoing analysis, we can make use of three guidelines for acquiring {α 1 ,β 1 }:
1) estimate α and β separately, i.e., estimate one parameter when assuming the other one is known, and then plug the results into each other in a certain sequence which will be explained later;
2) when estimating α, introduce linear bias for to decrease MSE by utilizing the available L α ;
3) when estimating β, use the MVU estimator since we do not have prior knowledge about β.
Firstly, suppose β is known and α is estimated. Considering the pdf in (5), we can find a sufficient statistic for α as T (t 2 ) = min i∈{2,...,N } t2,i−t1,i−β−d t1,i−t0
based on the NFF theorem [9] .
Furthermore, according to the RBLS theorem [9] , the MVU estimator of α is calculated as (see Appendix A)
and the variance ofα 1U is
Hence, η α is derived as
where the second equality follows because (1 + η) 2 σ 2 α1U + η 2 α 2 is monotonically increasing in |α|, and the last equality from the optimality criterion for differentiable functions [11, pp. 623 ]. Correspondingly,
Besides, MSE(α 1 ) is calculated as
which shows that MSE(α 1 ) ≤ MSE(α 1U ) for all |α| ≤ L α . On the other hand, assume α is known and we want to estimate β. The component min η β MSE(β 1 ) of problem (7) depends on the actual β value, which means that the lack of constraint on β limits the further improvement of the linear biased estimator compared to the MVU estimator. In this case, we can simply set η β = 0 and thusβ 1 =β 1U . Using a similar approach as in the derivation ofα 1U in Appendix A,β 1 is derived aŝ
with
From (8), (11) , and (13), we observe that the estimatorŝ α 1 andβ 1 are functions of each other. By plugging the expression ofβ 1 into that ofα 1 , the non-linear equation (15) forα 1 is obtained, shown on top of next page. Note thatα 1 is independent of the fixed delay d. In our experience, the
bisection method [11] is an efficient scheme to solve (15) for α 1 . In the next step,α 1 is put back into (13), andβ 1 can be calculated directly. This concludes the estimation of {α, β} for the model (3). The above procedure can also be applied to the model in (4) and the associated pdf p T3 (t 3 ; α, β) in (6) . The results are shown in equation (16) 
and
where
Finally, we can average the results from models (3) and (4), and obtain {α,β} aŝ
The root mean square error (RMSE) of {α,β} are, assuming independent estimates,
where B(·) represents the bias of the estimator, and
Note that all MSE calculations in Section III are for one single parameter and under the condition that the other parameter is perfectly known. Because of the averaging in (21), there is no need to know d for the estimation of β. Furthermore, the main complexity of the proposed method is in the bisection step when estimating α, which will terminate after exact log 2 (2L α / ) iterations for the given interval [−L α , L α ] and precision tolerance [11] . Through simulation evaluations in Section IV, we could find that the number of iterations is usually less than 10 for reasonable values of L α and . This observation guarantees the acceptable complexity and feasibility of the proposed synchronization algorithm in practice.
The complete procedures of the proposed synchronization scheme are summarized in Algorithm 1. } from (9) and (20). 3: Utilize a bisection method to acquire the estimatorsα1 andα2 based on equations (15) and (16), respectively. 4: Deriveβ1 andβ2 by pluggingα1 andα2 into (13) and (18), respectively. 5: Averageα1 andα2, as well asβ1 andβ2 via (21) to obtain the final estimates {α,β}. 6: Node B estimates Node A 's clock value through (2).
IV. SIMULATION RESULTS
In this section, simulation results are presented to compare the performance of the proposed clock synchronization algorithm to the following schemes: 1) Least Square (LS) estimator in [13] ; 2) ML estimator for exponential delays [5] ; 3) the scheme described in [6] . The evaluations also include the MVU estimator (α U orβ U ) for one parameter assuming the other one is perfectly known (1d-MVUE), i.e.,
Likewise, the theoretical RMSE (22) and (23) are contained as well, which represent the performance of the proposed method for one single parameter (1d-Pro). Additionally, as given in [12] , we set two different skews α = 10 −5 and α = 10 −4 , as well as L α = 2 × 10 −4 [12] in the experiments. Besides, the interval between the two-way timing messages is assumed to be around 0.1s. Also, we choose the fixed delay as d = 0.001s, and the offset as β = 0.002s. Finally, in all simulations, we consider RMSE of the parameter estimators as the performance metric. Fig. 2 describes the RMSE of the skew estimation versus the standard deviation of the random delays for symmetric links. Firstly, when β is available, the theoretical RMSE(α) of 1d-Pro is smaller than RMSE(α U ) of 1d-MVUE. This phenomenon coincides with the proof in (12) . Furthermore, by following the calculation in (22), it could be deduced that RMSE(α) is not a monotonic function with respect to λ X (or λ Y ), as shown in Fig. 2 . Additionally, when β is also unknown, the proposed algorithm obviously improves the accuracy of α estimation compared to the existing synchronization schemes, especially when the random delays have relatively large standard deviation. This result guarantees the robustness of the proposed one to different levels of random delays. Besides, it is revealed from Fig. 2 that the RMSE of the proposed method do not monotonically increase with increased λ X (or λ Y ). This is reasonable since the proposed algorithm, where both α and β are estimated, is an extension of 1d-Pro. Note that the interesting 'non-monotonic' observation is also found in [14] . On the other hand, even though β is available in 1d-Pro, it still could happen that the proposed scheme beats 1d-Pro in the sense that neither of them is optimal with regard to the RMSE of α estimation. Fig. 3 illustrates the RMSE of the offset estimation under the same parameter settings as in Fig. 2 . Not surprisingly, with known α, the theoretical RMSE(β) of 1d-Pro overlaps with the RMSE(β U ) of 1d-MVUE since they are identical. Moreover, as demonstrated in this figure, the proposed scheme exhibits superior performance to LS, ML and the method in [6] with respect to β estimation.
In the environment of asymmetric link delays, the results are illustrated in Fig. 4 to evaluate the RMSE of skew estimation against the number of observations. Since the minimax idea is utilized to further decrease the MSE in the estimation of α, the RMSE(β) of 1d-Pro is better than the RMSE(β U ) of 1d-MVUE as plotted in Fig. 4 . Additionally, as shown in Fig. 4 , the improvement of the proposed algorithm is significant compared to other synchronization schemes, especially at the region of low observation numbers. This advantage means that the proposed method can achieve relatively high synchronization precision at the price of less energy consumption. Furthermore, Fig. 5 presents the corresponding results for the estimation of the clock offset β. It is again verified that the proposed scheme outperforms LS, ML and the method in [6] .
V. CONCLUSION In this paper, a clock synchronization scheme is proposed in the presence of exponentially distributed random delays and unknown fixed delays. Through exploiting the prior knowledge about the range constraint on the clock skew, the estimation of skew is performed by optimizing an MSE related minimax problem. Besides, the clock offset is estimated by the MVU estimator. The proposed algorithm exhibits improved performance compared with previously proposed schemes, particularly when the number of observations is limited or the standard deviation of random delays is large. Moreover, the acceptable complexity is guaranteed by the simplicity of the bisection method.
APPENDIX A PROOF OF THE MVU ESTIMATORα 1U IN (8) For estimating α, the given pdf in (5) can be factorized as, p T 2 (t 2 ; α, β)
where T (t 2 ) = min i∈{2,...,N } t 2,i − t 1,i − β − d t 1,i − t 0 .
is the sufficient statistic for α according to the NFF theorem [9] . Now we will show that this sufficient statistic T (t 2 ) is complete. Here we introduce a random variable Γ = T (T 2 ) − α. Through the order statistic property [15] , it is known that Γ follows an exponential distribution with mean value λ Γ = λ X /( N i=2 (t 1i − t 0 )). Suppose that for all α E{f (T (T 2 ))} = 0, i.e., E{f (Γ + α)} = 0 , which is equivalent to
for all α. This implies f (·) = 0 a.e. (almost everywhere). Hence T (t 2 ) is complete [9] . Furthermore, based on the RBLS theorem [9] , since
the MVU estimator of α is therefore calculated as (8) .
