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Let X be a bounded domain in Rm and T ¼ ð0; sÞ. Consider a
wave equation
uttðz; tÞ ¼ a2Duðz; tÞ; ðz; tÞ 2 X T; ð1Þ
with the initial conditions
uðz; 0Þ ¼ fðzÞ; utðz; 0Þ ¼ hðzÞ; z 2 X; ð2Þ
and the boundary conditions
uðz; tÞ ¼ lðz; tÞ; ðz; tÞ 2 C T; ð3Þ
where C is a nonempty open set of @X. If we impose an extra
boundary condition uðz; tÞ ¼ 0; ðz; tÞ 2 ð@X CÞ  T, then theexistence and uniqueness of a solution for (1)–(3) is guaranteed
under certain assumptions on domain X and functions
fðzÞ; hðzÞ and lðz; tÞ [1]. For the description of the desired target
state, we add later on the following end conditions
uðz; sÞ ¼ gðzÞ; utðz; sÞ ¼ kðzÞ; z 2 X: ð4Þ
Here we assume that our control problem consists of find-
ing the control lðz; tÞ, which minimizes the following functional
JðlÞ ¼
Z s
0
Z
C
u2ðz; tÞdzdt: ð5Þ
The optimal control problems for wave equations have
wide applications in robotics, control of space constructions,
etc. This type of problems has been studied by many authors.
For example in [2] a multi-objective optimal control problem
for one-dimensional wave equations is transformed into a
multi-objective linear programming problem and a Pareto
optimal solution is derived using the simulated annealing
(SA) metaheuristic. The problem of minimizing a quadratic
functional on trajectories of the wave equation using then Shams
2 H. ZareiFourier method is considered in [3] where the density of exter-
nal forces is considered as a control function. Optimal control
of the linear wave equation using the measure theoretical
approach has been studied in [4].
The spectral method has been used in computing control
problems [5,6]. Moreover, in recent years, this method has
been used to solve distributed optimal control problems
[3,7,8]. The spectral method enjoys a great superiority of fast
convergence rate when the solutions are smooth, which is vital
to successful approximation of optimal control problems. In
general, the solutions to the optimal control problems have
limited regularity due to, e.g., the constraints, and therefore
spectral accuracy generally cannot be achieved. Consequently,
the spectral method is not so widely used in solving con-
strained distributed optimal control problems [8]. According
to our knowledge, most problems solved by the spectral meth-
ods have homogenous boundary conditions, which would be a
restrictive assumption. While in this paper we use spectral
method to solve the Problem (1)–(5) with the boundary condi-
tion as the control function, which may be different from other
works in this sense.
The rest of the paper is organized as follows. In next Sec-
tion Problem (1)–(5) is reduced into a countable number of
problems for a one-dimensional problem. In Section 3, an
explicit solution is proposed to the resulting problems and a
sequence of optimal control problems is achieved using the
Laplace transform. Conversion of the optimal control prob-
lems to the quadratic programming problem is the subject of
Section 4. A numerical example is carried out in Section 5.
The last section is the conclusion.
2. The spectral method for two-dimensional problem
The fundamental idea behind spectral methods is to approxi-
mate solutions of PDEs by finite series of orthogonal functions
such as the complex exponentials, Chebyshev or Legendre
polynomials. For an easy understanding, we consider a
two-dimensional problem on rectangular domain X ¼ ð0; aÞ
ð0; bÞ with C ¼ C1 [ C2, where C1 ¼ ½0; a  f0g and
C2 ¼ ½0; a  fbg. Let
ujy¼0 ¼ wðx; tÞ; ujy¼b ¼ vðx; tÞ: ð6Þ
An appropriate basis to approximate the solution of (1)–(4)
is the Fourier cosine Basis {cosðknxÞ} where, kn ¼ npa . We
expand the solution uðx; y; tÞ in the series with respect to this
basis:
uðx; y; tÞ ¼
X1
n¼0
unðy; tÞ cosðknxÞ: ð7Þ
Note that if we impose an extra boundary condition
uðz; tÞ ¼ 0; ðz; tÞ 2 ð@X CÞ  T, then the sinus basis is appro-
priate. Because with this choice for basis, this additional con-
dition is satisfied, automatically.
Denote the sum of the first N+ 1 elements of (7) by
uNðx; y; tÞ. We now show the decay rate of the error increases
with the number N. If uðx; y; tÞ is such that we can substitute it
by its expansion series (7), the error in approximating u by uN
can be measured by the size of the tail of the above series, given
by eN ¼ jju uN ¼j jj j
P1
k¼Nþ1ukðy; tÞ cosðkkxÞjj: If uðx; y; tÞ is
infinitely differentiable with respect to x, then by using integra-Please cite this article in press as: Zarei H, Fourier spectral methods for numerical so
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R a
0
@mu
@xm
ðx; y; tÞ
cosðkkxÞdx;m ¼ 1; 2; . . .. This means that the decay of the spec-
tral coefficients is faster than any negative power of m, or that
eN ¼ OðecmÞ, for some c > 0.
Assume that f; h; g; k;w; v 2 L2. Expand these functions in
series with respect to the cosine basis:
fðx; yÞ ¼
X1
n¼0
fnðyÞ cosðknxÞ;
wðx; tÞ ¼
X1
n¼0
wnðtÞ cosðknxÞ; . . . : ð8Þ
Inserting (7) and (8) in (1)–(4) and using the orthogonality
of the cosine basis, the two-dimensional wave Eqs. (1)–(4)
reduces to a one-dimensional wave equation
@2unðy; tÞ
@t2
¼ @
2unðy; tÞ
@y2
 k2nunðy; tÞ; ð9Þ
with the initial conditions,
unðy; 0Þ ¼ fnðyÞ;
@unðy; 0Þ
@t
¼ hnðyÞ; ð10Þ
and the boundary conditions,
unð0; tÞ ¼ wnðtÞ; unðb; tÞ ¼ vnðtÞ; ð11Þ
and the end conditions,
unðy; sÞ ¼ gnðyÞ;
@unðy; sÞ
@t
¼ knðyÞ: ð12Þ
Obviously the Fourier coefficients of w and v, i.e., wnðtÞ and
vnðtÞ are control functions depending on time only. It is easy to
see that
wnð0Þ ¼ fnð0Þ; wnðsÞ ¼ gnð0Þ; vnð0Þ ¼ fnðbÞ; vnðsÞ ¼ gnðbÞ;
_vnð0Þ ¼ hnðbÞ; _vnðsÞ ¼ knðbÞ; _wnð0Þ ¼ hnð0Þ;
_wnðsÞ ¼ knð0Þ: ð13Þ
Moreover, the cost functional (5) takes the following form
Jn wn; vnð Þ ¼
Z s
0
fw2nðtÞ þ v2nðtÞgdt: ð14Þ
Obviously, we have reduced the dimension of the problem
into a countable number of one-dimensional problems which
are typically easier to handle numerically. Laplace transforms
are useful in solving optimal control problems in linear dis-
tributed parameter systems [2,9]. An application of this tool
to solve Problem (9)–(14) is presented in next section.
3. Laplace transform and control problem
We now proceed to solve the PDE (9)–(12) applying the
Laplace transform with respect to t which yields,
u00nðy; sÞ  s2 þ k2n
 
unðy; sÞ ¼ shnðyÞ  fnðyÞ; ð15Þ
unð0; sÞ ¼ wnðsÞ; un b; sð Þ ¼ vnðsÞ; ð16Þ
where the Laplace transform of a function is denoted by a bar
placed over the symbol for the function. A solution to differ-
ential Eq. (15) with initial condition (16) is
unðy; sÞ ¼ wnðsÞzn b y; sð Þ þ vnðsÞznðy; sÞ þ lnðy; sÞ; ð17Þlving the problem of boundary control of the linear wave equation, Ain Shams
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znðy; sÞ ¼
sinh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2 þ k2n
q
y
 
sinh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2 þ k2n
q
b
 
and lnðy; sÞ is a solution for (15) satisfying lnð0; sÞ ¼
ln b; sð Þ ¼ 0, that can be considered in a series form asFigure 1 The graph of the boundary control vNðx; t
Figure 2 The graph of the boundary control wNðx; t
Figure 3 The wave ampli
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X1
m¼1
shmn þ fmn
s2 þ k2m þ k2n
sin kmyð Þ; ð18Þ
where km ¼ mpb . Hence,
lnðy;tÞ¼
X1
m¼1
hmncos
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2mþk2n
q
t
 
þ fmnﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2mþk2n
q sin
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2mþk2n
q
t
 8><
>:
9>=
>;sin kmyð Þ;Þ obtained by the spectral method with N= 200.
Þ obtained by the spectral method with N= 200.
tude at the final time s.
lving the problem of boundary control of the linear wave equation, Ain Shams
4 H. Zareiwhere fmn and hmn are the Fourier coefficients of fnðyÞ and
hnðyÞ; respectively. Moreover, taking the inverse Laplace trans-
form of (17) gives
unðy; tÞ ¼
Z t
0
wn rð Þzn b y; t rð Þ þ vn rð Þzn y; t rð Þf gdr
þ lnðy; tÞ;
ð19ÞFigure 4 The wave veloc
Table 1 The values of eNij =_e
N
ij for N= 50.
yi=xj 0 0.1p 0.2p
0 1.5440e04/
2.8760e05
1.8895e06/
2.1891e07
2.8212e06/
5.3470e08
0.1p 4.9268e05/
6.9913e05
6.0305e07/
5.3240e07
9.0223e07/
1.2946e07
0.2p 2.1000e04/
1.3951e04
2.5718e06/
1.0628e06
3.8582e06/
2.5844e07
0.3p 8.2205e05/
1.3951e04
1.0063e06/
1.7408e06
1.5053e06/
4.2328e07
0.4p 2.8847e04/
3.0726e04
3.5342e06/
2.3395e07
5.3182e06/
5.6851e07
0:5p 3.2189e04/
3.3913e04
3.9444e06/
2.5809e06
5.9441e06/
6.2683e07
Table 2 The values of eNij =_e
N
ij for N ¼ 100.
yi=xj 0 0.1p 0.2p
0 5.1850e06/
2.4329e06
2.9999e08/
1.4028e06
3.3504e08/
1.1929e06
0.1p 1.6527e06/
5.9145e06
9.5639e09/
3.4101e06
1.0682e08/
2.8997e06
0.2p 7.0327e06/
4.6508e06
4.0711e08/
4.2005e09
4.5474e08/
1.4219e09
0.3p 2.7575e06/
7.6186e06
1.5958e08/
6.9008e09
1.7823e08/
1.7219e09
0.4p 9.6430e06/
1.0244e05
5.5841e06/
9.1771e09
6.2380e08/
2.2081e09
0:5p 1.0751e05/
1.1307e05
6.2269e08/
9.9859e09
6.9563e08/
2.3959e09
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_un y; tð Þ ¼ wnðtÞzn b y; 0ð Þ þ vnðtÞzn y; 0ð Þ
þ
Z t
0
wnðrÞ _zn b y; t rð Þ þ vnðrÞ _zn y; t rð Þf gdr
þ _ln y; tð Þ; ð20Þ
where the dot denotes the derivative with respect to t: Calculat-
ing the inverse Laplace transform of znðy; sÞ is not easy, whileity at the final time s.
0.3p 0.4p 0:5p
2.9961e06/
2.0335e08
3.0507e06/
7.8366e09
3.0643e06/
4.6707e15
9.5844e07/
4.9350e08
9.7597e07/
1.9434e08
9.8036e07/
3.6238e15
4.1000e06/
9.7920e08
4.1754e06/
3.9364e08
4.1943e06/
7.1607e16
1.5991e06/
1.6026e07
1.6283e06/
6.4537e08
1.6357e06/
1.3888e15
5.6538e06/
2.1729e07
5.7584e06/
8.5278e08
5.7847e06/
3.0851e15
6.3204e06/
2.4184e07
6.4378e06/
9.2414e08
6.4672e06/
1.2906e14
0.3p 0.4p 0:5p
3.4140e08/
8.6677e07
3.4336e08/
4.5549e07
3.4385e08/
4.5440e16
1.0885e08/
2.1067e06
1.0947e08/
1.1071e06
1.0963e08/
3.3613e16
4.6337e08/
2.2671e10
4.6604e08/
1.2747e10
4.6671e08/
1.4251e17
1.8161e08/
3.3851e10
1.8266e08/
4.0834e10
1.8292e08/
2.3235e16
6.3564e08/
6.1186e10
6.3931e08/
4.5860e10
6.4023e08/
4.2981e16
7.0884e08/
8.7720e10
7.1293e08/
3.1763e10
7.1395e08/
1.4214e15
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Fourier spectral methods for numerical solving 5inverting the Laplace transform of qnðy; sÞ ¼ znðy;sÞs is possible
using the residue technique [10]. The inverse Laplace transform
of this function is the sum of the residues of qnðy; sÞest at poles
qn y; tð Þ ¼ Res
s¼s0
qnðy; sÞest þ
X1
m¼1
Res
s¼sm
qnðy; sÞest þRes
s¼sþm
qnðy; sÞest
 
¼ sinh knyð Þ
sinh knbð Þ þ
2p
b2
X1
m¼1
1ð Þm m
k2m þ k2n
cos
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2m þ k2n
q
t
 
sin kmyð Þ;
ð21Þ
where s0 ¼ 0; sm ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2m þ k2n
q
i and sþm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2m þ k2n
q
i are
simple poles of qnðy; sÞest. For n= 0, the first term in (21) is
changed to y
b
. Obviously, qnðy; tÞ ¼
R
znðy; tÞdt. Therefore, inte-
grating by parts and using the boundary conditions (13), the
constraints (19) and (20) are, respectively, written asZ s
0
_wnðrÞqn b y; s rð Þ þ _vnðrÞqnðy; s rÞf gdr ¼ #nðyÞ;
ð22Þ
and,Z s
0
€wnðrÞqnðb y; s rÞ þ €vnðrÞqnðy; s rÞf gdr ¼ unðyÞ;
ð23ÞTable 3 The values of eNij =_e
N
ij for N ¼ 200.
yi=xj 0 0.1p 0.2p
0 3.8940e08/
3.7297e08
1.7537e10/
2.8627e08
1.9017e10/
2.4356e08
0.1p 1.2411e08/
5.3323e08
5.5900e11/
3.4072e08
6.0620e11/
2.8990e08
0.2p 5.2808e08/
3.4891e08
2.3790e10/
1.6086e11
2.5799e10/
1.7986e12
0.3p 2.0708e08/
5.7139e08
9.3272e11/
2.6557e11
1.0115e10/
8.5317e12
0.4p 7.2401e08/
7.6830e08
3.2624e10/
3.6526e11
3.5381e10/
1.0405e11
0:5p 8.0718e08/
8.4803e08
3.6375e10/
4.2015e11
3.9450e10/
1.0924e11
Figure 5 The error eN
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#nðyÞ ¼ gnðyÞ  lnðy; sÞ  fnð0Þqn b y; sð Þ þ gnð0Þqn b y; 0ð Þ
 fnðbÞqnðy; sÞ þ gnðbÞqnðy; 0Þ;
and,
unðyÞ ¼ knðyÞ  _lnðy; sÞ  fnð0Þznðb y; sÞ  hnð0Þqnðb y; sÞ
þ knð0Þqn b y; 0ð Þ  fnðbÞznðy; sÞ  hnðbÞqnðy; sÞ
þ knðbÞqnðy; 0Þ:
Therefore our aim is to minimize the functional (14) over
the constraints given by (22) and (23). The measure theoretical
approaches [4] or variational methods in optimal control the-
ory [11] can be used to handle this kind of problems. As
pointed out in next section, we use the numerical differentia-
tion and integration formulas to approximate the resulting
problem with a quadratic programming problem.
4. Quadratic programming formulation
In this paper, we assume that the integral constraints in (22)
and (23) satisfy at finite points yj ¼ 1b j; j ¼ 0; 1; . . . ; ‘ and as a0.3p 0.4p 0:5p
1.9285e10/
1.7699e08
1.9367e10/
9.3063e09
1.9388e10/
4.5873e18
6.1474e11/
2.1065e08
6.1737e11/
1.1075e08
6.1803e11/
3.5053e18
2.6163e10/
3.1166e12
2.6275e10/
8.5001e12
2.6303e10/
4.3359e19
1.0257e10/
5.4491e12
1.0301e10/
2.7237e12
1.0312e10/
1.8584e18
3.5879e10/
5.7056e12
3.6033e10/
2.7811e12
3.6072e10/
3.6778e18
4.0005e10/
3.9306e12
4.0177e10/
8.6344e13
4.0220e10/
1.3506e17
ðx; yÞ for N= 200.
lving the problem of boundary control of the linear wave equation, Ain Shams
Figure 6 The error _eN x; yð Þ for N= 200.
6 H. Zareinumerical integration formula, we apply the Simpson’s com-
posite formula to approximate the integrals in (14), (22) and
(23) at division point rj ¼ 1s j; j ¼ 0; 1; . . . ;m , where ‘  m.
Moreover we, respectively, use the o h4
 
and o h2
 
numerical
derivation formulas to approximate the first and second
derivatives of control functions wn and vn at each division
points rj. In this way, we will have an optimization problem
consisting of minimizing a convex quadratic objective function
over the linear constraints whose optimum condition is
reduced into a system of linear algebraic equations applying
the method of constrained extremum.5. Numerical example
To illustrate the proposed method, we set s ¼ 2;X ¼
ð0; pÞ  ð0; pÞ and
hðx; yÞ ¼ xy sinðxÞ sinðyÞ;
fðx; yÞ ¼ xy p xð Þ p yð Þ;
gðx; yÞ ¼
sin 10
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x p
2
 2 þ y p
2
 2q 
25
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x p
2
 2 þ y p
2
 2q ;
kðx; yÞ ¼ e xp2ð Þ
2 yp2ð Þ2 cosðxÞ:
The optimal controls wðx; tÞ and vðx; tÞ obtained by the
spectral method with N= 200 are depicted in Figs. 1 and 2
respectively. Moreover, Figs. 3 and 4 show the plots of
uNðx; y; sÞ and _uNðx; y; sÞ: In Tables 1–3 we report the
absolute error estimates eNij ¼ jg xi; yj
  uN xi; yj; s j and
_eNij ¼ jk xi; yj
  _uN xi; yj; s j for l ¼ 10;m ¼ 100 and various
values of N: We note that xj ¼ yj ¼ p10 j and simulations show
that eNij ¼ eNðliÞj ¼ eNiðljÞ and _eNij ¼ _eNðliÞj ¼ _eNiðljÞ. A comparison
between the numerical results in Tables 1–3 show that as N
increases, the errors eNij and _e
N
ij decrease significantly, and the
results will rapidly tend to the exact values. In order to perform
an exhaustive comparison, we compute the indices
eNij ¼ 136
P
i;je
N
ij and _e
N
ij ¼ 136
P
i;j _e
N
ij , as mean value for errors. We
have, e50ij = 3.3497e05, _e50ij = 3.1242e05, e100ij
= 1.0614e06, _e100ij = 1.5459e06, e200ij = 8.0268e09 andPlease cite this article in press as: Zarei H, Fourier spectral methods for numerical so
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decays, significantly, as N increases. From Tables 1–3, we see
that the errors eNij at points (xi; yjÞ on @X C are greater than
the error at other points, which is due to this fact that we have
not imposed any boundary condition on @X C. Moreover the
errors _eNij at the points (xi; yjÞ near boundary @X are
greater than other points, which is due this fact that we have
not imposed any condition for utðx; y; tÞ on @X. The
graphs of eNðx; yÞ ¼ juN x;y; sð Þ  g x;yð Þj and _eN x; yð Þ ¼
j _uN x; y; sð Þ  g x; yð Þj depicted in Figs. 5 and 6 for N= 200,
confirm these facts.
6. Conclusion
In this paper an application of the spectral method for solving
the optimal control problem in linear distributed parameter
system governed by a wave equation is presented focusing on
a two-dimensional problem. As we have seen, the problem is
reduced into a countable number of one-dimensional problems
which are transformed to an optimal control problem with
integral constraints applying the Laplace transform technique.
The resulting problem is approximated with a quadratic pro-
gramming problem using the numerical differentiation and
integration methods. Numerical results confirm a successful
application of the spectral method with the rapid convergence
in solving the optimal boundary control problem on a rectan-
gular domain for a two-dimensional wave equation.
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