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In this column, edited by one of the occupants of the position of editor-in-chief, we relate comments
from authors and readers concerning papers that have recently appeared in Linear Algebra and its
Applications. The columnwill contain errata, additional references, and historical and other comments
that we believe will be of interest to readers of the journal. With two volumes a year, each with 12
issues, we plan for this column to appear in the first issue of even-numbered volumes.
1. Paula Carvalho and Paula Rama, Integral graphs and (k, τ )-regular sets, 432 (2010) 2409–2417.
The following correction was reported by the authors.
Proposition 4.4. Let G = Ci(n, S(G))with S(G) = {1, . . . ,  n
2
}\{s1, . . . , st}, gcd{s1, . . . , st} =
d > 1, and n is a multiple of d. ThenW = {0, d, 2d, . . . , n− d} is a (k, τ )-regular set with τ = n
d
and k = n
d
−2t (instead of k = n
d
−2t+1) if n
2
∈ S(G), or k = n
d
−2t−1 (instead of k = n
d
−2t)
if n
2
∈ S(G).
Proof. Note that |W| = n
d
. If v ∈ W and s ∈ {s1, . . . , st} then v is not adjacent to v ± s ∈ W .
Hence,W induces a k-regular subgraph of G and formula (4) for k should be replaced by
k =
⎧⎨
⎩
n
d
− 2t, if n
2
∈ S(G)
n
d
− 2t − 1, if n
2
∈ S(G) .
If v ∈ W and s ∈ {s1, . . . , st} then v is not adjacent to v ± s ∈ W but v is adjacent to every
vertex ofW . So we conclude thatW is a (k, n
d
)-regular set of G with k given by (4). 
The conclusion that follows from Propositions 4.4 and 2.2 (−2t ∈ σ(G), if n
2
∈ S(G), and
1−2t ∈ σ(G), if n
2
∈ S(G)) shouldbe replacedby−2t ∈ σ(G), if n
2
∈ S(G), and−1−2t ∈ σ(G),
if n
2
∈ S(G).
2. Suk-Geun Hwang and Sung-Soo Pyo, The inverse eigenvalue problem for symmetric doubly
stochastic matrices, 379 (2004) 77–83. M. Lin has reported that Theorem 4 in this paper is
contained in Theorem 8 of the paper: H. Perfect and L. Mirsky, Spectral properties of doubly-
stochastic matrices, Monatsh. Math. 69 (1965) 35–57.
3. DavidDolžanandPolonaOblak, Commutinggraphsofmatrices over semirings, 435 (2011) 1657–
1665. The authors have reported that Lemma 6 in the paper contains an error. The statement
and the first two paragraphs in the proof of Theorem 7 have to be changed as well.
doi: 10.1016/S0024-3795(11)00688-4
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Recall that U(S) denotes the group of invertible elements in S.
Lemma. Let S be a commutative integral antinegative semiring with U(S) = {1}, n  3. If σ =
(1, 2, 3, . . . , n) ∈ Sn and D = Diag(1, 1, . . . , 1, a), where a ∈ U(S)\{1}, then d(DPσ , Pσ )  4
in (GLn(S)).
Proof. Recall by Theorem 3 of reference [3] in the paper that all invertible matrices over an
integral antinegative semiring S are of the form Dτ Pτ , where Dτ is an invertible diagonal matrix
and Pτ is a permutationmatrix. Since σ is an n-cycle, observe that by Lemma 5(a.) Pσ commutes
in GLn(S) only with Pσ for any integer . Similarly, DPσ commutes in GLn(S) with D
′Pσ k and
moreover, if we denoteD = Diag(d1, d2, . . . , dn) andD′ = Diag(d′1, d′2, . . . , d′n), it follows that
djd
′
σ(j) = d′jdσ k(j) (1)
for j = 1, 2, . . . , n. We shall now prove that D′Pσ k cannot commute with Pσ , 1  k,  < n,
thereby proving that d(DPσ , Pσ ) > 3. If k  n2 , then σ k(j) = n for j  n − k − 1. By
successively applying (1) for j = 1, 2, . . . , n − k − 1, we can conclude that d′1 = d′2 =
· · · = d′n−k and thus d′1 = d′2 = . . . = d′ n
2
. If k >
n
2
, then σ k(j) = n for j   n
2
 + 1.
By successively applying (1) for j =  n
2
 + 1,  n
2
 + 2, . . . , n − 1, we can conclude that
d′ n
2
+1 = d′ n
2
+2 = · · · = d′n.
Suppose D′Pσ k commutes with Pσ . Then, by Lemma 5(a.), d′i = d′σ(i) for all i. In every cycle
in the cyclic decomposition of σ, there is at least one elementm1   n2 + 1 and at least one
element m2   n2. This implies that D′ is a scalar matrix. Therefore, by (1), dj = dσ k(j) for all
j, which contradicts the definition of matrix D. 
Weare nowable to calculate the diameter of the commuting graph of the group of all invertible
matrices over an arbitrary commutative antinegative semiring. The bounds in part (a.) of the
theorem below are strict. Using computer, we have calculated that diam((GL4(S))) = 4 and
diam((GL9(S))) = 5.
Theorem. Let S be a commutative antinegative semiring and n  2.
(a) If U(S) = {1}, then
• 4  diam((GLn(S)))  5, if n is not prime and S is integral, and• diam((GLn(S))) = ∞, otherwise.
(b) If U(S) = {1}, then (GLn(S)) is an empty graph if n = 2, and
diam((GLn(S))) =
{
5, n and n − 1 are not primes,
∞, otherwise,
if n  3.
Proof
(a) By Theorem 1 of reference [3] again, that all invertible matrices over an antinegative semi-
ring S are of the form D
∑
σ∈Sn eσ Pσ , where
∑
σ∈Sn eσ = 1 is an orthogonal decomposition
of 1, D is an invertible diagonal matrix and Pσ are permutation matrices. If n = 2, then the
nonscalar diagonal matrices are a connected component in (GLn(S)), therefore we can
assume n  3.
Suppose first that n is not prime and S is integral. Then all the invertible matrices are of
the form DPσ . By the Lemma, we have diam((GLn(S)))  4. 
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4. R.A. Brualdi, K.P. Kiernan, S.A. Meyer, and M.W. Schroeder, Row and column orthogonal (0, 1)-
matrices, 429 (2008) 2732–2745. In this paper, the authors show that the n-cube graph Qn has
a symmetric joint orthogonal realization (an SJOR) for n = 2 and for n ≥ 5, but not for n = 3.
They left open whether Q4 has a SJOR. The following SJOR for Q4 was found by Darcy Best:
0000011010010000
0001100001100001
0010100100000110
0100001000011000
0110100100000010
1000001000010100
1001011001101001
0010100110000010
1000000101101000
0100001010010100
0100001010000001
1001010001000010
0001001010000100
0010010001001001
0010100100010010
0100001000100100
5. J.M. Carnicer, J. Delgado, and J.M. Peña, Richardson method and totally nonnegative linear sys-
tems, 433 (2010) 2010–2017. The following discussion was prepared by Jesus Carnicer, Jorge
Delgado Juan Peña, and Lizheng Lu and Hongwei Lin. Richardson Iterative Method (RIM) for
solving a linear system Ax = b when A is nonsingular is given by the recurrence relation
xm+1 = xm − Axm + b (m ≥ 0) with associated equation y = (I − A)x + b. The Modified
orWeighted Richardson IterativeMethod (WRIM) is based on the equation y = (I−wA)x+wb
where w is a parameter chosen to accelerate convergence. Let A be a nonsingular, totally non-
negative stochastic matrix. Theorem 2.2 observes that RIM converges to the solution of Ax = b
with convergence speed corresponding to the spectral radius ρ(I − A) = 1− λmin. In Progres-
sive Iteration Approximation (PIA) one seeks a curve or surface interpolating a set of points. In
the standard formulation, this leads to a linear system of equations and to the RIM, but applied
to a special matrix formulation of an interpolation problem. The coefficient matrix is a totally
nonnegative stochastic matrix which must be nonsingular if the interpolation problem is to be
solved. Theorem 2.2 was first observed in the PIA context in “Totally Positive Bases and Progres-
sive Iteration Approximation,” Computer and Mathematics with Applications by H. Lin, G. Wang,
and H. Bao, 50 (2005) 575–586. Theorem 2.3 in the paper by Carnicer et al. asserts that WRIM
converges to the solution of Ax = b if and only if 0 < w < 2, and the optimal convergence
speed corresponds to
wopt = 2
1 + λmin(A) and ρ(I − woptA) =
1 − λmin(A)
1 + λmin(A) ,
where ρ denotes spectral radius and λmin is the smallest eigenvalue of A (necessarily positive).
In “Weighted progressive iteration approximation and convergence analysis” by L. Lu, Computer
Aided Geometric Design, 27 (2010) 129–137 (available online December 3, 2009), this theorem
was first obtained in the context of weighted PIA.
6. Thomas Berger, Achim Ilchmann, and Stephan Trenn, The quasi-Weierstraß form for regular
matrix pencils. Available online. The authors have reported that after the manuscript was avail-
able online, they became aware of the work of the paper: V.A. Armentano, The pencil (sE − A)
and controllability-observability for generalized linear systems: a geometric approach, SIAM J.
Control Optim. 24 (1986) 616–638.
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In which Wong sequences in relation to regular matrix pencils are studied, and in particular,
the quasi-Weierstrass form (see Eq. (22) of that paper) is obtained. They also reported that
Fabian Wirth spotted that the first paragraph of the proof of Theorem 2.6 is false, and fixed
rk[EV, AW] = n as follows: The implication
∀α ∈ Kn1 :
[
EVα = 0 Prop.2.4(iii)⇒ Vα = 0 rk V=n1⇒ α = 0
]
shows rk EV = n1, and a similar argument yields rk AW = n2. Now invertibility of [EV, AW] is
equivalent to im EV ∩ im AW = {0}, and the latter is a consequence of ∀α ∈ Kn1 ∀β ∈ Kn2 :[
EVα = AWβ ⇒ Vα ∈ E−1(AW∗) (2.3)= W∗ Prop.2.4(ii)⇒ Vα = 0
]
.
7. S.S. Bose, M. Nath, and S. Paul, Distance spectral radius of graphs with r pendent vertices, Linear
Algebra Appl. 435 (2011) 2828–2836.
Gong Chen and Zhongxun Zhu have pointed out an error in the proof of Lemma 3.1 and have
corrected it. They point out the errors in the proof of Lemma 3.1:
Let G, G′ be the graphs as described in Lemma 3.1 in the paper. We partition V(G) = V(G′)
into A1 ∪ A2 ∪ {u} ∪ {v} ∪ A ∪ B ∪ {bq}, where
A = {a1, a2, . . . , ap}, B = {b1, b2, . . . , bq−1}
A1 = {w|d(w, u) < d(w, v)} − A − {u, bq}, A2 = {w|d(w, u) = d(w, v)}.
Note that A ⊂ A1 in the paper, it is not suitable. For other undefined notation we follow the
paper.
Let x be an eigenvector of D(G′), and
x = (y1, . . . , yt, z1, . . . , zl, x1, x2, a, . . . , a︸ ︷︷ ︸
p
, b, . . . , b︸ ︷︷ ︸
q−1
, a)T ,
as in the paper.
From D(G′)x = ρ1(G′)x, we have
ρ1x1 = x2 + (p + 1)a + 2b(q − 1) +
∑
w∈A1
d(w, u)xw +
∑
w∈A2
d(w, u)xw
ρ1x2 = x1 + 2(p + 1)a + b(q − 1) +
∑
w∈A1
d(w, v)xw +
∑
w∈A2
d(w, v)xw
ρ1a= x1 + 2x2 + 2pa + 3b(q − 1) +
∑
w∈A1
d(w, a1)xw +
∑
w∈A2
d(w, a1)xw
and hence
ρ1b = 2x1 + x2 + 3(p + 1)a + 2b(q − 2) +
∑
w∈A1
d(w, b1)xw +
∑
w∈A2
d(w, b1)xw. (2)
Then
(ρ1 + 1)(x2 − x1) = pa + a + b − bq + y1 + y2 + · · · + yt (3)
(ρ1 + 1)(b − a) = x1 − x2 + pa + 2a − bq + y1 + y2 + · · · + yt . (4)
Hence the expressions of (3.6) and (3.7), and so (3.10), in the paper are incorrect.
Now Chen and Zhu give a correction to the proof of Lemma 3.1:
Lemma (G. Indulal). Sharp bounds on the distance spectral radius and the distance energy of graphs,
430 (2009) 106–113). Let G be a connected graph with n > 2 vertices. Then ρ(G)  2W(G)
n
, with
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equality if and only if the row sums of D(G) are equal, where W(G) = ∑u,v∈V(G) d(u, v), ρ(G) is
the distance spectral radius of G.
Let e be an edge of G such that G′ = G − e is also connected, and let D(G′) be the distance
matrix of G′. The removal of e may not create shorter paths than the ones in G, and therefore,
D(G)ij  D(G′)ij for all i, j ∈ V(G), by the Perron–Frobenius theorem, we conclude that ρ(G) <
ρ(G′). If f is not an edge of G, again by the Perron–Frobenius theorem,
ρ(G + f ) < ρ(G). (5)
Lemma (∗). LetG be a graphwith a clique Kn−p−q(n−p−q  2) and u, v be the two vertices on
the cliquewith p+1, q−1 pendent vertices, respectively, where deg(v) = n−2−p, deg(u) =
n − q in G. Then for p  q  1, ρ(G) > 2p.
Proof. By direct calculation, we have
W(G) = p + 1 + 2(p + 1)(n − p − q − 1) + 3(p + 1)(q − 1) + p2 + p
+2(n − p − q − 1)(q − 1) + q − 1 + (q − 1)(q − 2)
+ (n − p − q)(n − p − q − 1)
2
= p + 1 + (p + 1)(n − p − q − 1) + 3(p + 1)(q − 1) + p2 + p + q − 1
+(q − 1)(q − 2)
+(p + 1)(n − p − q − 1) + 2(n − p − q − 1)(q − 1)
+ (n − p − q)(n − p − q − 1)
2
= np + (n − p − q − 1) + 2pq − 2p + q2 + q − 1
+(p + 1)(n − p − q − 1)
+2(n − p − q − 1)(q − 1) + (n − p − q)(n − p − q − 1)
2
> np.
By the lemma of Indulal, we have ρ(G) > 2p. 
ProofofLemma3.1. If thedistancematricesofG, G′ arepartitionedaccording toA1, A2, {u}, {v},
A, B and {bq}, then their difference (as in the paper) is
D(G) − D(G′) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 eA1
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 −1
0 0 0 0 0 0 eA
0 0 0 0 0 0 −eB
eTA1 0 1 −1 eTA −eTB 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Then
1
2
(ρ − ρ1)  xT (D(G)− D(G′))x = a[x1 − x2 + ap− b(q− 1)+ (y1 + y2 + · · · + yt)].
By (2), it is easy to see that
(ρ1 + 2)(a − x2) = 2(q − 1)b + z1 + z2 + · · · + zl,
so a > x2. By (4), we have
(ρ1 + 1)(b − a) = x1 + q(a − b) + (p − q)a + 2a − x2 + y1 + y2 + · · · + yt, (6)
ifa  b, then theL.H.S. of (6) isnonpositive,whereas theR.H.S. of (6)) is positive, a contradiction;
thus a < b. Then q(a − b) > −[x1 + (p − q)a + 2a − x2 + y1 + y2 + · · · + yt]. Again by (3),
we have
(ρ1 + 1)(x2 − x1) = q(a − b) + (p − q)a + a + b + y1 + y2 + · · · + yt
> −[x1 + (p − q)a + 2a − x2 + y1 + y2 + · · · + yt]
+(p − q)a + a + b + y1 + y2 + · · · + yt
= −(x1 − x2) + b − a.
So ρ1(x2 − x1) > b − a > 0, then x2 > x1.
Let p = q + t where t  0, and then
ap − b(q − 1) = p(a − b) + (t + 1)b
= 1
ρ1 + 1 [p(x2 − x1) + p
2(b − a) − ptb − 2a
p − (y1 + y2 + · · · + yt)p + (t + 1b(ρ1 + 1))],
x2 − x1 = 1
ρ1 + 1 [p(a − b) + a + (t + 1)b + (y1 + y2 + · · · + yt)],
and hence
x1 − x2 + ap − b(q − 1) + (y1 + y2 + · · · + yt)
= 1
ρ1 + 1 [p(x2 − x1) + (p
2 + p)(b − a) + (t + 1)bρ1 − pbt − 2ap − a
+(ρ1 − p)(y1 + y2 + · · · + yt)].
As in the proof in the paper, we have (t + 1)bρ1 − pbt − 2ap − a > 0. By (2.4) and
Lemma (∗) we have ρ1 > p. Hence ρ > ρ1.
8. S.Weis, QuantumConvex Support, 435 (2011) 3168–3188. The following correctionwas reported
by the author. Sections 2.2 and2.3 are translated from the author’s PhD thesis and the translation
contains errors. In the article C*-subalgebras ofMat(n,C) are consideredwhile in the PhD thesis
unital C*-isomorphisms and embeddings connect direct sums of irreducibly represented alge-
bras. Literal substitutions suffice to correct the error: “eigenvalue”→ “spectral value”, “positive
definite” → “positive semi-definite and invertible” and “singular” → “not invertible”. These
changes are essential in Definition 2.5.3, Proposition 2.7 and Proposition 2.9. In the paragraph
following Example 3.12 the definition of “p := ∧{q ∈ P | q  s(u), u ∈ U, q = 1l}” has to be
replaced by “p := ∨{s(u) | u ∈ U}”.
