Abstract. The purpose of this paper is to study the validity of a Generalized Stokes' Theorem on integral currents for differential forms with singularities. We use techniques of non absolutely convergent integration in the spirit of W. F. Pfeffer, but our results are presented in the context of Lebesgue integration. We prove a Generalized Stokes' Theorem on integral currents of dimension m whose singular sets have finite m − 1 dimensional intrinsic Minkowski content. This condition applies to codimension 1 mass minimizing integral currents with smooth boundary and to chains definable in an o-minimal structure. Conversely, we give examples of integral currents of dimension 2 in R 3 whose singular sets have finite or even null Hausdorff measure of dimension 1 and which do not satisfy our version of Stokes' Theorem.
Introduction
Integral currents in Euclidean space provide a generalization of submanifolds on which Stokes' Theorem can be formulated. Given an integral current T of dimension m in R n and a differential form ω of degree m − 1, Stokes' Theorem relates the integral of the differential dω of ω on T to the integral of ω on the boundary ∂T of T . In this sense, Stokes' Theorem is similar to the Gauss-Green Theorem and the Fundamental Theorem of Calculus. There are two types of generalizations of these theorems: the first type, uses a global assumption on the function, form or vector field, such as Lipschitz continuity. For the Gauss-Green (or Divergence) Theorem, it was proved on bounded sets of finite perimeter by the work of E. De Giorgi and H. Federer, yielding [12, Theorem 4.5.6] . A similar extension holds for Stokes' Theorem on integral currents. Another type of Stokes' Theorem was proved by H. Whitney for flat forms and flat chains [36] , see also the work by H. Federer [13] . Finally, there are extensions to less regular chains, requiring more regularity on the forms, see for instance [17, 15, 16] .
The second type of generalization is more intrinsic. For the Fundamental Theorem of Calculus, one asks: given a continuous function f on the interval [ a, b ], which is differentiable everywhere except on a set E and whose derivative f is Lebesgue integrable, under what conditions on E does there hold
The example of the Cantor-Lebesgue function (also known as the Devil's Staircase) shows that it is not enough to ask that E have zero Lebesgue measure. On the other hand, if E is countable, then identity (1) holds. To our knowledge the easiest proof of this result relies on HenstockKurzweil integration, see for instance [25] . In this setting the Lebesgue integrability condition is not necessary. However with an integrability assumption the proof applies to the Lebesgue integral.
Similarly, on a bounded set of finite perimeter, integrals such as those developed by W. F. Pfeffer in [28, 29] , extend the Lebesgue integral and yield generalized versions of the Gauss-Green (or Divergence) Theorem. In dimension m, the Gauss-Green Theorem holds for a continuous vector which has a non-differentiability set of σ-finite Hausdorff measure of dimension m − 1. If the vector field is bounded, it can also have a discontinuity set of null m − 1 dimensional Hausdorff measure. Another version of the Gauss-Green Theorem was obtained by D. J. F. Nonnenmacher in [27] , allowing the vector field to be (controllably) unbounded at some points.
This type of theorem can be used in the study of removable sets for PDEs in divergence forms, see for instance [19, 9] . It can also be applied to the calibration of codimension 1 mass minimising currents with singularities (see [13, section 6.3] ). A Generalized Stokes' Theorem could similarly be applied to the calibration of mass minimizing currents in codimension greater than 1. It could also be useful for the study of PDEs on surfaces with singularities.
The main difference between our setting and that of sets of finite perimeter is that general integral currents can have singularities away from the boundary. We minimize this by considering integral currents which are locally modelled on sets of finite perimeter except on a singular set; this is the notion of C 1 -BV chart (see Definition 2.1). Provided we can dispose of this singular set, we will then be able to use the results of W. F. Pfeffer. Given an integral current T of dimension m in R n , with carrying measure T , and a set E ⊂ R n , we define the upper T Minkowski content of dimension m − 1 of E as the Minkowski content in the metric measure space (R n , dist, T ), where dist is the Euclidean distance. See Definition 2.2 and the beginning of Section 2 for the notations. Our main result is the following version of Stokes' Theorem: Theorem 1.1. Let T be an integral current of dimension m in R n , whose singular set has finite upper T -Minkowski content of dimension m − 1. Let ω : spt T → Λ m−1 (R n ) be a differential form of degree m − 1 such that (i) ω is continuous on spt T , (ii) ω is differentiable on (set m T )\E σ , where E σ is the union of a set with finite upper m − 1 dimensional T -Minkowski content and an H m−1 σ-finite set, (iii) the function x → dω(x), − → T (x) is Lebesgue integrable with respect to T . Then there holds (2) dω,
This result can be extended to bounded forms with a small discontinuity set. Theorem 1.2. Let T and ω be as in the statement of Theorem 1.1, with condition (i) replaced by (i') ω is bounded and continuous on spt T except on a set E 0 with null m − 1 dimensional T Minkowski content. Then identity (2) holds.
If the Lebesgue integrability condition is dropped in Theorem 1.1, equation (2) still holds with the integral in the left hand side replaced by the Pfeffer Integral as defined in chapter 5 of [21] . The same statement in for Theorem 1.2 would require the development of another integration theory, similar to the W -integral of [9, Definition 3.3] The intrinsic Minkowski content condition of Theorem 1.1 is stronger than the H m−1 σ-finiteness condition of the flat setting of [30] . Indeed, it is not weaker by Proposition 4.4, and we give examples in R 3 of integral currents of dimension 2 whose singular sets are respectively a segment and a single point, and which do not satisfy Theorem 1.1 (see Theorems 5.1 and 5.2). This implies in particular that the form cannot be extended to a flat form in the Whitney sense.
Summary of the paper. The main objects are defined in Section 2, which allows us to define one crucial notion: the Howard-Cousin Property. A current having this property can be decomposed into a tagged family suited to the Riemann sums we need for integration. Supposing this property to hold, we are able to prove Theorem 1.1 and 1.2 in Section 3. In Section 4, we prove that the assumption of Theorem 1.1 ensures that T has the Howard-Cousin Property, we then discuss examples of currents satisfying this assumption: area minimizing integral currents of codimension 1 with C 1,α boundary and currents definable in an o-minimal structure. Lastly, we give an example of current not having this property, and we discuss variants of this example in Section 5.
The results here are contained in my PhD thesis. I also treated the case of 1 dimensional integral currents, on which a result such as Theorem 1.1 holds without assumption on the current. This will be the subject of another paper [20] . 
Definitions
Our notations follow mostly those of H. Federer in [12] . We work in the Euclidean space (R n , | · |). The canonical orthonormal basis is denoted (e 1 , . . . , e n ). The spaces of k-vectors and k-covectors in R n are denoted respectively by Λ m R n and Λ m R n , the norms on these spaces are also denoted by | · |. The action of m-covectors on m vectors is denoted by ·, · . For m ∈ {1, . . . , n}, we denote the open and closed balls of center x ∈ R m and radius r > 0 by U(x, r) and B(x, r). Given a set E in R n and a positive r, the r-neighbourhood of E is U(E, r) := x∈E U(x, r). For m = 1, 2, . . . , the Lebesgue measure in R m is denoted by L m and α m denotes the volume of the corresponding unit ball. The m-dimensional Hausdorff measure in R n is denoted by H m . The restriction of a measure to a set, or its multiplication by a function is denoted by . If µ and ν are two mutually singular measures in R n , that is, if there exists a set A ⊆ R n with µ = µ A and ν = ν A c , we write µ ⊥ ν. We consider m dimensional integral currents in the sense of [12] : an integral current T ∈ I m (R n ), of dimension m in R n can be represented by an m-covector valued measure, i.e.
where M is a bounded (H m , m)-rectifiable set (see [12, 3.2.14] ), θ is an integer valued H m -measurable function, the multiplicity of T , the measure T := θH m M is called the carrying measure of T and − → T is a T -measurable field of unit length m-vectors tangent to M T -almost everywhere. Integral currents of top dimension: m in R m with multiplicity one and positive orientation are particular. Writing E m := L m ∧ e 1 ∧ · · · ∧ e m , such a current is of the form E m A, where A is a bounded set of finite perimeter in R m (see for instance [3] or [12, Section 4.5] ). The support of a current T is denoted by spt T and spt T = spt T . T has boundary ∂T , mass M(T ) and flat norm F(T ).
Given a measure µ on R n , and k ∈ {0, . . . , n}, the k-dimensional upper (respectively lower)-density of µ at a point x ∈ R n is given by
The set of positive k-dimensional upper density points of the measure µ is denoted by set k µ.
Note that cl e A is contained in the topological closure cl A of A but may differ from it by a set of positive Lebesgue measure. Similarly for T ∈ I m (R n ), set m T can differ from spt T by a set of positive L n measure, however M(T ) = T (set m T ) = T (R n ). Finally, following Federer [12, 4.2.1], given a current T ∈ I m (R n ) with 1 m n and a Lipschitz function f : R n → R, for almost all r ∈ R, the slice of T by f at r is defined as
and is an integral current of dimension m − 1. Furthermore, the mass of the slices is controlled by the total mass and the Lipschitz constant of f as follows:
In this paper, we will consider functions f of the type dist(·, E), where E is a subset of spt T , sometimes containing a single point.
We now define the two less classical concepts which we used in the statement of our results. Let T be an integral current of dimension m in R n .
Definition 2.1. The current T has a C 1 -BV chart in an open set V ⊆ R n if there exists an integer θ, a bounded set of finite perimeter A ⊂ R m and a C 1 map φ : cl A → V , bilipschitz on its image with
neighbourhood of x (there exists a C 1 -BV chart of T at x). A point of spt T which is not regular is singular.
Note that this notion of regularity is quite weak as it allows for holes, as long as they have finite perimeter. In particular, it is weaker that the usual regularity notion for mass minimizing currents.
2r .
In order to use Riemann sums on a current, we need to decompose this current into small pieces. Let us define those pieces now. Given T ∈ I m (R n ) and a T measurable set A ⊆ R n , the restriction of T to A: T A is a rectifiable current. If S := T A is in fact integral, we call S a subcurrent of T and we write S T . In particular, 0 and T are subcurrents of T and we denote the space of subcurrents of T by S(T ). We list here some properties of S(T ). In the present paper only a few elementary facts will be used, although a more thorough study was carried out in [21, 
Proof. Statements (i) and (ii) are clear from the definition: If S = T A and
The first part of (iii) comes from noticing that T − S = T A c . For the second part, first suppose that S = T A is a subcurrent of T , then S = T A and T − S = T A c . Thus S ⊥ T − S . Conversely, suppose that S is an integral current with T −S ⊥ S . As T (respectively S) is integral, there exists a (H m , m) rectifiable set M and a H m measurable function θ along with an orientation − → T (respectively M , θ and − → S ) such that
We can thus write
and the orthogonality condition yields
Thus, without loss of generality, we can suppose that M ⊆ M and that θ − → S = θ − → T , T almost-everywhere, which yields S = T M . As M is H m measurable, it is also T measurable and the proof of (iii) is complete.
For the transitivity statement (iv), we write T − R = T − S + S − R and use the facts that R ⊥ S − R and R << S ⊥ T − S . To prove (v), suppose S and S are subcurrents of T with S ⊥ S . We can suppose that S = T A and S = T A for some T -measurable subsets A and A in R n .
and S + S is a subcurrent of T . To prove (vi), remark that φ is Lipschitz on spt S, thus S := φ # S is also an integral current of dimension m supported in φ(spt S) by [12, 4.1.14] ; there also holds
where for a measure µ, φ * µ denotes the image measure of µ by φ. Using the fact that φ is bijective, we get for all T measurable E in φ(spt T ):
As S ⊥ T − S , there exists a T measurable A, such that S (A) = S (R n ) and T − S (A) = 0 and similarly T − S (A c ) = T − S (R n ) and S (A c ) = 0. This implies
and
As well as
and φ * S (φ(A c )) = 0, thus φ * T − S ⊥ φ * S , which combined with (4) implies
since T and S are integral currents of dimension m in R n , we get S T . To see that Lipschitz continuity alone is not sufficient consider the following integral 1-current in R 2 :
and the Lipschitz map φ :
Lastly, to prove (vii), let T = θH m M ∧ − → T , S and f be as in the statement. Notice that S = T g, where g is a T measurable function which takes values in {0, 1}. By [12, 4.3.6 and 4.3.8] , for almost all y ∈ R k there holds both
and these two currents are integral. Thus T − S, f, y ⊥ S, f, y . Since T − S, f, y = T, f, y − S, f, y , we have S, f, y T, f, y for almost all y ∈ R k .
Functions on S(T ).
If F is a function on the space S(T ), we say that F is additive (respectively subadditive) if whenever S and S are nonoverlapping subcurrents of T , F (S + S ) = F (S) + F (S ) (resp. ). We say that F is continuous if given a sequence (S j ) j in S(T ) with sup j M(∂S j ) < +∞ and S j → 0 in the flat norm, then F (S j ) → 0 as j tends to infinity.
Example 2.4. The main continuous additive function we are interested in is the circulation of a continuous m − 1 form ω defined on spt T , which we denote by Θ ω : for S ∈ S(T ),
In particular, if ω is a smooth differential form with compact support, there holds Θ ω (S) = S(ω) in the sense De Rham currents. If S and S are two subcurrents, ∂S + ∂S = ∂(S + S ), and additivity is clear. To see that Θ ω is continuous, fix ε > 0 and consider a smooth (m−1) form ω ε with |ω − ω ε | ∞ < ε. Given a sequence (S j ) j converging to 0 in the flat norm with uniformly bounded boundary mass, the sequence ∂S j converge to 0 in the flat norm as well, thus Θ ωε (S j ) → 0 by definition of flat convergence. Furthermore, for all S ∈ S(T ),
Thus for j large enough,
The following elementary facts will be useful.
(1) Continuous additive functions on S(T ) form a vector space. The space of continuous subadditive functions is stable by addition and multiplication by a nonnegative real number. The maximum of a finite family of continuous subadditive functions is a continuous subadditive function. (2) If φ is a bilipschitz map from spt T to a subset of R n , T := φ # T is integral and whenever G is a continuous additive (resp. subadditive) function on S(T ), we can define the pullback F = φ # G of Gby φ as
F is a continuous additive (resp. subadditive) function on S(T ). (3) Similarly if F is a function on S(T ), and θ is a nonzero integer,
then θF is a function on S(θT ). Continuity and additivity are preserved. Subadditivity is preserved if θ is positive.
The next result is essential for integration purposes:
Proposition 2.6. Given T ∈ I m (R n ), the mass operator M restricted to S(T ) is additive and continuous.
The continuity part of the statement might be surprising, as mass is usually only lower-semi continuous for the convergence of integral currents. However, when considering a sequence of subcurrents of the same current T , if T has finite mass. Intuitively, for mass to be lost at the limit, a sequence of currents must sweep over an infinite amount of mass. Compare with the case of the sequence
. . . The union j set 1 S j cannot be contained in the support of an integral 1 dimensional current with finite mass. Let us now be more rigorous:
Proof. Additivity is clear. To prove the continuity of M | S(T ) , consider a sequence of subcurrents of T : (S j ) j=1,2,... such that sup j M(∂S j ) < +∞ and S j → 0 in the flat norm. Clearly M(T ) = M(T − S j ) + M(S j ) and T − S j tends to T in the flat norm. By lower semi-continuity of the mass, there holds
Thus lim sup j M(S j ) 0 and M(S j ) tends to 0.
Note that this implies that if ζ is a T essentially bounded m-form on spt T , the additive function
is also continuous, as
Remark 2.7. In [21, Theorem 3.1.6] we prove a stronger result: the compactness of the space S(T ) with respect to the convergence of integral currents.
Remark 2.8. The space of continuous additive functions on S(T ) contains the restriction of the space of m-charges (see [8] ) to S(T ). However, there exists a current T ∈ I 1 (R 2 ) such that M restricted to S(T ) cannot be extended to a 1-charge in R 2 . Take for instance an infinite sum of disjoint oriented circles of radius 2 −j for j = 1, 2, . . . . See Corollary 3.2.6 and Remark 3.2.7 in [21] .
Regularity and families. Given
The number reg(S) is called the regularity of S. Two currents S and S are non-overlapping if their carrying measures are mutually singular: S ⊥ S .
We call family in T any collection P of pairs (S, x) such that (a) ∀(x, S) ∈ P, S is a non-zero subcurrent of T and x ∈ spt S, (b) ∀(x, S), (x , S ) ∈ P, S and S are non-overlapping. If (x, S) ∈ P we say that S is tagged at x, if all such points x are contained in a set A ⊆ spt T , we say that P is based in A. The body of the family P is the subcurrent
n is a nonnegative function, we say that the family P is η-regular if for all (x, S) ∈ P, x ∈ A and reg(S) > η(x) > 0. Note that if (x, S) is in an η-regular family, then necessarily, η(x) > 0. We will call η a regularity function.
If f is a function defined on A ⊆ spt T and P is a family in T based in A, we will be interested in the Riemann sum of f on P:
If G is a continuous subadditive function on S(T ) and ε is a positive real number, we say that a family
Currents having the following property can be decomposed in a fine, regular and full families: Definition 2.9. An integral currrent T ∈ I m (R n ) has the HowardCousin Property if there exists a function η T defined on spt T , which we call the maximal regularity function, such that if η is a function defined on spt T with
then, given a continuous subadditive function G on S(T ), a gauge δ on the regular set of T and a positive real number ε; there exists a δ-fine, η-regular (G, ε)-full family in T .
Proofs of the Theorems
In this section, we prove Theorem 1.1 under the additional assumption that T has the Howard-Cousin Property. This assumption holds with the hypotheses of the theorems, but we postpone this to the next section. Before that, we prove Theorem 1.2, assuming Theorem 1.1.
The proof of Theorem 1.1 relies on three building blocks: The SaksHenstock Lemma (Lemma 3.1) allows us to approximate the Lebesgue integral of a function with respect to T by Riemann sums corresponding to fine enough families in T . We apply it to the function dω, − → T . Lemma 3.2 is a differentiation result which states that at a nice point x ∈ spt T , the real number dω(x), − → T (x) derivate of the circulation of ω. Finally the Howard-Cousin Property of T (Theorem 4.7) ensures that there exists families which contain enough of the mass of T and are regular enough to build the Riemann sums with and use the two previous lemmas.
Lemma 3.1 (Saks-Henstock Lemma). If a function f is Lebesgueintegrable with respect to T , then given ε 1 > 0, there exists a positive gauge δ 1 on spt T as well as τ 1 > 0 such that for any δ 1 -fine family
Proof. The measure T is a finite Borel regular measure and f is Lebesgue integrable with respect to T , we extend a representative of f by 0 to the whole of spt T (and we still call this function f ). Choose ε = ε 1 > 0. By the Vitali-Caratheodory Theorem (see [31, 2.24] ) there exist extended-real valued functions g and h defined on spt T , which are respectively upper and lower semi-continuous, and satisfy
By upper semi-continuity of g and by lower semi-continuity of h, for each x ∈ spt T , there exists a positive δ 1 (x) such that for all y ∈ B(x, δ(x))
.
Summing over (x, S) in P and recalling that
As h − g and f − g are nonnegative and integrable with f − g h − g, we have for all
And similarly
Furthermore, as f is Lebesgue integrable, there exists τ 1 such that if
Therefore, if P is a δ 1 -fine family in T , which is (M, τ 1 ) full in T , there holds:
Lemma 3.2. If x ∈ set m T is a regular point of T and ω is differentiable at x, then for all η > 0 and ε 2 > 0, there exists a positive δ 2 (x) such that whenever S is an η-regular subcurrent of T with x ∈ spt S and diam spt S < δ 2 (x), there holds
Proof. We fix η 2 and ε 2 . Since ω is differentiable at x, for every positive
where is the inner product in the notation of [12] . Notice that y → ω(x) is a closed and smooth (m−1)-form and that y → (y −x) dω(x) is a smooth (m − 1)-form in R m whose differential is the constant form y → dω(x). Furthermore, as x is a regular point of T , − → T has a continuous representative in a neighbourhood of x: for every positive ε , there exists δ T > 0 such that for T -almost all y ∈ U(x, δ 2 ), − → T (y) is defined and
} and suppose S = 0 is in S(T ), is η 2 regular, and is such that x ∈ spt S and diam spt S < δ 2 (x). By the definition of the boundary of a current, there holds:
Finally one has the following estimate: Proof of Theorem 1.1. We suppose that T has the Howard Cousin property with a maximal regularity function η T , positive on spt T \E T ; this will be a consequence of Lemma 4.6 and Theorem 4.7. Consider the continuous additive function Θ ω defined above. Fix ε > 0. As the func-
is Lebesgue integrable with respect to T , we can apply the Lemma 3.1 and there exists a positive function δ 1 defined on spt(x) and a positive real number τ such that whenever P is a δ-fine family in T with M(T − [P]) < τ , there holds:
By the Lemma 3.2, for all x ∈ set m T \(E T ∪ E ω ), there exists a positive number which we denote δ 2 (x) such that whenever S is a subcurrent of T with x ∈ spt S, diam spt S < δ 2 (x) and S is η T (x)/2-regular, we have
We extend δ 2 by 0 on the rest of set m T \E T . The function δ := min{δ 1 , δ 2 } is a gauge on set m T \E T . We can thus apply the Howard-Cousin Property of T to the gauge δ, the regularity function η T /2, the continuous subadditive function max(M |S(T ), |Θ ω |) and the positive number min(τ, ε/3), to obtain a δ-fine, η T -regular
Since ε is arbitrary, the first member must be null and identity (2) holds.
We now prove the second result, which amounts to approximating T from the inside by subcurrents whose support does not intersect the discontinuity set.
Proof of Theorem 1.2. Fix ε > 0, there exists θ > 0 such that for
Thus, provided one can find such a T with spt T ∩ E 0 = ∅, ω is continuous on spt T and we can apply Theorem 1.1 to T and ω, to get the estimate
As ε is arbitrary, the left hand side must be zero and (2) holds. There remains to prove that we can construct such a T . This relies on the T -Minkowski content condition: For τ > 0, there exists r τ > 0 such that ∀r ∈ (0, r τ ), M(T U(E 0 , r)) < τ r. In particular by slicing and using inequality (3) with the Lipschitz function f := dist(·, E 0 ), there exists r ∈ (0, r τ ), arbitrarily small such that M(∂(T U(E 0 , r))) < Cτ for C > 0 not depending on τ . Choosing τ C −1 τ and r ∈ (0, r τ ) such that τ r < θ, we let T := T U(E 0 , r) c to obtain
Currents that have the Howard-Cousin Property
Bounded
Thus families, fineness and regularity can be defined indifferently with subsets or with subcurrents. We only sketch the proof, which can be found in [29, section 2.6] or in [21, chapter 4] . Although in the former proof η is always a constant, no crucial change is required to allow η to be a function. First, notice that for r > 0, the cube [ 0, r ] is a bounded set of finite perimeter with regularity r m /(2mr
Thus, if we can decompose our set into cubes we are done. In the case where A is a 1-dimensional interval, and δ is positive, the existence of a decomposition into a family of tagged dyadic intervals is known as Cousin's Lemma and proved by contradiction. This extends to the case of cubes in any dimension. The family then covers A completely in the sense that [P] = E m A. When δ is zero on an H m−1 σ-finite set, one uses the equivalence. of the Hausdorff measure and the net measure (see Falconer [11, Theorem 5.1] ) and the continuity of F to define a positive gaugeδ on A, by modifying δ on {δ = 0}. Then using Cousin's Lemma one gets aδ-fine family which covers A. Ifδ is defined correctly, the cubes tagged at a point in {δ = 0} have a small contribution to F and they can be removed, leaving us with a δ-fine family.
In order to consider more general sets than cubes, one needs to look at what happens at the boundary. If A is essentially closed -the set of points of positive upper density of L m A is closed -one can inscribe A in a cube Q 0 and define a gaugeδ so thatδ-fine sets tagged at points outside of cl A do not intersect A. It is also possible to chooseδ so that if Q isδ(x)-fine with x ∈ cl e A and regular, then Q∩cl e A is also regular. We then apply Cousin's lemma to the cube Q 0 and the gaugeδ. From aδ fine family composed of cubes Q, one gets a family in A whose elements are of the form (x, Q ∩ cl e A). Lastly, if A is not essentially closed, a result of Tamanini and Giacomelli [34] ensures that A can be approximated from the inside by an essentially closed subset of finite perimeter, controlling the perimeter of the difference between A and the approximating sets, this is sufficient thanks to the continuity and subadditivity of Θ ω .
In the next section, we move to higher codimension and use this result in charts of currents which are locally modelled on sets of finite perimeter, except for a singular set. Let us first notice that the Howard-Cousin Property is stable by multiplication by an integer and by bilipschitz pushforwards:
is of the form:
where A is a bounded set of finite perimeter in R m , φ : A → R n is bilipschitz on its image and θ is a non zero integer. Then T has the Howard-Cousin Property with maximal regularity function η T verifying for all x ∈ spt T :
In particular, one can choose any constant with that property.
Before proving this lemma, let us justify the expression for η T . Proposition 4.3. Given an integral current S ∈ I m (R n ), with regularity, reg S, greater than some positive constant η, a function φ : spt T → R n , bilipschitz on its image and a nonzero integer θ, then the integral current θφ # S of dimension m in R n has regularity greater than η := (Lip φ Lip(φ 
Proof of Lemma 4.2. Fix a gauge δ on set m T , a continuous subadditive function G on S(T ) and a positive number ε. We define a gaugẽ δ on A by ∀x ∈ set m (E m A),δ(x) := δ(φ(x))/ Lip(φ).
The function φ # G defined by
is continuous and subadditive, so is θ(φ # G). Notice that S(E m A) corresponds exactly to the currents in I m (R m ) which represent a bounded subset of A with finite perimeter. Given η ∈ (0, 2 −1 m −3/2 ) we can apply the Howard-Cousin Lemma to (E m A), the gaugeδ, the function φ # G and the error ε/|θ| to get aδ-fine η-regular family
and for (x, S) ∈ P, there exists a set of finite perimeter B ⊆ A with S = E m B and x ∈ cl B. Notice that S := θφ # (E m B) is a subcurrent of T with φ(x) ∈ spt S; since φ is bilipschitz on its image, the collection P := {(φ(x), θφ # S), (x, S) ∈ P} is a family in T . P is δ-fine and applying Proposition 4.3 to each E m B where for some x, (x, B) ∈ P, we infer that P is η -regular, where η := (Lip φ Lip(φ −1 )) m η. P also satisfies:
This proves that T = θφ # (E m A) has the Howard-Cousin Property.
Minkowski content and disposable sets. We first remark that intrinsic upper m − 1 dimensional Minkowski content with respect to
Proposition 4.4. There exists a dimensional constant C > 0 such that for E ⊆ spt T , there holds
Proof. Writing T = θH m M ∧ − → T , we can suppose that M = set m T and there holds for r > 0:
As in the comparison of classical Minkowski content and Hausdorff measure (see P. Mattila's book [24, Chapter 5.3-5.5]), we introduce the covering and packing numbers of a set A ⊆ R n : respectively N(A, r) and P(A, r) and recall that P(A, r) N(A, 2r). This implies
is the Hausdorff pre-measure of dimension m − 1 at scale s, we have for some dimensional constant C > 0
Therefore, letting r go to zero and taking the upper limit, we get up to modifying the constant C,
Definition 4.5. A set E ⊆ R n is disposable for an integral current T ∈ I m (R n ) if there exists C > 0 such that for all ε > 0 one can find a subcurrent T ε of T with the following properties:
In [21] , a slightly different notion was investigated: hereditary disposability. A set is hereditarily disposable in T if it is disposable for all subcurrents of T . In particular, there exists an integral current with a disposable set which is not hereditarily disposable (see section 4.4.3 in [21] ). Notice, however, that upper bounds on the Minkowski content are hereditary. The connection between disposability and Minkowski content is contained in the following lemma: Lemma 4.6. If a set E ⊆ R n has finite m − 1 dimensional TMinkowski content, then it is disposable for T .
Proof. Let C denote the Minkowski content of E. There exists r 0 > 0 such that for all r ∈ (0, r 0 ],
Fix ε > 0 and choose r 0 small enough so that for all r ∈ (0, r 0 ) one has also T (U(E, r)) < ε. Since T is an integral current, for r in a set of positive measure in (r 0 /2, r 0 ), the slice T, dist(E, ·), r is an integral current and
From this we infer

M(∂(T (U(E, r)))) M((∂T ) U(E, r)) + M(< T, f, r >)
M(∂T ) + 4C.
This implies that for every ε > 0 and r 1 > 0, there exists a set of positive measure in (0, r 1 ) such that T (U(E, r)) < ε,
M(∂(T (U(E, r)))) 4C + M(∂T ).
Choosing such an r, we let T ε := T (U(E, r) c ). T ε is the subcurrent we are looking for. This can be done for any positive ε, E is thus disposable.
We can now state our main result on the Howard-Cousin Property.
Theorem 4.7. If the singular set, E T of T is disposable, then T has the Howard-Cousin Property for some maximal regularity function η T which is positive on spt T \E T .
Proof. We start by choosing a maximal regularity function η T , this choice is not unique as it relies on the choice of a locally finite subcover of the regular set of T : spt T \E T by C 1 -BV charts. For x ∈ spt T \E T , we fix a C 1 -bv chart of T at x: (θ x , A x , φ x , U(x, r x )) forcing the open sets to be balls centered at x. Without loss of generality, we can suppose that θ x is a positive integer for all x. The family {U(x, r x )} x∈spt T \E T is a cover of spt T \E T . As R n is hereditarily paracompact we can consider a countable, locally finite subcover associated to a countable family of regular points (x j ). For each y ∈ spt T \E T , there are finitely many indices j such that y ∈ U(x j , r j ) and we associate to y the C 1 -BV chart corresponding to the x j(y) , where j(y) is an integer defined by:
We now fix a maximal regularity function on on spt T \E T :
and choose a regularity function η such that for y ∈ spt T \E T : 0 < η(y) < η T (y). For y ∈ spt T \E T , there exists a maximal r max y such that ∀r ∈ (0, r max y ], U(y, r) ⊆ U(x j(y) , r j(y) ). Pick an r y ∈ (r max y /2, r max y ) so that T U(y, r y ) is an integral current. This allows us to define a new chart of T at y as U(y, r y ) ), U(y, r y ) .
However, overwriting previous notations, we denote the above chart by (θ y , A y , φ y , U(y, r y )). Fix ε > 0 and a continuous subadditive function G on S(T ). Claim 1. There exists a subcurrent T ε of T with E T ∩ spt T ε = ∅ and
Proof of Claim 1. Let C be the constant associated to the definition of disposability of E T in T . By the continuity of G, there exists τ > 0 such that whenever S T satisfies M(S) < τ and M(∂S) M(∂T ) + C, there holds |G(S)| ε/2. By the disposability of E T , there exists a subcurrent T ε of T such that:
This implies that M(∂(T −T ε )) < C +M(∂T ) and therefore G(T −T ε ) < ε/2, as required.
Such a T ε being fixed, note that spt T ε is compact. Consider the charts (of T ), (θ y , A y , φ y , U(y, r y )) y∈spt T \E T as redefined above. The collection of open balls (U(y, r y /2)) y∈spt Tε covers spt T ε and we extract a finite subcover, associated to the points y 1 , . . . , y p .
As T ε is integral, one can pick r 1 ∈ (r y 1 /2, r y 1 ) such that T ε U(x 1 , r 1 ) is integral. Let T 1 := T ε U(y 1 , r 1 ). Note that T ε − T 1 is integral. Repeating the argument, for each j ∈ {2, . . . , p−1}, we fix r j ∈ (r y j /2, r y j ) such that the current
is integral. Finally, we let T p := T ε − p−1 j=1 T j . It can be that for some j, T j = 0, we relabel the sequence to avoid this if necessary. The T j form a pairwise non-overlapping collection of subcurrents of T ε , with T ε = p j=1 T j . Each T j is supported inside the ball U(y j , r y j ) and is of the form:
where A j is a subset of finite perimeter of A j . Notice also that by the choice of η T , given x ∈ set m T j , we have x ∈ U(y j , r y j ) and
For j = 1, . . . , p, we apply Lemma 4.2 to T j with the subadditive function G| S(T j ) , the gauge δ| setm T j and ε/(2p) to get an η j -regular δ-fine family P j in T j such that
Concatenating the families which are non-overlapping we get a family in T ε , P := p j=1 P j , which is also a family in T , is η-regular, δ-fine and satisfies
And thus T has the Howard-Cousin Property. This holds for any regularity function η, positive on spt T \E T and smaller than η T .
Corollary 4.8. Currents associated to compact oriented C 1 submanifolds with boundary have the hereditary Howard-Cousin Property.
Proof. Let T ∈ I m (R n ) be associated with M , a C 1 compact submanifold with boundary of dimension m in R n . Let x ∈ M , then there exists an open neighbourhood V x of x in R n , along with a ball or a half ball A x in R m and a C 1 diffeomorphism φ x from cl A x to cl(V x ) ∩ M . Since a ball and a half ball have finite perimeter and are bounded, (1, A x , , φ x , V x ) is a C 1 -BV chart on T near x, up to a change of orientation of φ x . The proof of previous theorem can be applied, taking
Mass minimizing currents and stationary varifolds. We state here a series of more or less classical results and combine them to prove that codimension 1 area minimizing minimal currents have a disposable exceptional set. Let us start with the interior regularity results. A general survey is contained in [5] , and the proofs can be found in section 37 of [32] and in [33] .
The main result of this section is:
Theorem 4.9. Suppose T is an area minimizing current of dimension m := n − 1 in R n and ∂T represents a closed oriented C 1,α submanifold of R n for some α > 0 (with multiplicity one). Then the singularity set of T has null m − 1 dimensional T -Minkowski content and T has the Howard-Cousin Property with exceptional set spt ∂T ∪ Sing(T ). Theorem 4.10 (Bombieri, De Giorgi, Giusti, Federer. Classical regularity for mass minimizing currents of dimension n − 1 in R n ). If T is an integral current of dimension n − 1 in R n , which minimises M among all integral currents with boundary equal to ∂T , then there exists a set Sing(T ) ⊆ spt T called the singular set of T which has Hausdorff dimension at most n − 8 and such that at all points of spt T \(Sing(T ) ∪ spt ∂T ), T is locally an integer multiple of the oriented graph of an analytic function. Furthermore, Sing(T ) is countably
This result relies in particular on the following fact:
Lemma 4.11. With the conditions of theorem 4.10, if x ∈ spt T \ spt ∂T and T has a flat tangent cone at x, then x / ∈ Sing(T ).
Concerning the boundary points in spt T , if the boundary is regular enough, the next classical result states that the support of a mass minimizing current has no singularity at the boundary. Theorem 4.12 (Boundary Regularity Theorem (Hardt, Simon [14] )). Suppose that T is an n − 1 dimensional integral current in R n such that (1) ∂T represents a connected oriented C 1,α submanifold of R n (with α ∈ (0, 1) and (2) T is a mass minimizer in the class {S ∈ I n−1 (R n ), ∂S = T }.
Then there exists a neighbourhood V of spt ∂T such that V ∩ spt T is a C 1,α submanifold with boundary.
A recent improvement to the interior regularity theory was obtained by Cheeger and Naber in [4, Theorem 5.8], where they control the T measure of an r-neighbourhood of the singular set: Theorem 4.13 (Cheeger and Naber). Suppose T ∈ I n−1 (R n ) satisfies the conditions of theorem 4.10, then for x ∈ spt T \ spt ∂T and some R > 0, if U(x, R) ∩ spt ∂T = ∅ and ν > 0, then there exists C > 0 such that for r ∈ (0, R):
This result directly implies that Sing(T ) has locally null n − 2 dimensional T Minkowski content:
This implies in particular that Sing(T ) is disposable in T and allows us to apply the results of the previous sections to prove Theorem 4.9
Proof of Theorem 4.9. Notice that the boundary regularity theorem 4.12 does not imply that T has C 1 -BV charts at a point of spt ∂T . Indeed, there could be points of the boundary where T has a jump in multiplicity when crossing spt ∂T . There are two ways to go around this problem: one can either generalize the notion of C 1 -BV chart in order to include the sum of two charts based on the same open set and same map φ, but with different sets of finite perimeter and multiplicities, or as we choose to do, prove that spt ∂T is disposable. This is done by controlling the m − 1 = n − 2 dimensional T Minkowski content of spt ∂T . We start by proving that the multiplicity of T is bounded from above in a neighbourhood of spt ∂T . Fix a point x ∈ spt ∂T . By Theorem 4.12, there exists r > 0 such that spt T ∩ U(x, r) is a C 1,α submanifold of R n of dimension n − 1. Choosing r smaller, we can also suppose that spt ∂T separates spt T ∩ U(x, r) into at most two connected relatively open subsets of spt T . Using a parametrization of spt T ∩ U(x, r) on a connected open set of R n−1 , we can therefore apply the constancy theorem for currents (see section 4.1.7 in [12] ) to prove that the multiplicity of T takes only one value in each connected component of (spt T ∩ U(x, r))\ spt ∂T . Covering the compact set spt ∂T with finitely many such balls, we get an upper bound θ max for the density of T in a neighbourhood of spt ∂T .
There exists a neighbourhood V of spt ∂T such that spt T ∩ V is a C 1,α submanifold of dimension n − 1 of R n . Furthermore, spt ∂T is a closed C 1,α submanifold of dimension n − 2 of spt T ∩ V . By standard differential geometry, there exists a constant C > 0 such that for r > 0 small enough, U(spt ∂T, r) ⊆ V and
Thus, still for r > 0 small enough,
This implies that lim sup r→0 r −1 T (U(spt ∂T, r)) < +∞, so spt ∂T has finite n − 2 dimensional T Minkowski content. By definition, Minkowski content is additive on disjoint compact sets, therefore spt ∂T ∪ Sing(T ) has also finite n−2 dimensional T Minkowski content, which makes it disposable in T , by Lemma 4.6. By definition of the singular set, at all points of spt T \(spt ∂T ∪ Sing(T )), T represents locally analytic hypersurfaces of R n and therefore has C 1 -BV charts. Applying Theorem 4.7, we find that T has the Howard-Cousin property.
If T is an area minimizing currents of higher codimension, we call its singular set Sing T the set of points at which T does not represent locally an analytic variety. The simplest example is the variety in R 4 = C 2 defined by the complex equation
which has a double point at the origin and can be represented by a locally mass minimizing current in R 4 . In that case, there is no equivalent of Lemma 4.11 as there can be flat singular points (or double points) see [5] for an introduction, the regularity theory in [2] recently clarified in [7] and the subsequent papers). Therefore, even though boundary regularity results have recently been obtained in [6] and Minkowski content estimates are valid for the singular strata (see [26] ), the singular set of the current can be larger than the union of the strata and no general bound is know. However, assuming some control on the singularities of the boundary and the absence of double points, the singular set of T should be disposable. The situation should be similar for currents associated to stationary varifolds by the results of [26] (see [32] and [1] for the classical treatment of these objects).
Currents definable in an o-minimal structure. A structure M on R is the data for each positive integer n of a collection M n ⊂ P(R n ). The sets in M n are called definable in M and M must be closed under basic set theoretic operations as well as under linear and algebraic transformations. A map R n → R n is definable if its graph is a definable subset of R n+n . A structure M is called o-minimal if M 1 consists only of finite unions of intervals and points.
In particular, the semi-algebraic and subanalytic sets form o-minimal structures. For a general study of o-minimal structures, The first part of the paper [22] by K. Kurdyka is a good introduction to o-minimal geometry. A more complete study can be found in L. Van den Dries's book [10] , which is written with geometric and topological applications in mind and is therefore also accessible to analysts. One of the main tools for analysis in the o-minimal setting is the notion of definable family, which replaces sequences. Given a definable set B ⊆ R d , the collection (A p ) p∈B of sets in R n is a definable family in R n if the set p∈B {p} × A p ⊆ R n+p is definable. The last chapter of [21] , contains a definition of chains definable in an o-minimal structure, which form a particular family of integral currents. Here we do not focus on such questions, but only state the main result concerning the singular set of these currents, with Stokes' Theorem in mind. We fix an o-minimal structure M. Definable will henceforth mean definable in M. This result relies on two important properties of o-minimal structures: The C 1 -Cell Decomposition Theorem [10, Chapter 7] , which implies that T is a finite sum of currents associated to disjoint C 1 submanifolds; and the fact that the Hausdorff measures of members of a uniformly bounded definable family can be controlled uniformly (see for instance [23] , or a slightly simpler proof in [21, Theorem 6.2.9]). Letting E T be the singular set of T , this allows us to control the boundary of T U(E T , r) when r goes to 0, using the fact that (M ∩ U(E T , r)) r>0 is a definable family of subsets of R n .
Counter-examples
In this section, we give an example of an integral current T ∈ I 2 (R 3 ) on which the Stokes Theorem in the above generality does not hold, although T is supported on a smooth manifold and has a singular set with finite H 1 measure -it is in fact a segment. A consequence is that this current does not have the Howard Cousin Property. We mention a variant of the construction where the current has only one singular point. This proves that the Hausdorff dimension of a singular set is not a criterion for disposability. 
And a continuous form ω of degree 1 in R 3 which is C 1 on R 3 \E where E := [ 0, π ] × {y ∞ } × [ −1, 1 ] and such that:
To prove this result, we find a current S whose support contains a non-disposable segment E. E is the limit of a sequence of oscillating curves Γ k contained in disjoint vertical planes whose length tend to infinity. Thus an infinite amount of length vanishes at the limit. The support of S is a surface defined by interpolating between the curves (see figure 5 ). The second ingredient is a form ω which we define so that it circulation equal to 1 along each curve Γ k . This forces ω to tend to zero as we get closer to E, thus ω has zero circulation along E. Morally, the circulation of ω vanishes when the length of the curves does. In the following, we make this construction rigorous. 
Define also the functions f k , for k = 1, 2, . . . , by
Consider the following function obtained by patching together the ψ k : Proof of Claim 1. The first and the last statement hold by definition. For the smoothness: inside each strip, ψ is smooth. At the junction between two strips, it is constant in the y direction and smooth in the x direction, thus smooth. The continuity only needs to be proven when y → y ∞ . Since h is positive and strictly smaller than 1 and f k ∞ h k , for all k there holds |ψ k (x, y)| 2h k on its domain. Thus for y > y k and x ∈ [ 0, π ], we have |ψ(x, y)| < 2h k and ψ(x, y) tends to 0 (uniformly) as y tends to y ∞ . This proves that ψ is continuous on R.
For convenience define Figure 1 ). M is countably 2-rectifiable. Since segments are 2-rectifiable, cl M is also countably 2-rectifiable. The oriented surface in the Theorem is the current supported on cl M with multiplicity 1 and a normal pointing towards the positive z direction (3rd coordinate, we will sometimes say "upwards").
Let us now construct this current precisely. For k = 1, 2, . . . , let
. S k is an integral current, as Ψ coincides with Ψ k on [0, π]×[ 0, y k+1 ] and Ψ k is Lipschitz. We now consider the sequence of integral currents ( k j=1 S j ) and prove that it has a limit under some conditions on a, h, λ, which we call S. Proof of Claim 2. The mass of S k is the area (or H 2 measure) of the graph of ψ k :
It is controlled as follows:
which is summable in k provided a < 1, h < 1 and haλ −1 < 1. These conditions will be supposed to hold from now on. They imply that k j=0 S j k is a Cauchy sequence in the mass topology. By [12, 4.1.24] , the class of integer multiplicity rectifiable currents is complete in the mass topology and therefore the sequence ( k j=0 S j ) k tends to a rectifiable current S. (This is not developed much in Federer's book, but it is a simple application of the definition of integral multiplicity rectifiable currents by pushforwards of polyhedral chains.) Denoting by τ the vector field equal to the upper normal to M we get
To show that S is an integral current, consider the sequence
Let T be the integral 1 dimensional current associated to the boundary of Ψ(bdry R) with the same orientation as the T k for k = 1, 2, . . . and multiplicity 1. For k = 1, 2, . . . , T − T k is the boundary of a current R k with
Thus F(T − T k ) (h k+1 + y ∞ − y k+1 )π → 0 and ∂S k → ∂S = T in the flat norm. As T has finite mass (equal to 2π + 2y ∞ ), S is an integral current.
Forỹ in [0, y ∞ ], denote by L(ỹ) the length of the section of M by the plane {(x, y, z) ∈ R 3 , y =ỹ}, notice that there holds:
Claim 3. If h/λ > 1, then L(ỹ) tends to infinity asỹ tends to y ∞ from below, whereas L(y ∞ ) = π.
Proof of Claim 3. To get a first idea, notice that for
Indeed:
Let y ∈ [y k , y k+1 [ and θ := φ k (y), there holds:
where the last inequality is obtained by noticing that the integrand is πλ −k periodic in x and using the change of variables t := xλ −k . Let α(θ) be the value of the last integral. α does not depend on k, is positive for each value of θ. θ → α(θ) is also continuous. Therefore it has a positive minimum. Let C be this minimum, we get
which proves the Claim 3.
Define the functions
Note that L(π, y) = L(y) hence the notation is non-ambiguous. Also, ψ is constant on {y = y ∞ } so ∂ x ψ exists and is zero on this segment. u(x, y) := L(x, y)/L(y) corresponds to the portion of the length L(y) which one has to walk on M to get from the point (0, y, 0) to (x, y, ψ(x, y)) staying in the same y-coordinate plane. u is as smooth as ψ and du is therefore a closed 1 form on R which is equal to
where e x and e y form the canonical basis of R 2 and e *
x and e * y is the corresponding 1-covector base. It is now possible to define a 1-form ω M on M as the pullback of du by the projection of M on R π := (x, y, z) → (x, y).
The 1-form ω M acts on a tangent vector v to M by
Claim 4. The form ω M is C 1 and closed on M , it can be continuously extended to a form ω : R 3 → Λ 1 (R 3 ) with value 0 on cl M ∩ {y = y ∞ }, and in such a way that it is
Proof of Claim 4. ω M is clearly C 1 on M . It is closed as the pullback of the closed form du. We now consider ω M as a map from M to Λ 1 (R 3 ) which we will extend to the whole of R 3 . Ψ, u and π can be extended in a C 1 fashion to cl M \{(x, y, z), y = y ∞ } this implies that ω M can be extended in a continuous way to cl M \{(x, y, z), y = y ∞ }. We now extend ω M by zero at the points of {(x, y, z), y = y ∞ }. To do this we consider a tangent basis to M .
Denote by (τ 1 , τ 2 , τ 3 )(x 0 , y 0 , z 0 ) the direct orthonormal basis at the point (x 0 , y 0 , z 0 ) ∈ M with τ 3 the normal vector to S pointing towards positive z and τ 1 tangent to S and the plane {(x, y 0 , z)}. Letting (e 1 , e 2 , e 3 ) be the canonical basis of R 3 , remark that (τ 1 , τ 2 , τ 3 ) is the Gram-Schmidt orthonormalization of (DΨ · e 1 , DΨ · e 2 , e 3 ). In the canonical coordinates for all points in R
In particular,
Choose a tangent vector v to M , it is of the form v = l 1 τ 1 + l 2 τ 2 , suppose l 1 and l 2 are in (−1, 1) . Combining (9), (10), (11) and (12) yields
To show that ω goes to 0 as y tends to ∞ we only have to prove that the coefficients in front of l 1 and l 2 in the three terms of the above sum go to zero uniformly in y. For the first term, it follows from claim 3. For the second term, notice that |∂ y ψ| Ch k a −k whenever y ∈ [ y k , y k+1 [ and that for all α > 0, √ 1 + α 2 α. Thus, the second term is controlled by (h/a) k /(h/λ) k , which goes to 0 as y tends to y ∞ , provided λ < a. Let us control the third term, it is sufficient to prove that This can be controlled by noticing that the length of the interval over which the integrals are calculated is less than 2λ k π and using the following straightforward estimates:
thanks to which one obtains
and using the fact proven above that L(y)
This tends to 0 provided a > λ, which proves that ω M → 0 uniformly as y → y ∞ . Consider the form ω : cl M → Λ 1 (R 3 ) obtained by extending ω M continuously on cl M and in a C 1 way to cl M ∩{(x, y, z), y < y ∞ }. The circulation of ω around S is: For (x, y, z) ∈ R × R − × R, let ω(x, y, z) := χ(y)ω(x, y, z) and for y > y ∞ let ω(x, y, z) = 0. So constructed, ω is continous in R 3 and smooth in R To prove the Theorem, it suffices to find a choice of parameters a, h, λ which is compatible with all the above conditions.
Proof of Theorem 5.1. There must hold: 0 < λ < 1 for oscillations to happen, 0 < a, h < 1 for the surface to be compact ha < λ for the area to be finite, h > λ for the length to go to infinity, a > λ for the continuity of ω.
A possible choice would be λ = 1/4, a = h = 1/3.
A variation with only one singular point. The following is Theorem 4.4.5 from [21]:
Theorem 5.2. There exists a compact surfaceM in R 3 , such that M \{0} is a C 2 submanifold with boundary the horizontal circle of radius 1, z-coordinate 0 and center 0. ToM we can associate an integral currentS of dimension 2 whose boundary is the corresponding positively oriented circle with multiplicity 1. Together with a formω which is continuous on R 3 and differentiable on R Note that a simple pushforward argument from the previous construction does not work (for instance collapsing the singular set of the previous example onto one point). Indeed, the conditions on the parameters do not allow continuity of the form at the singular point. However, working in cylindrical coordinates and constructing a surface on concentric crowns, we get a different set of conditions on the parameters, thanks to the different area element (r dr dθ instead of dx dy). We can thus define a continuous form according to the specifications of the statement. The key is that, compared to the previous construction, we gained some leeway on the condition for the finiteness of the mass, thanks to the cylindrical coordinates. This allows us to make the length L(r) explode less quickly and the form can thus be made continuous at the singular point 0.
Towards a more regular counter-example? Finally we would like to conclude by mentioning intermediate structures between the o-minimal world and the usual GMT world with its Cantor sets and oscillations. More precisely, in o-minimal geometry, by the Cell Decomposition Theorem, there is only one notion of dimension, or in other words, if a set is definable, its topological dimension coincides with its Hausdorff and Minkowski dimension (and all notions of metric dimension, as far as I know). In [18] , P. Hieronymi and C. Miller have proved that a structure has this property (for closed sets) if and only if it does not define the set of relative integers, Z.
An example of such a structure which is not o-minimal is (R, 2 −N ): the semi-algebraic sets to which we add the set 2 −N . It has been studied in particular by M. Tychonievich in [35] . In this structure, oscillation can happen (consider the function f : R → R; x → dist(x, 2 −N )), but it necessarily decays or explode exponentially and cannot give rise to sets of fractional dimensions. In particular, countable sets of Minkowski dimension larger than 0 are not definable (the set {0} ∪ {n −1 , n = 1, 2, . . .}, for instance). It is therefore natural to ask: One could use for instance the graph of x → dist(x, 2 −N ) to define a sequence of curves as in the above examples.
