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In’ this paper, we develop methods to solve the polynomial congruence 
O(x)@(@) I d + h(1 + x + *.. + P-l) (mod x9 - l), where p is an odd prime 
and O(x) is a polynomial with nonnegative integral coefficients. Using these 
methods, we construct some new addition sets that are the unions of index 
classes for some primes p. We also establish the nonexistence of both the (95, 
10, 1, 18)-addition set and the (95, 10, 1, 56)-addition set. 
1. INTRODUCTION 
A (v, k, h, g)-addition set A = {a, ,..., aJ, or simply an addition set, is a 
collection of k distinct residues modulo v, such that for any residue y + 0 
(mod v) the congruence 
ai + gaj = y (mod v) (1.1) 
has exactly X solution pairs (ai, aj) with ai and ai in A. 
Addition sets have been studied in several papers [4-81. This paper 
continues the study of addition sets. In particular, we consider addition 
sets that are the unions of some index classes of an odd prime p. We will 
also show that there is no addition set with parameters V, k, h, g = 
(95, 10, 1, 18) or (95, 10, 1, 56). These two parameter sets are the remaining 
unsolved cases in [7]. 
To avoid degeneracy, we require a nontrivial addition set to satisfy 
l<k<v-1. (1.2) 
A parameter d is also defined by letting d + h be the number of ways 
that 0 can be represented as (ai + ga& modulo v with a, and aj in the 
addition set A. 
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An important polynomial associated with an addition set i> the Hall- 
polynomial. A Hall-polynomial of a set A is the polynomial 
@(.{.) ,y1 ) ,\.““.. 
where ai E A. Its importance is due to the following result (see [6]). 
THEOREM 1.1. A set A of k distinct residues module L) is a (r. k. A. g)- 
addition set if and only if its Hall-polynomial satisjies 
@(x) @($) -= d -L A( 1 -in .y -;- . . . + x,-lj (modx” --- 1). (1.3) 
Hence, if we can find a polynomial O(X) with (0, 1)-coefficients satis- 
fying the congruence (1.3), then an addition set exists with the 
corresponding parameters. Moreover, if m divides u, then the congruence 
(1.3) when reduced modulo (P - 1) becomes 
O(x) O(xg) G d + (hv/m)(l -L .Y + ... + x”“.-~) (mod X~ - 1). (1.4) 
Since O(x) is also reduced modulo (x m --- 11, we can only assume that it 
has nonnegative integral coefficients. In many cases, especially when m is 
an odd prime, the reduced congruence (1.4) is easier to solve. In the next 
section, we will develop methods to solve such a congruence equation. 
2. A POLYNOMIAL CONGRUENCE 
Motivated by the study of addition sets, we now study the polynomial 
congruence 
O(x) @(xQ) = d + h(1 -t x + ... + xv-l) (mod x” - l), (2.1) 
where g, d, h, and v are integers and e(x) is a polynomial with nonnegative 
integral coefficients and whose degree is less than V. There are two types of 
problems that are of interest to us. First of ail, given the values of d, h, and 
U, we want to know whether there exists a polynomial @(x) with an appro- 
priate g which satisfies the congruence (2.1) for this given set of parameters. 
Results along this line allow us to establish the nonexistence of both the 
(95, 10, 1, 18)-addition set and the (95, 10, 1,56)-addition set. The second 
type of problem is to find a class of @(x)‘s that satisfy the congruence (2.1) 
for some g, d, X, and II. This type of investigation allows us to construct 
some new addition sets that are the unions of index classes for some 
primes p. 
Most of the results in this section are generalizations of the 
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corresponding results in addition sets. Many of those results are obtained 
using the fact that the Hall-polynomial 8(x) of an addition set satisfies the 
congruence (2.1). Some of those proofs do not depend on the property 
that such a Hall-polynomial has (0, I)-coefficients. The only assumption 
used is that O(x) has nonnegative integral coefficients. Hence, we will not 
repeat the proof for generalizations of results of this type. We will simply 
quote the appropriate reference. 
We now work on the first type of questions. If a polynomial O(x) 
exists satisfying the congruence (2.1) for a given set of parameters, then we 
say informally that O(x) solves the congruence for this set of parameters. 
Otherwise, we say that such a set of parameters has no solution. 
Motivated by the study of addition sets, we introduce an extra parameter 
k. 
PROPOSITION 2.1. If there exists a polynomial O(x) which solves (2. I), 
then d + hv is the square of an integer. In fact, we have 
where k = O(1). 
k2 = d + Au, (2.2) 
Proof. Let x = 1 in the congruence (2.1). 
Since O(x) has nonnegative integral coefficients, k must be positive. 
Hence (2.2) can be used as the defining relation for k. Proposition 2.1 
gives us a method, though inefficient, of solving the congruence (2.1). There 
are only a finite number of polynomials O(x) with nonnegative integral 
coefficients, whose degree is less than v and which satisfies O(1) = k. 
When the values of z, and k are small, it may be feasible to try all these 
possibilities. 
In the remainder of this section, the conditions g # 0, and d # 0 are 
often imposed. They are used to avoid degeneracies. For addition sets, 
the excluded cases are not interesting [6, Theorem 2.3 and 3.11. Even if we 
consider the congruence equation (2.1) just by itself, the two cases g = 0 
or d = 0 are still not interesting, as the two following remarks will show. 
Remark 2.2. Let g = 0. The only polynomial with degree less than v 
satisfying (2. I) is 
O(x) = (d/k) + (X/k)(l + x + .a* + x0-l). (2.3) 
Hence, the congruence (2.1) has a nonnegative integral solution if and 
only if the right-hand side of (2.3) is nonnegative integral. 
ProoJ Observe that @(x9) = @(I) = k. The rest of the proof is then 
clear. 
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When d = 0, Eq. (2.2) implies that k’ -:: XV. We can easily construct 3 
O(X) satisfying the congruence (2.1) with R =: ii. 
Remark 2.3. Let cl --- 0 and let O(x) be the polynomial obtained by 
reducing (1 -I- x -+ ... xi: .l) modulo (xi’ I). Then e(x) satisfies 
@(x) @(x”) z d -& A(1 !.. ,y t- 1.. ._:_ p-1’) (mod x7, ~-- 1). (2.4) 
Proof. We have 
Hence 
(mod .x~’ -- I). (2.5) 
qxq -& 1 + xI: -I- . . . -+ X(k-lvi (mod .P - I). (2.6) 
Multiplying (2.5) and (2.6), we obtain 
O(x) O(,-@) is 1 .-j- *y + ... + .y- (mods” - l), 
which reduces to (2.4) 
The next theorem and its corollary are generalizations of results first 
proved for addition sets [6, Theorem 2.5 and Corollary 2.6). However, the 
proofs are independent of the fact that the polynomial e(x) has (0, l)- 
coefficients. Hence we can use the same proof for the following results. 
THEOREM 2.4. Let g and h be both prime to v; let d # 0; and let B(x: 
satisfy the congruence 
Q(x) O(xg) 3 d --I- A(1 -+ x + a.. + x*-l) (mod x0 --- 1). (2.7; 
Then 8(x) also satisjies 
O(x) S(9) = d + X(1 + x + ... + xv-l) (mod x” - 1) (2.8 
if and only if 
O(xgh) FzG B(x) (mod x” - 1). (2.9 
The following corollary follows easily. 
COROLLARY 2.5. Let g.c.d. (g, v) = 1; let d # 0; and let O(x) satid 
(2.7). Then 
@(xg”) E e(x) (mod xv - 1). (2.1C 
Congruence (2.10) reminds us of the multipliers for addition sets. W 
will now define multipliers for polynomials modulo (.v’O - 1). 
CYCLOTOMY AND ADDITION SETS 47 
Let O(x) be a polynomial with nonnegative integral coefficients and 
with degree less than v. For any integer S, the polynomial x@(x) reduced 
modulo (xV - 1) is a shzp of e(x) by s. If t is relatively prime to Y and if 
for a shift s the polynomial 0(x$) satisfies 
@xi) = x@(x) (mod x” - l), 
then t is called a multiplier of O(x). If t + 1 (mod v), then t is a nontrivial 
multiplier. If O(xt) = O(x) (mod x” - l), then t is a multiplier$xing O(x). 
In terms of multipliers, congruence (2.10) says that g2 is a multiplier 
fixing O(x). If g2 f 1 (mod v), then Corollary 2.5 gives us a nontrivial 
multiplier. In other cases, we can use the method developed by Hall [3]. 
The proof of the next result is exactly the same as the one given for addition 
sets [7, Theorem 2.51. 
THEOREM 2.6 (Multiplier Theorem). Let O(x) be a polynomial with 
nonnegative integral coeficients which satisfies 
O(x)O(xg)=~+X(l+x+**~+x”-~) (mod xw - I), 
where d # 0 and g.c.d. ( g, v) = 1. Let no be a divisior of d, where g.c.d. 
(nO , v) = 1, and no > A. Zf, for every prime p dividing n, , there exists an 
integer j, such that 
pj’ g t (mod 4, 
then t is a multiplier of O(x). 
If t is a multiplier of O(x), then any power ti of t is also a multiplier. 
This set of multipliers generated by t forms a group under multiplication 
modulo U. We will see that this group plays an important role in solving 
our polynomial congruence. 
For the remainder of this section, we will further assume that a is an 
odd prime, say p. With this assumption, we will prove that if t is a multi- 
plier of a solution O(x) to the polynomial congruence, then there exists a 
solution which is fixed by t. 
THEOREM 2.7. Let O(x) be a polynomial with nonnegative integral 
coeficients which satisfies 
Q(x)Q(xg) 5s d + A( 1 + x + ..a + x"-') (modx* - l), (2.11) 
where d # 0, g # 0, andp is an odd prime. Zf t is a nontrivial multiplier of 
O(x), then there exists a polynomial t,h(x) with nonnegative integral toe@- 
cients which satisfies (2.11) and which isfixed by t. 
582a/22/1-4 
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Proof: We will first show that if g =:- I and if t is a multiplier of 
O(x), then t fixes O(x). 
Since f is prime to y, O(9) satisfies 
0(x’) O(x’fJ) d i A( 1 .\‘ . . 1 $‘--I\ (mod SJ’ I ). (2.12) 
However. t is a multiplier of O(x). Hence there exists an .F such that 
O(xL) .U~@(X) (mod xJ’ .- 1). 
Congruences (2.12) and (2.13) together give 
pc,+l@(x)@(xY) =z n ,- h (1 -t x $. . . . -j. ,Y-1) (mod XI> 
which implies that 
Xs(g+l)(d -t- X(1 i.. .y + ... '- .~"-l)) 
--= d +- h(1 : .Y + *.. + x1+1) (mod xfl ---- 1). 
Since d f 0, congruence (2.14) implies that 




Since we have assumed that g f - 1, (g + 1) is prime to p. Hence, (2.15) 
implies that 
.y z 0 (mod P). 
Thus, (2.13) says that O(x) is fixed by t. In this case, we can choose I&) 
to be O(x). 
If g = -1, then any shift of O(X) still satisfies (2.11). We will choose 
#(x) to be x@(x) for an appropriate r. Since t is a multiplier of Q(x), it is 
also a multiplier of #(x). In fact, if @(xt) F x@(x) (mod x” - l), then 
l&y’) Es J@+@(x) (mod x1’ -- l), 
which implies that 
*(xt) EE x wt-l)ry(X) (mod XY - 1). 
Since t is a nontrivial multiplier, g.c.d. (t - 1,~) = 1. Hence we can 
choose r to be -(t - 1)--l s, and the corresponding $(x) will be fixed by t. 
A multiplier is mainly used in trying to construct a solution to the 
polynomial congruence. As we will see in Theorem 2.8, the existence of a 
multiplier implies that any candidate for a solution to the congruence 
must be of a special form. This speckI form is stated iti terms of the index 
classes of the prime p. We now show how multipliers are related to index 
classes. 
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Theorem 2.7 allows us to assume that the multiplier fixes the solutions 
that we are searching for. If t is a multiplier fixing a solution O(X), then any 
element in the group generated by t also fixes O(x). We let C,, denote the 
group generated by t and we denote the order / CO / byf. The group CO is 
actually the set of Nth power residues of p, where N = (p - I)/’ If we 
let 01 be a primitive root modulo p, then we can write CO as 
co = {a? 1 i = 0, I)...) f- 11. 
Similarly, for 1 ,< j < N - 1, we define the jth index class Cj by 
ci = {cxNf+j j i = 0, l)...) f- I}. 
These index classes are the cosets of the subgroup C,, in the multiplicative 
group of nonzero residues modulo p. We let pj(x) denote the Hall- 
polynomial of the jth index class; that is, 
Pj(X) = 1 XT. 
EC, 
Note that the definition of the p?(x)‘s depends on the multiplier t. The 
polynomial O(x) which is fixed by t can be written in terms of the pj(X)‘s. 
THEOREM 2.8. Let O(x) be a polynomial with nonnegative integral 
coeficients which isfixed by t module (xp - 1). Then there exist nonnegative 
integer.rrandbi’sforj = 0, I,..., N - 1, such that 
N-l 
@(x) = r + c b&x). 
j-0 
Proof. We let 
9-l 




@(xt) -_ c dixti (mod xp 
i=O 
(2.16) 
Since t fixes O(x), we must have di = dti , with the subscripts reduced 
modulo p. Similarly, we can show that di = dti = dtzi , and so on. Hence, 
we have shown that if the subscripts i and j both belong to the same index 
class, then di = dj . Thus Q(x) breaks up into the form shown in (2.16), 
with r being the constant term do. 
COROLLARY 2.9. k :=- O( 1 ) r -I-,f(b, + h, “. h, Ij 
Prooj: Put s -~: 1 in (2.16). 
Hence, when given a set of parameters, we can try to salve the poly- 
nomial congruence by first trying to find a nontrivial multiplier. If such a 
multiplier exists, then we only have to consider @(,u)‘s of the form given in 
(2.16). Moreover. we only have to consider the choices of r and hJ’s 
satisfying Corollary 2.9. The number of possibilities is much smaller than 
the method based on Proposition 2. I. Hence. it is a better method in term! 
of the amount of computations involved. 
WC now proceed to consider the second type of question. We wish tc 
find classes of O(x)‘s that satisfy the congruence equation. Theorem 2.E 
suggests that the likely candidates are those @(x)‘s of the form given ir 
(2.16). However, such a representation may not be unique, because it 
depends on the choice of the multiplier t. We next show that the represen 
tation is unique when we define it in terms of the multiplier group. 
Recall that the pj(X)‘S are constructed using a multiplier t. Hence, it i: 
clear that every element in C, fixes a(x). However, there may exist other 
multipliers. We say that the set B -.- ;,b,: is primitive if every multiplies 
fixing O(x) is in C, , the set of Nth power residues modulo p. Otherwise 
the set B is imprimitivr. 
We claim that every polynomial O(x) has a unique primitive representa 
tion in the form of (2.16) for an appropriate N. This is because the set o 
multipliers forms a group under multiplication modulo p. This group o 
multipliers is cyclic and we can let it be generated by t. Applyin! 
Theorem 2.X with this particular t will generate a representation in whicl 
the set ;b;j is primitive. Uniqueness follows from the fact that the multi 
plier group is unique. The next result gives an easy test for primitivity. 
THEOREM 2.10. The set B _- (b, ,..., b, .1; is imprimitive if and only ! 
thcrc> rrists a divisor u qf N, tl 5-1 N, such that b, _ !, := b,,for al1.j. 
Proofi Suppose that such a u exists. Let t E C,, , the uth index class 
Since 11 is a divisor of N and u AL- N, t is not an Nth power residue. We wi 
show that t fixes O(x). Since tC, C,-,, , we hzdve pj(xf) Pj-+u(x 
(mod .Y” ~~. I), However. b,,,,, = bj . Hence we have that f fixe 
CY=i b,;iupjtiu( > h x , w ere w ~= N/u. Thus t fixes O(x) which is of the forr 
given in (2.16). Hence the set B is imprimitive. 
Let us now suppose that B is imprimitive. Let t be the generator of th 
multiplier group. We let t E C,, . Since C, is a proper subgroup in (t), w 
have that u divides N and u f N. Since tCj = Cj+, . we have pj(xt) - 
pj ,,(.I-) (mod 3~17 -- 1). Since t is still a multiplier, the last congruent 
implies that h, (( b, Thus the theorem is proved. 
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We have seen that polynomials Q(x)% of the form 
N-l 
0(x) = r + 2 bjpj(x> 
j=o 
(2.17) 
are very useful in trying to solve the congruence 
0(x) 0(xg) z= d + A( 1 + x + a.. + .V--l) (mod XP - 1). (2.18) 
We now want to find primes p and a divisor N of p - 1 for which there 
exists an r and a set B = {b, ,..., blvel} such that O(x) as defined in (2.17) 
will satisfy (2.18) for some appropriate g, d, and h. We can assume that 
our set B is primitive. This is because if B is imprimitive, then 0(x) can 
still be represented primitively by another set B’ and another N’, with N’ 
dividing N. Since N’ is smaller than N, we have actually reduced it to an 
easier case. 
THEOREM 2.11. Let 0(x) = r + CL;’ bjpj(x) for a prime p = Nf + 1, 
where r > 0 and bi 3 0 for all j; and let the set {bi} be primitive. Suppose 
that 0(x) satisjies 
O(x)O(xg)-d+X(l +x+...+xP-l) (mod x” - l), 
where d # 0 and g # 0. Then g is either in the index class 0 or in the index 
class N/2. In the latter case, N has to be even. 
ProoJ Corollary 2.5 implies that g2 fixes 0(x). If we let g be in the index 
class e, then g2 is in the index class 2e. Since the set {bj} is primitive, g2 must 
be in the index class 0. Hence 
2e = 0 (mod N), 
which implies that either e = 0 or e = N/2. If e = N/2, then N must be 
even. 
COROLLARY 2.12. Under the assumption of the previous theorem, if g 
is in the index class 0, then 0(x) also satisfies 
0(x)zzd+h(l +x+ ***+x”-I) (mod x” - 1). (2.19) 
ProoJ Since g is in the index class 0, g fixes 0(x). Hence O(xg) z 
0(x) (mod x” - 1). 
Polynomial congruence of the form (2.19) has been studied in [5]. 
There, the congruence has been solved completely. Hence in this paper, we 
will only consider the case where g belongs to the index class N/2. 
We will need some results from the theory of cyclotomy. For a proof of 
the results quoted, the reader is referred to [IO]. 
We define the cyclotomic number (I, m)N as the number of’ solution 
pairs (.u, y) to the congruence 
\ 1 1 :. J’ I mod p), CL.20 
with s in the index class C1 and y in the class C,,& . The next theoren 
summarizes some of the cyclotomic facts that are needed. 
THEOREM 2.13. The following statements UK true. 
(a) (I, m), = (N - I, 111 - l)N = 
j(m, I) for f‘ even, 
l(nr ?-- (N/2), 1 -t (N/2)),forf’odu 
(b) (- 1) is in the index class 
We next try to express the parameters d and h in terms of the b.ls and I 
We let 
s == b, ?- b, -’ ..’ -$- b,-, , 
and 
6-I 
II’ =~ c hihi+, , 
i=O 
where y = N/2 for f even and y = 0 for f odd. Recall that we are sti 
assuming that g belongs to the index class N/2, which means that N 
necessarily even. 
THEOREM 2.14. Let O(x) -= I’ + CFzi bipj(x) for an odd prime p : 
NJ’ -+ I, where r ‘2 0, and b, > 0 for all j. Suppose that e(x) satisfies 
@l(x) @(xQ) :G d -I- A(1 -4 x + -.. c x”-‘) (mod .xn - l), (2.2 
where g is in the index class N/2. Then 
(a) k = r i- sf, 
(b) d+h=+t-Hf, 
and 
(c) h = (fi” + 2rs - w)/N. 
Proof. Since k = O(l), we have 
N-l 
CYCLOTOMY AND ADDITION SETS 53 
The term d + h is the constant term of the right-hand side of (2.21). We 
next try to evaluate the constant term of the left-hand side. Since g is in the 
index class N/2, we have 
N-l 
O(xg)-r+ c 6. 3=. 3+NI2&) (mod xp - 1). 
To evaluate the constant term of O(x) O(xg), we have to be able to evaluate 
the constant term of p;(x) &). We claim that the constant term of 
pi(x) p&x) is f if (- 1) is in the index class (j - i) modulo N and is 0 
otherwise. The constant term of pi(x),+(x) counts the number of ways 
that zero is represented as x + y = 0 (modp) with x E CL and y E Cj . If 
(- 1) is in the index class (j - i) modulo N, then for every x E Ci , we can 
find a y in Cj , namely y = (- 1) x, such that x + y = 0 (modp). Hence 
there are f ways to represent zero. On the other hand, if there exists a 
representation of zero as x + y E 0 (modp) with x E Ci and y E C, , then 
(- 1) Cj = Ci , which means that (- 1) is in the index class (j - i) 
modulo N. From Theorem 2.13 part (b), we have that (- 1) is in the 
index class 0 if f is even and N/2 iff is odd. Hence the constant term of 
pi(x) pj(x) is f if i - j + y + N/2 (mod N) and is 0 otherwise. Now, it is 
easy to show that the constant term of O(x) O(xQ) is r2 + wf, and part (b) 
is proved. 
Part (c) is derived from the equation k2 = d + ha (Proposition 2.1). 
From part (a) and (b), we obtain 
(r + sf)* = (r2 + wf - A) + hp, 
which, after simplification, gives (c), 
Please note that the theorem does not assume that the set {bJ is primitive. 
Since X is an integer, part (c) implies that N divides (fs" + 2rs - w). 
This condition can be used to eliminate some choices of I&}. For example, 
for N = 6, f even and r = 0, the set with b, = bl = b, = 1 and b2 = 
b, = b, = 0 is eliminated. 
Using the cyclotomic numbers, we can derive a set of necessary and 
sufficient conditions. 
THEOREM 2.15. Let O(x) = r + CL;’ bjpj(x) for an odd prime p = 
Nf + 1, where r 3 0 and bj 3 0 for all j; and let the set (bj) be primitive. 
We let g belong to the index class N/2 andfor s = 0, l,..., N - 1, we let 
N-l N-l 
J, = r(b, + b s+N/2) + C C b&j(i - s, j $ y - s)~, 
i-o j-0 
(2.22) 
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where y = N/2 for f even and y = 0 for f‘odd. Then 0(,x) satisfies 
O(x) q.xq -: d $ A( 1 .x --- . . .Y” ’ ) (mod x” i! 
if and only if 
Jo ;= J, 7.: ..* Z J(N,$)-L : A. (2.23) 
Proof. Let t be the generator of the multiplier group of O(x). Since the 
set {b,) is primitive, (t} is precisely the set of Nth power residues. Clearly f 
fixes e(x). Since t also fixes @(xg), we have that t fixes the product 8(x) 
@(xg). It is clear that 8(x) @(A+) still has nonnegative integral coefficients. 
Hence Theorem 2.8 implies that e(x) @(x9) can be represented as 
N-l 
8(x) @(xv) = r’ -+ C b,‘&), 
j,o 
(2.24) 
for some nonnegative integers Y’, bn’, br’,..., and b& . We will show that 
bj’ = Ji for all j. 
Recall that the cyclotomic number (I, m),,, is the number of solutions 
,,y -_ p z 1 (mod P> 
with 01 E C1 and /3 E C,, . Thus. (I -- s, m - s)*, is the number of solution 
of 
g --- p Es s (mod PI, 
where 6 E C, . Since (-g) is in the class C, j we have that (I - s, m -!- 
y - s)~ is the number of solutions of 
& i- gp siz s (mod ~1. 
Hence (I - s, m + y - s)~ is the coefhcient of x6 in the product pr(x) 
pna(xff). Thus, we have proved that 
N-l N-lh'-1 
=c+ c c x b,b,(i--s,j+r--SINpsfx) (mod xp - 1). 
s=O i=O j-0 
(2.25: 
where c is a constant, Furthermore we have 
(2.26 
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Hence, from (2.25) and (2.26), we have 
N-l N-l N-1 
= c’ + 2 r(bs + bs,,,,) + c c bibj(i - s, j + y - S)N p,(x), 
.S=O jaJ jzo 1 
where c’ is another constant. Comparing this equation with Eq. (2.24) and 
using (2.22), we have proved that bj’ = Jj for allj. 
The product O(X) O(xg) is of the required form if and only if Jo = J1 = 
. . . = JNml = X. All we have left to prove now is that Js+NIB = J, for 
all s. 
If f is odd, then y = 0. From Theorem 2.13 part (a), we have (i - s, 
j - s)~ = (j -- s - N/2, i - s - N/2), . Hence 
N-l N-1 
J, = r(h -I- bs+Nd i- c c bibj(i - 3, j - s)N 
i-0 j=O 
N-liV-1 
= r(b, + b,,,,,) + c c b,b,(j - s - N/2, i - s - N/2), . (2.27) 
i-0 j=O 
Inverting the order of summation in (2.27), we obtain J, = Js+N12 .
Iffis even, then y = N/2. Hence we have 
N-l N-1 
J s+NiZ = r(b,+m + bJ -I- c c @Ai - s - N/&j - s)N 
i=O j=O 
N-l N-l 
= r(bs+Nla + b,) + c c bib&j - s, i - s - N/2), . (2.28) 
P-0 j=o 
The last equality is obtained by using Theorem 2.13 part (a). Inverting the 
summation in (2.28) we have that Js+N,e = J, . Hence the theorem is 
proved. 
In the next two sections, we will apply the results of this section to 
addition sets. 
3. NEW ADDITION SETS 
In [6, 81, it was shown that many addition sets are related to Nth power 
residues of a prime p = Nf + 1, In this section, we will make a search for 
addition sets that are formed by the union of index classes of a prime 
p = NJ’ -/- 1. For this type of addition sets, their Hall-polynomial C&u) i’: 
of the form 
and it has (0, I)-coefficients. Hence we can apply the theory developed in 
Section 2 and specialize it to the case where the Y and the bj’s are either 0 
or 1. Furthermore, we will only be interested in nontrivial addition sets 
which are not difference sets. 
First of all, we observe that a nontrivial addition set whose Hall- 
polynomial is of the form (3.1) satisfies the condition d -i- 0. This is because 
if d == 0, then we have from Proposition 2. I. that 
k” = hp. (3.2) 
However p is a prime in our case. Hence p divides k, which contra- 
dicts (1.2), the definition of being nontrivial. We can also assume that 
g # 0 [6, Theorem 2.31. Besides, we can also insist that the set {bj) is 
primitive, or else we can make it primitive by taking a smaller N and 
combining some of the pi(x)‘s together. Now we are in a position to use 
Theorem 2.11. We can neglect the case where g belongs to the index 
class 0, because Corollary 2.12 implies that O(x) has to correspond to a 
(p, k, A, l)-addition set and in [4] it was proved that there is no nontrivial 
addition set with g =: 1. Hence N must be even and g must be in the 
class N/2. If f is odd, then (- 1) is in the index class N/2 (Theorem 2.13 
part (b)). Hence (-g) is in the index class 0 and thus fixes O(x). 
Theorem 2.4 then implies that O(x) also satisfies 
O(x) @(x-l) z d -+- ;1 ( 1 I-- x -_ ... + XT’--1) (modxl’ - 1). 
Hence O(x) corresponds to a difference set, a case that we are not con- 
sidering. We summarize the above discussion in the following result. 
THEOREM 3.1. Let p = Nf $- 1 be an odd prime and let O(x) == r -+ 
C,“r,’ b&x) be a polynomial with (0, 1)-coe@cients. If 8(x) is the Hall- 
polynomial of a nontrivial (v, k, A, g)-addition set which is not a tfifferetice 
set, then 
(a> d f 0, 
(b) g is in the index class N/2, and 
(c) f is even and - 1 is in the index class 0. 
Next, Theorem 2.15 provides us with a necessary and sufficient condition 
that a union of index classes, with or without zero, forms an addition set. 
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A computer program was written to generate all the possible choices of Y 
and the set {&} for a given N. For each of these choices, the various Js’s 
are calculated, using tables of cyclotomic numbers for N < 12 that exists 
in the literature 12, 9, 11, 121. From the set of Js’s, one can conclude 
whether the corresponding addition set exists. For a more detail discussion 
of the techniques involved, please see [8, Sec. 41. In order to reduce the 
number of sets {bi} generated, we put in the usual restriction that k < v/2, 
which in our case implies that Cr=il bi < N/2. Moreover, if equality 
holds, then r = 0. Furthermore, if the union of index classes Ci u Cj u 
... u C,,, forms an addition set, then so does Ci.+.s U C,,, v ... U Cm+s for 
any s; this second addition set can be obtained from the first by multi- 
plying by any element of C, . The same observation holds if one adds the 
zero element to the union of index classes. We should also note that in [8], 
we have considered the cases where there are only one index class in the 
union. All of these are simple observations that help to reduce the amount 
of computer search necessary. The results are summarized in the following 
theorems. 
THEOREM 3.2. For N = 6 andp = 13, the union of index classes 0 and 1 
with zero forms a (13, 5, 2, 8)-addition set A = (0, 1, 2, 11, 12). Here 2 is 
the primitive root used. 
However, the above addition set is a Shifted Ryser type [6] and it is not 
new. 
THEOREM 3.3. For N = 8, there exists a primitive root such that the 
union of index classes 0 and 1 for primes p = 4t4 + 12t2 + 1 forms an 
addition set with v, k, X, and d being 4t4 + 12t2 + 1, 3t4 + t2, t2(t2 + 3)/4, 
and - t “( t 2 t- 3)/4 respectively. 
THEOREM 3.4. For N = 10 and p = 41, the union of index classes 
0, 1, 2, and 6 with zero forms a (41, 17, 7, 3)-addition set A = (0, 1, 2, 4, 
5, 6, 9, 13, 18, 23, 28, 32, 35, 36, 37, 39, 40). Here 6 is the primitive root 
used. 
The above addition set has d = 2, the only one known so far that has 
d > 1 and d # k - h. 
THEOREM 3.5. For N = 12 andp = 73, the union of index classes 0, 1, 
and 5 with zero forms a (73, 19, 5, 3)-addition set A = (0, 1, 5, 8, 9, 14, 20, 
28, 33, 34, 39, 40, 45, 53, 59, 64, 65, 68, 72). Here 5 is the primitive root 
used. 
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We should note that for Iv -= 4 and p .z=-. 73, the index class 0 with zero 
also forms an addition set with the same parameters. However, these two 
addition sets are not equivalent. 
4. NONEXISTENCE OF THE (95, 10, 1, 18)- AND THE (95, 10, 1. 56) 
ADDITION SETS 
In [7], a list of all known addition sets for which k < 10 is given. The 
list is complete except possibly for the parameter set U, k, X :-- 95, IO, 1. 
For this set of parameters, we only have to consider g = 18 and g :--: 56. 
We are going to use the methods developed in Section 2 to prove that 
neither of them exists. 
If the (95, 10, 1, 18)-addition set A exists, then its Hall-polynomial will 
satisfy 
O(x)@(xl~)=5+(1 -+.Y+.*.+xy (mod xg6 - I). (4.1) 
Reducing (4.1) modulo (xl9 -’ I), we have 
O,,(x) O,,(x-1) = 5 + 5(1 -i- x $ *.* + $8) (mod xl9 --- 1). (4.2) 
where 8,,(x) is the polynomial obtained by reducing B(x) modulo (xl0 - l), 
and it has nonnegative integral coefficients. Let us write eXg(x) :=1 b0 -t- 
b,x + .s. + b&*. Then we have, from @,,(I) = k, that 
b,, 4 b, -I *** + b,, = 10. (4.3) 
Since e,,(x) satisfies (4.2), we can evaluate the constant term an both 
sides and obtain 
b 02 .+ b,” -i- . . . --+ bfs = 10. (4.4) 
Equations (4.3) and (4.4) imply that the hi’s are either 0 or 1. Hence 
B,,(x) has (0, l)-coefficients. On the other hand, Corollary 2.5 implies 
that 39 = 182 (mod 95) is a multiplier f%ing 6(x). Hence if a is an element 
in the addition set A, then 39a when reduced mod&o 95 is also in A. If 
39a + a (mod 95), then x” z$ P” (mod x96 - 1). However xa : -. x39a 
(mod xl9 - 1). Hence, if 39a + CI (mod 95), then 6&(x) will not have 
(0, I)-coefficients. Thus we must have 39~2 = a (mod 95) for all a E A. 
However, the last congruence implies that a 3 0 (mod 5). Thus B(x) when 
reduced mod+ (x6 - 1) becomes @&) = 10. However, the congruence 
(4.1) when reduced modulo (x6 - 1) becomes 
O(x) @(x3) = 5 + 19(1 -f x + a** -t. x4) (mod x5 --- I i. 
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which is not satisfied by O,(X). Thus we have a contradiction, and the 
(95, 10, 1, IQ-addition set does not exist. 
If the (95, 10, 1, 56)-addition set A exists, then its Hall-polynomial 
O(X) will satisfy 
@(x)0(x56) f 5 + (1 +,Y + *.. +x94> (mod xsb - 1). (4.5) 
Reducing (4.5) modulo xl9 - 1, we have 
O,,(x) O,,(x-1) = 5 + 5(1 t x + ..* + x18) (mod xl9 - 1). (4.6) 
A similar argument as in the case of the (95, IO, 1, 18)-addition set implies 
that O,,(X) still has (0, 1)-coefficients. Hence O,,(x) must be the Hall- 
polynomial of a (19, 10, 5)-difference set. Its complement is the (19, 9, 4)- 
difference set. The standard Multiplier theorem (see [l]) for difference sets 
implies that 5 is a multiplier for the (19,9,4)-difference set. Since 5 
generates a subgroup of order 9 modulo 19, the (19, 9,4)-difference set is 
unique up to shifting by a constant. Hence its complement, the (19, 10, 5)- 
difference set is also unique up to shifting by a constant. The Hall-poly- 
nomial of the shift which is fixed by the multiplier 5 is 
O,,(x) = 1 $ x2 + x3 + x* + xl0 + xl2 + xl3 + xl4 + x15 + .x18. (4.7) 
As shown in [7], the Hall-polynomial of the (95, 10, I, 56)-addition set 
when reduced modulo (x5 - 1) is either 
O,(x) = 2 + x + 3x2 + 3x3 + x4, (4.8) 
or 
O,‘(x) = 2 + 3x + x2 + x3 + 39. (4.9) 
A computer program was written to find a polynomial O(x) modulo 
(xg5 - 1) which is reduced to O,,(X) and O,(x) module (xl9 - 1) and 
(x5 -- l), respectively, and which also satisfies (4.5). None exists after 
exhausting all possibilities. 
Suppose that a O(x) exists which is reduced to O,,(x) and O,‘(x) modulo 
(x1!’ - 1) and (x5 - I), respectively. We define G(x) by 
@p(x) = @(x23) (mod xs5 - I). 
Then C&X) reduces to O,,(x) and O,(x) modulo (xl9 - 1) and (~5 - 1) 
respectively. Thus O(X) cannot satisfy (4.5) or else it contradicts the 
conclusion of the previous paragraph, 
Hence we have shown that there does not exists an addition set whose 
Hall-polynomial reduces to O,,(x). The other possible solutions to (4.6) 
are of the form x56&,(x) for 1 < s < 18. Suppose O(x) exists satisfying 
(4.5) and reduces to .x”@,,(x) module (.YIO 1). We let a.\) y i (“i(,S‘) 
(mod .P I), where t \ (mod 19) and r 0 (mod 5). Sinw g.c.d 
(5, 19) ~-~ 1, there exists a solution for r. Observe that @D(s) still saCsfit’\ 
(4.5) because A?‘.?’ z.= 1 (mod .P 1). However G(x) reduces TV> (cI~~(.Y~ 
modulo (.P ~~- 1). Hence we have again come IO a contradiction. ‘Thus 
the (95, 10, 1, 56)-addition set does not exist. 
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