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ABSTRACT 
APPROACHES FOR ADDRESSING THE FIT OF ITEM RESPONSE 
THEORY MODELS TO EDUCATIONAL TEST DATA 
SEPTEMBER 2008 
YUE ZHAO, B.S., BEIJING NORMAL UNIVERSITY 
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Ronald K. Hambleton 
The study was carried out to accomplish three goals : (1) Propose graphical 
displays of IRT model fit at the item level and suggest fit procedures at the test level that 
are not impacted by large sample size, (2) examine the impact of IRT model misfit on 
proficiency classifications, and (3) investigate consequences of model misfit in assessing 
academic growth. 
The main focus of the first goal was on the use of more and better graphical 
procedures for investigating model fit and misfit through the use of residuals and 
standardized residuals at the item level. In addition, some new graphical procedures and a 
non-parametric test statistic for investigating fit at the test score level were introduced, 
and some examples were provided. Based on a realistic dataset from a high school 
assessment, statistical and graphical methods were applied and results were reported. 
More important than the results about the actual fit, were the procedures that were 
developed and evaluated. 
In addressing the second goal, practical consequences of IRT model misfit on 
performance classifications and test score precision were examined. It was found that 
with several ol the data sets under investigation, test scores were noticeably less well 
Vll 
recovered with the misfitting model; and there were practically significant differences in 
the accuracy of classifications with the model that fit the data less well. 
In addressing the third goal, the consequences of model misfit in assessing 
academic growth in terms of test score precision, decision accuracy and passing rate were 
examined. The three-parameter logistic/graded response (3PL/GR) models produced 
more accurate estimates than the one-parameter logistic/partial credit (1 PL/PC) models, 
and the fixed common item parameter method produced closer results to “truth" than 
linear equating using the mean and sigma transformation. 
IRT model fit studies have not received the attention they deserve among testing 
agencies and practitioners. On the other hand, IRT models can almost never provide a 
perfect fit to the test data, but the evidence is substantial that these models can provide an 
excellent framework for solving practical measurement problems. The importance of this 
study is that it provides ideas and methods for addressing model fit, and most importantly, 
highlights studies for addressing the consequences of model misfit for use in making 
determinations about the suitability of particular IRT models. 
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CHAPTER i 
INTRODUCTION 
1.1 Background 
Item response theory (IRT) modeling is a statistical theory linking candidate 
abilities to their responses to test questions. The advantages of IRT over classical test 
theory for analyzing mental measurement data are well documented, for instance, the 
item parameters are invariant over samples of examinees from the examinee population 
of interest; ability parameters are invariant over samples of test items from the population 
of items measuring the ability of interest; an estimate of the amount of error in each 
ability estimate is available; probabilities of successful item performance for examinees 
located along the ability scale are available; and both item and abilities are referenced to 
the ability scale (see, for example, Lord, 1980; Hambleton & Swaminathan, 1985; 
Hambleton, Swaminathan, & Rogers, 1991). 
IRT has been widely applied in the field of educational and psychological testing 
(Hambleton, Swaminathan, & Rogers, 1991; Embretson & Reise, 2000). It provides a 
useful framework for solving a variety of measurement problems, such as constructing 
tests, equating scores, identifying item bias, and/or estimating ability scores in 
computer-adaptive test environments (see, for example, van der Linden, & Hambleton, 
1997). However, IRT is based on strong mathematical and statistical assumptions, and 
only when these assumptions are met and the fit between the model and the test data of 
interest is satisfactory, can the promises and potential of IRT be obtained. In practice, 
many of the technical challenges arise when applying IRT models to educational and 
1 
psychological data. Especially, the assessment of model fit remains a major hurdle to 
overcome for effective implementation of IRT models. 
Hambleton and Han (2005) described five psychometric activities that they felt 
should be routine for test agencies and practitioners when investigating questions 
concerning model-data fit: 
(a) Choosing software, and conducting initial analyses to get to know about the 
characteristics of their own item and test data. 
(b) Checking basic assumptions of unidimensionality and local independence. 
(c) Checking item residuals and standardized residuals, and predicting score 
distributions. They suggested too, assessing model-data fit, not just for one but several 
possible IRT models so that misfit statistics for multiple models using both graphical and 
statistical evidence, could be compared. 
(d) Checking for model parameter invariance, such as differential item functioning, 
and item parameter drift, across important subgroups of the population of interest (e.g., 
males, females; ethnic groups).. 
(e) Investigating consequences of model misfit for the particular intended 
application, such as equating tests, identifying bias items, and estimating ability scores in 
a computer-adaptive testing environment. 
1.2 Statement of Problem 
In IRT models, various methods and approaches have been suggested for 
detecting model misfit (e.g., Bock, 1972; Donoghue & Hombo, 1999, 2003; Douglas & 
Cohen, 2001; Ferrando & Lorenzo, 2001; Glas, 2001; Glas & Falcon, 2003; Hambleton 
& Han, 2004; Hombo & Donoghue, 2000; Hombo, Donoghue & Oranje, 2003; McKinley 
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& Mills. 1985: Lu. 2005; Orlando & Thissen. 2000, 2003; Stone, 2000a; Stone, 2000b; 
Stone. Mislevy & Mazzeo, 1994: Stone Sc Zhang. 2003; Sinharay, 2005a. 2005b; Wells & 
Bolt. 2004: Yen. 1981). and these measures of model fit can typically summarize the 
discrepancy between observed values and the values expected under an IRT model. 
Traditional methods are most widely used to assess model tit: especially, the 
likelihood ratio chi-square goodness-of-fit statistics, and these are provided in the most 
popular current software packages, such as BILOG (Milevy Sc Bock. 1990). Bilog-MG 
(Zimowski. Muraki. Mislevy. Sc Bock. 1996). and PAR.SCALE (Muraki Sc Bock. 199" i. 
However, limitations still remain. The most common criticism about the chi-square like 
statistics is that they are sensitive to sample size (Hambleton Sc Swaminathan. 1985 >. The 
distribution theory of chi-square statistics, as well as most other formal tests of fit. is a 
large-sample theory. When the sample size is large, the statistical test rejects just about 
every model since with large sample sizes, statistical power is available to detect even 
very small model-test data discrepancies, and no statistical model for educational testing 
data is ever going to be strictly correct. At the same time, researchers tr- to obtain lance 
samples tor efiecti\e item calibration, and so the situation is likely to .end to results 
showing model misfit. 
Other major concerns ex .st. tor instance, the categories of subcroups are arbitrary , 
cell frequencies in each subgroup interval are sometimes quite small. values 
are ne\ er known so the estimators of the parameters are treated as true values, which 
violates the assumption underlying the chi-square distribution (see. Stone & Zhanc. 
2003) 
Another direction for conducting a goodness of fit study is to investigate the 
discrepancy between observations and expectations by using graphical presentations 
(Hambleton & Han. 2005). Graphical procedures appear promising and are intuitive 
enough to help exhibit any discrepancies. Among the widely used commercial software 
packages. Bilog-MG, is one of the few that plots high quality graphs for identifying the 
fit in IRT models. The residual plots in Bilog-MG are proving to be popular and helpful 
in explaining model fit. Unfortunately, such fit plots are not available in Parscale 
(Mislevy & Bock, 1997), one of the most popular IRT software, which can handle the 
polytomously-scored items. Thus, there is an urgent need for graphical procedures and 
displays that are able to be available for both dichotomous and polytomous data in 
assessing model data fit. 
Not only is the fit investigated in practice at the item level by using statistic tests 
and graphical methods, but also it is addressed at the test level. This is recommended by 
Hambleton and Han (2005). The goal could be to compare the observed distribution of 
the test scores with the expected distribution predicted from the item parameter estimates 
(Ferrando & Lorenzo, 2000). To compute the conditional test score given ability, the 
Lord-Wingersky recursive formula (Lord & Wingersky, 1984), and an extension of the 
Lord-Wingersky formula proposed by Wang, Kolen, and Harris (2000) can be applied. 
However, the normality assumption with the conditional distributions, when it is made, 
does limit the usefulness of the approach. 
While no general agreement has ever been reached on the best methods or 
approaches to use, perhaps the more important comment based upon the research findings 
is that rarely does the research evaluate item misfit by focusing on the consequences of 
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using misfitting items and their less than accurate item statistics. That is, does the amount 
of model misfit observed have a practical impact on the intended application? For 
example, the one-parameter model may not fit a data set very well in some instances, but 
what are the implications for identifying biased items, equating tests, and/or estimating 
abilities? Are the wrong items identified as biased? Are tests improperly equated, and if 
so, by how much? Flow far off are the ability estimates? Ultimately, it is the 
consequences of the misfit that should be considered, if possible, in deciding on the 
merits of a particular model for use in particular situations. If the consequences are minor, 
then the misfit in the model is tolerable. 
In sum, many of the well-known problems appear associated with the traditional 
chi-square goodness-of-fit tests (e.g., sample size), several directions of fit assessment 
(e.g., graphical approaches, fit at the test level) deserve more attention and research, and 
the lack of linkage between fit evaluation and the intended uses of IRT models suggest 
that it is inappropriate to rely entirely on the results that exist in some popular 
commercial software packages for the evaluation of model data fit and decisions about 
model suitability for a particular application. 
1.3 Purposes of the Study and the Educational Importance 
The purposes of this study were (a) to review the currently used goodness-of-fit 
procedures, (b) to propose graphical displays at the item level and to suggest fit 
procedures at the test level that address the issue of large sample size, (c) to examine the 
impact of IRT model misfit on proficiency classifications, and (d) to investigate 
consequences of model misfit in assessing academic growth. 
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Not only does the thesis research address the theoretical issue of the insufficient 
use of a single chi-square goodness-of-fit statistic, but also, it is the hope of the author to 
help test agencies and practitioners find practical ways to study model fit and to 
investigate the validity of particular IRT models for achieving a specified purpose, to 
assure that the successful use of the IRT model are realized, and to improve the 
applications of IRT models with educational and psychological test data. Specifically, 
common problems of model data fit in the operational use of IRT models are highlighted 
such as the issue of large sample size, and feasible graphical approaches applicable for 
both dichotomous and polytomous cases, and fit evaluation procedure at the test level. 
More importantly, consequences of model misfit are addressed with two of the 
most important uses of IRT applications: proficiency classifications and growth 
assessment. Under the No Child Left Behind Act (2001). as an index for reporting average 
yearly progress (AYP), the percentage of examinees at or above the proficiency level has 
become very important. Inappropriate model selection may cause thousands of examinees 
to be placed in incorrect proficiency categories, and this influence would be quite 
consequential. Another important issue under the No Child Left Behind Act is the 
assessment of growth. More and more researchers have suggested various IRT based 
methods to measure the academic growth of examinees from year to year. Model-data fit 
has become a basic assumption that is key to the proper use of certain IRT models and to 
the suitable choice of IRT based equating methods in the area of capturing growth. 
1.4 Outline of the Research 
This thesis consists of six chapters. The problem and issue of model-data fit, and 
the purposes of the study have been described already in this chapter. Chapter 2 presents 
6 
a literature review of the common IRT models, reviews the IRT based equating methods, 
and, more importantly, addresses the studies of model fit following the five steps 
suggested by Hambleton and Han (2005), especially currently used goodness-of-fit test 
statistics, and the studies that have investigated the consequences of misfit. Chapter 3 
describes a study that assesses IRT goodness-of-fit by using statistics and graphical 
approaches at the item level and the test level. Chapter 4 describes a study which 
examines the practical consequences of IRT model misfit on performance classifications 
and test score precision. Chapter 5 describes a study in which model misfit on the validity 
of test score equating was highlighted, and most importantly, the consequence of misfit 
on the assessment of growth were investigated. Finally, in Chapter 6, conclusions and 
suggestions for further research are offered. 
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CHAPTER 2 
LITERATURE REVIEW 
2.1 Overview 
This chapter consists of three sections after an overview. Section 2.2 describes 
commonly used IRT models, for both dichotomously scored and polytomously scored 
items. Section 2.3 addresses the study of model fit following the five steps suggested by 
Hambleton and Han (2005): (a) choosing software and initial analyses, (b) checking basic 
assumptions of unidimensionality and local independence, (c) assessing model data fit by 
checking model predictions, (d) checking model parameter invariance, such as 
differential item functioning, and item parameter drift, and (e) investigating consequences 
of model misfit for the particular intended application. Section 2.4 provides a review of 
IRT based equating methods, including linear transformations, fixed common item 
parameter calibration (FCIP) and concurrent calibration. This background is important for 
the design and implementation of the third study. 
2.2 Item Response Theory Models 
The most important concept in IRT is the item characteristic curve (ICC) or item 
response function, which is a mathematical expression that links an examinee's 
probability of success (or item expected score) on an item to the ability measured by the 
items in the test. What follows next is a presentation of several of the models about which 
fit is a question. 
In the parametric representation, the item response function is a suitably chosen 
cumulative density function P that is a function of the underlying set of latent abilities 
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and the characteristics of the item. The common choices for the function P(x) are the 
normal ogive function <f>(x)and the logistic function L(x), where 
and 
The logistic function is more commonly employed in IRT applications. The constant 1.7 
is a scaling factor introduced to make the logistic function as close as possible to the 
normal ogive function. Only the logistic function and parametric item response theory are 
discussed in this chapter. 
2.2.1 Item Response Theory Models with Dichotomouslv Scored Items 
For dichotomously scored items, an examinee's performance on an item is scored 
on a discrete scale, i.e., right/wrong, or (1/0). Under the assumption that the latent space 
is unidimensional, the probability of a correct response to item / is given by the 
three-parameter logistic model as 
where, Ui is the response of an examinee to item i. 0 is the latent ability, b is the 
difficulty level of the item, at is the discrimination parameter, and c is the lower 
asymptote, known as the pseudo chance-level parameter, which is a reflection of the 
probability that an examinee with a very low level of proficiency responds correctly to 
the item by chance. 
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The two-parameter item response model is obtained by setting c, = 0. Thus the 
two-parameter model has the form 
P(Ul=\\0,a,b,) = 
a,(9-b,) 
1 + e a,(9-b,) 
L[a,(0-b,)] 
The one-parameter model is obtained by setting at = 1, ct = 0, and thus has the form 
P(U,=\\0,b,) = e™ 
1 + eiS~b,) L[{d-b,)\. 
2.2.2 Item Response Theory Models with Polvtomouslv Scored Items 
Given the popular use of performance assessment, polytomous scoring has been 
widely used, such as constructed response questions and essay writing tasks. The 
examinee's performance on an item or task is scored on an ordinal scale. In general, the 
response of an examinee to item I. Ul is equal to kL, (k, = 0. 1,2, ...), which is the 
category assigned to the response. 
In the graded response model (Samejima. 1969), ordered categories are dealt with. 
The probability that an examinee’s score on item i falls in category 
s (s = 0.1.2...., Kt - l)or higher is given by 
P*(Ul>s\0,ai,bsl) = 
ea,(0~bsl) 
1 + e^-K) ’ 
where bsl is the boundary for category 5. Clearly P * (U, > 01 <9. a,.bsl) = 1 and 
P * (U' > Kt -116, at, bs;) = 0. Kj is the number of possible score categories. It follows 
that P(U, =s\0,ai,bsl) = P*(Ui > s\0,a„bsi)- P*(U, > 5 + 116,0^). At each score 
category, the score category response function is the probability of getting a specific 
score, rather than the probability of getting a specific score or higher. 
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An alternative model for ordinal response data is the generalized partial credit 
model (Muraki, 1992) and the partial credit model (Andrich, 1978; Masters, 1982). The 
generalized partial credit model, which permits discrimination parameters varying across 
items, is given as 
P(Ui=s\e,ai9bri) = —--7- • (*= l.^>-1) 
A'-l a.^O-bji) 
i+2> 
r=\ 
The partial credit model, which assumes constant discrimination across items, can 
be expressed as: 
P(JJi — s | <9,bn) =-7- • 1? ••• 5 K,- \) 
1 + M 
r=1 
In the case of the generalized partial credit model and the partial credit model, at 
each score category, the score category response function is the probability of getting a 
score of x rather than a score of (v-1) on a particular item i. 
2.3 Five Steps For Conducting Model Data Fit Analyses 
2.3.1 Choosing Software and Initial Analyses 
Hambleton and Han (2005) suggested test practitioners carry out classical item 
analysis and distractor analysis, look at test score distributions, and conduct test item 
reviews as part of the initial analyses. 
Classical item analysis can assist in choosing IRT models. In the dichotomous 
case, the level ot variation in item discrimination indices provides an indication about 
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whether or not a discriminating parameter is needed. A wide range of classical item 
discrimination indices may suggest the need for the discriminating parameter in an IRT 
model, otherwise considerable information would be lost, and model fit would be poorer. 
The level of difficulty of multiple-choice items provides an indication of the need of a 
“guessing parameter" in the IRT model. If items are very easy, the guessing parameter 
may not be necessary. A distractor analysis is also helpful in spotting multiple-correct 
answers, no correct answers, and other flaws. With polytomous response data, the 
frequencies of examinees in each score point are able to explain the success of item 
parameter estimations, as collapsing or combining score categories prior to proceeding to 
the item parameter estimation process may be needed for small frequencies at a certain 
score category. 
A review of the test items at this early stage may identify dependencies, which is 
associated with the local independence assumption of IRT models. Evidence might be 
found from answer choices and test questions. In addition, an analysis of the total score 
distribution for the total and subgroups of examinees of interest are helpful, as well. A 
homogeneous score distribution may cause problem in item calibration; different score 
distributions for subgroups (e.g., males and females, various ethnicity groups) may lead 
to the different functions of an item for each subgroup. That is, potentially biased items 
may be present and need to be dealt with. 
Computer programs and software packages that are applicable to IRT analyses 
have been developed (for descriptions, see, Zhao & Hambleton, 2007). For the 
unidimensional case, the most popular software packages include BILOG-MG and 
PARSCALE, which allow both classical item analysis and IRT calibrations. 
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Recommended websites for more information include www.assess.com, 
www.ssicentral.com,www.winsteps.com and www.scienceplus.nl. 
2.3.2 Checking Basic Assumptions of Unidimensionality and Local Independence 
Two basic assumptions of IRT model are unidimensionality and (equivalently) 
local independence. Linear and nonlinear factor analysis approaches can be used for 
investigating the assumption of unidimensionality, and non-parametric approaches are 
available for examining the assumption of local independence (Swaminathan, Hambleton, 
& Rogers, 2006). 
A linear factor analysis/principal components procedure is a popular approach to 
investigating the unidimensionality assumption. The procedure is to obtain the matrix of 
inter-item correlations, and then to produce the scree plot and find the percent of variance 
explained by the largest eigenvalue, and finally a determination is made regarding the 
dimensionality of the item response data based on the above considerations. Tetrachoric 
correlations are suggested to use, rather than phi-coefficients, because discrete item 
responses have nonlinear relationships with the underlying ability continuum 
(Swaminathan, Hambleton, & Rogers, 2006). These researchers found that even using 
tetrachoric correlations, the magnitude of the inter-item correlations was small. The 
largest eigenvalue of the matrix of tetrachoric correlations typically account for only 
about 25 to 35 percent of the variance with many tests. Parallel analysis proposed by 
Horn (1965) and modified parallel analysis developed by Drasgow and Lissak (1983) 
bring a simple way, in which random normal deviates of item response are generated, 
controlling item statistics, such as classical /7-values. Based on the generated data, the 
inter-item correlation matrix is obtained and the percent of variance accounted for by the 
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largest eigenvalue is computed. Thus, the eigenvalue obtained from analysis of the real 
item responses can be compared with this generated data (the “ideal”). With polytomous 
response data, the matrix of polychoric correlations is computed with the real and 
simulated data, the eigenvalues extracted, and a decision made about the assumption of 
unidimensionality. 
Alternatively, comparisons between the simulated and real data can also be made 
by analyzing the distribution of the residuals for the simulated data, which provides a 
baseline forjudging the viability of the unidimensionality assumption for the real data. 
Caution has to be taken since the maximum likelihood procedures will fail if the matrix 
of tetrachoric correlations is not positive definite (Swaminathan, Hambleton, & Rogers, 
2006). Computer software such as LISREL 8 (Joreskog & Sorbom, 2004) is available for 
the analysis. 
Given the item response model is essentially a nonlinear factor model; nonlinear 
factor analysis approaches to validating the unidimensionality assumption are also 
commonly used. Computer software, such as NOHARM (Fraser, 1988) and TESTFACT 
(Bock, Gibbons, & Muraki, 1988) are available. In NOHARM, the nonlinear factor 
analysis procedure of McDonald (1967, 1982, 1997) is able to be implemented, and the 
approach is to approximate unidimensional as well as multidimensional normal ogive 
item response functions by Hermite-Chebychev orthogonal polynomials through 
harmonic analysis (Swaminathan, Hambleton, & Rogers, 2006). In TESTFACT, item 
factor analysis is implemented, and it allows the factor analysis to be carried out using 
either the matrix of tetrachoric correlations or a full-information maximum likelihood 
procedure. Other methods include a test statistic , X2am, suggested by Gessaroli and De 
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Champlain (1996), and a likelihood-ratio type statistic, G,/ , developed by Gessaroli, De 
Champlain, and Folske (1997). 
The assumption that the latent space is complete is equivalent to the assumption 
of local independence (Lord & Novick,1968). A weaker assumption of statistical 
independence is that the covariances among the items be zero when the item responses 
are conditioned on the complete set of latent traits. Stout (1987, 1990) developed a test 
and argued that a test of length n is essentially unidimensional if the average covariance 
over all pairs of items is small in magnitude when conditioned on the latent trait. This 
procedure is implemented in the program DIMTEST (Stout, Nandakumar, Junker, Chang, 
& Steidinger, 1991). Yen (1984) suggested examining the correlations between residuals 
across pairs of items, and she indicated that the hypothesis of local independence for 
pairs of items is equivalent to the hypothesis that the correlation between the residuals is 
zero. 
2.3.3 Assessing Model Data Fit: Checking Model Predictions 
The measures to assess the goodness of fit can be used in statistical hypothesis 
testing to test whether two samples are drawn from identical distributions or whether 
outcome frequencies follow a specified distribution (such as chi-square test). The fit 
evaluation can be carried out at the item level and the test level. 
2.3.3.1 Fit at the Item Level 
To conduct a hypothesis of model fit, Pearson statistics and the likelihood ratio 
test statistics are the most commonly used goodness-of-fit summary statistics and both 
lend themselves to chi-square analyses. The chi-square test is used to test if a sample of 
data came trom a population with a specific distribution, and an attractive feature of the 
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chi-square goodness-of-fit test is that it can be applied to any univariate distribution for 
which the cumulative distribution function can be calculated. In IRT modeling, earlier 
variations of the Pearson fit statistics included Bock’s chi-square (Bock, 1972), and Yen's 
chi-square (Yen, 1981) statistic. The use of likelihood ratio chi-square statistics was 
suggested by McKinley and Mills (1985). In the three procedures, examinees are 
classified into several groups on the ability scale according to their ability estimates, and 
the observed and expected proportion of a particular item score in each ability subgroup 
are subsequently obtained. 
Bock’s chi-square test (BCHI) computes chi-square statistic for each item, in 
which the ability scale is divided into J intervals and each examinee is assigned to one 
cell of a 2 xj contingency table based on examinee’s ability and whether they answer 
correctly or incorrectly. The BCHI is written as: 
J=1 U 
where O is the observed proportion-correct on item i for interval j, and E is the 
predicted proportion-correct; and N/ is the number of examinees with ability estimated 
falling within interval j. The degree of freedom is j-m, which m is the number of 
parameters per item that are estimated. Bock’s chi-square test was found to yield the 
fewest false acceptance of hypothesis of fit when the model used to simulate the items 
differed from the model used to calibrate the items (Bock, 1972; Stone & Zhang, 2003). 
Similar to BCHI, Yen’s Q1 statistic (Yen, 1981) is also a chi-square 
goodness-of-fit test and the expression of the test is same as BCHI except for two points. 
It is noted that Bock computed median of the ability estimates falling within the interval 
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as the location for determining the expected frequency; while Yen averaged the predicted 
probabilities of candidates in each interval. In addition. Yen identified number ot 
intervals as ten, which is today applied in many IRT model fit studies. 
McKinley and Mills (1985) compared the above two statistics to a likelihood ratio 
G2 statistic and found that the G2 statistic yield the fewest false rejections of the 
hypothesis of fit. Similar to Yen’s Ql, examinees were rank-ordered and partitioned into 
10 equal-size intervals according to their ability estimates. The G" was computed as: 
10 O 
G2 = 2V N In— . The G2 has been used in several IRT software, such as BILOG-MG 
L—i <J T? 
J=1 hiJ 
(Mislevy & Bock, 1990) and PARSCALE (Mislevy & Bock, 1997). 
These traditional methods are most widely used to assess model fit; especially, 
likelihood ratio chi-square goodness-of-fit statistics are provided in the most popular 
current software packages, such as BILOG (Milevy & Bock, 1990), Bilog-MG 
(Zimowski, Muraki, Mislevy, & Bock, 1996), and PARSCALE (Muraki & Bock, 1997). 
However, limitations still remain. The most common criticism about the chi-square like 
statistics is that they are sensitive to sample size (Hambleton & Swaminathan, 1985) 
since the distribution theory of chi-square statistics, as well as most other formal tests of 
fit, is a large-sample theory. Other major concerns are the arbitrary categories of 
subgroups and cell frequencies in each subgroup interval. A further issue is that of the 
minimum interval size needed for a chi-square approximation to be valid. The usual 
recommendation is an expected cell frequency of 5 and sometimes a value of 1. 
While a known null chi-squared distribution cannot always be assumed for the 
purposes of hypothesis testing (Stone & Zhang, 2003), and the number of degrees of 
freedom remains at issue. Orlando and Thissen (2000) argued that the degrees of freedom 
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may not be as claimed, because the observed proportions correct are based on 
model-dependent trait estimates. Stone and Zhang (2003) agreed and stated that when the 
expected frequencies depend on unknown item and ability parameters, and when these 
are replaced by their estimates, the distribution of the chi-square statistic is adversely 
affected. Stone (2000) found that the fit statistic appears to be distributed as a scaled 
chi-squared random variable, and described a resampling-based procedure for estimating 
scaling corrections used to approximate a null distribution. Donoghue and Hombo (1999, 
2003) derived an item fit measure (QDM) which has been shown to be asymptotically 
distributed as a quadratic form of normal variables. 
Alternatives to the chi-square statistics have been suggested. Orlando and Thissen 
(2000) described a fit statistic based on score responses across total score levels, rather 
than ability estimates. Both the Pearson chi-square statistic and likelihood ratio 
chi-square statistic are computed using observed and expected frequencies for each 
number correct score. The major advantage of this approach is that observed frequencies 
are a function of observed data only, and it eliminates the uncertainty of model-based 
parameter estimates to obtain observed proportions, which traditional approaches rely on. 
Stone, Mislevy, and Mazzeo (1994) discussed a fit statistic based on posterior 
expectations to address the problem of uncertainty in ability estimation. The posterior 
probabilities present an examinee has 0 equal to each ability subgroup and score level, 
given their response pattern and an assumed marginal 6 distribution. A Pearson and/or 
likelihood ratio goodness-of-fit statistic can then be calculated as well as residuals using 
standard formulae. The predicted values are obtained by using the estimated item 
parameters. The observed frequencies can be gained from the pseudocounts of the 
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number of examinees at each ability subgroup and each score level, or a pseudo-observed 
score distribution. 
Stone and Zhang (2003) argued that ‘"the posterior probabilities underlying the 
pseudo-observed score distribution are not independent, and a known null chi-squared 
distribution cannot be assumed for purposes of hypothesis testing." Then, two different 
approaches to hypothesis testing have been discussed. Stone (2000a) described a scaling 
correction for the chi-squared fit statistic used to approximate a null distribution based on 
resampling methods. Donoghue and Hombo (1999, 2001a) derived a distribution for the 
fit statistic (Qdh) based on posterior probabilities to evaluate goodness of fit for items. 
(Their research was carried out with NAEP data.) 
Stone et al. (2003) compared the three procedures from above for dichotomous 
items in various test applications: number of items was set to 10, 20, and 40 and sample 
size was limited to three values, 500, 1,000, and 2,000. Type I error rates and empirical 
power for these procedures were evaluated. Both advantage and disadvantage were 
discussed for the three procedures. With respect to the Orlando and Thissen approach, 
users do not need to worry about the proper number of intervals since it is based on test 
scores themselves (0 to n), rather than intervals formed to classify ability estimates. The 
program GOODFIT (Orlando, 1997) was found to be efficient, but is only available for 
dichotomous-scored items. Considering test applications, the procedure would not appear 
useful for computerized adaptive testing since comparable observed total scores are not 
available. In terms of Stone (2000)’s resampling method, it wad found to be more flexible 
in various test applications, and a software program is available. However, 
pseudo-observed score distributions in the method may cause deviations between the 
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assumed null distribution and the true sampling distribution for the chi-squared-fit 
statistic. Resampling methods may be questionable since it is based on assumptions that 
may not be valid. Regarding to Donoghue and Hombo (2001)’s procedure, an analytic 
solution for hypothesis testing is available. 
Moreover, the effect of missing data, the issue of sparseness in cell counts and the 
adequacy of the chi-squared approximation have been discussed for the three procedures. 
Presence of missing data does not affect the computation of the fit statistic in the 
resampling method, but may affect the other two procedures. Sparseness in frequencies is 
not an issue in the Donoghue and Hombo (2001) procedure, but it must be considered 
with asymptotic approximations of chi-squared statistics in resampling method and the 
Orlando and Thissen approach (2000). 
Besides the chi-square related approaches, more innovative methods for assessing 
fit has been proposed. A team of European scholars (Glas, 1998, 1999, 2001; Glas & 
Falcon, 2003) derived a promising statistic based on the Lagrange Multiplier (LM) test. 
Additionally, Sinharay (2004) addressed model-data fit by applying a model check 
method to a number of real datasets and he concluded that the posterior predictive model 
checking method seemed to be promising in detecting different types of misfit of the 
common IRT models in real applications. 
In the measures of fit, another issue is about whether the test statistics focus on 
ability estimates or test scores. Tests using examinee groups based on the estimated 
ability of the examinees cause some concerns. One major problem is that the observed 
counts or frequencies are actually estimated under a model. Sinharay (2003) argued that 
they should be available before any model is fitted. He discussed another major problem 
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on the null hvpothesis/model and that is the distributions under the null model are not 
clearly established, and this was consistent with the argument of Stone and Zhang (2003). 
An alternative way is on the basis of test scores, which is used in the current study for its 
simplicity and directness. Related studies based on test scores can be found in the work of 
Orlando and Thissen (2000) and Glas and Falcon (2003). 
2.3.3.2 Fit at the Test Level 
When an item is detected as being misfit by a model, what should be done with 
the item? Can the item still be used or should it be excluded? Issues pertaining to validity 
as well as practical issues need to be considered when deciding to exclude items from 
being used in operational work. Another direction is to address model-data fit at the test 
level. Hambleton and Han (2005) recommended an approach to compare the observed 
distribution of the test scores with the expected distribution predicted from the item 
parameter estimates and ability scores (see, also, Ferrando & Lorenzo, 2000). For 
dichotomously-scored items, the predicted scale score distribution or the so-called 
conditional score distribution, is a compound binomial distribution. Lord-Wingersky 
recursive formula (Lord & Wingersky, 1984) can be used to compute the conditional test 
score given 0. For the polytomous item, the conditional score distribution is a compound 
multinomial distribution. An extension of the Lord-Wingersky formula developed by 
Wang, Kolen, and Harris (2000) is expressed as the following: 
Let: m be number of items 
U, be a random variable for the scores on item i. 
U, = 0, 1, 2, ... n; (nt is the maximum possible score of item /.) 
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(total score of an examinee) v = 2>, 
i=i 
P(X = x | 0) ( x = 0, 1, 2, ... T ) be the conditional distribution of the total score. 
m 
where T is the maximum total test score, T = ^ w, . 
/=i 
/ 
Denote j with X = Ym 
y=i 
For item i = 1, P{YX = x \ 6) = /*(£/, = x | #) where x = 0, 1, ... n, 
For item / = 2,... m 
p(r, = X p(^-i = |^)p(t/, =W; |^) 
«/=o 
/ 
where x = 0, 1, ... and the probability of getting a score out of the valid range for 
7=1 
YiA is set to zero (e.g. P{Yt_x = —1)= 0). 
First, the 0 distribution is specified at a series of quadrature points. Each 
conditional probability obtained by the Lord-Wingersky formula is converted into an 
absolute proportion by multiplying it by the probability associated with the 0 value. 
Finally, the expected proportion is multiplied by the sample size and the resulting sample 
is the expected frequency of examinees having a given score. The normality assumption 
of ability distribution is made. However, this assumption does limit the usefulness of the 
approach. Hambleton and Han (2005) suggested using simulated data to compare the test 
score distributions between observed performance and expected performance under IRT 
models. Simulated data can easily be generated from item and ability parameter estimates, 
complicated distributional assumptions do not need to be programmed, and sampling 
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error in the estimation of the “predicted test score distribution" can be minimized by 
generating test scores for a large number of examinees. 
2.3.3.3 Role of Simulation Studies in the Assessment of Model Fit 
Hambleton and Han (2005) and Swaminathan, Hambleton, and Rogers (2006) 
addressed the role of simulation studies in the assessment of fit. They stated that 
simulating data and determining the empirical distribution of the test statistic play a 
critical role. Hambleton and Rogers (1990) and Hambleton, Swaminathan, and Rogers 
(1991) used simulation to generate an expected distribution of standardized residuals 
assuming model fit for the purposes of interpreting the observed distribution of 
standardized residuals. In the Bayesian posterior predictive model checking (PPMC) 
procedure, simulations are conducted to obtain the posterior distribution of the replicate 
data sets. 
Hambleton and Han (2005) claimed that the combination of simulations and 
graphical displays provides a powerful tool for assessing model fit. Swaminathan, 
Hambleton, and Rogers (2006) stated that simulation studies can provide empirical 
distributions of the test statistics for which theoretical distributions are not available, or 
when there is sufficient evidence to throw doubt on the validity of the assumed 
distribution of the test statistic. 
2.3.3.4 Graphical Approaches for Addressing Model Fit 
Another direction for conducting goodness of fits test is to investigate whether or 
not two distributions are identical by using graphical approaches. One simple and 
understandable way is using residual plots, which are available in BILOG-MG. for binary 
scored data. A residual is defined as the difference between the observed item 
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performance and the predicted item performance. The former can be calculated from the 
number of examinees in each interval who answered the item correctly; the latter can be 
computed from model based parameter estimates. Alternatively, the standardized residual 
can be defined by dividing the raw residual by the standard error of the expected 
proportion correct. It is commonly used, instead of the raw residual. 
Graphical plots are intuitive enough to helpfully exhibit the discrepancy between 
observations and expectations under IRT models. Hambleton and Han (2005) suggested 
that the Kolmogorov-Smimov (K-S) test can be used as a criterion to determine if two 
distributions are identical. The K-S test is a non-parametric method and its advantages are 
that no distribution assumptions must be made and it is not sensitive to sample size. Lu 
and Lin (2005) proposed an item fit detection approach based on the agreement between 
the expected and the observed examinee ability frequency distribution conditional on 
each possible item response using the KS test. 
Another nonparametric method to assess model fit was studied by Douglas and 
Cohen (2001) and Wells and Bolt (2004). The basis of such an approach for detecting 
misfit is the comparison of a nonparametricly estimated item characteristic curse (ICC) 
against the ICC based on the parametric model of interest, such as the three-parameter 
logistic IRT model. The difference between curves for each item can be represented by 
the “root integrated squared error” (RISE; Douglas & Cohen, 2001). 
2.3.4 Checking Model Parameter Invariance 
Ideally, item parameters are invariant over examinees from the examinee 
population of interest. However, the parameters might be variant over subgroups, or over 
administrations across years. Thus, the studies of differential item functioning (DIF) and 
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item parameter drift (IPD; Bock, Muraki. & Pfeiffenberger, 1988; Goldstein. 1983) is 
essential in such situations (Hambleton & Han, 2005). Basically, these studies are to 
place the item characteristic curves or score category response functions for each group 
of interest on a common ability scale, and then to compare the item parameter estimates, 
or item characteristic curves or score category functions. Interest readers may refer to 
Hambleton (2005) and Hambleton, Swaminathan, and Rogers (1991) on the literature for 
identifying ICCs or score category response functions that different across groups. 
In terms of item parameter drift. Wells, Subkoviak, and Serlin (2002) found that 
even when item discrimination and item difficulty parameters were increased by 0.5 and 
0.4, respectively, for 20% of the items, item ability (0) estimates were expected to deviate 
on the two tests by no more than 0.14 logits, for any true 0 value. Similarly, Rupp and 
Zumbo (2003a, 2003b) found that examinees’ scores were changed only slightly, unless 
the amount of simulated IPD was unusually large. Since the item parameters may drift 
over times and the number of drifting items and the magnitude of drift may increase, a 
big concern is the impact of drifting items in the test forms for linking or equating (Kim 
& Cohen, 1992; Lautenscnlager & Park, 1988; Shepard, Camilli, & Williams, 1984). It 
may result in the inaccuracy of ability estimates and the construction of flawed score 
conversion tables. 
2.3.5 Investigating Consequences of Model Misfit 
Another important but less well-known approach is to investigate whether the 
amount of model misfit observed has a practical impact on the intended application. 
Basically, the question becomes one about the consequences of the amount of model 
misfit on the intended use of the IRT results. If the consequences are minor, then the 
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misfit in the model is tolerable. Unfortunately, the literature on this topic is quite limited. 
Within the limited literature on examining misfit consequences, most recently, Sinharay 
(2005) and Lu (2005) addressed the issue in particular situations. Sinharay (2005) 
examined practical consequences of misfit on a basic skills test data set where 
speededness was believed to exist and where the fit of 3PLM was examined. Lu (2005) 
conducted simulation studies and investigated the consequences of misfit on test equating 
and computerized adaptive testing (CAT). 
In another related example, Skorupski, Jodoin, Keller, and Swaminathan (2003) 
and Jodoin, Keller, and Swaminathan (2003) have investigated several IRT equating 
methods. The consequence of one equating method over the other on growth recovery 
was evaluated, in terms of known amounts of growth and pass rates. 
In a study of identifying potentially biased items using different IRT models, test 
characteristic curves (TCCs) were computed for each subset by aggregating the subgroup 
ICCs (Drasgow, 1987). The TCCs revealed whether the direction of DIF for the subtest 
items consistently favored one subgroup over another, resulting in noteworthy test-level 
bias. 
Certainly, more emphasis in model fit should be given to addressing the 
consequences of model misfit on the intended uses of the IRT application (e.g. assessing 
growth, identifying bias items), and this is best done too by comparing the findings from 
competing IRT models. 
2.4 IRT Equating Methods 
Equating is one of the most popular uses of IRT, and model misfit could be a 
consequential factor of equating. Recall that one of the purposes of this thesis research is 
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to evaluate the consequences of IRT model misfit in capturing academic growth through 
test equating. Three IRT based equating methods applied in the study, are reviewed 
next. 
Cook and Eignor (1991) cited several potential theoretical and practical 
advantages of IRT equating methods compared with conventional methods. They 
mention the ability of IRT methods to provide conversions that are group invariant and 
the flexibility that IRT equating affords in choosing previous forms to equate to. Three 
popular IRT equating methods are briefly described: linear equating, fixed common item 
parameter calibrations (FCIP), and concurrent calibrations. 
2.4.1 Linear Equating 
Linear equating is one of the commonly used methods for horizontal equating. 
Under this design, the examinee response data for each administration are separately 
calibrated, and then a linear transformation is applied to determine the mean and standard 
deviation of the difficulty parameter estimates (b parameters estimates for the 
dichotomous response data and location parameter estimates for the polytomous response 
data) for subsequent years are the same as the comparable parameter estimates in the first 
year. The transformation is applied to all the parameter estimates from subsequent years, 
so that all the parameter estimates across years are placed on a common metric. See 
Hambleton et al. (1991) for the specific equations to apply. 
2.4.2 Fixed Common Item Parameter Calibrations (FCIP) 
Under the FCIP equating design, initially, the examinee response data for each 
year are separately calibrated. Then, the data in the subsequent year are re-calibrated with 
the item parameters for equating items fixed to values from the administration in the 
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previous year. The above procedure resulted in placing all item parameter estimates on a 
common metric, and linking the subsequent administration onto the scale of the previous 
year. In operational programs, the test in the current year is equated back to the previous 
year by conducting FCIP calibrations, so that all of the subsequent administrations are on 
the same metric as the first year administration. 
2.4.3 Concurrent Calibrations 
Under the concurrent parameter calibration equating design, the examinee 
response data for all the administrations are calibrated in one run (i.e., one BILOG-MG 
run or one PARSCALE run). It should be noted that the common metric applied for the 
concurrent parameter calibration is not equal to the metric used in separate calibration 
with linear transformation and FCIP calibrations. Adjustments, such as linear 
transformations, are needed to link the concurrent calibration metric to the linear/fixed 
metric used with the first test and corresponding scale. Normally such a linking is 
necessary, because scores from the first test have already been reported and it is 
important that scores from subsequent tests be on the same scale so that any comparisons 
of scores are meaningful. 
2.5 Summary 
It is sufficient to say now that the literature review in this chapter makes clear that 
there is considerable need for advancing the approaches being used to assess model fit, 
and that more consideration should be given to the practical consequences of model 
misfit. Some promising ideas were presented, and are investigated further and reported on 
in the next three chapters. 
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CHAPTER 3 
STATISTICAL AND GRAPHICAL METHOS FOR ASSESSING IRT MODEL FIT 
In this chapter a study is described that assesses IRT goodness-of-fit by using 
statistics and graphical approaches at the item level and the test level. At the item level, 
two graphical procedures are introduced for investigating model fit and misfit through the 
use of residuals and standardized residuals. At the test level, a simulation based graphical 
approach and a non-parametric test statistic are suggested to evaluate whether or not a 
certain IRT model fit the test data. Based on a realistic dataset from a high school 
assessment, statistical and graphical methods are applied and results are shown. There are 
4 sections in this chapter. Section 3.1 states the background of the problem. Section 3.2 
describes the purpose of the study. Section 3.3 proposes the design and procedures of the 
study. Finally, section 3.4 summaries the results and findings. 
3.1 Statement of the Problem 
Traditional methods are most widely used to assess model fit; likelihood ratio 
chi-square goodness-of-fit statistics are provided in the most popular current software 
packages, such as BILOG (Milevy & Bock, 1990), Bilog-MG (Zimowski, Muraki, 
Mislevy, & Bock, 1996), and PARSCALE (Muraki & Bock, 1997). However, when the 
sample size is large, the statistical test rejects just about every model. At the same time, 
researchers try to obtain large samples for effective item calibration. In addressing one 
problem, another is created. 
As an evidence of fit, residual plots are available in some IRT software, such as 
Bilog-MG (Mislevy & Bock, 1990), which is able to calibrate the dichotomously scored 
items. Figure 3.1 serves as an example. The actual item level performance of examinees 
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in an ability group is represented by the dots in blue, and the actual item performance is 
compared to the performance predicted by the model. The vertical lines correspond to the 
expected sampling distribution of the data under the assumption of model fit. 
Unfortunately, however, such fit plots are not available in PARSCALE (Mislevy & Bock, 
1997), one of the most popular IRT software packages, which can handle polytomously 
scored items. Polytomous data are commonly used in large scale assessments, such as 
K-12 assessments and certifications; and model fit provides validity evidence to show 
whether the intended model applied in item calibration is appropriate or not. For practical 
and research purpose, the focus of fit approaches considering polytomously scored items 
is urgently needed. 
On the other hand, Hambleton and Han (2005) recommended assessing fit at the 
test level by comparing the observed distribution of the test scores with the expected 
distribution predicted from the item parameter estimates (Ferrando & Lorenzo, 2000). 
Quite a few studies addressed the issue (see, for example, Ferrando & Lorenzo, 2000; 
Lord & Wingersky, 1984; Wang, Kolen, and Harris, 2000), but limits on the solution still 
remain. Thus, more attention should be given to the fit assessment at the test level. 
3.2 Purpose of the Study 
The main focus of the first study is on the use of more and better graphical 
procedures for investigating model fit and misfit through the use of residuals and 
standardized residuals at the item level. In addition, some new graphical procedures and a 
non-parametric test statistic for investigating fit at the test score level are introduced, and 
some examples highlighted. 
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Item Characteristic Curve: SHL36 
a = 0 785 b = -0.297 c= 0.238 
3-Parameter Model, Normal Metric Item: 36 
Subtest: SHL 
Chisq = 3 94 DF= 8.0 Prob< 0.8629 
Figure 3.1 An Example of a Fit Plot from BILOG-MG. 
3.3 Design of the Study 
3.3.1 Fit at the Item Level 
In the study, two types of plots are suggested by the use of residuals and 
standardized residuals. 
In the first approach, raw residuals are calculated and they are obtained through 
the observed item performance minus predicted item performance in each ability interval. 
In the dichotomous case, the raw residual for each interval is the value of observed 
proportion correct minus predicted proportion correct under an IRT model; in the 
polytomous case, the raw residual in each interval is the value of observed proportion 
selecting a score point minus model based predicted proportion for each score point. With, 
say, five score points, there would be five residuals in each score interval. The band 
between -0.1 and 0.1 was arbitrarily selected as a criterion of acceptable fit in this study. 
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Too much data outside the bands, or toward the extreme ends of the bands, would suggest 
that the model does not fit the data very well. As Figure 3.2 illustrated, the ability 
continuum of the item is divided into 30 intervals (to be consistent with both Parscale and 
Bilog-MG output). This is a reasonable choice if the sample size is fairly large (at least 
1000). The raw residual in each interval is within the band between -0.1 and 0.1, which 
implies a good fit for the item. 
Alternatively, observed item performance, expected item performance, and 
confidence band of expected item performance are reported in probability curves, in the 
second approach. As Figure 3.3 shows, the red line represented expected score curves 
under an IRT model. The curve is an item characteristic curve (ICC) in the dichotomous 
case, and it becomes a score category response function curve in the polytomous case. 
The red dot represented predicted item performance in each ability interval, which is 
predicted proportion correct for the dichotomous case, and predicted proportion in each 
score category for the polytomous case. The vertical line in red stands for the confidence 
band of expected item performance in each ability interval. The black dot represents 
observed item performance in each ability level. Too much data outside the bands, or 
toward the extreme ends of the bands, suggests that the model does not fit the data. Still, 
sample size is a factor. If sample size is very large, the confidence bands are very narrow, 
and even minor departures between the data and the model can suggest model misfit. 
Another simple way is to roughly look at the trend of distance between observed and 
predicted item performance. If the predicted item performances are all more or less 
around the observed item performance, it shows a good fit. 
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Figure 3.3.1 
Figure 3.3.2 
a= 0.93 b= 0.1 c= 0.1 ChiSq= 165.35 DF= 30 Prob< 0 
Theta 
An Example of a Residual Plot. 
a= 0.93 b= 0.1 c=0.1 ChiSq= 165.35 DF= 30 Prob< 0 
Theta 
An Example of a Probability Plot. 
33 
The two types of plots suggested in the study have several advantages. First, it 
displays the observed and predicted item performances in each ability interval, so that it 
could provide more useful information, than a single test statistic. Second, some test 
statistics, such as a chi square statistic, are sensitive to sample size. When the sample size 
is large, the statistical test rejects just about every model. The significant results from the 
hypothesis test sends a little message and the true information about model fit is hidden. 
Again, a residual plot is able to show the discrepancy between observed and 
predicted item performance in each ability interval. Last but not least, it works well on 
both dichotomously and polytomously-scored items. 
3.3.2 Fit at the Test Level 
However, when an item is detected as being misfit, what should be done with the 
item? Can the item still be used or should it be excluded? Issues pertaining to validity as 
well as practical issues need to be considered when deciding to exclude items from being 
used in operational work. Another direction is to address model-data fit at the test level. 
A graphical simulation-based procedure with a nonparametric test statistic is applied and 
is described as follows. 
The procedure is to compare the observed cumulative distribution of the test 
scores with the expected cumulative distribution of test scores. The expected test score 
distribution is based on simulated data, which are generated by using parameter estimates 
under 3PL/2PL/GR models and 1 PL/PC models. A two sample Kolmogorov-Smimov 
(KS) test statistic D was used to examine whether or not the two distributions are close. D 
can be defined as: 
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D = max j N 
where Fj(jc , ) is the cumulative distribution function (CDF) of observed test score xj] 
and F2(a /?) is the cumulative distribution function (CDF) of predicted test score xj2. 
j is test length, and N is sample size. 
The p-value for this test is the probability that D is greater than the observed value 
d under the null hypothesis of no difference between the two distributions. 
The major advantages of the graphical procedure with KS test statistic are: (1) the 
null hypothesis is that two distributions are identical so that it does not depend on the 
underlying cumulative distribution function being tested; (2) KS test is an exact test and 
is sample independent (the chi-square goodness-of-fit test depends on an adequate sample 
size for the approximation to be valid); (3) sparseness in frequencies is not a concern 
since individuals do not need to be grouped into an arbitrary set of intervals along the 
ability continuum; (4) no assumption of a normal distribution of ability need to be made 
in the posterior simulation procedure that generates predicted test scores; (5) detecting 
model-data fit at the test level gives a whole picture to demonstrate whether a specific 
model impacts the entire test or not; and (6) the procedure is applicable for both 
dichotomously and polytomously scored items. 
3.3.3 Design and Procedure 
An empirical study was conducted based on a real dataset. The data were from a 
high school mathematics assessment. There were 42 items in the real test, in which six 
items are polytomously scored from 0 to 4 and 36 items are dichotomously scored, in 
which 32 are multiple choice items and four are short answer items. Three-parameter 
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logistic (3PL) model, two-parameter logistic (2PL) model, and the graded response 
model (GRM) (Samejima. 1969) were applied for fitting the 32 multiple choice items, 4 
short answer items and 6 construct response items simultaneously. The one-parameter 
logistic (1PL) model and the partial credit model (PCM) (Masters, 1982) were also used 
for fitting the same datasets. 
Fit was first evaluated at the item level. Raw residuals and standardized residuals 
were calculated for each individual item. The observed frequency and expected frequency 
values were from the FIT file, which is an output file of PARSCALE. The residuals were 
them plotted in a probability plot, in which item characteristic curves (ICC) were 
generated and confidence bands of expected item performance were calculated. Summary 
statistics of raw residuals and standardized residuals were reported. All the calculations 
and plots were carried out in an R program RESFIT, written by the author (Zhao, 2007). 
At the test level, 3PL/2PL/GR models were applied for fitting the raw dataset. 
Given their item parameter estimates and the actual distribution of ability estimates, a 
generated dataset was simulated. Cumulative frequency of the generated dataset and 
cumulative frequency of the raw dataset were plotted. Kolmogorov-Smimov (KS) two 
sample test statistic was calculated to investigate the discrepancy between the two curves. 
The same procedure repeated under the 1 PL/PC models. 
3.4 Results 
The raw dataset was fitted by 3PL/2PL/GR models, and the PARSCALE run was 
successful. Convergence criterion 0.001 was used and it was achieved. When the 1 PL/PC 
models were applied, convergence with the same criterion was not achieved due to item 
11 (multiple choice item) and item 42 (construct response item). A prior was used for 
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each of the items, and both items were skipped from item calibration in the PARSCALE 
run. To be comparable, the PARSCALE run redid under 3PL/2PL/GR models with items 
11 and 42 skipped. 
The ability estimates were divided into 30 intervals. Under the 3PL/2PL/GR 
models, the ability estimates (theta) ranged from -2.31 to +2.09, with a mean of 0.08 and 
standard deviation 0.94. Under 1 PL/PC models calibration, the ability estimates ranged 
from -2.13 to +2.33 with a mean of 0.13 and standard deviation 0.72. 
The observed frequency and expected frequency values for each theta interval 
and for each item were taken from .FIT file, which is an output file of PARSCALE. Raw 
residuals and standardized residuals were calculated and plotted for each individual item. 
The figures were shown in Figures 1 and 2 in Appendix A. The residuals were them 
plotted in the probability plot in Figure 3 in Appendix A. The black dot represents 
observed item performance on each theta interval, which is the observed proportion 
correct for the binary case. The red line represented expected score curves, which is the 
item characteristic curve (ICC) in dichotomous data. The red dot represented expected 
item performance on each theta interval, which is expected proportion correct for 
dichotomous case. The vertical line in red stands for confidence band of expected 
proportion correct on each theta interval. The confidence bands are very narrow because 
the sample size is 50,000, which is very large, even for IRT calibrations. 
Figures 3.4 and 3.5 compared the fit plots under 3PL/2PM/GR models with the fit 
plots under 1 PL/PC models on item 18, which is a multiple choice item. It shows that the 
1 PL model fails to fit the data at the lower end of the trait continuum; the observed 
proportion correct is considerably higher than the expected proportion correct in the 
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lower intervals. Because of the lower asymptote of zero imposed by the one-parameter 
model, the model cannot account for examinee guessing and hence does not provide 
adequate fit. When a three- parameter model was fit, a non-zero lower asymptote is 
permitted and hence the model is better able to reproduce the observed proportion-correct 
values. It is clear that the chi-square statistic itself can serve as a summary of model-item 
data departure, and the number of significant chi-square statistics is substantially smaller 
for the 3PL than the 1PL. However, the item level p-value statistics under both models 
are close to zero. Because the sample size is very large, even minor departures between 
the data and the model can suggest model misfit. Clearly, the plots provide more useful 
information for helping understanding the statistical data. 
Item 18 <MC) 
b= -0 63 ChiSq= 1575.5 DF= 28 Prob< 0 
Item 18 (MC) 
a- 1.19 b=-0.27 c=0.3 ChiSq= 131.69 DF= 30 Prob<0 
Theta Theta 
Figure 3.4 Fit Comparisons Under IPL/PC and 3PL/2PL/GR Models (probability plot) 
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Figures 3.6 and 3.7 illustrate the mean residual of each of the theta intervals under 
3PL/2PL/GR models and 1 PL/PC models, respectively. Clearly, 1 PL/PC models tend to 
underestimate performance among the lower ability candidates, because of the zero lower 
asymptote. The grand mean of residuals is 0.01 and standard deviation is 0.03 based on 
the 3PL/2PL/GR models; and the grand mean of residuals is 0.04 and standard deviation 
is 0.09 based on the 1 PL/PC models. The residuals became a bit larger and more spread 
when the 1 PL/PC models were applied. 
Item 18 (MC) 
b=-0.63 ChiSq= 1575.5 DF= 28 Prob< 0 
Item 18 (MC) 
a= 1.19 b= -0.27 c=0.3 ChiSq= 131.69 DF= 30 Prob< 0 
Theta Theta 
Figure 3.5 Fit Comparisons Under IPL/PC and 3PL/2PL/GR Models (residual plot) 
At the item level, several findings of model data fit were highlighted. First, the two 
graphical displays provided an effective way to help us understand and interpret 
statistical data. Second, the 3PL/GRM model shows a better fit than the 1 PL/PCM model. 
1 he important point is that to fit two or more models so as to have a basis for interpreting 
graphs and statistical results. 
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Figure 3.7 Summary of Residuals Under 1 PL/PC Models 
At the test level, the plot of relative cumulative frequency distributions based on 
observed test scores and predicted test scores is illustrated in Figure 3.8 in which, the 
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x-axis is the test score, which is from 0 to 60 (the max score); and y-axis is the relative 
cumulative frequencies (the marginal score distribution is obtained by summing over the 
estimated values). It is clear that the 3PL/2PL/GR curve is almost identical with the true 
curve. This figure indicates that the 3PL/2PL/GR models produced the closest fitting 
frequency distribution to the observed score distribution. The one-parameter model 
provided the poorer fit. It should be noted that the marginal distributions under the 
assumption of a normal distribution was provided. The differences between the 
distributions obtained with realistic ability estimates and under the assumption of a 
normal distribution were small, in this instance at least, and the conclusion regarding the 
fit of the model remained unaltered. 
0 10 20 30 40 50 60 
Test Score 
Observation —— 3PI7GRM Expectation — 1 PL/PCM Expectat ion 
Figure 3.8 Relative Cumulative Frequency Distributions Based on Observed Test 
Scores and Predicted Test Scores. 
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The KS D statistics and related p-values are provided in Table 3.1. as well. 
Because of the large sample size, KS test tends to detect small difference sensitively and 
a could be set at the more strict level 0.01. Given a- 0.01, the 1 PL/PC vs. the true 
result of the K-S test rejected the hypothesis that the two distributions are identical. It can 
be concluded that the 1 PL/PC models did not fit the data well. This is very clear in the 
figure. But, the statistical test simply confirms what seems obvious in the figure. With a 
total of 60 score points too, it is likely that the statistical test is flawed because of a limit 
t 
on the number of score categories which would be a violation of one of the assumptions 
\ 
of the KS statistic. On the other hand, the K-S statistic can be used in a descriptive way 
by using it to compare several attempts to predict the test score distribution. For instance, 
» 
the KS D statistic value in the “1 PL/PC vs. true” comparison is much larger than that in 
“3PL/2PL/GR vs. true” comparison. It indicates that the 3PL/2PL/GR expected 
cumulative frequency distribution of test scores is closer to the observed score 
distribution than the 1 PL/PC expected cumulative frequency distribution of test scores. 
Table 3.1 KS D Statistics and o-values in Each Model. 
> 
KS(SiiT ! 
0.004 
3PL/2PL/GR vs True p=0.859 
0.104 
1 PL/PC vs True p<0.0001 * 
At the test level, a simulation fit procedure was applied and results were 
highlighted. There are several major advantages of the procedure, with no major 
limitations for comparing models and fit: K-S test statistic does not depend on the 
underlying cumulative distribution function being tested; the K-S statistic can be used in 
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a descriptive way; no ability distribution assumption is needed; and, the procedure is 
applicable to both dichotomously and polytomously scored items. 
In sum, regardless of whether the item level or the test level fit is addressed, the 
3PL/2PL/GR models suggested good fit, and they appears to be suitable for modeling the 
dataset in the study. Besides, there were noticeable differences between the models 
(3PL/2PL/GRM vs. 1 PL/PCM) in the fit at the item level, and the test level. However, 
another question now comes up: Is the difference in the fit that is clearly observed 
practically meaningful? The study in the next chapter addresses the issue. 
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CHAPTER 4 
IMPACT OF IRT MODEL MISFIT ON PROFICIENCY CLASSIFICATIONS 
4.1 Statement of the Problem 
A study is described in this chapter in which the practical consequences of IRT 
model misfit on performance classifications and test score precision is examined. There 
are four sections in this chapter. Section 4.1 states the background of the problem. 
Section 4.2 describes the purpose of the study. Section 4.3 describes the design and 
procedures of the study. Finally, section 4.4 contains a report of the results and findings. 
While no general agreement has ever been reached on the best methods or 
approaches for assessing test fit, perhaps another important but less well-known approach 
is to investigate whether the amount of model misfit observed has a practical impact on 
the intended application, such as proficiency classifications, which is a widely used 
measure in educational and psychological testing. Basically, the question becomes one 
about the consequences of the amount of model misfit on the intended use of the IRT 
results. If the consequences are minor, then the misfit in the model is probably tolerable. 
4.2 Purpose of the Study 
The purpose of the study was to examine the impact of IRT model misfit on the 
accuracy of score precision and consistency of proficiency classifications. Practical 
consequences were investigated using a high school assessment for one of the states. 
4.3 Design of the Study 
4.3.1 Design and Procedures 
A simulation study was conducted based on a real dataset. The data were from a 
high school mathematics assessment. There are 42 items in the real test, in which six 
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items are polytomously scored from 0 to 4 and 36 items are dichotomously scored, in 
which 32 are multiple choice items and four are short answer items. Three-parameter 
logistic (3PL) model (two-parameter logistic model for the short answer items) and the 
graded response model (GR) (Samejima, 1969) were applied as good-fitting models for 
the real dataset, according to the results in the first study. On the other hand, the 
one-parameter logistic (1PL) model and the partial credit model (PC) (Masters, 1982) 
were used as alternative models for fitting the same datasets but they did not fit the data 
nearly as well. 
The first step focused on data generation, in which realistic simulated dataset 
based on a large scale state assessment was applied and true item parameter values were 
taken from the assessment. In the large scale test, a large sample of examinees (50,000) 
were chosen; consequently, the item parameters can be estimated with great accuracy 
using the large sample. As mentioned above, 3PL and GR models appear to be 
good-fitting models for the real dataset, thus item response patterns were generated under 
the 3PL/GR models. As to the short answer items, c parameters were fixed at zero, thus 
the two-parameter logistic model was applied to those items. For convenience, the model 
is called the “3PL/GR" model in this study. True ability (6) were simulated from a 
normal distribution with mean of 0 and standard deviation of 1. Given the true ability, for 
each examinee, item parameters of both binary-scored and polytomously-scored items 
were taken from the large scale test. The computer program RESGEN (Muraki, 1999) 
was used for simulation under the 3PL/GR models. 
The second step was concentrated on IRT calibration. First of all, the 3PL/GR 
models were applied for fitting the generated dataset to obtain the estimates of item 
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parameters and ability parameters, simultaneously. On the other hand, for the same set of 
generated data, 1 PL/PC calibration models were employed to calibrate the item and 
ability parameters, simultaneously. No matter which set of calibration models were 
followed, all items and all examinees were taken into account in calibration, which was 
conducted in PASCALE (Muraki & Bock, 1997). EAP (Expected a prior) was used for 
examinee ability estimates in all the calibration procedures because of its capacity to 
produce estimates for candidates who scored the highest on all items or the lowest on all 
items. 
4.3.2 Criteria to Evaluate the Consequence of Misfit 
Though the data may suggest statistically significant model misfit, the nature of 
the misfit may be of no practical consequence. In other words, strictly speaking no model 
is a right one that can describe data perfectly; however, some model misfit with many 
applications may be quite tolerable. 
Since many testing programs are concerned with both the precision of 
individual test scores and classification decisions, two criteria, measures of score 
precision and accuracy of performance classifications, were suggested and computed. 
In terms of score precision, since different IRT models have different parameter 
dimensions and adopt different scales for the abilities (Yen, 1981), ability estimates under 
these calibration models could not be compared to true abilities. One possible solution is 
to transform theta (0) to expected (predicted) scores and compare model capability of 
recovering expected scores based on the specific model for a given examinee and for a 
given set of items. The transformation can be performed by utilizing the test 
characteristic curves (TCCs) that were constructed based on different IRT models. Bias, 
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mean absolute difference (MAD), and root mean squared difference (RMSD) were 
computed between the expected scores and the actual scores using an R computer 
program EXPSCORE, written by the author (Zhao, 2006). 
Although accurate score estimates are generally important in testing, the quality 
of a certification examination or a state assessment is usually judged by the level of 
decision accuracy achieved. In this study, four performance levels are applied, and they 
are divided into four categories including “warning” (W), “basic” (B), “proficient” (P), 
and “advanced” (A). Under the No Child Left Behind Act, as an index for reporting 
average yearly progress (AYP), the passing rate of proficiency and above becomes very 
important. Thus, the four performance categories were converted into pass and fail 
categories so that this statistic could be considered too in the study. An examinee who 
passes is defined as any student who attains the Proficient or Advanced level. This is a 
standard procedure used around the USA. 
Frequency of examinees in each performance category was counted after the 
cut-off points were decided. One way is to use the raw cut points on the test score scale 0 
to 60, and another way is to employ cut points on the ability scale. Regarding the latter, a 
non-linear monotonic transformation of the raw score points into ability (theta) metric 
points would have to be carried out. In detail, each of the possible expected scores under 
each model can be mapped to ability (theta) values using the Newton-Raphson method 
(Kolen & Brennan, 1995). Such a transformation does not change the rank ordering of 
students, nor their performance level classifications that are based on raw score cut 
points. 
a 
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Next, cross-tabulation analyses were carried out based on four performance levels 
and binary performance decisions. Decision accuracy was computed to examine the 
agreement of pass and fail decisions between each calibration model and the truth state of 
mastery. Decision consistency was computed to investigate the agreement of pass and fail 
percentages between the 3PL/2PL/GR calibration models and the 1 PL/PC calibration 
models. With these analyses it is possible to address the consequences of model misfit on 
important outcomes — performance classifications, and binary decisions. 
4.4 Results 
In this study, four performance levels were applied, and they were “warning” (W), 
“basic" (B), “proficient” (P), and “advanced” (A). Thus, three cutoff points between 
adjacent performance levels needed to be determined. According to standard setting on 
the assessment, the cut scores from low to high were set at 21, 37 and 49, respectively, on 
the test score scale. (These were the numbers the state itself used.) The cut points on the 
raw score scale were transformed into theta scale under 3PL/2PL/GR and 1 PL/PC models, 
and the cuts are reported in Table 4. 1. 
Table 4. 1 Cutoff Scores on the Ability Score Scale. 
Model 
W/B 
Cutoff Scores 
B/P P/A 
True -1.12 -0.19 0.52 
3PL-GRM Calibrations -1.12 -0.18 0.54 
1PL-PCM Calibrations -0.78 0.17 0.94 
The results of the study were presented for consequences of model misfit on score 
precision and accuracy of performance classifications. 
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The recovery of the transformed TCC scores based on generation and calibration 
models was able to reflect the impact of choice of models on score precision. Bias, MAD 
and RMSD were performed to assess score precision and the calculation was conducted 
in an R program EXPSCORE, written by the author (Zhao, 2006). The information is 
reported in Figures 4.1, 4.2 and 4.3. Comparisons were conducted under 3PL/GR 
Estimates vs. Parameters, 1 PL/PC Estimates vs. Parameters and PL/GR vs. 1 PL/PC 
Estimates. Figure 4.1 indicates that 1 PL/PC models tended to underestimate the truth by 
about 4 score points (out of 60 total score points). Figures 4.2 and 4.3 showed the 
consistent findings. That is, 1 PL/PC models resulted in larger score point differences than 
3PL/GR models. In other words, the 1 PL/PC models did not function quite as well in 
recovering “truth” but the model was not expected to do so though the level of model 
robustness was certainly of interest. 
More importantly, the key question in practice is whether the differences in the 
1 PL/PC and 3PL/GR proficiency estimates, that are clear in Figures 4.1,4.2 and 4.3, 
would be of practical consequence. If they are, then this consequence, would be a factor 
in model selection since clearly the more general model would fit the data better. 
3PL/GRM vs. 
3PL/GRM vs. True 1PL/PCM vs. True 1 PL/PCM 
1 
0 
^ -2 
CQ 
-3 
-4 
-5 
Comparisons 
Figure 4.1 Mean Difference (BIAS) 
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Figure 4.3 Root Mean Square Difference (RMSD) 
Further, performance classifications were carried out. In Table 4. 2, rows represent 
performance levels based on generated data and columns represent performance levels 
based on calibrations. This table shows the percentages of classification agreement under 
the calibration models versus truth. 
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Under the No Child Left Behind Act, as an index for reporting average yearly 
progress (AYP), the passing rate of proficiency and above becomes very important. Thus, 
the four performance categories were converted into pass and fail categories so that this 
statistic could be considered too in the study. An examinee who passes has been defined 
as any student who attains the Proficient or Advanced level. Table 4.3 generates 
cross-tabulations under the two categories. 
Kappa coefficients, decision consistency and decision accuracy were also 
computed and reported in Table 4.4.4 to demonstrate the agreement between the two 
calibrations models, and the agreement between one of the generation models and the 
truth. Based on four performance level classifications, the decision accuracy between 
3PL/GR models and the truth is about 84.2%, and it is about 79.8% between the 1 PL/PC 
models and the truth. Based on the binary decision, the decision accuracy between 
3PL/GR models and the truth is about 93.8%, and it is about 92.7% between the 1 PL/PC 
models and the truth. On the other hand, if looking at the decision consistency between 
the 3PL/GR and 1 PL/PC calibration models, it is reported that there is a 90.4% agreement 
of performance classifications based on the binary decision, and 74.9% agreement of 
performance classifications based on the four-level decision. 
The important findings imply that if there were 50,000 students in a state and by 
the choice of a well fitting model, a 4% improvement (80% to 84%) in DA would lead to 
2000 more students being correctly classified. Moreover, choice of model for proficiency 
classification would impact the pass-fail classifications of 5000 students, which is 10% of 
50.000. 
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Table 4. 2 Classifications to Performance Categories with Each Model. (The results 
below are expressed as percentages.) 
1 PL/PC vs. True Classifications 
W NI P A Total 
w 3.95 3.85 0 0 7.8 
NI 0.03 30.31 0 0 30.34 
P 0 8.08 22.29 0 30.37 
A 0 0 20.54 10.94 31.49 
Total 13.07 29.04 27.72 30.24 100.00 
3 PL/GR vs. True Classifications 
W NI P A Total 
W 10.90 1.68 0.00 0.00 12.58 
NI 2.17 24.18 3.05 0.00 29.40 
P 0.00 3.18 21.81 2.91 27.90 
A 0.00 0.00 2.86 27.26 30.12 
Total 13.07 29.04 27.72 30.17 100.00 
Table 4. 3. Classifications to Binary Performance Categories with Each Model. 
True Classifications 
NP (W & B) P (P & A) Total 
Predicted P (P & A) 38.92 3.05 41.97 
3PL/GRM NP (W & B) 3.18 54.84 58.02 
Total 42.1 57.89 100 
True Classifications 
NP (W & B) P (P & A) Total 
Predicted P (P & A) 40 5.17 45.17 
1 PL/PCM NP (W & B) 2.11 52.72 54.83 
Total 42.11 57.89 100 
3PL-GRM Predicted 
NP (W & B) P (P & A) Total 
Predicted P (P & A) 38.75 6.42 45.17 
1 PL/PCM NP (W & B) 3.23 51.6 54.83 
Total 41.98 58.02 100 
Table 4. 4 Kappa, Decision Consistency (DC) and Decision Accuracy (DA) with Each 
Model 
Kappa 
(4 Categories) 
Kappa 
(2 Categories) 
3PL-GRM vs. True 0.80 0.90 
1PL-PCM vs. True 0.70 0.90 
3PL-GRM vs. 1 PL-PCM 0.70 0.80 
DA/DC DA/DC 
(4 Categories) (2Categories) 
3PL-GRM vs. True 42075 (84.2) 46880 (93.8) 
1 PL-PCM vs. True 39905 (79.8) 46360 (92.7) 
3PL-GRM vs. 1 PL-PCM 37455 (74.9) 45175 (90.4) 
In sum, several investigations of the consequences of model misfit were able to be 
highlighted: (1) With several of the data sets under study, test scores were noticeably less 
well recovered with the misfitting model; and (2) there were practically significant 
differences in the accuracy of classifications with the model that fit the data less well. 
On a relate note, the findings in the study are not generalizable to other data sets, 
and the study was biased in favor of the best-fitting model. Further investigation would 
be to use one-parameter or two-parameter models as the best-fitting model, and to fit 
different IRT models and to compare the results for addressing the consequence issue. 
However, the key message is that practical ways are available to study model fit, and, 
model lit or misfit can have consequences that should be considered in choosing a model. 
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CHAPTER 5 
CONSEQUENCES OF IRT MODEL MISFIT IN ASSESSING ACADEMIC GROWTH 
5.1 Statement of the Problem 
A study is described in this chapter in which model misfit on the validity of test 
score equating was investigated, and most importantly, the consequence of misfit on the 
assessment of growth was addressed. Section 5.1 states the background of the problem. 
Section 5.2 descries the purpose of the study. Section 5.3 proposes the design and 
procedures of the study. Finally, section 5.4 reports the results and findings. 
Different forms of state achievement tests and credentialing exams are 
administered each year, and the scores of each form may not be comparable due to test 
difficulty variations. Considering the test forms may not be suitably equivalent, statistical 
adjustment (i.e., equating) is required. An important consequential issue is the model-data 
fit and misfit. In practice, an IRT model is chosen at the beginning of testing and then is 
applied from one administration to the next. However, is the model appropriate in terms 
of goodness-of-fit? What is the impact of misfit on equating? 
5.2 Purpose of the Study 
The purpose of the study was to investigate the consequences of IRT model misfit 
in assessing in terms of accuracies of ability estimates and consistency of proficiency 
classifications, and assessment of growth from year to year. To the extent possible, this 
study was designed to reflect common equating practice, and the major variable of 
interest was model misfit. 
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5.3 Design of the Study 
5.3.1 Design and Procedures 
Data from the 2006 and 2007 administrations of a grade-level mathematics 
assessment from a high-stakes statewide examination program was analyzed. The 2006 
data consists of responses from 72,265 students to 78 items, in which there were 39 
scoring items and 39 equating items. The 2007 data consisted of responses from 71,900 
students to 78 items, in which there were 39 scoring items and 39 equating items. Most of 
the equating items are common across both administrations. For each year, the 
operational scoring items are administrated to all examinees, and 1 of 12 blocks of 7 or 8 
equating items were administrated to each examinee. In each case, examinee scores were 
based only on the scoring items that are administrated to all examinees. Thus, the 
examination implemented a matrix-sample external anchor equating design with 
approximately 5,000 examinees in each of the external blocks. 
The data design is described in Table 5. 1. P’ and Q’ represent the populations in 
the administration of reference year (2006) and focal year (2007), respectively. 
Examinees in the reference year were taking operational scoring items in form X, and 
examinees in the focal year were taking operational scoring items in form Y. The equating 
items in form A were administrated to examinees in the reference year and the focal year. 
In each of the forms X, Y, and A, 29 items were multiple choice (MC), 5 were short 
answers (SA) scored to 0 and 1, and 5 were constructed responses (CR) scored from 0 to 
4. The maximum test score was 54 points in each form. Three-parameter logistic (3PL), 
two-parameter logistic (2PL), and graded response model (GRM; Samejima, 1969) were 
applied to fit the MC, SA and CR items in each form, respectively. 
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A simulation study was implemented in the study by varying three factors: (1) 
choice of IRT model, (2) amount of growth, and (3) equating design. 
In terms of the model factor: three-parameter logistic (3 PL) model, two-parameter 
logistic (2PL) model, and one-parameter logistic (1PL) model were applied to fit the 
dichotomous test data; the graded response model (GRM) (Samejima, 1969) and the 
partial credit model (PCM) (Masters, 1982) were used to fit the polytomous test data. The 
combinations of some of the IRT models were applied for calibrating the mixed format 
test data 3PL (for MC)/2PL (for SA)/GRM (for CR) and 1PL (for MC)/1PL (for 
SA)/PCM (for CR). The generalized partial credit model (GPCM) (Muraki, 1992) was 
not considered since there is no evidence in the measurement literature that shows 
obviously different results by using GRM or GPCM. 
Table 5.1 The Structure of Scoring and Equating Items During Administrations. 
Scoring 
Items 
X 
Scoring 
Items 
Y 
Equating 
Items 
A 
Administration 2006 
(Reference) V V 
Population P’ 
Administration 2007 
(Focal) V V 
Population O’ 
Different amounts of growth were built into the simulation study. In the reference 
year administration (a starting point), a normal distribution of true ability with mean of 
0.0 and standard deviation of 1.0 was set up. In the focal year administration, two 
conditions were employed. One condition was to construct a normal distribution of true 
ability with a mean of 0.25 and standard deviation of 1.0, another condition was to 
generate a normal distribution of true ability with a mean of 0.50 and standard deviation 
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of 1.0. Ability means of 0.25 and 0.50 were expected to produce a large amount of 
growth, especially the latter. 
Regarding the third factor, two equating designs were implemented (see section 
2.4 for a description of the equating design). First, a mean-sigma linear transformation 
was applied to equate separate calibrations from the focal year to the reference year. Next, 
FCIP calibration was implemented. The examinee response data for both administrations 
are separately calibrated. The reference year administration was regarded as a starting 
point (base year) so that the subsequent administrations could be equated into this scale. 
Then, the focal year data were re-calibrated with the item parameters for equating items 
fixed to values from the reference year administration. The above procedure resulted in 
placing all item parameters on a common metric. 
There were two major steps in the simulation: data generation and data calibration. 
In the first step, realistic item parameter estimates based on state assessment data were 
applied. For operational scoring items, true item parameter values were taken exactly 
from the forms X and Y. There were 39 items (29 were multiple choices, 5 were short 
answers, and 5 were constructed responses) for each administration. For equating items, 
39 items were randomly selected from form A. A large sample of examinees (50,000) for 
each administration was generated. In the reference year administration, for population P, 
true ability (O') was simulated from a normal distribution with mean of 0.00 and standard 
deviation ol 1.0. In the focal year administration, for population Q, true ability (0) was 
simulated from a normal distribution with mean of 0.25 and standard deviation of 1.0 and 
a normal distribution with mean of 0.50 and standard deviation of 1.0. Such design builds 
potential growth during administrations. A computer program, WINGEN (Han, 2006), 
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was used to simulate the item response data. Two sets of test data were simulated: one 
(Test 1) is a pseudo-test, and the structure is described in Table 5. 2; the other one (Test 2) 
is for equating, and the structure is described in Table 5.3. Test 2 mimics the matrix 
block design in the operational administration, in which examinees of P in reference year 
took operational scoring items form X and equating items from form A, examinees of Q 
in focal year took operational scoring items form Y and equating items from form A. The 
data collection design is called the Non-Equivalent Groups with an Anchor test (NEAT) 
design (von Davier, Holland, & Thayer, 2004). In the pseudo-test (Test 1), each examinee 
from population P and Q received administration of all items from forms X, Y, and A. 
That is, each examinee took all of the 117 items in the combination of forms X, Y and A. 
Such a design attempted to eliminate the error due to the way of data collection in the 
Non-Equivalent Groups with Anchor test (NEAT) design. 
Table 5. 2 The Structure of Test 1 That Is Generated (a “pseudo-test”). 
Scoring Items 
X 
Scoring Items 
Y 
Equating Items 
A 
P (Ref. Year) V V V 
Q (Focal Year) V V V 
5. 3 The Structure of Test 2 That Is Generated. (NEAT design) 
Scoring Items Scoring Items Equating Items 
X Y A 
P (Ref. Year) V V 
Q (Focal Year) V V 
In the second step, before data were calibrated, a small study was conducted to 
assure the appropriate setup of PARSCALE runs. This small side-study was added 
because of a problem that has risen recently for many states equating tests using FCIP. 
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According to a recent discussion (Kim, 2006), it was recommended to add command 
options “POSTERIOR'’ and “FREE = (NOADJUST, NOADJUST)” in the command line 
of “CALI B”. The new command codes allow the underlying ability distribution to keep 
updated and no rescaling is involved during estimation cycles in the PARSCALE run. It 
is the hope that such a setup is able to produce a relatively more accurate measure of 
growth, than the traditional way researchers have used PARSCALE with the FCIP 
equating design. To get an idea how the results differ with and without the new line of 
codes, two different setups were attempted, and results were highlighted. 
Next, 3PL/GR and 1 PL/PC models were applied to concurrently calibrate the item 
responses in Test 1 (the pseudo-test), and this can serve as a baseline for assessing growth 
within each model set. In test 2 with the NEAT design, data were calibrated by using a 
mean-sigma linear transformation with separate calibrations and FCIP calibration under 
3PL/GR and 1 PL/PC models. 
In the data calibrations, PARSCALE 4.1 (Muraki & Bock, 1996) was used with 
the default options and the following optional commands: RIDGE, TPRIOR, GPRIOR, 
SPRIOR. To allow the underlying ability distribution to be updated and no rescaling 
involved during the cycles, POSTERIOR and FREE = (NOADJUST, NOADJUST) 
options were applied in the calibration command line. Additionally, the maximum 
number of expectation-maximization (EM) cycles attempted to reach convergence was 
increased to 100, and the convergence criterion was set to 0.001. 
5.3.2 Measures of Growth 
Given that different IRT models provide their own reporting scale, expected 
scores can serve as a measure of ability to assess academic growth so that comparisons 
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across models can be made. Under each condition, IRT model based expected scores 
were calculated and compared to their corresponding true scores. The expected scores 
were transformed from ability (theta) metric by utilizing the test characteristic curves 
(TCCs) that was constructed based on different IRT models. Biases were computed 
between the expected scores and the truth using an R computer program. EXPSCORE , 
written by the author (Zhao, 2006). 
Another important outcome in many examinations that assess academic growth 
involves the classification of examinees into performance categories. Similar to study 2 
in this study, four performance levels (“below basic” (BB), “basic” (B), “proficient” (P), 
and “advanced” (A) were applied, and the four performance categories were converted 
into pass and fail decision categories to obtain an additional and relevant criterion. 
Decision accuracy was addressed to investigate how accurate the academic growth is 
captured by using different IRT models and various equating designs. Passing rate was 
calculated to evaluate the amount of growth measures across IRT models and equating 
methods. The consequences of IRT misfit in assessing growth were further discussed. 
5.3 Results 
5.3.1 PARSCALE Syntax Side Study 
A small study was conducted in Test 1 to assure the appropriate setup of 
PARSCALE runs. 3PL/GR models were applied to calibrate Test 1 reference year, and 
equate Test 1 focal year with growth of 0.50 onto reference year by using FCIP. Two 
PARSCALE setup was carried out: with “POSTERIOR” and “FREE = (NOADJUST, 
NOADJUST)” in the command line of “CALIB” and without the two options. 
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The mean of abilities of all examinees in focal year administration was expected 
to be close to 0.50, the simulation condition. It was found that with POSTERIOR and 
FREE options, the mean of abilities was 0.434, whereas the mean was down to 0.415 
when the two options were not included. Although both versions of syntax tended to 
underestimate the amount of growth in term of ability estimates, including 
“POSTERIORY and “FREE = (NOADJUST, NOADJUST)” in the command line of 
“CALIB” resulted in more accurate estimates and closer to the truth, compared to the 
results without the syntax codes. 
5.3.2 Descriptive Statistics 
Descriptive statistics of number of correct scores for the 3 pseudo-tests and 3 tests 
with NEAT design were summarized in Table 5.3 and Table 5.4. “Scoring Items of Ref. 
Year’* refers to 39 scoring items in Form X, “Equating Items” refers to 39 equating items 
in Form A, and “Scoring Items of Focal Year” refers to 39 scoring items in Form Y. 
Within each form X, Y and A, the means of raw scores increased from reference year to 
focal year. The means of raw scores in the growth condition of 0.50 were larger than 
those in the growth condition of 0.25, as expected. 
In addition, raw scores distributions are becoming more negative skewed and less 
platykurtic. In other words, there appears to be general improvement in the performance 
of higher performing examinees. Noted that although the higher scoring examinees are 
showing improvement, there may not be significant change in the proportion of 
examinees classified as fail or pass. 
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Table 5.3 Descriptive Statistics of Raw Scores in Test 1 
Admin Form Mean SD Min Max Skew- Kurto- 
Ness sis 
Ref. 
Year 
0(0,1) 
Scoring Items of 
Ref. Year (X) 34.01 10.30 3 54 -0.31 -0.66 
Equating Items 
(A) 
Scoring Items of 
Focal Year (Y) 
31.94 
31.35 
10.31 
10.42 
3 
1 
54 
54 
-0.15 
-0.14 
-0.77 
-0.73 
Focal 
Scoring Items of 
Ref. Year (X) 36.32 9.99 3 54 -0.46 -0.49 
Year 
<9(0.25,1) 
Growth: 
.25 
Equating Items 
(A) 34.28 10.11 4 54 -0.30 -0.69 
Scoring Items of 
Focal Year (Y) 33.74 10.23 3 54 -0.29 -0.66 
Focal 
Year 
Scoring Items of 
Ref. Year (X) 38.58 9.47 4 54 -0.64 -0.19 
#(0.5,1) 
Growth: 
.50 
Equating Items 
(A) 36.54 9.77 5 54 -0.49 -0.45 
Scoring Items of 
Focal Year (Y) 36.05 9.91 2 54 -0.46 -0.46 
Table 5.4 Descriptive Statistics of Raw Scores in Test 2 
Admin Form Mean SD Min Max Skew¬ 
ness 
Kurto- 
sis 
Ref. 
Year 
#(0,1) 
Scoring Items of 
Ref. Year (X) 33.92 10.32 3 54 -0.29 -0.67 
Equating Items 
(A) 31.86 10.32 2 54 -0.14 -0.77 
Focal 
Year 
Equating Items 
(A) 34.24 10.16 4 54 -0.31 -0.68 
#(0.25,1) 
Growth: 
.25 
Scoring Items of 
Focal Year (Y) 33.76 10.31 2 54 -0.30 -0.64 
Focal 
Year 
Equating Items 
(A) 36.48 9.76 4 54 -0.47 -0.48 
#(0.5,1) 
Growth: 
.50 
Scoring Items of 
Focal Year (Y) 36.02 9.89 3 54 -0.45 -0.48 
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The means of raw scores highlighted are of interest because these statistics are 
available for operational administrations. Given this. Table 5.6 and Table 5.7 represent 
the means in another way, in which how the data were collected and how the equating 
was designed. 
Table 5.6 Mean of Raw Scores in Test 1 That Is Generated (a “pseudo-test”). 
Scoring Items 
X 
Scoring Items 
Y 
Equating Items 
A 
P (Ref. Year) 34.01 31.35 31.94 
Q (Focal Year) 
Growth: 0.25 
36.32 33.74 34.28 
Q (Focal Year) 
Growth: 0.50 38.58 36.05 36.54 
Table 5.7 Mean of Raw Scores in Test 2 That Is Generated (NEAT design). 
Scoring Items Scoring Items Equating Items 
X Y A 
P (Ref. Year) 33.92 31.86 
Q (Focal Year) 
Growth: 0.25 33.76 34.24 
Q (Focal Year) 
Growth: 0.50 36.02 36.48 
Tables 8 and 9 illustrate descriptive statistics of expected scores in Test 1 and Test 
2. Under the 3PL/GR model set, means of expected scores have improved from growth of 
0.25 to growth of 0.50 in both Tests 1 and 2. Similar trend happened when the 1 PL/PC 
model set was applied in Test 1 and the combination of the 1 PL/PC model set and linear 
equating was used in Test 2. To get an idea of how accurate the expected scores were, 
dillerence scores (mean expected scores — mean raw scores) under each condition were 
computed and plotted in Figures 5.1 and 5.2. In Test 1, the absolute differences between 
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Table 5.8 Descriptive Statistics of Expected Scores in Test 1 
Admin Model Mean SD Min Max 
Skew-ne 
ss 
Kurto- 
sis 
Ref. 3PL/GR 34.16 9.50 7.86 53.1 -0.31 -0.70 
Ref. 1 PL/PC 34.33 8.96 7.23 53.15 -0.25 -0.71 
Focal 
Growth: .25 3PL/GR 
33.79 9.47 7.51 52.71 -0.28 -0.72 
Focal 
Growth: .25 1 PL/PC 33.42 9.07 6.24 52.65 -0.30 -0.61 
Focal 
Growth: .50 3PL/GR 36.08 9.18 7.45 52.81 -0.47 -0.51 
Focal 
Growth: .50 1 PL/PC 35.38 8.58 6.61 52.60 -0.45 -0.40 
Table 5.9 Descriptive Statistics of Expected Scores in Test 2 
Admin 
Model & 
Equating 
Mean SD Min Max 
Skew¬ 
ness 
Kurto- 
sis 
Ref. 3PL/2GR 33.92 9.45 8.18 52.60 -0.29 -0.74 
Ref. 1 PL/PC 33.93 9.58 5.19 52.85 -0.26 -0.75 
Focal 
Growth: .25 
3PL/GR 
Linear 
31.82 9.54 7.65 52.15 -0.14 -0.80 
Focal 
Growth: .25 
3PL/GR 
FCIP 
33.77 9.50 8.03 52.37 -0.29 -0.73 
Focal 
Growth: .25 
1 PL/PC 
Linear 
31.53 
10.7 
5 4.19 52.55 
-0.20 -0.86 
Focal 
Growth: .25 
1 PL/PC 
FCIP 
33.60 9.42 6.42 52.45 -0.31 -0.66 
Focal 
Growth: .50 
3PL/GR 
Linear 
32.55 9.16 7.73 51.84 -0.19 -0.75 
Focal 
Growth: .50 
3PL/GR 
FCIP 
36.04 9.19 8.05 52.78 -0.46 -0.55 
Focal 
Growth: .50 
3PL/GR 
Linear 
29.88 9.32 4.47 51.49 0.03 -0.72 
Focal 
Growth: .50 
3PL/GR 
FCIP 
35.96 9.43 4.82 52.61 -0.51 -0.46 
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3PL/GR based expected scores and raw scores ranged from 0.03 to 0.16. and the absolute 
differences between 1 PL/PC based expected scores and raw scores ranged from 0.32 to 
0.97. In the focal year administration in where there was amount of growth built, 3PL/GR 
produced higher expected scores than raw scores, but 1 PL/PC produced lower expected 
scores than raw scores. In Test 2, FCIP obtained closer scores to raw scores than linear 
equating, regardless of the model or amount of growth. The differences between FCIP 
expected scores and raw scores ranged from 0.01 to 0.02, while the differences between 
linear equating expected scores and raw scores ranged from 1.94 to 6.14. 
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5.4.3. Classification Consistency and Accuracy 
The cut off scores to establish the performance levels were set on the raw score 
metric. In the reference year, the cut-off scores were determined based on the operational 
large scale assessment; in the focal year, the cut-off scores were determined based on 
conversions between focal year and reference year. Table 5.10 provides all the cut-off 
scores. Based on the cut-off scores, students of reference year and focal year in Test 1 and 
Test 2 were classified into four performance levels, and the four levels converted to 
pass/fail binary categories. The classification consistencies between reference year and 
focal year are reported in Table 5.11 and Table 5.12. In Test 1, 41.03% students were 
classified into the pass category in the reference year, and 53.5% of students were 
categorized as Pass in the 0.25 growth condition of the focal year, and 62.65% students 
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were categorized as Pass in the condition of 0.50 growth in the focal year. That is, 
12.47% (6,235) students were changed from fail to pass in the 0.25 growth condition, and 
21.62% (10,810) students were moved from fail to pass in the 0.50 growth condition. 
Similarly, in Test 2, 12.9% (6,450) students were changed from fail to pass in the 0.25 
growth condition, and 21.78% (10,890) students were moved from fail to pass in the 0.50 
growth condition. The classification consistency and passing rate in Tables 5.11 and 5.12 
were all based on the raw score metric without any model and equating methods involved, 
the statistics can be served as a baseline for future comparisons. 
On the generated data, 3PL/GR and 1 PL/PC models were used to calibrate each 
administration in Test 1; 3PL/GR and 1 PL/PC models and linear equating and FCIP 
calibration were applied in each administration in Test 2. For each administration, the 
agreement of percentage of students classified at each of four performance categories by 
using raw scores and expected scores was calculated. Total number of students and 
percentage of students were summarized in each of the four performance categories and 
pass/fail binary categories from Table 5.13 to Table 5.18. Decision accuracy for each 
comparison was provides in Table 5.19. 
Decision accuracy ranged from 74% to 92% under 3PL/GR models, and from 
69% to 97% under 1 PL/PC models in all conditions that year, amount of growth and 
equating methods varied. Both 3PL/GR and 1 PL/PC models produced a high degree of 
agreement of decision accuracy in four performance categories and pass/fail categories; 
Table 5.10 Cut-Off Scores in the Reference Year and Focal Year Administration 
Below Basic/Basic Basic/Proficient Proficient/Advanced 
Reference Year 21.0 37.0 49.0 
Focal Year 18.0 33.0 46.5 
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Table 5.11 Classification Consistency by Growth in Test 1 
Reference Year 
Focal Year 
Growth 0.25 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
597 1960 1568 206 4331 
23251 
1.19 3.92 3.14 0.41 8.66 
B 
2516 8569 6919 916 18920 
46.5 
5.03 17.14 13.84 1.83 37.84 
P 
P 
2908 9727 7697 1054 21386 
26749 
5.82 19.45 15.39 2.11 42.77 
A 
705 2503 1913 242 5363 
53.5 
1.41 5.01 3.83 0.48 10.73 
Total N 
Total % 
6726 22759 18097 2418 
13.45 45.52 36.19 4.84 
Total N (F/P) 29485 20515 
Total % (F/P) 58.97 41.03 
Reference Year 
Focal Year 
Growth 0.50 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
348 1273 1007 106 2734 
18675 
0.7 2.55 2.01 0.21 5.47 
B 
2173 7188 5798 782 15941 
37.35 
4.35 14.38 11.6 1.56 31.88 
P 
P 
3169 10733 8483 1159 23544 
31325 
6.34 21.47 16.97 2.32 47.09 
A 
1036 3565 2809 371 7781 
62.65 
2.07 7.13 5.62 0.74 15.56 
Total N 
Total % 
6726 22759 18097 2418 
13.45 45.52 36.19 4.84 
Total N (F/P) 29485 20515 
Total % (F/P) 58.97 41.03 
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Table 5.12 Classification Consistency by Growth in Test 2 
Reference Year 
Focal Year 
Growth 0.25 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
1.2 3.86 3.19 0.45 8.7 
23209 
2567 8669 6737 886 18859 
B 
5.13 17.34 13.47 1.77 37.72 
46.42 
3000 9635 7625 1006 21266 
P 
P 
6 19.27 15.25 2.01 42.53 
26791 
736 2518 1996 275 5525 
A 
1.47 5.04 3.99 0.55 11.05 
53.58 
1.2 3.86 3.19 0.45 8.7 
Total N 
Total % 
6905 22753 17951 2391 
13.81 45.51 35.9 4.78 
Total N (F/P) 29658 20342 
Total % (F/P) 59.32 40.68 
Reference Year 
Focal Year 
Growth 0.50 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
364 1248 1010 117 2739 
18772 
0.73 2.5 2.02 0.23 5.48 
B 
2243 7179 5770 841 16033 
37.54 
4.49 14.36 11.54 1.68 32.07 
P 
P 
3193 10854 8341 1063 23451 
31228 
6.39 21.71 16.68 2.13 46.9 
A 
1105 3472 2830 370 7777 
62.46 
2.21 6.94 5.66 0.74 15.55 
Total N 
Total % 
6905 22753 17951 2391 
13.81 45.51 35.9 4.78 
Total N (F/P) 29658 20342 
Total % (F/P) 59.32 40.68 
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however, differences were identified in terms of passing rate. 3PL/GR model produced 
closer passing rate to the baseline than 1 PL/PC. 1 PL/PC models tended to classify more 
examinees at the fail category than 3PL/GR, regardless of years, amount of growth and 
equating methods. FCIP tended to classify more examinees in the passing category than 
linear equating. 
Figures 5.3 and 5.4 plotted passing rates across years, amount of growth, models 
and equating methods. Test 1 and Test 2 had the same trend of growth. That is, passing 
rates in focal year administrations have increased. The passing rates have improved more 
in the growth of 0.50 condition than those in the 0.25 growth condition. However, the 
amount of increase did differ. In Test 1, compared to the 12.47% and 21.62% growth in 
the baseline, 3P/GR produced 12.92% and 22.54% growth and 1 PL/PC produced 15.31% 
and 23.79% shift from fail to pass. The differences of growth between 3PL/GR and 
baseline were 0.54 and 0.92, whereas the differences between 1 PL/PC and the baseline 
were 2.84 and 2.17. In other words, choice of model impacted over a thousand examinees 
being placed into different performance categories. 3PL/GR models produced closer 
amount of growth to the baseline than the 1 PL/PC models. Clearly in Figures 5.5 and 5.6, 
FCIP produced similar amount of growth as the baseline, whereas linear equating 
produced less amount of growth. 
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Table 5.13 Classification Accuracy in Test 1 Reference Year 
True 
3PL/GR 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
4704 597 0 0 5301 
28740 
9.41 1.19 0 0 10.6 
B 
2022 19378 2039 0 23439 
57.48 
4.04 38.76 4.08 0 46.88 
P 
P 
0 2784 15626 1130 19540 
21260 
0 5.57 31.25 2.26 39.08 
A 
0 0 432 1288 1720 
42.52 
0 0 0.86 2.58 3.44 
Total N 
Total % 
6726 22759 18097 2418 
13.45 45.52 36.19 4.84 
Total N (F/P) 29485 20515 
Total % (F/P) 58.97 41.03 
True 
1 PL/PC 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
4575 512 0 4575 10.17 
30535 
9.15 1.02 0 9.15 25448 
B 
2151 20424 2873 2151 50.9 
61.07 
4.3 40.85 5.75 4.3 18365 
P 
P 
0 1823 15074 0 36.73 
19465 
0 3.65 30.15 0 1100 
A 
0 0 150 0 2.2 
38.93 
0 0 0.3 0 10.17 
Total N 
Total % 
6726 22759 18097 2418 
13.45 45.52 36.19 4.84 
Total N (F/P) 29485 20515 
Total % (F/P) 58.97 41.03 
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Table 5.14 Classification Accuracy in Test 1 Focal Year Growth 0.25 
True 
3PL/GR 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
2668 385 0 0 3053 
22278 
5.34 0.77 0 0 6.11 
B 
1663 15782 1780 0 19225 
44.56 
3.33 31.56 3.56 0 38.45 
P 
P 
0 2753 18940 1824 23517 
27722 
0 5.51 37.88 3.65 47.03 
A 
0 0 666 3539 4205 
55.44 
0 0 1.33 7.08 8.41 
Total N 
Total % 
4331 18920 21386 5363 
8.66 37.84 42.77 10.73 
Total N (F/P) 23251 26749 
Total % (F/P) 46.5 53.5 
True 
1 PL/PC 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
2562 292 0 0 2854 
22879 
5.12 0.58 0 0 5.71 
B 
1769 16233 2023 0 20025 
45.76 
3.54 32.47 4.05 0 40.05 
P 
P 
0 2395 19122 2648 24165 
27121 
0 4.79 38.24 5.3 48.33 
A 
0 0 241 2715 2956 
54.24 
0 0 0.48 5.43 5.91 
Total N 
Total % 
4331 18920 21386 5363 
8.66 37.84 42.77 10.73 
Total N (F/P) 23251 26749 
Total % (F/P) 46.5 53.5 
Table 5.15 Classification Accuracy in Test 1 Focal Year Growth 0.50 
True 
3PL/GR F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F BB 1569 268 0 0 1837 17471 
3.14 0.54 0 0 3.67 
B 1165 12990 1479 0 15634 34.94 
2.33 25.98 2.96 0 31.27 
P P 0 2683 21105 2328 26116 32529 
0 5.37 42.21 4.66 52.23 
A 0 0 960 5453 6413 65.06 
0 0 1.92 10.91 12.83 
Total N 
Total % 
2734 15941 23544 7781 
5.47 31.88 47.09 15.56 
Total N (F/P) 18675 31325 
Total % (F/P) 37.35 62.65 
True 
1 PL/PC F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F BB 1429 166 0 0 1595 18639 
2.86 0.33 0 0 3.19 
B 1305 13740 1999 0 17044 37.28 
2.61 27.48 4 0 34.09 
P P 0 2035 21331 3949 27315 31361 
0 4.07 42.66 7.9 54.63 
A 0 0 214 3832 4046 62.72 
0 0 0.43 7.66 8.09 
Total N 
Total % 
2734 15941 23544 7781 
5.47 31.88 47.09 15.56 
Total N (F/P) 18675 31325 
Total % (F/P) 37.35 62.65 
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Table 5.16 Classification Accuracy in Test 2 Reference Year 
True 
3PL/GR F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F BB 4893 421 0 0 5314 28948 
9.79 0.84 0 0 10.63 
B 2012 19872 1750 0 23634 57.9 
4.02 39.74 3.5 0 47.27 
P P 0 2460 15871 1115 19446 21052 
0 4.92 31.74 2.23 38.89 
A 0 0 330 1276 1606 42.1 
0 0 0.66 2.55 3.21 
Total N 
Total % 
6905 22753 17951 2391 
13.81 45.51 35.9 4.78 
Total N (F/P) 29658 20342 
Total % (F/P) 59.32 40.68 
True 
1 PL/PC F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F BB 5158 540 0 0 5698 28939 
10.32 1.08 0 0 11.4 
B 1747 19901 1593 0 23241 57.88 
3.49 39.8 3.19 0 46.48 
P P 0 2312 15905 903 19120 21061 
0 4.62 31.81 1.81 38.24 
A 0 0 453 1488 1941 42.12 
0 0 0.91 2.98 3.88 
Total N 
Total % 
6905 22753 17951 2391 
13.81 45.51 35.9 4.78 
Total N (F/P) 29658 20342 
Total % (F/P) 59.32 40.68 
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Table 5.17 Classification Accuracy in Test 2 Focal Year Growth 0.25 
True 
3PL/GR 
Linear 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
3542 839 0 0 4381 26445 
7.08 1.68 0 0 8.76 
B 
808 17254 4002 0 22064 52.89 
1.62 34.51 8 0 44.13 
P 
P 
0 766 17167 2971 20904 23555 
0 1.53 34.33 5.94 41.81 
A 
0 0 97 2554 2651 
47.11 
0 0 0.19 5.11 5.3 
Total N 
Total % 
4350 18859 21266 5525 
8.7 37.72 42.53 11.05 
Total N (F/P) 23209 26791 
Total % (F/P) 46.42 53.58 
True 
3PL/GR 
FCIP 
F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F 
BB 
2872 281 0 0 3153 
22308 
5.74 0.56 0 0 6.31 
B 
1478 16119 1558 0 19155 
44.62 
2.96 32.24 3.12 0 38.31 
P 
P 
0 2459 19175 1784 23418 
27692 0 4.92 38.35 3.57 46.84 
A 
0 0 533 3741 4274 
55.38 0 0 1.07 7.48 8.55 
Total N 
Total % 
4350 18859 21266 5525 
8.7 37.72 42.53 11.05 
Total N (F/P) 23209 26791 
Total % (F/P) 46.42 53.58 
Continued, next page. 
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Table 5.17, cont'd.: 
True 
1 PL/PC 
Linear 
F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F BB 4126 2502 0 0 6628 26707 
8.25 5 0 0 13.26 
B 224 15718 4137 0 20079 53.41 
0.45 31.44 8.27 0 40.16 
P P 0 639 16696 1795 19130 23293 
0 1.28 33.39 3.59 38.26 
A 0 0 433 3730 4163 46.59 
0 0 0.87 7.46 8.33 
Total N 
Total % 
4350 18859 21266 5525 
8.7 37.72 42.53 11.05 
Total N (F/P) 23209 26791 
Total % (F/P) 46.42 53.58 
True 
1 PL/PC 
FCIP 
F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F BB 2925 301 0 0 3226 22316 
5.85 0.6 0 0 6.45 
B 1425 16187 1478 0 19090 44.63 
2.85 32.37 2.96 0 38.18 
P P 0 2371 19534 2186 24091 27684 
0 4.74 39.07 4.37 48.18 
A 0 0 254 3339 3593 55.37 
0 0 0.51 6.68 7.19 
Total N 
Total % 
4350 18859 21266 5525 
8.7 37.72 42.53 11.05 
Total N (F/P) 23209 26791 
Total % (F/P) 46.42 53.58 
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Table 5.18 Classification Accuracy in Test 2 Focal Year Growth 0.50 
True 
3PL/GR 
Linear 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
2346 1009 0 0 3355 24987 
4.69 2.02 0 0 6.71 
B 
393 14800 6439 0 21632 49.97 
0.79 29.6 12.88 0 43.26 
P 
P 
0 224 16992 5103 22319 25013 
0 0.45 33.98 10.21 44.64 
A 
0 0 20 2674 2694 
50.03 
0 0 0.04 5.35 5.39 
Total N 
Total % 
2739 16033 23451 7777 
5.48 32.07 46.9 15.55 
Total N (F/P) 18772 31228 
Total % (F/P) 37.54 62.46 
True 
3PL/GR 
FCIP 
F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F 
BB 
1597 213 0 0 1810 
17513 
3.19 0.43 0 0 3.62 
B 
1142 13287 1274 0 15703 
35.03 2.28 26.57 2.55 0 31.41 
P 
P 
0 2533 21317 2048 25898 
32487 0 5.07 42.63 4.1 51.8 
A 
0 0 860 5729 6589 
64.97 0 0 1.72 11.46 13.18 
Total N 
Total % 
2739 16033 23451 7777 
5.48 32.07 46.9 15.55 
Total N (F/P) 18772 31228 
Total % (F/P) 37.54 62.46 
Continued, next page. 
77 
Table 5.18, confd.: 
True 
1 PL/PC 
Linear 
F P Total N/Total % 
BB B P A 4 Perf. Level 
F/P 
F 
BB 
2679 3233 0 0 5912 
26526 
5.36 6.47 0 0 11.82 
B 
60 12724 7829 1 20614 
53.05 
0.12 25.45 15.66 0 41.23 
P 
P 
0 76 15548 4070 19694 
23474 
0 0.15 31.1 8.14 39.39 
A 
0 0 74 3706 3780 
46.95 
0 0 0.15 7.41 7.56 
Total N 
Total % 
2739 16033 23451 7777 
5.48 32.07 46.9 15.55 
Total N (F/P) 18772 31228 
Total % (F/P) 37.54 62.46 
True 
1 PL/PC 
FCIP 
F P Total N/Total % 
BB B P A 
4 Perf. Level 
F/P 
F 
BB 
1679 211 0 0 1890 16890 
3.36 0.42 0 0 3.78 
B 
1060 12930 1010 0 15000 33.78 
2.12 25.86 2.02 0 30 
P 
P 
0 2892 21443 1884 26219 33110 
0 5.78 42.89 3.77 52.44 
A 
0 0 998 5893 6891 66.22 
0 0 2 11.79 13.78 
Total N 
Total % 
2739 16033 23451 7777 
5.48 32.07 46.9 15.55 
Total N (F/P) 18772 31228 
Total % (F/P) 37.54 62.46 
78 
70 
Ref Focal 0.25 Focal 0.50 
Admin/Condition 
♦— Test 1 Raw 
■*— Test 1 3PL/GR 
*- Test 1 1 PL/PC 
Figure 5.3 Passing Rates by Growth and Models in Test 1 
Ref Focal 0.25 Focal 0.50 
Admin/Co nditio n 
Test 2 Raw 
Test 2 3PL/GR Linear 
♦— Test 2 3PL/GR FCIP 
h— Test 2 1 PL/PC Linear 
— Test 2 1 PL/PC FCIP 
Figure 5.4 Passing Rates by Growth, Models and Equating Methods in Test 2 
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Focal 0.25 Focal 0.50 
Growth Condition 
□ Test 1 Raw' 
a Test 1 3PL/GR 
□ Test 1 1 PL/PC 
Figure 5.5 Growth of Passing Rate by Models in Test 1 
30 
25 
Focal 0.25 Focal 0.50 
Growth Condition 
□ Test 2 Raw 
H Test 2 3PL/GR Linear 
□ Test 2 3PL/GR FCIP 
□ Test 2 1 PL/PC Linear 
■ Test 2 1 PL/PC FCIP 
Figure 5.6 Growth of Passing Rate by Models and Equating Methods in Test 2 
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Table 5.19 Decision Accuracy of Four Performance Categories and Pass/Fail Categories 
Model 
3PL/GR 
Test 1 Ref. 
4 DA 2 DA 
Model 
1 PL/PC 
Test 1 Ref. 
4 DA 2 DA 
82 90 82 91 
3PL/GR 
Test 1 Focal 0.25 
4 DA 2 DA 1 PL/PC 
Test 1 Focal 0.25 
4 DA 2 DA 
82 91 81 91 
3PL/GR 
Test 1 Focal 0.50 
4 DA 2 DA 1 PL/PC 
Test 1 Focal 0.50 
4 DA 2 DA 
82 92 81 92 
3PL/GR 
Test 2 Ref. 
4 DA 2 DA 1 PL/PC 
Test 2 Ref. 
4 DA 2 DA 
84 92 85 92 
3PL/GR 
Test 2 Focal 0.25 Linear 
4 DA 2 DA 1 PL/PC 
Test 2 Focal 0.25 Linear 
4 DA 2 DA 
81 90 80 90 
3PL/GR 
Test 2 Focal 0.25 FCIP 
4 DA 2 DA 1 PL/PC 
Test 2 Focal 0.25 FCIP 
4 DA 2 DA 
84 92 84 92 
3PL/GR 
Test 2 Focal 0.50 Linear 
4 DA 2 DA 1 PL/PC 
Test 2 Focal 0.50 Linear 
4 DA 2 DA 
74 87 69 84 
3PL/GR 
Test 2 Focal 0.50 FCIP 
4 DA 2 DA 1 PL/PC 
Test 2 Focal 0.50 FCIP 
4 DA 2 DA 
84 92 84 92 
The study evaluated the consequences of model misfit in assessing academic 
growth. In terms of score precision and passing rate, 3PL/GR models produced more 
accurate estimates than the 1 PL/PC models, and FCIP produced closer results to truth 
than linear equating using the mean and sigma transformation. With respect to decision 
accuracy, both 3PL/GR models and 1 PL/PC models obtained high agreement of 
performance classifications between model estimates and truth. 
Regarding model estimation, the study found the same finding as the last chapter 
which tocused on the study that investigated the impact of model misfit in proficiency 
consistency. Although the study was biased in favor of the simulation model (3PL/GR 
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models in this study), the key message is that choice of model does impact on examinee's 
score estimation and performance classifications. 
In terms of equating methods, FCIP performed better and produced more accurate 
estimates than linear equating using the mean and sigma transformation. The finding is 
consistent with Jodoin, Keller and Swaminathan (2003), in which realistic large score 
assessment was applied and academic growth was assessed using difference parameter 
estimation and equating methods. Linear equating using mean and sigma transformation 
is a commonly used method and well researched. According to previous studies (Baker & 
Al-Karni, 1991; Hanson & Beguin, 2002; Hung et al., 1991; Kim & Cohen, 1992; 
Ogasawara, 2001; Way & Tang, 1991), mean and sigma method provides less stable 
estimates than other methods such as mean/mean method, TCC method, concurrent 
calibration, and the Stocking and Lord method. 
Proficiency classification and passing rates are important indices for examinees' 
performance measure in large scale assessments. In the study where 50,000 examinees 
were analyzed, model misfit would result in 1420 examinees being placed into different 
performance categories when the ability growth is 0.25, and 1085 examinees being 
placed into different performance categories when the ability growth is 0.50. These are 
sizable numbers that indicate the importance of the correct model choice and equating 
procedure. 
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CHAPTER 6 
CONCLUSIONS 
Three studies were included in the thesis, and they addressed the currently used 
goodness-of-fit procedures, proposed graphical displays at the item level, suggested test 
level fit procedures that address the issue of large sample size, examined the impact of 
IRT model misfit on proficiency classifications, and investigated consequences of model 
misfit in assessing academic growth. 
The main focus of the first study was on the use of more and better graphical 
procedures for investigating model fit and misfit through the use of residuals and 
standardized residuals at the item level. In addition, some new graphical procedures and a 
non-parametric test statistic for investigating fit at the test score level were introduced, 
and some examples were highlighted. Based on a realistic dataset from a high school 
assessment, statistical and graphical methods were applied and results were reported. 
Regardless of whether the focus was on item level or test level fit, the three-parameter 
logistic IRT and graded response models suggested good fit. and they appeared to be 
suitable for modeling the dataset in the study. Besides, there were noticeable differences 
between the models (3PL/2PL/GRM vs. 1 PL/PCM) in the fit at the item level, and the 
test level. 
The second study examined the practical consequences of IRT model misfit on 
performance classifications and test score precision. It was found that with several of the 
data sets under study, test scores were noticeably less well recovered with the misfitting 
model; and there were practically significant differences in the accuracy of classifications 
with the model that fit the data less well. 
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The third study evaluated the consequences of model misfit in assessing academic 
growth in terms of test score precision, decision accuracy and passing rate. 3PL/GR 
models produced more accurate estimates than 1 PL/PC models, and FCIP produced 
closer results to truth than linear equating using the mean and sigma transformation. With 
respect to decision accuracy, both 3PL/GR and 1 PL/PC models obtained high agreement 
of performance classifications between model estimates and truth. In the study where 
50.000 examinees were analyzed, model misfit would result in 1420 examinees being 
placed into different performance categories when the ability growth is 0.25, and 1085 
examinees being placed into different performance categories when the ability growth is 
0.50 simply due to the choice of IRT models. 
Assessing model fit is an important part of the test validation process. Assessing 
IRT model fit to item response data is one of the crucial steps before an IRT model can be 
applied with confidence to estimate proficiency or ability levels of examinees, link tests 
across administrations, and assess adequate yearly progress as required by the NCLB 
legislation. However, IRT model fit studies have not received the attention they deserve 
among testing agencies and practitioners. Possible reasons for this neglect are the 
complexity of assessing fit, the lack of understanding of the fit statistics, the absence of 
comprehensive model fit software, and the fact that the likelihood ratio statistics provided 
by commercial software often indicate misfit for most of the items with large sample 
sizes. It is indeed ironic that the highly desirable practice of using large sample sizes to 
minimize item parameter estimation error results in significant item-fit statistics even 
when the model fits the data for all practical purposes. 
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In the IRT field, various methods have been suggested for detecting model misfit, 
such as statistical significance tests. While statistical significance tests have been the 
mainstay in the social and behavioral sciences, they can often be non-informative in the 
context of item response theory. Graphical displays, on the other hand, suffering from a 
certain degree of subjective interpretation, can often provide meaningful insights into the 
nature of model-data misfit and have been recommended strongly by Hambleton and Han 
(2005). It is the hope of the author to see more studies that focus on using graphical 
procedures to examine model data fit. As the study suggested, graphical procedures could 
provide an effective way to help us understand and interpret statistical data. 
While no general agreement has ever been reached on the best methods or 
approaches to use, perhaps the more important comment based upon the research findings 
is that rarely does the research evaluate item misfit by focusing on the consequences of 
using misfitting items and their less than accurate item statistics. Ultimately, it is the 
consequences of the misfit that should be considered in deciding on the merits of a 
particular model for use in particular situations. The second and third studies served 
examples of investigating consequences of IRT model misfit in proficiency classifications 
and academic growth. More important than the results about the actual fit, were the 
methods and procedures that were developed and evaluated to test the practical 
consequences of model misfit. The key message is that practical ways are available to 
study model fit, and, model fit or misfit can have consequences that should be considered 
in choosing a model. 
While IRT models can almost never provide a perfect fit to the test data, evidence 
is substantial that they provide an excellent framework for solving practical measurement 
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problems. It is important, if possible through simulation studies at least, to examine the 
consequence of misfit on measurement outcomes, such as determining proficiency or 
ability scores, assigning examinees to performance categories, equating test scores, 
optimizing item selection when implementing computer-adaptive tests, and investigating 
scale drift and so on. Such consequences studies are essential for successful uses of 1RT 
models in particular situations. 
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APPENDIX A. 
RAW RESIDUAL PLOTS UNDER 3PL/2PL/GR MODELS 
Item 1 (MC) 
Theta 
Item 2 (MC) 
Theta 
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Item 3 (MC) 
Theta 
Item 4 (MC) 
Theta 
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Item 5 (MC) 
Theta 
Item 6 (MC) 
Theta 
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Item 7 (MC) 
Theta 
Item 8 (MC) 
Theta 
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Item 9 (MC) 
Theta 
Item 10 (MC) 
Theta 
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Item 12 (MC) 
Theta 
Item 13 (MC) 
Theta 
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Item 14 (MC) 
Theta 
Item 15 (MC) 
Theta 
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Item 16 (MC) 
Theta 
Item 17 (MC) 
Theta 
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Item 18 (NIC) 
Theta 
Item 19 (NIC) 
Theta 
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Item 20 (MC) 
Theta 
Item 21 (MC) 
Theta 
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Item 22 (MC) 
Theta 
Item 23 (MC) 
Theta 
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Item 24 (MC) 
Theta 
Item 25 (MC) 
Theta 
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Item 26 (MC) 
Theta 
Item 27 (MC) 
Theta 
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Item 28 (MC) 
Theta 
Item 29 (MC) 
Theta 
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Item 30 (NIC) 
Theta 
Item 31 (NIC) 
Theta 
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-
0.
2 
-
0.
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Item 32 (MC) 
Theta 
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Item 33 (SA) 
Theta 
Item 34 (SA) 
Theta 
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Item 35 (SA) 
Theta 
Item 36 (SA) 
Theta 
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Item 37 (CR) 
a=1.36 bl=-1.09 b2=-0.18 b3=0.55 b4=0.88 
ChiSq= 912.41 DF=110 Prob<0 
Scoie Category 0 
Theta 
Score Category 1 
Theta 
Scoie Category 2 
Theta 
Scoie Category 3 
Theta 
Scoie Category 4 
Theta 
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Item 38 (CR) 
a=1.62 bl—0.80 b2=-0.23 b3=-0.04 b4=0.53 
ChiSq= 1304.26 DF=105 Prob<0 
Scoie Coteijoiy 0 
Theta 
Score Category 1 
Theta 
Scoie Category 2 Scoie Categoiy 3 
Theta Theta 
Score Category 4 
Theta 
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Item 39 (CR) 
a=1.53 bl=-0.74 b2=-0.34 b3=0.53 
ChiSq= 1571.52 DF=107 Prob<0 
b4=0.81 
Scoie Categoiy 0 Score Categoiy 1 
Theta Theta 
Scoie Categoiy 2 Scoie Categoiy 3 
Theta Theta 
Scoie Categoiy 4 
Theta 
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Item 40 (CR) 
a= 1.42 bl=-0.90 b2=0.08 b3=0.40 
ChiSq= 1647.54 DF=110 Prob<0 
b4=0.80 
Scoie Categoiy 0 Scoie Category 1 
Theta Theta 
CN 
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o 
o 
CN 
d 
-3 
Scoie Category 2 
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o 
Theta 
Scoie Categoiy 3 
CN _ 
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0
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O “ 
x 
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-2 -1 
T 
0 1 
Theta 
Scoie Categoiy 4 
Theta 
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Item 41 (CR) 
a=l .32 b 1 =-0.54 b2=-0.05 b3=0.41 
ChiSq= 1402.36 DF=114 Prob<0 
b4=0.79 
Score Category 0 Scoie Category 1 
Theta Theta 
Scoie Category 2 Scoie Category 3 
Theta Theta 
Score Category 4 
Theta 
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APPENDIX B. 
STANDARDIZED RESODUAL PLOTS UNDER 3PL/2PL/GR MODELS 
Item 1 (MC) 
a- 0.74 b= -2.08 c= 0.07 ChiSq= 257.61 DF= 30 Prob< 0 
Theta 
Item 2 (MC) 
a- 0.86 b= -0.32 c=0.2 ChiSq= 109.73 DF= 30 Prob< 0 
Theta 
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Item 3 (MC) 
a= 0.89 b= -0.41 c= 0.35 ChiSq= 102.48 DF= 30 Prob< 0 
Theta 
Item 4 (MC) 
a= 0.96 b= -0.9 c= 0.38 ChiSq= 220.11 DF= 30 Prob< 0 
Theta 
111 
Item 5 (MC) 
Theta 
Item 6 (MC) 
0=1.1 b= 0.66 c= 0.38 ChiSq= 190.9 DF= 30 Prob< 0 
Theta 
112 
Item 7 (MC) 
a= 0.74 b= 0.82 c= 0.31 ChiSq= 195.06 DF= 30 Prob< 0 
Theta 
Item 8 (MC) 
a= 0.55 b= -0.4 c= 0.34 ChiSq= 176.45 DF= 30 Prob< 0 
Theta 
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Item 9 (MC) 
a=0.46 b= -2 19 c= 0.11 ChiSq= 192.21 DF= 30 Prob< 0 
Theta 
Item 10 (MC) 
a= 1.1 b= 0.06 c= 0.08 ChiSq= 217.27 DF= 30 Prob< 0 
Theta 
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Item 12 (MC) 
a= 1.21 b= 0.19 c= 0.18 ChiSq= 173.88 DF= 30 Prob< 0 
Theta 
Item 13 (MC) 
a= 1 b= 0 c= 0.2 ChiSq= 288.07 DF= 30 Prob< 0 
Theta 
115 
Item 14 (MC) 
0=1.1 b= -1.22 c= 0.24 ChiSq= 198.63 DF= 26 Prob< 0 
Theta 
Item 15 (MC) 
a= 0.8 b= -1.55 c= 0.2 ChiSq= 255.29 DF= 30 Prob< 0 
Theta 
116 
Item 16 (NIC) 
a= 0.97 b= 0.18 c= 0.55 ChiSq= 198.1 DF= 30 Prob< 0 
Theta 
Item 17 (NIC) 
a= 1.2 b= -1.05 c= 0.14 ChiSq= 263.3 DF= 26 Prob< 0 
Theta 
117 
Item 18 (MC) 
a= 1.19 b= -0.27 c= 0.3 ChiSq= 131.69 DF= 30 Prob< 0 
Theta 
Item 19 (MC) 
a= 1.63 b= 0.43 c= 0.19 ChiSq= 185.17 DF= 30 Prob< 0 
Theta 
118 
Item 20 (MC) 
a= 0.93 b= 0 1 c= 0.1 ChiSq= 165.35 DF= 30 Prob< 0 
Theta 
Item 21 (MC) 
a=0.61 b= -0.97 c= 0.27 ChiSq= 155.33 DF= 30 Prob< 0 
Theta 
119 
Item 22 (MC) 
a= 0.87 b= -0.54 c= 0.11 ChiSq= 174.32 DF=30 Prob< 0 
Theta 
Item 23 (MC) 
a=0.65 b= -0.63 c= 0.12 ChiSq= 151.31 DF= 30 Prob< 0 
T 
CM 
O 
CM 
i 
"FT 
1 
-3-2-10 1 2 3 
Theta 
120 
Item 22 (NIC) 
a=0.87 b= -0.54 c= 0.11 ChiSq= 174.32 DF= 30 Prob< 0 
Theta 
Item 23 (MC) 
a= 0.65 b= -0.63 c=0.12 ChiSq= 151 31 DF= 30 Prob< 0 
^r 
CM 
O 
CM 
I 
"sT 
i 
-3-2-10 1 2 3 
Theta 
121 
. 
Item 24 (MC) 
a= 0.81 b= -0.83 c=0.19 ChiSq= 212.46 DF= 30 Prob< 0 
Theta 
Item 25 (MC) 
a= 0.93 b= -1.05 c= 0.24 ChiSq= 184.14 DF= 30 Prob< 0 
Theta 
122 
Item 26 (MC) 
a= 2.06 b= 0.5 c= 0.34 ChiSq= 253.07 DF= 29 Prob< 0 
Theta 
Item 27 (MC) 
a= 0.97 b= -0.4 c= 0.09 ChiSq= 201.44 DF= 30 Prob< 0 
Theta 
123 
Item 28 (MC) 
a= 0.77 b= -0 87 c=0.13 ChiSq= 179.96 DF= 30 Prob< 0 
-3-2-10 1 2 3 
Theta 
Item 29 (MC) 
a= 1.02 b= -0.04 c= 0.32 ChiSq= 109.1 DF= 30 Prob< 0 
Theta 
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Item 30 (MC) 
a= 1.76 b= 0.18 c= 0.44 ChiSq= 196.23 DF= 28 Prob< 0 
Theta 
Item 31 (MC) 
a= 1.12 b= 0.53 c=0.29 ChiSq= 135.93 DF= 30 Prob< 0 
Theta 
125 
Item 32 (MC) 
a= 1.56 b= -0.4 c=0.24 ChiSq= 267.1 DF= 26 Prob< 0 
Theta 
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Item 33 (SA) 
a= 0.75 b= -0.62 c= 0 ChiSq= 297.4 DF= 30 Prob< 0 
Theta 
Item 34 (SA) 
a= 1.23 b= -0.41 c= 0 ChiSq= 367.63 DF= 30 Prob< 0 
Theta 
127 
Item 35 (SA) 
a =1.21 b= -0.48 c= 0 ChiSq= 273.36 DF= 30 Prob< 0 
Theta 
Item 36 (SA) 
a= 1.1 b= -0.16 c= 0 ChiSq= 250.36 DF= 30 Prob< 0 
Theta 
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Item 37 (CR) 
a=l .36 bl=-l .09 b2=-0.18 b3=0.55 b4=0.88 
ChiSq= 912.41 DF=110 Prob<0 
Scoie Category 0 Score Category I 
Theta Theta 
Scoie Categoiy 2 Scoie Categoiy 3 
Theta Theta 
Scoie Categoiy 4 
Theta 
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Item 38 (CR) 
a=1.62 bl=-0.80 b2=-0.23 b3=-0.04 b4=0.53 
ChiSq= 1304.26 DF=105 Prob<0 
Scoie Categoiy 0 
Theta 
Scoie Categoiy 2 
Theta 
Score Category 1 
Theta 
Scoie Categoiy 3 
Theta 
Scoie Categoiy 4 
Theta 
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Item 39 (CR) 
a=1.53 bl=-0.74 b2=-0.34 b3=0.53 b4=0.81 
ChiSq= 1571.52 DF=107 Prob<0 
Scoie Categoiy 0 Score Category 1 
Theta Theta 
Scoie Category 2 Scoie Category 3 
Theta Theta 
Scoie Category 4 
Theta 
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Item 40 (CR) 
a=1.42 bl=-0.90 b2=0.08 b3=0.40 b4=0.80 
ChiSq= 1647.54 DF=110 Prob<0 
Scoie Category 0 
Theta 
Scoie Categoiy 2 
Theta 
Scoie Category 1 
Theta 
Scoie Categoiy 3 
Theta 
Scoie Categoiy 4 
Theta 
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Item 41 (CR) 
a=1.32 bl=-0.54 b2=-0.05 b3=0.41 b4=0.79 
ChiSq= 1402.36 DF=114 Prob<0 
Scoie Category 0 
Theta 
Score Category 2 
Theta 
Score Categoiy 4 
Theta 
Score Category 1 
Theta 
Scoie Categoiy 3 
Theta 
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APPENDIX C. 
PROBABILITY PLOTS UNDER 3PL/2PL/GR MODELS 
Item 1 (MC) 
Theta 
Item 2 (MC) 
Theta 
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Item 3 (MC) 
Theta 
Item 4 (MC) 
Theta 
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Item 5 (MC) 
Theta 
Item 6 (MC) 
Theta 
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Item 7 (MC) 
Theta 
Item 8 (MC) 
Theta 
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Item 9 (MC) 
Theta 
Item 10 (MC) 
Theta 
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Item 12 (MC) 
Theta 
Item 13 (MC) 
Theta 
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Item 14 (MC) 
Theta 
Item 15 (MC) 
Theta 
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Item 16 (MC) 
Theta 
Item 17 (MC) 
Theta 
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Item 18 (MC) 
Theta 
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Item 19 (MC) 
Theta 
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Item 20 (MC) 
Theta 
Item 21 (MC) 
Theta 
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Item 22 (MC) 
Theta 
Item 23 (MC) 
Theta 
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Item 24 (MC) 
Theta 
Item 25 (MC) 
Theta 
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Item 26 (MC) 
Theta 
Item 27 (MC) 
Theta 
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Item 28 (MC) 
Theta 
Item 29 (MC) 
Theta 
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Item 30 (MC) 
Theta 
Item 31 (MC) 
Theta 
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Item 32 (MC) 
Theta 
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Item 33 (SA) 
Theta 
Item 34 (SA) 
Theta 
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item 35 (SA) 
Theta 
Item 36 (SA) 
Theta 
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Item 37 (CR) 
a=1.36 bl=-l .09 b2=-0.18 b3=0.55 b4=0.88 
ChiSq= 912.41 DF=110 Prob<0 
Score Category 0 
-3 2-10 1 2 3 
Theta 
Score Category 1 
-3 2-10 1 2 3 
Theta 
152 
P
ro
ba
bi
li
ty
 
P
ro
ba
bi
li
ty
 
Score Category 2 
Theta 
Score Category 3 
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Score Category 4 
Theta 
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Item 38 (CR) 
a=1.62 bl=-0.80 b2=-0.23 b3=-0.04 b4=0.53 
ChiSq- 1304.26 DF=105 Prob<0 
Score Category 0 
Theta 
Score Category 1 
Theta 
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Score Category 2 
O 
0° 
o 
CD 
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O 
CN 
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O 
-1- 
0 
Theta 
-3 
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Theta 
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Item 39 (CR) 
b3=0.53 b4=0.81 
Prob<0 
a=I .53 bl=-0.74 b2=-0.34 
ChiSq= 1571.52 DF=107 
Score Category 0 
Theta 
Score Category 1 
Theta 
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Theta 
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Item 40 (CR) 
a=1.42 bl=-0.90 b2=0.08 b3=0.40 b4=0.80 
ChiSq= 1647.54 DF=110 Prob<0 
Score Category 0 
Theta 
Score Category 1 
Theta 
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Score Category 2 
O 
0° 
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-3 -2 0 
Theta 
Score Categoiy 3 
Theta 
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-3 2-10123 
Theta 
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Item 41 (CR) 
a=1.32 bl=-0.54 b2=-0.05 b3=0.4l b4=0.79 
ChiSq= 1402.36 DF=114 Prob<0 
Score Category 0 
Theta 
Score Category 1 
Theta 
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Score Category 2 
Theta 
Score Category 3 
Theta 
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Score Category 4 
-3 2-10 1 2 3 
Theta 
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APPENDIX D. 
RAW RESIDUAL PLOTS UNDER 1 PL/PC MODELS 
Item 1 (MC) 
Theta 
Item 2 (MC) 
Theta 
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Item 3 (MC) 
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Item 4 (MC) 
Theta 
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Item 5 (NIC) 
Theta 
Item 6 (MC) 
Theta 
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Item 7 (MC) 
Theta 
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Item 8 (MC) 
Theta 
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Item 9 (NIC) 
Theta 
Item 10 (NIC) 
Theta 
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Item 12 (MC) 
Theta 
Item 13 (MC) 
Theta 
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Item 14 (MC) 
Theta 
Item 15 (MC) 
Theta 
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Item 16 (MC) 
Theta 
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Item 17 (MC) 5 
Theta 
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Item 18 (MC) 
Theta 
Item 19 (MC) 
Theta 
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Item 20 (MC) 
Theta 
Item 21 (MC) 
Theta 
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Item 22 (MC) 
Theta 
Item 23 (MC) 
Theta 
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Item 24 (MC) 
Theta 
Item 25 (MC) 
Theta 
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Item 26 (NIC) 
Theta 
Item 27 (NIC) 
Theta 
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Item 28 (MC) 
Theta 
Item 29 (MC) 
Theta 
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Item 30 (MC) 
Theta 
Item 31 (MC) 
Theta 
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Item 32 (MC) 
Theta 
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Item 33 (SA) 
b= -0.42 ChiSq= 1784.06 DF= 28 Prob< 0 
J V 
-3-2-10 1 2 3 
Theta 
Item 34 (SA) 
Theta 
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Item 35 (SA) 
Theta 
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Item 36 (SA) 
Theta 
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Item 37 (CR) 
bl=-0.64 
ChiSq= 5809.38 
B2=-0.07 B3=0.80 b4=0.10 
DF=86 Prob<0 
Score Category 0 Score Category 1 
Theta Theta 
Scoie Category 2 
Theta 
Scoie Categoiy 3 
Theta 
Score Category 4 
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Item 38 (CR) 
bl=-0.26 
ChiSq=5809.38 
B2=0.43 B3=-0.55 b4=0.14 
DF=91 Prob<0 
Scoie Categoiy 0 
Theta 
Scoie Categoiy 2 
Theta 
Scoie Category 4 
Theta 
Scoie Categoiy 1 
Theta 
i 
l 
Scoie Categoiy 3 
Theta 
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Item 39 (CR) 
b 1 =0.05 B2=-0.64 B3=-0.93 b4=0.02 
ChiSq= 6425.99 DF=89 Prob<0 
Scoie Category 0 Score Category 1 
Theta Theta 
Scoie Category 2 Scoie Categoiy 3 
Theta Theta 
Scoie Category 4 
Theta 
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Item 40 (CR) 
bl—0.58 B2=0.58 
ChiSq= 4988.81 DF=90 
B3=0.21 b4=0.16 
Prob<0 
Scoie Categoiy 0 Scoie Categoiy 1 
Theta Theta 
Scoie Category 2 
Theta 
Scoie Categoiy 3 
Theta 
Scoie Categoiy 4 
Theta 
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Item 41 (CR) 
bl=0.10 B2=-0.07 B3=0.44 b4=0.12 
ChiSq= 8510.03 DF=89 Prob<0 
Scoie Category 0 Score Category 1 
Theta Theta 
Scoie Category 2 
Theta 
Scoie Category 3 
Theta 
Score Category 4 
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APPENDIX E. 
STANDARDIED RESIDUAL PLOTS UNDER 1 PL/PC MODELS 
Item 1 (MC) 
b= -1.54 ChiSq= 1615.05 DF= 26 Prob< 0 
Theta 
Item 2 (MC) 
b= -0.47 ChiSq= 2287.16 DF= 28 Prob< 0 
Theta 
190 
Item 3 (MC) 
b= -0.72 ChiSq= 2863.61 DF=28 Prob< 0 
Theta 
Item 4 (MC) 
b= -1.17 ChiSq= 1628.05 DF= 27 Prob< 0 
Theta 
191 
Item 5 (MC) 
b= -0.09 ChiSq= 4916.95 DF= 28 Prob< 0 
Theta 
I 
i 
Item 6 (MC) ; 
b= -0.14 ChiSq= 6108.21 DF= 28 Prob< 0 
Theta 
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Item 7 (MC) 
b= -0.02 ChiSq= 7650.03 DF= 28 Prob< 0 
Theta 
Item 8 (MC) 
b= -0.47 ChiSq= 8635.79 DF= 28 Prob< 0 
Theta 
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Item 9 (MC) 
b= -0.98 ChiSq= 6906.28 DF= 28 Prob< 0 
Theta 
Item 10 (MC) 
b= -0.03 ChiSq= 819.47 DF= 28 Prob< 0 
Theta 
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Item 12 (MC) 
b= -0.08 ChiSq= 1216 DF= 28 Prob< 0 
Theta 
Item 13 (MC) 
b= -0.25 ChiSq= 1707.01 DF= 28 Prob< 0 
Theta 
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Item 14 (MC) 
b= -1A ChiSq= 740.58 DF= 27 Prob< 0 
Theta 
Item 15 (MC) 
b= -1.35 ChiSq= 1668.66 DF= 27 Prob< 0 
Theta 
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Item 16 (MC) 
b= -0.63 ChiSq= 6893.81 DF= 28 Prob< 0 
Theta 
Item 17 (MC) 
b= -1.21 ChiSq= 780.42 DF= 27 Prob< 0 
Theta 
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Item 18 (MC) 
Theta 
Item 19 (MC) 
b= 0.11 ChiSq= 1978.43 DF= 28 Prob< 0 
Theta 
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Item 20 (MC) 
b= -0 02 ChiSq= 1278.43 DF= 28 Prob< 0 
Theta 
Item 21 (MC) 
b= -0.77 ChiSq= 5095.02 DF= 28 Prob< 0 
Theta 
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Item 22 (MC) 
Theta 
Item 23 (MC) 
b= -0.48 ChiSq= 3488.05 DF= 28 Prob< 0 
Theta 
200 
Item 24 (MC) 
b= -0.8 ChiSq= 2120.64 DF= 28 Prob< 0 
Theta 
Item 25 (MC) 
b= -1.12 ChiSq= 1318.82 DF= 27 Prob< 0 
Theta 
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Item 26 (MC) 
Theta 
Item 27 (MC) 
b= -0.43 ChiSq= 1097.65 DF= 28 Prob< 0 
Theta 
202 
Item 28 (MC) 
b= -0.74 ChiSq= 2190.2 DF= 28 Prob< 0 
Theta 
Item 29 (MC) 
b= -0.47 ChiSq= 2812.58 DF= 28 Prob< 0 
Theta 
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Item 30 (MC) 
Theta 
Item 31 (MC) 
b= -0.06 ChiSq= 4011.74 DF= 28 Prob< 0 
Theta 
204 
Item 32 (MC) 
b= -0.75 ChiSq= 1282.9 DF= 28 Prob< 0 
Theta 
205 
Item 33 (SA) 
Theta 
Item 34 (SA) 
b= -0.39 ChiSq= 1548.78 DF= 28 Prob< 0 
Theta 
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Item 35 (SA) 
b= -0 46 ChiSq= 1260.71 DF=28 Prob< 0 
Theta 
Item 36 (SA) 
b= -0.1 ChiSq= 1022.68 DF= 28 Prob< 0 
Theta 
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Item 37 (CR) 
bl=-0.64 B2=-0.07 B3=0.80 b4=0.10 
ChiSq= 5809.38 DF=86 Prob<0 
Scoie Category 0 Scoie Categoiy 1 
Theta Theta 
Scoie Categoiy 2 Scoie Categoiy 3 
Theta Theta 
Scoie Category 4 
Theta 
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Item 38 (CR) 
bl=-0.26 B2=0.43 
ChiSq=5809.38 DF=91 
Score Category 0 
Theta 
Score Category 2 
Theta 
Scoie Category 4 
Theta 
B3=-0.55 b4=0.14 
Prob<0 
Score Category 1 
Theta 
Score Category 3 
Theta 
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Item 39 (CR) 
bl=0.05 B2=-0.64 B3=-0.93 b4=0.02 
ChiSq= 6425.99 DF=89 Prob<0 
Scoie Category 0 
Theta 
Scoie Category 2 
Theta 
Scoie Categoiy 1 
Theta 
Scoie Category 3 
Theta 
Scoie Categoiy 4 
Theta 
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Item 40 (CR) 
b 1 =-0.58 B2=0.58 B3=0.21 b4=0.16 
ChiSq= 4988.81 DF=90 Prob<0 
Scoie Category 0 Score Categoiy 1 
Theta Theta 
Scoie Categoiy 2 Scoie Categoiy 3 
Theta Theta 
Scoie Categoiy 4 
Theta 
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Item 41 (CR) 
bl =0.10 B2=-0.07 B3=0.44 b4=0.12 
ChiSq= 8510.03 DF=89 Prob<0 
Scoie Categoiy 0 
Theta 
Scoie Categoiy 1 
Theta 
Scoie Categoiy 2 
Theta 
Scoie Categoiy 3 
Theta 
Scoie Category 4 
Theta 
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APPENDIX F. 
PROBABILITY PLOTS UNDER 1 PL/PC MODELS 
Item 1 (MC) 
Theta 
Item 2 (MC) 
Theta 
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Item 3 (MC) 
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Theta 
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Item 23 (MC) 
Theta 
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Item 25 (MC) 
Theta 
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Item 26 (MC) 
Theta 
Item 27 (MC) 
Theta 
225 
P
ro
ba
bi
lit
y 
P
ro
ba
bi
lit
y 
Item 28 (MC) 
Theta 
Item 29 (MC) 
Theta 
226 
P
ro
ba
bi
lit
y 
P
ro
ba
bi
lit
y 
Item 30 (MC) 
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Item 33 (SA) 
Theta 
Item 34 (SA) 
Theta 
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Item 35 (SA) 
Theta 
Item 36 (SA) 
Theta 
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Item 37 (CR) 
bl=-0.64 B2=-0.07 
ChiSq= 5809.38 DF-86 
B3=0.80 b4=0. 
Prob<0 
Score Category 0 
Theta 
Score Category 1 
Theta 
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Item 38 (CR) 
b 1 =-0.26 B2=0.43 
ChiSq=5809.38 DF=91 
B3=-0.55 b4=0. 
Prob<0 
Score Category 0 
-3 2-10 1 2 3 
Theta 
Score Category 1 
Theta 
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Score Category 2 
Theta 
Score Category 3 
Theta 
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Item 39 (CR) 
b 1=0.05 B2=-0.64 
ChiSq= 6425.99 DF=89 
B3=-0.93 b4=0.02 
Prob<0 
Score Category 0 
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Score Category 1 
Theta 
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Item 40 (CR) 
b 1 =-0.58 B2=0.58 B3=0.21 b4=0. 
ChiSq= 4988.81 DF=90 Prob<0 
Score Category 0 
-3 2-10123 
Theta 
Score Category 1 
-3 2-10 1 2 3 
Theta 
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Score Category 3 
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Score Category 4 
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Item 41 (CR) 
b 1=0.10 B2=-0.07 
ChiSq= 8510.03 DF=89 
B3=0.44 b4=0.12 
Prob<0 
Score Category 0 
Theta 
Score Category 1 
Theta 
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Score Category 2 
Theta 
Score Category 3 
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Score Category 4 
-3 2-10 1 2 3 
Theta 
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