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TWO-TERM SPECTRAL ASYMPTOTICS FOR THE DIRICHLET
PSEUDO-RELATIVISTIC KINETIC ENERGY OPERATOR ON A
BOUNDED DOMAIN
SEBASTIAN GOTTWALD
Abstract. Continuing the series of works following Weyl’s one-term asymp-
totic formula for the counting function N(λ) =
∑∞
n=1
(λn−λ)0 of the eigen-
values of the Dirichlet Laplacian [28] and the much later found two-term ex-
pansion on domains with highly regular boundary by Ivri˘ı [14] and Melrose
[21], we prove a two-term asymptotic expansion of the N-th Cesa`ro mean of
the eigenvalues of AΩm :=
√
−∆+m2 −m for m > 0 with Dirichlet boundary
condition on a bounded domain Ω ⊂ Rd for d ≥ 2, extending a result by Frank
and Geisinger [10] for the fractional Laplacian (m = 0) and improving upon
the small-time asymptotics of the heat trace Z(t) =
∑∞
n=1
e−tλn by Ban˜uelos
et al. [2] and Park and Song [22].
1. Introduction and main results
Let d ∈ N and let Ω ⊂ Rd be open. For m ≥ 0, let AΩm = (
√−∆+m2−m)D
denote the self-adjoint operator in L2(Rd) defined by the closed quadratic form
qΩm(u) =
∫
Rd
(√|2πξ|2 +m2 −m) |uˆ(ξ)|2 dξ (1.1)
with form domain D(qΩm) = H1/20 (Ω). Here, uˆ denotes the Fourier transform of u
(with the convention of the factor 2π in the exponent), and H
1/2
0 (Ω) denotes the
fractional Sobolev space Hs0 (Ω) of order s =
1
2 .
If Ω is bounded, then AΩm has compact resolvent, since the embeddingH
1/2
0 (Ω) →֒
L2(Ω) is compact, and its spectrum consists of eigenvalues {λn}n∈N, with 0 < λ1 <
λ2 ≤ λ3 ≤ . . . , accumulating at infinity only.
With Weyl’s Law [27] from 1911, it was first discovered that there is an explicit
connection between geometric properties of the domain and the asymptotic growth
of the counting functionN(λ) :=
∑
n(λn−λ)0− for the eigenvalues λn of the Dirichlet
Laplacian (−∆)D, where (s) := −min{0, s} for all s ∈ R. More precisely, Weyl
proved for domains with piecewise smooth boundary that the leading term in the
large-λ asymptotics of N(λ) is proportional to the volume of the domain. Two
years later, he also conjectured that the subleading term should be proportional
to the surface area of the boundary. Since then, besides of trying to prove his
conjectured two-term expansion, many authors have extended and improved upon
Weyl’s original result. While extensions to less regular domains often make use
of small-time expansions of the heat trace Z(t) =
∑∞
n=1 e
−tλn (see e.g. [5]) by
means of the Hardy-Littlewood Tauberian theorem [13], Ivri˘ı’s [14] and Melrose’s
[21] two-term expansions from 1980 are based on methods from microlocal analysis
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and Riemannian geometry, respectively, and therefore only apply to highly regular
domains.
The fact that the asymptotic behaviour of certain functions of the eigenval-
ues is connected to the geometry of the domain is not a unique feature of the
Dirichlet Laplacian or, more generally, of elliptic differential operators [11], but is
also observed for non-local operators: In [4], based on their asymptotic results on
Markov operators [3], Blumenthal and Getoor extend Weyl’s Law to the Dirichlet
fractional Laplacian ((−∆)α/2)D, α ∈ (0, 2], on Lipschitz domains. Similarly, small-
time asymptotics of the heat trace of (−∆)D have been extended to ((−∆)α/2)D
by Ban˜uelos et al. [1], and recently to ((−∆+m2/α)α/2−m)D by Park and Song
[22] and Ban˜uelos et al. [2]. More precisely, for Lipschitz domains, Park and Song
prove that
Z(t) = D(1)α |Ω| t−d/α − (D(2)α |∂Ω| −mD(3)α |Ω|) t−(d−1)/α + o(t−(d−1)/α) (1.2)
as t → 0+, where D(1)α , D(2)α and D(3)α are positive constants only depending on
α ∈ (0, 2] and d ≥ 2. For domains with C1,1 boundary, i.e when the boundary is
locally given by a differentiable function whose derivative is Lipschitz continuous,
they improve the remainder to O(t−(d−2)/α).
Asymptotic formulas for the heat trace are usually more detailed and known for
more general domains than those for the counting function. As a step in between,
the Riesz mean R(λ) :=
∑∞
n=1
(
λn−λ
)
− can be obtained by integrating N(λ), while
on the other hand, Z(t) can be obtained from the Laplace transform of R(λ) (see
(6.5) below). Recently, Frank and Geisinger [10] obtained for the Riesz mean of the
eigenvalues of ((−∆)α/2)D on C1 domains the two-term asymptotic expansion
∞∑
n=1
(
λn−λ
)
− = L
(1)
α |Ω|λ1+d/α − L(2)α |∂Ω|λ1+(d−1)/α + o
(
λ1+(d−1)/α
)
(1.3)
as λ → ∞, where L(1)α , L(2)α > 0 only depend on α ∈ (0, 2] and d ≥ 2. In [10],
the asymptotic formula (1.3) is proved for C1,γ domains (domains with boundaries
that are locally given by a differentiable function with Ho¨lder continuous derivative
with exponent γ) for any 0 < γ ≤ 1, with a remainder whose order depends on γ.
But, as noted in [8], the stated result follows for C1 domains by the same argument
as in [9] (see also the proof of our Theorem 1.1 in Section 6).
In this work, we extend the case α = 1 of (1.3), i.e. the large-λ asymptotics of
R(λ) for the eigenvalues of (
√−∆)D, to (
√−∆+m2−m)D for m > 0. The most
notable difference to the massless case is the fact that
ψm(t) :=
√
t+m2 −m (1.4)
fails to be homogeneous in t ≥ 0. Thus, even though the overall structure of the
proof is similar to [10], the lack of homogeneity requires to use different techniques
and to approach problems differently. One of the key tools we use to overcome
these difficulties is the integral representation,
qΩm(u) =
(m
2π
)(d+1)/2 ∫
Rd
∫
Rd
|u(x)−u(y)|2 K(d+1)/2(m|x−y|)|x−y|(d+1)/2 dx dy (1.5)
for all u ∈ H1/20 (Ω), where Kβ denotes the Modified Bessel Function of the Second
Kind of order β.
Due to the inhomogeneity of ψm, the statement of Theorem 1.1 involves a new
parameter µ > 0. In order to obtain an asymptotic expansion of
∑
n∈N(hλn−1)−
as h → 0 for the eigenvalues λn of AΩm, we apply Theorem 1.1 with µ = hm in
Corollary 1.2 below.
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Theorem 1.1. For h, µ > 0, d ≥ 2, and a bounded open subset Ω ⊂ Rd, let
HΩµ,h := hA
Ω
µ/h − 1 =
(√−h2∆+µ2−µ−1)
D
with Dirichlet boundary condition on Ω. If the boundary ∂Ω belongs to C1, then
for all h, µ > 0,
Tr
(
HΩµ,h
)
− = Λ
(1)
µ |Ω|h−d − Λ(2)µ |∂Ω|h−d+1 +Rµ(h) , (1.6)
with (1+µ)−d/2Rµ(h) ∈ o(h−d+1) uniformly in µ > 0, as h → 0+. When ∂Ω
belongs to C1,γ for some γ > 0, then ∀ε ∈ (0, γ/(γ+2)), there exists Cε(Ω) > 0
such that for all h, µ > 0,
|Rµ(h)| ≤ Cε(Ω)(1+µ)d/2h−d+1+ε .
Here, |Ω| denotes the volume and |∂Ω| the surface area of Ω. Moreover,
Λ(1)µ :=
1
(2π)d
∫
Rd
(√
|ξ|2+µ2 − µ− 1
)
−
dξ
and
Λ(2)µ :=
1
(2π)d
∫ ∞
0
∫
Rd
(√
|ξ|2+µ2 − µ− 1
)
−
(
1−2Fµ/|ξ′|,|ξd|/|ξ′|(|ξ′|t)2
)
dξ dt ,
where ξ′ = (ξ1, . . . , ξd−1), and, for ω ≥ 0, Fω,λ are the generalized eigenfunctions
of the one-dimensional operator ((−d2/dt2+1+ω2)1/2 − (1+ω2)1/2)D with Dirichlet
boundary condition on the half-line, given by Kwas´nicki in [16] (see also Lemma
C.1 in Appendix C).
An explicit computation shows that there exists C > 0, such that for all µ > 0∣∣∣Λ(1)µ − Λ(1)0 − ωd(2pi)d µ
∣∣∣ ≤ C µ2 , (1.7)
where Λ
(1)
0 = (2π)
−d ∫
Rd
(|p|−1)−dp = (2π)−d(d+1)−1ωd is the Weyl constant of
(
√−∆)D. Similarly, by a detailed analysis of the generalized eigenfunctions Fω,λ
(see Appendix F.1 in [12]), for d ≥ 2 and any δ ∈ (0, 1), there exists Cδ > 0, such
that for all µ > 0, ∣∣Λ(2)µ − Λ(2)0 ∣∣ ≤ Cδ µδ , (1.8)
where Λ
(2)
0 = L
(2)
1 > 0 denotes the second constant in (1.3) for (
√−∆)D. Hence,
the function µ 7→ Λ(2)µ is Ho¨lder-continuous in µ = 0 and thus Λ(2)µ > 0 for µ small
enough. For general µ, the sign of Λ
(2)
µ remains unknown, due to the lack of a
closed form expression for the generalized eigenfunctions Fλ. However, since we
rely on the technical inequality (1.8) to obtain (1.9) below, this does not affect the
two leading orders of our asymptotic expansion.
By substituting µ = hm in Theorem 1.1, we obtain from (1.7) and (1.8):
Corollary 1.2. For m ≥ 0, d ≥ 2, n ∈ N, and a bounded open subset Ω ⊂ Rd let
λn denote the n-th eigenvalue of A
Ω
m = (
√−∆+m2 −m)D. In the case when ∂Ω
belongs to C1, then for all h > 0,∑
n∈N
(
hλn − 1
)
− = Λ
(1)
0 |Ω|h−d −
(
Λ
(2)
0 |∂Ω|−Cd |Ω|m
)
h−d+1 + rm(h) , (1.9)
with (m2+(1+m)d/2)−1rm(h) ∈ o(h−d+1), uniformly in m > 0, as h → 0+. When
∂Ω belongs to C1,γ for some γ > 0, then ∀ε ∈ (0, γ/(γ+2)) there exists Cε(Ω) > 0
such that
|rm(h)| ≤ Cε(Ω)
(
m2+(1+mh)d/2
)
h−d+1+ε .
Here, Cd :=
ωd
(2pi)d , Λ
(1)
0 =
Cd
d+1 , and Λ
(2)
0 is given in Theorem 1.1 and coincides with
L
(2)
1 , the second constant in (1.3) for α = 1.
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Interestingly, the sign of the subleading term in (1.9) depends on the relation of
surface area and volume of the domain Ω, as well as on the value ofm. In particular,
if |∂Ω|/|Ω| > Cdm/Λ(2)0 , the two-term asymptotics is a negative correction to the
one-term Weyl asymptotics, while for |∂Ω|/|Ω| < Cdm/Λ(2)0 , the Weyl asymptotics
is exceeded. Hence, in order to keep the subleading contribution negative, for large
mass m, the surface area needs to be much larger than the volume (and vice versa).
The following sections cover the proof of Theorem 1 in logical order: First, we
use a continuous localization technique to be able to study the problem separately
in the bulk of the domain Ω, where the boundary is not seen, and close to the
boundary, where the spacial symmetries allow the reduction to a problem on the
half-line.
2. Localization
Following [25], [24], and [10], by constructing a continuous family of localization
functions {φu}u∈Rd ⊂ C10 (Rd) satisfying a continuous IMS-type formula ((2.5) be-
low), the analysis of Tr(HΩµ,h)− can be reduced to the analysis of Tr(φH
Ω
µ,hφ)− with
φ having support either completely contained in Ω or intersecting the boundary ∂Ω.
Proposition 2.1 (Localization error). For 0 < l0 <
1
2 , let l : R
d → [0,∞) be
given by
l(u) :=
1
2
(
1 +
(
δ(u)2 + l20
)−1/2)−1
, (2.1)
with δ(u) := dist(u,Ωc), where dist(u,Ωc) = inf{|x − u| : x ∈ Ωc}. There exists
C > 0 and {φu}u∈Rd ⊂ C10 (Rd) s.th. suppφu ⊂ Bl(u)(u), ‖φu‖∞ ≤ C, ‖∇φu‖∞ ≤
C l(u)−1 for a.e. u ∈ Rd, and∫
Rd
φu(x)
2 l(u)−ddu = 1 ∀x ∈ Rd . (2.2)
Moreover, there exists C′ > 0 s.th. for all µ > 0, 0 < l0 < 12 , and 0 < h ≤ l08 ,
0 ≤ Tr(HΩµ,h)− −
∫
Rd
Tr
(
φuH
Ω
µ,hφu
)
− l(u)
−d du
≤ C′ h−d+2 l−10 Sd(l0/h) (1+µ)d/2 , (2.3)
where
Sd(t) :=
{
1 , d > 2
| ln(t)|1/2 , d = 2 . (2.4)
Proof. For the construction of {φu}u∈Rd with the given properties, see [24, Theorem
22]. In complete analogy to the case d = 3 covered in [24, Theorems 13, 14], for
each u ∈ Rd, there exists a bounded linear operator Lu in L2(Rd) such that for all
f ∈ H1/20 (Ω),
qΩµ/h(f) =
∫
Ω∗
qΩµ/h(fφu) l(u)
−d du−
∫
Ω∗
(f, Luf) l(u)
−d du , (2.5)
where Ω∗ := {u ∈ Rd | suppφu ∩Ω 6= ∅}, and ‖Lu‖ ≤ C µ−1h l(u)−2 for all u ∈ Rd.
Moreover, analogous to [19, Theorem 10], it can be shown that there exists C > 0
such that for all 0 < δ ≤ 12 and all positive definite trace class operators ρ,
Tr ρLu ≤ C l(u)−1
(
δ Tr (ρχΩχu,δ) + τd(δ) ‖ρ‖
)
∀u ∈ Rd , (2.6)
where χu,δ denotes the characteristic function of the ball Bl(u)(1+δ)(u), and
τd(δ) :=
{
δ−d+2 , d > 2
| ln(δ)| , d = 2 .
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For a detailed proof of these results, see [12, Section 1]. Similar to [10, Proposition
1.3], from (2.5) and (2.6), it follows that
Tr ρAΩµ/h ≥
∫
Ω∗
Tr
(
ρφu
(
AΩµ/h − C l(u)−1 δu
)
φu
) du
l(u)d
− C ‖ρ‖
∫
Ω∗
τd(δu)
du
l(u)d+1
, (2.7)
where
δu =
{
l(u)−1h , d > 2
l(u)−1h | ln(l(u)/h)|1/2 , d = 2 .
By the Variational Principle for the sum of negative eigenvalues (see e.g. [17]), it
follows from (2.7) for d > 2,
Tr
(
HΩµ,h
)
− = − inf0≤ρ≤1TrρH
Ω
µ,h = − inf
0≤ρ≤1
Trρ
(
hAΩµ/h − 1
)
≤
∫
Ω∗
Tr
(
φu
(
HΩµ,h − Ch2l(u)−2
)
φu
)
−
du
l(u)d
+ Ch−d+2
∫
Ω∗
l(u)−2 du .
For any family {σu}u∈Rd with 0 < σu ≤ 12 for all u ∈ Rd, we have
inf
0≤ρ≤I
Tr ρ
(
φu
(
HΩµ,h − Ch2l(u)−2
)
φu
)
(2.8)
≥ (1−σu) inf
0≤ρ≤I
Tr ρφuH
Ω
µ,hφu + inf
0≤ρ≤I
Tr ρ
(
φu
(
σuH
Ω
µ,h − Ch2l(u)−2
)
φu
)
,
in particular, by the Variational Principle, for all u ∈ Rd,
Tr
(
φu
(
HΩµ,h − Ch2l(u)−2
)
φu
)
−
≤ Tr (φuHΩµ,hφu)− +Tr(φu(σuHΩµ,h − Ch2l(u)−2)φu)− .
With σu = h
2l(u)−2 (note that h2l(u)−2 < 12 if h ≤ l0/8, since l(u) > l03 .), it follows
that
Tr (HΩµ,h) −
∫
Ω∗
Tr
(
φuH
Ω
µ,hφu
)
−
du
l(u)d
≤ h2
∫
Ω∗
Tr
(
φu
(
hAΩµ/h − C
)
φu
)
−
l(u)−d−2du+ Ch−d+2
∫
Ω∗
l(u)−2 du
≤ Ch−d+2(1+µ)d/2
∫
Ω∗
l(u)−2du , (2.9)
where we have used the inequality (3.3) below, which yields
Tr
(
φ
(
hAΩµ/h − C
)
φ
)
−
= C Tr
(
φHΩµ/C,h/Cφ
)
− ≤ C(1+µ)d/2h−d‖φ‖22
for any φ ∈ C10 (Rd).
Let g(t) := (l20 + t
2)−1, such that l(u)−2 ≤ 8(1+g(δ(u))). Thus, we want to find
an upper bound for∫
Ω∗
g(δ(u))du =
∫
δ(Ω∗)
g(t)
(
λd ◦ δ−1)(dt) ,
where λd denotes the Lebesgue measure on Rd, and λd◦δ−1 is the image measure of
λd under δ. By the co-area formula [6, 3.4.2] applied to δ, we have (λd ◦ δ−1)(dt) =
Hd−1(δ−1({t})) dt, where Hd−1 denotes the (d−1)-dimensional Hausdorff measure.
It can be shown (see e.g. Lemma A.1) that there exist constants ε > 0 and C > 0
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such that Hd−1(δ−1({t})) ≤ C for all t ≤ ε. With Ω∗ε := {u ∈ Ω∗ | δ(u) ≤ ε}, we
obtain ∫
Ω∗
g(δ(u)) du ≤ C
∫ ε
0
g(t) dt+ ε−2
∫
Ω∗\Ω∗ε
du (2.10)
≤ C l−10
∫ ∞
0
arctan′(s)ds ≤ C l−10 ,
and thus ∫
Ω∗
l(u)−2du ≤ C l−10 . (2.11)
Hence, by (2.9),
Tr
(
HΩµ,h
)
− −
∫
Rd
Tr
(
φuH
Ω
µ,hφu
)
− l(u)
−d du ≤ C h−d+2 l−10 (1+µ)d/2 , (2.12)
establishing the second inequality in (2.3) for d > 2. The case d = 2 follows along
the same lines. 
3. The bulk
Similar to [10, Proposition 1.4], in the case when the support of φ is completely
contained in Ω, we obtain
Proposition 3.1 (Error in the bulk). There exists C > 0, such that for all real-
valued φ ∈ C10 (Ω) satisfying ‖∇φ‖∞ ≤ C l−1 and with support in a ball of radius
l>0,
0 ≤ Λ(1)µ h−d
∫
Ω
φ(x)2 dx − Tr(φHΩµ,hφ)− ≤ C h−d+2 ld−2 (1+µ)(d−1)/2 (3.1)
for all h > 0, where Λ
(1)
µ = (2π)−d
∫
Rd
(ψµ(|p|2)− 1)− dp.
Proof. We write Hµ,h := H
R
d
µ,h = hA
R
d
µ/h−1 =
√
−h2∆+µ2−µ−1 for the operator
on all of Rd. For the lower bound, using the the Variational Principle we obtain
Tr(φHΩµ,hφ) ≤ Tr(φHµ,hφ) ≤ Trφ(Hµ,h) φ . (3.2)
If F denotes the Fourier transform on Rd and Φ := FφF−1, which is the integral
operator in L2(Rd) with kernel (k, k˜) 7→ (Fφ)(k−k˜), then we have Trφ(Hµ,h) φ =
TrΦgΦ, where g(k) := (ψµ(|2πhk|2)−1) . Since, for any δ ≥ 0, we have∫
Rd
∫
Rd
g(k)δ|Φ(k, k˜)|2dk˜ dk =
∫
Rd
g(k)δdk ‖Fφ‖22 < ∞ ,
it follows that the operators Φg0 and gΦ are Hilbert-Schmidt operators, and there-
fore
TrΦgΦ =
∫
Rd
g(k)|Φ(k, k˜)|2 dk˜ dk
=
∫
Rd
(
ψµ(|2πhk|2)− 1
)
−dk ‖Fφ‖22 = Λ(1)µ h−d‖φ‖22 .
Together with (3.2), this proves
Tr
(
φHΩµ,hφ
)
− ≤ Λ(1)µ h−d
∫
Rd
φ(x)2 dx (3.3)
for any real-valued φ ∈ C10 (Rd) and h > 0.
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For the upper bound, let ρ := φ0 (Hµ,h)
0
− φ
0, where φ0 is the characteristic func-
tion of suppφ. Then 0≤ρ≤1, ρ is trace class, and φρf ∈ H1/2(Rd), in particular
ρ can be used as a trial density matrix in the Variational Principle. It follows that
− Tr (φHΩµ,hφ)− ≤ Tr ρφHµ,hφ = hTr ρφAµ/hφ− Tr ρφ2. (3.4)
= (2πh)−d
∫
ψµ(|p|2)≤1
(∥∥(hAµ/h)1/2φeip ·/h∥∥22 − ∥∥φeip·/h∥∥22
)
dp .
By using an exponential regularization for ψµ, ψ
a
µ(t) := e
−aEψµ(t) for all a > 0
and t > 0, and writing φ(x)φ(y) = 12
(
φ(x)2 +φ(y)2− (φ(x)−φ(y))2), the first term
in (3.4) can be written as∥∥(hAµ/h)1/2φeip·/h∥∥22
=
1
2
∫
Rd
(
ψµ(|p+2πhη|2) + ψµ(|p−2πhη|2)
) |φˆ(η)|2 dη . (3.5)
We omit the proof of (3.5), since it is purely technical (see [12, Lemma 10]). From
(3.4) and (3.5), we obtain
−Tr (φHΩµ,hφ)− ≤ (2πh)−d
∫
ψµ(|p|2)≤1
(∥∥(hAµ/h)1/2φeip ·/h∥∥22 − ‖φ‖22
)
dp
= −h−dΛ(1)µ ‖φ‖22 + (2πh)−d
∫
ψµ(|p|2)≤1
Rµ,h(p) dp , (3.6)
where
Rµ,h(p) :=
∫
Rd
(
1
2
(
ψµ(|p+2πhη|2) + ψµ(|p−2πhη|2)
)− ψµ(|p|2)) |φˆ(η)|2 dη .
It remains to find a suitable upper bound for Rµ,h(p). For a > 0 and |b| ≤ a, we
have (a+ b)1/2 + (a− b)1/2 ≤ 2a1/2. Applied to a = |p|2 + |ξ|2 + µ2 and b = 2p · ξ,
where p, ξ ∈ Rd, we find
1
2
(
ψµ(|p+ξ|2)−ψµ(|p−ξ|2)
)− ψµ(|p|2)
≤ (|p|2+|ξ|2+µ2)1/2− (|p|2+µ2)1/2 ≤ 12 |p|−1|ξ|2 ,
where the last inequality is due to (c+ d)1/2 − c1/2 ≤ 12c−1/2d, which holds for all
c, d > 0. Hence,∫
ψµ(|p|2)≤1
Rµ,h(p) dp ≤ 12 (2πh)2
∫
ψµ(|p|2)≤1
|p|−1dp
∫
Rd
|η|2|φˆ(η)|2dη
= 2π2h2 |Sd−1|
∫ √1+2µ
0
td−2 dt ‖∇φ‖22 ≤ C ld−2h2 (1+µ)(d−1)/2 ,
where we have used the assumption ‖∇φ‖∞ ≤ Cl−1 and |supp (∇φ)| ≤ Cld. To-
gether with (3.6) this proves the upper bound in (3.1). 
4. Straightening of the boundary
In this section, we compare HΩµ,h locally near the boundary with H
+
µ,h, where
H+µ,h := H
R
d
+
µ,h , R
d
+ :=
{
(ξ′, ξd) ∈ Rd−1×R
∣∣ ξd > 0} .
Proposition 4.1 below is an extension of [10, Lemma 4.2] and relies on the assump-
tion that the boundary is locally given by the graph of a differentiable function.
More precisely, if the support of φ ∈ C10 (Rd) is contained in an open ball Bl ⊂ Rd
of radius 0 < l ≤ c with Bl ∩ ∂Ω 6= 0 and some c > 0 to be fixed later, we choose
new coordinates in Rd in the following way: By translation and rotation, we can
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choose a Cartesian coordinate sytem centered at some xl ∈ Bl ∩ ∂Ω, such that
(0, 1) is the unit inward normal vector at xl = (0, 0), where for x ∈ Rd, we write
x = (x′, xd) ∈ Rd−1×R. Let
Dl :=
{
x′ ∈ Rd−1 : (x′, xd) ∈ Bl
}
be the projection of Bl on the hyperplane ∂R
d
+ := {(x′, xd) ∈ Rd : xd=0}. Since
∂Ω ∈ C1, for small enough c > 0 and l ≤ c, there exists a differentiable function
g : Dl → R, such that
Bl ∩ ∂Ω =
{
(x′, g(x′)) : x′ ∈ Dl
}
.
Moreover, since ∂Ω is compact, the derivatives of the functions g for different
patches along ∂Ω admit a common modulus of continuity w : R+ → R+. In
particular, w is non-decreasing, w(t)→ 0 as t→ 0+, and
|∇g(x′)−∇g(y′)| ≤ w(|x′−y′|) (4.1)
for all x′, y′ ∈ Dl. We define the diffeomorphism
τ : Dl × R→ Dl × R, (x′, xd) 7→
(
x′, xd−g(x′)
)
. (4.2)
Then τ straightens the part of ∂Ω that lies inside of Bl, in the sense that it maps
Bl ∩ ∂Ω into ∂Rd+, since τ(x′, g(x′)) = (x′, 0) for all x′ ∈ Dl.
Proposition 4.1 (Straightening of the boundary). There exist positive con-
stants c and C, such that for any φ ∈ C10 (Rd) with support in a ball of radius
0 < l ≤ c intersecting the boundary of Ω, we have∣∣Tr (φHΩµ,hφ)− − Tr (φ′H+µ,hφ′)−∣∣ ≤ Cw(l) ld (1+µ)d/2h−d . (4.3)
Here, φ′ ∈ C10 (Rd) denotes the extension of φ ◦ τ−1 by zero to Rd, where τ is the
diffeomorphism given in (4.2). Moreover,∫
Ω
φ(x)2 dx =
∫
Rd
+
φ′(x)2 dx , (4.4)
and there exists C > 0 such that
0 ≤
∫
∂Ω
φ(x)2dσ(x) −
∫
Rd−1
φ′(x′, 0)2dx′ ≤ C w(l)2 ld−1 . (4.5)
For µ = 0, (4.3) is proved in [10, Lemma 4.2] by directly using the homogeneity
of | · |. Instead, since ψµ is not homogeneous for µ > 0, we are using the integral
representations (B.3) and (B.5) (see Appendix B) of the modified Bessel functions
in the expression (1.5) for the quadratic form qΩν defined in (1.1).
Lemma 4.2. There exist c, C > 0, such that for all v ∈ H1/20 (Ω) that are compactly
supported in a ball Bl of radius 0 < l ≤ c, and for all ν > 0,∣∣qΩν (v)− q+ν (v′)∣∣ ≤ Cw(l) min{qΩν (v), q+ν (v′)} , (4.6)
where q+ν := q
R
d
+
ν , and v′ ∈ H1/20 (Rd+) denotes the extension of the function v ◦ τ−1
by zero to Rd+.
Proof. We start with an upper bound for the left side of (4.6) in terms of q+ν (v
′).
Writing θν(t) := ν
d+1θ(νt) = (ν/(2πt))(d+1)/2K(d+1)/2(νt), then, by the integral
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representation (1.5),
qΩν (v) =
∫
Rd
∫
Rd
∣∣v(x)−v(y)∣∣2 θν(|x−y|) dxdy
=
∫
Γl
∫
Γl
∣∣v′(ξ)−v′(η)∣∣2 θν(|τ−1(ξ)−τ−1(η)|) dξdη
+ 2
∫
Rd\Γl
∫
Γl
|v′(ξ)|2 θν(|τ−1(ξ)−y|) dξdy , (4.7)
since supp v ⊂ Γl := Dl × R, and τ has unit Jacobian determinant and is bijective
on Γl. From the integral representation (B.3) of K(d+1)/2(νt), it follows for all
ξ, η ∈ Γl that∣∣∣θν(|τ−1(ξ)−τ−1(η)|) − θν(|ξ−η|)∣∣∣ (4.8)
≤ ν−(d+1)/2
∫ ∞
0
e−ν
2u
(2u)(d+3)/2
∣∣∣e−|τ−1(ξ)−τ−1(η)|2/(4u) − e−|ξ−η|2/(4u)∣∣∣ du .
Since τ−1(ξ) = (ξ′, ξd + g(ξ′)) for all ξ ∈ Γl we have∣∣τ−1(ξ)−τ−1(η)∣∣2 − |ξ−η|2 = 2(ξd−ηd)(g(ξ′)−g(η′))+ |g(ξ′)−g(η′)|2
≤ 2|ξd−ηd| |ξ′−η′|‖∇g‖∞ + |ξ′−η′|2 ‖∇g‖2∞
≤ C w(l) |ξ−η|2 , (4.9)
where we have used that, by (4.1),
|∇g(x′)| = |∇g(x′)−∇g(0)| ≤ w(|x′|) ≤ w(l) (4.10)
for all x′ ∈ Dl, and therefore ‖∇g‖∞ ≤ w(l) < 1 for l small enough.
Since 1− e−|t| ≤ |t| for all t ∈ R, we obtain from (4.9) that (4.8) is bounded by
Cw(l) |ξ−η|2 ν−(d+1)/2
∫ ∞
0
e−ν
2u−|ξ−η|2/(4u)
(2u)(d+5)/2
du .
By using the integral representation (B.3) again, we conclude that∣∣∣θν(|τ−1(ξ)−τ−1(η)|)− θν(|ξ−η|)∣∣∣ ≤ Cw(l)ν |ξ−η| K(d+3)/2(ν|ξ−η|)|ξ−η|(d+1)/2
≤ Cw(l) θν(|ξ−η|/
√
2) , (4.11)
where we have used Lemma B.3 below (based on the integral representation (B.5)
in Appendix B), by which it follows that
ν |ξ−η|K(d+3)/2(ν|ξ−η|) ≤ 2K(d+1)/2
(
ν|ξ−η|/√2) .
Next, considering the second term in (4.7), containing θν(|τ−1(ξ)−y|) with ξ ∈ Γl
and y ∈ Rd\Γl, we have∣∣∣θν(|τ−1(ξ)−y|)− θν(|ξ−y|)∣∣∣
≤ ν−(d+1)/2
∫ ∞
0
e−ν
2u
(2u)(d+3)/2
∣∣∣e−|τ−1(ξ)−y|2/(4u) − e−|ξ−y|2/(4u)∣∣∣ du .
As above, from τ−1(ξ) = (ξ′, ξd + g(ξ′)) and y = (y′, yd), it follows that
|τ−1(ξ)−y|2 − |ξ−y|2 ≤ w(l) |ξ−y|2 ,
and therefore ∣∣∣θν(|τ−1(ξ)−y|)− θν(|ξ−y|)∣∣∣ ≤ Cw(l) θν(|ξ−y|/√2) . (4.12)
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Together with (4.11) and (4.7), we obtain |qΩν (v)−q+ν (v′)| ≤ Cw(l)q+ν/√2(v′). Since,
for all f ∈ H1/20 (Rd+),
q+
ν/
√
2
(f) = 1√
2
∫
Rd
ψν(2|2πk|2) |fˆ(k)|2 dk ≤
√
2 q+ν (f) ,
this finishes the proof of the first inequality in (4.6). By interchanging the roles of
qΩν and q
+
ν , following the same lines as above leads to the other inequality in (4.6)
and thus finishes the proof of Lemma 4.2. 
Proof of Proposition 4.1. Similar to [10, Lemma 4.2], equations (4.4) and (4.5) im-
mediately follow from a change of variables and (4.10). By the Variational Principle,
it follows from Lemma 4.2 that
Tr(φHΩµ,hφ) ≤ Tr
(
φ′
(
h
(
1−Cw(l))A+µ/h − 1)φ′)− .
Moreover, as in (2.8), for any 0 < ε ≤ 1/2,
Tr
(
φ′
(
h
(
1− Cw(l))A+µ/h − 1)φ′)−
≤ Tr
(
φ′(hA+µ/h−1)φ′
)
−
+Tr
(
φ′
(
(ε−Cw(l))hA+µ/h − ε
)
φ′
)
−
.
Hence, for c small enough such that ε := 2Cw(l) ≤ 1/2 for all 0 < l ≤ c, it follows
that
Tr
(
φHΩµ,hφ
)
− − Tr
(
φ′H+µ,hφ
′)
− ≤ 2Cw(l)Tr
(
φ′
(
h
2A
+
µ/h−1
)
φ′
)
−
≤ Cw(l) ld (1+µ)d/2h−d ,
where the second inequality is the analogue of (3.3) for A+µ/h. Due to the symmetry
of Lemma 4.2 with respect to qΩν and q
+
ν , interchanging the roles ofH
Ω
µ,h andH
+
µ,h in
the proof above yields the same result and therefore finishes the proof of Proposition
4.1. 
5. Analysis near the boundary
The results of the previous section reduce the analysis of Tr(φHΩµ/hφ) for supp(φ)
intersecting the boundary, to a problem on the half-space Rd+. In this section, it is
further reduced to a problem on the half-line (Lemma 5.2 below). Following [10,
Section 3.2], we define a unitary operator from L2(Rd+) to the constant fiber direct
integral space
∫ ⊕
Rd−1 L
2(R+) := L
2(Rd−1;L2(R+)) [23, XIII.16]. This allows to ex-
press A+µ/h in terms of a family of one-dimensional model operators {T+ω }ω≥0, for
which we apply the diagonalization results by Kwas´nicki [16] in Lemma 5.3 below.
The main result of this section is
Proposition 5.1 (Error in the half-space). For all δ1, δ2 ∈ (0, 1) there exist
constants Cδ1 , Cδ1,δ2 > 0 such that for all real-valued φ ∈ C10 (Rd) supported in a
ball of radius 1,
− Cδ1,δ2
(
(1+µ)(d−δ2)/2h−d+1+δ2 + (1+µ)(d−δ1)/2 h−d+1+δ1
)
≤ Tr (φH+µ,hφ)− − h−d Λ(1)µ
∫
Rd
+
φ(x)2dx+ h−d+1Λ(2)µ
∫
Rd−1
φ(x′, 0)2 dx′
≤ Cδ1 (1+µ)(d−δ1)/2 h−d+1+δ1 , (5.1)
TWO-TERM ASYMPTOTICS FOR THE KINETIC ENERGY OPERATOR 11
where Λ
(2)
µ =
∫∞
0
Kµ(t) dt, and for ν, t > 0,
Kµ(t) := 1
(2π)d−1
∫
Rd−1
|ξ′|2
(
Jµ,|ξ′| − J +µ,|ξ′|(|ξ′|t)
)
dξ′ , (5.2)
J +µ,ν(t) :=
2
π
∫ ∞
0
(
ψµ/ν(λ
2+1)− ν−1)− Fµ/ν,λ(t)2dλ ,
Jµ,ν := 1
π
∫ ∞
0
(
ψµ/ν(λ
2+1)− ν−1)− dλ ,
with ψω as defined in (1.4).
This is a generalization of [10, Proposition 3.1] for µ > 0. By developing an
explicit diagonalization of hA+µ/h, the following two lemmas (Lemma 5.2 and 5.3)
set the basis for its proof.
Lemma 5.2 (Reduction to the half-line). For ω≥0, let Q+ω denote the closed
quadratic form with domain H
1/2
0 (R+) and
Q+ω (u) :=
∫
R
ψω
(
(2πs)2+1
) |uˆ(s)|2 ds . (5.3)
There exists a unitary operator U : L2(Rd+)→
∫ ⊕
Rd−1 L
2(R+) such that
q+µ/h(f) =
∫
Rd−1
|2πξ′|Q+µ/|2pihξ′|
(
(Uf)ξ′
)
dξ′ ∀f ∈ H1/20 (Rd+) . (5.4)
Proof. Let F (d−1) denote the partial Fourier transform of f ∈ L2(Rd) in the first
d−1 variables, and for g ∈ ∫ ⊕
Rd−1 L
2(R+) and ξ
′ ∈ Rd−1, we use the notation
gξ′ := g(ξ
′) ∈ L2(R+). By the unitarity of the Fourier transform, and a change of
variables, it follows that the operator U : L2(Rd+)→
∫ ⊕
Rd−1 L
2(R+), given by
(Uf)ξ′(t) := |2πξ′|−1/2
(F (d−1)f)(ξ′, |2πξ′|−1t) (5.5)
for almost all ξ′ ∈ Rd−1 and t > 0, is unitary. Since, for ω, ν, s, t > 0 and u ∈
L2(R), we have ψω(ν
2t) = ν ψω/ν(t), and
(Fu(ω−1·))(s) = ω (Fu)(ωs), where F
denotes the Fourier transform in L2(R), equation (5.4) follows from a change of
variables. 
The self-adjoint operators T+ω in L
2(R+) given by the closed quadratic form
Q+ω , i.e. T
+
ω = ψω
(− d2dt2+1) with Dirichlet boundary condition on R+, belong to a
large class of operators for which an explicit diagonalization in terms of generalized
eigenfunctions has been proved by Kwas´nicki in [16]. In Appendix C, we apply
these results (Corollary C.2) and derive properties for the terms in this spectral
decomposition (Lemmas C.3, C.4).
As a consequence of Lemma 5.2 and Corollary C.2, we obtain
Lemma 5.3 (Diagonalization of A+µ,h). For ω ≥ 0 let {Fω,λ}λ>0 denote the
generalized eigenfunctions of T+ω given in Corollary C.2 below. The linear map Vh,
defined on L1 ∩ L2(Rd+) by
Vhf(ξ) =
∫
Rd
+
vh(ξ, x)f(x) dx ∀ξ = (ξ′, ξd) ∈ Rd+ ,
where vh(ξ, x) := h
−d/2v(ξ, h−1x) and
v(ξ, x) := |ξ′|1/2 e
−iξ′x′
(2π)(d−1)/2
√
2
π
Fµ/|ξ′|,ξd(|ξ′|xd) , (5.6)
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extends to a unitary operator Vh : L
2(Rd) → L2(Rd) and establishes the unitary
equivalence of hA+µ/h with multiplication by aµ(ξ
′, ξd) := |ξ′|ψµ/|ξ′|(ξ2d+1), i.e.
VhhA
+
µ/hV
∗
h = aµ . (5.7)
Proof. For h > 0, let Sh be the unitary scaling operator in
∫ ⊕
Rd−1 L
2(R+) given by
(Shg)ξ′(t) = (2πh)
−(d−1)/2gξ′/2pih(t) ,
and let Uh := Sh ◦ U , with the unitary operator U given in (5.5). Then, by (5.4),
hq+µ/h(f) =
∫
Rd−1
|ξ′|Q+µ/|ξ′|
(
(Uhf)ξ′
)
dξ′ . (5.8)
By Corollary C.2, for any ω ≥ 0, T+ω is unitarily equivalent to the operator of
multiplication in L2(R+) by λ 7→ ψω(λ2+1), where, for φ ∈ L1(R+) ∩ L2(R+), the
corresponding unitary transformation is explicitly given by
Πωφ(λ) =
√
2
π
∫ ∞
0
Fω,λ(t)φ(t)dt .
It follows that
hq+µ/h(f) =
∫
Rd−1
∫
R+
aµ(ξ
′, ξd)
∣∣Πµ/|ξ′|(Uhf)ξ′(ξd)∣∣2 dξd dξ′ . (5.9)
Moreover, since Πµ/|ξ′|(Uhf)ξ′(ξd) = (Vhf)(ξ′, ξd) for all ξ′ ∈ Rd−1, ξd ∈ R+, after
a change of variables, the unitarity of Vh follows from the unitarity of the partial
Fourier transform and the unitarity of Πω. In particular, (5.7) follows from (5.9).

Using this, we derive the following representation of Trφ(H+µ,h)−φ, which will
be used to prove the lower bound in Proposition 5.1.
Lemma 5.4. For any real-valued φ ∈ C10 (Rd) we have
Trφ
(
H+µ,h
)
−φ =
∫
Rd
+
∫
Rd
+
|ξ′|(aµ(ξ)−1)− |vh(ξ, x)|2 dξ φ(x)2 dx (5.10)
= h−d Λ(1)µ
∫
Rd
+
φ(x)2dx− h−d+1
∫
Rd
+
φ(x)2h−1Kµ(h−1xd) dx , (5.11)
where Kµ was defined in (5.2).
Proof. Since, by the definitions of aµ(ξ), vh(ξ, x) and J+µ,|ξ′|(t),∫
Rd
+
|ξ′|(aµ(ξ)−1)− |vh(ξ, x)|2 dξ = h−d(2π)d−1
∫
Rd−1
|ξ′|2 J+µ,|ξ′|(h−1|ξ′|xd) dξ′ ,
and, by changing variables,
1
(2π)d−1
∫
Rd
+
∫
Rd−1
|ξ′|2 Jµ,|ξ′| dξ′ φ(x)2 dx = Λ(1)µ
∫
Rd
+
φ(x)2 dx ,
it follows from the definition of Kµ in (5.2), that (5.11) is a direct consequence of
(5.10).
For simplicity, we write a := aµ and V := Vh. First, we show that (a−1)0−V φV ∗
and (a−1)−V φV ∗ are Hilbert-Schmidt operators.
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For any 0 ≤ δ ≤ 1 we have∫
Rd
+
(
a(ξ)−1)δ−
∫
Rd
+
|V φV ∗(ξ, ζ)|2dζ dξ
=
∫
Rd
+
(
a(ξ)−1)δ−
∫
Rd
+
∣∣∣∣
∫
Rd
+
vh(ξ, x)φ(x)vh(ζ, x) dx
∣∣∣∣
2
dζ dξ
= lim
c→0+
lim
b→0+
∫
Rd
+
(
a(ξ)−1)δ−
∫
Rd
+
e−c|ξ
′−ζ′|2e−bfµ/|ξ′|(ζ
2
d)
×
∣∣∣∣
∫
Rd
+
vh(ξ, x)φ(x)vh(ζ, x) dx
∣∣∣∣
2
dζ dξ , (5.12)
where fw(t) = ψw(t+1) − ψw(1) for any w ≥ 0 (compare (C.9)). Note that, if
(Pω,b)b≥0 denotes the contraction semigroup generated by −T+ω +ψω(1) (see Corol-
lary C.2), then by Lemma C.1, Pω,b = Π
∗
ωe
−bfω(|·|2)Πω and therefore
Pω,bg(t) =
2
π
∫ ∞
0
∫ ∞
0
Fω,λ(t)Fω,λ(s)e
−bfω(λ2)g(s) ds dλ
for all g ∈ L1(R+) ∩ L2)(R+). It follows that
∫∞
0
kω,b(·, s)g(s) ds converges in
L2(R+) to g as b → 0+, where kω,b(t, s) := 2pi
∫∞
0
Fω,λ(t)Fω,λ(s)e
−bfω(λ2)dλ, since
(Pω,b)b≥0 is strongly continuous and Pω,0 = I. In particular, by changing variables,
we obtain for any β > 0 that
β
∫ ∞
0
∫ ∞
0
f(t) kω,b(βt, βs) g(s) dsdt
b→0+−−−−→ (f, g)L2(R+) (5.13)
for all f, g ∈ L1(R+)∩L2(R+). And similarly, from ‖Pw,bg‖2 ≤ ‖g‖2 we obtain the
uniform bound∣∣∣∣β
∫ ∞
0
∫ ∞
0
f(t) kω,b(βt, βs) g(s) dsdt
∣∣∣∣ ≤ ‖f‖2 ‖g‖2 ,
which allows the use of dominated convergence below. It follows that∫
Rd
+
(
a(ξ)−1)δ−
∫
Rd
+
e−c|ξ
′−ζ′|2e−bfµ/|ξ′|(ζ
2
d)
∣∣∣∣
∫
Rd
+
vh(ξ, x)φ(x)vh(ζ, x) dx
∣∣∣∣
2
dζ dξ
= Ch,d
∫
Rd
+
(
a(ξ)−1)δ−|ξ′|
×
∫
Rd
+
∫
Rd
+
Fµ/|ξ′|,ξd
(
h−1|ξ′|xd
)
Fµ/|ξ′|,ξd
(
h−1|ξ′|yd
)
φ(x)φ(y)
×
∫
Rd−1
e−c|ξ
′−ζ′|2−i(ξ′−ζ′)(x′−y′)/h |ζ′| kµ/|ζ′|,b
(
|ζ′|xd
h ,
|ζ′|yd
h
)
dζ′dydxdξ
= Ch,d
∫
Rd
+
(
a(ξ)−1)δ−|ξ′|
∫
Rd−1
∫
Rd−1
∫
Rd−1
e−c|ξ
′−ζ′|2−i(ξ′−ζ′)(x′−y′)/h
×
∫ ∞
0
∫ ∞
0
|ζ′| gξ,x′(xd) kµ/|ζ′|,b
(
|ζ′|xd
h ,
|ζ′|yd
h
)
gξ,y′(yd) dyddxd dζ
′dy′dx′ dξ,
where Ch,d = 4(2π)
−2d+1h−2d and gξ,x′(xd) := Fµ/|ξ′|,ξd
(
h−1|ξ′|xd
)
φ(x). By (5.12),
(5.13) and dominated convergence, we obtain∫
Rd
+
(
a(ξ)−1)δ−
∫
Rd
+
|V φV ∗(ξ, ζ)|2dζ dξ = h
−d
(2π)d−1
2
π
lim
c→0+
Ic ,
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where
Ic :=
1
(2πh)d−1
∫
Rd
+
(
a(ξ)−1)δ−|ξ′|
×
∫
Rd−1
∫
Rd−1
∫
Rd−1
e−i(ξ
′−ζ′)(x′−y′)/he−c|ξ
′−ζ′|2dζ′
×
∫ ∞
0
Fµ/|ξ′|,ξd
(
h−1|ξ′|xd
)2
φ(x′, xd)φ(y′, xd) dxd dy′dx′dξ
=
∫
Rd
+
φ(x)
(
βc ∗ φ(·, xd)
)
(x′)
×
∫
Rd
+
(
a(ξ)−1)δ−|ξ′|Fµ/|ξ′|,ξd(h−1|ξ′|xd)2dξ dx,
since (2πh)−(d−1)(Fe−c|·|2)(x′−y′2pih ) = βc(x′−y′). Here, βc := (π/c)d/2e−pi
2|·|2/c forms
an approximate identity in Rd−1 (or nascent delta function), in particular
∫
Rd−1 f βc
is uniformly bounded in c > 0, and limc→0+
∫
Rd−1 f βc = f(0) for any f ∈ C(Rd−1) ∩ L∞(Rd−1).
Thus,
lim
c→0+
Ic =
∫
Rd
+
∫
Rd
+
(
a(ξ)−1)δ−|ξ′|Fµ/|ξ′|,ξd(h−1|ξ′|xd)2dξ φ(x)2 dx . (5.14)
In particular, since ξ 7→ |ξ′|(a(ξ)−1)δ− belongs to L1(Rd+) for any 0 ≤ δ ≤ 1 and
d ≥ 2, ∫
Rd
+
(
a(ξ)−1)δ−
∫
Rd
+
|V φV ∗(ξ, ζ)|2dζ dξ < ∞ , (5.15)
and thus (a−1)0−V φV ∗ and (a−1)−V φV ∗ are Hilbert-Schmidt operators. It follows
that
Trφ
(
hA+µ/h−1)−φ = TrV φV ∗(a−1)−V φV ∗
=
∫
Rd
+
(
a(ξ)−1)−
∫
Rd
+
|V φV ∗(ξ, ζ)|2dζ dξ .
Hence, (5.10) follows from (5.14) with δ = 1. 
For the upper bound in Proposition 5.1 we use
Lemma 5.5. Let φ ∈ C10 (Rd) be real-valued and let ρ := χ(H+µ,h)0−χ, where χ
denotes the characteristic function of supp(φ) ∩Rd+. Then ρ has range in the form
domain of φH+µ,hφ, and for any σ ∈ (0, 12 ),∣∣∣TrρφH+µ,hφ + h−dΛ(1)µ
∫
Rd
+
φ(x)2 dx − h−d+1
∫
Rd
+
φ(x)2h−1Kµ(h−1xd) dx
∣∣∣
≤ Cσ (1+µ)(d−2σ)/2 h−d+1+2σ . (5.16)
Proof. Since by definition ρf = 0 in the complement of Rd+, similarly as in the
proof of Proposition 3.1, it follows that ρf belongs to the form domain of φA+µ/hφ
for all f ∈ L2(Rd). Moreover,
TrρφH+µ,hφ = TrρφhA
+
µ/hφ− Trρφ2
=
∫
Rd
+
(
aµ(ξ)−1
)0
−
[(
φ+ vh(ξ, ·), hA+µ/hφ+ vh(ξ, ·)
)
−
∫
Rd
+
|vh(ξ, x)|2 φ(x)2 dx
]
dξ , (5.17)
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where φ+ := χφ.
For ϕ ∈ H10 (Rd+), by the integral representation of the kernel of e−tA
+
µ/h (see [18,
7.11 – 7.12]), we have
(ϕ,A+µ/hϕ) = lim
δ→0+
(ϕ,A+µ/he
−δA+
µ/hϕ) = − lim
δ→0+
d
dε
∣∣∣∣
ε=δ
(
ϕ, e
−εA+
µ/hϕ
)
= lim
δ,ε→0+
∫
Rd
∫
Rd
∣∣ϕ(x) − ϕ(y)∣∣2 θδ,εµ/h(|x−y|) dx dy ,
where for ν > 0, θν(t) := ν
d+1θ(νt) with θ(t) := (2πt)−(d+1)/2K(d+1)/2(t), and for
ν, δ, ε > 0
θδ,εν :=
1
ε
(
(δ+ε)θδ+εν − δθδν
)
, θδν(t) := θν
(
(t2+δ2)1/2
)
,
in particular θ0ν = θν . Also, we write limδ,ε→0+ to denote the consecutive limits
limδ→0+ limε→0+ , while keeping track of the order of limits. Hence, we have(
φ+ vh(ξ, ·), A+µ/hφ+vh(ξ, ·)
)
= lim
δ,ε→0+
∫
R
d
+
∫
R
d
+
∣∣φ(x)vh(ξ, h)− φ(y)vh(ξ, y)∣∣2θδ,εµ/h(|x−y|) dx dy .
For fixed h > 0 and ξ ∈ Rd+, using v := vh(ξ, ·) as a temporary notation, we write
for all x, y ∈ Rd+∣∣φ(x)vh(ξ, x) − φ(y)vh(ξ, y)∣∣2
=
1
2
(
v(x)v(y)(φ(x)−φ(y))2 + v(x)v(y)(φ(x)−φ(y))2
)
+
1
2
φ(x)2
(
2|v(x)|2 − v(x)v(y) − v(x)v(y))
+
1
2
φ(y)2
(
2|v(y)|2 − v(y)v(x) − v(y)v(x)) ,
so that(
φ+ vh(ξ, ·), A+µ/hφ+ vh(ξ, ·)
)
= lim
δ,ε→0+
Rδ,ε(ξ) + lim
δ,ε,β→0+
Iδ,ε,β(ξ), (5.18)
where
Rδ,ε(ξ) :=
∫
Rd
+
∫
Rd
+
v(x)v(y) (φ(x)−φ(y))2 θδ,εµ/h(|x−y|) dx dy ,
Iδ,ε,β(ξ) :=
∫
Rd
+
∫
Rd
+
φ(x)2
(
2|v(x)|2 − v(x)v(y) − v(x)v(y)
)
× eβ(x)eβ(y) θδ,εµ/h(|x−y|) dx dy ,
and eβ(x) := e
−β1|x′|2e−β2xd , β = (β1, β2) ∈ R2+. As is shown below, the second
term in (5.18) combined with the second term in (5.17) yields the two leading
terms in the expansion of TrρφH+µ,hφ stated in the Lemma. Therefore, integrating
limδ,ε→0+ Rδ,ε(ξ) in (5.17) results in the remainder, satisfying the estimate (5.16).
We have
Iδ,ε,β(ξ) =
∫
Rd
+
∫
Rd
+
[1
2
(Mβ +Mβ)(ξ, x, y) +Nβ(ξ, x, y)]θδ,εµ/h(|x−y|) dx dy ,
where
Mβ(ξ, x, y) :=
(
φ(x)2v(x)eβ(x)− φ(y)2v(y)eβ(y)
)(
v(x)eβ(x)−v(y)eβ(y)
)
,
Nβ(ξ, x, y) :=
(
φ(x)2|v(x)|2eβ(x)− φ(y)2|v(y)|2eβ(y)
)(
eβ(y)−eβ(x)
)
.
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First, we show that
lim
β→0+
∫
Rd
+
∫
Rd
+
Nβ(ξ, x, y) θδ,εµ/h(|x−y|) dx dy = 0 . (5.19)
Pointwise, we have limβ→0+ Nβ(ξ, x, y) = 0. In order to find a β-independent
integrable upper bound, we separately consider the regions where |x−y| is smaller
and where |x−y| is larger than some r > 0. For |x−y| > r, we have∣∣Nβ(ξ, x, y) θδ,εµ/h(|x−y|)∣∣
≤ Ch−d|ξ′|∥∥Fµ/|ξ′|,ξd∥∥2∞ (φ(x)2+φ(y)2) |θδ,εµ/h(|x−y|)| , (5.20)
uniformly in β. This is integrable in the region where |x−y| > r, because φ ∈
C10 (R
d) and ∫
|z|>r
θδµ/h(|z|) dz ≤ C
∫ ∞
r
t−2dt <∞ ,
where we used that θ(t) ≤ C t−(d+1)e−t/2 by Lemma B.2 in Appendix B.
Next, if |x−y| ≤ r, then the condition that x ∈ suppφ or y ∈ suppφ implies that
both x and y belong to BR+r(0), where R > 0 is such that suppφ ⊂ BR(0). Since∣∣φ(x)2|v(x)|2 − φ(y)2|v(y)|2∣∣ ≤ Ch−1|ξ′|∥∥∇(φ2F 2µ/|ξ′|,ξd)∥∥∞ |x−y|
and for β1, β2 ≤ 1
|eβ(x)− eβ(y)| ≤ ‖∇eβ‖∞ |x−y|
≤ sup
x∈Rd
+
(
2β1|x′|e−β1|x′|2+β2e−β2xd
) |x−y| ≤ 3|x−y| ,
it follows for |x−y| ≤ r that∣∣Nβ(ξ, x, y) θδ,εµ (|x−y|)∣∣ ≤ Ch−1|ξ′|χBR+r(0)(y) |x−y|2 θδ,εµ/h(|x−y|) (5.21)
uniformly in β1, β2 ≤ 1. The right side is integrable in the region |x−y| < r, since
|BR+r(0)|
∫
|z|≤r
|z|2θδµ/h(|z|) dz ≤ C
∫ r
0
dt = Cr < ∞ .
Thus, due to (5.20) and (5.21), Equation (5.19) follows from dominated conver-
gence. Let gδ,εh (x) :=
h
ε e
−δx/h(1−e−εx/h). By Lemma 5.3,
h
∫
Rd
+
∫
Rd
+
Mβ(ξ, x, y) θδ,εµ/h(|x−y|) dx dy
=
(
φ2vh(ξ, ·)eβ, gδ,εh
(
hA+µ/h
)
vh(ξ, ·)eβ
)
=
∫
Rd
+
∫
Rd
+
∫
Rd
+
vh(ζ, x)vh(ξ, x)φ(x)
2
× eβ(x) gδ,εh (aµ(ζ)) vh(ζ, y) vh(ξ, y) eβ(y) dy dx dζ
=
|ξ′|h−2d
(2π)2(d−1)
∫
Rd
+
∫
Rd
+
∫
R+
|ζ′| e−ix′(ξ′−ζ′)/h φ(x)2 eβ(x) gδ,εh (aµ(ζ))
× F˜ (ξ, ζ, h−1xd, h−1yd) e−β2yd
∫
Rd−1
e−iy
′(ζ′−ξ′)/he−β1|y
′|2dy′ dyd dx dζ ,
where, for ξ, ζ ∈ Rd+ and s, t > 0,
F˜ (ξ, ζ, s, t) :=
(
2
π
)2
fξ(s) fζ(s) fξ(t) fζ(t) , fξ(t) := Fµ/|ξ′|,ξd(|ξ′|t) .
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Since ξ′ 7→ (2πh)−(d−1)(F (d−1)e−β1| · |2)(ξ′/2πh) defines an approximate identity in
Rd−1 with respect to β1 > 0, it follows that
h lim
β1→0+
∫
Rd
+
∫
Rd
+
Mβ(ξ, x, y) θδ,εµ/h(|x−y|) dx dy
=
|ξ′|2h−d−1
(2π)(d−1)
(
2
π
)2 ∫
Rd
+
φ(x)2e−β2xd
∫
R+
fξ(h
−1yd) fξ(h−1xd) e−β2yd
×
∫
R+
f(ξ′,ζd)(h
−1yd) g
δ,ε
h (aµ(ξ
′, ζd)) f(ξ′,ζd)(h
−1xd) dζd dyd dx .
Hence, by integrating against
(
aµ−1
)0
− (see (5.17)) and changing variables in the
yd-integration, we find
C′h,d h
∫
Rd
+
(
aµ(ξ)−1
)0
− limδ,ε,β→0+
∫
Rd
+
∫
Rd
+
Mβ(ξ, x, y) θδ,εµ/h(|x−y|) dx dy dξ
= lim
δ,ε,β2→0+
∫
Rd−1
∫
Rd
+
∫
R+
(
Π ∗µ/|ξ′| |ξ′|
(
aµ(ξ
′, ·)−1)0− f(ξ′,·)(h−1xd)
)
(t)
× e−h|ξ′|−1β2t
(
Π ∗µ/|ξ′| g
δ,ε
h (aµ(ξ
′, ·)) f(ξ′,·)(h−1xd)
)
(t) dt φ(x)2 e−β2xd dx dξ′,
= lim
δ,ε→0+
∫
Rd
+
∫
Rd
+
|ξ′|(aµ(ξ)−1)0− gδ,εh (aµ(ξ)) fξ(h−1xd)2 φ(x)2 dx dξ
= C′h,d
∫
Rd
+
∫
Rd
+
|ξ′|(aµ(ξ)−1)0− aµ(ξ) |vh(ξ, x)|2 φ(x)2 dx dξ ,
where C′h,d :=
pi
2 (2π)
d−1hd, and we are allowed to take limits after the integration in
ξ and change the order of integration, since ξ 7→ |ξ′|(aµ(ξ)−1)0− belongs to L1(Rd+)
whenever d ≥ 2.
Considering (5.19), integrating the second term in (5.18), and combining the
result with the second term in (5.17), gives∫
Rd
+
(
aµ(ξ)−1
)0
−
[
h lim
δ,ε,β→0+
Iδ,ε,β(ξ) −
∫
Rd
+
|vh(ξ, x)|2 φ(x)2 dx
]
dξ
=
∫
Rd
+
∫
Rd
+
|ξ′|(aµ(ξ)−1)− |vh(ξ, x)|2 dξ φ(x)2 dx
(5.11)
= Λ(1)µ h
−d
∫
Rd
+
φ(x)2dx− h−d
∫
Rd
+
Kµ(h−1xd)φ(x)2 dx .
It remains to prove the bound on the remainder
Rµ,h(φ) := h
∫
Rd
+
(
aµ(ξ)−1
)0
− limδ,ε→0+
Rδ,ε(ξ) dξ
= h
∫
Rd
+
∫
Rd
+
∫
Rd
+
(
aµ(ξ)−1
)0
−vh(ξ, x)vh(ξ, y)
× (φ(x)−φ(y))2 θµ/h(|x−y|) dx dy dξ,
where we have used that, by Lemma B.2 and Lemma B.4 (Appendix B),
∣∣θδ,εν (t)∣∣ ≤ sup
δ∈[0,c]
∣∣∣∣ ddδ (δθδν(t))
∣∣∣∣ ≤ Cν t−(d+1) ,
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and that
∫
Rd
+
∫
Rd
+
(φ(x)−φ(y))2|x−y|−(d+1) dxdy < ∞. For 0 < σ < 12 and f ∈
H2σ(Rd−1) ∩ L1(Rd−1) we have
|ξ′|2σ
h2σ
∫
Rd−1
eiξ
′x′/hf(x′) dx′ =
(FF−1|2π · |2σFf) (−ξ′2pih)
=
∫
Rd−1
eiξ
′x′/h (−∆)σf (x′) dx′ ,
and therefore, by the definition of vh(ξ, h),
Rµ,h(φ) = h
1+2σ
∫
Rd
+
∫
Rd
+
∫
Rd
+
|ξ′|−2σ(aµ(ξ)−1)0− vh(ξ, x) vh(ξ, y)
× (−∆x′)σ
((
φ(x)−φ(y))2θµ/h(|x−y|)) dxdydξ .
Since |vh(ξ, x)| ≤ Ch−d/2|ξ′|1/2 and∫
Rd
+
|ξ′|1−2σ(aµ(ξ)−1)0− dξ ≤
∫
|ξ′|2≤1+2µ
∫
ξ2d≤(1+2µ)/|ξ′|2
|ξ′|1−2σ dξd dξ′
= |Sd−2|(1+2µ)1/2
∫ (1+2µ)1/2
0
td−2−2σdt =
|Sd−2|
d−1−2σ (1+2µ)
(d−2σ)/2 ,
it follows that
|Rµ,h(φ)|
≤ Cσ (1+µ)
(d−2σ)/2
hd−1−2σ
∫
Rd
+
∫
Rd
+
∣∣∣(−∆x′)σ((φ(x)−φ(y))2θµ/h(|x−y|))∣∣∣ dx dy .
The estimate (5.16) now follows from the fact that for any σ ∈ (0, 12 ) there exists a
constant Cσ > 0 such that for all ν > 0∫
Rd
∫
Rd
∣∣∣(−∆x′)σ((φ(x)−φ(y))2θν(|x−y|))∣∣∣ dxdy ≤ Cσ . (5.22)
The proof of (5.22) is a variation of [8, Lemma B.4] and is purely technical. It is
therefore omitted here (see [12, Appendix F.2]). 
Proof of Proposition 5.1. First, by the Variational Principle and Lemma 5.4 we
have
− Tr (φH+µ,hφ)− ≥ −Trφ(H+µ,h)−φ (5.23)
= −h−d Λ(1)µ
∫
R
d
+
φ(x)2dx+ h−d+1
∫
R
d
+
φ(x)2h−1Kµ(h−1xd) dx .
Moreover, if ρ is as defined in Lemma 5.5, then, again by the Variational Principle,
− Tr (φH+µ,hφ)− ≤ TrρφH+µ,hφ (5.24)
= −h−dΛ(1)µ
∫
Rd
+
φ(x)2 dx + h−d+1
∫
Rd
+
φ(x)2h−1Kµ(h−1xd) dx −Rµ,h(φ) ,
where, by (5.16), for each σ ∈ (0, 12 ) there exists Cσ > 0 such that
|Rµ,h(φ)| ≤ Cσ (1+µ)(d−2σ)/2 h−d+1+2σ .
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Similarly as in [10, (3.8)], recalling that Λ
(2)
µ =
∫∞
0
Kµ(t) dt, we have for any δ1 ∈
(0, 1)
∣∣∣∣∣
∫
Rd
+
φ(x)2h−1Kµ(h−1xd) dx− Λ(2)µ
∫
Rd−1
φ(x′, 0)2 dx′
∣∣∣∣∣
≤
∫ ∞
0
|Kµ(t)|
(∫ th
0
ds
)δ1 (∫ ∞
0
∣∣∣∣
∫
Rd−1
∂sφ(x
′, s)2 dx′
∣∣∣∣
(1−δ1)−1
ds
)1−δ1
≤ Cδ1hδ1
∫ ∞
0
tδ1 |Kµ(t)| dt ≤ Cδ1(1+µ)(d−δ1)/2hδ1 ,
where the last inequality is due to Lemma C.5 below. Hence, it follows from (5.23),
Tr
(
φH+µ,hφ
)
− − h−d Λ(1)µ
∫
Rd
+
φ(x)2dx+ h−d+1Λ(2)µ
∫
Rd−1
φ(x′, 0)2 dx′
≤ h−d+1
∣∣∣∣∣
∫
Rd
+
φ(x)2h−1Kµ(h−1xd) dx− Λ(2)µ
∫
Rd−1
φ(x′, 0)2 dx′
∣∣∣∣∣
≤ Cδ1 (1+µ)(d−δ1)/2 h−d+1+δ1 ,
and from (5.24),
Tr
(
φH+µ,hφ
)
− − h−d Λ(1)µ
∫
Rd
+
φ(x)2dx+ h−d+1Λ(2)µ
∫
Rd−1
φ(x′, 0)2 dx′
≥ −Cδ2 (1+µ)(d−δ2)/2h−d+1+δ2 − Cδ1 (1+µ)(d−δ1)/2 h−d+1+δ1 ,
where δ2 := 2σ. 
By combining Propositions 4.1 (straightening of the boundary) and 5.1 (error in
the half-space), we obtain
Corollary 5.6. There exist constants c, C > 0 and for all δ1, δ2 ∈ (0, 1) there
exist constants Cδ1 , Cδ1,δ2 > 0 such that for all real-valued φ ∈ C10 (Rd) satisfying
‖∇φ‖∞ ≤ Cl−1 and supported in a ball of radius 0 < l ≤ c intersecting ∂Ω,
− Cδ1,δ2
(
(1+µ)(d−δ1)/2
ld−1−δ1
hd−1−δ1
+ (1+µ)(d−δ2)/2
ld−1−δ2
hd−1−δ2
(5.25)
+ (1+µ)d/2 w(l)2
ld−1
hd−1
+ (1+µ)d/2 w(l)
ld
hd
)
≤ Tr (φHΩµ,hφ)− − h−dΛ(1)µ
∫
Ω
φ(x)2dx + h−d+1Λ(2)µ
∫
∂Ω
φ(x)2dσ(x)
≤ Cδ1
(
(1+µ)(d−δ1)/2
ld−1−δ1
hd−1−δ1
+ (1+µ)d/2 w(l)2
ld−1
hd−1
+ (1+µ)d/2 w(l)
ld
hd
)
,
where w denotes the modulus of continuity of ∂Ω, see (4.1).
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Proof. From Proposition 4.1 and Proposition 5.1, by rescaling φ, it follows that
Tr
(
φHΩµ,hφ
)
− − h−dΛ(1)µ
∫
Ω
φ(x)2dx+ h−d+1Λ(2)µ
∫
∂Ω
φ(x)2dσ(x)
= Tr
(
φH+µ,hφ
)
− − h−d Λ(1)µ
∫
Rd
+
φ(x)2dx+ h−d+1Λ(2)µ
∫
Rd−1
φ(x′, 0)2 dx′
+
(
Tr
(
φHΩµ,hφ
)
−−Tr
(
φH+µ,hφ
)
−
)
+ h−d+1 Λ(2)µ
(∫
∂Ω
φ(x)2dσ(x) −
∫
Rd−1
φ(x′, 0)2 dx′
)
≤ Cδ1 (1+µ)d/2
(
(1+µ)−δ1/2(h/l)−d+1+δ1 + w(l)(h/l)−d + w(l)2 (h/l)−d+1
)
,
since, by Lemma C.5, |Λ(2)µ | ≤ C(1+µ)d/2. Here, we use that rescaling φ by
φl := φ(x/l) results in Tr(φlH
Ω
µ,hφl)− = Tr(φH
Ω
µ,h/lφ)−, as can be seen by using
the integral representation (1.5). The lower bound follows along the same lines. 
6. Proof of Theorem 1.1
Proof. Let Ω ⊂ Rd be a bounded open domain with ∂Ω ∈ C1. First, if h ≥ c for
some c > 0, then, for any ε > 0, we have∣∣∣Tr(HΩµ,h )− − Λ(1)µ |Ω|h−d + Λ(2)µ |∂Ω|h−d+1
∣∣∣
≤ 2Λ(1)µ |Ω|h−d +
∣∣Λ(2)µ ∣∣ |∂Ω|h−d+1 ≤ Cε (1+µ)d/2 h−d+1+ε .
Here, the first inequality follows fromHΩµ,h = χΩHµ,hχΩ and, by the same argument
leading to (3.3),
Tr
(
χΩHµ,hχΩ
)
− ≤ Λ(1)µ h−d
∫
Rd
χΩ(x)
2 dx = Λ(1)µ |Ω|h−d .
In the second inequality we use that Λ
(1)
µ ≤ C (1+µ)d/2, and that, by Lemma C.5,
|Λ(2)µ | ≤ C (1+µ)d/2. Hence, it remains to prove the claim for small h.
For u ∈ Rd let φu ∈ C10 (Rd) be as in Section 2. By Proposition 2.1, we have
Tr
(
HΩµ,h
)
− − Λ(1)µ |Ω|h−d + Λ(2)µ |∂Ω|h−d+1
=
∫
Rd
Lµ,h(φu) du
l(u)d
+ Tr
(
HΩµ,h
)
− −
∫
Rd
Tr
(
φuH
Ω
µ,hφu
)
−
du
l(u)d
, (6.1)
where
Lµ,h(φu) := Tr
(
φuH
Ω
µ,hφu
)
− − Λ(1)µ h−d
∫
Ω
φu(x)
2dx
+ Λ(2)µ h
−d+1
∫
∂Ω
φu(x)
2dσ(x).
Note that, if u ∈ Rd\Ω and supp(φu) ∩ ∂Ω = ∅, then Lµ,h(φu) = 0. Hence, it
suffices to find bounds for Lµ,h(φu) when u belongs to the bulk, u ∈ U1 := {u ∈
Ω |Bl(u)(u) ∩ ∂Ω = ∅}, and when u is close to the boundary of Ω, u ∈ U2 :=
{u ∈ Rd |Bl(u)(u) ∩ ∂Ω 6= ∅}. If u ∈ U2 then it follows from δ(u) ≤ l(u) that
l(u) ≤ 3−1/2l0. Therefore, by choosing l0 small enough, we are allowed to apply
Corollary 5.6. By Proposition 3.1, in the bulk we have
0 ≥
∫
U1
Lµ,h(φu) du
l(u)d
≥ −C (1+µ)(d−1)/2h−d+2
∫
U1
l(u)−2 du ,
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whereas near the boundary, by Corollary 5.6, for any δ, δ′ ∈ (0, 1)
− Cδ (1+µ)d/2
∫
U2
(
l(u)−1−δ
hd−1−δ
+
w(l(u))2l(u)−1
hd−1
+
w(l(u))
hd
)
du
≤
∫
U2
Lµ,h(φu) du
l(u)d
(6.2)
≤ Cδ′ (1+µ)d/2
∫
U2
(
l(u)−1−δ
′
hd−1−δ′
+
w(l(u))2l(u)−1
hd−1
+
w(l(u))
hd
)
du .
By (2.11), we have
∫
U1
l(u)−2 du ≤ C l−10 (since U1 ⊂ Ω∗). Moreover, if u ∈ U2
then 3−1l0 < l(u) ≤ 3−1/2l0. Hence, by the same argument as in the proof of
Proposition 2.1, it follows for all β ∈ R that ∫
U2
l(u)β du ≤ C lβ+10 . Therefore, by
(6.2), Proposition 2.1, and (6.1), for all h ≤ l0/8 and δ ∈ (0, 1)
− Cδ (1+µ)d/2h−d+1
(
l−10 hSd(l0/h) + l
−δ
0 h
δ + w(l0)
2 + w(l0) l0 h
−1
)
≤ Tr(HΩµ,h)− − Λ(1)µ |Ω|h−d + Λ(2)µ |∂Ω|h−d+1 (6.3)
≤ Cδ (1+µ)d/2h−d+1
(
l−10 hSd(l0/h) + l
−δ
0 h
δ + w(l0)
2 + w(l0) l0 h
−1
)
,
with Sd as defined in (2.4).
In the case when ∂Ω ∈ C1,γ , i.e. if w(t) = Ctγ , we choose l0 proportional to
h(1+δ)/(1+δ+γ) for d > 2, so that
hd−1
∣∣∣Tr(HΩµ,h)−−Λ(1)µ |Ω|h−d+Λ(2)µ |∂Ω|h−d+1
∣∣∣ ≤ Cδ (1+µ)d/2 hδγ/(γ+1+δ).
Since ε := δγ/(γ+1+δ) takes any value in (0, γ/(γ+2)) by choosing δ ∈ (0, 1)
appropriately, the error estimate in Theorem 1.1 follows. In the case of d = 2, we
choose l0 proportional to h
2/(γ+2) and obtain
hd−1
∣∣∣Tr(HΩµ,h)− − Λ(1)µ |Ω|h−d + Λ(2)µ |∂Ω|h−d+1
∣∣∣ ≤ Cδ (1+µ)d/2 hε
for all ε ∈ (0, γ/(γ+2)), since hγ/(γ+2)| ln(h)|1/2 ≤ C hε ∀ε ∈ (0, γ/(γ+2)).
In the general case of domains with C1 boundaries, let l0 = α
−1h, where α > 0
is such that 8h ≤ l0 < 12 , i.e. 2h < α ≤ 18 . Then, for all δ ∈ (0, 1), there exists
C > 0 such that
rµ(h) := h
d−1(1+µ)−d/2
∣∣∣Tr(HΩµ,h)− − Λ(1)µ |Ω|h−d + Λ(2)µ |∂Ω|h−d+1
∣∣∣
≤ C
(
αδS(α−1) + w
(
h
α
)2
+
1
α
w
(
h
α
))
,
whenever 0 < h < α/2 and µ > 0.
Let ε > 0 and choose 0 < α ≤ 18 such that αδS(α−1) < ε/(2C). Then, since
w(t)→ 0 as t→ 0+, there exists δ > 0 such that h/α < δ implies
w
(
h
α
)2
+ 1αw
(
h
α
)
< ε2C .
In particular, rµ(h) < ε for all h < min
{
α/2, αδ
}
and thus rµ(h) ∈ o(1), uniformly
in µ > 0, as h→ 0. 
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Conclusions
By substituting h = λ−1, (1.9) is equivalent to the large-λ asymptotics of the
Riesz mean∑
n∈N
(
λn−λ
)
− = Λ
(1)
0 |Ω|λd+1 −
(
Λ
(2)
0 |∂Ω|−Cd |Ω|m
)
λd + r˜m(λ) , (6.4)
with r˜m(λ) = λ rm(λ
−1) ∈ O(λd−ε) for any ε ∈ (0, γ/(γ+2)) when ∂Ω ∈ C1,γ as
λ → ∞, and r˜m(λ) ∈ o(λd) when ∂Ω ∈ C1 as λ → ∞. Hence, Theorem 1.2 is the
direct generalization of the case α = 1 in (1.3) for non-zero mass m > 0.
Moreover, as is shown in [10, Lemma A.1], from (1.9) we obtain for the N -th
Cesa`ro mean of the eigenvalues of AΩm,
1
N
N∑
n=1
λn = C
(1)
d |Ω|−1/dN1/d + C(2)d
(
Λ
(2)
0 |∂Ω|−Cd |Ω|m
)
|Ω|−1 + o(1) ,
as N →∞, where C(1)d = (d+1)
1+1/d
d
(
Λ
(1)
0
)−1/d
and C
(2)
d =
(d+1)2d+1
d2d
(
Λ
(1)
0
)−1
.
In order to compare with the small-time asymptotics (1.2) of the heat trace Z(t)
for the eigenvalues of AΩm by Park and Song [22], note that the Laplace transform
of the map λ 7→∑n(λn−λ)− at t > 0 is given by 2t2Z(t). Hence, if ∂Ω ∈ C1,γ , we
obtain from (6.4) that for all ε ∈ (γ, (γ+2)),
Z(t) = D(1)|Ω| t−d − (D(2)|∂Ω| −D(3)|Ω|m) t−d+1 +O(t−d+1+ε) , (6.5)
where D(1), D(2), and D(3) are the constants in (1.2) for α = 1. For domains with
C1,γ boundary, this is a slight improvement upon Park and Song’s result, because
their remainder is o(t−d+1) for Lipschitz domains, and O(t−d+2) for domains with
C1,1 boundary.
Remark 6.1 (Monotonicity of the subleading term). Note that the monotonicity
in m of the subleading term can be seen already from a purely operator-theoretic
argument: If m > m0, then ψm < ψm0 for all t > 0, and thus qm < qm0 by (1.1).
Hence, by the Variational Principle, we have Tr(hAΩm−1)− > Tr(hAΩm0−1)−, since
(hψm(t) − 1)− > (hψm0(t) − 1)− for all t > 0. Thus, comparing the respective
asymptotic expansions in h shows that the coefficients must be monotone in m as
well.
Remark 6.2 (Regularity of the boundary). Since the contribution to (1.6) from a
ball intersecting the boundary becomes arbitrarily small when h → 0, it can be
shown that our main result extends to Lipschitz domains with boundaries that are
C1 except at finitely many points.
More precisely, if u0 ∈ ∂Ω, then the support of the corresponding localization
function φu0 is contained in a ball with radius l(u0) ≤ l02 , where the localization
parameter l0 becomes arbitrarily small when h→ 0 (see Sections 2 and 6). There-
fore, it can be shown that the contribution from a finite number of points uj ∈ ∂Ω,
j = 1, . . . , N , is negligible in the limit h → 0, under the condition that there exist
positive constants R and C, only depending on the dimension d and Ω, such that∣∣∂Ω ∩Br(uj)∣∣ ≤ C rd−1 ∀j = 1, . . . , N
for all r ≤ R. For instance, this condition is satisfied in d = 2 by any simple
polygon.
Remark 6.3 (More general exponents). Regarding the results of Park and Song [22]
and the results of Frank and Geisinger [10], it is reasonable to ask whether the
approach used in this work can be applied to the operator
((−∆+m2/α)α/2−m)D (6.6)
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with Dirichlet boundary condition on Ω, for arbitrary α ∈ (0, 2). The work [16]
by Kwas´nicki, i.e. the explicit diagonalization of the generators of certain Le´vy
processes on the half-line, which our method is based on, is also applicable for
(6.6). In fact, Kwas´nicki’s diagonalization works for Le´vy processes with Le´vy
exponent of the form f(ξ2), where f is a Bernstein function satisfying f(0) = 0,
and the function fω,α : R+ → R+, given by
fω,α(t) := (t+1+ω
2/α)α/2 − (1+ω2/α)α/2 ,
is such a Bernstein function for any ω > 0 and α ∈ (0, 2) (compare (C.9)). However,
our proof of Proposition 4.1 (straightening of the boundary) relies on an integral
representation of Modified Bessel functions of the Second Kind (identity (B.5)),
which loses the properties we are making use of whenever α < 1. Other than that,
besides a technically more sophisticated analysis of the generalized eigenfunctions
of the model operators, there is no reason why the method is not applicable in that
case, and of course, it might be possible to prove Proposition 4.1 by other means.
Appendix A. Parallel surfaces of Lipschitz boundaries
For a subset Γ ⊂ Rd and r > 0, the set Γr := {x ∈ Rd | dist(x,Γ) < r} is called
a tubular neighbourhood of Γ. The boundary ∂Γr of a tubular neighbourhood is
called a parallel set (or surface) of Γ.
Lemma A.1. Let Ω ⊂ Rd be a bounded Lipschitz domain and let Γ := ∂Ω. There
exist ε > 0 and C > 0 such that
Hd−1(∂Γr) ≤ C ∀r ≤ ε ,
where Hd−1 denotes the (d−1)-dimensional Hausdorff measure.
Proof. By [15, Prop. 5.8], for a compact set Γ ⊂ Rd there exists a constant C > 0,
such that
Hd−1(∂Γr) ≤ C rd−1N(Γ, r) ∀r > 0,
where N(Γ, r) denotes the minimal number of balls of radius r needed to cover
Γ. Clearly, there exists C > 0 such that N(Γ, r) ≤ C |Γr| r−d for all r > 0 (see
for example [20, 5.6]), where |Γr| denotes the Lebesgue measure of the tubular
neighbourhood Γr. The latter is related to the Minkowski m-content of Γ, given by
Mm(Γ) = limr→0+ rm−d|Γr| for 0 ≤ m ≤ d, whenever the limit exists. Since Γ =
∂Ω is a Lipschitz boundary, it is in particular (d−1)-rectifiable (see e.g. [20, 15.3]).
Hence, by [7, 3.2.39], we have Md−1(Γ) = Hd−1(Γ), in particular limr→0+ |Γr|r−1
exists. Therefore there exists ε > 0 and C > 0 such that |Γr| ≤ Cr for all r ≤ ε,
which proves the claim. 
Appendix B. Modified Bessel Functions of the Second Kind
For β ∈ R, solutions s 7→ Kβ(s) to the Modified Bessel Equation s2y′′ + sy′ −
(s2+β2) y = 0 are called Modified Bessel Functions of the Second Kind. For s > 0,
as is shown for example in [26, (9.42)], we have
Kβ(s) =
sβ
2β+1
∫ ∞
0
e−t−s
2/(4t) t−β−1dt , (B.1)
and by changing variables, see [26, (9.43)], also
Kβ(s) =
√
π
Γ
(
β+ 12
) (s
2
)β ∫ ∞
1
e−st (t2−1)ν−1/2dt . (B.2)
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In this work, we are interested in the values β = (n+1)/2 for n ∈ N. In that
case, these representations yield
Lemma B.1. For any n ∈ N, ν > 0, and s > 0, we have
K(n+1)/2(νs) =
( s
ν
)(n+1)/2∫ ∞
0
e−ν
2t−s2/(4t) (2t)−(n+3)/2dt (B.3)
and for any α ∈ (0, 2],
K(n+α)/2
(
ν1/αs
)
=
( s
ν1/α
)(n+α)/2 ∫ ∞
0
e−ν
2/αt−s2/(4t)(2t)−(n+α)/2−1 dt . (B.4)
Moreover,
K(n+1)/2(s) =
1
2
( s
2π
)(n−1)/2 ∫
Rn
e−s
√
|p|2+1 dp . (B.5)
Proof. The identities (B.3) and (B.4) follow directly from (B.1) by changing vari-
ables. For (B.5), we note that∫
Rn
e−s
√
|p|2+1dp = |Sn−1|
∫ ∞
0
e−s
√
r2+1 rn−1 dr
=
2πn/2
Γ(n2 )
∫ ∞
1
e−st(t2−1)(n−2)/2 t dt
=
πn/2
Γ
(
n
2+1
) ∫ ∞
1
e−st
d
dt
(t2−1)n/2 dt
= 2
(
2π
s
)(n−1)/2
K(n+1)/2(s) ,
where the last equality is due to (B.2). 
The following lemma is used in the proof of Lemma 4.2.
Lemma B.2. For each n ∈ N0 there is a constant C > 0 such that for all s > 0
K(n+1)/2(s) ≤ C s−(n+1)/2e−s/2 . (B.6)
Proof. Since K1/2(s) =
√
pi
2 s
−1/2e−s < Cs−1/2e−s/2, the inequality is true for
n = 0. In the case n ≥ 1, it follows from the integral representation (B.5) and the
estimate∫
Rn
e−s
√
|p|2+1dp = |Sn−1|
∫ ∞
0
e−s
√
t2+1tn−1dt
≤ |Sn−1|e−s/2
∫ ∞
0
e−st/2tn−1dt = C e−s/2 s−n ,
that K(n+1)/2(s) ≤ C s−(n+1)/2e−s/2. 
Lemma B.3. For d ∈ N and s ≥ 0, we have
sK(d+3)/2(s) ≤ 2K(d+1)/2
(
s/
√
2
)
. (B.7)
Proof. We use the integral representation (B.5) with n = d + 2. For p ∈ Rd+2, we
write p = (pd, p2), with pd ∈ Rd and p2 ∈ R2. Then, (
√|pd|2+1−|p2|)2 ≥ 0 implies
that √
|p|2 + 1 ≥ 1√
2
(√|pd|2+1+ |p2|) .
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Hence, by using (B.5) we obtain for s > 0,
K(d+3)/2(s) =
s
4pi
(
s
2pi
)(d−1)/2∫
Rd+2
e−s
√
|p|2+1 dp
≤ s4pi
(
s
2pi
)(d−1)/2∫
Rd
e
− s√
2
√
|pd|2+1 dpd
∫
R2
e
− s√
2
|p2|dp2
= sK(d+1)/2
(
s/
√
2
) ∫ ∞
0
e
− s√
2
r
rdr = 2s−1K(d+1)/2
(
s/
√
2
)
.
Since in the case s = 0 the inequality (B.7) is trivially true, this proves the claim.

Lemma B.4 (Derivative). For β ∈ R and s > 0, we have
d
ds
Kβ(s) =
β
s
Kβ(s)−Kβ+1(s) . (B.8)
Proof. This follows immediately from (B.1), since we are allowed to differentiate
under the integral sign, due to∣∣∣∣ ∂∂s
(
e−t−s
2/(4t) t−β−1
)∣∣∣∣ = s2 e−t−s2/(4t) t−β−2 ≤ b2 e−t−a2/(4t)t−β−2
for all t > 0 and s ∈ [a, b] ⊂ (0,∞). 
Appendix C. Model operators on the half-line
In this section we study the one-dimensional model operators T+ω by applying
the results [16] by Kwas´nicki, which provide an explicit spectral representation of
the generators of a class of stochastic processes on the half-line. Therefore, in
the following we use terminology from the theory of stochastic processes. See [12,
Appendix E] for a concise presentation of the relevant ideas.
Theorem 1.1 and Theorem 1.3 in [16] give a generalized eigenfunction expansion
of the generator of a symmetric one-dimensional Le´vy processX killed upon exiting
the half-line, with Le´vy exponent of the form η(ξ) = f(ξ2), where f is a so-called
complete Bernstein function satisfying limt→0+ f(t) = 0. Such processes are called
subordinated to Brownian motion on the real line, which is characterized by the
Le´vy exponent ξ 7→ ξ2. The concept of killing the process when leaving the half-
line corresponds to the Dirichlet boundary condition of the associated generator.
Lemma C.1 (Results from [16]). For a complete Bernstein function f with f(0+) =
0, let A be the generator in L2(R+) of the Le´vy process X with Le´vy exponent
ξ 7→ f(ξ2) killed upon leaving (0,∞), and let (Ps)s≥0 denote the contraction semi-
group associated to X. Then there exists a unitary operator Π in L2(R+) such that
ΠPsΠ
∗ is the operator of multiplication by e−sf(λ
2)) for all s ≥ 0, and g ∈ L2(R+)
belongs to D(A) if and only if the function λ 7→ f(λ2)Π g(λ) belongs to L2(R+), in
which case
ΠAg(λ) = −f(λ2)Π g(λ) (C.1)
for all λ > 0. Moreover, for φ ∈ L1 ∩ L2(R+) we have
Πφ(λ) =
√
2
π
∫ ∞
0
Fλ(t)φ(t)dt , (C.2)
where Fλ are bounded differentiable functions of the form
Fλ(t) = sin
(
λt+ ϑ(λ)
)
+Gλ(t) . (C.3)
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Here, ϑ is given by
ϑ(λ) :=
1
π
∫ ∞
0
λ
s2 − λ2 ln
(λ2 − s2)f ′(λ2)
f(λ2)− f(s2) ds , (C.4)
and Gλ is the Laplace transform of a finite measure on (0,∞), satisfying
0 ≤ Gλ(t) ≤ sinϑ(λ) (C.5)
and∫ ∞
0
e−txGλ(x)dx =
λ cosϑ(λ) + t sinϑ(λ)
λ2 + t2
− λ
2
λ2+t2
√
f ′(λ2)
f(λ2)
ϕλ(t) , (C.6)
where
ϕλ(t) := exp
(
1
π
∫ ∞
0
t
t2+s2
ln
1− s2/λ2
1− f(s2)/f(λ2) ds
)
(C.7)
for all t ≥ 0 and λ > 0.
Proof. The main part of the lemma is [16, Theorem 1.3]. Inequality (C.5) is proved
in [16, Lemma 4.21] and (C.6) is due to [16, (4.11)] and [16, Proposition 4.7]. 
Corollary C.2 (Spectral representation of T+ω ). For fixed ω ≥ 0 and all λ > 0 there
exists a real-valued differentiable function Fω,λ on (0,∞) satisfying |Fω,λ(x)| ≤
2 for all x, λ ∈ (0,∞), such that the operator Πω defined by (C.2) extends to
a unitary operator in L2(R+), and g ∈ D(T+ω ) if and only if the function λ 7→
ψω(λ
2+1)Πωg(λ) is in L
2(R+), with ψω as defined in (1.4). In this case,
ΠωT
+
ω g(λ) = ψω(λ
2+1)Πωg(λ) for all λ > 0. (C.8)
More precisely, Fω,λ has the form (C.3) with the phase shift
ϑω(λ) =
1
π
∫ ∞
0
λ
s2 − λ2 ln
(
1
2
+
1
2
√
s2+1+ω2
λ2+1+ω2
)
ds = ϑ0
(
λ√
1+ω2
)
.
Proof. We apply Lemma C.1 to the complete Bernstein function fω given by
fω(t) := ψω(t+1)− ψω(1) =
√
t+1+ω2 −
√
1+ω2 ∀t > 0 , (C.9)
and satisfying limt→0+ fω(t) = fω(0) = 0. If T denotes the L2(R+) generator of
the subordinated Le´vy process with Le´vy symbol λ → fω(λ2) killed upon leaving
(0,∞), then −T = T+ω −ψω(1) (compare [12, Appendix E.5]). Therefore, (C.8) is
an immediate consequence of (C.1). Moreover, by (C.5), |Fω,λ(x)| ≤ 2. 
The following lemma provides basic properties of ϑω and its first two derivatives.
Lemma C.3 (Properties of ϑω). For each ω ≥ 0, the function ϑω is monotonically
increasing, and twice differentiable on (0,∞). Moreover,
dϑω
dλ
(λ) ≤ 1
π
√
1+ω2
λ2+1+ω2
,
∣∣∣∣d2ϑωdλ2 (λ)
∣∣∣∣ ≤ 3π
√
1+ω2
(λ2+1+ω2)3/2
(C.10)
for all λ > 0, and
lim
λ→0+
ϑω(λ) = 0, lim
λ→∞
ϑω(λ) =
π
8
, lim
λ→0+
ϑ′ω(λ) =
1
π
√
1+ω2
. (C.11)
Proof. Due to the scaling property ϑω(λ) = ϑ0(λ/
√
1+ω2), we can recover the
properties of ϑω from those of ϑ0.
In [16, Prop 4.17] it is proved that, for any complete Bernstein function f , the
phase shift (C.4) is differentiable, and furthermore that it may be differentiated un-
der the integral sign. Let lω(s, λ) denote the logarithm in the definition of ϑλ. Since
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∂λ(λ/(s
2−λ2)) = (s2+λ2)/(s2−λ2)2 is symmetric with respect to an interchange of
λ and s, integrating by parts yields
dϑ0
dλ
(λ) =
1
π
∫ ∞
0
[
− s
λ2 − s2
∂
∂s
l0(s, λ) +
λ
s2 − λ2
∂
∂λ
l0(s, λ)
]
ds
=
1
π
1
λ2+1
∫ ∞
0
(√
s2+1
(√
λ2+1 +
√
s2+1
))−1
ds .
If t := s+
√
s2+1, then
√
s2+1 = (t2+1)/(2t) and (t2+1) dt = 2t ds. Hence,
dϑ0
dλ
(λ) =
2
π
1
λ2+1
∫ ∞
0
1
t2 + 2
√
λ2+1 t+ 1
dt =
1
π
l˜0(λ)
λ(λ2+1)
, (C.12)
where for any ω ≥ 0,
l˜ω(λ) := ln
√
λ2+1+ω2 +
√
1+ω2 + λ√
λ2+1+ω2 +
√
1+ω2 − λ = l˜0
(
λ√
1+ω2
)
. (C.13)
Since (C.12) is positive and differentiable in λ > 0, ϑ0 increases monotonically with
λ and is twice differentiable. A short calculation shows that
dl˜0
dλ
(λ) =
1√
λ2+1
< 1. (C.14)
In particular, since l˜0(0) = 0, it follows that l˜0(λ) ≤ λ. Thus, (C.12) shows that
dϑ0
dλ
(λ) ≤ 1
π
1
λ2+1
, (C.15)
which implies the first estimate in (C.10) for any ω ≥ 0 by using the scaling property.
By differentiating once more, we find
d2ϑ0
dλ2
(λ) = − 1
πλ(λ2+1)2
(
3λ2+1
λ
l˜0(λ)−
√
λ2+1
)
. (C.16)
Note that
0 ≤ d
dλ
λ√
λ2+1
=
1√
λ2+1
− λ
2
(λ2+1)3/2
≤ 1√
λ2+1
=
dl˜0
dλ
(λ) ,
which (together with l˜ω(0) = 0) implies l˜0(λ) ≥ λ/
√
λ2+1. In particular, the
parenthesis in (C.16) is non-negative for all λ > 0, and therefore∣∣∣∣d2ϑ0dλ2
∣∣∣∣ = 1πλ(λ2+1)2
(
3λ2+1
λ
l˜0(λ)−
√
λ2+1
)
≤ 3
π
1
(λ2+1)3/2
, (C.17)
where we have used that l˜0(λ) ≤ λ and
√
λ2+1−1 ≥ 0 for all λ ≥ 0. By the scaling
property, this completes the proof of (C.10). Moreover, it follows from
1
π
1
(λ2+1)3/2
≤ dϑ0
dλ
≤ 1
π
1
λ2+1
,
that limλ→0+ ϑ′ω(λ) =
1
pi (1+ω
2)−1/2.
Following [16, Prop. 4.16], by performing the change of variables t = s/λ for
0<s< 1 and t = λ/s for s > 1 in the definition of ϑ0, we find
ϑ0(λ) =
1
π
∫ 1
0
1
1− t2 ln
1 +
√
λ2/t2+1
λ2+1
1 +
√
λ2t2+1
λ2+1
dt .
By dominated convergence, it follows that limλ→0+ ϑω(λ) = 0, and
lim
λ→∞
ϑω(λ) =
1
π
∫ 1
0
− ln t
1− t2 dt =
π
8
.
For a proof of the last identity, see for example [16, Prop. 4.15]. 
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Let Gω,λ be the second term in the expression (C.3) for Fω,λ and let ϕω,λ denote
the corresponding function (C.7) in the Laplace transform of Gω,λ. The following
lemma provides properties of ϕω,λ, which will be needed in the proof of Lemma C.5
below.
Lemma C.4 (Properties of ϕω,λ). For all λ > 0, the function ϕω,λ is differentiable
in t = 0, with
ϕ′ω,λ(0) =
λ2+1+ω2
1+ω2
dϑω
dλ
(λ) , (C.18)
and
lim
λ→∞
ϕ′ω,λ(0) = 0 , lim
λ→0+
ϕ′ω,λ(0) =
1
π
√
1+ω2
. (C.19)
Proof. If Iλ,t(s) denotes the integrand in (C.7), then for any ε > 0
1
ε
∣∣∣Iλ,ε(s)− Iλ,0(s)∣∣∣ = 1
ε2+s2
ln
1− s2/λ2
1− fω(s2)/fω(λ2)
≤ 1
s2
ln
1− s2/λ2
1− fω(s2)/fω(λ2) =: hλ(s) .
We also have
1− s2/λ2
1− fω(s2)/fω(λ2) =
fω(λ
2)
λ2
(√
s2+1+ω2 +
√
λ2+1+ω2
)
and therefore, by l’Hoˆpital’s rule
lim
s→0+
hλ(s) =
[
2
(√
1+ω2 +
√
λ2+1+ω2
)√
1+ω2
]−1
.
Hence, hλ is continuous on [0,∞) and therefore locally integrable near s = 0.
Moreover, since s 7→ ln(s)/s2 is integrable on [1,∞), hλ is an integrable upper
bound for the difference quotient above. Thus, by dominated convergence,
dϕω,λ
dt
(0) =
1
π
∫ ∞
0
1
s2
ln
1− s2/λ2
1− fω(s2)/fω(λ2) ds .
Hence, by monotone convergence, it follows that
lim
λ→∞
dϕω,λ
dt
(0) =
1
π
∫ ∞
0
1
s2
lim
λ→∞
ln
1− s2/λ2
1− fω(s2)/fω(λ2) ds = 0 ,
which proves the first identity in (C.19). Moreover, integrating by parts yields
dϕω,λ
dt
(0) =
1
π
∫ ∞
0
(√
s2+1+ω2
(√
s2+1+ω2 +
√
λ2+1+ω2
))−1
ds
=
λ2+1+ω2
1+ω2
dϑω
dλ
(λ) ,
where the last identity follows by comparing with the calculation leading to (C.12).
This shows (C.18), and together with (C.11) also the second identity in (C.19). 
The following result is used in the proof of Proposition 5.1 and also provides a
bound on the coefficient Λ
(2)
µ =
∫∞
0
Kµ(t) dt in Theorem 1.1, with Kµ as defined in
(5.2).
Lemma C.5. For 0 ≤ δ < 1 there exists Cδ > 0, such that∫ ∞
0
tδ|Kµ(t)| dt ≤ Cδ (1+µ)(d−δ)/2 . (C.20)
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Proof. For any ν > 0,
Jµ,ν − J+µ,ν(t) = π−1
∫ ∞
0
(
ψµ/ν(λ
2+1)− ν−1)−(1−2Fµ/ν,λ(t)2) dλ ,
where the integrand is non-zero only if ν2(1+λ2) ≤ 1+2µ, i.e. 0 < ν ≤ √1+2µ and
0 < λ ≤
(
1+2µ
ν2
− 1
)1/2
. (C.21)
By (C.3), we have
1− 2Fµ/ν,λ(t)2 = cos
(
2βµ/ν,t(λ)
) − 4 sin (βµ/ν,t(λ))Gµ/ν,λ(t)− 2Gµ/ν,λ(t)2 ,
where βω,t(λ) := λt+ ϑω(λ). Hence, we obtain∫ ∞
0
tδ
∣∣Jµ,ν − J +µ,ν(t)∣∣ dt ≤ π−1
∫ ∞
0
tδ
(
|R1(ν, t)|+ |R2(ν, t)|
)
dt , (C.22)
where
R1(ν, t) :=
∫ ∞
0
Ψν(λ) cos
(
2βµ/ν,t(λ)
)
dλ,
R2(ν, t) :=
∫ ∞
0
Ψν(λ)
(
4 sin
(
βµ/ν,t(λ)
)
Gµ/ν,λ(t) + 2Gµ/ν,λ(t)
2
)
dλ
and Ψν(λ) :=
(
ψµ/ν(λ
2+1)−ν−1)−. Let 0 < δ < 1. We have
cos
(
2βµ/ν,t(λ)
)
=
1
2t
(
d
dλ
sin
(
2βµ/ν,t(λ)
) − 2 cos (2βµ/ν,t(λ))dϑµ/ν
dλ
)
,
and integrating by parts in λ yields∫ 1
0
tδ |R1(ν, t)|dt ≤
∫ 1
0
tδ−1
2
∫ Λ
0
(∣∣∣∣ ddλψµ/ν(λ2+1)
∣∣∣∣+ 2ν−1
∣∣∣∣dϑµ/νdλ
∣∣∣∣
)
dλ dt .
where Λ = ((1+2µ)/ν2−1)1/2. Note that the boundary terms are zero, since by
(C.11) we have limλ→0+ βµ/ν,t(λ) = 0, and (ψµ/ν(λ2+1)−ν−1) vanishes at λ =
((1+2µ)/ν2 − 1)1/2. We have
d
dλ
ψµ/ν(λ
2+1) =
λ√
λ2+1 + (µ/ν)2
, (C.23)
and thus,∫ Λ
0
∣∣∣∣ ddλψµ/ν(λ2+1)
∣∣∣∣ dλ = √Λ2+1+(µ/ν)2 −√1+(µ/ν)2 < ν−1 .
Moreover, by (C.10)∫ √1+2µ/ν
0
∣∣∣∣dϑµ/νdλ
∣∣∣∣ dλ ≤ 1π
∫ √1+2µ/ν
0
√
1+(µ/ν)2
λ2+1+(µ/ν)2
dλ
≤ 1
π
∫ ∞
0
1
1+x2
dx =
1
2
.
Hence, we obtain ∫ 1
0
tδ |R1(ν, t)|dt ≤ δ−1ν−1 . (C.24)
30 SEBASTIAN GOTTWALD
In the region where t ∈ (1,∞), after two integrations by parts, we find
∫ ∞
1
tδ |R1(ν, t)|dt ≤
∫ ∞
1
tδ−2
4
dt
(
1 +
∫ ((1+2µ)/ν2−1)1/2
0
( ∣∣∣∣ d2dλ2ψµ/ν(λ2+1)
∣∣∣∣
+ 3
∣∣∣∣ ddλψµ/ν(λ2+1)
∣∣∣∣
∣∣∣∣dϑµ/νdλ
∣∣∣∣ + 2ν−1
∣∣∣∣dϑµ/νdλ
∣∣∣∣
2
+ ν−1
∣∣∣∣d2ϑµ/νdλ2
∣∣∣∣
)
dλ
)
,
where we used (C.23) to bound the non-zero boundary term. We have
d2
dλ2
ψµ/ν(λ
2+1) =
1 + (µ/ν)2√
λ2+1+(µ/ν)2
3 ≤
1√
λ2+1+(µ/ν)2
,
and thus, for Λ = ((1+2µ)/ν2 − 1)1/2,
∫ Λ
0
∣∣∣∣ d2dλ2ψµ/ν(λ2+1)
∣∣∣∣ dλ ≤
∫ Λ/√1+(µ/ν)2
0
1√
x2+1
dx ≤ 1√
ν2+µ2
. (C.25)
Next, from (C.10) and (C.23), it follows that∫ √1+2µ/ν
0
∣∣∣∣ ddλψµ/ν(λ2+1)
∣∣∣∣
∣∣∣∣dϑµ/νdλ
∣∣∣∣ dλ ≤ 1π
∫ ∞
0
1
x2+1
dx =
1
2
, (C.26)
and
ν−1
∫ √1+2µ/ν
0
∣∣∣∣dϑµ/νdλ
∣∣∣∣
2
dλ ≤ 1
π2ν
∫ √1+2µ/ν
0
1+(µ/ν)2
(1+(µ/ν)2+λ2)2
dλ
≤ 1
2π
1√
ν2+µ2
. (C.27)
For the last term, by the second estimate in (C.10), we obtain
ν−1
∫ √1+2µ/ν
0
∣∣∣∣∣d
2ϑµ/ν
dλ2
∣∣∣∣∣ dλ ≤ 3πν
∫ √1+2µ/ν
0
√
1+(µ/ν)2
(λ2+1+(µ/ν)2)3/2
dλ
≤ 3
2
1√
ν2+µ2
. (C.28)
Combining the estimates (C.25), (C.26), (C.27) and (C.28),
∫ ∞
1
tδ |R1(ν, t)|dt ≤ 1
1−δ
(
1 +
1√
ν2+µ2
)
.
Together with (C.24) this shows that for 0 < δ < 1∫ ∞
0
tδ|R1(ν, t)| dt ≤ C′δ
(
1 + ν−1
)
, (C.29)
where C′δ = 2max{δ−1, (1−δ)−1}.
Next, by Lemma C.1, we have 0 ≤ Gµ/ν,λ(t) ≤ sinϑµ/ν(λ) for all t > 0, and
therefore ∫ ∞
0
tδ|R2(ν, t)| dt
≤ 6
∫ √1+2µ/ν
0
(
ν−1−ψµ/ν(λ2+1)
) ∫ ∞
0
tδGµ/ν,λ(t) dt dλ . (C.30)
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By (C.6), for any ω > 0∫ ∞
0
Gω,λ(t) dt =
cosϑω(λ)
λ
−
√
f ′ω(λ2)
fω(λ2)
≤
√
λ2 +
(√
λ2+1+ω2 −√1+ω2)2 − λ
λ
√
λ2 +
(√
λ2+1+ω2 −√1+ω2)2 .
From here we can perform two different estimates which will be suitable in the cases
λ ≤ 1 and λ > 1 respectively. By using√
x2 + c2 − c ≤ x
2
2c
,
√
x2 + c2 − c ≤ x , ∀x, c > 0 , (C.31)
we find √
λ2 +
(√
λ2+1+ω2 −√1+ω2)2 − λ
λ
√
λ2 +
(√
λ2+1+ω2 −√1+ω2)2 ≤ min
{
λ
8(1+ω2)
,
1
λ
}
.
Hence, we obtain for all ω, λ > 0∫ ∞
0
Gω,λ(t) dt ≤ min{λ, λ−1} . (C.32)
By differentiating (C.6), we also get that for any ω, λ > 0∫ ∞
0
tGω,λ(t)dt =
1
λ
(
l˜ω(λ)
π
√
f ′ω(λ2)
fω(λ2)
− sin(ϑω(λ))
λ
)
, (C.33)
where l˜ω was defined in (C.13). By Taylor’s theorem, there exists rω ∈ O(1) as
λ→ 0+, such that
sin(ϑω(λ)) = cos(ϑω(0+))ϑ
′
ω(0+)λ+ λ
2 rω(λ) =
λ
π
√
1+ω2
+ λ2 rω(λ) ,
since ϑ′′ω(0+) = 0 by Lemma C.3. Hence it follows that∫ ∞
0
tGω,λ(t)dt ≤ 1
πλ
∣∣∣∣∣l˜ω(λ)
√
f ′ω(λ2)
fω(λ2)
− 1√
1+ω2
∣∣∣∣∣+ |rω(λ)| . (C.34)
Note that, by using the Lagrange form of the remainder, for each λ > 0 we can
find ζ ∈ (0, λ) such that
|rω(λ)| = 1
2
∣∣ϑ′ω(ζ)2 sinϑω(ζ) + ϑ′′ω(ζ) cosϑω(ζ)∣∣
≤ 1
π
1
ζ2+1+ω2
+
3
2π
1√
ζ2+1+ω2
≤ 5
2π
1√
ζ2+1+ω2
, (C.35)
in particular |rω(λ)| < (1+ω2)−1/2 for all ω, λ > 0.
We proceed by studying (C.34) first for λ < (1+ω2)−1/2. Since√
fω(λ2)
f ′ω(λ2)
=
√
λ2 +
(√
λ2+1+ω2−
√
1+ω2
)2
≤ λ
√
1+λ2 ,
we have for 0 < λ ≤ (1+ω2)−1/2, that(
1√
1+ω2
−λ
)√
fω(λ2)
f ′ω(λ2)
≤ 1−λ√
1+ω2
√
fω(λ2)
f ′ω(λ2)
≤ λ(1−λ)
√
1+λ2√
1+ω2
, (C.36)
32 SEBASTIAN GOTTWALD
and therefore
l˜ω(λ) ≥ λ(1−λ)
√
1+λ2√
1+ω2
≥
(
1√
1+ω2
−λ
)√
fω(λ2)
f ′ω(λ2)
. (C.37)
Furthermore, by the proof of Lemma C.3, l˜ω(λ) ≤ λ/
√
1+ω2 for all λ > 0. Thus
l˜ω(λ)
√
f ′ω(λ2)
fω(λ2)
≤ 1√
1+ω2
λ√
λ2 +
(√
λ2+1+ω2 −√1+ω2)2
≤ 1√
1+ω2
, (C.38)
and therefore, by (C.34),∫ ∞
0
tGω,λ(t)dt ≤ 1
πλ
(
1√
1+ω2
− l˜ω(λ)
√
f ′ω(λ2)
fω(λ2)
)
+ |rω(λ)| .
Together with (C.37) and (C.35), in the case of 0 < λ ≤ (1+ω2)−1/2, it follows that∫ ∞
0
tGω,λ(t)dt ≤ 1
π
+ |rω(λ)| ≤ 7
2π
.
Next, for (1+ω2)−1/2 < λ ≤ 1, we obtain from (C.34), (C.35) and (C.38) that∫ ∞
0
tGω,λ(t)dt ≤ 2
πλ
1√
1+ω2
+
5
2π
1√
1+ω2
<
9
2π
.
And finally, for λ > 1, by using (C.33) and (C.38) we obtain∫ ∞
0
tGω,λ(t)dt ≤ 1
λ
(
1
π
√
1+ω2
+
1
λ
)
<
2
λ
.
Hence, for any λ > 0, we have
∫∞
0
tGω,λ(t) dt < 2min{1, λ−1}, and thus, by (C.32)
it follows for all 0 ≤ δ < 1, that∫ ∞
0
tδGµ/ν,λ(t) dt ≤
∫ 1
0
Gµ/ν,λ(t) dt+
∫ ∞
1
tGµ/ν,λ(t) dt < 3min{1, λ−1} .
Thus, by (C.30) ∫ ∞
0
tδ|R2(ν, t)| dt ≤ 18 ν−1
(
1 + ln
√
1+2µ
ν
)
.
Together with (C.29), (C.22) implies for 0 < δ < 1 that∫ ∞
0
tδ
∣∣Jµ,ν − J +µ,ν(t)∣∣ dt ≤ Cδ
(
1 + ν−1 + ν−1 ln
√
1+2µ
ν
)
, (C.39)
and therefore∫ ∞
0
tδ|Kµ(t)|dt
≤ Cδ (1+2µ)(d−δ)/2
(∫ 1
0
rd−1−δdr +
∫ 1
0
rd−2−δ(1− ln r)dr
)
.
Since
∫ 1
0 r
−βdr <∞ and | ∫ 10 r−β ln rdr| <∞ for any β < 1, it follows that∫ ∞
0
tδ|Kµ(t)| dt ≤ Cδ (1+µ)(d−δ)/2
for some constant Cδ > 0 depending only on δ ∈ (0, 1) and d ≥ 2.
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In the case δ = 0, the proof follows along the same lines, except for the integration
of |R1(ν, t)| for small t. Here we have∫ ν
0
|R1(ν, t)| dt ≤
√
1+2µ
ν
,
whereas in the region ν ≤ t ≤ √1+2µ integration by parts in λ yields∫ √1+2µ
ν
|R1(ν, t)| dt ≤ ν−1
∫ 1
ν
t−1 dt = ν−1 ln
√
1+2µ
ν
,
as in the calculation leading to (C.24). Hence we obtain the same terms as above,
and so the claim also follows for δ = 0. 
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