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Abstract
We consider a compactification of a general system of polynomial equations in weighted projective
space, and give some sufficient conditions about the solvability of a polynomial system over C and R. We
also prove that for generic linear subspaces, the inverse eigenvalue problem with perturbations in the linear
subspace always has n! solutions.
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1. Introduction
Consider a system of polynomial equations
f1(x) = b1,
... (1.1)
fm(x) = bm,
where x = (x1, . . . , xn) ∈ Fn. This paper will be devoted to the solvability of such systems over
the field F = C or R.
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Systems of polynomial equations arise from many areas. For examples, the controllability
problems of discrete-time polynomial systems [12,13,17,22], the various feedback pole placement
problems [6,8,11,15,19,23,27,31], matrix extension and inverse eigenvalue problems [2,3,7,9,18,
28,29], and many other control problems (see [5] and its references).
One of the techniques dealing with such problems is to compactify the problem such that the
corresponding polynomial mapping becomes a central projection; i.e. a linear mapping restricted
on a projective variety.
As an example of such technique, let us look at the static output feedback pole placement
problem. Let x˙ = Ax + Bu, y = Cx be a linear system, where x ∈ Rn, y ∈ Rp, and u ∈ Rm. If
we apply an output feedback law u = Ky to a system, the closed loop characteristic polynomial
becomes
det(sI − A − BKC) = det
[
D(s) N(s)
K I
]
,
where D−1(s)N(s) = C(sI − A)−1B is a left coprime fraction of the transfer function. For
each K , the RowSpan[KI ] is an m-dimensional subspace in Rm+p, so it can be considered as
a point in the Grassmannion Grass(m,m + p) which is the set of all m-dimensional subspaces
in Rm+p. Recall that the Plücker coordinates (z1, . . . , zN), N =
(
m + p
m
)
, of a point [K I ] ∈
Grass(m,m + p) is the set of all full size minors of [K I ]. By expanding the determinant along
the first p rows, we can write
det(sI − A − BKC) = det
[
D(s) N(s)
K I
]
=
N∑
i=1
pi(s)zi,
which is linear in terms of the Plücker coordinates of Grass(m,m + p). Therefore if we extend the
pole placement map π : K → det(sI − A − BKC) to the whole Grass(m,m + p) and identify a
polynomialb0sn + · · · + bn with a point (b0, . . . , bn) ∈ Pn, then the pole placement map becomes
a central projection from Grass(m,m + p) \ S → Pn where
S =
{
z ∈ Grass(m,m + p) :
N∑
i=1
pi(s)zi = 0
}
is the center of the projection. By the properties of a central projection, if mp = n and S = ∅
then the pole placement problem is always solvable over C and there are deg Grass(m,m + p)
solutions for each closed loop characteristic polynomial (see [4,33]). If deg Grass(m,m + p) is
odd, real solutions always exists. If mp > n and there is a real point in S such that the Jacobian
of the pole placement map at this point is onto, then the pole placement map is onto over R. This
implies that the pole placement map is onto over R for generic systems if mp > n [31,33].
Such techniques have been used successfully on many other problems. For example, the dy-
namic output feedback pole placement map is a central projection of the variety Kqm,p [26,27,24];
the decentralized static output feedback pole map is a central projection of a product of Grass-
mannians [32] and the decentralized dynamic output feedback pole map is a central projection
of a product of Kq1m1,p1 × · · · × Kqrmr ,pr [23]. Recently we also studied the output feedback pole
placement problem of systems with symmetric or Hamiltonian transfer functions by considering
it as a central projection of Lagrangian Grassmann manifold [15]. In [18], general pole placement
problems and matrix extension problems are studied by compactifying it as a central projection
of the projective closure, and the generic degree of such closure is also studied. Recent research
on numerical Schubert calculus, starting with [16], provide effective algorithms to compute the
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solutions of polynomial systems. From an applications point of view, finding a (sharp) upper
bound for the number of roots provides inspiration for efficient algorithms to compute the
roots.
There is a natural compactification of general system of polynomial equations (1.1). Note that
a point (x1, . . . , xn) ∈ Fn can be considered as a point (1, x1, . . . , xn) ∈ Pn. So if we consider an
affine space Fm ⊂ Pm then the map (f1(x), . . . , fm(x)) : Fn → Fm becomes
π(z) = (1, f1(z1/z0, . . . , zn/z0), . . . , fm(z1/z0, . . . , zn/z0)).
Since π(z) is homogeneous coordinate, any constant multiple of the coordinate represents the
same point. The map can be written as
π(z) =
(
zd0 , z
d
0f1(z1/z0, . . . , zn/z0), . . . , z
d
0fm(z1/z0, . . . , zn/z0)
)
,
which is well defined for all the points in Pn \ S where
S = {z ∈ Pn : π(z) = 0}
is the set of singular points, and for z = (1, x1, . . . , xn) ∈ Fn, π(z) = (1, f1(x), . . . , fm(x)) ∈
Fm. Let θ : Pn → PN , N =
(
n + d
n
)
− 1, be the map sending a point (z0, . . . , zn) ∈ Pn to the
set of monomials of degree d in (z0, . . . , zn). Then θ induces an embedding Pn ⊂ PN which
is called d-Uple embedding [14, p. 13]. Since π(z) is linear in terms of monomials of degree d
in (z0, . . . , zn), π : Pn − S → Pm is a central projection of the d-Uple embedding of Pn. The
major flaw of this compactification is that the center S of the projection is too large if the degrees
of {f1, . . . , fm} are not all equal d . For example, when n = m and degree of at least one fi is less
than d, then S /= ∅ for any map.
One way to improve this is to homogenize each polynomial up to its own degree and extend
the map to weighted projective space. In this paper, we investigate such approach. The results we
derived are similar to the results of a central projection.
2. Main results
Let us recall the definition of projective space. The projective n-space Pn over a field F is the
set of all one dimensional subspaces of Fn+1. Since each one dimensional space is spanned by a
nonzero vector and all other bases of the space must be multiples of each other, Pn can be also
defined as the space of equivalence classes of Fn+1 \ {0} under the equivalence relation
(z0, z1, . . . , zn) ∼ (cz0, cz1, . . . , czn) for all nonzero c ∈ F.
The coordinate of any point in this equivalence class is called the homogeneous coordinate of
the point (equivalence class) in Pn; i.e. as homogeneous coordinates (z0, z1, . . . , zn) = (cz0,
cz1, . . . , czn) for all nonzero c. Pn is a compact space under the Zariski topology where a closed
set is defined as the zero set of homogeneous polynomials. We will use RPn and CPn for the
projective n-spaces over R and C, respectively.
The affine space Fn can be considered as an open subset of Pn. For (z0, z1, . . . , zn) ∈ Pn with
z0 /= 0,
(z0, z1, . . . , zn) = (1, z1/z0, . . . , zn/z0).
So if we identify a point (z1, . . . , zn) ∈ Fn with a point (1, z1, . . . , zn) ∈ Pn, then Fn is the open
subset of Pn defined by z0 /= 0.
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We first give a definition of weighted projective spaces [20,25].
Definition 2.1. For any positive integers (k0, k1, . . . , km), let ∼ be the equivalence relation
defined on Fm+1 \ {0} by
(z0, z1, . . . , zn) ∼ (tk0b0, tk1b1, . . . , tkmbm) for all nonzero t ∈ F. (2.1)
The quotient space
P(k0, . . . , km) :=Fn+1/ ∼ (2.2)
is called a weighted projective space.
As a comparison, the points ofP1 are lines through the origin; the points ofP(1, 2) are quadratic
curves; the points of P(1, 3) are cubic curves; in P(1, 2), (0,±1) are two different points over R
and the same point over C.
We can also define the Zariski topology on P(k0, . . . , km).
Definition 2.2. A polynomial in (z0, . . . , zm) is called (k0, . . . , km)-weighted homogeneous of
degree d if all its monomials czd00 · · · zdmm satisfy
d0k0 + · · · + dmkm = d.
A subset of P(k0, . . . , km) is called closed if it is the zero set of (k0, . . . , km)-weighted homo-
geneous polynomials.
It can be easily shown that under such definition, P(k0, . . . , km) is a compact space.
If ki = 1 for some i, then the affine space Fm can be considered as an open subset
{(z0, . . . , zm) ∈ P(k0, . . . , km) : zi /= 0}
ofP(k0, . . . , km). For example, if k0 = 1, then in each of the equivalence classes of (z0, z1, . . . , zm)
with z0 /= 0, there is a unique member
(1, z1/zk10 , . . . , zm/z
km
0 ).
So if we identify each (z1, . . . , zm) ∈ Fm with the equivalence class of (1, z1, . . . , zm) then Fm
is a subset of P(k0, . . . , km). This is not the case if none of the ki is 1.
Now we go back to our original problem. Let fi(x), i = 1, . . . , m, be polynomials in
x = (x1, . . . , xn) ∈ Fn of degrees k1, . . . , km, respectively. If we consider Fn ⊂ Pn and
Fm ⊂ P(1, k1, . . . , km), then the map x → (f1(x), . . . , fm(x)) becomes
(1, z1/z0, . . . , zn/z0) → (1, f1(z1/z0, . . . , zn/z0), . . . , fm(z1/z0, . . . , zn/z0))
= (z0, zk10 f1(z1/z0, . . . , zn/z0), . . . , zkm0 fm(z1/z0, . . . , zn/z0)).
Such a map is well defined for all the points in Pn except points in
S = {z ∈ Pn : (z0, zk10 f1(z1/z0, . . . , zn/z0), . . . , zkm0 fm(z1/z0, . . . , zn/z0)) = 0}.
Generally, let Fi(z) be a homogeneous polynomial in z = (z0, . . . , zm) of degree ki , i = 0,
1, . . . , m, and
S = {z ∈ Pm : Fi(z) = 0, i = 0, 1, . . . , m}.
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Then
π(z) := (F0(z), . . . , Fm(z))
is a well defined mapping from Pm \ S to P(k0, . . . , km). By the projective dimension theorem
[14, p. 48], S /= ∅ if m < n. When m = n, we have a result similar to a central projection.
Theorem 2.3. Let Fi(z) be a homogeneous polynomial in z = (z0, . . . , zn) of degree ki over an
algebraic closed field F, i = 0, 1, . . . , n. If
S :={z ∈ Pn : Fi(z) = 0, i = 0, 1, . . . , m} = ∅,
then the map π: Pn → P(k0, . . . , km) defined by
π(z) := (F0(z), . . . , Fm(z))
is onto and there are k0k1 · · · km pre-images for each point in P(k0, . . . , km).
Proof. For each (b0, b1, . . . , bm) ∈ P(k0, . . . , kn), consider homogeneous equations
G(z, t) :=Fi(z) − tki bi = 0, i = 0, . . . , n.
Each G(z, t) = 0 defines a hypersurface Hi of degree ki in the projective (n + 1)-space Pn+1
whose homogeneous coordinates are given by (t, z0, . . . , zn). Let Hˆ be the hyperplane in Pn+1
defined by t = 0. Then the condition S = ∅ implies that
Hˆ ∩
m⋂
i=0
Hi = ∅.
By the projective dimension theorem [14, p. 48],
dim
m⋂
i=0
Hi = 0;
i.e.
⋂m
i=0 Hi /= ∅ and it contains finitely many points. By Bézout’s theorem [30],
⋂m
i=0 Hi contains
k0k1 · · · km points (counted with multiplicity). Again the condition S = ∅ implies that t /= 0 for
any of the points. 
Theorem 2.4. Let Fi(z) be a homogeneous polynomial in z = (z0, . . . , zn) of degree ki over an
algebraic closed field F, i = 0, 1, . . . , m with m < n. Let
S :={z ∈ Pn: Fi(z) = 0, i = 0, 1, . . . , m}.
If
dim S = n − m − 1,
then the map π : Pn \ S → P(k0, . . . , kn) defined by
π(z) := (F0(z), . . . , Fm(z))
is onto.
Proof. The proof follows the same argument as in the previous theorem except in this case
dim Hˆ ∩
m⋂
i=0
Hi = n − m − 1.
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Again by the projective dimension theorem [14, p. 48],
dim
m⋂
i=0
Hi = n − m.
So there must be points in it with nonzero t . 
By applying Theorems 2.3 and 2.4 to our problem we have:
Corollary 2.5 (Compare with [9]). Let fi(x) be real polynomial of degree ki in x = (x1, . . . , xn),
i = 1, . . . , m, f hi (x) be the homogeneous part of fi(x) of the highest degree ki, and
S = {x ∈ CPn−1 : f h1 (x) = 0, . . . , f hm(x) = 0}.
(a) Assume m = n. If S = ∅, then
f1(x) = b1,
...
fn(x) = bm
has solution over C for every (b1, . . . , bm) ∈ Rm and there are k1k2 · · · km many such
solutions. If in addition that k1, k2, . . . , km are odd, the real solution always exists.
(b) Assume m < n. If dim S = n − m − 1, then
f1(x) = b1,
...
fn(x) = bm
has solution over C for every (b1, . . . , bm) ∈ Rm. If in addition that k1, k2, . . . , km are odd,
real solution always exists.
Proof. Let
Fi(z) = zki0 fi(z1/z0, . . . , zn/z0), i = 1, . . . , m,
F0(z) = z0,
and
π(z) = (F0(z), . . . , Fm(z)).
Then z ∈ Fn ⊂ Pn (i.e. z0 /= 0) if and only if π(z) ∈ Fm ⊂ P(1, k1, . . . , km) (i.e. F0(z) /= 0).
Note that
{z = (z0, z1, . . . , zn) : F0(z) = 0, . . . , Fm(z) = 0}
= {(0, x1, . . . , xn) : f h1 (x) = 0, . . . , f hm(x) = 0}.
By applying Theorems 2.3 and 2.4 we have the results over C. When m = n, since the equations
are real and the complex solutions appear in pairs, a real solution always exists if the number
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k1k2 · · · km is odd. When m < n, we can always add n − m more linear equations such that the
new S = ∅. Again a real solution always exists if the number k1k2 · · · km is odd. 
An application of Theorem 2.3 is for the problem of inverse eigenvalue problems. Let Matn
be the set of all n × n matrices over F. One of the main results of [18] states that for generic
matrices A,G,H ∈ Matn and for generic n-dimensional linear subspaceL ⊂ Matn, the inverse
eigenvalue problem
det[s(I + HF) − (A + GF)] = ϕ(s)
has at most n(n − 1)n−1 solutions F ∈L for every ϕ(s) ∈ F[s], and when n < 5 and the F is
algebraically closed, this upper bound is reached. Here we give a sharper bound for a simpler
problem.
Theorem 2.6. Let Matn be the set of all n × n matrices over an algebraically closed field F
and A ∈ Matn. Then for the generic n-dimensional linear subspace L ⊂ Matn, the inverse
eigenvalue problem
det[sI − (A + F)] = ϕ(s)
has n! solutions F ∈L for every ϕ(s) ∈ F[s].
Proof. LetL = span(F1, . . . , Fn) and
det[sI − (A + x1F1 + · · · + xnFn)] = sn + c1(x)sn−1 + · · · + cn(x).
Then for generic (F1, . . . , Fn), ci(x) is a polynomial of degree i. Let chi (x) be the homogeneous
part of degree i of ci(x), and R(ch1 , . . . , c
h
n) be the resultant of the homogeneous polynomials
{ch1 (x), . . . , chn(x)}. Then
S :={x ∈ Fn : ch1 (x) = 0, . . . , chn(x) = 0} = {0}
if and only if R(ch1 , . . . , c
h
n) /= 0 (see [10]), which defines a Zariski open set on the set of all
n-tuple matrices (F1, . . . , Fn). To show that for generic n-tuple matrices (F1, . . . , Fn), S = {0},
we only need to show that the Zariski open set defined by R(ch1 , . . . , c
h
n) /= 0 is nonempty. It is
well know (see [9,1,7]) that if we take Fi to be the diagonal matrix whose the ith diagonal entry
is 1 and all other entries are 0, then S = {0}. Therefore for genericL, S = {0}, and by Corollary
2.5,
c1(x) = b1,
...
cn(x) = bn
have n! solutions for each (b1, . . . , bn) ∈ Fn. 
Next we consider solvability of (1.1) over R. When m = n and k1k2 · · · km is even, it is not
hard to construct an example such that (1.1) has no solution over R for half of the (b1, . . . , bn)’s.
On the other hand, when m < n, the set S defined in Corollary 2.5 is always nonempty over C.
Theorem 2.7. Let fi(x), i = 1, . . . , m, be real polynomials in x = (x1, . . . , xn) of degrees {ki},
m  n, f hi (x) be the homogeneous part of fi(x) of the highest degree ki, and
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S = {x ∈ Rn : f h1 (x) = 0, . . . , f hm(x) = 0}.
If there is a xˆ ∈ S such that⎡
⎢⎢⎢⎢⎢⎢⎢⎣
f h1
x1
(xˆ)
f h1
x2
(xˆ) · · · f h1xn (xˆ)
f h2
x1
(xˆ)
f h2
x2
(xˆ) · · · f h2xn (xˆ)
...
...
...
f hm
x1
(xˆ)
f hm
x2
(xˆ) · · · f hmxn (xˆ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
has full rank m, then
f1(x) = b1,
...
fn(x) = bm
has solution over R for every (b1, . . . , bm) ∈ Rm.
Proof. Let
Fi(z) = zki0 fi(z1/z0, . . . , zn/z0), i = 1, . . . , m,
F0(z) = z0,
and
π(z) = (F0(z), . . . , Fm(z)).
π can be considered as either a map fromRn+1 toRm+1, or a map fromRPn\Sˆ toP(1, k1, . . . , km),
where
Sˆ = {(0, x1, . . . , xn) : (x1, . . . , xn) ∈ S}.
Let zˆ = (0, xˆ). Then⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
F0
z0
(zˆ)
F0
z1
(zˆ)
F0
z2
(zˆ) · · · F0zn (zˆ)
F1
z0
(zˆ) F1z1
(zˆ) F1z2
(zˆ) · · · F1zn (zˆ)
F2
z0
(zˆ) F2z1
(zˆ) F2z2
(zˆ) · · · F2zn (zˆ)
...
...
...
...
Fn
z0
(zˆ) Fnz1
(zˆ) Fnz2
(zˆ) · · · Fnzn (zˆ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
∗ f h1x1 (xˆ)
f h1
x2
(xˆ) · · · f h1xn (xˆ)
∗ f h2x1 (xˆ)
f h2
x2
(xˆ) · · · f h2xn (xˆ)
...
...
...
...
∗ f hmx1 (xˆ)
f hm
x2
(xˆ) · · · f hmxn (xˆ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has full rank m + 1. By the inverse function theorem, π : Rn+1 → Rm+1 maps a small neigh-
borhood of zˆ onto a small neighborhood Q of the origin. Since each of the equivalence classes
of P(1, k1, . . . , km) intersects Q, π : RPn\Sˆ → P(1, k1, . . . , km) is onto. Note that π(z) is in
the affine space {b ∈ P(1, k1, . . . , km) : b0 /= 0} = Rm if and only if z is in the affine space
{z ∈ Pn : z0 /= 0} = Rn. So (f1(x), . . . , fm(x)) is onto Rm. 
Example 2.8. Consider the polynomial system
xk+1 = Axk + b1uk + b2u2k, xi ∈ Rn, ui ∈ R.
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In [21], the dead beat controllability of a 3 × 3 such system was considered as an example. We
will consider the general controllability.
Recall that a system is called controllable if for any initial state x0 and any final state xˆ, there
is integer k and a sequence of control u0, u1, . . . , uk such that xk+1 = xˆ, and a system is called
dead beat controllable if the final state is 0 and xi = 0 thereafter. Certainly if 0 is an equilibrium,
the controllability implies the dead beat controllability.
We have
x1 = Ax0 + b1u0 + b2u20,
x2 = Ax1 + b1u1 + b2u21 = A2x0 + Ab1u0 + b1u1 + Ab2u20 + b2u21,
...
xn+1 = An+1x0 + Anb1u0 + · · · + b1un + Anb2u20 + · · · + b2u2n.
Consider the map π : Rn+1 → Rn given by
π(u0, . . . , un) = Anb1u0 + An−1b1u1 +· · ·+ b1un + Anb2u20 + An−1b2u21 +· · ·+ b2u2n.
The highest order homogeneous part of the map is given by
πh(u0, . . . , un) = Anb2u20 + An−1b2u21 + · · · + b2u2n.
If coefficients of the characteristic polynomial det(sI − A) = sn + c1sn−1 + · · · + cn are all
positive, then by Cayley–Hamilton Theorem,
(u0, u1, . . . , un) = (1,√c1, . . . ,√cn)
is a solution of πh(u0, . . . , un) = 0. If in addition, the n × n matrix
[b2, Ab2, . . . , An−1b2]
is invertible, then the n × (n + 1) Jacobian matrix of πh at (u0, . . . , un) = (1,√c1, . . . ,√cn)
given by [2Anb2, 2√c1An−1b2, . . . , 2√cnb2] has full rank n. Therefore by Theorem 2.7, the
system is controllable.
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