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ABSTRACT
Applications of a New Theory Extending Continuum Mechanics to the Nanoscale.
(August 2005)
Kaibin Fu, B.En., Tsinghua University;
B.A., Tsinghua University
Chair of Advisory Committee: Dr. John C. Slattery
In this dissertation, we present the Slattery-Oh-Fu theory extending continuum
mechanics to the nanoscale and its applications.
We begin with an analysis of supercritical adsorption of argon, krypton, and
methane on Graphon before we fully develop the theory. We compare our results
both with existing experimental data and with prior molecular-based theories.
Then, we present the general theory, which is based upon a long history of
important developments beginning with Hamaker (1937). In the context of continuum
mechanics, nanoscale problems always involve the immediate neighborhood of a phase
interface or the immediate neighborhood of a three-phase line of contact or common
line. We test this theory by using it to predict both the surface tensions of the
n-alkanes and the static contact angles for the n-alkanes on PTFE and for several
liquids on PDMS. For the contact angle predictions, the results are compatible with
previously published experimental data. The results for the contact angle analysis
also provide a successful test of a previously derived form of Young’s equation for the
true, rather than apparent, common line.
We also studied Mode I fracture at nanoscale. While we don’t have experimental
data to compare, we get reasonable crack configuration and avoid stress singularity at
the crack tip. Coalescence problems are revisited to explore the retardation effects in
iv
the computation of intermolecular forces. We get good agreement with experimental
results.
We conclude with a confidence that this theory can be used as a bridge between
continuum mechanics and other molecular-based methods.
vTo my parents and my wife Jihong
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1CHAPTER I
INTRODUCTION AND RESEARCH BACKGROUND
A. Continuum mechanics
Mechanics is one of the most important areas in natural science. I will not spend
too much time discussing the evolution of mechanics, simply because there are too
many stories involving big names such as Archimedes, Kepler, Galileo, Huygens, da
Vinci, Hooke, Newton, Bernoulli, Euler, D’Alembert, Lagrange, Fourier, Poisson,
Cauchy, Taylor, MacLaurin, Clairaut, Navier, Green, Saint-Venant, Stokes, Kelvin,
Helmholtz, Kirchhoff, Maxwell, Gibbs. Instead we will only mention the fundamental
principles as Euler described:
• The total force acting upon the body equals the rate of change of the total
momentum.
• The total torque acting upon the body equals the rate of change of the total
moment of momentum, where both the torque and the moment are taken with
respect to the same fixed point.
These principles are developed along Newton’s Law. As used in almost every
mechanics problem, we also use these principles in our analysis. We recommend these
three books for the reader who has interest in the history of mechanics. (Timoshenko,
1953; Dugas, 1955; Truesdell, 1968)
In reality, matter is formed of separate molecules or atoms. Yet, people didn’t
realize the micro details of matter in the early years of science. When Newton, Euler
or other people used mathematical tools to solve mechanics problems, they treated
This dissertation follows the style and format of Chemical Engineering Science.
2every matter as a continuous body. We could state the assumptions of those impor-
tant mechanics theories before 1900 in today’s terminology: describing relationships
between gross phenomena, neglecting the structure of material on a smaller scale. For
example, the theory of elasticity is based upon this understanding. (Love, 1944)
The foundations of the continuum theory are matured in 1960s (Truesdell, 1966).
The continuum theory regards matter as indefinitely divisible so that we can define
stress and strain at each point. The theory is justified in many macro scale circum-
stances and it is used widely in today’s engineering field. The subjects of continuum
mechanics are simple:
• General principles applicable to all continuous media
• Constitutive equations defining the particular idealized material
We will not repeat the historical information and details here, but recommend further
readings. (Truesdell and Toupin, 1960; Truesdell and Noll, 1965; Truesdell, 1966;
Eringen, 1967)
While continuum mechanics is largely successful applying to macro scale bodies,
it encounters tremendous difficulties dealing with tiny bodies, especially involving
the interfacial surfaces. We can either use the continuum theory in combination with
empirical information or with information derived from a physical theory based on
the molecular structure of the matter. Quantum theory tells us the importance of
two types of interaction between elementary particles: long-range and short-range. In
chemistry and biology, the emphasis is placed on the short-range force fields around
atoms and molecules. In mechanics, the emphasis is placed on the long-range forces
which are given several names for different situations. In this work, we call it long-
range intermolecular forces.
3B. The history of intermolecular forces
Intermolecular forces has been a very important subject in science and engineering
for a long time. It plays a key role in various phenomena: adhesion, adsorption,
surface tension, wetting, densification and so on. The simplest question involving
intermolecular forces will be “why two bodies attract or repulse each other when they
are getting close”
More than 300 years ago, Isaac Newton showed some interest on the strong at-
tractions between two bodies. (Rowlinson, 2002) When Laplace solved the capillarity
problem, he is the first one to calculate the attractive force between a spherical liquid
drop and a thin vertical ‘canal’ of liquid outside it. Van der Waals’ milestone doctoral
thesis “On the continuity of gases and liquids” in 1873 and his later work brought a
breakthrough to phenomena involving interfacial surfaces. In his well-known equation
of state for gases and liquids, he took account for the attractive intermolecular forces
which are known as Van der Waals forces. In the early years of 20th century, quantum
mechanics has changed the way scientists think about materials in atomic level and
high speed. But for those objects which are much larger than atomic scale and much
slower than the speed of light, classical mechanics still does an excellent job. And
also, classical mechanics can use results of quantum and statistical mechanics. After
we know the forces as a function of intermolecular separation and orientation, we can
use this information in a purely classical way to calculate the properties of materials.
This is the reason of proposing a new theory of intermolecular force correction and
seek its application.
There are many researchers working in the field of intermolecular forces. Here
I will only present those work which are mostly related to my research. Lennard-
Jones and Dent (1928) proposed an intermolecular potential energy function for non-
4polar molecules in 1928. Steele (1973) computed the energy of a single gas atom
interacting with a solid phase based on Lennard-Jones potential in 1973. Hamaker
(1937) calculate attractive London-Van der Waals forces between macrobodies by
using pairwise summation of intermolecular forces in 1937. Lifshitz (1956) developed
a macroscopic theory for the interaction of bodies which is considered to come through
the medium of fluctuating electromagnetic field in 1956. Hough and White (1980)
calculated Hamaker constant based on Lifshitz theory in 1980. Readers can find more
review and detail in the books by Hirschfelder et al. (1954) and Israelachvili (1991).
Material behavior is different in the interfacial region. When two different ma-
terials are put together, the behaviors of the two materials change as the dividing
surface is approached. We will focus on the changes within three-dimensional in-
terfacial region and propose to incorporate the effect of intermolecular forces from
adjacent phases as a body force in the standard developments of continuum mechan-
ics. In contrast with the developments of Hamaker and Lifshitz, our focus is the
body force at a point in a continuum rather than the force between two macroscopic
bodies. However, we will use their ideas in this work, using pairwise additivity of
intermolecular forces and an effective, Lifshitz type, Hamaker constant.
C. Nanoscale science and engineering
Nanoscale science and engineering activities are flourishing in the U.S. since 1997. It
gives us the ability to understand and manipulate things at the level of single mole-
cules and clusters of molecules. We realize that we could build a bright future from
tiny things. According to the National Nanotechnology Initiative, nanotechnology
includes three elements (Roco et al., 2000)
• Exploiting the new phenomena and processes at the intermediate length scale
5between single atom or molecule and about 100 molecular diameters, in the
range of about 1 to 100 nanometers. (1nm = 10−9m)
• With the same principles and tools to establish a unifying platform for science
and engineering at the nanoscale.
• Using the atomic and molecular interactions to develop efficient manufacturing
methods.
There are several reasons for the interest in nanotechnology. First, it holds the
promise of radically new applications and more precise products. Many advanced
materials and manufacturing process for industry, new devices and medicines for
human health care are on the way.
Second, it helps us fill a major gap in our fundamental knowledge of matter.
We already know many details at the molecular scale with quantum physics and
chemistry. In the other end, classical physics and chemistry, biology and engineering
have taught us about the bulk behavior of materials and systems. Yet, we have known
much less about the intermediate nanoscale, where all living systems and man-made
systems work. Based upon scientific knowledge, there are two major strategies to
attack nanoscale problems: Bottom-up which starts from molecular scale and Top-
down which starts from macroscale or microscale.
Finally and most important, it ignites the interdisciplinary research and educa-
tional opportunities. We have already seen the coalition of academe, industry and
government to seek the full potential of this new technology.
D. Nanomechanics
Understanding the mechanics of nanomaterials is crucial. Many traditional methods
used for testing of mechanical behavior of materials are only applicable to nanomateri-
6als in some cases. So new experimental methods are introduced. Among them, atomic
force microscopy, scanning tunneling microscopy and instrumented nanoindentation
are most important techniques.
Atomic force microscope (AFM) uses a ceramic or semiconductor tip one atom
wide positioned at the end of a cantilevered bar. As the tip is moved over the
material, it either continuously touches or periodically taps the surface and bends as
it is repelled or attracted to the structure. A laser picks up the deflections. Scanning
tunneling microscope (STM) uses a piezoelectric tube with a tiny sharp tip at the
end that is moved within nanometers of the object being sampled. As the tip is
moved and bumps into an obstruction, the “tunneling” current changes. In order to
maintain a certain constant current, the tip is raised and lowered accordingly, and
this movement pattern is magnified and displayed on screen.
Both AFM and STM can be used to get detailed images of nanomaterials and
determine the mechanical properties of the investigated surface. For example, AFM
was used to measure the Young’s modulus of a carbon nanotube by first positioning
it in a proper suspended configuration and then by bending the tube with a fixed
force and measuring the tube deflection. (Salvetat et al., 1999)
While indentation is a traditional method, the idea of ultra low-load indentation
was first proposed by Pethica et al. (1983). Researchers found its important applica-
tion in the case of studying nanomaterials and call it nanoindentation. Nanoinden-
tation has been used to determine elastic modulus, hardness, stress relaxation and
more. The interpretation of nanoindentation experiments is also complicated.
Various modelling methods have been used for materials at nanoscale: atomistic
simulation, molecular dynamics, Monte Carlo method, dislocation dynamics, statis-
tical mechanics, continuum mechanics.
The combination of finite element method and molecular dynamics is widely used.
7(Smith et al., 2001) The atomistic simulation provides better insight into atomistic
processes yet sometimes is not accurate on the size of the simulated cluster. (Miller
and Shenoy, 2000; Astala et al., 2000)
We should not be surprised with doubts on the possibility of solving nanoscale
problems with continuum mechanics because their scales fall far beyond the frames
of continuum mechanics. The confidence comes from the incorporation of many-body
intermolecular potentials which is based upon quantum mechanics.
The analysis of supercritical adsorption of argon, krypton, and methane on
Graphon is the first successful application before we fully develope the theory. We
compare the results both with existing experimental data and with prior molecular-
based theories. The conclusion is that our computation is superior. We have made
more progress on the theory, but what I present in Chapter II is in its original article
form. I want to show as much as possible of the evolution of our development in this
dissertation.
In Chapter III, we present the entire theory which is based upon a long history of
important developments beginning with Hamaker (1937). This work is taken out from
Slattery et al. (2004). We also present another application in this chapter predicting
the static contact angle for the n-alkanes on PTFE (polytetrafluoroethylene) and for
several liquids on PDMS (polydimethylsiloxane). It successfully matches published
experimental data.
In Chapter V, we study Mode I fracture at nanoscale. While we don’t have
experimental data to compare, we get reasonable crack configuration and avoid stress
singularity at the crack tip.
In Chapter VI, we review the literature on retarded intermolecular forces and
incorporate retarded intermolecular forces into the analysis of coalescence between
air and hexadecane. We compare the computational results with experiments.
8With several successful applications, we could visualize more efforts and prospects
in the future.
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AN ANALYSIS OF SUPERCRITICAL ADSORPTION IN THE CONTEXT OF
CONTINUUM MECHANICS
A. Introduction
Far from a solid-fluid interface on a molecular scale, the density of a gas, either
subcritical or supercritical, approaches the bulk density. Within a few molecular
diameters of the interface, the gas is subjected to intense attractive intermolecular
forces attributable to the solid. The magnitudes of these forces increase as the dis-
tance to the interface decreases. With a subcritical gas or vapor, condensation occurs.
With a supercritical fluid, the density increases as the interface is approached, be-
coming similar to that of a liquid. We will confine our attention here to the case of a
supercritical fluid. We explore the “adsorption” or densification of three supercritical
gases on Graphon: argon, krypton, and methane.
Specovius and Findenegg (1978) used a gravimetric method for the determina-
tion of surface excess isotherms of argon and methane on Graphon (a graphitized
carbon black) for temperatures from -20◦C to 50◦C and pressures up to 150 bar. This
corresponded to bulk densities up to the critical density for methane and more than
half the critical density for argon. Blumel et al. (1982) did a similar study for krypton
on Graphon but for temperatures up to 100◦C.
Five analyses of these data starting from a molecular point of view have been
published.
• Egorov (2001) presented a microscopic statistical mechanical theory of adsorp-
tion of supercritical fluids. The theory is in excellent agreement with experi-
mental observations of Specovius and Findenegg (1978) and Blumel et al. (1982)
10
for argon and krypton, although the error increases at higher densities as the
temperature approaches the critical temperature.
• Rangarajan et al. (1995) developed a mean-field model that superimposes the
fluid-solid potential on a fluid equation of state to predict adsorption on a flat
wall. Their paper shows some predicted adsorption isotherms for krypton but
none for argon or methane.
• Sokolowski (1982) used the Percus-Yevick equation for the local density of a gas
in contact with a flat solid surface to calculate the adsorption characteristics
of argon and of methane on graphite. The calculations used the Boltzmann-
averaged potential (Abraham and Singh, 1978), which is calculated from the
particle-graphite basal-plane potential (Steele, 1973), for the gas-surface inter-
action and used the Lennard-Jones (12,6) potential for the gas-gas interactions.
• Fischer (1978) used a model for high temperature and high pressure adsorption
that was the same as the one introduced in previous papers (Fischer, 1977;
Findenegg and Fischer, 1975) for moderate pressures. He assumed that a hard
sphere gas was in contact with a structureless plane wall and that a Lennard-
Jones potential described the wall-particle interaction.
• Aranovich and Donohue (1996) used two adjustable parameters in comparing
the Ono and Kondo (1960) theory to the data reported by Specovius and Find-
enegg (1978).
The first four of these analyses will be discussed further in Section E.
There have been a number of studies of supercritical adsorption on activated car-
bons, both theoretical and experimental (Gusev et al., 1997; Neimark and Ravikovitch,
1997; Miyawaki et al., 1998; Zhou et al., 2000; Murata and Kaneko, 2001; Cao et al.,
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2002; Lozano-Castello´ et al., 2002; Ohkubo et al., 2002). While activated carbons are
of immense practical importance, they are not well-suited to test theories, because
they are porous and the effects of intermolecular forces are more complex. For this
reason, they will not be discussed here.
The purpose of this paper is to present the first and simplest application of a
new extension of continuum mechanics to the nanoscale (not the molecular scale).
Specifically, in the immediate neighborhood of phase interfaces, we introduce a body
force representing a correction for intermolecular forces attributable to the adjoining
phase.
Our intention here is not to find fault with prior analyses. Nor are we arguing
that continuum mechanics is superior to a molecular point of view. To the extent
that our approach may appear to have some advantages in describing experimental
data, it must be kept in mind that we will be taking advantage of empirical equations
of state for bulk behavior that the molecular-based theories do not use.
B. Corrections for intermolecular forces
Surface excess variables such as the surface mass density, surface velocity, surface
stress tensor, . . . account for changes in the corresponding quantities in the adjoining
phases within the immediate neighborhood of the dividing surface (Slattery, 1990,
secs. 1.3.2 and 2.1.8). These changes occur, because the behaviors of the two materials
change as the dividing surface is approached.
Why is material behavior different in the interfacial region? All descriptions of
material behavior at some distance from the interface are based upon the assumption
that the material extends to “infinity” (perhaps 100 nm) in all directions. Material
points outside the immediate neighborhood of the interface are subjected to inter-
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molecular forces only from one phase. Material points within the interfacial region
are subjected to intermolecular forces from both phases.
Our premise is that material behavior within the interfacial region can be rep-
resented as bulk material behavior corrected for the intermolecular forces from the
adjoining phase. In particular, we recognize the equivalence of stresses and body
forces (Truesdell and Toupin, 1960, p. 549).
There are three descriptions of the interfacial region of a single interface (as
opposed to a thin film), each view having its own somewhat different notation.
a) Material behavior is a function of position within the interfacial region. No
excess quantities are associated with any dividing surface. The problem with
this view is that in general we will not know the appropriate descriptions of
behavior in the interfacial regions.
b) In the second view, we use the descriptions of material behavior appropriate
outside the interfacial region (bulk material behavior). The effects of the in-
terfacial region are taken into account by the excess quantities assigned to the
corresponding dividing surface (Slattery, 1990, secs. 1.3.5 and 2.1.6).
c) In the third view described in Figure 1, we again use the descriptions of material
behavior appropriate outside the interfacial region (bulk material behavior),
corrected for intermolecular forces from the adjoining phase as described below.
No excess properties are assigned to the dividing surface.
In the context of view (c), the differential and jump mass balances as well as the
jump momentum balance take the usual forms (Slattery, 1999, pp. 51 and 59). It
is only the differential momentum balance that is changed, which for a static fluid
becomes
−∇P (A) + b(A,corr) = 0 (2.1)
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Fig. 1. A material body consisting of two adjoining phases, A and B.
Here P is thermodynamic pressure and b(corr) is the body force per unit volume
attributable to the adjoining phase. Here and in what follows, we will neglect the
effects of gravity.
Referring to Figure 2, we reason that b(corr) represents the force per unit volume
that results from
• subtracting the force per unit volume at a point in phase A attributable to that
portion of phase A that has been replaced by phase B, and
• adding the force per unit volume at this same point in phase A attributable to
phase B.
In other words, for each point in the gas phase A
b
(A,corr) ≡ −
∫
R(B)
f
(A,A)dV +
∫
R(B)
f
(A,B) dV (2.2)
Here R(B) is the region occupied by phase B, f (A,B)
(
r
(A), r(B)
)
is the force per unit
volume of phase A per unit volume of phase B at a point r(A) in phase A attributable
to the material at point r(B) in phase B , and dV indicates that a volume integration
is to be performed.
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Fig. 2. Two semi-infinite phases A and B separated by a phase interface or dividing
surface.
In reality, the effective replacement region R(B) may be no more than 100 nm
thick, since outside this region the intermolecular forces between phases A and B go
to zero.
1. Estimating the two-point potential
The Lennard-Jones (6-12) potential is commonly recommended for non-polar dilute
gases (Hirschfelder et al., 1954, p. 22)
φ(A,B) = 4ǫ(A,B)
[(
σ(A,B)
r
)12
−
(
σ(A,B)
r
)6]
(2.3)
Here φ(A,B) is the potential energy for two molecules A and B separated by a distance
r; the parameters σ(A,B), ǫ(A,B) represent the collision diameter and depth of the
energy well. The r−6 term describes attractive forces: the dispersion forces (London
forces or induced-dipole–induced dipole forces) (Israelachvili, 1991, p. 83). The r−12
contribution represents short-range repulsive forces. The corresponding expression
for f (A,B) is
f
(AB) = −∇ (n(A)n(B)φ(A,B)) (2.4)
where n(A) and n(B) are the number densities at the specified points in phases A and
B. For a gas, intermolecular forces attributable to a Lennard-Jones potential are
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pairwise additive (Hirschfelder et al., 1954, p. 148).
2. Estimating b(f,corr)
In the following section, we will use (2.3) to find the density distribution in a super-
critical fluid f within the immediate neighborhood of a crystalline solid s. We will
find shortly that we will require b(f,corr), the correction for intermolecular forces at
any point in the supercritical fluid attributable to the presence of the crystalline solid.
From (2.2) and (2.4), at each point in the gas or fluid phase
b
(f,corr) = n(f)
[
−
∫
R(s)
∇ (n(s)φ(f,s)) dV + ∫
R(s)
∇ (n(f,bulk)φ(f,f)) dV ]
= −n(f)
[
∇
∫
R(s)
n(s)φ(f,s) dV −∇
∫
R(s)
n(f,bulk)φ(f,f) dV
]
= −n(f)∇Φ(f,corr) (2.5)
Here
Φ(f,corr) ≡
∫
R(s)
n(s)φ(f,s) dV −
∫
R(s)
n(f,bulk)φ(f,f) dV (2.6)
and n(f,bulk) is the number density in the fluid that would exist, if the solid were not
present.
In discussing the intermolecular forces between a gas and a crystalline solid
such as graphite, Steele (1973, 1974, 1978) assumed that the Lennard-Jones potential
was also applicable. He recognized that pairwise additivity of intermolecular forces
could be expected to be in error, but he argued that he “at least partially by-passed
this problem by using semi-empirical pair-wise potentials that are reasonably closely
related to the bulk properties” of the crystalline solid (Steele, 1974, p. 52). For
this reason, he assumed that the crystalline solid was not continuously distributed in
space, but instead discretely distributed in a layered lattice, each layer being laterally
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continuous. As a result, Steele (1974, 1978) computed
∫
R(s)
n(s)φ(f,s) dV =
2πncσ
(f,s)2ǫ(f,s)
ac
{
2
5
[(
σ(f,s)
z
)10
+
σ(f,s)
10
9∆(z + 0.72∆)9
]
−
(
σ(f,s)
z
)4
− σ
(f,s)4
3∆(z + 0.61∆)3
}
(2.7)
Here z is the coordinate measured into the fluid f , perpendicular to the lattice planes
(and therefore perpendicular to the surface) of the solid s; z = 0 can be interpreted
either as the surface of the solid or as the center of the atoms in the first lattice plane.
The Lennard-Jones parameters ǫ(f,s) and σ(f,s) between fluid and solid are taken from
Steele (1974, p. 56), nc is the number of atoms in the unit surface cell, ∆ is the
distance between lattice planes, ac is the area of the unit cell in the lattice plane.
The number density for the solid n(s) = nc/ (ac∆). We will use the values of n
(s) and
∆ given by Tan and Gubbins (1990). To our knowledge, Steele’s argument justifying
the use of additivity has never been tested. We will say more about this in Section
D.
Similarly, we find
∫
R(s)
n(f,bulk)φ(f,f) dV = −4πn
(f,bulk)ǫ(f,f)(σ(f,f))12
45z9
+
4πn(f,bulk)ǫ(f,f)(σ(f,f))6
6z3
(2.8)
in which n(f,bulk) is the number density of the fluid that would be observed in the
absence of the solid; ǫ(f,f) and σ(f,f) are the Lennard-Jones parameters for the fluid
given by Bird et al. (2002, p. 864).
C. Density distribution
In one dimension, (2.1) becomes with the help of (2.5) and the chain rule
1
c(f)
(
dP (f)
dc(f)
)
T
dc(f)
dz
+N
dΦ(f,corr)
dz
= 0 (2.9)
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Here
(
dP (f)/dc(f)
)
T
will be evaluated using an empirical equations of state for ar-
gon (Michels et al., 1949), for krypton (Trappeniers et al., 1966), and for methane
(Trappeniers et al., 1979, 1980); N is Avogadro’s number; c(f) = n(f)/N is the molar
density in the interfacial region. The solution of this differential equation with the
boundary condition
as z →∞ : c(f) → c(f,bulk) (2.10)
gives a density distribution.
The surface excess or the apparent adsorption
Γ(σ) ≡
∫
∞
δ
(
c(f) − c(f,bulk)) dz (2.11)
Since δ is not a known parameter, it must be defined. From (2.6) and (2.9), there are
two values of z at which Φ(f,corr) = 0 and c(f) = c(f,bulk). One is as z →∞; the other
we will define to be z = δ. The graphite is assumed to be impermeable to the fluid.
D. Comparison with experimental data
Before comparing (2.11) with experimental data, let us consider the sources of ex-
perimental error. For graphitized carbon blacks, the uncertainty in the measured
surface area is approximately 10% (Specovius and Findenegg, 1978; Steele, 1974),
which translates to 10% uncertainty in the surface excess mass. Specovius and Find-
enegg (1978) and Blumel et al. (1982) found that the maximum relative error in
their buoyancy correction to be 3% and 4% respectively, the values of which could
be expected to increase as the critical point was approached. Other errors such as
base-line drift were reported to be < 1%. Precluding any random or systematic error,
the uncertainty of the results should be less than 15%.
In the comparisons of (2.11) with experimental data in Figures 3 through 12,
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we would like to emphasize that no adjustable parameters have been used. Equation
(2.11) describes these data within the uncertainty range for argon and krypton as
well as for methane at 50◦C.
It is clear that, for both the krypton and for the methane, (2.11) underestimates
the data, the error becoming progressively larger as the temperature decreases. There
are at least two possible explanations.
As noted earlier in Section 2, Steele (1974, p. 52) expressed some doubt about the
assumption of additivity of intermolecular forces in using his semi-empirical extension
of the Lennard-Jones potential to the interactions between a crystalline solid and a
gas. He proposed that this problem could be at least partially avoided by using
a more realistic description of the solid. For this reason, he described the solid as
being discretely rather than continuously distributed in space. While this proposal
has not been previously tested experimentally to our knowledge, we believe that
the excellent agreement between the predictions of our theory and the experimental
observations for argon does support the use of pairwise additivity, at least when
temperature is sufficiently above the critical temperature Tc. Notice that for argon
Tc = 150.8 K. For krypton, Tc = 209.4 K, and we have excellent agreement between
our predictions and the experimental observations at 100◦C, but errors increase as
the temperature decreases, the density increases, and the interference of neighboring
of krypton increases. In summary, we believe that pairwise additivity can be used as
suggested by Steele (1974, p. 52), so long as the temperature is sufficiently above the
critical temperature.
The poor agreement between our predictions and the experimental observations
for methane is due in part to the same failure of pairwise additivity as the critical
temperature Tc = 190.4 K is approached. But the errors are larger than those seen
with krypton, which has a higher Tc. We do see the errors decrease as the temperature
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Fig. 3. Γσ (µmol/m2) as a function of P (MPa) for argon on Graphon at 0◦C predicted
by (2.11) (the solid curve). The experimental observations are from Specovius
and Findenegg (1978). The dashed-dot curve represents the computations of
Sokolowski (1982).
is raised, but we don’t have measurements at hight temperatures. However, we are
also concerned that the Lennard-Jones potential may not be appropriate, particularly
in denser fluids, because the methane molecule is not spherical.
E. Comparison with previous theories
As mentioned in the introduction, there are four analysis based upon statistical me-
chanics which have been compared with these same data: Egorov (2001), Rangarajan
et al. (1995), Sokolowski (1982), and Fischer (1978). In all cases, we have used their
results from their figures without repeating their computations.
Figures 6 compares the computations of Egorov (2001) with (2.11) for the argon
data of Specovius and Findenegg (1978) at 25◦C; figure 10 compares the two theories
for the krypton data of Blumel et al. (1982). The computations of Egorov (2001) are
excellent, although, as he notes, they begin to fail at higher densities. Unfortunately,
he did not report computations for higher temperatures.
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Fig. 4. Γσ (µ mol/m2) as a function of P (MPa) for argon on Graphon at 25◦C pre-
dicted by (2.11) (the solid curve). The experimental observations are from
Specovius and Findenegg (1978).
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Fig. 5. Γσ (µ mol/m2) as a function of P (MPa) for argon on Graphon at 50◦C pre-
dicted by (2.11) (the solid curve). The experimental observations are from
Specovius and Findenegg (1978). The dashed-dot curve represents the compu-
tations of Fischer (1978).
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Fig. 6. Γσ (µ mol/m2) as a function of c (mol L−1) for argon on Graphon at 25◦C
predicted by (2.11) (the solid curve). The experimental observations are from
Specovius and Findenegg (1978). The dashed line represents the computations
of Egorov (2001).
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Fig. 7. Γσ (µmol/m2) as a function of P (MPa) for krypton on Graphon at 25◦C and at
100◦C predicted by (2.11) (the solid curves). The experimental observations are
from Blumel et al. (1982). The dashed-dot curve represents the computations
of Rangarajan et al. (1995) for 25◦C; the dashed curve for 100◦C.
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Fig. 8. Γσ (µ mol/m2) as a function of P (MPa) for krypton on Graphon at 50◦C
predicted by (2.11) (the solid curves). The experimental observations are from
Blumel et al. (1982). The dashed-dot curve represents the computations of
Rangarajan et al. (1995).
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Fig. 9. Γσ (µ mol/m2) as a function of P (MPa) for krypton on Graphon at 0◦C and at
75◦C predicted by (2.11) (the solid curves). The experimental observations are
from Blumel et al. (1982). The dashed-dot curve represents the computations
of Rangarajan et al. (1995) for 0◦C; the dashed curve for 75◦C.
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Fig. 10. Γσ (µ mol/m2) as a function of c (mol L−1) for krypton on Graphon at 25◦C
predicted by (2.11) (the solid curves). The experimental observations are from
Blumel et al. (1982). The dashed curve represents the computations of Egorov
(2001).
Figures 7 through 9 compare the model of Rangarajan et al. (1995) with (2.11) for
the krypton data of Blumel et al. (1982). Figures 3, 11, and 12 compare the Sokolowski
(1982) model with both (2.11) and the argon and methane data of Specovius and
Findenegg (1978). Fischer (1978) presented a plot of his results compared with the
data of Specovius and Findenegg (1978) for argon at only one temperature 50◦C.
Figure 5 compares his results with (2.11). In all cases, (2.11) was superior.
F. Discussion
The purpose of this chapter is to present a first application of a new idea—extension of
continuum mechanics to the nanoscale (not the molecular scale) in which a correction
for intermolecular forces from the adjoining phase is introduced in the differential
momentum balance. We feel that we have successfully demonstrated this theory for
supercritical adsorption of argon on Graphon (a graphitized carbon black) using no
adjustable parameters.
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Fig. 11. Γσ (µ mol/m2) as a function of P (MPa) for methane on Graphon at 0◦C and
at 50◦C predicted by (2.11) (the solid curves). The experimental observations
are from Specovius and Findenegg (1978). The dashed curve represents the
computations of Sokolowski (1982) for 0◦C; the dashed-dot curve for 50◦C.
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Fig. 12. Γσ (µ mol/m2) as a function of P (MPa) for methane on Graphon at 25◦C
predicted by (2.11) (the solid curves). The experimental observations are from
Specovius and Findenegg (1978). The dashed curve represents the computa-
tions of Sokolowski (1982).
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Our theory does not do as well in describing the supercritical adsorption of
krypton or of methane as the critical point is approached. We do not feel that this
indicates a failure or limitation of the theory, but rather a limitation in the way
that the theory was executed. Following Steele (1973, 1974, 1978), we have assumed
the Lennard-Jones potential can be used to describe the carbon-fluid as well as the
fluid-fluid interactions, and we have assumed that long-range intermolecular forces
are pairwise additive.
We believe that the poorer agreement between our predictions and the exper-
imental observations for krypton at lower temperatures is attributable to the as-
sumption of pairwise additivity beginning to fail. The critical temperature for argon
Tc = 150.8 K; for krypton, Tc = 209.4 K. Since the assumption of pairwise additivity
would begin to fail as T → Tc and the fluid became denser, we could expect to see
these effects at higher temperatures with krypton than with argon.
The poor agreement between our predictions and experimental observations for
methane is certainly due in large measure to this same failure of the assumption of
pairwise additivity. For methane, Tc = 190.4 K, and the error in our predictions
decreases as the temperature is increased. However, we are also concerned that the
Lennard-Jones potential may not be appropriate, particularly in the denser fluids as
Tc is approached, because the methane molecule is not spherical.
Steele (1974, p. 52) clearly recognized that pairwise additivity of intermolecular
forces could not be justified in condensed materials. He proposed that this problem
could be at least partially avoided by using a more realistic description of the solid,
one in which the crystalline solid was distributed discretely rather than continuously
in space. We believe that the excellent agreement between the predictions of our the-
ory and the experimental observations for argon and krypton, particularly at higher
temperatures, supports his proposal.
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We wish to emphasize that the use of pairwise additivity is not an inherent limita-
tion in the use of this theory. For example, in describing the interactions between two
condensed media, the limitations of pairwise additivity can be avoided by describing
the two-point interactions using an effective, Lifshitz type, Hamaker constant that is
both screened and retarded (Bowen and Jenner, 1995).
Based upon this success, we developed the theory which includes the computation
of the correction for intermolecular forces in many different situations.
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CHAPTER III
GENERALIZED THEORY AND APPLICATION ON CONTACT ANGLE
A. Introduction
By nanoscale we mean the immediate neighborhood of a phase interface, where the
behavior of each phase is altered by the intermolecular forces from the adjoining
phase. We are generally talking about more than the effect of interfacial tension or
energy, which is a correction for long-range intermolecular forces between two “semi-
infinite” phases. But we are not talking about the interaction between molecules
within a single phase. We assume that such molecular-scale interactions are taken
into account with an appropriate bulk description for material behavior.
In the immediate neighborhood of a phase interface, material behavior differs
from that observed at some distance from the interface. All (local) descriptions of
material behavior at some distance from the interface are based upon the assumption
that the material extends to “infinity” (perhaps 100 nm) in all directions. Material
points outside the immediate neighborhood of the interface are subjected to intermole-
cular forces only from one phase. Material points within the immediate neighborhood
of a phase interface are subjected to intermolecular forces from both phases.
There is a large literature describing intermolecular forces and how they should
be represented, and it is not our intention to review it here. We suggest as starting
points for understanding this subject in more detail the books by Israelachvili (1991)
and by Hirschfelder et al. (1954). But it will be helpful to note that the Lennard-Jones
(6-12) potential is commonly recommended for non-polar dilute gases (Hirschfelder
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et al., 1954, p. 22)
φ(A,B) = 4ǫ(A,B)
[(
σ(A,B)
r
)12
−
(
σ(A,B)
r
)6]
(3.1)
Here φ(A,B) is the potential energy for two molecules A and B separated by a distance
r; the parameters σ(A,B), ǫ(A,B) represent the collision diameter and well depth. The
r−6 term describes attractive forces: the dispersion forces (London forces or induced-
dipole–induced dipole forces) (Israelachvili, 1991, p. 83). The r−12 contribution
represents short-range repulsive forces. The only caution necessary to observe here is
that φ(A,B) can not be allowed to become infinite; r can not be allowed to go to zero;
it can be no smaller than the sum of the effective radii of molecules of A and B or
the effective distance between molecules of A and B.
Israelachvili (1991, pp. 113, 176) argues that, due to a fortuitous cancellation
of errors, the r−12 repulsive potential can be successfully replaced by a hard-sphere
repulsive potential, reducing (3.1) for r > σ to
φ(A,B) = −C
(AB)
r6
for r > σ(A,B)
=∞ for r ≤ σ(A,B) (3.2)
There is also a large literature in which the effects of intermolecular forces are
discussed at the continuum scale.
Hamaker (1937) adopted (3.2) in discussing the force between macrosopic bodies
of condensed matter, writing (Israelachvili, 1991, p. 176)
C(AB) =
A(AB)
π2n(A)n(B)
(3.3)
where A(AB) is the Hamaker constant, n(A) and n(B) are the number densities at
the concerned points in phases A and B. There are at least three drawbacks to the
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Hamaker relation that should be noted. First, in calculating the force between two
macroscopic bodies, he assumed that the intermolecular forces could be added pair-
wise. Second, A(AB) is assumed to be geometry independent. Third, with increasing
r, the attractive force decays even faster than r−6, approaching r−7. This is referred
to as the retardation effect (Casimir and Polder, 1948).
To avoid these limitations, Lifshitz (1956) developed what we now refer to as
Lifshitz theory by describing the multibody interaction in the fluctuating electromag-
netic field created by the material. Dzyaloshinskii et al. (1961) generalized Lifshitz
theory, using quantum field theory. The results have the same form as those ob-
tained using pairwise additivity as suggested by Hamaker (1937), but the value of
the effective Hamaker constant is dependent on a number of effects. Mahanty and
Ninham (1976) discussed the dependence of the effective Hamaker constant upon the
macroscopic geometry. Hough and White (1980) employed Lifshitz theory to calcu-
late non-retarded Hamaker constants. Russel et al. (1989) gave an expression for
the effective Hamaker constant that includes the effects of retardation and properly
reduces to the results of Hough and White (1980) when the effects of retardation are
absent. Bowen and Jenner (1995) have examined all of these issues, and they rec-
ommend a calculation for an effective, Lifshitz type, Hamaker constant that is both
screened and retarded and that is geometry independent.
In what follows, we propose to incorporate the effect of intermolecular forces
from adjacent phases as a body force in the standard developments of continuum
mechanics. Following the developments described above, we can completely avoid
the difficulties of pairwise additivity by employing effective, Lifshitz-type, Hamaker
constants (Israelachvili, 1991, p. 180; Bowen and Jenner, 1995).
In particular, using (3.2) and (3.3), we will express the potential energy per unit
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volume of A per unit volume of B as
n(A)n(B)φ(ACB) = −C
(AB)n(A)n(B)
r6
= −A
(ACB)
π2r6
(3.4)
Here A(ACB) denotes the effective, Lifshitz-type, Hamaker constant for species A and
B interacting across an intermediate phase C. If there is no intermediate phase or the
intermediate phase is a vacuum, we will use the notation A(AB). The corresponding
force f (A,B)
(
r
(A), r(B)
)
per unit volume of phase A per unit volume of phase B at a
point r(A) in phase A attributable to the material at point r(B) in phase B is
f
(A,B) = −∇ (n(A)n(B)φ(A,B))
= ∇
(
A(ACB)
π2r6
)
(3.5)
As explained above, because we propose to use an effective, Lifshitz type, Hamaker
constant A(ACB) such as that recommended by Bowen and Jenner (1995), we will
assume that these two-point forces are pairwise additive and therefore that they can
be integrated.
B. The correction
Our premise is that material behavior within the interfacial region can be represented
as bulk material behavior corrected for the intermolecular forces from the adjoining
phase. In particular, we recognize the equivalence of stresses and body forces (Trues-
dell and Toupin, 1960, p. 549).
There are four descriptions of the interfacial region, each view having its own
somewhat different notation.
a) Ideally, we would wish to use the true descriptions of material behavior appro-
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priate everywhere, including the interfacial region. Using these descriptions, we
would refer to v(I), T(I) and ρ(I) as the velocity, stress tensor and density. No
excess quantities would be associated with any dividing surface. The problem
with this view is that in general we will not know the appropriate descriptions
of behavior in the interfacial regions.
b) In the second view, we use everywhere the descriptions of material behavior
appropriate outside the interfacial region (bulk material behavior). The effects
of the interfacial region are taken into account by the excess quantities assigned
to the corresponding dividing surface (Slattery, 1990, secs. 1.3.5 and 2.1.6). By
v
(σ), T(σ) and ρ(σ), we mean the corresponding surface velocity, surface stress
tensor, and surface mass density.
c) In the third view described in Figure 13, we again use the descriptions of ma-
terial behavior appropriate outside the interfacial region (bulk material behav-
ior), but no excess properties are assigned to the dividing surface. By v(I,bulk),
T
(I,bulk) and ρ(I,bulk), we indicate the velocity, stress tensor and density deter-
mined using the bulk descriptions of material behavior, corrected for intermole-
cular forces from the adjoining phase as described below. The two phases are
separated by a distance δ, which physically corresponds to the sum of the effec-
tive radii of the A and B molecules or the effective distance between molecules
of A and B. a These surfaces should not be thought of as dividing surfaces,
since there are no excess properties associated with them. If a dividing surface
is introduced, it will be located in a standard manner (Slattery, 1990, secs. 1.3.6
aFu et al. (2004), working in the context of supercritical adsorption on Graphon
and representing φ(AA) and φ(AB), determines δ(AB) by requiring Φ(A) = 0. We believe
that this can be done only with the Lennard-Jones potential which accounts for both
repulsive and attractive forces.
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Fig. 13. A material body consisting of two adjoining phases, A and B.
and 5.2.3).
Conservation of mass tells us
d
dt
∫
R(m)
ρ(I,bulk) dV = 0 (3.6)
By the transport theorem for a region containing a dividing surface given in
Slattery (1999, Sec. 1.3.5), (3.6) maybe written as
d
dt
∫
R(m)
ρ(I,bulk) dV =
∫
R(m)
(
d(m)ρ
(I,bulk)
dt
+ ρ(I,bulk)div v(I,bulk)
)
dV
+
∫
P
[
ρ(I,bulk)
(
v
(I,bulk) − v(σ)) · ξ]dA (3.7)
Since R(m) and
∑
could be arbitrary, we get differential mass balance and
jump mass balance from (3.7):
d(m)ρ
(I,bulk)
dt
+ ρ(I,bulk)div v(I,bulk) = 0 (3.8)
[
ρ(I,bulk)
(
v
(I,bulk) − v(σ)) · ξ] = 0 (3.9)
In Figure 13, we introduce that the jump is now over both singular surfaces. The
boldface brackets denote the jump of the quantity enclosed across the interface
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between phase A and phase B:
[
Sξ
] ≡ S(A)ξ(A) + S(B)ξ(B) (3.10)
where ξ(α) is the unit normal to the interface pointing into phase α.
In the same way, we can write the differential and jump momentum balances
in the standard forms (Slattery, 1990, sec. 5.4.1 and 5.4.2):
ρ(I,bulk)
d(m)v
(I,bulk)
dt
= div T(I,bulk) + ρ(I,bulk)b+ b(corr) (3.11)
[
ρ(I,bulk)
(
v
(I,bulk)
· ξ − v(σ)(ξ)
)2
ξ −T(I,bulk) · ξ
]
= 0 (3.12)
Here b is the body force per unit mass, typically gravity; b(corr) is a body force
per unit volume introduced to correct for the use of bulk material behavior in
the interfacial region.
d) The fourth view is a variation on view (b) above, and it is used only in the
case of a thin film. The only difference is that we add a body force b(corr)∞
that corrects for overlapping intermolecular forces. The excess properties in (b)
are those attributable to a single, isolated interface. In the case of a thin film,
the two interfaces are not isolated, and each phase is subjected to long-range
intermolecular forces from the other two.
In order to illustrate the estimation of b(corr), consider the two cases shown in
Figure 14.
1. For the two phases shown in Figure 14(a), in estimating b(A,corr) we will
• subtract the force per unit volume at a point in phase A attributable to
that portion of phase A that has been replaced by phase B, and
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Fig. 14. For simplicity, the dividing surfaces and the two singular surfaces for each
interface are shown as a single curve. Two cases are illustrated. (a) Two
semi-infinite phases A and B. (b) Two semi-infinite phases A and B separated
by a thin film of phase C.
• add the force per unit volume at this same point in phase A attributable
to phase B.
In reality, the effective replacement region R(B) may be no more than 100 nm
thick, since outside this region the intermolecular forces between phases A and
B go to zero.
2. Let us now consider the thin film as shown in Figure 14(b). In order to estimate
b
(A,corr), we will
• subtract the force per unit volume at a point in phase A attributable to
that portion of phase A that has been replaced by phase C and phase B,
• add force per unit volume at this same point in phase A attributable to
phase C, and
• add force per unit volume at this point in phase A attributable to phase
B.
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C. One dividing surface
Consider two semi-infinite phases A and B shown in Figure 14(a), although it will
not be necessary to make any assumption about the configuration of the interface.
In particular, it is not necessary to assume that the dividing surface is a plane.
As suggested in the assumptions above, the net correction for intermolecular forces
b
(A,corr) at each point in phase A within the immediate neighborhood of the dividing
surface is
b
(A,corr) ≡ −
∫
R(B)
f
(A,A) dr+
∫
R(B)
f
(A,B) dr
=
∫
R(B)
∇
(
n(A)
2
φ(A,A)
)
dr−
∫
R(B)
∇ (n(A)n(B)φ(A,B)) dr
= −∇Φ(A,corr) (3.13)
where
Φ(A,corr) ≡ −
∫
R(B)
n(A)
2
φ(A,A) dr+
∫
R(B)
n(A)n(B)φ(A,B) dr (3.14)
In a similar manner,
b
(B,corr) ≡ −
∫
R(A)
f
(B,B) dr+
∫
R(A)
f
(A,B) dr
=
∫
R(A)
∇
(
n(B)
2
φ(B,B)
)
dr−
∫
R(A)
∇ (n(A)n(B)φ(A,B)) dr
= −∇Φ(B,corr) (3.15)
in which
Φ(B,corr) ≡ −
∫
R(A)
n(B)
2
φ(B,B) dr+
∫
R(A)
n(A)n(B)φ(A,B) dr (3.16)
Fu et al. (2004) employed (3.13), (3.14), and the differential momentum balance
to discuss supercritical adsorption or local densification of a supercritical gas on an
impermeable Graphon. Following Steele (1973; 1974; 1978), they used the Lennard-
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Jones potential with standard parameters for φ(AA) (Bird et al., 2002, p. 804) and for
φ(AB) (Steele, 1974, p. 56). Using no adjustable parameters, they presented favorable
comparisons with experimental data and alternative theories from several groups.
1. One dividing surface: with interfacial energy or tension
Let us now adopt view (b) of the interfacial region, in which bulk descriptions of
material behavior are used, but excess properties are assigned to the dividing surface.
It is not necessary to make any assumption about the configuration of the dividing
surface, but for the sake of simplifying the argument, we will neglect the effects of
any external force such as gravity.
It has been shown that (Slattery, 1990, p. 164)
T
(σ) ≡
{∫ λ+
0
(
T
(I) −T) dλ} · P+{∫ −δ
λ−
(
T
(I) −T) dλ} · P (3.17)
where P is the projection tensor (Slattery, 1990, p. 1085), λ is the distance measured
along the normal to the dividing surface, and δ is the distance separating the two
phases.
Let us use the results above to compute T(σ).
We will approximate (since we have no way of knowing the true description of
behavior in the interfacial region)
T
(I) .= T(I,bulk) (3.18)
In view of (3.13), equations (3.11) reduces to
ρ(I,bulk)
d(m)v
(I,bulk)
dt
= div
(
T
(I,bulk) − Φ(corr)I)+ ρ(I,bulk)b (3.19)
Comparing this with the usual form of the differential momentum balance (Slattery,
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1999, p. 34), we can identify
T = T(I,bulk) − Φ(corr)I (3.20)
Given (3.18) and (3.20), equation (3.17) reduces to
T
(σ) =
{∫ λ+
0
Φ(A,corr)I dλ+
∫
−δ(AB)
λ−
Φ(B,corr)I dλ
}
· P
=
∫ λ+
0
Φ(A,corr)dλ P+
∫
−δ(AB)
λ−
Φ(B,corr)dλ P (3.21)
or
T
(σ) = γP (3.22)
where
γ ≡
∫ λ+
0
Φ(A,corr) dλ+
∫
−δ(AB)
λ−
Φ(B,corr) dλ
=
∫
∞
0
Φ(A,corr) dλ+
∫
−δ(AB)
−∞
Φ(B,corr) dλ (3.23)
is interfacial tension or interfacial energy.
It is important to realize that γ represents the correction of intermolecular forces
in the immediate neighborhood of a single dividing surface. But (3.22) also tells us
that we should not expect to see surface viscous effects with clean interfaces such as
we are considering in these first four chapters, which is in agreement with common
observations.
Just to emphasize the point, since we are employing interfacial energy or tension,
the stresses that appear in the jump momentum balance are the bulk stresses rather
than the interfacial stresses.
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a. Computation of surface tensions
Starting with (3.2) and (3.3), we can compute from (3.14) and (3.16)
Φ(A,corr) =
A(AA)
6π (δ(AA) + z2)
3 −
A(AB)
6π (δ(AB) + z2)
3 (3.24)
and
Φ(B,corr) =
A(AB)
6πz23
− A
(BB)
6π (δ(AB) − δ(BB) + z2)3
(3.25)
where δ(αβ) is the effective distance between molecules of α and β. Following (Fu
et al., 2004), we will require
at z2 = 0 : Φ
(A,corr) = 0 (3.26)
or
A(AA)
δ(AA)
3 =
A(AB)
δ(AB)
3 (3.27)
and
at z2 = −δ(AB) : Φ(B,corr) = 0 (3.28)
or
A(AB)
δ(AB)
3 =
A(BB)
δ(BB)
3 (3.29)
These together with (3.23) give us
γ =
A(AA)
12πδ(AA)
2 −
A(AB)
6πδ(AB)
2 +
A(BB)
12πδ(BB)
2
=
δ(AA)
12π
A(BB)
δ(BB)
3 −
δ(AB)
6π
A(BB)
δ(BB)
3 +
A(BB)
12πδ(BB)
3
=
(
δ(AA)
δ(BB)
− 2δ
(AB)
δ(BB)
+ 1
)
A(BB)
12πδ(BB)
3
=
[(
A(AA)
A(BB)
)1/3
− 2
(
A(AB)
A(BB)
)1/3
+ 1
]
A(BB)
12πδ(BB)
3 (3.30)
Note that (3.30) should not be expected to represent very well the surface or interfacial
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tensions for liquids with strong hydrogen bonding; our simple representation of point-
to-point forces (3.2) only attempts to take into account dispersion or van der Waals
forces (Israelachvili, 1991, p. 204).
If we assume that phase A is a gas, we can neglect A(AA) and A(AB) with respect
to A(BB) and (3.35) reduces to b
γ =
A(BB)
12πδ(BB)
2 (3.35)
bIsraelachvili (1991, pp. 202-203, 313) arrived at a similar expression
γ =
A(BB)
24πδ(BB)
2 (3.31)
using a much different argument, in which a body was ruptured by tensile forces to
form two pieces and two interfaces. Deformation of the body prior to rupture was
not taken into account. In order to fit experimental data for a variety of system, he
recommended δ(BB) = 0.165 nm. In the context of (3.35), we would say
δ(BB) = 0.165×
√
2
= 0.233 nm (3.32)
Israelachvili (1973) suggests that, within phase A, δ(AA) be viewed as the mean
distance between the centers of individual molecules, units of molecules, or atoms
and that it be estimated as
δ(AA) = 0.916
[
M (A)/
(
ρ(A)naN
)]1/3
(3.33)
HereM (A) is the molecular weight of phase A, na is the number of atoms per molecule,
N is Avogadro’s constant (6.023 × 1023 mol−1), and ρ(A) the mass density of phase
A. In arriving at (3.33), the atoms have been assumed to be in a close packing
arrangement.
For a molecule consisting of a repeating unit, such as a n-alkane with −CH2− being
the repeating unit, we suggest a simple picture in which the molecules are arranged in
such a manner that the repeating units are in a close packing arrangement. Retracing
the argument of Israelachvili (1973), we have instead
δ(AA) = 0.916
[
M (A)/
(
ρ(A)nuN
)]1/3
(3.34)
where nu is the number of repeating units in the molecule. This last is similar to the
suggestion of Padday and Uffindell (1968), who replacedM/nu by the −CH2− group
weight and took the coefficient to be unity.
40
Table I.: Comparisons of calculated and measured values
of surface tensions for n-alkanes.
n A(BB)
a
δ(BB)
b
δ(BB)
c
γmeas.
d γcalc
e γcalc.
f
(10−20J) nm nm (mJ m−2) (mJ m−2) (mJ m−2)
5 3.74 0.205 0.309 16.0 18.2 16.6
6 4.06 0.203 0.303 18.4 19.8 18.8
7 4.31 0.201 0.299 20.3 21.0 20.5
8 4.49 0.200 0.296 21.8 21.9 21.8
9 4.66 0.199 0.294 22.9 22.7 22.9
10 4.81 0.198 0.292 23.9 23.4 23.9
11 4.87 0.198 0.291 24.7 23.7 24.4
12 5.03 0.197 0.289 25.4 24.5 25.6
14 5.09 0.196 0.287 26.7 24.8 26.2
16 5.22 0.196 0.286 27.6 25.4 27.1
a) Calculated by Hough and White (1980).
b) Calculated using (3.33).
c) Calculated using (3.34).
d) Measured by Jasper and Kring (1955).
e) Calculated by Israelachvili (1991) using (3.31) and (3.32).
f) Calculated using (3.35) and δ(BB) = 0.79 × (3.34).
In preparing Table I to test the validity of (3.35), we have used δ(BB) = 0.79 ×
(3.34), a one-parameter fit of the experimental data similar to (3.32), essentially the
one-parameter fit of experimental data recommended by Israelachvili (1991, pp. 202-
203, 313). For broader variety of systems, Israelachvili (1991, p. 204) presents an
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interesting comparison of (3.31) using δ(BB) = 0.165 nm, which is equivalent to (3.35)
with (3.32).
D. One thin film
Consider now the thin film shown in Figure 14(b). It is not necessary that the dividing
surfaces be planes or equidistant surfaces.
As suggested in the assumptions above, the net correction for intermolecular
forces at each point in phase A is
b
(A,corr) ≡ −
∫
R(B+C)
f
(A,A)dr+
∫
R(C)
f
(A,C)dr+
∫
R(B)
f
(A,B)dr
= ∇
∫
R(B+C)
n(A)
2
φ(A,A)dr−∇
∫
R(C)
n(A)n(C)φ(A,C)dr
−∇
∫
R(B)
n(A)n(B)φ(A,B)dr
= −∇Φ(A,corr) (3.36)
where
Φ(A,corr) ≡−
∫
R(B+C)
n(A)
2
φ(A,A)dr+
∫
R(C)
n(A)n(C)φ(A,C)dr
+
∫
R(B)
n(A)n(B)φ(A,B)dr (3.37)
In a similar way, we conclude that
b
(B,corr) ≡ −
∫
R(A+C)
f
(B,B)dr+
∫
R(C)
f
(B,C)dr+
∫
R(A)
f
(A,B)dr
= ∇
∫
R(A+C)
n(B)
2
φ(B,B)dr−∇
∫
R(C)
n(B)n(C)φ(B,C)dr
−∇
∫
R(A)
n(A)n(B)φ(A,B)dr
= −∇Φ(B,corr) (3.38)
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Phase?A
z3
Phase?B
Phase?C
Fig. 15. A thin discontinuous film C forms a common line.
b
(C,corr) ≡ −
∫
R(A+B)
f
(C,C)dr+
∫
R(A)
f
(A,C)dr+
∫
R(B)
f
(B,C)dr
= ∇
∫
R(A+B)
n(C)
2
φ(C,C)dr−∇
∫
R(A)
n(A)n(C)φ(A,C)dr
−∇
∫
R(B)
n(B)n(C)φ(B,C)dr
= −∇Φ(C,corr) (3.39)
Here
Φ(B,corr) ≡−
∫
R(A+C)
n(B)
2
φ(B,B)dr+
∫
R(C)
n(B)n(C)φ(B,C)dr
+
∫
R(A)
n(A)n(B)φ(A,B)dr (3.40)
and
Φ(C,corr) ≡−
∫
R(A+B)
n(C)
2
φ(C,C)dr+
∫
R(A)
n(A)n(C)φ(A,C)dr
+
∫
R(B)
n(B)n(C)φ(B,C)dr (3.41)
Note that these results also apply to a discontinuous film forming a common line
as shown in Figure 15.
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1. One thin film: with interfacial energy or tension in both interfaces
Let us now adopt view (d) of the interfacial region as outlined in the introduction to
this section.
For the case considered in Section D, let us specifically assume that phase A
is a gas, phase B a liquid, and phase C a solid. We will now adopt view (b) of
the interfacial region, in which interfacial energies or tensions are introduced in both
dividing surface.
This means that, in contrast with the discussion in Sec. B, γ(AC) and γ(BC) can
not fully account for the correction that must be made to the intermolecular forces.
There is an additional correction to be made, which we will develop here. As an
example, for phase A we will name this correction b(A,corr)∞, in order to distinguish
it from b(A,corr) developed above.
In particular, the correction for intermolecular forces at any point in phase A now
becomes (3.36) minus (3.13) and (3.15), both of which have to be suitably modified:
b
(A,corr)∞
≡ b(A,corr) −∇
∫
R(B+C)
n(A)
2
φ(A,A) dr+∇
∫
R(B+C)
n(A)n(C)φ(A,C) dr
−∇
∫
R(B)
n(C)
2
φ(C,C) dr+∇
∫
R(B)
n(B)n(C)φ(B,C) dr
= ∇
∫
R(B)
[
n(A)n(C)φ(A,C) − n(A)n(B)φ(A,B) − n(C)2φ(C,C)
+ n(B)n(C)φ(B,C)
]
dr
= −∇Φ(A,corr)∞ (3.42)
where
Φ(A,corr)∞ ≡ −
∫
R(B)
[
n(A)n(C)φ(A,C) − n(A)n(B)φ(A,B)
− n(C)2φ(C,C) + n(B)n(C)φ(B,C)] dr (3.43)
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In a similar manner, we find
b
(B,corr)∞
≡ b(B,corr) −∇
∫
R(A+C)
n(B)
2
φ(B,B) dr+∇
∫
R(A+C)
n(B)n(C)φ(B,C) dr
+∇
∫
R(A+C)
n(B)n(C)φ(B,C) dr−∇
∫
R(A)
n(C)
2
φ(C,C) dr
+∇
∫
R(A)
n(A)n(C)φ(A,C) dr
= ∇
∫
R(A)
[
n(B)n(C)φ(B,C) − n(A)n(B)φ(A,B) − n(C)2φ(C,C)
+ n(A)n(C)φ(A,C)
]
dr
= −∇Φ(B,corr)∞ (3.44)
and
b
(C,corr)∞
≡ b(C,corr) −∇
∫
R(A)
n(C)
2
φ(C,C) dr+∇
∫
R(A)
n(A)n(C)φ(A,C) dr
−∇
∫
R(B)
n(C)
2
φ(C,C) dr+∇
∫
R(B)
n(B)n(C)φ(B,C) dr
= −∇Φ(C,corr)∞
= 0 (3.45)
in which
Φ(B,corr)∞ ≡ −
∫
R(A)
[
n(B)n(C)φ(B,C) − n(A)n(B)φ(A,B)
− n(C)2φ(C,C) + n(A)n(C)φ(A,C)] dr (3.46)
and
Φ(C,corr)∞ = 0 (3.47)
No assumption is made here about the configuration of the thin film C, and they
are immediately applicable to the discontinuous film shown in Figure 15 as explained
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h2
h1
z2
Fig. 16. A thin film bounded by two parallel, plane interfaces.
in Section 2.
a. Parallel plane interfaces
In order to illustrate the results derived here, consider a thin film of phase C bounded
by parallel, plane interfaces in which interfacial tensions or energies have been intro-
duced. The film is unbounded in z1 and z3 directions; its thickness is the difference
between h1 and h2 as illustrated in Figure 16. Using (3.43) and (3.46), we can show
in region A
Φ(A,corr)∞ = −A
(ACB) − A(AC) + A(CC) − A(BC)
6π (z2 − h2)3
and in region B
Φ(B,corr)∞ =
A(BC) − A(ACB) − A(CC) + A(AC)
6π (h1 − z2)3
For simplicity, let us neglect any effect of gravity within the interfacial region. It
is common to introduce an extra stress
S ≡ T+ P I (3.48)
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and a modified pressure
P ≡ P + Φ(corr)∞ (3.49)
The physical significance of P is that this is the thermodynamic pressure that would
exist in the absence of the correction for intermolecular forces. This has the advantage
that, if we we are willing to assume ρ(I,bulk) is a constant within the interfacial re-
gion, the corrections for intermolecular forces drop out of the differential momentum
balance (3.11)
ρ(I,bulk)
d(m)v
(I,bulk)
dt
= −∇P + div S(I,bulk) (3.50)
and appear only in the jump momentum balance (3.12)
[
ρ(I,bulk)
(
v
(I,bulk)
· ξ − v(σ)(ξ)
)2
ξ + Pξ − Φ(corr)∞ξ − S(I,bulk) · ξ
]
= 0 (3.51)
Consider the interface between phases A and C in Figure 16. Referring to (3.47),
(3.49) and (3.51), we see that[
Pξ − Φξ
]
=
(P(A) − P (C) − Φ(A,corr)∞) ξ(A)
=
(
P(A) − P (C) − A
(AC) + A(BC) − A(ACB) − A(CC)
6π (h1 − h2)3
)
ξ(A) (3.52)
Here ξ(A) is the unit normal to the interface pointing into phase A. In this context
Φ(A,corr)∞ may be referred to as the disjoining pressure, in the sense that it has the
effect of changing P (C). A positive disjoining pressure or A(AC) + A(BC) > A(ACB) +
A(CC) means that phases A and B would prefer to be in contact with phase C rather
than each other, and the thickness of the film will tend to increase or disjoin. A
negative disjoining pressure or A(AC) +A(BC) < A(ACB) +A(CC) means that phases A
and B would prefer to be in contact with each other rather than phase C, and the
thickness of the film will tend to decrease.
Here we have introduced the disjoining pressure only in the context of the cor-
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rection for intermolecular forces. More generally, the disjoining pressure is introduced
to describe both electrostatic forces and the correction for intermolecular forces. It is
necessary only that the body force be representable in terms of a potential and that
the density in the interfacial region be assumed to be a constant.
2. A discontinuous thin film
The most important point to reemphasize is that Section D applies to the discontin-
uous film shown in Figure 15.
Section 1 also applies to discontinuous films, with the understanding that the
interfacial tensions or energies are those attributable to dividing surfaces separating
semi-infinite regions; they are independent of position, in the absence of temperature
or concentration gradients. These are the interfacial tensions or energies that are
commonly used in the literature. The “true” interfacial tensions would be functions
of distance to the common line.
E. One thin lens or fracture
Returning to view (c) of the interfacial region, consider the thin lens or fracture shown
in Figure 17, but no excess properties are associated with the dividing surface.
As suggested in the assumptions above, the net correction for intermolecular
forces at each point in phase A is
b
(A,corr) ≡ −
∫
R(C)
f
(A,A)dr+
∫
R(C)
f
(A,C)dr
= ∇
∫
R(C)
n(A)
2
φ(A,A)dr−∇
∫
R(C)
n(A)n(C)φ(A,C)dr
= −∇Φ(A,corr) (3.53)
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Fig. 17. A thin lens (or fracture) of phase C in phase A.
where
Φ(A,corr) ≡ −
∫
R(C)
n(A)
2
φ(A,A)dr+
∫
R(C)
n(A)n(C)φ(A,C)dr (3.54)
In a similar way, we conclude that
b
(C,corr) ≡ −
∫
R(A)
f
(C,C)dr+
∫
R(A)
f
(A,C)dr
= ∇
∫
R(A)
n(C)
2
φ(C,C)dr−∇
∫
R(A)
n(A)n(C)φ(A,C)dr
= −∇Φ(C,corr) (3.55)
Here
Φ(C,corr) ≡ −
∫
R(A)
n(C)
2
φ(C,C)dr+
∫
R(A)
n(A)n(C)φ(A,C)dr (3.56)
1. One thin lens or fracture, phase C is a vacuum
Let us assume that phase C is a vacuum, but let us now adopt view (b) of the inter-
facial region, in which bulk descriptions of material behavior is used, and interfacial
energies or tensions is introduced in the dividing surface.
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If in Section E phase C is a vacuum, those results become
b
(A) ≡ −
∫
R(C)
f
(A,A)dr
= ∇
∫
R(C)
n(A)
2
φ(A,A)dr
= −∇Φ(A,corr) (3.57)
where
Φ(A,corr) ≡ −
∫
R(C)
n(A)
2
φ(A,A)dr (3.58)
2. One thin lens or fracture, phase C is a vacuum: with interfacial energy or
tension
The introduction of interfacial energy or tension in section C can be immediately
extended to this case to conclude that
b
(C,corr)∞ = 0 (3.59)
It is important to realize that, in contrast with Section C, equation (3.22) in this
context requires
γ ≡
∫ λ+
0
Φ(A,corr) dλ (3.60)
Since Φ(A,corr) is a function of lateral position with respect to the lens as well as
distance from the lens, γ will be a function of position on the surface of the lens.
Since the configuration of the lens or fracture will in general not be known and the
computation of Φ(A,corr) and γ require the configuration of the lens, this would result
in an awkward computation. It is for this reason that we recommend that view (b)
of the interfacial region and surface tension not be used in analyzing these problems.
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F. Application on static contact angle
Contact angle measurement has various application in science and technology. Yet
theoretical prediction of contact angle is still unclear. Young’s Equation (Young,
1805)interrelates the contact angle and surface tensions of the liquid and solid phases
which has been used for almost 200 years. In this section we will consider the in-
termolecular forces into the study and also propose a different approach than the
traditional way of using Young’s equation.
It has been recognized for a long time that the molecular interactions play an
important role within the immediate neighborhood of a three-phase common line
where the meniscal film is very thin. The knowledge of bulk properties of liquid and
solid is not enough for the theoretical prediction. The configuration of the fluid-fluid
interface in the common line region and static contact angle depend on the correction
for intermolecular forces.
Rayleigh (1890) recognized that, in two dimensions sufficiently far away from the
common line, the fluid-fluid interface approaches a plane inclined at a angle Θ(stat) to
the solid surface. As the common line is approached, the curvature of the interface is
determined by a force balance to form a different angle Θ0 with the solid surface. More
recently, the configuration of the interface near the common line has been investigated
in the context of statistical mechanics (Berry, 1974; Benner Jr. et al., 1982) and by
molecular dynamics simulations (Saville, 1978). See Dussan V (1979) for a further
review.
Fox and Zisman (1950) did a series of experiment on contact angles and liquid-
liquid surface tension which is considered one of the most successful experimental work
in this field. Also, contact angle problem has been discussed theoretically by many
investigators (Dzyaloshinskii et al., 1960; Padday and Uffindell, 1968; Israelachvili,
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1973; Miller and Ruckenstein, 1974; Jameson and del Cerro, 1976; Martynov et al.,
1977; Hough and White, 1980; Wayner, 1980, 1982; Joanny and deGennes, 1984,
1986).
Figure 18 shows in two dimensions the three-phase common line formed at equi-
librium between phases A, C, and a solid B. The static contact angle Θ(stat) might
be measured by an experimentalist at some distance from the common line, using
perhaps 10× magnification. Hough and White (1980) calculated Hamaker constants
from Lifshitz theory and applied them to describe contact angles of alkanes on Polyte-
trafluoroethylene. They did well for predicting contact angles of large alkane carbon
number but failed for small alkane carbon number comparing with Zisman’s experi-
mental data. In this section we predict contact angles for all Alkanes on PTFE very
well and have good agreements with experimental values of contact angles for other
dispersive liquids on PDMS.
1. Problem statement
The objective is to determine the experimentally measured static contact angle Θ(stat),
which we will distinguish from Θ0 shown in Fig 18, the contact angle at the true
common line. We will focus on the thin (precursor) film (Slattery, 1990, Sec. 1.2.9)
formed in the neighborhood of the true common line
Three assumptions are made.
i) The solid is rigid, and its surface is smooth and planar. Because the effect
of gravity will be ignored with respect to the correction for intermolecular forces, its
orientation with respect to gravity is arbitrary.
ii) The system is static, and equilibrium has been established. There are no
interfacial tension gradients developed in the system.
iii) The correction for intermolecular forces will be introduced as described in
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Fig. 18. A thin discontinuous film C forms a common line.
Section D.
In constructing this analysis, there are two important steps. First, how to com-
pute intermolecular force correction term; Second, how might the correction term be
taken into account in the context of continuum mechanics for this problem.
2. Correction for long-range intermolecular forces
From Figure 18, this problem are visualized as one thin film with interfacial tension
in both interfaces. We will adopt view(d) from section B, because each phase of the
thin film is subjected to long-range intermolecular forces from the other two. As
discussed in Section D, we argue that the interfacial tension γ(AC) and γ(BC) cannot
fully account for the correction that must be made to the intermolecular forces. There
is an additional correction to be made.
From Equations (3.47) and (3.43), we have
Φ(C,corr)∞ ≡ 0 (3.61)
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Φ(A,corr)∞
≡ −
∫
R(B)
[
n(A)n(C)φ(A,C) − n(A)n(B)φ(A,B) − n(C)2φ(C,C)
+ n(B)n(C)φ(B,C)
]
dr
=
[
n(A)n(C)C(AC) − n(A)n(B)C(AB) − n(C)2C(CC) + n(B)n(C)C(BC)
]
×
∫
∞
−∞
∫ 0
−∞
∫
∞
−∞
[√
(z1 − x)2 + (z2 − y)2 + z2
]
−6
dx dy dz
=
π
6z23
[
n(A)n(C)C(AC) − n(A)n(B)C(ACB) − n(C)2C(CC) + n(B)n(C)C(BC)
]
(3.62)
Superscript (ACB) represents for species A and B interacting across an interme-
diate phase C. The London dispersion force coefficient C is related to the Hamaker
constant A by (Israelachvili, 1991, p. 176)
A(AC) = π2C(AC)n(A)n(C) (3.63)
so that
Φ(A,corr)∞ =
1
6πz23
[
A(AC) − A(ACB) − A(CC) + A(BC)] (3.64)
3. Solving procedure
Referring to Figure 18 and Slattery (1990, Table 2.4.2-6), the configuration of the
A-C interface is unknown
z2 = h (z1) (3.65)
assuming that the C −B interface is
z2 = 0 (3.66)
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Both the z1 and z2 components of the jump momentum balance for the A−C interface
reduces to
at z2 = h : p
(A) − p(C) = γ d
2h
dz12
[
1 +
(
dh
dz1
)2]−3/2
(3.67)
Here p(A) and p(C) are the pressures in these phases evaluated at the A−C interface.
To simplify the equation, we use γ instead of γ(AC) as the surface tension between A
and C. The static differential momentum balances are from (3.11)
P(A) ≡ p(A) + Φ(A,corr)∞
= C1 (3.68)
and
P(C) ≡ p(C) + Φ(C,corr)∞
= C2 (3.69)
in which C1 and C2 are constants. This permits us to write (3.67) as
C1 − C2 + Φ(C,corr)∞ − Φ(A,corr)∞ = γ d
2h
dz12
[
1 +
(
dh
dz1
)2]−3/2
(3.70)
or, in view of (3.61) and (3.62)
C1 − C2 + A
(ACB) − A(AC) + A(CC) − A(BC)
6πh3
= γ
d2h
dz12
[
1 +
(
dh
dz1
)2]−3/2
(3.71)
Let us introduce as dimensionless variables
h⋆ ≡ h
δ(BC)
z⋆1 ≡
z1
δ(BC)
B⋆ ≡ A
(ACB) − A(AC) + A(CC) − A(BC)
6πγδ(BC)
2 C
⋆
i ≡
Ciδ
(BC)
γ
(3.72)
where δ(BC) is the interface separation distance between phases B and C. We will
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explain how to get its value later. This permits us to express (3.71) as
C⋆1 − C⋆2 +
B⋆
h⋆3
=
d2h⋆
dz⋆1
2
[
1 +
(
dh⋆
dz⋆1
)2]−3/2
(3.73)
The quantity C1−C2 represents the pressure difference across the interface as z1 →∞.
We can safely estimate that
|C⋆1 − C⋆2 | ≪ |B⋆| (3.74)
in which case (3.73) reduces to
B⋆
h⋆3
=
d2h⋆
dz⋆1
2
[
1 +
(
dh⋆
dz⋆1
)2]−3/2
(3.75)
Our objective is to solve (3.75) consistent with the following conditions:
at z⋆1 = 0 : h
⋆ = 1 (3.76)
at z⋆1 = 0 :
dh⋆
dz⋆1
= tanΘ0 (3.77)
where Θ0 is the contact angle at the true common line.
Noting that
d2h⋆
dz⋆1
2 =
dh⋆
dz⋆1
d2h⋆
dz⋆1
2
dz⋆1
dh⋆
=
1
2
d
dz⋆1
(
dh⋆
dz⋆1
)2
dz⋆1
dh⋆
=
1
2
d
dh⋆
(
dh⋆
dz⋆1
)2
(3.78)
we may write (3.75) as
B⋆
h⋆3
=
1
2
d
dh⋆
(
dh⋆
dz⋆1
)2 [
1 +
(
dh⋆
dz1
)2]−3/2
(3.79)
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Integrating this once consistent with (3.76) and (3.77),we have
(
1 + tan2 Θ0
)
−1/2 −
[
1 +
(
dh⋆
dz⋆1
)2]−1/2
= −B
⋆
2
(
1
h⋆2
− 1
)
(3.80)
In the limits
as z⋆1 →∞ : h⋆ →∞ (3.81)
and
as z⋆1 →∞ :
dh⋆
dz⋆1
→ Θ(stat) (3.82)
equation (3.80) further reduces to
(
1 + tan2 Θ0
)
−1/2 − (1 + tan2 Θ(stat))−1/2 = B⋆
2
(3.83)
or
|cosΘ0| −
∣∣cosΘ(stat)∣∣ = ∓A(ACB) − A(AC) + A(CC) − A(BC)
12πγδ(BC)
2 (3.84)
For the case in which phase A is a gas, this reduces in view of that Hamaker constants
A(AC) and A(AB), which involve gas, are negligible to A(CC) and A(BC)
|cosΘ0| −
∣∣cosΘ(stat)∣∣ = ∓A(CC) − A(BC)
12πγδ(BC)
2 (3.85)
The angle Θ0 at the true common line should be determined using Young’s
equation. (Slattery, 1990, p. 169).
γ(AC) cosΘ0 = γ
(AB) − γ(BC) (3.86)
After some arrangement, we rewrite (3.85) as
cosΘ(stat) =
γ(AB) − γ(BC)
γ(AC)
+
A(CC) − A(BC)
12πγ(AC)δ(BC)
2 (3.87)
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4. Prediction of Θ(stat)
We will validate (3.87) by predicting Θ(stat) for the n-alkanes against air on Polyte-
trafluoroethylene(PTFE) and various dispersive liquids against air on Polydimethyl-
siloxane(PDMS).
The Hamaker constants A(BC) and A(CC) were calculated by Hough and White
(1980), and γ(AC) were measured by Fox and Zisman (1950).
Girifalco and Good (1957) [see also Adamson 1976, p. 360] proposed that γ(BC)
could be estimated as
γ(BC) =
(√
γ(AC) −
√
γ(AB)
)2
= γAB + γAC − 2(γABγAC)1/2 (3.88)
It is important to recognize that the n-alkanes are volatile liquids and that the
gas phase is dependent upon the specific n-alkane being considered. Fox and Zisman
(1950) observed that there is no difference between contact angles measured in sat-
urated air and those measured in unsaturated air. The conclusion is that γ(AB) is
independent of the particular n-alkane being considered. From (3.86) and (3.88), we
conclude that
γ(AC) cosΘ0 = γ
(AB) − [γ(AB) + γ(AC) − 2(γ(AB)γ(AC))1/2] (3.89)
or
cosΘ0 = −1 + 2
(
γ(AC)
γ(AB)
)1/2
(3.90)
As the alkane number n is decreased, there is a limiting value at which spontaneous
wetting occurs, and Θ0 = Θ
(stat) = 0 and γ(AB) = γ(AC). In this way, Zisman (1962,
p. 190) [see also Zisman 1964, p. 20] concluded that
γ(AB) = 18.5 mN/m (3.91)
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Working with different liquids on PTFE, Owens and Wendt (1969) came to the same
conclusion.
Table II.: Comparison of calculation and experimen-
tal data of static contact angle Θ(stat) for n-Alkanes on
PTFE.
n-Alkanes γ(AC) δ(BC)
a
A(BC)
b
A(CC)
b
Θ(cal)
c
Θ(cal)
d
Θ(cal)
e
Θ(exp)
f
mN/m A˚ 10−20J 10−20J Deg. Deg. Deg. Deg.
Heptane 20.3 3.097 4.03 4.31 29.1 26.0 20.0 21.0
Octane 21.8 3.085 4.11 4.49 33.5 33.7 28.2 26.0
Nonane 22.9 3.073 4.18 4.66 36.9 38.0 32.3 32.0
Decane 23.9 3.067 4.25 4.81 39.8 41.4 35.5 35.0
Undecane 24.7 3.061 4.28 4.87 40.7 43.8 38.1 39.0
Dodecane 25.4 3.056 4.35 5.03 43.1 45.8 39.6 42.0
Tetradecane 26.7 3.050 4.38 5.09 44.1 49.0 43.3 44.0
Hexadecane 27.6 3.044 4.43 5.22 45.8 51.1 45.1 46.0
a) Calculated by (3.92).
b) Provided by Hough and White (1980).
c) Calculated by Hough and White (1980).
d) Calculated using Young’s equation (3.86), replacing Θ0 by Θ
(stat)
as in the common use of Young’s equation.
e) Calculated by (3.87).
f) Measured by Fox and Zisman (1950).
In their analysis of supercritical adsorption of argon and krypton on impermeable
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carbon spheres, Fu et al. (2004) chose δ as the position at which attractive and
repulsive forces between the carbon and the gas, as described by a two-point Leonard-
Jones potential, were balanced and Φ(f,corr) = 0. Here we can not do exactly the same
thing, because our two-point potentials include only attractive forces. However, their
approach inspires us to use a hard-sphere repulsion, estimating δ(BC) as the apparent
radius of the repeating −CH2− groups in the n-alkanes immediately adjacent to the
PTFE (planar) surface. In estimating the apparent radius of the −CH2− groups, we
will assume that they are spheres in hexagonal close packing on the PTFE plane:
δ(BC) = 1.062
[
M (C)/
(
ρ(C)nuN
)]1/3
(3.92)
Here M (C) is the molecular weight of phase C, ρ(C) is the mass density of phase C,
nu is the number of repeating units in the molecule, and N is Avogadro’s number.
Table II compares our calculation with experimental data and a previous theory.
We get excellent agreement for all the n-alkanes while Hough and White (1980) only
did well for alkanes with large carbon number.
Table III shows the good results for another system: A is air, B is PDMS and
C is one of the dispersive liquids. The calculated results are still from (3.87). The
experimental data are from different sources (Chaudhury and Whitesides, 1991; Baier
and Meyer, 1992; Bowers and Zisman, 1964).
5. Young’s equation
Commonly in the literature, Young’s equation is written as
γ(AC) cosΘ(stat) = γ(AB) − γ(BC) (3.93)
and applied at the apparent common line (as seen with 10× magnification). Tables
II and III demonstrate that (3.93) does not represent the experimental measurements
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of Θ(stat) well.
Slattery (1990, p. 169) derives Young’s equation as (3.86), and applies it at the
true common line as we do here. Equation (3.87), which was developed using (3.86),
represents the experimental data in tables II and III much better than does (3.93).
Our conclusion is that (3.86) is the preferred form of Young’s equation.
Table III.: Comparison of calculation and experimental
data of static contact angle Θ(stat) for dispersive liquids
on PDMS.
liquids γ(AC) δ(BC)
a
A(BC)
b
A(CC)
b
Θ(cal)
c
Θ(cal)
d
Θ(exp)
mN/m A˚ 10−20J 10−20J Deg. Deg. Deg.
diiodomethane 50.8 3.178 5.57 7.18 71.9 66.8 70.0e
bromonaphalene 44.4 2.497 5.05 5.93 66.4 61.0 62.0f
methylnaphthalene 39.8 2.378 4.80 5.35 61.3 50.5 52.0f
tert-butyl naphthalene 33.7 3.384 4.76 5.23 52.5 50.1 49.0g
liq. paraffin 32.4 3.139 5.15 6.03 50.2 44.5 40.0e
Hexadecane 27.6 3.044 4.80 5.22 38.6 34.4 36.0g
a) Calculated by (3.92).
b) Provided by Drummond and Chan (1997).
c) Calculated using Young’s equation (3.86), replacing Θ0 by Θ
(stat)
as in the common use of Young’s equation.
d) Calculated by (3.87).
e) Measured by Chaudhury and Whitesides (1991).
f) Measured by Baier and Meyer (1992).
g) Measured by Bowers and Zisman (1964).
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CHAPTER IV
THE APPLICATION ON A MODE I NANOSCALE FRACTURE PROBLEM
A. Introduction
Understanding the fracture characteristics of semiconductor materials is crucial to
modelling the mechanical response of them. The difficulties, both in experimental
and theoretical fields, are obvious that the size of semiconductor materials are ap-
proaching nanoscale. There is a large and growing literature devoted to modelling
and simulating fracture via atomistic simulation, molecular dynamics or lattice dy-
namics methods (Fineberg et al., 1991; Marder and Gross, 1995; Abraham et al.,
1997, 1998; Holland and Marder, 1998; Slepyan et al., 1999; Abraham and Gao, 2000;
Abraham, 2001; Swadener et al., 2002). Can continuum mechanics provide models
capable of predicting or simulating nanoscale fracture problems? The work presented
in this chapter is meant to answer this question. Usually linear elastic fracture me-
chanics(LEFM) is assumed to be only applicable to linear elastic materials under
quasistatic conditions. This classical theory, which originates from works of Griffith
(1921); Williams (1957); Westergaard (1939); Irwin (1958), predicts an infinite stress
at the crack tip.
Barenblatt (1962) and Dugdale (1960) introduced so-called cohesive zone model.
Compressional cohesive stresses are distributed over a small region near the crack
tip. The cohesive zone has its own constitutive equations which is often determined
arbitrarily. Gurtin (1979) introduced thermodynamics into the cohesive zone models.
Since then, cohesive zone models have been developed and applied to a variety of frac-
ture problems (Schapery, 1975; Knauss, 1993; Costanzo and Allen, 1995; Hui et al.,
1987; Costanzo and Walton, 1997). Eringen (1972) developed the nonlocal continuum
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theory and applied it to some crack problems (Eringen et al., 1977; Eringen, 1981;
Ari and Eringen, 1983). In the approach of nonlocal continuum theory, the stress at
a point is influenced by the strain field at all points of the body. By using proper
nonlocal kernel and boundary conditions, stress singularities at the crack tip does not
exist. Other non-elastic models have also been proposed to reduce stress singularities
such as plastic zone (Irwin, 1961) in last several decades.
This continuum approach to nanoscale fracture modelling is based upon a new
theory of extension of continuum mechanics to the nanoscale (Slattery et al., 2004).
In the immediate neighborhood of a phase interface, material behavior differs from
that observed at some distance from the interface. All (local) descriptions of material
behavior at some distance from the interface are based upon the assumption that
the material extends to “infinity” (perhaps 100 nm) in all directions. Material points
outside the immediate neighborhood of the interface are subjected to intermolecular
forces only from one phase. Material points within the immediate neighborhood of a
phase interface are subjected to intermolecular forces from both phases. Intermolec-
ular forces are taken into account with an appropriate bulk description for material
behavior. An unusual aspect of this approach is that it proves more convenient to lin-
earize the equations of elasticity about the deformed configuration in which the crack
is open. This is in contrast to classical linear elastic fracture mechanics in which
the linearization is relative to a reference configuration with the crack modelled as a
virtual, unopened slit. In particular, it is more convenient to discuss the correction
to bulk stress-deformation in the deformed frame than in the undeformed frame.
Oh et al. (2005) has presented an analysis by assigning variable surface energy
γ to the interfaces which represents the correction of intermolecular forces in the
immediate neighborhood of interfaces. Here we present a similar analysis with a
crucial difference: constant surface energies are assigned to the interfaces. In the
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discussion of results, we will not only compare this analysis with the work of Oh et al.
(2005) but also show the perspective on the analogy of this analysis with cohesive
zones model.
B. A modified version of the theory
Since the theory in Chapter III has been developed, we have understood more about
interfacial surfaces. To explain things better, I put the modified version of the theory
here. Five descriptions of a material interface are introduced:
i) The most realistic view of an interface is as a thin, three-dimensional region.
There is a smooth transition of the material’s density and stress-deformation
behavior through this interfacial region from one phase to the other. Because
it is so thin, it is extremely difficult to study experimentally the material’s
behavior in the interfacial region, except as the critical point is approached
(Hein, 1914; Winkler and Maass, 1933; Maass, 1938; McIntosh et al., 1939).
With this point of view, ρ(I), v(I) and T(I) denote the true interfacial density,
velocity and stress tensor in the interfacial region.
ii) In the second view, we recognize that, since we have no way of knowing the
true material behavior of the interfacial region, we will use bulk descriptions of
material behavior corrected for the effects of long-range intermolecular forces
from the adjacent phases. By ρ(I,bulk), v(I,bulk) and T(I,bulk), we indicate the
density, velocity and stress tensor observed with this point of view.
Note that with this point of view, the interface is three-dimensional as in view
(i). Consistent with view (i), one assumes that T(I,bulk) is a continuous func-
tion of position, even though the description of stress-deformation behavior is
discontinuous.
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For the sake of simplicity and clarity, we focus on quasi-static systems and
ignore effects of gravity. With this point of view, the differential momentum
balance reduces to
div T(I,bulk) + b(corr) = div
(
T
(I,bulk) − Φ(A,corr))
= 0 (4.1)
where T(I,bulk) is described by bulk material behavior and b(corr) is the body
force per unit volume introduced to correct for the use of bulk material behavior
in the interfacial region. For a body containing a fracture as shown in Figure
19,
b
(A,corr) = ∇
∫
R(C)
n(A)
2
φ(A,A) dr
= −∇Φ(A,corr) (4.2)
in which
Φ(A,corr) ≡ −
∫
R(C)
n(A)
2
φ(A,A) dr. (4.3)
Here φ(A,A) is the potential energy between the point at which Φ(A,corr) is defined
and any point in the region R(C), and n(A) is the number density (number of
molecules or atoms per unit volume).
iii) In the third view, the interfacial region is described by a two-dimensional di-
viding surface. The effects of long-range intermolecular forces are taken into
account by introducing excess quantities, such as a surface tension or energy
γ, in the dividing surface (Slattery, 1990, Secs. 1.3.5 and 2.1.6). The dividing
surface now becomes a two-dimensional representation of the interface.
Again ignoring inertial and gravitational effects, the differential and jump mo-
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mentum balances become (Slattery, 1990, p. 152, 157)
divT = 0 (4.4)
∇(σ)γ + 2Hγξ +
[
T ξ
]
= 0 (4.5)
where ∇(σ) denotes a surface gradient, H is the mean curvature of the dividing
surface, and ξ the unit normal to the dividing surface Σ. The boldface brackets
denote the jump of the quantity enclosed across the interface between phasesA
and C: [
A ξ
] ≡ A(A)ξ(A) + A(C)ξ(C). (4.6)
By ρ, v and T we mean the density, velocity, and stress tensor determined with
this introduction of a dividing surface and excess properties.
iv) The fourth point of view is a variation of view (ii) used only when there are
two or more interfaces. In principle, view (ii) could be used for two or more
interfaces. In reality, this would be difficult, because of the overlapping inter-
molecular forces.
We recommend as an approximation that dividing surfaces be introduced with
constant values of surface tension or energy γ∞ that correspond to static, un-
bounded dividing surfaces. These would be the surface tensions or energies
commonly used. The correction potential Φ(A,corr)∞ must of course be modified
to account for these surface tensions or energies. With this point of view, the
differential momentum balance becomes
divT(I,bulk) − ∇Φcorr,∞ = 0 (4.7)
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and jump momentum balance becomes
∇(σ)γ + 2Hγξ +
[
T
(I,bulk) ξ
]
= 0 (4.8)
v) The fifth point of view is the one most commonly taken in the literature. It
looks similar to view (iii), but no corrections for long-range intermolecular forces
are introduced. With this point of view, T = T(I,bulk) is represented by bulk
material behavior, and excess properties such as γ are determined empirically.
C. Problem statement
Figure 19 shows a static Mode I fracture with an applied stress σ0. The length of
the fracture is specified to be a. Our objective is to solve the differential momentum
balance (4.9) consistent with the jump momentum balance (4.10) and to determine
both the crack configuration and the stress distribution in the solid, particularly
within the immediate neighborhood of the fracture tip.
In the immediate neighborhood of a phase interface, material behavior differs
from that observed at some distance from the interface. All (local) descriptions of
material behavior at some distance from the interface are based upon the assump-
tion that the material extends to “infinity” (perhaps 100 nm) in all directions. Ma-
terial points outside the immediate neighborhood of the interface are subjected to
intermolecular forces only from one phase. Material points within the immediate
neighborhood of a phase interface are subjected to intermolecular forces from both
phases. Our premise is that material behavior within the interfacial region can be
represented as bulk material behavior corrected for the intermolecular forces from
the adjoining phase. In particular, we recognize the equivalence of stresses and body
forces (Truesdell and Toupin, 1960, p. 549).
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Fig. 19. Schematic of Mode I fracture of phase C in phase A.
We make several assumptions.
1. We have followed those descriptions of a material interface in Slattery et al.
(2004) and Oh et al. (2005). While we will not repeat those descriptions, here
we show more details of view (d) in Slattery et al. (2004)[view (v) in Oh et al.
(2005) ] which is used in this analysis.
We recommend as an approximation that dividing surfaces be introduced with
constant values of surface tension or energy γ∞ that correspond to static, un-
bounded dividing surfaces. These would be the surface tensions or energies
commonly used. The correction potential Φ(A,corr)∞ must of course be modified
to account for these surface tensions or energies. With this point of view, the
differential momentum balance becomes
divT(I,bulk) − ∇Φcorr,∞ = 0 (4.9)
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and jump momentum balance becomes
2Hγ∞ξ +
[
T
(I,bulk) ξ
]
= 0 (4.10)
Here H is the mean curvature, ξ is the unit normal to the crack surface point
into the solid.
2. We assume that the point-to-point intermolecular force potential can be repre-
sented as
φ(A,C) = − A
(A,C)
π2n(A)
2
r6
(4.11)
where A(A,C) is the effective, Lifshitz type, Hamaker constant (Bowen and Jen-
ner, 1995; Lifshitz, 1956) between phases A and C. The Hamaker constants
of most condensed phases are found to lie in the range of 0.4–4×10−20 J (Is-
raelachvili, 1991, p. 176).
3. The analysis is in the context of linear elasticity with assumption 1. Each crack
face is regarded as a single dividing surface with a constant surface energy γ∞.
As described in Slattery et al. (2004, Sec. 4.1), γ∞ cannot fully account for
the correction that must be made to the intermolecular forces. An additional
correction Φ(A,corr)∞ should be made. Two crack surfaces could be viewed as
discontinuous thin films. Because a constant surface energy stands for the work
to separate two materials from contact to infinity, we treat crack surfaces as
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-h(x)
δ
Fig. 20. δ is the distance separating the two phases A and C, corresponding physically
to the sum of the effective radii of the A and C molecules or the effective
distance between molecules of A and C (Slattery et al., 2004, p. 4623). The
dividing surface h(x) is located halfway between the two phases.
infinite continuous thin films in the computation of Φ(A,corr)∞.
Φ(A,corr)∞ = −
∫
R(A)
{
n(A)n(C)φ(A,C) − n(A)n(A)φ(A,A)
− n(C)2φ(C,C) + n(A)n(C)φ(A,C)} dr
≃ A
π2
∫ a
−a
∫
−h(x)−δ/2
−∞
∫
∞
−∞
1[
(z1 − x)2 + (z2 − y)2 + z2
]3 dz dy dx
(4.12)
The first equation is derived from Slattery et al. (2004, Eq. 41). The second ap-
proximation is concluded from the asymptotic expansions executed later. Here
we only write the significant contribution of Φ(A,corr)∞ to simplify the expression.
For the same reason, we define
A ≡ −(2A(AC) − A(AA) − A(CC)) (4.13)
δ in Figure 20 is the distance separating the two phases A and C, corresponding
physically to the sum of the effective radii of the A and C molecules or the
effective distance between molecules of A and C (Slattery et al., 2004, p. 4623).
The dividing surface h(x) is located halfway between the two phases.
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4. It is assumed that T (I,bulk) can be described by Hooke’s law
T
(I,bulk) = λ(tr e)I+ 2µ e (4.14)
in which
e ≡ 1
2
(∇u+∇uT) (4.15)
is the infinitesimal strain tensor, and λ and µ are Lame´ constants independent
of position.
5. Gravitational and inertial effects are neglected.
D. Solution
Let’s introduce dimensionless variables:
u
⋆ ≡ u
a
, z⋆i ≡
zi
a
, h⋆ ≡ h
a
, δ⋆ ≡ δ
a
, µ⋆ ≡ µ
E
, λ⋆ ≡ λ
E
A⋆ ≡ A
π2Ea3
H⋆ ≡ Ha γ⋆ ≡ γ
∞
Ea
(4.16)
In terms of these dimensionless variables, the differential momentum balance (4.9)
can be expressed as
µ⋆∆u⋆ + (λ⋆ + µ⋆)∇divu⋆ −∇Φ⋆ = 0 (4.17)
and the jump momentum balance (4.10) can be rewritten as
2H⋆γ⋆ξ + µ⋆
(∇u⋆ +∇u⋆T)ξ + λ⋆(divu⋆)ξ = 0 (4.18)
where
Φ⋆(z⋆1 , z
⋆
2) = A⋆
∫ 1
−1
∫
−h⋆(x)−δ⋆/2
−∞
∫
∞
−∞
1[
(z⋆1 − x⋆)2 + (z⋆2 − y⋆)2 + z⋆2
]3 dz⋆ dy⋆ dx⋆
(4.19)
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This expression depends upon the crack face profile h(x) which is unknown a´ priori
and must be determined as part of the problem’s solution. However, two of the three
iterated integrals can be evaluated in closed form using elementary techniques. In
particular, one readily shows that
Φ⋆(z⋆1 , z
⋆
2) =
A⋆π
4
∫ 1
−1{
1− (2(h
⋆(x⋆) + δ⋆/2) + 2z⋆2)
[
6(z⋆1 − x⋆)2 + (2(h⋆(x⋆) + δ⋆/2) + 2z⋆2)2
]
[
4(z⋆1 − x⋆)2 + (2(h⋆(x⋆) + δ⋆/2) + 2z⋆2)2
]3/2
}
dx⋆
(z⋆1 − x⋆)4
(4.20)
We approximate the integral expression (4.20) with the assumption that h(x) is lo-
cally constant. Mathematically it requires that h(x) is slowly varying such that the
magnitude of its derivative |h′(x)| is small. Physically it means that we compute Φ⋆
for any point at the crack surfaces as a point at the parallel plane interfaces (Slat-
tery et al., 2004, Sec. 4.1.1). This assumption will then be verified a´ posteriori for
consistency. Therefore, we have the analytical expression for Φ⋆
Φ⋆(z⋆1 , z
⋆
2) = A⋆
{
1
12(z⋆1 − 1)3
− 1
12(z⋆1 + 1)
3
+
2(z⋆1 + 1)
4 + (z⋆1 + 1)
2(z⋆2 + h
⋆ + δ⋆/2)2 + 2(z⋆2 + h
⋆ + δ⋆/2)4
24(z⋆1 + 1)
3(z⋆2 + h
⋆ + δ⋆/2)3
√
(z⋆1 + 1)
2 + (z⋆2 + h
⋆ + δ⋆/2)2
− 2(z
⋆
1 − 1)4 + (z⋆1 − 1)2(z⋆2 + h⋆ + δ⋆/2)2 + 2(z⋆2 + h⋆ + δ⋆/2)4
24(z⋆1 − 1)3(z⋆2 + h⋆ + δ⋆/2)3
√
(z⋆1 − 1)2 + (z⋆2 + h⋆ + δ⋆/2)2
}
(4.21)
1. Singular perturbation method
We seek a solution with the perturbation method. As we stated in assumption 2,
Hamaker constant is very small. We choose the dimensionless Hamaker constant A⋆
as the perturbation parameter.
When A⋆ = 0, our theory demands that there must be no fracture. However, as
A⋆ → 0, the solution does not approach this limit. For this reason, the perturbation
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analysis performed for this problem is singular (Bush, 1992, p. 11).
Due to the singular nature of the problem, a single asymptotic expansion cannot
be valid in the entire body. Thus, we develop two solutions: the outer solution, which
represents the smoothly changing portion, and the inner solution, which represents
the rapidly changing portion in the immediate neighborhood of crack surfaces. For the
boundary conditions, we need to apply the method of matched asymptotic expansions.
(Kevorkian and Cole, 1981) We force outer solution and inner solution to be identical
at some point. In this analysis, it is when y⋆⋆2 →∞.
a. Outer solution
The outer solution corresponds to A⋆ = 0, a uniaxial extension upon a body without
a crack. (Soutas-Little, 1973, pp. 76, 101)
T ⋆22 = σ
⋆
0 (4.22)
u⋆1 = −
λ⋆
2µ⋆(3λ⋆ + 2µ⋆)
σ⋆0 z
⋆
1 (4.23)
u⋆2 =
λ⋆ + µ⋆
µ⋆(3λ⋆ + 2µ⋆)
σ⋆0 z
⋆
2 (4.24)
where
T
(I,bulk)
22
⋆ ≡ T
(I,bulk)
22
E
, σ⋆0 ≡
σ0
E
. (4.25)
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b. Inner solution
Within the immediate neighborhood of the crack surfaces (inner region), Φ⋆ must be
preserved. This suggests that we introduce as expanded variables in this region
y⋆⋆2 ≡
z⋆2 − h⋆
A⋆n (4.26)
v⋆⋆2 ≡
u⋆2 − h⋆
A⋆n (4.27)
δ⋆⋆ ≡ δ
⋆
2A⋆n (4.28)
The exponent n is chosen in (4.35) so that the effect of the long-range intermolecular
forces is retained as A⋆ → 0. Note that, with this value of n,
δ⋆⋆ =
δ π2/3 E1/3
2A1/3
= constant (4.29)
In terms of these scaled variables, the two components of the differential momen-
tum balance (4.17) become
{
(λ⋆ + 2µ⋆)
∂2u⋆1
∂z⋆1
2 + (λ
⋆ + µ⋆)
∂2v⋆⋆2
∂z⋆1 ∂y
⋆⋆
2
}
+
1
A⋆2n
{
(λ⋆ + 2µ⋆)
(
dh⋆
dz⋆1
)2
+ µ⋆
}
∂2u⋆1
∂y⋆⋆2
− 1A⋆n
{
(λ⋆ + 2µ⋆)
dh⋆
dz⋆1
∂2u⋆1
∂z⋆1 ∂y
⋆⋆
2
− (λ⋆ + 2µ⋆)d
2h⋆
dz⋆1
2
∂u⋆1
∂y⋆⋆2
− (λ⋆ + µ⋆)dh
⋆
dz⋆1
∂2v⋆⋆2
∂y⋆⋆2
2
}
=
∂Φ⋆⋆
∂z⋆1
(4.30)
and
A⋆nµ⋆∂
2v⋆⋆2
∂z⋆1
2 +
{
µ⋆
d2h⋆
dz⋆1
2 − µ⋆
d2h⋆
dz⋆1
2
∂v⋆⋆2
∂y⋆⋆2
− 2µ⋆dh
⋆
dz⋆1
∂2v⋆⋆2
∂z⋆1 ∂y
⋆⋆
2
}
1
A⋆n
{
(λ⋆ + 2µ⋆)
∂2v⋆⋆2
∂y⋆⋆2
2 + µ
⋆dh
⋆
dz⋆1
2∂2v⋆⋆2
∂y⋆⋆2
2 + (λ
⋆ + µ⋆)
∂2u⋆1
∂z⋆1 ∂y
⋆⋆
2
}
− 1A⋆2n
{
(λ⋆ + µ⋆)
dh⋆
dz⋆1
∂2u⋆1
∂y⋆⋆2
2
}
=
∂Φ⋆⋆
∂y⋆⋆2
(4.31)
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We have assumed that h⋆ is slowly varying, permitting us to neglect both the first
and second derivatives of h⋆ over z⋆1 . We can work on the simplified form of (4.30)
and (4.31)
A⋆−2nµ⋆ ∂
2u⋆1
∂y⋆⋆2
2 + (λ
⋆ + 2µ⋆)
∂2u⋆1
∂z⋆1
2 + (λ
⋆ + µ⋆)
∂2v⋆⋆2
∂z⋆1 ∂y
⋆⋆
2
=
∂Φ⋆⋆
∂z⋆1
(4.32)
and
A⋆2nµ⋆∂
2v⋆⋆2
∂z⋆1
2 +A⋆nµ⋆
∂2h⋆
∂z⋆1
2 + (λ
⋆ + 2µ⋆)
∂2v⋆⋆2
∂y⋆⋆2
2 + (λ
⋆ + µ⋆)
∂2u⋆1
∂z⋆1 ∂y
⋆⋆
2
=
∂Φ⋆⋆
∂y⋆⋆2
. (4.33)
Here
Φ⋆⋆(z⋆1 , y
⋆⋆
2 ) = A⋆1−3n
{
(A⋆)3n
12(z⋆1 − 1)3
− (A
⋆)3n
12(z⋆1 + 1)
3
+
2(z⋆1 + 1)
4 + (A⋆)2n(z⋆1 + 1)2(y⋆⋆2 + 2h⋆⋆ + δ⋆⋆)2 + 2(A⋆)4n(y⋆⋆2 + 2h⋆⋆ + δ⋆⋆)4
24(z⋆1 + 1)
3(y⋆⋆2 + 2h
⋆⋆ + δ⋆⋆)3
√
(z⋆1 + 1)
2 + (A⋆)2n(y⋆⋆2 + 2h⋆⋆ + δ⋆⋆)2
− 2(z
⋆
1 − 1)4 + (A⋆)2n(z⋆1 − 1)2(y⋆⋆2 + 2h⋆⋆ + δ⋆⋆)2 + 2(A⋆)4n(y⋆⋆2 + 2h⋆⋆ + δ⋆⋆)4
24(z⋆1 − 1)3(y⋆⋆2 + 2h⋆⋆ + δ⋆⋆)3
√
(z⋆1 − 1)2 + (A⋆)2n(y⋆⋆2 + 2h⋆⋆ + δ⋆⋆)2
}
(4.34)
If the contribution of Φ⋆⋆ in (4.32) and (4.33) is to be the same order of magnitude
as the other terms when A⋆ −→ 0, we must identity
n =
1
3
(4.35)
In view of (4.35), equations (4.32) and (4.33) reduce to
∂2u⋆1
∂y⋆⋆2
2 = 0 (4.36)
(λ⋆ + 2µ⋆)
∂2v⋆⋆2
∂y⋆⋆2
2 + (λ
⋆ + µ⋆)
∂2u⋆1
∂z⋆1 ∂y
⋆⋆
2
=
∂Φ⋆⋆
∂y⋆⋆2
(4.37)
Equations (4.36) and (4.37) are satisfied with
u⋆1 = a(z
⋆
1)y
⋆⋆
2 + b(z
⋆
1) (4.38)
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and
(λ⋆ + 2µ⋆)v⋆⋆2 =
∫
Φ⋆⋆ dy⋆⋆2 + f(z
⋆
1)y
⋆⋆
2 −
λ⋆ + µ⋆
2
∂a(z⋆1)
∂z⋆1
y⋆⋆2
2 + g(z⋆1) (4.39)
Functions a(z⋆1), b(z
⋆
1), f(z
⋆
1) and g(z
⋆
1) can be obtained using the boundary conditions.
On the crack surfaces, the two components of (4.18) are expressed in terms of y⋆2
and v⋆2
∂2h⋆
∂z⋆1
2
{
1 +
(∂h⋆
∂z⋆1
)2}− 32
γ⋆
(∂h⋆
∂z⋆1
)
+
[
(λ⋆ + 2µ⋆)
∂u⋆1
∂z⋆1
+ λ⋆
∂v⋆2
∂y⋆2
](
− ∂h
⋆
∂z⋆1
)
+ µ⋆
[
∂v⋆2
∂z⋆1
+
∂h⋆
∂z⋆1
+
∂u⋆1
∂y⋆2
]
= 0 (4.40)
and
∂2h⋆
∂z⋆1
2
{
1 +
(∂h⋆
∂z⋆1
)2}− 32
γ⋆+µ⋆
[
∂v⋆2
∂z⋆1
+
∂h⋆
∂z⋆1
+
∂u⋆1
∂y⋆2
](
− ∂h
⋆
∂z⋆1
)
+
[
(λ⋆ + 2µ⋆)
∂v⋆2
∂y⋆2
+ λ⋆
∂u⋆1
∂z⋆1
]
= 0 (4.41)
In terms of y⋆⋆2 and v
⋆⋆
2 , these become
∂u⋆1
∂y⋆⋆2
= 0 (4.42)
and
∂2h⋆
∂z⋆1
2 γ
⋆ +
{
1 +
(∂h⋆
∂z⋆1
)2} 32{
− µ⋆
(∂h⋆
∂z⋆1
)2
+
[
(λ⋆ + 2µ⋆)
∂v⋆⋆2
∂y⋆⋆2
+ λ⋆
∂u⋆1
∂z⋆1
]}
= 0 (4.43)
As y⋆⋆2 approaches infinity, the body force correction term will disappear and
we also require that the inner solutions given as (4.38) and (4.39) should approach
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Fig. 21. Dimensionless crack configurations h⋆ (the solid curve) for δ⋆ = 0.02 and
δ⋆⋆ = 2.50. Here we have used E = 100GPa, δ = 0.2 nm (Israelachvili,
1973, 1991; Slattery et al., 2004), a = 10nm, and A = 2π × 10−20 J (Hough
and White, 1980; Israelachvili, 1991; Slattery et al., 2004). The dash lines
represent results from classical linear elastic fracture mechanics.
asymptotically the corresponding solutions in the outer region:
as y⋆⋆2 →∞ : u⋆1 → −
λ⋆
2µ⋆(3λ⋆ + 2µ⋆)
σ⋆0 z
⋆
1 (4.44)
T ⋆22 → σ⋆0 (4.45)
Φ⋆⋆ → 0 (4.46)
In view of (4.42), (4.44), (4.45) and (4.46), we have
a(z⋆1) = 0 (4.47)
b(z⋆1) = −
λ⋆
2µ⋆(3λ⋆ + 2µ⋆)
σ⋆0 z
⋆
1 (4.48)
f(z⋆1) = σ
⋆
0
[
1 +
λ⋆2
2µ⋆(3λ⋆ + 2µ⋆)
]
(4.49)
so that the inner solutions given as (4.38) and (4.39) become
u⋆1 = −
λ⋆
2µ⋆(3λ⋆ + 2µ⋆)
σ⋆0 z
⋆
1 (4.50)
77
2 3 4 5
0.0008
0.0006
0.0004
0.0002
Fig. 22. Dimensionless stress distribution T ⋆22 on the fracture axis for δ
⋆ = 0.02 and
δ⋆⋆ = 2.50. Here we have used E = 100GPa, δ = 0.2 nm (Israelachvili, 1973,
1991; Slattery et al., 2004), a = 10nm, and A = 2π × 10−20 J (Hough and
White, 1980; Israelachvili, 1991; Slattery et al., 2004);
and
(λ⋆ + 2µ⋆)v⋆⋆2 =
∫
Φ⋆⋆ dy⋆⋆2 + σ
⋆
0
[
1 +
λ⋆2
2µ⋆(3λ⋆ + 2µ⋆)
]
y⋆⋆2 + g(z
⋆
1) (4.51)
Using (4.50) and (4.51), we express the stress in inner region as
T ⋆22 ≡ (λ⋆ + 2µ⋆)
∂v⋆⋆2
∂y⋆⋆2
+ λ⋆
∂u⋆1
∂z⋆1
= Φ⋆⋆ + σ⋆0 (4.52)
Substituting (4.50) and (4.51) into (4.43), we will have
∂2h⋆
∂z⋆1
2 γ
⋆ +
{
1 +
(∂h⋆
∂z⋆1
)2} 32{
σ⋆0 − µ⋆
(∂h⋆
∂z⋆1
)2
+ Φ⋆⋆
}
= 0 (4.53)
We can obtain configurations of crack surfaces from Equation (4.53). Since this is a
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second-order differential equation, we need two boundary conditions as follows:
at z⋆1 = 0 :
∂h⋆
∂z⋆1
= 0 (4.54)
at z⋆1 = 1 : h
⋆ = δ⋆/2 (4.55)
The first reflects symmetry with respect to the crack surface. At the crack tip,
there is only a separation distance between two crack surfaces.
E. Discussion
Figure 21 shows the dimensionless crack configuration for some given situation. Figure
22 shows the dimensionless stress distribution around the crack tip.
The results developed here are similar to those presented by Oh et al. (2005)
with one important exception. Oh et al. (2005) show that the stress in the immediate
neighborhood of the fracture tip is tensile, which is physically appealing. Figure
22 indicates that it is compressive. Oh et al. (2005) take the view that all of the
correction of the long-range intermolecular forces are counted into variable surface
energies. In this analysis, the correction of the long-range intermolecular forces are
divided into constant surface energy and an additional correction.
The compressive stress distribution around crack tip leads us to compare the
analysis with cohesive zone model. We consider that constant surface energy overes-
timate the contribution of intermolecular forces to cause the compressional stresses
around crack tip.
Also, the assumption of constant surface energy gives us an advantage to compute
energy release rate which follows the definition of Griffith (1921). Energy release rate
is the partial derivative of the total potential energy with respect to the crack length.
In the future, we could study the interfacial crack problems possibly with com-
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puting body force correction potential from molecular-based theories.
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CHAPTER V
DISCUSSION OF RETARDED DISPERSION FORCES AND ITS APPLICATION
TO THE COALESCENCE PROBLEM
A. Retarded dispersion forces
Hamaker (1937) proposed explicit calculations of dispersion forces with assumption
of pairwise additivity. But this simple theory fails at many situations, such as for
condensed material. The continuum theory proposed by Lifshitz (1956) accounts
many-body effects and predicts dispersion forces better for most systems. The dif-
ficulty for continuum theory is to employ methods of quantum electrodynamics and
involve complicate numerical computations.
The most attractive feature of Hamaker’s theory is the separation of the geometry
and material property for potential which could be expressed as φ = f(r)g(λ). f(r)
represents the geometry and g(λ) represents material property including wavelength,
dielectric constant and so on.
To find a most suitable method for engineering applications, we need to con-
sider accuracy, physical properties available and demand on computation. So, an
approximation by using an effective Hamaker constant which is based on Lifshitz’s
continuum theory and Hamaker’s geometric factor would meet the engineering re-
quirement. Details could be found in Hough and White (1980) about how Hamaker
constant includes all the material property. For many practical systems, Hamaker’s
approach is good enough when a calculated effective Hamaker constant based on
Lifshitz’ theory is applied.
As we described earlier, London van der Waals force is a function of 1/r6. But
when the distance between two molecules is large enough, the time for electromagnetic
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radiation to propagate between molecules becomes comparable to the lifetime of the
fluctuating dipoles. The result is that the attraction is relatively weaker than it is
at short distances and mathematically this results in a more rapid decrease with
distance. This is called the retardation effect. Occasionally, it is called allowance for
electromagnetic lag (Zimon, 1982).
Casimir and Polder (1948) are the first one to prescribe retardation effect with a
monotonically decreasing correction factor. Hence, the attractive energy is ultimately
a function of 1/r−7 instead of 1/r−6.
There are two different approaches to compute and introduce the retarded Hamaker
constant in the use of Hamaker’s theory.
Russel et al. (1989) and Mahanty and Ninham (1976) used same geometric factor
1/r6 as Hamaker did in non-retarded case while they proposed a different way to
compute retarded Hamaker constant A(eff). The expression of A(eff) (Russel et al.,
1989, p.154) includes a dimensionless correction factor which reflects that interaction
energy decays more rapidly due to retardation effect. Hence, A(eff) has the same unit
with non-retarded Hamaker constant in the context of this approach.
A different approach was proposed by Zimon (1982) and Go¨rner and Pich (1989).
Instead of using 1/r6 in non-retarded case, they used different geometric factor 1/r7
in retarded case. Go¨rner and Pich (1989) stated that non-retarded Hamaker constant
and retarded Hamaker constant have different units and gave the relationship between
each other.
B(retarded) =
2.45A(non−retarded)λ
40π2
(5.1)
in which λ is the London wavelength of the material. In our analysis, it will be treated
as an adjustable parameter.
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In the following, we revisited the coalescence problem (Chen and Slattery, 1982;
Chen et al., 1984; Hahn et al., 1985). While many researchers proclaim that retarded
Hamaker constant is never truly constant but decreases progressively as distance
increases, we have shown the agreement with experimental data that a constant could
be used for computing retarded forces.
B. A review of coalescence
The rate at which drops or bubbles, suspended in a liquid, coalesce is important to the
preparation and stability of emulsions, of foams, and of dispersions; to liquid–liquid
extractions; to the formation of an oil bank during the displacement of oil from a
reservoir rock; to mineral flotation.
On a smaller scale, when two drops (or bubbles) are forced to approach one
another in a liquid phase or when a drop is driven through a liquid phase to another
liquid surface, a thin liquid film forms between the two interfaces and begins to
drain. As the thickness of the draining film becomes sufficiently small (about 100
nm), the effects of the correction for intermolecular forces and of electrostatic double-
layer forces become significant. Depending upon the sign and the magnitude of the
disjoining pressure attributable to the correction for intermolecular forces and the
repulsive force of electrostatic double-layer forces, there may be a critical thickness at
which the film becomes unstable, ruptures and coalescence occurs. (See Chapter III
Section D for the definition of the disjoining pressure.) Ultimately we want to obtain
the coalescence time at which the film thickness at the rim goes to zero.
Hartland (1969) developed a more detailed model for the evolution of the thinning
film assuming that the shape of the drop beyond the rim did not change with time
and that the configuration of the fluid–fluid interface at the center was a spherical
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cap. He proposed that the initial film profile be taken directly from experimental
data.
Hartland and Robinson (1977) assumed that the fluid–fluid interface consists of
two parabolas, the radius of curvature at the apex varying with time in the central
parabola and a constant in the peripheral parabola. A priori knowledge was required
of the radial position outside the dimple rim at which the film pressure equaled the
hydrostatic pressure.
For the case of a small spherical drop or bubble approaching a solid plane, the
development of Lin and Slattery (1982b) is an improvement over those of Hartland
(1969) and of Hartland and Robinson (1977).
Lin and Slattery (1982a) developed a more complete hydrodynamic theory for
the thinning of a liquid film between a small, nearly spherical drop and a fluid–fluid
interface that included an a priori estimate of the initial profile. Their theory is
in reasonable agreement with data of Woods and Burrill (1972), Burrill and Woods
(1973b), and Liem and Woods (1974) for the early stage of thinning in which any
effects of London–van der Waals forces and of electrostatic forces generally can be
neglected.
When the thickness of the draining film becomes sufficiently small (about 1000 A˚),
the effects of the London–van der Waals forces and of electrostatic double-layer forces
become significant. Depending upon the properties of the system and the thickness
of the film on the solid, the London–van der Waals forces can contribute either a
positive or negative component to the disjoining pressure (Dzyaloshinskii et al., 1961;
Sonntag and Strenge, 1972; Blake, 1975). A positive disjoining pressure will slow
the rate of thinning at the rim and stabilize the thinning film. A negative disjoining
pressure will enhance the rate of thinning at the rim and destabilize the film. At this
moment, we neglect electrostatic double-layer forces.
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When London–van der Waals forces were dominant, with time the film either
ruptures or becomes flat. Platikanov (1964) and Blake (1975) showed experimentally
that a positive London–van der Waals disjoining pressure can be responsible for the
formation of a flat, equilibrium wetting film on a solid surface.
When the contribution to the disjoining pressure of the London–van der Waals
forces negative, the dimpled film always ruptures, and the rupture thickness decreases
with increasing electrolyte concentration (Blake and Kitchener, 1972; Aronson and
Princen, 1975; Schulze, 1975).
Jain and Ruckenstein (1976, Ruckenstein and Jain, 1974) studied the stability
of an unbounded, stagnant, plane, liquid film. Jain and Ivanov (1980) considered a
ring-shaped film. Their results suggest that the critical thickness decreases as the rim
radius increases and as the width of the ring decreases. Blake and Kitchener (1972)
found experimentally that films of smaller diameter were more stable to ambient
vibrations than larger films.
Williams and Davis (1982) included the effects of the London–van der Waals
forces in studying the evolution of an unbounded static film subjected to sinusoidal
initial disturbances.
Buevich and Lipkina (1978) have extended their results for a dimpled thinning
film to include the effects of London–van der Waals forces. They studied the thinning
rate only at the rim. They found that the rim thickness can reach zero in a finite
time. Although they did not mention it explicitly, this is true only for a negative
disjoining pressure.
Chen and Slattery (1982) have extended the development of Lin and Slattery
(1982b) for dimpled films to include the effects of the London–van der Waals forces as a
small spherical drop or bubble approaches a solid plane. When the disjoining pressure
is negative, there is a critical film thickness at the rim at which the film begins to
85
thin rapidly, leading to the rupture of the film and coalescence. Unfortunately, there
are no experimental data with which to compare their predicted coalescence time, the
time during which a small drop or bubble appears to rest at a phase interface before
it coalesces under the influence of London–van der Waals forces. The inclusion of a
positive disjoining pressure results in better descriptions of the film profiles measured
by Platikanov (1964) for air bubbles pressed against glass plates.
Li and Slattery (1991) have extended these developments to the problem of at-
tachment (coalescence) of a solid sphere to a bubble, including the effects of elec-
trostatic forces as well as London–van der Waals forces. This is the central problem
in mineral flotation (Evans, 1954; Laskowski and Kitchener, 1969; Derjaguin et al.,
1984; Fuerstenau and Urbina, 1987).
For a drop or bubble forced to approach its homophase, the contribution of the
London–van der Waals forces to the disjoining pressure is always negative. The effect
is to enhance the rate of thinning at the rim and destabilize the film. This effect
becomes significant, when the film thickness is of the order of 100 nm and increases
with decreasing film thickness. When the film thickness at the rim is sufficiently
small, the magnitude of the disjoining pressure becomes sufficiently large that the
film ruptures at the rim.
Burrill and Woods (1973b,a) studied experimentally the coalescence of small oil
drops at an interface between oil and aqueous solution of sodium lauryl sulfate and
KCl. They observed that nearly all of the films ruptured at the rim and that the rim
thickness at which rupture occurred was between 30 and 50 nm (Burrill and Woods,
1973b).
For a single-component system (clean or in the absence of surfactant), the coa-
lescence times were very short. With the addition of a small amount of surfactant,
the coalescence time normally increased dramatically. Under these conditions, the
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interface could be expected to be less mobile as the result of the effect of either inter-
facial tension gradients or the interfacial viscosities. Alternatively, an ionic surfactant
system could add a positive component to the disjoining pressure. Variations on this
theme might be attributable to adsorption competition between species in a mixed
surfactant system (Kitamura et al., 1988), to a complex adsorbed film of mixed sur-
factants (Becher, 1966; Davis and Smith, 1976), to interfacial turbulence (Lee and
Tadros, 1982), or to an alteration of the disjoining pressure by the reagent system as
the result of a pH change.
The effect of drop size on the coalescence time has been studied by many re-
searchers, most of them found that the rest time increased with drop size.
Chen et al. (1984) have followed Buevich and Lipkina (1978) to obtain an expres-
sion for the rate of thinning at the rim as a bubble or drop approaches a fluid–fluid
interface. For a bubble or drop approaching its homophase, the London–van der
Waals disjoining pressure will be negative, leading to the development of an instabil-
ity, rupture, and coalescence. Motivated by the experimental observation that rupture
occurs off-center, (Charles and Mason, 1960; Burrill and Woods, 1973b), Chen et al.
(1984) have constructed a linear stability analysis of this thinning equation to predict
the rest time or coalescence time for a bubble at a fluid–fluid interface.
Hahn et al. (1985) have extended the development of Lin and Slattery (1982a)
in providing a more complete description for the effects of the London–van der Waals
forces as a small spherical drop or bubble approaches a fluid–fluid interface. The
general trends predicted agree with those derived from the more approximate theory
of Chen et al. (1984): the coalescence time increases as the bubble or drop diameter
increases, as the viscosity of the draining film increases, as the interfacial tension
decreases, as the strength of the London–van der Waals forces decreases, and as
the density difference between the two phases increases. Their predicted coalescence
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Phase B
Phase C
Phase D     (Drop)
z=h   (r,t)    2
z=h   (r,t)    1
r=R    
r=R    h
r
z
Fig. 23. A symmetric bubble (phase D) moves through a liquid (phase C) as it ap-
proaches a fluid–fluid interface (between phases C and B). The configuration
of the bubble–fluid interface is given by z = h2 (r, t); that of the fluid–gas
interface by z = h1 (r, t)
times are upper bounds in the sense that they do not allow for the development of
asymmetric drainage and of instabilities leading to premature rupture as observed by
some experimentalists. This is also true in the observation of our own experiments.
We will explain experimental results in a separate section.
C. Coalescence time
Figure 23 shows the liquid film formed as a small bubble approaches a fluid–gas
interface. Our objective is to determine the coalescence time.
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We make a number of assumptions.
i) Viewed in the cylindrical coordinate system of Fig. 23, the two interfaces bounding
the draining liquid film are axisymmetric (i = 1, 2):
z = hi (r, t) (5.2)
ii) The dependence of hi (i = 1, 2) upon r is sufficiently weak that(
∂hi
∂r
)2
≪ 1 (5.3)
iii) Introducing
h = h (r, t) ≡ h1 − h2 (5.4)
let R be the rim radius of the bubble such that
at r = R = R (t) :
∂h
∂r
= 0 (5.5)
The Reynolds lubrication theory approximation applies in the sense that, if
ho ≡ h (0, 0) (5.6)
and
Ro ≡ R (0) (5.7)
we will require (
ho
Ro
)2
≪ 1 (5.8)
iv) There is surfactant present in both interfaces. The resulting interfacial tension
gradients are sufficiently large that the tangential components of velocity v are zero
(i = 1, 2)
at z = hi : P · v = 0 (5.9)
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Here P is the projection tensor that transforms every vector on an interface into its
tangential components. The interfacial tension gradient required to create such an
immobile interface is very small (Lin and Slattery, 1982b,a; Hahn et al., 1985). We
will consequently assume that at the same radial positions the interfacial tensions in
the two interfaces are equal. In this limit, the results developed will apply to a gas
bubble approaching a gas–liquid interface, since all circulation within phases B and
D in Figure 23 is suppressed.
v) The effect of mass transfer is neglected.
vi) The pressures within phases B and D are assumed to be constants.
vii) Phase C is an incompressible, Newtonian fluid, the viscosity of which is a constant.
viii) All inertial effects are neglected.
ix) The effects of gravity and of electrostatic double-layer forces are neglected within
the draining film.
x) The pressure within the draining film approaches its local hydrostatic value beyond
the rim where the Reynolds lubrication theory approximation (assumption iii) is still
valid. At this point, (r = Rh), the two principal curvatures of the bubble are constants
independent of time,
at r = Rh :
∂h
∂r
=
(
∂h
∂r
)
t=0
(5.10)
at r = Rh :
∂2h
∂r2
=
(
∂2h
∂r2
)
t=0
(5.11)
xii) The bubble is sufficiently small that it may be assumed to be spherical. Although
it is not what we observe through the experiments, we make this assumption to reduce
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mathematical difficulty. This is equivalent to assuming that the Bond number
NBo ≡ ∆ρgRb
2
γo
≪ 1 (5.12)
Here
∆ρ ≡ ρ(B) − ρ(C) (5.13)
is the magnitude of the density difference between the bubble phase B and the con-
tinuous phase C, g the magnitude of the acceleration of gravity, Rb the radius of the
bubble, and γo the equilibrium interfacial tension.
xiii) Within each phase, the correction for long-range intermolecular forces is taken
from Chapter III.
xiv) Because the critical film thicknesses measured or predicted by Allan et al. (1961),
MacKay and Mason (1963), Vrij (1966), Ivanov et al. (1970), Burrill and Woods
(1973b) are typically larger than 12 nm, we expect that the point-to-point forces are
retarded as described in Section A .
In constructing this development, we will find it convenient to work in terms of
these dimensionless variables:
r⋆ ≡ r
Ro
, z⋆ ≡ z
ho
, h⋆i ≡
hi
ho
, H⋆i ≡ HiRo (i = 1, 2)
h⋆ ≡ h⋆1 − h⋆2, p⋆ ≡
p(C)
ρ(C)vo2
, p⋆o ≡
po
ρ(C)vo2
, p⋆h ≡
ph
ρ(C)vo2
v⋆r ≡
vr
vo
, v⋆z ≡
Rovz
hovo
, t⋆ ≡ tvo
Ro
, γ⋆ ≡ γ
γo
Φ(i,corr)⋆ ≡ Φ
(i,corr)
ρ(C)vo2
i = A,B,C,
P⋆ ≡ p
(C) + Φ(C,corr)
ρ(C)vo2
P⋆o ≡
po + Φ
(B,corr)
ρ(C)vo2
, P⋆h ≡
ph + Φ
(A,corr)
ρ(C)vo2
(5.14)
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and dimensionless Reynolds, Weber, and capillary numbers
NRe ≡ ρ
(C)voRo
µ
NWe ≡ ρ
(C)vo
2Ro
γo
Nca ≡ µvo
γo
(5.15)
Here Hi (i = 1, 2) are the mean curvatures of the interfaces. The characteristic speed
vo will be defined later.
Equation (5.2) suggests that we seek a solution in which the velocity distribution
takes the form
v⋆r = v
⋆
r (r
⋆, z⋆, t⋆)
v⋆z = v
⋆
z (r
⋆, z⋆, t⋆)
v⋆θ = 0 (5.16)
Under these circumstances, the differential mass balance for an incompressible
fluid requires (Slattery, 1999, p. 50)
1
r⋆
∂ (r⋆v⋆r)
∂r⋆
+
∂v⋆z
∂z⋆
= 0 (5.17)
In the limit of assumption iii and viii, the r⋆-, θ-, and z⋆- components of the
differential momentum balance for an incompressible, Newtonian fluid with a constant
viscosity reduces to (Slattery, 1999, p. 52)
∂P⋆
∂r⋆
=
1
NRe
(
Ro
ho
)2
∂2v⋆r
∂z⋆2
(5.18)
∂P⋆
∂θ⋆
= 0 (5.19)
∂P⋆
∂z⋆
=
1
NRe
∂2v⋆z
∂z⋆2
(5.20)
Here we have neglected the effects of gravity within the draining liquid film (assump-
tion ix), and we have represented the correction for long-range intermolecular forces
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as described in assumption xiii. Equations (5.18) and (5.20) imply
∂P⋆
∂z⋆
≪ ∂P
⋆
∂r⋆
(5.21)
and the dependence of P⋆ upon z⋆ can be neglected. Note that the scaling argument
used to neglect inertial effects (assumption viii) in arriving at (5.18) and (5.20) is
presumed not to be the one ultimately used here. For this reason, we will regard the
magnitude of NRe and the definition of vo to be as yet unspecified.
The jump mass balance is satisfied identically, since we define the position of the
dividing surface by choosing ρ(σ) = 0 and since the effect of mass transfer is neglected
(assumption v).
With assumptions v and vi, the jump momentum balance for the interface be-
tween phases B and C reduces to
∇(σ)γ + 2H1γξ − (T+ phI) · ξ = 0 (5.22)
Here ξ is the unit normal to the interface pointing out of the liquid film. Under the
conditions of assumptions ii and iii, the r- and z-components of (5.22) assume the
forms at z⋆ = h⋆1
∂γ⋆
∂r⋆
− 2 ho
Ro
H⋆1γ
⋆∂h
⋆
1
∂r⋆
−NWe ho
Ro
(p⋆ − p⋆h)
∂h⋆1
∂r⋆
−NcaRo
ho
∂v⋆r
∂z⋆
= 0 (5.23)
and
ho
Ro
∂h⋆1
∂r⋆
∂γ⋆
∂r⋆
+ 2H⋆1γ
⋆ +NWe (p
⋆ − p⋆h)− 2Nca
∂v⋆z
∂z⋆
+Nca
∂v⋆r
∂z⋆
∂h⋆1
∂r⋆
= 0 (5.24)
The θ -component is satisfied identically. Adding (ho/Ro) (∂h
⋆
1/∂r
⋆) times (5.24) to
(5.23) and recognizing assumptions ii and iii, we have
at z⋆ = h⋆1 :
∂γ⋆
∂r⋆
−NcaRo
ho
∂v⋆r
∂z⋆
= 0 (5.25)
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so that (5.23) implies
at z⋆ = h⋆1 : 2H
⋆
1γ
⋆ +NWe (p
⋆ − p⋆h) = 0 (5.26)
In a similar fashion, we can also see that the jump momentum balance for the interface
between phases C and A reduces to
at z⋆ = h⋆2 :
∂γ⋆
∂r⋆
+Nca
Ro
ho
∂v⋆r
∂z⋆
= 0 (5.27)
at z⋆ = h⋆2 : 2H
⋆
2γ
⋆ −NWe (p⋆ − p⋆o) = 0 (5.28)
We will recognize assumptions iii and iv to say
at z⋆ = h⋆i : v
⋆
r = 0 (i = 1, 2) (5.29)
and we will employ (5.25) and (5.27) to calculate the interfacial tension gradient
required to create the immobile interfaces assumed here.
Since we neglect the effect of mass transfer on the velocity distribution (assump-
tion v),
at z⋆ = h⋆i : v
⋆
z =
∂h⋆i
∂t⋆
+
∂h⋆i
∂r⋆
v⋆r (i = 1, 2) (5.30)
Note that
at r⋆ = R⋆ :
∂h⋆
∂r⋆
= 0 (5.31)
at r⋆ = 0 :
∂h⋆
∂r⋆
=
∂h⋆1
∂r⋆
= 0 (5.32)
and
at r⋆ = 0 :
∂p⋆
∂r⋆
=
∂P⋆
∂r⋆
= 0 (5.33)
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Equations (5.26), (5.28), and (5.33) together with assumptions ii and iv imply
at r⋆ = 0 :
∂ (H⋆1 −H⋆2 )
∂r⋆
=
1
2
ho
Ro
(
− 1
r⋆2
∂h⋆
∂r⋆
+
1
r⋆
∂2h⋆
∂r⋆2
+
∂3h⋆
∂r⋆3
)
= 0 (5.34)
Solving for the third derivative and applying L’Hospital’s rule shows us that
at r⋆ = 0 :
∂3h⋆
∂r⋆3
= 0 (5.35)
or alternatively
at r⋆ = 0 :
∂2h⋆
∂r⋆2
=
1
r⋆
∂h⋆
∂r⋆
(5.36)
According to assumption x, there is a point r⋆ = R⋆h > R
⋆ where the pressure p⋆
within the draining film approaches the local hydrostatic pressure in the neighborhood
of the bubble and the effects of the London–van der Waals force disappear,
at r⋆ → R⋆h : p⋆ → p⋆h, h⋆1 → 0 (5.37)
Assumption x also requires that
at r⋆ = R⋆h :
∂h⋆
∂r⋆
=
(
∂h⋆
∂r⋆
)
t⋆=0
(5.38)
at r⋆ = R⋆h :
∂2h⋆
∂r⋆2
=
(
∂2h⋆
∂r⋆2
)
t⋆=0
(5.39)
The initial time is to be chosen by requiring (assumption xi)
at t⋆ = 0 :
∂h⋆
∂t⋆
= const. (5.40)
Since the bubble is sufficiently small to be assumed spherical (assumption xii),
the jump momentum balance requires [see (5.28)]
p⋆h − p⋆o = −
2
NWeR⋆b
(5.41)
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where Rb is the radius of the bubble. Because surface tension is assumed to be nearly
independent of position by assumption iv, (5.27) implies that the effects of viscous
forces can be neglected in the jump momentum balance.
An integral momentum balance for the bubble requires (for more details, see Lin
and Slattery (1982b))
If
Rf ≡ lim
t→∞
R (5.42)
we would expect from (5.26) and (5.28) that
as t⋆ →∞ : p⋆ − p⋆o →
1
2
(p⋆h − p⋆o) for 0 ≤ r⋆ ≤ R⋆f (5.43)
and from (5.37) that
as t⋆ →∞ : p⋆ → p⋆h for r⋆ > R⋆f (5.44)
Recognizing (5.41), (5.43), and (5.44), we find that (5.42) gives (Chappelear, 1961)
as t⋆ →∞ : R⋆ → R⋆f =
(
4
3
∆ρgRo
2
γo
)1/2
R⋆b
2 (5.45)
Given Rb, we determine Rf by requiring (5.45) to be satisfied (since Ro drops out of
this equation). We identify Ro = Rf/R
⋆
f .
For the sake of simplicity, let us define our characteristic speed
vo ≡ µ
ρ(C)Ro
(5.46)
which means
NRe = 1, NWe = Nca =
µ2
ρ(C)Roγo
(5.47)
Note that we have not used this definition for vo or this definition for NRe in scaling
the Navier–Stokes equation to neglect inertial effects (assumption viii). The scaling
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argument required to suggest a priori under what circumstances inertial effects can
be ignored would be different, based perhaps on the initial speed of displacement of
one of the fluid–fluid interfaces calculated at the center of the film.
Our objective in what follows is to obtain a solution to (5.17) and (5.18) consis-
tent with (5.26), (5.28) through (5.32), (5.35) through (5.40), and the second portion
of assumption xi. Given Rb, we determine Rf by requiring that, as t
⋆ → ∞ or just
prior to the development of an instability and coalescence, (5.45) be satisfied; we iden-
tify Ro = Rf/R
⋆
f . Note that, in addition to physical properties, only one parameter
Rb is required.
Integrating (5.18) twice consistent with (5.29), we find in view of (5.47)
v⋆r =
1
2
(
ho
Ro
)2
∂P⋆
∂r⋆
[
z⋆2 − (h⋆1 + h⋆2) z⋆ + h⋆1h⋆2
]
(5.48)
Substituting (5.48) into (5.17) and integrating once, we have
v⋆z = −
1
2
(
ho
Ro
)2{[
∂2P⋆
∂r⋆2
+
1
r⋆
∂P⋆
∂r⋆
]
×
[
z⋆3
3
− 1
2
(h⋆1 + h
⋆
2) z
⋆2 + h⋆1h
⋆
2z
⋆
]
+
∂P⋆
∂r⋆
[
−
(
∂h⋆1
∂r⋆
+
∂h⋆2
∂r⋆
)
z⋆2
2
+
(
∂h⋆1
∂r⋆
h⋆2 + h
⋆
1
∂h⋆2
∂r⋆
)
z⋆
]}
− C (r⋆) (5.49)
in which C (r⋆) is an as yet undetermined function of r⋆.
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With (5.48) and (5.49), equation (5.30) tells us (i = 1, 2)
−∂h
⋆
i
∂t⋆
=
1
2
(
ho
Ro
)2{[
∂2P⋆
∂r⋆2
+
1
r⋆
∂P⋆
∂r⋆
]
×
[
1
3
h⋆i
3 − 1
2
(h⋆i + h
⋆
2)h
⋆
i
2 + h⋆1h
⋆
2h
⋆
i
]
+
∂P⋆
∂r⋆
[
−
(
∂h⋆1
∂r⋆
+
∂h⋆2
∂r⋆
)
h⋆i
2
2
+
(
∂h⋆1
∂r⋆
h⋆2 + h
⋆
1
∂h⋆2
∂r⋆
)
h⋆i
]}
− C (r⋆) (5.50)
and the difference of these two expressions gives
∂h⋆
∂t⋆
=
(
ho
Ro
)2{
1
12
[
∂2P⋆
∂r⋆2
+
1
r⋆
∂P⋆
∂r⋆
]
h⋆3 +
1
4
h⋆2
∂h⋆
∂r⋆
∂P⋆
∂r⋆
}
(5.51)
Taking the difference between (5.26) and (5.28), recognizing (5.41) and (5.47), and ap-
plying the appropriate expressions for the dimensionless mean curvaturesH⋆i (i = 1, 2)
as well as assumption ii, we see
N ca
(
p⋆ − p⋆o
)
+
1
R⋆b
= Nca (P⋆ − P⋆o )−Nca
[
Φ(C)⋆ (h⋆2)− Φ(B)⋆ (h⋆2)
]
+
1
R⋆b
= Nca (P⋆ − P⋆o ) +NcaΦ(B)⋆ (h⋆2) +
1
R⋆b
= Nca (P⋆ − P⋆o )−
B⋆
h⋆4
+
1
R⋆b
= −1
2
ho
Ro
1
r⋆
∂
∂r⋆
(
r⋆
∂h⋆
∂r⋆
)
(5.52)
In writing this, we have used the results of Section D in Chapter III in particular.
We have also taken γ⋆ = 1 by assumption xiv, and we have defined
B⋆ ≡ RoB
10πγoho
4 (5.53)
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Slope: 0.46
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Fig. 24. Dependence of t⋆
′
c on B
⋆
Where B is defined as a combination of retarded Hamaker constants
B ≡ (A(ACB) − A(AC) + A(CC) − A(BC)) (5.54)
Inserting (5.52) into (5.51), we discover
−∂h
⋆
∂t⋆′
=
1
3
h⋆3
(
1
r⋆3
∂h⋆
∂r⋆
− 1
r⋆2
∂2h⋆
∂r⋆2
+
2
r⋆
∂3h⋆
∂r⋆3
+
∂4h⋆
∂r⋆4
)
+ h⋆2
∂h⋆
∂r⋆
(
− 1
r⋆2
∂h⋆
∂r⋆
+
1
r⋆
∂2h⋆
∂r⋆2
+
∂3h⋆
∂r⋆3
)
+
8
3
B⋆
[
1
r⋆
1
h⋆
∂h⋆
∂r⋆
+
1
h⋆
∂2h⋆
∂r⋆2
− 2
h⋆3
(
∂h⋆
∂r⋆
)2 ]
(5.55)
where
t⋆
′ ≡ tµ
8ρ(C)Ro2Nca
(
ho
Ro
)3
(5.56)
Hereafter, we have followed the computation of Hahn et al. (1985) .
Numerical computations give the graphical relationship between dimensionless
coalescence time t⋆
′
c and dimensionless Hamaker constant B
⋆ shown in Figure 24.
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Alternatively, we can express this relationship as
t⋆
′
c = 2.5× 10−2B⋆−0.46 (5.57)
We recommend that from boundary conditions
Ro =
Rf
1.1
= 1.05
(
∆ρg
γo
)1/2
Rb
2 (5.58)
The dimensionless mean curvature at r⋆ = R⋆h was generated in our computation to
be 12.58. This together with (5.58) fix the initial film thickness at the center:
ho = 0.175
∆ρgRb
3
γo
(5.59)
In view of (5.56), (5.58), and (5.59), equation (5.57) may be rearranged as
tc = 0.79
µ (Rb)
4.06 (∆ρg)0.84
γ1.38o B
0.46
(5.60)
D. Comparison with experimental results
Hexadecane(99%), an alkane hydrocarbon, is obtained from the Sigma-Aldrich, Inc
(St. Louis, USA). The density is 0.773 g/cm3, viscosity is 3.34 g/m · s
The air bubble is released from the bottom of the liquid Hexadecane, then the
bubble rises up through the liquid and form the thin film while it approaches the
liquid-gas interface. We measure the coalescence time at which the film thickness at
the rim goes to zero.
For Hexadecane, γo = 27.6× 10−3 N/m. We show the coalescence time for three
different radiuses Rb in Table IV.
Computational results from Equation (5.60) are shown in Table V. We have used
Equation (5.1) to compute retarded Hamaker constant B. Non-retarded Hamaker
constant A = 0.80 × 10−20 is taken from Hough and White (1980). λ is used as an
100
adjustable parameter. In getting Table V, we choose λ = 9.17× 10−5m.
Table IV.: Experimental results for three different sizes
of the bubble.
Radius (mm) Time (Sec) Radius (mm) Time (Sec) Radius (mm) Time (Sec)
0.38 4.42 0.50 11.49 0.55 19.05
0.38 4.08 0.50 13.52 0.55 18.98
0.38 4.08 0.50 12.27 0.55 17.75
0.38 4.52 0.50 13.18 0.55 16.07
0.38 3.89 0.50 13.30 0.55 19.37
Average 4.20 12.75 18.24
We have noticed that the computational result is within 10% error range of the
average of experimental results.
Table V.: Computational results from Equation (5.60).
Radius = 0.38mm Coalescence Time = 3.91 Seconds
Radius = 0.50mm Coalescence Time = 12.56 Seconds
Radius = 0.55mm Coalescence Time = 18.50 Seconds
E. Discussion
As we understand, this is the first time to use the approach of Go¨rner and Pich
(1989) in the computation of retarded dispersion forces and compare with experi-
mental results. While many researchers proclaim that retarded Hamaker constant is
never truly constant but decreases progressively as distance increases, we have shown
101
the agreement with experimental data that a constant could be used for computing
retarded forces.
To get a full speculation of retarded dispersion forces with this approach, more
experiments are needed. With more experimental data on different materials, we
don’t have to set up λ as the adjustable parameter.
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CHAPTER VI
CONCLUSION
In the context of continuum mechanics, nanoscale problems always involve the imme-
diate neighborhood of a phase interface or the immediate neighborhood of a three-
phase line of contact or common line. A general theory extending continuum me-
chanics to the nanoscale is described in details. The discussion of intermolecuar
forces correction is based upon a long history of important developments beginning
with that of Hamaker (1937).
Four successful applications appeared in this dissertation
1. We analyzed the supercritical adsorption of argon, krypton, and methane on
impermeable carbon spheres. Their comparisons with previously reported ex-
perimental observations are significantly better than the results of previously
reported alternative theories.
2. A variety of static contact angles Θ(stat) have been predicted with no adjustable
parameters. At least for the systems studied and the experimental data re-
ported, (3.87) is superior to previous theories. The results for the contact angle
analysis also provide a successful test of a previously derived form of Young’s
equation for the true, rather than apparent, common line.
3. It is observed that the incorporation of these long-range intermolecular forces
removes the square-root stress singularity predicted by linear elastic fracture
mechanics. We also provide insight on bridging different methods of modelling
crack tip for either one material or bi-material.
4. We included retardation effects in the discussion of intermolecular force cor-
rections and revisited coalescence problem. As we understand, this is the first
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time to use the approach of Go¨rner and Pich (1989) in the computation of re-
tarded dispersion forces and compare with experimental results. While many
researchers proclaim that retarded Hamaker constant is never truly constant
but decreases progressively as distance increases, we have shown the agreement
with experimental data that a constant could be used for computing retarded
forces.
While we are experiencing the success of this general theory, we also realize
its limitations. The idea of including intermolecular forces correction into differential
balances is tested successfully. But the improvement of the computation of body force
correction and more interactions with other molecular-based theories are needed.
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NOTATION
Roman Letters
a crack length in Figure 19
ac area of unit cell on the lattice plane
A(AB) Hamaker constant between phases A and B
A(ACB) Hamaker constant for species A and B interacting across a
phase C
A⋆ dimensionless Hamaker constant
b
(A,corr) body force per unit volume at a point in phase A. This is
introduced to correct for the use of bulk material behavior in
the interfacial region
b
(A,corr)∞ body force per unit volume at a point in phase A. This is
introduced to correct for the use of constant surface tension on
a dividing surface
B(retarded) retarded Hamaker constant
B⋆ dimensionless retarded Hamaker constant
c(f) molar density of supercritical fluid, equal to n(f)/N
c(f,bulk) molar density of supercritical fluid that would exist in the ab-
sence of the crystalline solid
C(AB) London dispersion force coefficient between phases A and B
E Young’s modulus
f
(A,B) force per unit volume of phase A per unit volume of phase B
g magnitude of acceleration of gravity
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h configuration of the A− C interface
h0 film thickness at t = 0 and r = 0
h1 configuration of the fluid-gas interface
h2 configuration of the drop-fluid interface
H mean curvature of a dividing surface
M (C) molecular weight of material C
n(A) number density at the specified point in phase A
n(A,bulk) number density that would exist in phase A, if phase B were
not present
nc number of atoms in the unit cell on the lattice plane
nu number of repeating units in the molecule
N Avogadro’s number
NRe Renolds number
Nca capillary number defined by (5.47)
P thermodynamic pressure
P modified pressure defined in (3.49)
P projection tensor (Slattery, 1990, p. 1085)
Rb radius of the drop
R0 rim radius of the drop at t = 0
R(A) region occupied by phase A
S extra stress defined in (3.48)
t⋆
′
c dimensionless coalescence time
tc coalescence time at which film ruptures
Tc critical temperature
T
(I) stress tensor using real description of material behavior
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T
(I,bulk) stress tensor using bulk description of material behavior, cor-
rected for intermolecular forces from the adjoining phase
T
(σ) surface stress tensor, stress tensor on a dividing surface
v
(I) velocity using real description of material behavior
v
(I,bulk) velocity using bulk description of material behavior, corrected
for intermolecular forces from the adjoining phase
v
(σ) surface velocity, velocity on a dividing surface
Greek Letters
γ0 equilibrium interfacial tension
γ(AC) surface tension between phases A and C
γ∞ surface tension (or energy) that corresponds to static, un-
bounded dividing surfaces
Γ(σ) surface excess moles per unit area defined by (2.11)
δ(AB) separation distance between phases A and B
∆ distance between lattice planes
ǫ(A,B) well depth for two molecules A and B in (2.3)
Θ0 contact angle at the true common line
Θ(stat) static contact angle at the apparent common line
λ distance measured along the normal to the dividing surface
(Chapter III)
λ London wavelength of the material (Chapter V)
λ, µ Lame´ constant (Chapter IV)
µ bulk viscosity of the liquid film (Chapter V)
ξ(α) unit normal to the interface pointing into phase α
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∆ρ density difference between liquid film and the drop
ρ(I) bulk density using real description of material behavior
ρ(I,bulk) bulk density using bulk description of material behavior, cor-
rected for intermolecular forces from the adjoining phase
ρ(σ) surface density, density on a dividing surface
σ0 external stress
σ(A,B) collision diameter for two molecules A and B in (2.3)
φ(AC) Lennard-Jones potential for two molecules A and C separated
by a distance
Φ(A,corr) correction for intermolecular potential at a point in phase A
Φ(A,corr)∞ correction for intermolecular potential at a point in phase A
when the surface tension is introduced to the dividing surface
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