This paper presents an extension to the time integral characteristics method for estimation of parameters in fractional subdiffusion equations containing Riemann-Liouville and Caputo fractional time derivatives. The explicit representations of the fractional diffusion coefficient and order of fractional differentiation via a Laplace transform of the concentration field are obtained. A technique of optimal Laplace parameter determination by minimization of relative errors bounds is described. The effectivity of the proposed approach is illustrated by numerical example.
Introduction
Anomalous diffusion processes are frequently observed in various complex systems such as amorphous semiconductors, glasses and polymers, porous systems, heterogeneous rocks, turbulent plasma and many others [1] [2] [3] [4] . Generally these processes have non-Markovian stochastic nature and cannot be described by the classical diffusion equation arising from Fick's law. One of the efficient and widely used approaches to modeling anomalous diffusion is based on the theory of derivatives of non-integer order (so-called fractional derivatives) [5] [6] [7] and leads to the fractional diffusion equations [8] [9] [10] [11] . Such equations were actively studied by many researchers over last two decades (see [3, 4, 8, 10, [12] [13] [14] [15] [16] [17] [18] [19] and references therein).
Parameters of the fractional diffusion equations must be known for practical use of such equations. Usually, these parameters are an anomalous diffusion coefficient which now has a fractional dimension and orders of all fractional derivatives in equations. Thus an inverse problem of fractional diffusion parameters identification arises. Note that the problem of estimation of order of fractional differentiation has no analog in classical diffusion.
The methods of integral characteristics [20] [21] [22] can be used for solving the problem of constant parameters estimation for fractional diffusion equations. In this paper a method of time integral characteristics (TIC) is extended to include fractional subdiffusion equations. This method is based on an integral transformation of the initial-boundary value problem for diffusion equation on the time variable and Laplace transform is widely used for this purpose. Earlier such an approach was successfully used for identification of thermal conductivity and heat capacity in the heat conduction equation [20, [23] [24] [25] [26] [27] , diffusion and drift coefficients in the diffusion equation [22, 26] . In [21] the method of TIC is described in detail for the generalized heat conduction equation. Here we present a few simple exact analytical representations for an anomalous diffusion coefficient and the order of the fractional derivative in a fractional subdiffusion equation, the technique of optimal Laplace variable evaluation and one numerical example for illustration of the proposed approach.
Analytical results
In this section we describe an approach to the identification of parameters of the fractional subdiffusion equations by the TIC method.
The main equation of the TIC method
We consider the subdiffusion process in a finite plate with thickness L which is described by the following linear timefractional partial differential equation [4] 
Here α is the dimensionless order of fractional differentiation, u(t, x) is the concentration field, which is assumed to be dimensionless, k is the constant fractional diffusion coefficient with dimensions
is the source term with dimension T −α and
denotes the left-handed partial Riemann-Liouville fractional derivative with respect to time t and I
1−α t
is the left-handed fractional integral of order 1 − α by t [5, 7] .
Eq. (1) is considered with initial condition
and boundary conditions
where
is frequently used instead of the Riemann-Liouville one and the subdiffusion equation is written aŝ
In this case initial condition u(0, x) = u 0 (x) with known u 0 (x) should be used. Nevertheless, if the Caputo fractional derivative exists, it can be changed by the Riemann-Liouville fractional derivative [7] :
Substituting Eq. (7) into Eq. (6), we obtain Eq. (1) with
In this case a zero initial condition v(x) ≡ 0 must be used in (3).
Thus the subdiffusion equation with a Riemann-Liouville fractional derivative (1) is more common than the subdiffusion equation with a Caputo fractional derivative (6).
Let us consider an inverse problem of k and α identification in Eq. (1). Some additional information about the diffusion process is needed for its solution. The concentration u l (t) in the arbitrary internal point x = l for any time is assumed to be known:
As mentioned above, the Laplace transform is frequently used as an integral transform in the TIC method. Denote the Laplace transform by variable t of an arbitrary function y(t) by
The initial-boundary value problem (1), (3), (4) after Laplace transformation has the form
and (9) gives
Solving ordinary differential equation (11) with boundary condition (12) and substituting (13) to the solution, we find the main equation of the TIC method for k and α identification:
where λ = √ p α /k.
For the subdiffusion equation (6) (14) for the some special cases.
The representation of k
First, we consider the case of single fractional diffusion coefficient identification. The order of fractional differentiation α is assumed to be known. Then for linear case v(
we find the following explicit representation:
and
Representation (15) is also valid for Eq. (6) with u
Note that for α = 1 representation (15) coincides with a known representation for a classical diffusion coefficient (see, e.g. [22] ). For nonlinear to x initial conditions or source terms, Eq. (14) gives a nonlinear equation for k estimation and an explicit representation cannot be written. For a classical diffusion equation with a parabolic initial condition such a nonlinear equation for k estimation is investigated in [26] .
The representations of α and k
There are two ways to obtain the explicit representations of α and k: the first one is to consider (14) for two different values of p and the second one is to consider it for two different values of l with assumption that concentration u l (t) is known for both these values.
Suppose that in the representation (15) Θ does not depend on α, i.e. Θ(p, α) ≡ Θ(p). It is possible if all θ j (p, α) are also not dependent upon α. Then Eq. (1) does not have a source term f (t, x) = 0 and zero initial condition v(x) = 0 is used. For Eq. (6) it is possible if this equation also does not have a source termf (x, t) = 0, but a linear initial condition u 0 (x) = a 0 +a 1 x may be used. Then taking the logarithm of (15), we get the linear equation for α and k estimation
Considering Eq. (19) for two values of p (p = p 1 and p = p 2 ), we found the explicit representations of α and k:
If function Θ in (15) depends on α, then the explicit representations of α and k are obtained from (14) for two different
Here 
The technique of optimal Laplace parameter estimation
The representations from the last section give exact values of k and α for all permitted values of Laplace parameters p or p 1 and p 2 if and only if all parameters and functions from the right-hand sides of these representations are known exactly. Nevertheless, in practice these parameters and functions are usually obtained from experimental data and hence are known with some errors. Then the Laplace parameters cannot have arbitrary values but should be chosen in agreement with experimental errors. One way of such an agreement is described in this section.
Denote exact values of parameters and functions by a bar (e.g.ū(t, x) is exact concentration field) and its perturbed values by a tilde (e.g.ũ(t, x) is concentration field obtained from experiment with some error). Suppose that for any x ∈ [0, L] and t ≥ 0 the following inequalities are valid:
and the error bounds ∆ u , ∆ v , ∆ f are assumed to be known. It is easy to show that (24) gives
First, we demonstrate the proposed technique on the representation (15) with l = L/2. Additionally we assume that the error bound ∆ α : |α −ᾱ| ≤ ∆ α is known. From Eq. (15), the linear estimate of the relative error for k is
Suppose that all error bounds are small enough so that the linear estimation |dy| ≈ ∆ y for any parameter or function y may be used. If θ j (p, α) is defined by Eq. (17), we find (27) and
Finally, for Eq.
and for Eq.
Here the arguments of all functions are omitted for simplicity.
Now the value of
we call an optimal value of p. This value should be used for estimation of k by representation (15) in our approach.
In the same manner, the linear estimates of relative errors for representation (15) with l = L/3 and l = 2L/3 may be obtained.
Second, we illustrate the applicability of the proposed technique for simultaneous α and k estimation by representation (20) . As previously, for simplicity only the case of l = L/2 is considered. Then we obtain
Now two different approaches to determining of p 1 and p 2 may be proposed. In the first approach the pair {p 1 , p 2 } is common for α and k representations and in the second one there are two different pairs for α and k, respectively. 
we call the consistent optimal values of a Laplace parameter pair. These values should be used for estimation of k and α by representations (20) in this approach.
In the second approach each pair of p 1 , p 2 is evaluated by independent minimization of δ k and δ α , i.e.
We call the pairs (p ) the pairs of optimal values of Laplace parameters for the order of fractional differentiation and fractional diffusion coefficients, respectively. Each pair should be used for the estimation of its own parameter by the corresponding representation from (20) . Note that this approach is more preferable than the previous one. Finally, we consider representations (21) . In the case of the Riemann-Liouville fractional subdiffusion equation (1), linear estimates of relative error bounds for α and k can be written as
Similar estimates can be derived for the fractional subdiffusion equation (6) .
As well as in the previous case, the single optimal value of Laplace parameter p = p 
may be used for independent estimation of α and k by corresponding representations from (21) 
If y min and y max or its estimations are known, then p min is a root of the equation pỹ * (p) = y max − ∆ y and p max is a root of the
If an integral representation depends on several functions y 1 (t), y 2 (t), . . . , y n (t), then
where p imin and p imax correspond to y i (t) (i = 1, 2, . . . , n).
A numerical example
As a test example for the representations outlined in Section 2, we consider the fractional subdiffusion equation (1) without the source term f (x, t) = 0, zero initial condition v = 0 and boundary conditions
This example allows us to calculate the exact solution via a Green function [28] :
Here φ(ρ, β; z) is the Wright function [29] defined by
For a given u 0 (t) (38), integral in (39) can be calculated analytically. Then the solution takes the form Here the numerical values of Wright functions can be calculated by series (42) if t is not large enough [30] . Nevertheless, for large values of t this series converges very slowly and the asymptotic solution is more preferable. The following asymptotic solution as t → ∞ was obtained:
is the Mittag-Leffler function with two parameters [31, 32] . The asymptote of the Mittag-Leffler function as |z| → ∞ with πα ≤ | arg z| ≤ π is given by [31] :
For numerical calculations in this example, we use the following numerical values of parameters: k = 1, α = 0.3, L = 1, µ = 0.25. All computations were made in mathematical software Maple 11. Fig. 1 shows the time behavior of the concentration field u(t, x) defined by (43) for the left boundary x = 0 and for the three internal points x = 1/3, 1/2 and 2/3. So in this example the concentration u(t, x) increases monotonically in time from zero to its maximum value 1 − x, x ∈ [0, 1]. The Laplace transform of concentration u * (p, x) for the same points is plotted in Fig. 2 . The quadrature formulas from [33] were used for the Laplace transform calculation. The error of quadrature is bounded by ∆ q /p [21] with ∆ q = 0.0055 for our example.
To simulate experimental errors, the concentration field is assumed to be known in a discrete set of points {(
. . , I, j = 1, 2, . . . , J} and is perturbed as
where ρ ij ∈ [−1, 1] are uniformly distributed random numbers.
The results of subdiffusion coefficient estimation by representation (15) for different l and ∆ u with the exact value of fractional order α = 0.3 are presented in Table 1 . The boundaries p min and p max are evaluated by the approach described at the end of Section 3. Fig. 3 (29) . It should be noted that the quadrature error bound ∆ q also must be taken into account. Therefore, the total error ∆ u + ∆ q was used in (15) instead of ∆ u . The relative error linear estimate δ k (p) is plotted in Fig. 4 (15) gives the value of the fractional diffusion coefficient with good accuracy and its errors are comparable with the errors of the initial data. For large values of ∆ u , the error of k is decreased while l is increased, because the difference between u 0 and u l increases as the value of l increases. Thus, the large values of l are more preferable in this example.
The influence of fractional order inaccuracy on error estimation of k by representation (15) for different ∆ u is demonstrated in Table 2 . It is seen that the error of estimation is lower than the error of α because of the smoothing properties of the Laplace transform. Tables 3 and 4 give the results of simultaneous estimation of k and α by representation (20) defined by (31) . As follows from the Table 3 , the errors of the subdiffusion coefficient estimations in this case are greater than in the previous case (cf. with Table 1 ) but are lower than the errors of fractional order estimation (cf. with Table 4 ). Thus the fractional order is more sensitive to the perturbation of initial data than the fractional diffusion coefficient. Results in Tables 3 and 4 also show that for this example the proposed technique of optimal Laplace parameter estimation gives understated values for k and overstated values for α. Nevertheless, the relative error of estimation of k and α are not more than twice as much as the error of the initial data (∆ u + ∆ q ) and therefore the representations (20) can be used in practice.
Conclusions
In this paper the extension to the time integral characteristics method for simple fractional subdiffusion equations has been described. This method can be effectively used for estimation with good accuracy not only for the fractional diffusion coefficient but also the order of fractional differentiation. The technique of optimal Laplace parameter determination by minimization of relative error bounds gives good results. Nevertheless, the numerical example shows that this technique gives shifted values of parameters. Therefore some compensation procedure should be developed. Also, the proposed Table 4 Values of fractional order α by (20 approach can be extended to other fractional equations, such as fractional kinetic equations, fractional advection-dispersion equations, and so on.
