The explosive growth of digital images in video surveillance and social media has led to the significant need for efficient search of persons of interest in law enforcement and forensic applications. Despite tremendous progress in primary biometric traits (e.g., face and fingerprint) based person identification, a single biometric trait alone can not meet the desired recognition accuracy in forensic scenarios. Tattoos, as one of the important soft biometric traits, have been found to be valuable for assisting in person identification. However, tattoo search in a large collection of unconstrained images remains a difficult problem, and existing tattoo search methods mainly focus on matching cropped tattoos, which is different from real application scenarios. To close the gap, we propose an efficient tattoo search approach that is able to learn tattoo detection and compact representation jointly in a single convolutional neural network (CNN) via multi-task learning. While the features in the backbone network are shared by both tattoo detection and compact representation learning, individual latent layers of each sub-network optimize the shared features toward the detection and feature learning tasks, respectively. We resolve the small batch size issue inside the joint tattoo detection and compact representation learning network via random image stitch and preceding feature buffering. We evaluate the proposed tattoo search system using multiple public-domain tattoo benchmarks, and a gallery set with about 300K distracter tattoo images compiled from these datasets and images from the Internet. In addition, we also introduce a tattoo sketch dataset containing 300 tattoos for sketch-based tattoo search. Experimental results show that the proposed approach has superior performance in tattoo detection and tattoo search at scale compared to several state-of-the-art tattoo retrieval algorithms.
INTRODUCTION
I N the past few decades, because of the advances in computing, imaging, and Internet technologies, digital images and videos are now widely used for representing information in video surveillance, and social media. In 2017, IHS Markit estimated that the United States has approximately 50 million surveillance cameras, and China has about 176 million. 1 Another statistics by YouTube in 2017 shows that the length of videos uploaded to YouTube every minute is approximately 300 hours. 2 Given the explosive growth of image and video data, there is great demand for efficient instance search technologies, particularly for persons of interest in law enforcement and forensics. Although tremendous progress has been made in face recognition based person identification, many situations exist where face recognition cannot identify an individual with sufficiently high accuracy. This is especially true when the face image quality is poor or the persons of interest intentionally hide their faces. In such cases, it is critical to acquire supplementary information to assist in person identification [1] . On the basis of this rationale, since 2009 the US Federal Bureau of Investigation (FBI) has been working on extending the capability of its Integrated Automated Fingerprint Identification System (IAFIS) by using additional biometric modalities, including iris, palm print, scars, marks, and tattoos 3 . This new person identification system is named the Next Generation Identification (NGI) system, 4 which is able to offer state-of-the-art biometric identification services for homeland security, law enforcement, etc.
Among the various soft biometric traits, tattoos, in particular, have received substantial attention over the past several years due to their prevalence among the criminal section of the population and their saliency in visual attention. Humans have marked their bodies with tattoos to express personal beliefs or to signify group association for more than 5,000 years (see Fig. 1a ). Figs. 1c and 1d show an example how a suspect of the masked ringleader of the riots during Euro 2012 qualifier was arrested based on the tattoos on his arms. In fact, criminal investigations have leveraged soft biometric traits as far back as the late 19th century [2] . For example, the first personal identification system, the Bertillon system, tried to provide a precise and scientific method to identify criminals by using physical measurements of body parts, especially measurements of the head and face, as well as the images of SMT on the body. Tattoos were also reported to be useful for assisting in identifying victims of terrorist attacks such as 9=11 and natural disasters like the 2004 Indian Ocean tsunami [3] . Nowadays, law enforcement agencies in the US routinely photograph and catalog tattoo patterns for use in identifying victims and convicts. The NIST Tatt-C and Tatt-E challenges have been helpful in advancing the development of tattoo detection and identification systems for real application scenarios [4] .
Despite the value of tattoos for assisting in person identification, putting it to practical use has been difficult. Unlike primary biometric traits, much variability exists in pattern types of tattoos. The early use of tattoo for assisting in person identification relied heavily on manual annotations and comparisons. This has motivated the study of automatic identification algorithms for tattoos [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] .
Despite the progress in tattoo retrieval, existing methods have some serious limitations. In fact, most of the current practice of tattoo matching aims at tattoo identification, and not learning a compact representation for efficient tattoo search at scale. More importantly, existing tattoo identification methods primarily focus on matching cropped tattoos, which does not replicate the in-situ scenarios, where the search must be operated in raw images or video frames. In addition, while sketch to photo matching has been widely studied in the areas such as image retrieval [11] , [12] and face recognition [13] , [14] , research on sketch based tattoo search is very limited [9] .
Proposed Approach
To overcome the above limitations of the current tattoo search methods, we present a joint detection and compact representation learning approach for tattoo search at scale. The proposed approach is motivated by recent advances in object detection and compact representation learning, but takes into account the unique challenges in a tattoo search domain, such as large intra-class variability, poor image quality, and image deformations (see Fig. 2 ). In addition, the proposed approach can be trained in a fully end-to-end fashion, and can leverage additional operational data to improve the tattoo search.
As shown in Fig. 3 , the proposed approach handles tattoo detection and compact representation learning in a single convolutional neural network (CNN) via multi-task learning. Given an input image, a shared feature map is first computed via a deep CNN network, which is then fed into individual sub-networks, which aim at tattoo detection and compact feature learning tasks, respectively.
The main contributions of this paper include: (i) the first end-to-end trainable approach for joint tattoo detection and compact representation learning in a single network allowing more robust and discriminative feature learning via feature sharing; (ii) effective strategies in resolving small batch size issue w.r.t. the compact representation learning module of the network; (iii) superior performance and much lower computational cost compared to the state-of-the-art algorithms; and (iv) compiling a dataset with 300,000 tattoo images in the wild and thousands of annotations for largescale tattoo search, and a dataset with 300 tattoo sketches (see Fig. 10b ) for sketch-based tattoo search; both datasets will be put into the public domain. Tattoo examples: (a) A tattoo on the right hand of a Chiribaya mummy in southern Peru who lived from A.D. 900 to 1350, 5 (b) a tattoo on the head signifying gang membership association, 6 (c, d) tattoos of a masked ringleader of the riots during Euro 2012 qualifier, and the suspect of the masked ringleader identified by tattoos. 7 Fig. 2 . Tattoo images from the Tatt-C dataset [5] suggest that tattoo search is challenging because (a) there are various types of tattoos containing categories such as humans, animals, plants, flags, objects, abstract, symbols, etc., and (b) the intra-class variability in one class of tattoos (i.e., eagle) can be very large. Our preliminary work of this research is described in [9] . Essential improvements over [9] include: (i) use of taskdriven learned features instead of hand-crafted features for joint tattoo detection and compact representation learning in a single network; (ii) extensions to large-scale tattoo search via compact feature learning; and (iii) compiling a sketch dataset for studying sketch-based tattoo search.
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The remainder of this paper is structured as follows. We briefly review related literature in Section 2. The details of the proposed tattoo search approach are provided in Section 3. In Section 4, we introduce the WebTattoo and tattoo sketch datasets, and provide the experimental results and analysis. Finally, we conclude this work in Section 5.
RELATED WORK

Tattoo Identification and Retrieval
In the following, we briefly review the literature on tattoo identification and retrieval, covering detection, feature representation, databases, and performance (see Table 1 ).
The early practice of tattoo image retrieval relied on keywords or metadata based matching. For example, law enforcement agencies usually follow the ANSI/NIST-ITL 1-2000 standard [5] for assigning a single keyword to each tattoo image in the database. However, a keyword-based tattoo image retrieval has several limitations in practice [1] : (i) The classes defined by ANSI/NIST-ITL offer a limited vocabulary which is insufficient for describing various tattoo patterns; (ii) multiple keywords may be needed to adequately describe a tattoo image; (iii) human annotation is subjective and different subjects can give dramatically different labels to the same tattoo image.
These shortcomings of keyword-based tattoo image retrieval systems have motivated the development of content-based image retrieval (CBIR) techniques to improve the tattoo search efficiency and accuracy [1] , [3] , [6] , [7] , [8] , [9] , [10] . CBIR aims to extract features, e.g., edge, color, and texture, that can reflect the content of an image, and use them to identify images with high visual similarity. For example, color histogram and correlogram, shape moments, and edge direction coherence features were used in [3] , [6] for tattoo matching. Similarly, global and local features of edge and color were used in [7] , and vector-wise euclidean distance was computed to measure the similarity between two tattoo images. The bag-of-words (BoW) model [24] , [25] using SIFT [26] features is probably the most popular one among the early CBIR systems for tattoo search [1] , [8] , [9] , [15] , [16] . Besides SIFT features, LBP-like features and HoG features were also used in [17] , [18] with SVM and random forest classifiers [27] for tattoo classification. While these CBIR systems are reported to provide reasonably high accuracies on various benchmarks, they require careful handcrafting of feature descriptor, vocabulary size, and indexing algorithm.
With the success of deep learning in many computer vision tasks [28] , the focus of CBIR methods is shifting from handcrafted features and models to deep learning based methods [29] . In particular, AlexNet [30] , winning the Image-Net challenge of 2012, has been successfully used for tattoo versus non-tattoo classification in [10] , [22] , [23] . Faster R-CNN [31] was used for both tattoo versus non-tattoo image classification and tattoo localization in [21] . Among these methods [10] , [21] , [22] , only [22] , [23] studied the tattoo identification using a Siamese network with triplet loss.
There are some studies on logo or landmark search, which faces similar challenges to tattoo search, e.g., geometric deformation, inverted brightness, etc. Due to these challenges, image search algorithms based on the traditional BoW representation often fail. To resolve these issues, great efforts have been made to improve the robustness [32] , [33] and efficiency [34] , [35] of the descriptors. Due to space limitation, we refer interested readers to recent reviews of general image retrieval, e.g., [29] .
The current practice of tattoo matching in the literature is towards tattoo identification, and not learning a compact representation for efficient large-scale tattoo search. Besides, most of the existing tattoo identification methods (including the logo or landmark search algorithms) focus on matching cropped instances (where instance of interest has been Fig. 3 . Overview of the proposed approach for tattoo search at scale via joint tattoo detection and compact representation learning. Our approach consists of a stem CNN for computing the shared features, an RPN [32] and Fast R-CNN [66] for tattoo detection, and a compact representation learning module. The proposed approach can be trained end-to-end via stochastic gradient descent (SGD) [30] and back-propagation (BP) [67] . segmented from the background), which is different from real application scenarios, where the images are usually uncropped. Even for the deep learning based methods such as [10] , [21] , [22] , none has addressed tattoo detection and compact representation learning jointly. The most related work of joint detection and representation learning was reported in face recognition [36] , in which two large-scale face datasets, i.e., WIDER FACE [37] (containing 393,703 face bounding boxes in 32,203 images, and an average of 12 faces per image) and CASIA WebFace [38] (containing 494,414 face images of 10,575 subjects), were used to learn their endto-end face detection and recognition network. Given the large number of faces per image on average, the small batch size is not an issue in training the recognition part of their joint detection and recognition network. In contrast, there is usually a single tattoo instance in each image in most of the tattoo datasets; this results in small batch size issue in training the recognition part of our joint tattoo detection and representation learning network because there is only one input image in each iteration. These unique challenges require design of novel end-to-end detection and representation learning approach. In addition, while we aim for efficient large-scale tattoo search and sketch-based tattoo search by performing detection and compact representation learning jointly, [36] did not report results in such a scenario.
Compact Representation Learning
Compact representation learning is of particular interest because of the need for efficient methods in large-scale visual search and instance retrieval applications [29] , [39] , [40] , [41] , [42] , [43] . Compared with high-dimensional real-valued representations, compact representations aim to obtain a compressive yet discriminative feature. Feature indexing, i.e., through various quantization or hashing functions, is a major approach to obtain compact representations.
Quantization based feature indexing methods are designed to quantize the original real-valued representation with minimum quantization errors, and thus usually have high search accuracy [32] , [44] , [45] , [46] , [47] , [48] . Compared with quantization based methods, hashing based feature indexing methods generates binary codes, providing faster retrieval speed since the Hamming distance of two binary codes can be computed via the native bit-wise operations. The published hashing based methods for compact representation can be categorized into two major classes: unsupervised and supervised hashing.
Unsupervised hashing algorithms, e.g., [49] , [50] , [51] , [52] , [53] , [54] , [55] use unlabeled data to generate binary codes which aim to preserve the similarity information in the original feature space. Unsupervised hashing methods are often efficient in computation, but their performance in large-scale retrieval may not be the optimum since no label information, including weak labels such as pairwise relationship about a dataset is utilized. To address this limitation, supervised hashing approaches, e.g., [56] , [57] , [58] , [59] , [60] have been proposed to learn more discriminative binary codes by leveraging both the label similarity and semantic similarity in the feature values of the data and label information. Deep neural networks have also been used to learn compact binary codes from high-dimensional inputs [40] , [61] , [62] , [63] . With the advances in CNN architectures and fine-tuning strategies, the performance of the deep hashing methods is improving, and has provided good generalization ability into new datasets [30] . Due to the limited space, we refer readers to [64] , [65] for a survey of data hashing approaches. While there are a large number of approaches on hashing based compact representation learning, most of the published methods assume pre-cropped images of instances; but in a fully automatic instance retrieval system, such an assumption usually does not hold. In addition, most of the published methods on compact representation learning are designed for computer vision tasks such as face image or natural image retrieval, their performance in large-scale tattoo search is not known.
PROPOSED METHOD
Review of Faster R-CNN
Faster R-CNN [31] is one of the leading object detection frameworks to identify instances of objects belonging to certain classes and localize their positions (bounding boxes) in an end-to-end learning network. Faster R-CNN consists of two modules. The first module, called the Region Proposal Network (RPN), is a fully convolutional network for generating regions of interest (RoI) that denote the possible presence of objects. The second module is Fast R-CNN [66] , whose purpose is to classify the RoI by RPN into individual classes and refine the positions of each foreground instance. By sharing the deep features of the full image between RPN and Fast R-CNN, Faster R-CNN is able to perform object detection accurately and efficiently, and can be trained in an end-to-end fashion.
As aforementioned, conventional methods usually break down the tattoo search problem into two separate tasks, i.e., tattoo detection [10] , [21] , and tattoo matching [6] , [9] , [18] . Such a scheme is not optimum because the matching task could assist in the detection task, and the detection accuracy influences the feature discriminability used by the matching task. Therefore, while Faster R-CNN provides an efficient solution for object detection from images, it addresses only the front-end detection problem of an instance retrieval system. Our observation is that the convolutional feature maps used by RPN and Fast R-CNN can also be used for learning compact representation.
Joint Detection and Compact Representation Learning
We aim to handle tattoo detection and compact representation learning simultaneously via a single model (see Fig. 3 ). A straightforward method for handling tattoo detection and compact representation learning jointly is to use a cascade of tattoo detection and compact representation learning, i.e., the output of the detector is fed into the succeeding feature extraction module. However, such a cascaded method does not leverage feature sharing to achieve efficient and robust representation learning.
Formally, let A ¼ fX; Yg be a training tattoo dataset, where X ¼ fX i g N i¼1 denotes N tattoo images from K distinct tattoos, and Y ¼ fY
denotes the M labels for the corresponding tattoo images. Here, the label of each tattoo image consists of two elements (thus M ¼ 2), i.e., the tattoo position (
. Given such a training dataset, we expect to jointly optimize a tattoo detector DðÁÞ and a compact representation learning function HðÁÞ, which can minimize a regression loss (' reg ) between the predicted and ground-truth bounding boxes, and a classification loss (' cls ) of the compact representations describing individual detected tattoos, respectively. For the regression loss (' reg ), we choose to use the robust smooth L 1 loss [66]
where the four-tuple fu; v; w; hg specifies the top-left location ðu; vÞ and the width and height ðw; hÞ of a detected tattoo, and the four elements are indexed by d. The function S L 1 ðÁÞ is defined as
For the classification loss (' cls ), defined w.r.t. the detected tattoos, we choose to use the cross-entropy loss [68] ' cls ¼ À
Þ fkg denoting the kth element of the output by a fully connected layer with weight W FC , which takes feature B k i as its input. HðÁÞ takes image X i and the detected tattoo location DðX i Þ as input, and outputs B k i . 1Ŷ k i ; Y 2 i outputs 1 when k ¼ Y 2 i , and 0 otherwise. The probability pðÁÞ is computed as
By minimizing the losses given in (1) and (3), we can jointly perform tattoo detection and feature representation learning from the detected tattoos. However, additional constraints are still required to guarantee that the learned features are compact binary features, which is important for efficient large-scale search. Therefore, we expect that the features, i.e., B k i ¼ fb k jb k 2 f0; 1gg K k¼1 ; i ¼ 1; 2; . . . ; N, learned by HðÁÞ should be near-binary codes. This implies that each element B k i of a feature vector should be close to either 1 or 0. Such an objective can be approximated by penalizing the learned feature to have elements close to 0.5
in which is a small positive constant for avoiding divideby-zero, and we use ¼ 0:01 in our experiments. We call such a loss in (5) as a polarization loss.
In addition, we expect that every bit in a binary code of length i can contribute to the representation of individual tattoos. In other words, each bit of the binary code is expected to have a 50 percent fire rate [42] . Such an objective can be approximated by constraining the average value of a learned feature to be 0.5, i.e.,
We call such a loss in (6) as a dispersity loss. By minimizing the losses defined in (3), (5) and (6) jointly, the learned features are expected to be discriminative near-binary codes that are evenly distributed in the feature space (see Fig. 4 ). Such near-binary codes can be easily converted into a binary code utilizing a threshold function
Finally, we compute the distance between a query tattoo image and a gallery tattoo image using the Hamming distance of the binary vectors. In case more than one tattoos are detected from an image, i.e., u and v tattoos are detected from a query image and a gallery image, respectively, we compute u Â v distances in total, and use the minimum distance as the final distance between the two tattoo images.
Network Structure
While our aim of joint tattoo detection and compact representation learning is well defined by (1), (3), (5) , and (6), the feature sharing between detection and representation learning tasks is not simple. We propose to perform joint tattoo detection and compact representation learning based on a Faster R-CNN model by embedding the above four losses into a single network. Specifically, a CNN such as AlexNet [30] , VGG [69] , or ResNet [70] can be used to extract the deep features that are to be shared by RPN and Fast R-CNN. The RPN and Fast R-CNN modules, and the tattoo regression loss defined in (1) in the proposed approach are the same as those in the original Faster R-CNN (see Fig. 3 ).
We establish joint compact representation learning by introducing a new compact representation learning (CRL) sub-network (see Fig. 3 ). CRL consists of an instance pooling layer (e.g., P B ), a sequence of fully connected (FC) layers (e.g., FC B 1 and FC B 2 ), a latent layer with sigmoid activation (e.g., FC l ), and three sibling output layers (e.g., cls_loss, polarization, and dispersity). The instance pooling layer and the sequence of FC layers are the same as the RoI pooling and FC layers in Fast R-CNN, which compute a fixedlength feature vector from the shared feature map for each tattoo detection by Fast R-CNN, and optimize this feature w.r.t. the following CRL tasks. The latent layer (also an FC layer) with sigmoid activation is expected to generate nearbinary representation B i that will be binarized via (7) for large-scale search. The three sibling output layers model the corresponding constraints, i.e., polarization loss in (5), dispersivity loss in (6) , and classification loss in (3), respectively (see Fig. 3 ). Overall, the three loss functions work in a multi-task way to perform CRL given a tattoo detection. We use hyper-parameters to control the balance between individual losses
We set a ¼ b ¼ g ¼ 1 based on empirical results. It should be noted that although there are K classes of tattoos in the training dataset, the number of outputs in both RPN and Fast R-CNN remains two (corresponding to background and tattoo). The number of outputs for classification loss layer in our CRL is K.
The proposed approach differs from [71] , [72] in that: (i) [71] optimizes the feature representation for instance search by fine-tuning the detection network w.r.t. the query instances; however such features optimized for detection tasks may not be optimal for retrieval tasks. By contrast, the proposed approach jointly optimizes both detection and feature representation end-to-end; (ii) while the features used in [71] , [72] are real-valued, the proposed approach learns compact binary features, which are scalable; (iii) the bounding boxes used for computing the features for instance matching in [72] are not accurate compared to the final bounding box estimates used by the proposed approach; however, as we will show in the experiments, accurate tattoo bounding boxes are important for improving the tattoo matching accuracy; (iv) while [72] studied person search with a gallery set containing about 6,978 images, the scalability of the proposed approach is studied with a gallery dataset containing more than 300K distracter tattoo images; and (v) while cross-modality instance search, i.e., sketch based tattoo search is studied in our work, the performance of [72] under a cross-modality matching scenario is not known.
Implementation Details
Data Augmentation. Compared with the large-scale databases for object detection [73] and image classification [74] , the public-domain tattoo datasets such as Tatt-C [4] , Flickr [10] , and DeMSI [75] are of limited sizes (usually less than 10K). The limited datase size poses additional challenges to the proposed approach, i.e., the risk of overfitting, particularly for our CRL module, which usually requires multiple tattoo Fig. 4 . The benefit of using the polarization loss and dispersity loss. (a) an original feature vector of real values in the range of ½0; 1, (b) the learned feature vector after using the polarization loss alone (i.e., each element is close to either 0 or 1), (c) the learned feature vector after using the dispersity loss alone (i.e., the elements are evenly distributed on the two sides of 0.5), and (d) the learned feature vector after jointly using the polarization and dispersity losses (i.e., near-binary elements are evenly distributed on the two sides of 0.5).
images per class and a large number of tattoo classes to learn a robust model. Besides the commonly used data augmentation methods (e.g., random crop, translation, rotation, and reflection) [30] , we have designed 16 additional transformations 8 to replicate the diversity of one tattoo instance caused by various acquisition conditions (see Fig. 5 ). In addition, we have also generated a tattoo sketch (see Fig. 5 ) for data augmentation so that the proposed approach can generalize to sketch-based tattoo retrieval task.
Network Training. We use ResNet-50 as our backbone network for shared feature learning, which is pretrained on ImageNet [74] for parameters initialization. We use a confidence threshold of 0.8 to filter the tattoo detections by Fast R-CNN, which corresponds to about one false detection for every ten images, on average. The filtered tattoo detections are fed into CRL. The reason why we use a relatively high threshold is to avoid feeding non-tattoo detections into CRL, wich may cause difficulty in network convergence. We use a learning rate of 10 À4 during the fine-tuning of the pre-trained CRL. For the parameters of RPN and Fast R-CNN, we directly use the suggested values in [31] , [66] .
Since our approach performs tattoo detection and CRL jointly, the detection module usually takes one image as input (given a typical Titan X GPU), and outputs one detected tattoo, which is then used as the input to CRL. Thus, the batch size w.r.t. CRL is limited to one tattoo, which makes it difficult for CRL to converge. Such an issue cannot be resolved by just compiling a large training dataset or using data augmentation as in Fig. 5 . To address this issue, we make use of preceding feature buffering [72] to assist in CRL training. In addition, we stitch multiple randomly selected training images into a single image (see Fig. 3 ), and use it as the input to our detection module so that it can output multiple detected tattoos. In this way, multiple detected tattoos can be used for training CRL, and thereby improving the training batch size. We have found such stitched tattoo images to be very for training our joint tattoo detection and CRL network. We also use online hard example mining (OHEM) [76] in Fast R-CNN to improve its robustness in detection blurred, partial, and tiny tattoos. All the tattoo images are scaled before they are input to the network so that the shorter edge between width and height is 600 pixels.
EXPERIMENTS
Databases
There are only a limited number of tattoo databases in the public domain, such as Tatt-C [4] , Flickr [10] , and DeMSI [75] . These tattoo databases are used in the evaluations of our approach and comparisons with state-of-the-art.
Tatt-C. The NIST Tatt-C database was developed as an initial tattoo research corpus that addresses use cases representative of operational scenarios [4] . The tattoo versus non-tattoo classification dataset in Tatt-C contains 1,349 and 1,000 tattoo and non-tattoo images, respectively. The tattoo identification dataset in Tatt-C contains 157 and 215 probe and gallery images, respectively. A background dataset with 4,332 non-tattoo images was also used to populate the gallery set. The tattoo mixed-media dataset in Tatt-C, consisting of photos, sketches, and graphics, contains 181 and 272 probe and gallery images, respectively. A five-fold cross-validation was used for the identification experiment of each dataset in Tatt-C [4] . We also notice that the bounding-box annotations were provided for 7,526 tattoo images in Tatt-C, so we also report the tattoo detection accuracy using these image in Tatt-C. The tattoo images in the Tatt-C dataset contain variations of illumination, partial occlusion, and image blur (see Fig. 6a ).
Flickr. The Flickr tattoo database contains 5,740 and 4,260 tattoo and non-tattoo images that were collected from Flickr [10] . We can notice that the ratio of the tattoo images to the non-tattoo images is similar to that of the Tatt-C database. While the tattoo images in the Tatt-C database were collected from an indoor environment, the images in the Flickr database were taken from both indoor and outdoor environment, with diverse viewpoints, poses, and complex backgrounds (see Fig. 6b ). The Flickr database was original built for tattoo versus non-tattoo classification. We have extended the Flickr database by providing bounding-box annotations for each tattoo in the images. 9 Therefore, in our experiments, we are able to use the Flickr database to evaluate the tattoo detection (localization) performance.
DeMSI. The DeMSI dataset contains 890 tattoo images from the ImageNet [74] database. The boundary of each tattoo image was annotated for tackling the tattoo segmentation problem [75] . Since the tattoo images are from the ImageNet database, they are captured under an unconstrained scenario (see Fig. 6c ). The tattoo images from the DeMSI dataset are used together with our WebTattoo databases as the background images to populate the gallery dataset.
WebTattoo. We can notice that the above tattoo datasets are usually of limited sizes (less than 10K). Although the NIST Tatt-E challenge is reported to have a much larger tattoo testing dataset collected from real application scenarios, 10 there is no evidence this dataset will be put into the public domain. To replicate the operational scenario of tattoo search at scale, we have compiled a large tattoo database (named as WebTattoo) by (i) combining the above three public-domain tattoo databases together, (ii) collecting over than 300K distracter tattoo images from the Internet (see Fig. 6d ), and (iii) drawing 300 tattoo sketches by volunteers, who were asked to take a look at a tattoo image for one minute and then draw the tattoo sketch the next day (see an example of the tattoo sketch in Fig. 5 ). 11 Based on the WebTattoo dataset, we use a semiautomatic approach to find the tattoo classes which have multiple tattoo images per class. Specifically, a ResNet-50 network pre-trained on ImageNet is first used for automatic tattoo feature extraction and clustering (we used k-means clustering [77] ). The clusters are then manually verified to assure that each cluster contains only one class of tattoo images. Finally, we obtained about 600 tattoo classes, with nearly three tattoo images per class on average. We randomly choose about 1,400 tattoo images from 400 tattoo classes for training, and use tattoo images of the remaining 200 tattoo classes for testing. The training set is augmented using the method described in Section 3.4. We have manually annotated the tattoo bounding boxes for more than 78K tattoo images (original and augmented tattoo images) in total. Given such a large number of annotations, there are inevitably some missed tattoos by human workers (see Fig. 7b ). However, such issues are not unique in our tattoo search task; they exist in many databases for individual computer vision tasks, such as face detection and recognition, person detection and recognition, etc. In addition to the data augmentation, we also use the 5,740 tattoo images from the Flickr dataset for training. Since no class label is provided for the tattoo images in Flickr, these tattoo images contribute only to the detection loss in the proposed 10. https://www.nist.gov/programs-projects/tattoo-recognitiontechnology-evaluation-tatt-e 11. We plan to put the WebTattoo dataset into the public-domain.
approach during network training. For each class of tattoos in the testing set, we randomly choose one tattoo image for the query, and use the remaining tattoo images for the gallery. Overall, we have 200 tattoo images in the query and 350 tattoo images in the gallery. About 300K WebTattoo images that are not present in the training, gallery, and query sets, are used as the distracter tattoo images to populate the gallery set, and replicate the large-scale tattoo search scenario. For the 300 pairs of tattoo sketches and the mated tattoo photos, we randomly choose 240 pairs for training, and the remaining 60 pairs for testing. For each pair of tattoo sketch and image, the tattoo sketch is used for query, and the tattoo image is used for gallery. An operational tattoo dataset reported in [8] contains 327,049 tattoo images collected by the German police. Another operational tattoo dataset reported in [1] contains about 64,000 tattoo images, provided by the Michigan State Police. Our extended gallery set contains more than 300K tattoo images, which should reasonably replicate the operational tattoo search scenario.
Evaluation Metrics
The evaluations of the proposed approach and the comparisons with the state-of-the-art tattoo retrieval and identification methods cover the tasks of tattoo detection, identification, and large-scale search. For each task, we choose to use the widely used evaluation metric in the literature.
Tattoo Detection. We use the detection error trade-off (DET) curve to measure the tattoo detection performance, i.e., the recall versus false positives per image (FPPI). Given an intersection-over-union (IoU) threshold (we use 0.5) between the detected tattoo bounding boxes and the ground-truth tattoo bounding boxes, recall is defined as the fraction of detected bounding boxes with an IoU to the ground-truth larger than the threshold over the total amount of ground-truth bounding boxes.
Tattoo Search. We use the precision-recall curve to measure the tattoo search performance. Precision is the fraction of the mated tattoo images that have been retrieved over all the retrieved results for a given query tattoo. Recall, similar to that in the detection task, is the fraction of the mated tattoo images that have been retrieved over the total amount of mated tattoo images for a given query tattoo.
Tattoo Identification. We use the cumulative match characteristic (CMC) curve to measure the tattoo identification performance. Each point on CMC gives the fraction of the probe tattoo images that are correctly matched to their mated gallery images at a given rank.
Tattoo Detection
Since the proposed approach can perform tattoo detection and compact representation learning jointly, we first evaluate the tattoo detection performance of the proposed approach on the WebTattoo test and Tatt-C datasets. Specifically, we train our approach using the WebTattoo training set, and report the tattoo detection accuracy on the Web-Tattoo test and Tatt-C datasets. Since the Tatt-C dataset was primarily built for tattoo versus non-tattoo classification and tattoo identification tasks, only a limited number of published methods have reported tattoo detection performance on Tatt-C [21] . To provide more baseline performance, we train a Faster R-CNN tattoo detector used in [21] on the WebTattoo training dataset, and report its performance on the WebTattoo test and Tatt-C datasets. We should note that such a cross-database testing protocol is more challenging than the intra-database testing protocol used in [21] . Table 2 lists the tattoo detection performance of the proposed approach and the baseline methods. The state-of-theart tattoo detection method in [21] reported about 45 percent recall @ 0.1FPPI on a Tatt-C dataset with about 2,000 tattoo images (one tattoo per image). The Faster R-CNN tattoo detector we trained gives 56.2 and 80.2 percent recalls at 0.1FPPI on the Tatt-C and WebTattoo test datasets, respectively. The performance of the Faster R-CNN tattoo detector we trained is much higher than that in [21] , even though we are using a challenging cross-database testing protocol, and the Tatt-C subset we used for evaluation contains much more tattoo images than that was used in [21] (7,526 versus 2,000 tattoo images). The possible reason is that the WebTattoo training set contains more tattoo images than those used in the intra-database testing, which is helpful for training a deep learning based tattoo detector. In addition, our data augmentation can replicate the appearance variations existing in various tattoo images, and thus is helpful to improve the robustness of the tattoo detector in unseen scenarios. The proposed approach for joint tattoo detection and CRL achieves 61.7 and 87.1 percent recalls at 0.1FPPI on the Tatt-C and WebTattoo test datasets, respectively, which are much better than the state-of-the-art tattoo detectors.
The results indicate that the proposed approach can leverage multi-task learning to achieve robust feature learning and detector modeling. Another baseline tattoo detection method in [20] used a Graphcut based method, and reported 70.5 percent precision @ 41.0 percent recall on a Tatt-C dataset with 6,308 tattoo images. Under the same evaluation metric, the proposed approach can achieve 99.0 percent precision @ 41.0 percent recall on the above Tatt-C dataset with 7,526 tattoo images. Fig. 7 shows examples of good and poor tattoo detections by our approach on the WebTattoo database. We find that the proposed approach is quite robust to large pose and illumination variations as well as the diversity of tattoo categories. Some of the false detections by the proposed approach are due to the missed labeling of the tattoos (see the bottom tattoo image in Fig. 7b ). However, we notice that detecting tiny tattoos that are easily confused with the background region remains a challenging problem.
Tattoo Search
Efficient tattoo search is important for scenarios, where the search must be operated in a large volume of raw images or video frames. We evaluate the our approach for tattoo search at scale, and provide comparisons with several stateof-the-art methods [1] , [3] , [42] , [72] . For TattooID [1] , [3] , we reimplement it in Matlab because the early algorithm has been licensed to MorphoTrak 12 . For SSDH-VGG16 [42] and OIM-ResNet50 [72] , we directly use the code provided with their papers, and train the models using the same training set as our approach. Since SSDH-VGG16 is not able to detect tattoos from an input image, we also consider another baseline, i.e., Faster R-CNN is applied for tattoo detection first, and then SSDH-VGG16 is used to extract compact features for the detected tattoos (Faster R-CNN + SSDH). We have tried several confidence thresholds (e.g., 0.3, 0.5, 0.7 and 0.9) for tattoo detection using Faster R-CNN, and finally chosen to use a threshold of 0.3, because of its good performance for the final tattoo search. For both SSDH-VGG16 and OIM-ResNet50, we use 256D feature representations as suggested in their papers. For our approach, we also use a 256-bit compact feature for fair comparisons. When the gallery size is too large, i.e., with 300K background tattoo images in the gallery, for efficiency, we compute the precision-recall using the top-100 retrieval results. Fig. 8a shows the precision-recall curves of the proposed approach and the state-of-the-art methods for tattoo search without using the 300K background tattoo images to populate the gallery set. We are surprised to see that TattooID, a non-learning based matcher based on SIFT features, performs better than the deep learning based method SSDH-VGG16. The main reason is that SSDH-VGG16 alone is a holistic approach, which learns features from the entire tattoo images. Since many tattoo images contain large background regions around the tattoos, such a feature representation may capture more characteristics about the background regions than the tattoos, and thus leads to incorrect matches of tattoo images. This is also the reason why Faster R-CNN + SSDH achieves better performance than SSDH-VGG16. OIM-ResNet50, which is also a joint detection and feature learning method, is able to leverage the tattoo detection to reduce the influence of the background regions of the tattoos. As a result, the learned features could better represent the content of a tattoo, and achieves much higher tattoo search accuracy. However, OIM-ResNet50 extracts the features based on the region proposals of the tattoos instead of the final location estimations of the tattoos. Such a feature representation is less accurate than the proposed approach, which utilizes the final location estimations of the tattoos. The proposed joint tattoo detection and CRL approach performs better than all the baseline methods. The results suggest that multi-task learning used in our approach is helpful for learning more informative representation for tattoo search. In addition, the proposed approach leverages OHEM to improve the tattoo detection robustness, and stitched training images to increase the instance-level batch size during CRL. In Fig. 9 , we also provide the performance of tattoo search using the ground-truth tattoo bounding boxes to extract our compact features. The results clearly show that using more accurate tattoo bounding boxes for compact feature learning does improve the tattoo matching accuracy. However, we also notice that the CRL module achieves only 72 percent rank-1 identification rate using the ground-truth tattoo bounding Fig. 8 . Tattoo search performance (in terms of precision-recall) by the proposed approach and the state-of-the-art methods (TattooID [1] , SSDH-VGG16 [42] , Faster R-CNN + SSDH, and OIM-ResNet50 [73] ) on the WebTattoo test dataset: (a) Without background tattoo images in the gallery set, and (b) with 300K background tattoo images in the gallery set; for TattooID, we report its tattoo search performance using an extended gallery set with only 100K background images because of its long running time. After we populate the gallery set using 300K background tattoo images, as expected, all the approaches report decreased tattoo search performance (Fig. 8b) . Matching the query tattoo images with the complete 300K gallery using TattooID would take more than one week on CPU, so we use 100K background tattoo images for TattooID. Again, both OIM-ResNet50 and the proposed approach outperform TattooID and SSDH-VGG16 by a large margin, and our approach performs better than OIM-ResNet50. This suggests that the proposed approach remains effective under large-scale tattoo search scenarios.
We also evaluate the influence of different code lengths to the final tattoo search performance of our approach. As shown in Fig. 11 , when we increase the code length to 512 bits, there is no performance improvement; instead, a minor precision drop is observed around 60 percent recall. If we reduce the code length to 128 bits, there will be a large performance drop of the precision. Therefore, we choose to use 256-bit compact features in all the experiments of our approach. Fig. 10a shows examples of tattoo search results by our approach on the WebTattoo database, in which the top-5 matched gallery images are given for each query tattoo image. We can see that the proposed approach is robust against variations of body pose, illumination, and scale. Some of the incorrectly matched gallery tattoo images by the proposed approach show high visual similarity to the query tattoo image (see the second row in Fig. 10a ).
Sketch Based Tattoo Search
In many scenarios, the surveillance image of the crime scene is not available, so the query is in the form of a sketch of a tattoo drawn based on the description provided by an eyewitness (see Fig. 10b ). Therefore, it is important to evaluate the performance of a tattoo search system under a sketch based tattoo search scenario. SSDH-VGG16 [42] , Faster R-CNN + SSDH, OIM-ResNet50 [72] , and our method that are used in Section 4.4, are fine-tuned on the tattoo sketch training set consisting of 240 pairs of tattoo sketches and photos, and then evaluated on the tattoo sketch test set. Fig. 12 shows the precision-recall curves of the proposed approach and the state-of-the-art methods for sketch-based tattoo search. As expected, as a cross-modality search problem, tattoo sketch-to-photo matching is much more challenging than tattoo photo-to-photo matching. Different from the observations in image-based tattoo search, SSDH-VGG16 performs better than TattooID in sketch-based tattoo search. The main reasons are two-fold: (i) TattooID detects much less SIFT keypoints from the tattoo sketches drawn on the papers than from the tattoo photos; (ii) the learning Fig. 10 . Examples of tattoo image search results by the proposed approach using (a) tattoo photos and (b) tattoo sketches as queries. For each query tattoo image, the top-5 tattoo gallery images in the returned list are given. Fig. 11 . The influence of the compact binary code length (in bit) to the tattoo search performance (in terms of precision-recall) by the proposed approach reported on the WebTattoo test dataset without using background tattoo images in the gallery set.
based methods, such as SSDH-VGG16, are able to leverage the tattoo sketch-photo pairs to learn a feature representation that mitigates the modality gap between the tattoo sketches and photos. The methods that compute features from the detected tattoos (e.g., the proposed approach, OIM-ResNet50, and Faster R-CNN + SSDH) perform better than the methods that directly extract features from the holistic tattoo images. The proposed approach performs consistently better than the state-of-the-art methods in sketch based tattoo search. The results suggest that proposed joint tattoo detection and CRL approach has good generalization ability into the sketch-based tattoo search scenario. Fig. 10b shows examples of sketch-based tattoo search results by our approach. Benefited from the joint tattoo detection in the proposed approach, our feature representation can reduce the influence of the background regions of the tattoos in the gallery set, and thus is able to match a tattoo sketch to its mated tattoo image at a low rank.
Tattoo Identification
Automatic tattoo identification techniques are usually utilized to generate a candidate suspect list, which is used for human or forensic analysis. While high rank-1 accuracy is ideal, success in these forensic recognition scenarios is generally measured by the accuracies from rank-1 to rank-100 [78] . Therefore, a number of the published tattoo identification methods reported their performance in terms of CMC curves covering rank-1 to rank-100 [1] , [3] , [7] , [9] , [19] . We report the CMC curves of the proposed approach and the state-of-the-art methods on the WebTattoo test dataset in Fig. 13 . Again, the results show that the methods that compute features from the detected tattoos (e.g., the proposed approach, OIM-ResNet50, and Faster R-CNN + SSDH) perform better than the methods that directly extract features from the holistic tattoo images (e.g., SSDH and TattooID). However, the proposed approach, which leverages multitask learning to perform joint tattoo detection and CFL, achieves the best accuracy. When the 300K background images are used to populate the gallery set, all the approaches are observed to have decreased identification accuracies, e.g., about 30 percent degradation at rank-1 identification accuracy. The proposed approach still performs better than the baselines in such a challenging scenario. These results indicate that the proposed approach has good generalization ability into the scenario of tattoo identification with a large gallery set.
On the public Tatt-C identification dataset, the proposed approach achieves 99.2 percent rank-1 identification accuracy. The MorphoTrak and the Purdue teams reported 99.4 and 98.7 percent rank-1 identification accuracies on the Tatt-C identification dataset. While the results by MorphoTrak are slightly better than ours, they used four folds of data of Tatt-C for training, and the fifth-fold data for testing. By contrast, our approach is trained on the WebTattoo training dataset, which is different from the tattoo images in Tatt-C.
In addition to the above evaluations, we also evaluate the generalization ability of the proposed approach in other instance-level retrieval tasks, such as on Paris [79] and Oxford [80] , which contain challenging viewpoint and scale variations. Following the same testing protocol as the stateof-the-art method [42] , our approach achieves 83.24 and 53.04 percent mAP on Paris and Oxford, respectively, which are comparable to the performance of state-of-the-art method [42] (83.87 and 63.79 percent mAP on Paris and Oxford, respectively). These results show that the proposed approach has good generalization ability to new application scenarios.
Ablation Study
We provide ablation studies of our approach in terms of three loss functions, i.e., (i) basic cross-entropy loss, (ii) Fig. 12 . Sketch based tattoo search performance (in terms of precisionrecall) by the proposed approach and the state-of-the-art methods (TattooID [1] , SSDH-VGG16 [43] , Faster R-CNN + SSDH, and OIM-ResNet50 [73] ) on the WebTattoo test dataset without background tattoo images in the gallery set. Fig. 13 . Tattoo identification performance (in terms of CMC) by the proposed approach and the state-of-the-art methods (TattooID [1] , SSDH-VGG16 [42] , Faster R-CNN + SSDH, and OIM-ResNet50 [72] ) on the WebTattoo test dataset: (a) Without 300K background tattoo images in the gallery set, and (b) with 300K background tattoo images in the gallery set; for TattooID, we report its tattoo search performance using an extended gallery set with only 100K background images because of its long running time.
cross-entropy loss and dispersity loss, and (ii) all three losses together. The precision-recall curves calculated using the top-100 retrieval results of the three experiments are shown in Fig. 14. We can see that using dispersity loss together with the cross-entropy loss does not improve the rank-1 tattoo search accuracy compared to using crossentropy loss alone, but it does improve the overall performance beyond rank-1. Jointly using all three losses leads to the best performance, particularly for the rank-1 tattoo search accuracy; this is important for practical applications. The reason why jointly using all three losses works better for compact feature learning is that while cross-entropy loss is helpful for generating real-valued codes that are discriminative between individual tattoo classes, dispersity and polarization losses assure the real-valued codes are nearbinary and evenly distributed in the code space (see our explanations in Section 3.2 and Fig. 4 ).
Computational Cost
Our approach takes about 0.2 sec. in total to perform joint detection and CRL on a Titan X GPU. After obtaining the compact feature (256-bit), the average time of computing the Hamming distance of two 256-D binary codes is 0.06 ms on an Intel i7 3.6 GHz CPU without using bitwise operation based optimizations, which is 5 times faster than computing the cosine distance of two 256-D real-valued codes (0.3 ms on average). Such a difference in computational cost matters particularly for scenarios of tattoo search from huge volumes of surveillance video frames or handling multiple parallel searching requests. At the same time, comparisons with the state-of-the-art methods based on real-valued codes, e.g., [72] , show that our compact binary codes of the same length can achieve better accuracy. Only a few of the published tattoo identification and retrieval methods have reported computational costs. For example, [15] reported an average of 24 sec. in comparing one query tattoo against 10K gallery tattoos after obtaining the SIFT features on an Intel Core2 2.66 GHz CPU, which is much slower than the proposed compact representation. We also profiled the tattoo detection time by a Faster R-CNN detector in [21] (using the same input image size as our approach) and the feature extraction time by a VGG-16 CNN network used in [42] . Tattoo detection and feature extraction per tattoo detection take 0.2 sec. and 0.04 sec., respectively. This indicates that the proposed approach is more efficient in real application scenarios, in which there are usually more than one tattoo detections per image.
CONCLUSIONS
This paper presents a joint detection and compact feature learning approach for tattoo image search at scale. While existing tattoo search methods mainly focus on matching cropped tattoos, the proposed approach models tattoo detection and compact representation learning in a single convolutional neural network via multi-task learning. The WebTattoo dataset consisting of 300K tattoo images was compiled from the public-domain tattoo datasets and images from the Internet. In addition, 300 tattoo sketches were created for sketch-based tattoo search to replicate the scenario where the surveillance image of the tattoo is not available. These datasets help evaluate the proposed approach for tattoo image search at scale and in operational scenarios. Our approach performs well on a number of tasks including tattoo detection, tattoo search at scale, and sketchbased tattoo search. The proposed data augmentation method is able to replicate various tattoo appearance variations, and thus is helpful to improve the robustness of the tattoo detector in unconstrained scenarios. Experimental results with cross-database testing protocols show that the proposed approach generalizes well to the unseen scenarios.
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