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Abstract—Commonly used automatic speech recognition (ASR)
systems can be classified into frame-synchronous and label-
synchronous categories, based on whether the speech is decoded
on a per-frame or per-label basis. Frame-synchronous systems,
such as traditional hidden Markov model systems, can easily
incorporate existing knowledge and can support streaming ASR
applications. Label-synchronous systems, based on attention-
based encoder-decoder models, can jointly learn the acoustic and
language information with a single model, which can be regarded
as audio-grounded language models. In this paper, we propose
rescoring the 𝑁-best hypotheses or lattices produced by a first-
pass frame-synchronous system with a label-synchronous system
in a second-pass. By exploiting the complementary modelling of
the different approaches, the combined two-pass systems achieve
competitive performance without using any extra speech or text
data on two standard ASR tasks. For the 80-hour AMI IHM
dataset, the combined system has a 13.7% word error rate
(WER) on the evaluation set, which is up to a 29% relative
WER reduction over the individual systems. For the 300-hour
Switchboard dataset, the WERs of the combined system are 5.7%
and 12.1% on Switchboard and CallHome subsets of Hub5’00,
and 13.2% and 7.6% on Switchboard Cellular and Fisher subsets
of RT03, up to a 33% relative reduction in WER over the
individual systems.
Index Terms—Speech recognition, system combination, frame-
synchronous, label-synchronous.
I. INTRODUCTION
AUTOMATIC speech recognition (ASR) is a task thatconverts a speech sequence to its corresponding text
sequence. Since the number of frames in the input sequence
is generally different from the number of labels in the output
sequence, the decoding procedure that searches for the most
probable label sequence given the speech sequence can be
performed either on a per-frame or a per-label basis. Based on
this criterion, most widely used ASR systems can be divided
into frame-synchronous and label-synchronous categories.
Regarding frame-synchronous systems, an extensively stud-
ied and widely adopted ASR approach is the noisy source-
channel model [1]. It generally consists of an acoustic model
(AM) based on hidden Markov models (HMMs), a language
model (LM) and a decoder that searches for the most likely
word sequence by incorporating acoustic, phonetic, and lex-
ical information. One of the key characteristics of the noisy
source-channel model is that the decoding step is synchronous
with the input acoustic frames. The emission probabilities of
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the HMM-based AMs can be modelled by artificial neural
networks (NNs) [2].
Besides the modular HMM-based systems, there is a long
history in the investigation of integrated NN-based systems.
A popular approach is called connectionist temporal classi-
fication (CTC) [3]. CTC can be viewed as a variant of the
noisy-source channel model and often uses simpler training
and decoding procedures than the NN-HMM systems.
By allowing the model to produce blank symbols and col-
lapsing repetitive symbols, CTC outputs frame-asynchronous
label sequences through a frame-synchronous decoding proce-
dure. More recently, the recurrent neural network transducer
(RNN-T) [4] was proposed to improve CTC by removing the
independence assumption in output labels by incorporating an
additional prediction network in the model structure.
Inspired by recent advances in machine translation [5], the
attention-based encoder-decoder (AED) models have emerged
as another integrated NN-based approach for ASR [6]–[8].
Since the attention mechanism captures the alignment between
the input frames and output labels, the decoder in AED can
operate at a per-label basis, which predicts the current label
by attending to multiple input frames and taking the previous
labels into account, and is, therefore, a label-synchronous
method. There are also various other label-synchronous meth-
ods studied in the speech community [9]–[11] and algorithms
that allow frame-synchronous systems to operate in a label-
synchronous fashion [12].
Due to their different modelling approaches, frame-
synchronous and label-synchronous systems are highly com-
plementary [13]–[15]. On one hand, frame-synchronous sys-
tems, such as HMM-based systems, more naturally handle
streaming data and incorporate structured knowledge such
as lexicons. Label synchronous systems, on the other hand,
are designed to model the acoustic and language information
jointly and can serve as an audio-grounded LM. In this paper,
we propose combining these two distinctive types of systems
in a two-pass fashion to leverage the advantages of each.
Overall, The contributions of this paper are as follows:
1) proposes a simple and effective combination framework
for frame-synchronous and label-synchronous systems
using 𝑁-best and lattice rescoring;
2) proposes an improved lattice rescoring algorithm for
label-synchronous systems;
3) achieves competitive word error rates (WERs) on AMI
and Switchboard datasets without additional acoustic
and text data.
In the rest of the paper, related work is first described in
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tems and draws connections between HMM-based and CTC
acoustic models. Section IV introduces label-synchronous sys-
tems and compares between RNN decoders and Transformer
decoders. Motivated by the complementarity of two types of
system, Section V presents details of the two-pass combination
framework using 𝑁-best and lattice rescoring. The experimen-
tal setup and results are given in Sections VI and VII, and the
paper concludes in Section VIII.
II. RELATED WORK
A. Hybrid CTC and Attention-Based Models
Watanabe et al. [16] proposed to augment AED with
an extra output layer for CTC in the multi-task training
framework. During decoding, beam search is performed based
on the label-synchronous decoder of AED, and the frame-
synchronous scores produced by the CTC output layer are
interpolated with the label-synchronous scores of the current
partial hypothesis to improve pruning [16]. There are a few key
differences between Watanabe’s joint decoding approach [16]
and our proposed combination approach. First, our approach
performs beam search in a frame-synchronous fashion. It is
known that beam search with frame-synchronous systems can
more easily handle streaming data and explore a larger search
space. Second, although it is possible to incorporate the scores
from two types of systems in a single decoding pass, our
method achieves this using a frame-synchronous decoding pass
followed by a separate rescoring pass by a label-synchronous
system. The two-pass approach not only makes it easier to
implement by reusing the existing LM rescoring framework,
but also allows the two types of system to have different output
units. Third, our method is configured to combine multiple
systems and can use different model structures with or without
sharing the encoder. This offers more flexibility in the choice
of the systems and possibly more complementarity.
B. Two-Pass End-to-End ASR
Sainath et al. [17] proposed using an RNN-T to generate
𝑁-best hypotheses during the first pass and then rescore them
using an AED, which is trained in the multi-task framework by
sharing the encoders of RNN-T and AED. Using an adaptive
beam and a prefix-tree representation for 𝑁-best list improves
the rescoring results and speed. This is another instance of
combining frame-synchronous and label-synchronous systems,
which is probably the most similar method to ours. Compared
to our approach, Sainath’s approach [17] pays more attention
to on-device streaming constraints such as model size and
latency, and therefore sacrifices the extra complementarity
from different encoders. Furthermore, the use of the RNN-
T decoder reduced the size of the search space to be explored
due to its high computational cost, and thus only the 𝑁-best
hypotheses are used for second pass rescoring. In contrast,
our method allows a more flexible choice of the first pass
frame-synchronous systems, including NN-HMMs and CTC in
addition to RNN-T. Since NN-HMMs and CTC do not have
a model-based decoder, it is easier for them to incorporate
structured knowledge and construct richer lattices.
C. Extending Our Previous Work: Integrating Source-Channel
and Attention-Based Models
This paper builds on the techniques and observations in our
previous work [14]. In that work, we started by comparing
Watanabe’s joint decoding approach [16] with our proposed
two-pass combination approach, termed integrated source-
channel and attention-based models (ISCA), under the multi-
task training framework. In ISCA, both CTC and NN-HMMs
were used as the source-channel model to perform the first pass
decoding, and an RNN-based AED model was used to rescore
the derived 𝑁-best hypotheses. It was shown that by using
triphone targets together with a lexicon, ISCA outperformed
the joint decoding approach. Further improvements were ob-
served when multi-task training was not used, i.e. the encoders
of the source-channel and AED models are trained separately.
Shortly afterwards, an approach similar to ISCA that combines
frame-synchronous and label-synchronous systems at the hy-
pothesis level was also studied [18].
In this paper, the NN-HMM systems and AED models are
built separately to allow them to have different model architec-
tures, output units and training procedures, which maximises
their complementarity and the combined performance. Further-
more, not only 𝑁-best but also lattice rescoring are investigated
in this paper, and an improved lattice rescoring algorithm
is proposed. For the AED models, Conformer encoders are
used in this work instead of the LSTM encoders in [14] for
improved performance. Furthermore, this paper compares an
RNN-based decoder with a Transformer-based decoder for
𝑁-best and lattice rescoring. Lastly, the combination of an
NN-HMM system, an RNNLM, and two AED models with
different decoders is studied.
III. FRAME-SYNCHRONOUS SYSTEMS
Speech recognition can be viewed as a noisy source-channel
modelling problem [1] where speech is produced and encoded
via a noisy channel and the recogniser finds the most probable
source text W∗ given the observation sequence O. That is,
W∗ = arg max
W
𝑃(W|O) ∝ arg max
W
𝑝(O|W)𝑃(W), (1)
where 𝑝(O|W) is estimated by an AM and 𝑃(W) is esti-
mated by an LM [1]. With standard HMM AMs, each decoding
step consumes one acoustic frame, which makes it frame-
synchronous.
A. NN-HMM Systems
In acoustic modelling, HMMs (as shown in Fig. 1a) together
with NNs, are used to model the generative process of the
observation sequences w.r.t. the subword units. The model
parameters are estimated by maximum likelihood (ML), whose
loss function form can be written as





𝑃(𝑠𝑡+1 |𝑠𝑡 )𝑝(x𝑡 |𝑠𝑡 ), (2)
where 𝑇 is the length of the utterance; S is a collection of
all possible HMM state sequences corresponding to the given
reference transcriptionWref, and [𝑠1:𝑇 ] ∈ S. 𝑃(𝑠𝑡+1 |𝑠𝑡 ) is the
transition probability, which is less important compared to the




Fig. 1. (a) is a single-state HMM. (b) is a CTC-equivalent HMM topology.
The white and grey circles are emission and non-emission states, and ∅ is
the blank symbol.
𝑝(x𝑡 |𝑠𝑡 ) for NN-HMMs. The observation probability 𝑝(x𝑡 |𝑠𝑡 )
can be estimated by
𝑝(x𝑡 |𝑠𝑡 ) ∝ 𝑃(𝑠𝑡 |x𝑡 )/𝑃(𝑠𝑡 ), (3)
where x𝑡 is the input vector to an NN at time 𝑡, which is
often obtained by stacking a subset of frames in O = [o1:𝑇 ];
𝑃(𝑠𝑡 |x𝑡 ) is the output of the NN at 𝑡 relevant to 𝑠𝑡 ; 𝑃(𝑠𝑡 ) is
the prior probability that can be estimated as the frequency of
𝑠𝑡 in the training data.
During training, the forward-backward procedure can be
used to find the summation in Eqn. (2) [19]. Alternatively, the
summation can be approximated using only one state sequence
found by performing state-to-frame alignment with a pre-
trained ASR system [2]. At test-time, by modifying Eqn. (1),
the AM and LM scores are combined based on a log-linear
interpolation with an LM weight in decoding.
B. CTC and RNN-T
CTC trains an NN AM with a blank output symbol at the
sequence-level without any explicit HMM structure [3]. The
training loss function is





𝑃(𝑠𝑡 |x𝑡 ), (4)
where S collects all possible symbol sequences that can map
to Wref by removing repeated symbols and blanks. During
training, alignments and losses are computed by the forward-
backward procedure.
By comparing Eqn. (4) to Eqn. (2), CTC is equivalent to
a special instantiation of the two-state HMM structure when
𝑃(𝑠𝑡 ) and 𝑃(𝑠𝑡+1 |𝑠𝑡 ) are constant for any state [20]. As shown
in Fig. 1b, the first emission state of the HMM is the skippable
blank state with a self-loop and the second state corresponds to
the subword unit. The blank state is shared across all HMMs.
Therefore, it is reasonable to view CTC as a special HMM-
based AM, which combines the HMM topology, the ML
training loss and the forward-backward procedure. Although
CTC is often used to model grapheme-based units to avoid
using a complex decoder, CTC systems can have much bet-
ter performance by re-introducing phone-based output units,
lexicon and the frame-synchronous decoder [14].
To remove the independence assumption across output
tokens in CTC, RNN-transducer was proposed [4] where a
prediction network and a joint network are added such that
each non-blank output token depends on the previous ones.
Nevertheless, since the underlying loss computation is the
same as CTC and the decoding process runs frame-by-frame,
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Fig. 2. (a) An RNN neural decoder and (b) a Transformer neural decoder
predicting the output distribution of subword unit 𝑐𝑙 at the 𝑙-th step.
that, with a limited history used for the prediction network,
RNN-Ts can be decoded similarly as the HMM-based AM
with a lexicon and an LM [21].
IV. LABEL-SYNCHRONOUS SYSTEMS
An AED model maps a 𝑇-length input sequence O to an 𝐿-
length output subword sequence C = [𝑐1:𝐿] where the input
length is normally longer than the output length. Instead of
decomposing into AMs and LMs as in Section III, the AED
model computes the posterior distribution 𝑃(C|O) directly
following the chain rule of conditional probability:




The encoder extracts acoustic features while the decoder
generates hypotheses, and the acoustic and language informa-
tion is jointly learned using a single model without making
any independence assumption. The neural decoder processes
label-by-label, and 𝑃(C|O) is maximised using the per-label
cross-entropy loss in training. Hence, AED models are label-
synchronous.
A. Neural Encoder
The neural encoder of an AED model extracts a sequence
of hidden representations E from O using an NN architecture,
E = NeuralEncoder(O). (6)
Commonly used NN architectures for NeuralEncoder include
a stack of RNN layers, such as long short-term memory
(LSTM) layers [6], [8], Transformer encoder blocks [22], and
Conformer encoder blocks [23].
B. Neural Decoder
Label-synchronous systems can be categorised into two
types according to the decoder architecture.
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TABLE I
COMPARISON OF THE COMPLEXITIES OF RNN AND TRANSFORMER
DECODERS WITH RESPECT TO OUTPUT SEQUENCE LENGTH 𝐿.
neural decoder computation complexity storage complexity
training test training test
RNN 𝑂 (𝐿) 𝑂 (𝐿) 𝑂 (𝐿) 𝑂 (1)
Transformer 𝑂 (1) 𝑂 (𝐿) 𝑂 (𝐿2) 𝑂 (𝐿2)
1) RNN Decoder: The first generation of AED models
were RNN-based [6], [8]. As shown in Fig. 2a, at each
decoding step 𝑙, E is transformed into a context vector h𝑙
based on the annotation vector a𝑙 produced by the attention
mechanism. The RNN decoder is assumed to satisfy the first-
order Markov property [24], which assumes 𝑃(𝑐𝑙 |𝑐1:𝑙−1,O) =
𝑃(𝑐𝑙 |𝑐𝑙−1, d𝑙−1,O) by conditioning on O and the previous
decoder state d𝑙−1. The decoding procedure stops when the
end-of-sentence symbol is generated, which allows output
sequences to have variable lengths. More specifically,
a𝑙 = Attention(a𝑙−1, d𝑙−1, E) (7)
h𝑙 = E a𝑙 (8)
𝑃(𝑐𝑙 |𝑐𝑙−1, d𝑙−1,O), d𝑙 = RNNDecoder(𝑐𝑙−1, d𝑙−1, h𝑙). (9)
2) Transformer Decoder: Transformers [22] have recently
emerged as another type of AED model without recurrent
structures. Instead of the location-based attention-mechanism
used by RNN-based AED, Transformers use multi-head scaled
dot-product attention and positional encoding to process all
time steps in a sequence in parallel while preserving the
sequential information, which greatly accelerates training. As
illustrated in Fig. 2b, a Transformer decoder can have multiple
blocks, where each block consists of a self-attention layer that
performs multi-head attention over the decoder input or the
output from the previous decoder block, an encoder-decoder
attention layer that performs multi-head attention over the
encoder output and a feed-forward module. A Transformer
decoder is denoted as
𝑃(𝑐𝑙 |𝑐1:𝑙−1,O) = TransformerDecoder(𝑐1:𝑙−1, E). (10)
At test-time, a sequential step-by-step decoding procedure is
still necessary for Transformer decoders. Meanwhile, unlike
RNN decoders that employ the first-order Markov property,
the hidden representations produced by all blocks in the
Transformer decoder at all previous time steps are required to
be stored throughout the entire decoding procedure for self-
attention, which makes it less memory efficient. Table I shows
the complexities of different decoders, which indicates that
the RNN decoder is more suitable for long utterances due to
its high memory efficiency while Transformer decoders may
perform better since they do not make the Markov assumption.
V. COMBINING FRAME-SYNCHRONOUS AND
LABEL-SYNCHRONOUS SYSTEMS
A. Motivation
Frame-synchronous and label-synchronous systems exhibit
distinctive advantages due to their different modelling and
decoding strategies. Frame-synchronous systems such as NN-
HMMs and CTC assume the calculations of different 𝑃(𝑠𝑡 |x𝑡 )
are independent. In contrast, label-synchronous systems such
as AED models calculates 𝑃(C|O) based on Eqn. (5) without
making any label independence assumption. Consequently,
frame-synchronous systems with phone-based acoustic mod-
els can easily incorporate structured phonetic, linguistic and
contextual knowledge by using a lexicon. This is very helpful
for the robustness of the ASR systems such as rare words.
Because of the label independence assumption, NN-HMMs
and CTC can produce a rich and compact graph-based repre-
sentation of the hypothesis space for each utterance such as
a lattice and a confusion network. Recent studies show that
by limiting the history context, i.e. imposing some degree of
label independence assumption, RNN-Ts can also effectively
generate lattices with comparable performance to the full-
context RNN-Ts [25]. It is more difficult for label-synchronous
systems to generate lattices since the previous decoding output
needs to be fed into the auto-regressive neural decoder to
obtain the probability distribution over the next token. The
hypothesis space explored by label-synchronous systems is
normally limited to the top 𝑁 candidates, which is significantly
less than lattices from frame-synchronous systems. Although it
is more challenging to adapt AED models to process streaming
data due to its label-synchronous nature [26], [27], AED
models can jointly model acoustic and textual information and
the neural decoder can model long-range dependencies across
labels without the independence assumption.
Therefore, it is desirable to leverage the advantages of both
types of systems and exploit their complementarity to improve
the performance of the final ASR system. In this work, we
propose a generic two-pass ASR combination method, which
uses the frame-synchronous systems to perform the first-pass
decoding and uses the label-synchronous system to rescore the
first-pass results. In the first-pass decoding with NN-HMMs or
CTC systems, the model can process streaming data, leverage
structured knowledge in particular contextual knowledge, and
recover from search errors made in early decoding steps. In the
second-pass rescoring with AED systems, complete acoustic
and language information from each entire utterance can be
used jointly to refine the estimation of hypothesis probabilities.
Furthermore, since NN-HMM or CTC systems prune most of
the less possible hypotheses, rescoring with AED can be more
robust and efficient than decoding with AED models.
B. Combination Framework
As shown in Fig. 3, the acoustic features of an utterance
are first passed through the acoustic model of the frame-
synchronous system. Together with a language model and
a lexicon, the frame-synchronous decoder generates the hy-
potheses in the form of an 𝑁-best list or a lattice with
corresponding acoustic and language model scores. The same
acoustic features can be forwarded through the neural encoder
of the label-synchronous system. The neural decoder then uses
the hidden representations of the acoustic signal and scores the
hypotheses from the first-pass similar to the training mode.
Finally, applying either 𝑁-best rescoring or lattice rescoring
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Rescoring 
Algorithm
Acoustic Model Frame-Synchronous Decoder






















     Hypotheses 
(N-best / Lattices)
Fig. 3. Pipeline for combining a frame-synchronous system and a label-synchronous system. Rounded box indicates trainable models and rectangular box
indicates an algorithm or a procedure.
with tuned interpolation coefficients yields the best hypothesis
of the combined system. Generically, if a frame-synchronous
system 𝑃 𝑓 and a label-synchronous system 𝑃𝑙 are available,
the final score of a hypothesis W for an utterance O is
S(W|O) = log 𝑃 𝑓 (W|O) + 𝛼 log 𝑃𝑙 (W|O) (11)
where 𝛼 is the interpolation coefficient.
For HMM-based frame-synchronous systems, AM scores
and 𝑛-gram LM scores are available as in Eqn. (1). When
combining with label-synchronous systems, the LM scaling
factor can also be tuned together with other interpolation
coefficients. For example, when rescoring with an RNNLM
𝑃RNNLM, a label-synchronous system with an RNN decoder
𝑃𝑙−RNN, and a label-synchronous system with a Transformer
decoder 𝑃𝑙−TFM, the final score becomes
S(W|O) = log 𝑝(O|W)
+ 𝛾 log 𝑃𝑛-gram (W) + _ log 𝑃RNNLM (W)
+ 𝛼 log 𝑃RNN (W|O) + 𝛽 log 𝑃TFM (W|O)
+ ^ |W| (12)
where 𝛾, _ are the coefficients for two LMs, 𝛼, 𝛽 are the
coefficients for two label-synchronous systems, ^ is the in-
sertion penalty, and |W| is the number of words in the
hypothesis. Based on Eqn. (12), label-synchronous systems
can be viewed as audio-grounded language models. For other
frame-synchronous systems, corresponding scores from vari-
ous systems can be interpolated in a similar fashion.
In contrast to the proposed framework, standard combi-
nation methods for ASR systems are not suitable for com-
bining with label-synchronous systems. For example, confu-
sion network combination [28] requires decoding lattices and
ROVER [29] requires comparable confidence measures from
both types of system. The benefits of using hypothesis-level
combination may be limited, because the hypothesis space
generated from the frame-synchronous system is generally
much larger than the label-synchronous system.
C. Training
The frame-synchronous system and the label synchronous
system can be trained separately or jointly in a multi-task
fashion by sharing the neural encoder with the acoustic
model. For multi-task trained models [16], the total number
of parameters in the entire system is smaller due to parameter
sharing. Although multi-task training can be an effective way
of regularisation, setting the interpolation weights between
the two losses and configuring the learning rate to achieve
good performance for both models may not be straightforward.
Moreover, multi-task training also limits the model architec-
tures or model-specific training techniques that can be adopted
for individual systems. For example, the acoustic model can
be a unidirectional architecture for streaming purposes but
the neural encoder for the label-synchronous system can be
bi-directional for second-pass rescoring. Acoustic models in
frame-synchronous systems normally have a frame subsam-
pling rate of 3 in a low frame-rate system [30], [31] but neural
encoders normally have a frame rate reduction of 4, by using
convolutional layers [23] or pyramidal RNNs [8], for better
performance. Frame-level shuffling [32] is important for the
optimisation of HMM-based acoustic models, whereas label-
synchronous systems have to be trained on a per utterance
basis. Triphone units are commonly used for HMM-based
acoustic models whereas word-pieces are widely used for
attention-based models [33]. Overall, sharing the acoustic
model and the neural encoder in a multi-task training frame-
work hampers both systems from reaching the best possible
performance. Therefore, this work will focus on different
systems that are trained separately.
D. N-best Rescoring
The frame-synchronous system generates the top 𝑁 hy-
potheses for each utterance. The word sequence W can
be tokenised into the set of word-pieces modelled by the
label-synchronous system. The word-piece sequence C can be
forwarded through the neural decoder to obtain the probability
for each token 𝑃(𝑐𝑡 |𝑐1:𝑡−1,O). By tuning the interpolation
coefficients in Eqn. (12) to have the lowest WER on the
development set, the final hypothesis is the one with the
highest score among the top 𝑛 candidates.
W∗ = arg max
W
S(W|O) (13)
When rescoring the 𝑁-best hypotheses with a label-
synchronous system with an RNN-based decoder, the time
complexity is 𝑂 (𝐿) and the space complexity is 𝑂 (1) because
of the sequential nature of RNNs. In contrast, a Transformer-
based decoder has a time complexity of 𝑂 (1) and space
complexity of 𝑂 (𝐿2) as during Transformer training. Since
the entire hypothesis is available, self-attention can be directly
computed across the whole sequence for each token.
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Algorithm 1 Lattice Rescoring Using a Label-Synchronous Model1
1: procedure LATTICERESCORE(lattice, model, utt, ngram, collar)
2: cache← CREATECACHE(model, utt, collar) ⊲ Initialise the two-level cache
3: for node 𝑛𝑖 in lattice.nodes do ⊲ Initialise expanded nodes and arcs
4: 𝑛𝑖 .expanded nodes ← []; 𝑛𝑖 .expanded arcs ← []
5: end for
6: lattice.nodes[0].expanded nodes.Append(lattice.nodes[0].Duplicate()) ⊲ Initialise the starting node
7: for node 𝑛𝑖 in lattice.nodes do ⊲ Lattice traversal, expansion and rescoring
8: for node ?̃? 𝑗 in 𝑛𝑖 .expanded nodes do
9: for arc 𝑎𝑘 in 𝑛𝑖 .exits do
10: 𝑛𝑘 ← 𝑎𝑘 .dest
11: hist ← LASTNITEMS([?̃? 𝑗 .hist, 𝑛𝑘 .word], ngram-1)
12: if ∃ node ?̃?𝑙 ∈ 𝑛𝑘 .expanded nodes such that ?̃?𝑙 .hist = hist then
13: ?̃?𝑙 ← 𝑎𝑘 .Duplicate(?̃? 𝑗 , ?̃?𝑙) ⊲ Create arc between expanded nodes
14: else
15: ?̃?𝑙 ← 𝑛𝑘 .Duplicate(hist) ⊲ Create expanded node with new history
16: 𝑛𝑘 .expanded nodes.Append(?̃?𝑙)
17: ?̃?𝑙 ← 𝑎𝑘 .Duplicate(?̃? 𝑗 , ?̃?𝑙) ⊲ Create arc between expanded nodes
18: end if
19: post ← LASTNITEMS([cache.GetPost(?̃? 𝑗 .hist, ?̃? 𝑗 .time), ?̃?𝑙 .post], ngram-1)
20: if cache.Lookup(hist, 𝑛𝑘 .time) fails then
21: cache.Renew(?̃? 𝑗 .hist, ?̃? 𝑗 .time, ?̃?𝑙 .hist, ?̃?𝑙 .time, post) ⊲ Cache miss – new ngram or timestamp
22: else if SUM(post) > SUM(cache.GetPost(?̃?𝑙 .hist, ?̃?𝑙 .time)) then
23: cache.Renew(?̃? 𝑗 .hist, ?̃? 𝑗 .time, ?̃?𝑙 .hist, ?̃?𝑙 .time, post) ⊲ Cache update – use the more likely path
24: end if
25: ?̃?𝑙 .model score ← cache.GetPred(?̃? 𝑗 .hist, ?̃? 𝑗 .time, ?̃?𝑙 .word) ⊲ Assign score from label-sync model



































2-gram lattice 3-gram lattice
Fig. 4. Example of a 2-gram lattice expanding to a 3-gram lattice. The
hollow node from the left is expanded into two hollow nodes on the right,
which corresponds to line 16-18 in Algorithm 1.
E. Improved Lattice Rescoring
For a fixed number of candidate hypotheses, the number
of alternatives per word in the sequence is smaller when
the hypothesis becomes longer. This means the potential for
improvement diminishes for longer utterances. Therefore, in
order to have the same number of alternatives per word, the
size of 𝑁-best lists needs to grow exponentially with respect to
the utterance length. However, lattice rescoring can effectively
mitigate this issue. Lattices are directed acyclic graphs where
nodes represent words and edges represent associated acoustic
and language model scores. A complete path from the start to
1Our code is available at https://github.com/qiujiali/lattice-rescore.
the end of a lattice is a hypothesis. Because a various number
of arcs can merge to or split from a node, a lattice generally
contains a far greater number of hypotheses than a limited 𝑁-
best list. The size of lattices is measured by the number of
arcs per second of speech, also known as the lattice density.
One commonly used lattice rescoring approach for
RNNLMs is on-the-fly lattice expansion with 𝑛-gram based
history clustering [34]. Similar to RNNLMs, attention-based
models are auto-regressive models where the current predic-
tion depend on all history tokens. This means approximations
must be made when assigning scores on edges of lattices
because each word in the lattice may have numerous history
sequences. Although lattices can be expanded to allow each
word to have a more unique history, a trade-off between the
uniqueness of the history and computational efficiency need to
be considered. 𝑛-gram based history clustering [34] assumes
that the history before the previous 𝑛−1 words has little impact
on the probability of the current word. As illustrated in Fig. 4,
a lattice can be expanded such that the 𝑛 − 1 history words
of each word in the lattice are unique. During rescoring, a
hash table-based cache is created, where the key is the 𝑛 − 1
history words and the value is the corresponding hidden state
of RNNLM and the output distribution. When the same history
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appears again during rescoring, repetitive computation can be
avoided, regardless of the more distant history.
However, for label-synchronous systems based on at-
tention mechanisms, 𝑛-gram based history clustering can
lead to undesirable behaviour. For example, “i think
those are are wonderful things to have but
i think in a big company” (from SwitchBoard), the
phrase “i think” appears twice in the utterance. If the
original trigram based history clustering is used, at the second
occurrence of the phrase, the algorithm will restore the cache
from the first occurrence including the attention context and
the decoder state from the first occurrence and then continue
to score the rest of the utterance. Consequently, scores for
the second half of the utterance will be wrong because of the
incorrect attention context. To this end, a time-dependent two-
level 𝑛-gram cache is proposed. When looking up the history
phrase in the cache, a secondary level cache indexed by the
corresponding frame number of the word is used.
A collar of ±9 frames is used when looking up the sec-
ondary cache to accommodate a small difference in alignment.
More specifically, when looking up the cache, the timestamp
of the current word is also used. The cache is only hit when the
timestamp falls within the vicinity of one of the timestamps in
the cache. Otherwise, the cache is missed and a new entry is
created in the cache with the timestamp and the corresponding
decoder states (line 22 in Algorithm 1). For all the functions
related to the cache, a timestamp must be provided. Another
key detail is that when there is a cache hit, the sum of arc
posteriors of the current (𝑛−1)-gram is compared with the one
stored in the cache. If the current posterior is larger, indicating
the current (𝑛 − 1)-gram is on a better path, then the cache
entry is updated to store the current hidden states (line 24
in Algorithm 1). For the example in Fig. 4, when the lower
path is visited after the upper path, the cache entry “sat on”
should already exist. If the lower path has a higher posterior
probability, then the cache entry will be updated, so that future
words in the lattice will adopt the history from the lower path.
For label-synchronous systems with RNN decoders, lattice
rescoring has 𝑂 (𝐿) for time complexity and 𝑂 (1) for space
complexity as the RNN hidden states can be stored and carried
forward at each node in the lattice. However, since lattice
rescoring operates on partial hypotheses, Transformer decoders
have to run in the decoding mode as in Table I. Because self-
attention need to be computed with all previous tokens, lattice




Two common ASR benchmarks are used for training and
evaluation. The Augmented multi-party interaction (AMI) [35]
dataset is relatively small-scale and contains recordings of
spontaneous meetings. The individual headset microphone
(IHM) channel is used. As shown in Table II, it has many
short utterances as multiple speakers take short turns during
meetings. The original corpus has official development (dev)
and evaluation (eval) sets. Switchboard-1 Release 2 (SWB-
300) is a larger-scale dataset with telephony conversations.
TABLE II
TWO DATASETS USED FOR EXPERIMENTS.
AMI-IHM SWB-300
style meeting telephony
training data 78 hours 319 hours
avg. utterance length 7.4 words 11.8 words
number of speakers 155 520
vocabulary size 12k 30k
TABLE III
PERPLEXITIES OF VARIOUS LANGUAGE MODELS ON TWO DATASETS.
DEV AND EVAL SETS FOR SWB-300 ARE HUB5’00 AND RT03.









Compared to AMI, it has more training data, longer utterances,
more speakers and a larger vocabulary. Hub5’00 is used as the
development set, which is split into two subsets: Switchboard
(SWB) and CallHome (CHM). Note that the SWB subset has
overlapping speakers with the SWB-300 training set. RT03
is used as the evaluation set, which is split into Switchboard
Cellular (SWBC) and Fisher (FSH) subsets2. The acoustic data
preparation follows the Kaldi recipes [36].
B. Text Data and Language Models
For each dataset, its training transcription and Fisher tran-
scription3 are used to train both 𝑛-gram language models and
RNNLMs. Text processing and building 𝑛-gram LMs for both
datasets also follow the Kaldi recipes [36]. RNNLMs are
trained using the ESPnet toolkit [37]. The vocabulary used for
RNNLMs is the same as for 𝑛-gram LMs and has 49k words
for AMI-IHM and 30k words for SWB-300. RNNLMs have 2-
layer LSTMs with 2048 units in each layer. Models are trained
with stochastic gradient descent (SGD) with a learning rate of
10.0 and a dropout rate of 0.5. The embedding dimension is
256. Gradient norms are clipped to 0.25 and weight decay
is set to 10−6. Training transcription and Fisher transcription
are mixed in a 3:1 ratio. Because of the domain mismatch
between AMI and Fisher text data, the RNNLM for AMI
is fine-tuned on AMI transcriptions after training using the
mixture of data with a learning rate of 1.0. The AMI RNNLM
has 161M parameters and the Switchboard RNNLM has 122M
parameters. The perplexities of LMs for both datasets are in
Table III.
C. Acoustic Models and Label-Synchronous Systems
Acoustic models of the frame-synchronous systems are
factorised TDNNs trained with lattice-free maximum mutual
2The LDC catalogue numbers are LDC97S62 for SWB-300, LDC2002S09
and LDC2002T43 for Hub5’00, and LDC2007S10 for RT03.
3The LDC catalogue numbers are LDC2004T19 and LDC2005T19 for
Fisher transcription.
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TABLE IV
SINGLE SYSTEM WERS ON AMI-IHM AND SWB-300 DATASETS.
SYSTEMS DO NOT USE RNNLMS FOR RESCORING OR DECODING.
AMI-IHM SWB-300
dev eval Hub5’00 RT03(SWB/CHM) (SWBC/FSH)
frame-sync 19.9 19.2 8.6 / 17.0 18.8 / 11.4
label-sync-LSTM 19.6 18.2 7.5 / 15.3 16.2 / 10.7
label-sync-TFM 19.4 19.1 7.8 / 14.4 17.5 / 10.4
information objective [31] by following the standard Kaldi
recipes [36]. The total numbers of parameters are 10M for
AMI-IHM and 19M for SWB-300.
Two types of label-synchronous system are trained using the
ESPnet toolkit [37] without the CTC branch. Neural encoders
are composed of 2 convolutional layers that reduce the frame
rate by 4, followed by 16 Conformer blocks [23]. For the Con-
former block, the dimension for the feed-forward layer is 2048,
the attention dimension is 512 for the model with an RNN
decoder and 256 for the model with a Transformer decoder.
The number of attention heads is 4 and the convolutional
kernel size is 31. For the label-synchronous system with an
RNN decoder (label-sync-LSTM), the decoder has a location-
aware attention mechanism and 2-layer LSTMs with 1024
units. For the label-synchronous system with the Transformer-
based decoder (label-sync-TFM), the decoder has 6-layer
Transformer decoder blocks where the attention dimension is
256 and the feed-forward dimension is 2048. Both the label-
sync-LSTM and label-sync-TFM are trained using the Noam
learning rate scheduler on the Adam optimiser. The learning
rate is 5.0 and the number of warmup steps is 25k. Label
smoothing of 0.1 and a dropout rate of 0.1 are applied during
training. An exponential moving average of all model param-
eters with a decay factor of 0.999 is used. The label-sync-
LSTM has 130M parameters while the label-sync-TFM has
54M parameters. Beam search with a beam-width of 8 is used
for decoding. Apart from applying length normalisation for
the label-sync-TFM model, other decoding heuristics are not
used. SpecAugment [38] and speed perturbation are applied.
Word-piece outputs [39] are used with 200 units for AMI-IHM
and 800 units for SWB-300.
The single model WERs for the frame-synchronous system
and label-synchronous systems are given in Table IV.
VII. EXPERIMENTAL RESULTS
A. N-best and Lattice Rescoring
After pruning the lattices generated by frame-synchronous
systems by limiting the beam width and the maximum lat-
tice density, 20-best, 100-best and 500-best hypotheses are
obtained from these lattices. The 𝑁-best hypotheses are then
forwarded through the RNNLM, label-sync-LSTM and label-
sync-TFM. Each hypothesis has five scores, i.e. AM and LM
scores, RNNLM score, and scores from two label-sync sys-
tems. By following Eqn. (12), the five interpolation coefficients
are found by using the covariance matrix adaptation evolution
strategy (CMA-ES) [40] as a black-box optimisation algorithm
1-8 9-16 17-24 25-32 >32




















Fig. 5. Relative WER reduction by utterance length on RT03 for various
rescoring methods.
to minimise the WER on the dev set. By applying the optimal
combination coefficients on the test set, the hypotheses with
the highest score are picked.
For AMI-IHM, by comparing columns 4, 5 and 6 in Table V
along each row, the WER consistently decreases as the 𝑁-best
list size increases. However, the WER improvement from 100
to 500-best is smaller than from 20 to 100-best, i.e. the gain
from increasing 𝑁 reduces for larger 𝑁 . For lattice rescoring
(columns 7 and 8 in Table V), the improvement from using
a higher-order 𝑛-gram approximation is marginal whereas the
lattice density nearly doubles from 4-gram to 5-gram. For both
𝑁-best and lattice rescoring, Table V shows that the WER is
lower when combining scores from more models. Furthermore,
if just an additional model is to be used for combination with
a frame-synchronous system as in the first block of Table V,
using a label-synchronous model seems to be more effective
than an RNNLM, because a label-synchronous model can be
viewed as an audio-grounded language model. The WER of
the combined system is 25-29% relative lower compared to a
single system in Table IV. With similar lattice densities, lattice
rescoring with a 5-gram approximation has a 2% relative WER
reduction over 500-best rescoring.
For SWB-300, 500-best rescoring and lattice rescoring with
a 5-gram approximation are reported for Hub5’00 and RT03
sets in Table VI. For RT03, the final combined system using
lattice rescoring reduces WER by 19-33% relative compared
to single systems in Table IV. Although the 500-best has
greater lattice density than the expanded 5-gram lattice, lattice
rescoring has 5-8% relative WER reduction over 500-best
rescoring. This is not unexpected because SWB-300 has longer
utterances than AMI-IHM on average as shown in Table II.
B. Analysis
As discussed in Section V, lattices are a more compact
representation of the hypothesis space that scales well with
the utterance length. In Fig. 5, the relative WER reductions
(WERRs) by using 20-best rescoring, 500-best rescoring and
lattice rescoring with a 5-gram approximation are compared
for different utterance lengths measured by the number of
words in the reference. As expected, the gap between 𝑁-best
rescoring and lattice rescoring widens as the utterance length
increases. The number of alternatives per word represented
by 𝑁-best is smaller for longer utterances, which explains the
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TABLE V
WERS ON AMI-IHM EVAL SET USING 𝑁 -BEST AND LATTICE RESCORING WITH VARIOUS COMBINATION OF RNNLM AND TWO
LABEL-SYNCHRONOUS SYSTEMS. LATTICE DENSITY (NUMBER OF ARCS PER SECOND) IS PROVIDED IN SQUARE BRACKETS.
RNNLM label-sync-LSTM label-sync-TFM 20-best 100-best 500-best 4-gram lattice 5-gram lattice[34.4] [146.9] [595.2] [313.3] [606.0]
X 16.9 16.5 16.3 16.3 16.3
X 16.2 15.8 15.5 15.3 15.3
X 16.3 15.7 15.4 15.3 15.3
X X 15.4 14.7 14.3 14.1 14.1
X X 15.5 14.8 14.3 14.2 14.1
X X X 15.3 14.5 14.1 13.7 13.8
TABLE VI
WERS ON HUB5’00 AND RT03 USING 500-BEST RESCORING AND LATTICE RESCORING (5-GRAM APPROXIMATION) WITH VARIOUS COMBINATION
OF RNNLM AND TWO LABEL-SYNCHRONOUS SYSTEMS. LATTICE DENSITY (NUMBER OF ARCS PER SECOND) IS PROVIDED IN SQUARE BRACKETS.
RNNLM label-sync-LSTM label-sync-TFM Hub5’00 (SWB/CHM) RT03 (SWBC/FSH)
500-best [760.7] 5-gram lattice [406.8] 500-best [721.2] 5-gram lattice [496.2]
X 6.8 / 14.3 6.8 / 14.7 16.1 / 9.4 16.2 / 9.6
X 6.5 / 13.3 6.5 / 13.2 15.2 / 9.0 14.7 / 8.8
X 6.4 / 12.9 6.3 / 12.7 14.9 / 8.6 14.6 / 8.4
X X 5.9 / 12.7 5.8 / 12.7 14.3 / 8.2 13.8 / 7.9
X X 5.8 / 12.6 5.9 / 12.3 14.2 / 8.0 13.9 / 8.0
X X X 5.8 / 12.4 5.7 / 12.1 14.3 / 8.0 13.2 / 7.6
downward trend in Fig. 5 for 20-best and 500-best. However,
the number of alternatives per word for lattices is constant
for a given lattice density. Therefore, the WERR from lattice
rescoring does not drop even for very long utterances.
Section IV compared the complexities of using RNN and
Transformer decoders for label-synchronous models. Based
on our implementation, speed disparities between the two
types of decoders are significant. For 500-best rescoring, label-
sync-TFM is about four times faster than label-sync-LSTM.
However, label-sync-LSTM is nearly twice as fast as label-
sync-TFM for lattice rescoring with a 5-gram approximation.
Explicit comparisons between 𝑁-best and lattice rescoring,
and between RNNLM and label-synchronous system rescoring
are not made here as they depend on other factors including
implementation, hardware, the degree of parallel computation
and the extent of optimisation. For example, representing the
𝑁-best list in the form of a prefix tree [17] or using noise
contrastive estimation [41] will significantly accelerate 𝑁-best
rescoring using RNNLM.
Under the constraint that no additional acoustic or text
data is used, our combined system outperforms various recent
results on AMI-IHM [42], [43] and SWB-300 [38], [43]–[48].
Further improvements are expected if cross-utterance language
models or cross-utterance label-synchronous models are used
for rescoring [43], [44], [47], or combining more and stronger
individual systems [49].
VIII. CONCLUSION
In this paper, we have proposed to combine frame-
synchronous with label-synchronous systems in a two-pass
manner. Frame-synchronous systems are used as the first pass,
which can process streaming data and integrate structured
knowledge such as lexicon. Label-synchronous systems are
viewed as audio-grounded language models to rescore hy-
potheses from the first pass. Since the two highly complemen-
tary systems are integrated at the word level, each one can be
trained independently for optimal performance. An improved
Lattice rescoring algorithm is proposed for label-synchronous
systems, which generally outperform 𝑁-best rescoring. Label-
synchronous systems with RNN decoders are better suited
for lattice rescoring while Transformer decoders are more
time-efficient for 𝑁-best rescoring. On AMI and Switchboard
datasets, the WERs of the combined systems are around 30%
relatively lower than individual systems.
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