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a b s t r a c t
Let G be a simple graph of order n and minimum degree δ. The independent domination
number i(G) is defined as the minimum cardinality of an independent dominating set of G.
We prove the following conjecture due to Haviland [J. Haviland, Independent domination
in triangle-free graphs, Discrete Mathematics 308 (2008), 3545–3550]: If G is a triangle-
free graph of order n and minimum degree δ, then i(G) ≤ n − 2δ for n/4 ≤ δ ≤ n/3,
while i(G) ≤ δ for n/3 < δ ≤ 2n/5. Moreover, the extremal graphs achieving these upper
bounds are also characterized.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a simple graph of order n and minimum degree δ. Denote the degree of a vertex v ∈ V by d(v).
The open neighborhood of a vertex v ∈ V is N(v) = {u ∈ V | vu ∈ E}; also for S ⊆ V , the neighborhood of S is
the set N(S) = ⋃v∈S N(v). Write d(u, v) for the distance between two vertices u and v. The diameter of G is defined as
diam(G) = max{d(u, v) | u, v ∈ V (G)}.
The graph induced by S ⊆ V is denoted by G[S]. A set S is a dominating set of G if every vertex not in S is adjacent to some
vertex in S. A dominating set S in a graph G is an independent dominating set of G if G[S] is a null graph (i.e. G[S] contains no
edges). The independent domination number i(G) is defined as the minimum cardinality of an independent dominating set
of G, while a minimum independent dominating set is called an i(G)-set. For undefined concepts and notation, we refer the
reader to [1].
The independent domination has been widely studied; see [2–5]. Favaron [6] initiated the quest of finding sharp upper
bounds for i(G) in general graphs, as functions of n and δ. This work was extended by Haviland [2] and Sun and Wang [7].
Summarizing these results, we have the following theorem:
Theorem A. Any simple graph G of order n and minimum degree δ satisfies
i(G) ≤















≤ δ ≤ n
2
,
n− δ if n
2
≤ δ ≤ n− 1.
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Note that Theorem A implies i(G) ≤ n2 for δ ≥ n4 . Moreover all the upper bounds, with the exception of those in the range
n
4 < δ <
2n
5 , are best possible. The bound for 0 ≤ δ ≤ n4 was conjectured by Favaron [6] and proved by Sun and Wang [7].
The results for 2n5 ≤ δ ≤ n2 were given by Haviland [8]. Favaron [6] established the upper bound for δ ≥ n2 and showed that
it is attained only by complete multipartite graphs with all vertex classes of the same order.
More recently, similar upper bounds have been sought for the independent domination number of triangle-free graphs,
including the following two theorems of Haviland [9].
Theorem B. Any simple, triangle-free graph G of order n and minimum degree δ satisfies
i(G) ≤

n+ 2δ − 2√nδ if 0 ≤ δ ≤ 16n
121
,
n+ 3δ − 2√δ(n+ 3δ) if 16n
121

















− δ if n
4








≤ δ < 2n
5
.
In spite of Theorem C being considerably stronger than its counterpart for general graphs, Haviland’s investigations
suggested that it was not best possible, and in [9] she conjectured that
i(G) ≤

n− 2δ if n
4






≤ δ < 2n
5
.
In this paper, we prove the above conjecture, and also characterize the extremal graphs achieving these upper bounds.
2. The proof of Haviland’s conjecture
Theorem 2.1. Let G be a triangle-free graph of order n and minimum degree δ. Then
i(G) ≤

n− 2δ if δ ≤ n
3
,




Proof. Since δ ≤ n3 if and only if δ ≤ n− 2δ, it suffices to show that i(G) ≤ δ or i(G) ≤ n− 2δ.
If diam(G) = 1, then G is K2 and i(G) = 1 ≤ δ.
Now suppose diam(G) = 2. Choose u ∈ V (G) such that d(u) = δ. Since G is a triangle-free graph, N(u) is an independent
dominating set of G, so i(G) ≤ |N(u)| = δ.
Otherwise diam(G) ≥ 3. Let u, w ∈ V (G) be such that d(u, w) = 3. Then there exists an independent dominating set of G
containing u andw, S say; soN(u)∪N(w) ⊆ V (G)\S. SinceN(u)∩N(w) = ∅, then i(G) ≤ |S| ≤ n−|N(u)|−|N(w)| ≤ n−2δ,
which completes the proof. 
By the proof of Theorem 2.1, we have the following corollaries.
Corollary 2.2. Let G be a connected triangle-free graph with n3 < δ. If i(G) = δ, then diam(G) ≤ 2.
Corollary 2.3. Let G be a connected triangle-free graph with diam(G) = 2 and δ ≤ n3 . If i(G) = n− 2δ, then i(G) = δ = n3 .
3. Extremal graphs with diameter 2
Let G be a connected triangle-free graph with diam(G) = 2. For any edge uv, let A = V (G) \ (N(u) ∪ N(v)). It is easy to
see that if A = ∅, then G = Kδ,n−δ . So, i(Kδ,n−δ) = δ if and only if δ ≤ n2 . If A 6= ∅, then let B = N(S) ∩ N(v) \ {u}, for any
independent dominating set S ofG[A]. Define amaximal independent set SB ofG[A] such that S ⊆ SB andN(x)∩N(v)\{u} ⊆ B
for any x ∈ SB \ S. Note that the sets A and B depend on v and u.
Theorem 3.1. Let G be a connected triangle-free graph with diam(G) = 2 other than Kδ,n−δ . Then i(G) = δ if and only if
|B| − |SB| ≤ d(v)− δ for any edge uv.
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Proof. Since G 6= Kδ,n−δ , A 6= ∅. For any independent set S of G[A], it is clear that SB∪N(v)\B is an independent dominating
set of G for any edge uv. If i(G) = δ, then δ ≤ |SB ∪ N(v) \ B| = |SB| + d(v)− |B|; i.e. |B| − |SB| ≤ d(v)− δ.
Conversely, letD be an i(G)-set. Choose a vertex u ∈ D. SinceG is connected, there is a vertex v ∈ N(u). For this edge uv, let
A = V \(N(u)∪N(v)), S = D∩A andD1 = D∩N(v)\{u}. For each x ∈ N(v)\(D1∪{u}), since x 6∈ D, there exists y ∈ D∩N(x).
Now G is triangle-free, so y 6∈ N(v). As u ∈ D, then N(u)∩D = ∅. Then y ∈ A and hence y ∈ S, i.e. N(v) \ (D1 ∪{u}) ⊆ N(S).
Since D is an independent set, N(S) ∩ D1 = ∅, so we have B = N(S) ∩ N(v) \ {u} = N(v) \ (D1 ∪ {u}). Then S = SB.
Otherwise, there exists a vertex w ∈ SB \ S such that S ∪ {w} is an independent set of G and N(w) ∩ (N(v) \ {u}) ⊆ B.
Therefore, w is not dominated by D, which is a contradiction. From the hypothesis, |B| − |SB| ≤ d(v) − δ, and so
i(G) = |D| = 1+ |S| + |D1| = 1+ |SB| + d(v)− |B| − 1 ≥ δ. It is obvious that i(G) ≤ δ, so i(G) = δ. 
If G is a connected triangle-free graph with diam(G) = 1, then G = K2 and i(K2) = 1 = δ. By Theorem 3.1, a sufficient
and necessary condition for triangle-free graphs with diam(G) = 2 and i(G) = δ is given. Additionally, since δ = n − 2δ
when δ = n3 , Theorem 3.1 holds for δ = n3 . In view of Corollaries 2.2 and 2.3, in what follows we may assume that G is a
connected triangle-free graph with δ ≤ n3 and diam(G) ≥ 3.
4. Extremal graphs with diameter 4
Lemma 4.1. Let G be a connected triangle-free graph. If i(G) = n− 2δ, then diam(G) ≤ 4.
Proof. We will prove the contrapositive of the statement. Suppose diam(G) ≥ 5. Choose u, w ∈ V (G) such that d(u, w) =
diam(G) and let S i = {v ∈ V (G) | d(u, v) = i} for 1 ≤ i ≤ diam(G). For any v3 ∈ S3, there must be a vertex v2 ∈ S2
adjacent to v3 such that |N(u) ∪ N(v2)| ≥ d(u) + 1. Furthermore, for any v5 ∈ S5, (N(u) ∪ N(v2)) ∩ N(v5) = ∅. Let S be
an independent dominating set of G consisting of u, v2 and v5. S must not contain the vertices in N(u)∪N(v5)∪N(v2). This
implies that there are at most n− (d(u)+ 1)− d(v5) vertices in S, and hence i(G) < n− 2δ. 
Given Lemma 4.1, henceforth we may assume that G is a connected triangle-free graph of order n with i(G) = n − 2δ,
δ ≤ n3 and diam(G) = 3 or 4. In this section, we only consider graph Gwith diameter 4.
Lemma 4.2. Let G be a connected graph of order n with i(G) = n− 2δ. For x, y ∈ V (G), if d(x, y) ≥ 3, then d(x) = d(y) = δ.
Proof. Since x and y are non-adjacent, there is an independent dominating set of G containing x and y. Then n−2δ = i(G) ≤
|V (G) \ (N(x) ∪ N(y))| = n− d(x)− d(y), which implies that d(x) = d(y) = δ. 
The sequential join G1 ∨ · · · ∨ Gm of graphs G1, . . . ,Gm is the graph formed by joining each vertex of Gi to each vertex of
Gi+1, for 1 ≤ i ≤ m− 1. We will use Nk to denote the null graph of order k.
Theorem 4.3. Let G be a connected triangle-free graph with diam(G) = 4 and n4 < δ ≤ n3 . Then i(G) = n − 2δ if and only if
G ∼= Nn−3δ ∨ Nδ ∨ N4δ−n ∨ Nδ ∨ Nn−3δ .
Proof. It is obvious that i(Nn−3δ ∨ Nδ ∨ N4δ−n ∨ Nδ ∨ Nn−3δ) = n− 2δ.
Nowwe prove that Nn−3δ∨Nδ∨N4δ−n∨Nδ∨Nn−3δ is the only connected triangle-free graphwith δ ≤ n3 , diameter equal
to 4 and independent domination number equal to n− 2δ. Suppose G is a connected triangle-free graph with diam(G) = 4,
and choose u, w ∈ V (G) such that d(u, w) = 4. Let S i = {v ∈ V (G) | d(u, v) = i} for 1 ≤ i ≤ 4. By Lemma 4.2, we have
that for each v ∈ {u} ∪ S1 ∪ S3 ∪ S4, d(v) = δ. Since S1 = N(u), |S1| = δ. Since G is a connected triangle-free graph, S1 is an
independent set of G. Combining the following three claims we obtain the theorem.
Claim 1. G[S1 ∪ S2] = Kδ,δ−1.
Claim 2. G[S3 ∪ S4] = Kδ,n−3δ , where |S3| = δ and |S4| = n− 3δ.
Claim 3. Let N(S3) ∩ S2 = S23. Then G[S23 ∪ S3] = K4δ−n,δ , where |S23| = 4δ − n and |S3| = δ.
Proof of Claim 1. For any vertices x1 ∈ S1 and x2 ∈ S2, there exists y1 ∈ S1 ∩ N(x2). Since S1 is an independent set, there is
an independent dominating set of G containing x1, y1 andw. Then
n− 2δ = i(G) ≤ |V \ [N(x1) ∪ N(y1) ∪ N(w)]| = n− |N(w)| − |N(x1) ∪ N(y1)|
= n− δ − δ − δ + |N(x1) ∩ N(y1)| ≤ n− 2δ.
Hence we have |N(x1) ∩ N(y1)| = δ, which implies that N(x1) = N(y1). Therefore, x2 ∈ N(x1). Since d(x1) = δ, then
|S2| = δ − 1. As δ ≥ 2 and G is triangle-free, S2 is a non-empty independent set; Claim 1 follows. 
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Fig. 1. A sequential join graph G = N3 ∨ N4 ∨ N1 ∨ N4 ∨ N3 for n = 15 and δ = 4 with diam(G) = 4 and i(G) = 7.
Fig. 2. The graph G4 .
Proof of Claim 2. For any vertices x3 ∈ S3 and x4 ∈ S4, there exists y2 ∈ S2 ∩ N(x3). There is an independent dominating
set of G containing u, y2 and x4. Note that, since S2 is an independent set, N(u)∪N(y2)∪N(x4) = S1 ∪ (N(y2)∩ S3)∪N(x4),
so we have
n− 2δ = i(G) ≤ |V \ [S1 ∪ (N(y2) ∩ S3) ∪ N(x4)]|
= n− |S1| − |(N(y2) ∩ S3) ∪ N(x4)|
= n− δ − |N(y2) ∩ S3| − |N(x4)| + |N(y2) ∩ S3 ∩ N(x4)|
= n− 2δ − |N(y2) ∩ S3| + |N(y2) ∩ S3 ∩ N(x4)|.
Therefore, |N(y2) ∩ S3| = |N(y2) ∩ S3 ∩ N(x4)|, which implies N(y2) ∩ S3 ⊆ N(x4), and so x3 ∈ N(x4).
SinceG is triangle-free, S3 and S4 are both independent sets. Hence,G[S3∪S4] is a complete bipartite graph. As each vertex
in S4 is of degree δ, then |S3| = δ. By Claim 1, we have |S1| = δ and |S2| = δ−1, and so |S4| = n−3δ, so G[S3∪S4] = Kδ,n−3δ .

Proof of Claim 3. Note that, for any v ∈ S3, we have d(v) = n− 3δ + |N(v) ∩ S2| = δ. Thus, |N(v) ∩ S2| = 4δ − n > 0.
For any vertices x3, y3 ∈ S3, |N(x3)∪N(y3)| = |S4|+ |(N(x3)∪N(y3))∩ S2|. Since u, x3 and y3 are pairwise non-adjacent,
there is an independent dominating set of G containing u, x3 and y3. Therefore, we have
n− 2δ = i(G) ≤ |V \ (N(u) ∪ N(x3) ∪ N(y3))|
= n− |N(u)| − |S4| − | (N(x3) ∪ N(y3)) ∩ S2|
≤ n− δ − (n− 3δ)− (4δ − n) = n− 2δ.
Thus, |(N(x3) ∪ N(y3)) ∩ S2| = 4δ − n and hence N(x3) ∩ S2 = N(x3) ∩ N(y3) ∩ S2 = N(y3) ∩ S2.
Consequently, G[S23 ∪ S3] = K4δ−n,δ with |S23| = 4δ− n and |S3| = δ. Thus Claim 3 and the theorem follow (Fig. 1). 
5. Extremal graphs with diameter 3
In this final section, we dispose of the case when G is a connected triangle-free graph of order n ≥ 3δ with i(G) = n− 2δ
and diameter 3.
We begin by defining additional notation and certain classes of graphs. LetH1 ∼= H5 ∼= N1,H2 ∼= Nδ andH3 ∼= H4 ∼= Nδ−1.
Let y1 ∈ V (H2) and V (H5) = {x2}. Define Gδ to be the graph obtained from H1 ∨ H2 ∨ H3 ∨ H4 ∨ H5 by adding an extra edge
y1x2, where y1 ∈ V (H2) and x2 ∈ V (H5); for example, G4 is shown in Fig. 2.
For A, B, C ⊆ V , let iA(G) denote the minimum size of an independent dominating set of G containing at least one vertex
in A, iA∧B(G) the minimum size of an independent dominating set of G containing at least one vertex in A and at least one
vertex in B, and iA∧B∧C (G) the minimum size of an independent dominating set of G containing at least one vertex in each of
the sets A, B and C .
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Fig. 3. A graph in τ1 with k = 3, n = 9 and l = 1.
Fig. 4. A graph in τ2 with k = 6, n = 21 and l = m = 3.
Write T for the star K1,k, and let u be the center T and D = V (T ) \ {u}. Let K be the complete bipartite graph Kk,l with
bipartition (A, C), where |A| = k and |C | = l, and l ≥ max{1, n − 3k}, and let B denote the null graph Nn−2k−l−1. Let G
be a graph obtained from the disjoint union graph T + K + B by adding edges among A, B and D satisfying the following
conditions:
(1.1) δ(G) = k,
(1.2) A ∪ B ⊆ NG(D),
(1.3) i(G[A ∪ B ∪ C]) = n− 2k− 1,
(1.4) iD(G[D ∪ B]) ≥ n− 2k− l,
(1.5) if G[D ∪ A] 6= Kk,k, then iD∧A(G[D ∪ A ∪ B]) ≥ n− 2k.
Let τ1 be the family of all such graphs G (Fig. 3).
Suppose (A, B) is the bipartition of Kk,n−3k such that |A| = k and |B| = n−3k. Let L = Nl,M = Nm,HL = Nk−m,HM = Nk−l,
where n ≤ 3k+min{m, l} for some positive integersm and l. Now let G be a graph obtained from Kk,n−3k andHL∨L∨M∨HM
by adding some edges among vertices of A,HL and HM such that G satisfies the following conditions:
(2.1) δ(G) = k,
(2.2) each vertex of HL ∪ HM is adjacent to at least one vertex of A,
(2.3) iA(G[A ∪ HL]) ≥ n− 2k−m and iA(G[A ∪ HM ]) ≥ n− 2k− l,
(2.4) if G[HL ∪ HM ] 6= Kk−m,k−l, then iHL∧HM (G[HL ∪ HM ]) ≥ k,
(2.5) if there exists an independent set containing of G at least one vertex in each of A, HL and HM , then iA∧HL∧HM (G[A∪HL ∪
HM ]) ≥ n− 2k.
Let τ2 be the family of all such graphs G (Fig. 4).
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Theorem 5.1. G is a connected triangle-free graph of order n with diam(G) = 3, δ ≤ n3 and i(G) = n− 2δ if and only if
G ∈ {Gδ, C6, N1 ∨ Nδ ∨ Nδ ∨ Nδ, N1 ∨ Nδ ∨ Nδ ∨ Nδ−1} ∪ τ1 ∪ τ2.
Proof. We prove the ‘‘only if’’ part of the theorem first. As diam(G) = 3 we choose u, w ∈ V (G) such that d(u, w) = 3. Let
S i = {v ∈ V (G) | d(u, v) = i} for i = 1, 2, 3. By Lemma 4.2, d(u) = δ and d(x) = δ for all x ∈ S3. So |S1| = δ. Since G is
triangle-free, S1 is an independent set.
Claim A. Suppose x and y are two non-adjacent vertices S3. Then N(x) = N(y).
Proof of Claim A. There exists an independent dominating set containing u, x and y. We have
n− 2δ = i(G) ≤ |V \ (N(u) ∪ N(x) ∪ N(y))| = n− 3δ + |N(x) ∩ N(y)| ≤ n− 2δ.
So |N(x) ∩ N(y)| = δ. Since d(x) = d(y) = δ, we have N(x) = N(y). 
Now we turn back to proof of the theorem. We consider the following two cases.
Case 1: There exists a vertex v ∈ S3 such that S2 ⊆ N(v). Since G is triangle-free, v is not adjacent to any vertex in S3. Then
N(v) = S2 and |S2| = δ, and so |S3| = n− 2δ − 1. By Claim A, we have N(x) = S2 for all x ∈ S3. Since G is triangle-free, S2
and S3 are independent sets. Thus G[S2 ∪ S3] = Kδ,n−2δ−1.
Now we consider the adjacency between vertices in S1 and S2.
Suppose there exist two vertices x1 ∈ S1 and x2 ∈ S2 such that x1x2 6∈ E. There exists an independent dominating set of
G containing x1 and x2. Thus
n− 2δ = i(G) ≤ |V − N(x1) ∪ N(x2)| ≤ n− d(x1)− d(x2) ≤ n− 2δ.
So d(x2) = δ. As x2 is adjacent to n−2δ−1 vertices of S3, then x2 is adjacent to 3δ+1−n vertices of S1. Since 3δ+1−n ≥ 1
and n ≥ 3δ, we have n = 3δ. Since diam(G) = 3, n ≥ 4 and hence δ ≥ 2. This implies that x2 is adjacent to exactly one
vertex in S1, say y1. Since |S2| = δ, every x ∈ S1 \ {y1} is adjacent to every vertex of S2 \ {x2}. That is, |N(y2) ∩ S1| = δ − 1
for y2 ∈ S2 \ {x2}. If δ ≥ 3, then as |N(y2) ∩ S1| ≥ 2 for y2 ∈ S2 \ {x2}, by the proof above, we obtain that y1 is adjacent to
every vertex in S2. So G ∼= Gδ . If δ = 2, then S2 = {x2, y2}. This implies that G ∼= Gδ or G ∼= C6 according to y1 is adjacent to
y2 or not.
So nowwe assume that for every vertex x1 ∈ S1, N(x1)∩ S2 = S2. Then i(G) = n− 2δ ≤ |S2 ∪ {u}| = |S2| + |u| = δ+ 1.
So n ≤ 3δ + 1. Hence, n = 3δ or n = 3δ + 1. Therefore, G is isomorphic to N1 ∨ Nδ ∨ Nδ ∨ Nδ or N1 ∨ Nδ ∨ Nδ ∨ Nδ−1.
Case 2: For any vertex x ∈ S3, there exists a vertex y ∈ S2 such that xy 6∈ E(G). We separate this case into two subcases:
δ(G[S3]) = 0 and δ(G[S3]) ≥ 1; and will prove that G ∈ τ1 and G ∈ τ2, respectively.
Subcase 2.1: Suppose δ(G[S3]) = 0. Let v be an isolated vertex of G[S3]. Then N(v) ⊆ S2. By Claim A, we have N(x) = N(v)
for all x ∈ S3, and so S3 is an independent set of G. Let A = N(v) and B = S2 \ A. By the assumption we have
|B| ≥ 1. Since G is triangle-free, G[A ∪ S3] ∼= Kδ, |S3|. Choose y ∈ B. There exists an independent dominating
set containing u, y and v. We have
n− 2δ ≤ |V \ (N(u) ∪ N(y) ∪ N(v))| = n− 2δ − |N(y) ∩ S2 \ N(v)| ≤ n− 2δ.
So N(y) ∩ S2 \ N(v) = ∅ and hence B is an independent set.
Let I be aminimum independent dominating set ofG[S2∪S3]. Then I∪{u} is an independent dominating set
of G. So i(G) = n−2δ ≤ 1+|I|, i.e. i(G[S2∪S3]) = |I| ≥ n−2δ−1. Since S3∪B is an independent dominating
set of G[S2∪S3] and |S3∪B| = n−2δ−1, i(G[S2∪S3]) = n−2δ−1. It is obvious that S1∪S3 is an independent
dominating set of G. So |S3| ≥ n − 3δ. Choose I ′ to be a minimum independent dominating set of G[S1 ∪ B]
such that I ′ ∩ S1 6= ∅. Then I ′ ∪ S3 is an independent dominating set of G and i(G) ≤ |I ′ ∪ S3| = |I ′| + |S3|. So,
iS1(G[S1 ∪ B]) = |I ′| ≥ n− 2δ− |S3|. Thus, we have conditions (1.1), (1.2), (1.3) and (1.4) if we set D = S1 and
C = S3.
Now we are going to show that (1.5) holds. Suppose G[S1 ∪ A] 6= Kδ,δ . If S is a minimum independent
dominating set of G[S1 ∪ S2] such that S ∩ S1 6= ∅ and S ∩ A 6= ∅, then S is also an independent dominating
set of G. It follows that iS1∧A(G[S1 ∪ A ∪ B]) ≥ n− 2δ. Therefore, we have G ∈ τ1.
Subcase 2.2: Suppose δ(G[S3]) ≥ 1. If diam(G[S3]) = 1, then sinceG is triangle-free,G[S3] ∼= K2 ∼= K1,1. If diam(G[S3]) ≥ 2,
then choose x, y ∈ S3 such that dG[S3](x, y) ≥ 2. So dG(x, y) ≥ 2 and by Claim A, we have N(x) = N(y). Since
N(x)∩S3 6= ∅, dG[S3](x, y) = 2. Hence diam(G[S3]) = 2 and G[S3] is a complete bipartite graph. Thus, for both
cases, G[S3] is a complete bipartite graph.
Let (L,M) be the bipartition of G[S3]. Choose fixed vertices x ∈ L and y ∈ M . By Claim A, N(x′) = N(x) for
each x′ ∈ L, and N(y′) = N(y) for each y′ ∈ M . Let HL = N(x) ∩ S2 and HM = N(y) ∩ S2. If we set A = S1,
then condition (2.2) holds. Since G is triangle-free, HL and HM are independent sets, and N(x) ∩ N(y) = ∅.
Moreover, G[L ∪ HL] and G[M ∪ HM ] are complete bipartite graphs.
Let H = S2 \ (HL ∪ HM). Suppose h ∈ H , y2 ∈ S2, and hy2 ∈ E. If y2 ∈ HL, then
i(G) ≤ |V \ (N(u) ∪ N(y) ∪ N(h))| < n− 2δ,
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which is a contradiction. Similarly, we will get a contradiction for y2 ∈ HM or y2 ∈ H . Consequently, we obtain
that H is an independent set and N(H) ⊆ S1. Since each vertex of degree at least δ, N(h) = S1 for each h ∈ H .
As the vertex in S3 is of degree δ, we have |HL| + |M| = δ, |HM | + |L| = δ and |H| = n− 3δ − 1.
Write |L| = l and |M| = m. Since S1 ∪ M is an independent dominating set of G, it follows that
i(G) ≤ |S1 ∪M| = δ +m. So,m+ 3δ ≥ n. Similarly, l+ 3δ ≥ n. Hence n ≤ 3δ +min{m, l}.
Let S be a minimum independent dominating set of G[S1 ∪ HL] such that S ∩ S1 6= ∅. Then S ∪ M is an
independent dominating set ofG. So, i(G) ≤ |S∪M| = iS1(G[S1∪HL])+m. Hence, iS1(G[S1∪HL]) ≥ n−2δ−m.
Similarly, we obtain that iS1(G[S1 ∪ HM ]) ≥ n− 2δ − l. Therefore, condition (2.3) holds.
Suppose G[HL ∪ HM ] 6= Kδ−m, δ−l. Let S be a minimum independent dominating set of G[HL ∪ HM ]
such that S ∩ HL 6= ∅ and S ∩ HM 6= ∅. Then S ∪ H ∪ {u} is an independent dominating set of G. So,
i(G) ≤ |S ∪ H ∪ {u}| = iHL∧HM (G[HL ∪ HM ]) + |H| + 1. Hence, iHL∧HM (G[HL ∪ HM ]) ≥ δ. Thus we obtain
condition (2.4).
Finally, we show that the condition (2.5) holds as follows. If S is an independent set of G containing at least
one vertex in each of S1 = A, HL and HM , then S is also an independent dominating set of G. So,
iS1∧HL∧HM (G[S1 ∪ HL ∪ HM ]) ≥ n− 2δ.
By putting B = {u} ∪ H , we have G ∈ τ2.
Conversely, suppose G ∈ {Gδ, C6,N1 ∨ Nδ ∨ Nδ ∨ Nδ,N1 ∨ Nδ ∨ Nδ ∨ Nδ−1}. It is obvious that i(G) = n− 2δ. So now we
assume that G ∈ τ1 ∪ τ2.
Suppose that G ∈ τ1. Let S be an i(G)-set. If u ∈ S, then D∩ S = ∅. So S ∩ (A∪ B∪ C) is an independent dominating set of
G[A ∪ B ∪ C]. Hence, i(G[A ∪ B ∪ C]) ≤ |S ∩ (A ∪ B ∪ C)| ≤ |S| − 1 = i(G)− 1. Hence i(G) ≥ i(G[A ∪ B ∪ C])+ 1 = n− 2δ.
If u 6∈ S, then S ∩ D 6= ∅. So iD(G[D ∪ A ∪ B ∪ C]) ≤ i(G). If S ∩ A = ∅, then C ⊆ S and S ∩ (D ∪ B) is an independent
dominating set of G[D ∪ B] containing at least one vertex of D. Hence iD(G[D ∪ B]) ≤ |S ∩ (D ∪ B)| = |S| − |C |. So,
i(G) = |S| ≥ iD(G[D∪ B])+ |C | ≥ n− 2δ. If S ∩ A 6= ∅, then S is an independent dominating set of G[D∪ A∪ B] containing
at least one vertex in each of D and A. So iD∧A(G[D ∪ A ∪ B]) ≤ |S| = i(G). Hence, i(G) ≥ n− 2δ.
Consequently we have i(G) ≥ n − 2δ for each case. On the other hand, it is obvious that {u} ∪ B ∪ C is an independent
dominating set of G. So i(G) ≤ |{u} ∪ B ∪ C | = n− 2δ. Therefore, i(G) = n− 2δ.
Suppose that G ∈ τ2. Let S be an i(G)-set and let C = M ∪HL and D = L∪HM . If B∩ S 6= ∅, then A∩ S = ∅ and B ⊆ S. So
S ∩ (C ∪ D) is an independent dominating set of G[C ∪ D]. Hence, i(G[C ∪ D]) ≤ |S ∩ (C ∪ D)| = |S| − |B| = i(G)− |B|. That
is, i(G) ≥ i(G[C ∪ D]) + n − 3δ. Let S ′ be an i(G[C ∪ D])-set. If S ′ ∩ M 6= ∅ or S ′ ∩ L 6= ∅, then |S ′| = δ. So i(G) ≥ n − 2δ.
If S ′ ∩ M = ∅ and S ′ ∩ L = ∅, then S ′ ∩ HL 6= ∅ and S ′ ∩ HM 6= ∅. It follows that iHL∧HM (G[HL ∪ HM ]) ≤ |S ′|. Hence,
i(G) ≥ i(G[C ∪ D])+ n− 3δ ≥ iHL∧HM (G[HL ∪ HM ])+ n− 3δ ≥ n− 2δ.
Suppose that B ∩ S = ∅. Then S is an independent dominating set of G[A ∪ C ∪ D] containing at least one vertex of A.
So, iA(G[A ∪ C ∪ D]) ≤ i(G). If S ∩ M 6= ∅, then M ⊆ S and S ∩ (A ∪ HL) is an independent dominating set of G[A ∪ HL]
containing at least one vertex of A. So, iA(G[A∪HL]) ≤ |S ∩ (A∪HL)| = |S|− |M|. Hence i(G) ≥ iA(G[A∪HL])+m ≥ n− 2δ.
Similarly, if S ∩ L 6= ∅, then i(G) ≥ iA(G[A ∪ HM ]) + l ≥ n − 2δ. If S ∩ M = ∅ and S ∩ L = ∅, then S ∩ HL 6= ∅ and
S ∩HM 6= ∅. So S is an independent dominating set of G[A∪HL ∪HM ] containing at least one vertex in each of A, HL and HM .
So, iA∧HL∧HM (G[A ∪ HL ∪ HM ]) ≤ i(G). Hence i(G) ≥ n− 2δ. Therefore, for each case, we obtain i(G) ≥ n− 2δ.
On the other hand, it is obvious that B ∪ C is an independent dominating set of G. So i(G) ≤ |B ∪ C | = n− 2δ. Thus, we
get i(G) = n− 2δ. 
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