We show how to incorporate exact line searches into Newton's method for solving the quadratic matrix equation AX 2 +BX+C = 0, where A, B and C are square matrices. The line searches are relatively inexpensive and improve the global convergence properties of Newton's method in theory and in practice. We also derive a condition number for the problem and show how to compute the backward error of an approximate solution.
numerical methods for their solution are well developed 25], 27]. Our interest here is in the quadratic matrix equation Q(X) = AX 2 + BX + C = 0; A; B; C 2 C n n : (1.1) Although some Riccati equations are quadratic matrix equations, and vice versa, the two classes of equations require di erent techniques for analysis and solution in general.
Motivation for studying the quadratic matrix equation comes from the quadratic eigenvalue problem 2 Ax + Bx + Cx = 0; A; B; C 2 C n n ; (1.2) which arises in the analysis of structural systems and vibration problems 24], 30], 31].
The standard approach is to reduce (1.2) to a generalized eigenproblem (GEP) Gx = Hx of twice the dimension, 2n. However, as is well known 4], 7], 24], if we can nd a solution X of the associated quadratic matrix equation (1.1) then we can write 2 A + B + C = ?(B + AX + A)(X ? I) (1.3) and so the eigenvalues of (1.2) are those of X together with those of the GEP ?(B + AX)x = Ax, both of which are n n problems. Bridges and Morris 2] employ this approach in the solution of di erential eigenproblems.
A solution X of (1.1) is called a solvent 7] . More precisely, X is called a right solvent to distinguish it from a left solvent, which is a solution of X 2 A+XB+C = 0. Transposing the latter equation yields one of the form (1.1), so we concentrate on (1.1) here.
A dominant solvent among a set of solvents is one for which every eigenvalue exceeds in modulus the eigenvalues of all the other solvents. In earlier work, Dennis, Traub and Weber gave two linearly convergent algorithms for computing a dominant solvent of an arbitrary degree matrix polynomial 8] . One of these is a generalization of Bernoulli's method for scalar polynomials and is also described by Gohberg, Lancaster and Rodman 17, Sec. 4.2]. Because it is di cult to check in advance whether a dominant solvent exists, and other types of solvent might be required, these algorithms are of limited practical interest. Davis 4] , 5] applied Newton's method to the quadratic matrix equation, giving supporting theory and implementation details. Kratz 
and Stickel 23] investigated
Newton's method for the general matrix polynomial.
This work has two main contributions. First, following an idea of Benner and Byers 1] (and, much earlier, of Man 28] ) in the context of the algebraic Riccati equation, we incorporate exact line searches into Newton's method for the quadratic matrix equation in order to improve the global convergence properties. We show experimentally that exact line searches improve the reliability of Newton's method, leading to more frequent convergence and, often, faster convergence. Our second contribution is to derive the true condition number for the quadratic matrix equation, thus obtaining a sharper perturbation bound than Davis 4] , and to obtain the backward error of an approximate solution.
Solving even the scalar quadratic equation reliably in oating point arithmetic is a di cult problem, as pointed out by Forsythe 12] , principally due to the di culty of handling under ow and over ow. We do not consider here the e ects of under ow and over ow, but rather concentrate on the di culties present with exact computation.
Theory
Before considering numerical solution of the quadratic matrix equation we examine the existence and enumeration of solvents. The fundamental theorem of algebra does not hold for matrix polynomials, as is shown by the special case of the matrix square root problem X 2 = A, which does not always have a solution when A is singular 22, Sec. Various su cient conditions for the existence of a solvent are given by Eisenfeld 9 ] and Lancaster and Rokne 26]. In the former paper the results are obtained using the contraction mapping principle and in the latter paper using the Newton{Kantorovich theorem. Roughly speaking, all these results require that B or B ?1 be small in norm compared with A and C, so they are of limited practical applicability.
The most practically useful information about existence of solvents comes from the connection between the quadratic matrix equation and the quadratic eigenvalue problem Q( )x = 0, where Q( ) = 2 A + B + C:
Note, rst, that if A is nonsingular then det(Q( )) = det(A) det( 2 I + A ?1 B + A ?1 C), so det(Q( )) has degree exactly 2n and hence Q( ) has 2n eigenvalues, all of which are nite. If A is singular then det(Q( )) has degree less than 2n and hence Q( ) has either less than 2n nite eigenvalues or in nitely many if det(Q( )) 0. .3) and the assumption that Q has p distinct eigenvalues it follows that any solvent X has distinct eigenvalues and therefore is diagonalizable. Since any eigenpair of X is also an eigenpair of Q, X must be of the form (2.2).
When p = n in Theorem 2.1 the distinctness of the eigenvalues is not needed in the proof, and we obtain a su cient condition for the existence of a solvent. To apply Theorem 2.1 we must take p = 3, in view of the Haar condition. If we take eigenvalues 1, 2, 3 then the theorem gives three solvents, having eigenvalues 1 and 2, 1 and 3, and 2 and 3. But the eigenvectors corresponding to eigenvalues 1, 2, 4 also satisfy the Haar condition and this gives us another two solvents, having eigenvalues 1 and 4, and 2 and 4. Note that there is no dominant solvent. (3.6) which is an upper Hessenberg system. The Hessenberg{triangular decomposition requires 15n 3 ops 19, Sec. 7.7.6] and the systems (3.6) can be solved in 4n 3 ops. Hence the total cost of the Hessenberg{Schur algorithm is 52n 3 ops, which is a 34 percent saving compared with the Schur algorithm.
Versions of the Schur and Hessenberg{Schur algorithms that employ real Schur decompositions and so use only real arithmetic can be developed; see 14] for details.
Standard convergence results for Newton's method apply 6, Thm. 
Incorporating Line Searches
In the solution of unconstrained optimization problems by Newton or quasi-Newton methods it is common to use the Newton direction as a search direction and to
The motivation for line searches is that, far from a solution, the linear model of Q(X) on which Newton's method is based may be inaccurate, and so the Newton step E may not be a good one. Line searches are expected to give better global convergence (that is, convergence from arbitrary starting points). An example adapted from 1] illustrates the point. Consider the quadratic matrix equation which has solutions X = diag( 1; 1=4 ). With X 0 = diag(1; ), Newton's method gives E = diag(0; ( ?1=2 ? )=2), so that X 1 = X 0 + E is a much worse approximate solvent than X 0 . However, it is clear that X 0 + tE is a solvent for suitable choice of the scalar t.
In our Newton method with line searches we take a multiple of the Newton step that minimizes the merit function p(t) = kQ(X + tE)k 2 F ; (4.1) where the Frobenius norm kAk F = (trace(A A)) 1=2 . Other choices of merit function could be tried (for example, based on other norms of Q), but this one has some theoretical backing, as explained below. Note that p is the sum of squares of Q and a solvent of Q is a global minimizer of p. Recalling that Newton's method de nes E by Q(X)+D X (E) = 0, from (3.1) we have, for this E, Q(X + tE) = Q(X) + 2 , which attains its global minimum at t = 1, yielding the standard Newton step. If = 0 then X is a solvent. We can therefore assume that > 0 and > 0.
We have a quartic polynomial p of which we wish to nd the global minimum. A quartic has at most two minima, of which one is the global minimum. There are two cases to consider.
(1) If p 0 has one real zero and a (non-real) complex conjugate pair of roots then the real zero, which must lie in (0; 2] is the desired global minimum.
(2) If p 0 has three real zeros then at most two are minima of p. If the global minimum lies outside (0; 2] then t = 2 needs to be checked, as it may yield a smaller value of p than the zero of p 0 in (0; 2].
Knowing these cases, it is easy to implement the choice of t in (4.4), since the zeros of the cubic p 0 and the values of p at these zeros are easily computed.
The question arises of whether the exact line searches interfere with the quadratic convergence of Newton's method, necessitating the explicit setting of t = 1 once convergence is approached. The answer is no, under a mild assumption, as we now show.
Assume that X j is within a region where quadratic convergence to X occurs, and let X j+1 = X j + E j and e X j+1 = X j + tE j be the standard Newton update and the update with exact line search, respectively. De ning j = X ? X j , we have
The de nition of t ensures that, using (4.2), where and are parameters with 0 < < < 1. The rst condition ensures that the reduction in p is at least as big as that predicted by a rst order model, while the second ensures that the step is not too small, by requiring that the derivative at t be at least some fraction of the derivative at 0. The use of exact line searches does not necessarily imply that the conditions (4.6) are satis ed. However, (4.6b) certainly holds in the usual case when the optimal t is a zero of p 0 (t), since p 0 (0) < 0. Both conditions have been checked and found to be satis ed in all our numerical tests (with = 1=4, = 1=2), so we have not considered any modi cations to the exact line search.
The line search requires three matrix multiplications to compute the coe cients of p in (4.3) (Q(X) is already available), the remaining computations being scalar ones. The total cost of the line search is 5n 3 ops, which is negligible compared with the cost of computing the Newton direction E (at least 52n 3 ops).
Conditioning
We now derive a condition number for a solvent of the quadratic matrix equation (1.1 Multiplying by P ?1 , taking 2-norms, and using k vec(X)k 2 = kXk F , we obtain the bound k Xk F kXk F (X) ; (5.3) where (X) = kP ?1 (X 2 ) T I n ; X T I n ; I n 2 ] k 2 =kXk F :
This is a sharp bound, to rst order in , so (X) is the condition number of X. which is designed to have norm roughly of the same order of magnitude as a solvent. We terminate the iteration when the residual Q(X k ) is of the same order of magnitude as the rounding error in computing it, namely when the relative residual (X k ) satis es
Our Matlab code has an option to choose whether to use line searches. When line searches are being used, they are turned o (t is set to 1) once (X k ) 10 ?7 ; this is not necessary in theory (see Section 4), but is done to save work and as a precaution to avoid rounding errors destroying the quadratic convergence. In evaluating backward errors and condition numbers we took = kAk F , = kBk F , = kCk F .
The ; ?1000 x; y 1000;
with an equally spaced grid of 100 points (x; y). Table 7 .2 shows how many times a solvent was produced within 30, 50 and 100 iterations, respectively. Convergence was obtained to all four solvents, depending on the starting matrix, and a di erent solvent was sometimes obtained with exact line searches than without. Exact line searches result in more frequent convergence, though in 9 of the cases convergence was obtained without line searches but not with them, and in another 20 cases where both gave convergence faster convergence was obtained without line searches. Thus exact line searches do not lead to uniformly better convergence than when no line searches are used. An interesting phenomenon is that in 48 cases when line searches were not used the test (7.1) was satis ed within 100 iterations, but with kXk F u ?1 , so that X was far from a solvent (these cases were counted as failure to converge for the statistics). This behaviour did not Finally, we note that in all our tests the global minimum of the merit function p in (4.1) was in (0; 2] and never to the right of 2. 
