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1. Introduction
Let A be an n × n complex matrix. As is known, spe := {λ1, λ2, . . . , λn} stands for the spectrum
of A, where λ1, λ2, . . . , λn are eigenvalues of A. The spread of an n × n complex matrix A is defined
by the equation s(A) = maxi,j |λi − λj|. The conception of spread was first proposed by Mirsky in
1956 [1], who after obtained more positive results in [2]. Soon after, Deutsch [3] and Beesack [4] put
forward some upper bounds for the spread of a matrix through matrix singular values and row sums
of absolute values. They promoted the research of the spread of a matrix. Furthermore, Boxun Tu in
[5] also obtained some useful results on the basis of Mirsky’s research by means of the study of the
lower bound of rank of a matrix.
In this paper, we are still concerned with this topic but the difference is the process of dealing with
the problem. We will give some new ideas and methods to explore the upper bounds of the spread
of a given matrix. Our governing thought is that if people can bind all eigenvalues of a given matrix
in a specific disk in the complex plane, then the spread of a given matrix must not exceed this disk’s
diameter. We will give some disks to bind all eigenvalues of a given matrix and we expect that our
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results are better than some previous results. Of course, our results are also different from the results
of Mirsky (1964), Deutsch (1978) and Beesack (1980).
Throughout, Cn×n stands for the set of n × n complex matrices. If A ∈ Cn×n, we shall denote the
Euclidean norm of A by ‖ · ‖F , the trace of A by trA, the conjugate transpose of A by A∗. In addition,
if A = (aij) ∈ Cn×n, B = (bij) ∈ Cn×n, we write Ri(A) = ∑nj=1 ∣∣aij∣∣2, Ci(A) = ∑nj=1 ∣∣aji∣∣2 and[A, B] = AB − BA.
2. Some known results and basic theorems
In this section, we will mention some known results given in [1,6,7] and give some inspiring
theorems to show our embryonic idea.
In [1], Mirsky gave the following:
Lemma 2.1. For an n × n complex matrix A, we have
s(A) 
{
2‖A‖2F −
2
n
|trA|2
} 1
2
, (2.1)
with equality if and only if A is normal and its eigenvalues satisfy condition ϕ.
Note. Ifn complexnumbers are such thatn−2among themare equal to eachother and to the arithmetic
mean of the remaining two, Mirsky say that the n numbers satisfy condition ϕ (see [1]).
In 1994, Gu Yixi in [6] proved the following result:
Lemma 2.2. For any n × n complex matrix A, all its eigenvalues are located in the same disk:
∣∣∣∣λ − trA
n
∣∣∣∣ 
√
n − 1
n
(
‖A‖2F −
1
n
|trA|2
)
. (2.2)
From Lemma 2.2, one can easily get the following
Theorem 2.1. For any n × n complex matrix A, we have
s(A)  2
√
n − 1
n
(
‖A‖2F −
1
n
|trA|2
)
. (2.3)
Obviously, if one uses Gu’s result to estimate the upper bounds of the spread of a given complexmatrix,
the effect is slightly inferior to Mirsky’s result as n > 2. However, (2.1) is equal to (2.3) as n = 2.
Limin Zou and Youyi Jiang improved Gu’s result [7]. They proved the following:
Lemma 2.3. For an n × n complex matrix A partitioned as A =
⎛
⎝ Bk×k Dk×(n−k)
E(n−k)×k M(n−k)×(n−k)
⎞
⎠, all its
eigenvalues can be included by the following disk:
∣∣∣∣λ − trA
n
∣∣∣∣ 
√√√√n − 1
n
(
‖A‖2F −
|trA|2
n
− max
1kn−1
(∥∥Dk×(n−k)∥∥F − ∥∥E(n−k)×k∥∥F
)2)
. (2.4)
Analogously, one can also easily use Lemma 2.3 to estimate the upper bounds for the spread of a
given complex matrix, we have the following:
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Theorem 2.2. For any n × n complex matrix A, we have
s(A)  2
√
n − 1
n
(
‖A‖2F −
1
n
|trA|2 − max
1kn−1(
∥∥Dk×(n−k)∥∥F − ∥∥E(n−k)×k∥∥F)2
)
. (2.5)
To calculate s(A), inequality (2.5) is superior to (2.3). The inequalities 2.1 and 2.5 are not comparable
as the following example show:
Example . Let A=
⎡
⎢⎢⎢⎣
2 3 2
10 3 4
3 6 1
⎤
⎥⎥⎥⎦ and B=
⎡
⎢⎢⎢⎣
5 2 1
3 4 -1
0 2 4
⎤
⎥⎥⎥⎦.
From inequality (2.1), we obtain s(A)  18.7617, s(B)  6.2716.
From inequality (2.5), we obtain s(A)  18.5678, s(B)  7.0791.
However, when n = 2, inequality (2.5) is superior to (2.1).
3. Some new upper bounds for the spread of a matrix
In this section, we give some new upper bounds for the spread of any given complex matrix. We
first give necessary lemmas before we discuss our main results.
Lemma 3.1. Let A = (aij) ∈ Cn×n. If λ1, λ2, . . . , λn are all eigenvalues of A, then
n∑
i=1
|λi|2  ‖A‖2F −
n∑
i=1
(Ri(A) − Ci(A))2
4(Ri(A) + Ci(A)) .
Proof. By Nowosad–Tovar’s inequality [8], we have
n∑
i=1
|λi|2 
n∑
i=1
(Ri(A)Ci(A))
1
2 (3.1)
On the other hand,
‖A‖2F =
n∑
i=1
(
Ri(A) + Ci(A)
2
)
(3.2)
and
(Ri(A)Ci(A))
1
2 =
⎡
⎣(Ri(A) + Ci(A)
2
)2
−
(
Ri(A) − Ci(A)
2
)2⎤⎦
1
2
(3.3)
The function
√
x is concave and therefore
(x0 + x) 12  (x0) 12 + 1
2(x0)
1
2
x.
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By choosing x0 =
(
Ri(A)+Ci(A)
2
)2
and x = −
(
Ri(A)−Ci(A)
2
)2
, Eq. (3.3) now gives
(Ri(A)Ci(A))
1
2  Ri(A) + Ci(A)
2
− (Ri(A) − Ci(A))
2
4(Ri(A) + Ci(A)) . (3.4)
By using (3.1)–(3.4), we obtain
n∑
i=1
|λi|2 
n∑
i=1
(
Ri(A) + Ci(A)
2
− (Ri(A) − Ci(A))
2
4(Ri(A) + Ci(A))
)
= ‖A‖2F −
n∑
i=1
(Ri(A) − Ci(A))2
4(Ri(A) + Ci(A)) ). 
Lemma 3.2. Let A = (aij) ∈ Cn×n. If |trA|2 > (n − 1)
(
‖A‖2F −
∑n
i=1
(Ri(A)−Ci(A))2
4(Ri(A)+Ci(A))
)
, then A is
nonsingular.
Proof. Let λ1, λ2, . . . , λn be all eigenvalues of A and without loss of generality, we suppose that
λ1, λ2, . . . , λq are all non-zero eigenvalues of A, then rank(A)  q and by Cauchy–Schwarz inequality,
we have
|trA|2 =
∣∣∣∣∣∣
n∑
i=1
λi
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
q∑
i=1
λi
∣∣∣∣∣∣
2
 q
q∑
i=1
|λi|2 = q
n∑
i=1
|λi|2  rank(A)
n∑
i=1
|λi|2. (3.5)
By Lemma 3.1 and the inequality (3.5), we have
|trA|2  rank(A)
⎛
⎝‖A‖2F −
n∑
i=1
(Ri(A) − Ci(A))2
4 (Ri(A) + Ci(A))
⎞
⎠ . (3.6)
Combining the inequality (3.6) and thegivencondition,weconclude that rank(A) > n−1and therefore
rank(A) = n and A is nonsingular. 
We note that the authors of [9] gave the following:
Lemma 3.3. Let A be an n × n complex matrix with eigenvalues λj(j = 1, 2, . . . , n). Then
n∑
j=1
∣∣λj∣∣2 
√√√√(‖A‖2F − |trA|
2
n
)2
− 1
2
‖[A, A∗]‖2F +
|trA|2
n
.
Lemma 3.4. Let A = (aij) ∈ Cn×n. If
|trA|2 > (n − 1)
⎛
⎜⎝
√√√√(‖A‖2F − |trA|2
n
)2
− 1
2
‖[A, A∗]‖2F +
|trA|2
n
⎞
⎟⎠ ,
then A is nonsingular.
Since the proof is similar to Lemma 3.2, we omit it here.
Theorem 3.1. Let A = (aij) ∈ Cn×n. Then we have
s(A)  2
√√√√n − 1
n
(
‖A‖2F −
|trA|2
n
)
−
n∑
i=1
(Ri(A) − Ci(A))2
4(Ri(A) + Ci(A) + 2 |aii|2 + 4‖A‖2F)
.
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Proof. For any λ ∈ spe(A), let B = A − λI = (bij). Because B is singular, by Lemma 3.2, we know
|trB|2  (n − 1)
⎛
⎝‖B‖2F −
n∑
j=1
(Ri(B) − Ci(B))2
4(Ri(B) + Ci(B))
⎞
⎠ . (3.7)
Since
|trB|2 = |tr(A − λI)|2 = |trA − nλ|2 , (3.8)
‖B‖2F = ‖A − λI‖2F = ‖A‖2F +
n∑
i=1
|aii − λ|2 −
n∑
i=1
|aii|2, (3.9)
and we note that
Ri(B) + Ci(B) = Ri(A) + Ci(A) + 2 |aii − λ|2 − 2 |aii|2
 Ri(A) + Ci(A) + 2 |aii|2 + 4 |λ|2  Ri(A) + Ci(A) + 2 |aii|2 + 4‖A‖2F , (3.10)
and
Ri(B) − Ci(B) = Ri(A) − Ci(A).  (3.11)
To facilitate the discussion, we write
δ = ‖A‖2F −
n∑
i=1
|aii|2 −
n∑
i=1
(Ri(A) − Ci(A))2
4(Ri(A) + Ci(A) + 2 |aii|2 + 4‖A‖2F)
.
It follows from the inequalities (3.7)–(3.10) and (3.11) that
∣∣∣∣ trA
n
− λ
∣∣∣∣
2
 n − 1
n2
(|a11 − λ|2 + · · · + |ann − λ|2 + δ). (3.12)
Let λ = x + y√−1, where x, y are the real part and imaginary part of λ, respectively, then
|aii − λ|2 = (x − Re aii)2 + (y − Im aii)2∣∣∣λ − trA
n
∣∣∣2 = (x − Re trA
n
)2 + (y − Im trA
n
)2
⎫⎬
⎭ . (3.13)
Applying (3.13) to (3.12), we have
(
x − Re trA
n
)2
+
(
y − Im trA
n
)2
 n − 1
n2
[
(x − Re a11)2 + (y − Im a11)2 + · · · ((x − Re ann)2 + (y − Im ann)2 + δ
]
.(3.14)
Expanding and simplifying the inequality (3.14), we have
x2 + y2 − 2
(
Re
trA
n
)
x − 2
(
Im
trA
n
)
y +
(
Re
trA
n
)2
+
(
Im
trA
n
)2
 n − 1
n
⎧⎨
⎩x2 + y2 − 2n
⎛
⎝ n∑
i=1
Re aii
⎞
⎠ x − 2
n
⎛
⎝ n∑
i=1
Im aii
⎞
⎠ y
2818 J. Wu et al. / Linear Algebra and its Applications 437 (2012) 2813–2822
+1
n
⎡
⎣ n∑
i=1
(Re aii)
2 +
n∑
i=1
(Im aii)
2
⎤
⎦+ δ
n
⎫⎬
⎭ . (3.15)
Multiplying both sides of the inequality (3.15) by n and combining the similar terms of (x2 + y2), we
have
x2 + y2 − 2n
(
Re
trA
n
)
x − 2n
(
Im
trA
n
)
y + n
[(
Re
trA
n
)2
+
(
Im
trA
n
)2]
 −2n − 1
n
⎛
⎝ n∑
i=1
Re aii
⎞
⎠ x − 2n − 1
n
⎛
⎝ n∑
i=1
Im aii
⎞
⎠ y
+n − 1
n
⎡
⎣ n∑
i=1
(Re aii)
2 +
n∑
i=1
(Im aii)
2
⎤
⎦+ n − 1
n
δ. (3.16)
Since
Re
trA
n
= 1
n
n∑
i=1
Re aii = 1
n
ReTrA
Im
trA
n
= 1
n
n∑
i=1
Im aii = 1
n
ImTrA (3.17)
|aii|2 = (Re aii)2 + (Im aii)2
Applying (3.17) to the inequality (3.16) and combining similar items, we have
x2 + y2 − 2Re trA
n
x − 2Im trA
n
y + n
∣∣∣∣ trA
n
∣∣∣∣
2
− n − 1
n
n∑
i=1
|aii|2 − n − 1
n
δ  0. (3.18)
Taking the expression of δ into the inequality (3.18), we have
x2 − 2
(
Re
trA
n
)
x +
(
Re
trA
n
)2
+ y2 − 2
(
Im
trA
n
)
y +
(
Im
trA
n
)2
−
(
Re
trA
n
)2
−
(
Im
trA
n
)2
+ n
∣∣∣∣ trA
n
∣∣∣∣
2
− n − 1
n
n∑
i=1
|aii|2 − n − 1
n
⎛
⎝‖A‖2F −
n∑
i=1
|aii|2
−
n∑
j=1
(Ri(A) − Ci(A))2
4(Ri(A) + Ci(A) + 2 |aii|2 + 4‖A‖2F)
⎞
⎠  0. (3.19)
Further, simplifying the inequality (3.19), we have
(
x − Re trA
n
)2
+
(
y − Im trA
n
)2
−n − 1
n
⎛
⎝‖A‖2F − 1
n
|trA|2 −
n∑
i=1
(Ri(A) − Ci(A))2
4(Ri(A) + Ci(A) + 2 |aii|2 + 4‖A‖2F)
⎞
⎠  0
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i.e.,
∣∣∣∣λ − trA
n
∣∣∣∣ 
√√√√√n − 1
n
⎛
⎝‖A‖2F − |trA|2
n
−
n∑
i=1
(Ri(A) − Ci(A))2
4(Ri(A) + Ci(A) + 2 |aii|2 + 4‖A‖2F)
⎞
⎠. (3.20)
Since λ is arbitrary, we can see that all eigenvalues of A are located in a disk (3.20). Thus its spread
does not exceed the diameter of disk (3.20). Sowe can draw the conclusion and the proof is completed.
Obviously, Theorem 3.1 improved Gu’s result, so if people use it to estimate the upper bound of the
spread of a given matrix, it surpasses the former. We note that Theorem 3.1 is superior to Mirsky’s as
n = 2, but for others, it is difficult to compare their effect. So, we must keep exploring smaller disks
which contain spe(A) and use them to estimate upper bounds of s(A).
Theorem 3.2. Let A = (aij) ∈ Cn×n. Then we have
s(A)  2
(
n − 1
n
) 1
2
⎛
⎝(‖A‖2F − |trA|
2
n
)2
− 1
2
∥∥[A, A∗]∥∥2F
⎞
⎠
1
4
.
Proof. For any λ ∈ spe(A), let B = A − λI = (bij). Because B is singular, by Lemma 3.4, we know
|trB|2  (n − 1)
⎛
⎜⎝
√√√√(‖B‖2F − |trB|
2
n
)2
− 1
2
‖[B, B∗]‖2F +
|trB|2
n
⎞
⎟⎠ . (3.21)
Since B = A − λI = (bij) (3.22)
|trB|2 = |tr(λI − A)|2 = tr(λI − A)tr(λI − A) = n2 |λ|2 − nλtrA − nλtrA + |trA|2, (3.23)
‖B‖2F = ‖λI − A‖2F = tr((λI − A)(λI − A)∗) = n |λ|2 − λtrA − λtrA∗ + ‖A‖2F , (3.24)
[λI − A, (λI − A)∗] = (λI − A)(λI − A)∗ − (λI − A)∗(λI − A) = [A, A∗] (3.25)
trA∗ = trA. (3.26)
Taking (3.22)–(3.26) into (3.21), we have
1
n
|tr(λI − A)|2  (n − 1)
√√√√(‖A‖2F − |trA|2
n
)2
− 1
2
‖[A, A∗]‖2F , (3.27)
and
|tr(λI − A)|2 = |nλ − trA|2 = n2
∣∣∣∣λ − trA
n
∣∣∣∣
2
. (3.28)
Putting the equality (3.28) in the inequality (3.27), we have
∣∣∣∣λ − trA
n
∣∣∣∣ 
(
n − 1
n
) 1
2
⎡
⎣(‖A‖2F − |trA|
2
n
)2
− 1
2
∥∥[A, A∗]∥∥2F
⎤
⎦
1
4
.  (3.29)
Therefore, the upper bound of the spread of A less than or equal to the diameter of disk (3.29), and
then we conclude that s(A)  2
(
n−1
n
) 1
2
((
‖A‖2F − |trA|
2
n
)2
− 1
2
‖[A, A∗]‖2F
) 1
4
.
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Obviously, for any n × n(n  2) complex matrix A, we can see that
2
(
n − 1
n
) 1
2
⎛
⎝(‖A‖2F − |trA|
2
n
)2
− 1
2
∥∥[A, A∗]∥∥2F
⎞
⎠
1
4
 2
(
n − 1
n
) 1
2
(
‖A‖2F −
|trA|2
n
) 1
2
.
So, the result of Theorem 3.2 is superior to Theorem 2.1.
The next study will further show that in all lemmas and theorems above, our main purpose seems
to be finding disks with “the smallest” radius and which can locate the place of all eigenvalues of a
given matrix, and use it to estimate the upper bound of the spread of a given complex matrix.
In 1931, Geršgorin gave a well-known theorem known as the disk theorem ([10]).
Specifically, for any given complex matrix A = (aij) ∈ Cn×n, if λ1, λ2, . . . , λn are its eigenvalues,
then they can be included by set (A) = ⋃ni=1 i(A), where i(A) = {z ∈ C : |z − aii|  ri(A)} and
ri(A) = ∑j =i |aij|, i ∈ {1, 2, . . . , n}. It is easy to find that Geršgorin’s theorem internally bound the
eigenvalues of a given complex matrix within n small disks. However, by Geršgorin’s theorem one
can see that all eigenvalues of a given matrix are only located by the union (which is often called the
Geršgorin set) of many subsets, it means that there is a problem about Geršgorin’s theorem, that is, it
still need people to determine the position (small disk) of each eigenvalue of a givenmatrix further. In
addition, it will also encounter a problem that two or more similar matrices have same eigenvalues.
By Geršgorin’s theorem, it face thatmore than one Geršgorin sets contain these eigenvalues andwhich
Geršgorin set is the smallest will be a difficultmatter. It is not easy to find out an explicit and calculable
numerical formula to express such set.
At the end of this article, we will give another new single disk to locate all eigenvalues of a given
complex matrix based on Geršgorin’s theorem and use it to estimate the spread of a given complex
matrix.
Theorem 3.3. Let A = (aij) ∈ Cn×n be a given complex matrix and suppose that λ1, λ2, . . . , λn
are n eigenvalues of A. Then there must be a minimal single disk in the complex plane to contain all
eigenvalues of A and s(A)  2
{
Max
i{1∼n}
[
ri(A) +
∣∣∣aii − trAn
∣∣∣]
}
.
Proof. Without loss of generality, we assume that all λi(i = 1, 2, . . . , n) are non-repeated, by the
Geršgorin’s theorem, we suppose
λi ∈ i(A) = {z ∈ C : |z − aii|  ri(A)} ,
⎛
⎝ri(A) = ∑
j =i
|aij|, i ∈ {1, 2, . . . , n}
⎞
⎠ ,
respectively. That is, |λi − aii|  ri(A)(i = 1, 2, . . . , n). It shows that every λi(i ∈ {1, 2, . . . , n})
must belong to a small disk with radius ri(A) and centered at aii(i = 1, 2, . . . , n). If we treat every
i(A)(i = 1, 2, . . . , n) as a particle or a rigid body, then based on the centroid principle, the center of
all particles or rigid bodies is 1
n
∑n
i=1 aii = trAn . To seek the smallest disk, we establish the following
model⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Min|λ − trA
n
|
such that|λi − aii|  ri(A).
i = 1, 2, . . . , n
(3.30)
We can use a simple method to solve the model (3.30). 
Since ∣∣∣∣λi − trA
n
∣∣∣∣ =
∣∣∣∣λi − aii + aii − trA
n
∣∣∣∣
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Fig. 3.1. The schematic of the smallest disk that includes complex matrix’s eigenvalues.
 |λi − aii| +
∣∣∣∣aii − trA
n
∣∣∣∣
 ri(A) +
∣∣∣∣aii − trA
n
∣∣∣∣ ,
the solution to the above model is that∣∣∣∣λ − trA
n
∣∣∣∣ = Max
i{1∼n}
∣∣∣∣λi − trA
n
∣∣∣∣  Max
i{1∼n}
[
ri(A) +
∣∣∣∣aii − trA
n
∣∣∣∣
]
.
That is, all eigenvalues of Amust belong to the smallest disk thatwith radius Max
i{1∼n}
[
ri(A) +
∣∣∣aii − trAn
∣∣∣]
and centered at trA
n
. To facilitate discussion, we denote the smallest disk by (A), then
(A) =
{
z ∈ C : |z − trA
n
|  Max
i{1∼n}
[
ri(A) +
∣∣∣∣aii − trA
n
∣∣∣∣
]}
.
In this way, s(A)  2 { Max
i{1∼n}[ri(A) + |aii −
trA
n
|]}.
The significance of Theorem 3.2 is shown in Fig. 3.1.
Theorem 3.3 gives an explicit and calculable formula to determine an upper bound of the spread of
a matrix because A = (aij) ∈ Cn×n is given and then ri(A)(i = 1, 2, . . . , n) and trA are calculable.
We conclude the paper with the following upper bound for s(A).
Theorem 3.4. For any given matrix A = (aij) ∈ Cn×n, we have
s(A)  max
1i,jn
(|aii − ajj| + ri(A) + rj(A)),
where
ri(A) =
n∑
j=1
j =i
|aij|, i ∈ {1, 2, . . . , n}.
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Proof. Suppose that λ1, λ2, . . . , λn are n eigenvalues of A, by Geršgorin’s theorem, we know that for
any two eigenvalues (repeatable) λi, λj , there exist i∗, j∗ ∈ {1, 2, . . . , n}, such that
|λi − ai∗i∗ |  ri∗(A), (3.1)
and
|λj − aj∗j∗ |  rj∗(A). (3.2)
By (3.1) and (3.2) we deduce that
|λi − λj| = |(λi − ai∗i∗) + (aj∗j∗ − λj) + (ai∗i∗ − aj∗j∗)|
 |λi − ai∗i∗ | + |λj − aj∗j∗ | + |ai∗i∗ − aj∗j∗ |
 ri∗(A) + rj∗(A) + |ai∗i∗ − aj∗j∗ |
 max
1i,jn
{ri(A) + rj(A) + |aii − ajj|}.
Thus s(A) = max
1i,jn
|λi − λj|  max
1i,jn
(|aii − ajj| + ri(A) + rj(A)). 
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