Abstract. The paper uses the cellular basis of the (semi-simple) degenerate cyclotomic Hecke algebras to investigate these algebras exhaustively. As a consequence, we describe explicitly the "Young's seminormal form" and a orthogonal bases for Specht modules and determine explicitly the closed formula for the natural bilinear form on Specht modules and Schur elements for the degenerate cyclotomic Hekce algebras.
a dual cellular basis of the degenerate cyclotomic Hecke algebras is considered in Section 4, which is applied in Section 5 to give some nice idempotents of these algebras. Section 6 gives a direct computation of the trace form on these nice idempotents without any assumption, which gives a different proof of the non-degeneration of the trace form. Finally, a closed formula for Schur elements for the degenerate cyclotomic Hecke algebras is given in Section 7. Throughout this paper, we assume that R is a commutative ring and that m and n are positive integers unless otherwise stated.
Degenerate cyclotomic Hecke algebras
In this section, we recall that the definitions of degenerate cyclotomic Hecke algebras and of degenerate affine Hecke algebras. The non-degenerate trace form on the degenerate cyclotomic Hecke algebras and some basic facts are reviewed briefly.
2.1. Let m, n be positive integers. Recall from [ST] or [Co] that the complex reflection group W m,n of type G(m, 1, n) is the finite group generated by elements s 0 , s 1 , . . . , s n−1 subject to the relations s m 0 = 1, s 0 s 1 s 0 s 1 = s 1 s 0 s 1 s 0 s 2 i = 1, s i s i+1 s i = s i+1 s i s i+1 , i > 1 s i s j = s j s i , |i − j| > 1.
In particular, the subgroup s 1 , . . . , s n−1 of W m,n is isomorphic to the symmetric group S n of order n with simple transposition s i = (i, i+1) for i = 1, . . . , n−1. It is well-known that W m,n ∼ = (Z/mZ) n ⋊S n . Clearly, W 1,n is the Weyl group of type A n and W 2,n is the Weyl group of type B n .
2.2. Definition. Let R be a commutative ring and Q = {q 1 , . . . , q m } ⊂ R. The degenerate cyclotomic Hecke algebra is the unital associative R-algebra H := H m,n (Q) generated by s 0 , s 1 , . . . , s n−1 and subjected to relations The elements x 1 := s 0 and x i+1 := s i x i s i + s i for i = 1, . . . , n − 1 of H are called the Jucys-Murphy elements of H .
Clearly, H 1,n (Q) is exactly the group algebra RS n and x 1 , . . . , x n are algebraically dependent, moreover, for all i, the minimal polynomial of x i can be determined explicitly, see Corollary 3.28(ii). The following facts will be used frequently.
2.3. Lemma. Suppose that 1 ≤ i < n and 1 ≤ j, k ≤ n. Then (i) s j x j − x j+1 s j = −1 and s j−1 x j − x j−1 s j−1 = 1. (ii) s i x j = x j s i if i = j − 1, j. (iii) x j x k = x k x j if 1 ≤ j, k ≤ n. (iv) s j (x j x j+1 ) = x j x j+1 s j and s j (x j + x j+1 ) = (x j + x j+1 )s j . (v) if a ∈ R and i = j then s i commutes with (x 1 − a)(x 2 − a) · · · (x j − a).
Proof. (i) follows directly by the definition of x j+1 and 2.2(iii).
(ii) If j = 1 then s i x 1 = s i s 0 = x 1 s i whenever i = 1 according to 2.2(v) . Assume that for all j = l ≥ 1, s i x l = x l s i if i = l − 1, l. Suppose that j = l + 1. Then, by induction and 2.2(v), s i x j = s i (s l + s l x l s l ) = x j s i if i = l − 1, l, l + 1. On the other hand, s l−1 x l+1 − x l+1 s l−1 = s l−1 s l − s l s l−1 + s l−1 s l x l s l − s l x l s l s l−1 = s l−1 s l s l−1 x l−1 s l−1 s l − s l s l−1 x l−1 s l−1 s l s l−1 = s l s l−1 (s l x l−1 − x l−1 s l )s l−1 s l , so, by induction, s l−1 x l+1 = x l+1 s l−1 and (ii) is proved.
(iii) Without loss of generality, we may assume that 1 ≤ j ≤ k ≤ n. Then 2.2(ii) and 2.2(v) imply that x 1 x k = x k x 1 for k = 1, . . . , n. Assume that for all j = l ≥ 1 and for all l ≤ k ≤ n, x i x k = x k x i .
Suppose that j = l + 1. Then, by (ii) and induction, x j x k = (s l + s l x l s l )x k = x k x i for all k ≥ i = l + 1. Hence x i x k = x k x j for all 1 ≤ j, k ≤ n.
(iv) The first equality follows by 2.2(iii) and (iii), and the second one follows by (ii).
(v) Let X j (a) := (x 1 − a) . . . (x j − a). Obviously s i X 1 (a) = X 1 (a)s i if i = 1. Assume that for all j = l ≥ 1, s i X j (a) = X j (a)s i if i = j. Then, by induction and (ii), s i X l+1 (a) = s i X l (a)(x l+1 − a) = X l+1 (a)s i if i = l, l + 1. On the other hand, by induction and (iv), s l X l+1 (a) = X l−1 (a)s l (x l − a)(x l+1 − a) = X l−1 (a)(s l x l x l+1 − as l (x l + x l+1 ) − a 2 s l ) = X l+1 (a)s l .
Thus s i X l+1 (a) = X l+1 (a)s i for i = l + 1. The proof is completed.
Recall from [D] or [L89] that the degenerate affine Hecke algebra H aff n of GL n (C) is the associated R-algebra which is equal as an R-module to the tensor product R[y 1 , . . . , y n ] ⊗ R RS n of the polynomial algebra R[y 1 , . . . , y n ] and the group algebra RS n . Multiplication is defined so that R[y 1 , . . . , y n ] and RS n are subalgebras, and in addition s i y i+1 − y i s i = 1 s i y j = y j s i if i = j − 1, j.
The following lemma shows that the degenerate cyclotomic Hecke algebras are the cyclotomic quotients of the degenerate affine Hecke algebra, which play a fundamental role in the study of the degenerate affine Hecke algebra, see for example [K, Chap. 7] .
2.4. Lemma. Let J Q denote the two-sided ideal of H aff n generated by (y 1 − q 1 ) · · · (y 1 − q m ). Then there is a surjective homomorphism of algebras π : H aff n → H such that y i → x i for each i and s j → s j for each j. Then π is a surjective homomorphism and Kerπ = J Q .
Proof. The Lemma follows by definitions and Lemma 2.3. For degenerate cyclotomic Hecke algebra H , we have the following important theorem.
2.5. Theorem ( [K] , Theorem 7.5.6). The degenerate cyclotomic Hecke algebra H is a free R-module with basis {x i 1 1 x i 2 2 · · · x in n w | 0 ≤ i 1 , . . . , i n < m, w ∈ S n }. Now we recall the non-degenerate trace form on H constructed by Brundan and Kleshchev [BK1] , which is our main investigation in this paper. To describe this one and for the computation in Section 6, we introduce some notation. Let R m [x 1 , . . . , x n ] be the level m truncated polynomial algebra, that is, the quotient of the polynomial algebra R[y 1 , . . . , y n ] by the two-sided ideal generated by y m 1 , . . . , y m n . Also define a grading on the twist tensor algebra R m [y 1 , . . . , y n ] ⋊ RS n by declaring that each y i is of degree 1 and each w ∈ S n is of degree 0.
Thenτ is a non-degenerate trace form on R m [y 1 , . . . , y n ]⋊ RS n . Now let l = (m − 1)n and define a filtration
H be the map sending an element of H to its degree i graded component.
Lemma ( [BK1], Lemma 3.5).
There is a well defined isomorphism of graded algebras
such that y i → gr 1 x i for each i and s j → gr 0 s j for each j.
The following surprising theorem says that H is a symmetric algebra for all parameters q 1 , . . . , q m in R, Theorem 6.4 gives a different proof on the non-degeneration of the trace form τ on H .
2.8. Theorem ( [BK1] , Theorem A2). Let τ : H → R be the R-linear map determined by
Then τ =τ • gr l , which is a non-degenerate trace form on H .
2.9. Note that τ is essentially independent of the choice of basis of H . We will need the following easy verified facts.
(ii) Suppose that w, v ∈ S n and that 0 ≤ i 1 , . . . , i n < m. Then
2.10. Assumption. In this paper we will mainly be concerned with the semi-simple degenerate cyclotomic Hecke algebras; these were classified by Ariki-Mathas-Rui [AMR, Theorem 6.11] who showed that when R is a field H is semisimple if and only if
For most of what we do it will be enough to assume that R is a ring in which P H (Q) is invertible.
A orthogonal basis of the degenerate cyclotomic Hecke algebra
In this section, we review the cellular basis and Specht modules of the degenerate cyclotomic Hecke algebra H . Using the cellular basis, we first give the "Young's seminorma form" for Specht modules (Theorem 3.15), which enables us to give a orthogonal bases of Specht modules (Corollary 3.16) and a orthogonal bases and primitive idempotents of H (Theorems 3.20 and 3.27). Furthermore, we obtain a closed formula for the natural bilinear form on Specht modules, which answer a question of Ariki, Mathas and Rui [AMR, §6.9] , and give a differential proof of the Brundan-Kleshchev isomorphism between the cyclotomic Hecke algebras and the degenerate ones in [BK2, Corollary 1.3] when these algebras are semi-simple.
3.1. Definition (Graham and Lehrer [GL96] ). Let A an R-algebra. Fix a partially ordered set Λ = (Λ, ¤) and for each λ ∈ Λ let T (λ) be a finite set. Finally, fix C λ st ∈ A for all λ ∈ Λ and s, t ∈ T (λ). Then the triple (Λ, T, C) is a cell datum for A if:
ts , for all λ ∈ Λ, s, t ∈ T (λ) is an anti-automorphism of A; (iii) for all λ ∈ Λ, s ∈ T (λ) and a ∈ A there exist scalars r su (a) ∈ R such that
where A £λ = Span R {C µ ab |µ £ λ and a, b ∈ T (µ)}. An algebra A is a cellular algebra if it has a cell datum and in this case we call {C λ st |s, t ∈ T (λ), λ ∈ Λ} a cellular basis of A.
Recall that an
Denote by P(m, n) the set of all m-multipartitions of n, which is a poset under dominance ¤, where λ ¤ µ, if
for all 1 ≤ i ≤ m and j ≥ 1. We write λ £ µ if λ ¤ µ and λ = µ. Suppose that λ is an m-multipartition of n and let m = {1, . . . , m}. The diagram of λ is the set
The elements of [λ] are the nodes of λ; more generally, a node is any element of Z >0 × Z >0 × m. We may and will identify [λ] with the m-tuple of diagrams of the partitions λ c , for 1 ≤ c ≤ m. Recall that a node y / ∈ [λ] is an addable node for λ if [λ] ∪ {y} is the diagram of an m-multipartition, and denote by A (λ) the set of all addable nodes for λ; similarly, y ∈ [λ] is a removable node for λ if [λ] \ {y} is the diagram of an m-multipartition, and denote by R(λ) the set of all removable nodes for λ.
A λ-tableau is a bijection t : [λ] → {1, 2, . . . , n}, and if t is a λ-tableau write Shape(t) = λ. As with diagrams, we may and will think of a tableau t as an m-tuple of tableaux t = (t 1 ; . . . ; t m ), where t c is a λ c -tableau, for 1 ≤ c ≤ m. The tableaux t c are called the components of t. A tableau is standard if in each component the entries increase along the rows and down the columns; let Std(λ) be the set of standard λ-tableaux.
Given an m-multipartition λ let t λ be the λ-tableau with the numbers 1, 2, . . . , n entered in order first along the rows of t λ 1 and then the rows of t λ 2 and so on. The symmetric group S n acts from the right on the set of λ-tableaux; let S λ = S λ 1 × · · · × S λ m be the row stabilizer of t λ . For any λ-tableau t let d(t) be the unique element of S n such that t = t λ d(t) and denote by ℓ(t) the length of d(t). 2, 4, 3, 6, 7, 8, 9) , where -(resp., + ) means the node is removable (resp., addable) and S {1,2,3} is the symmetric group on letters 1, 2, 3 and so on.
Let < be the Bruhat order on S n . The following fact was first proved by Ehresmann and then rediscovered by Dipper and James [DJ86] , see for example, [M99, Theorem 3.8] .
3.4. Lemma (Ehresmann Theorem). Suppose that s and t are standard tableaux of the same shape. Then d(s) < d(t) if and only if s £ t.
3.5. Let * be the R-linear anti-automorphism of H determined by 
Finally, given standard λ-tableaux s and
It follows from Lemma 2.3(v) that all of elements in RS λ commute with u
Observe that m λ = m t λ t λ and m * st = m ts for standard λ-tableaux s and t. Whenever we write m st in what follows s and t will be standard tableaux of the same shape (and similarly, for f st etc.).
3.7. Theorem ( [AMR] , THEOREM 6.3). The degenerate cyclotomic Hecke algebra H is free as an R-module with cellular basis {m st |s, t ∈ Std(λ) for λ an m-multipartition of n}.
If t is any tableau and k ≥ 0 is an integer, let t ↓ k be the subtableau of t which contains the integers 1, . . . , k. Observe that t is standard if and only if Shape(t ↓ k) is an m-multipartition for all k = 1, . . . , n. We extend the dominance order ¤ on the set of m-multipartitions to the set of standard tableaux by defining s ¤ t if Shape(s ↓ k) ¤ Shape(t ↓ k) for all k = 1, . . . , n; and write s £ t if s ¤ t and s = t. Define the residue of k in t to be res t (k) = j − i + q c if k appears in node (i, j, c) ∈ t.
3.8. Lemma (cf. [M99] , Lemma 3.34). Assume that R is a field and that Assumption 2.10 holds. Suppose that λ and µ are m-multipartition of n and let s ∈ Std(λ) an t ∈ Std(µ).
(i) s = t (and λ = µ) if and only if res s (k) = res t (k) for k = 1, . . . , n.
(ii) Suppose that λ = µ and there exists an i such that res s (k) = res t (k) for all k = i, i + 1. Then either s = t or s = t(i, i + 1).
Proof. Note that the nodes of s and t containing entry n are removable nodes, which have distinct residues if they are distinct nodes. Then both parts of Lemma follow by using the induction argument on n.
The Lemma says that when Assumption 2.10 holds the residues separate the standard tableaux; this enables us to give the orthogonal basis of degenerate cyclotomic Hecke algebras and Specht modules. Notice that both parts of the Lemma can be fail if the assumption does not hold.
If λ is an m-multipartition then let H £λ be the free R-submodule of H with basis {m st |s, t ∈ Std(µ) for µ £ λ}. It follows from Theorem 3.7 and 3.1(iii) that H £λ is a two-sided ideal of H .
Theorem 3.7 implies that S λ is a free R-module with basis {m t |t ∈ Std(λ)}, where m t = m tt λ +H £λ . Further, by the general theory of cellular algebras, there is a natural associative bilinear form , on S λ which is determined by either
Now we begin to determine the "Young seminorm form" for Specht modules. Our start point is the following fact.
3.10. Lemma (cf. [M99] , Lemma 3.29). Let λ be an m-multipartition of n and let s and t be standard λ-tableaux such that s £ t = s(i, i + 1) for some i with 1 ≤ i < n. For k = 1, . . . , n, suppose that there exist elements r s (k) ∈ R such that
Then for k = 1, . . . , n, there exist elements r b ∈ R such that
Proof. First note that m t = s i m s because s£t which implies that ℓ(s) < ℓ(t) by Lemma 3.4. Therefore, by Lemma 2.3(ii), if k = i, i + 1 then
Next suppose that k = i + 1. Then using the first equality of Lemma 2.3(ii)
The case k = i is similar to the case k = i + 1 by using the second equality of Lemma 2.3(ii). Finally, equating the coefficients of these formulae, we complete the proof.
3.11. Theorem ( [AMR] , LEMMA 6.6). Suppose that λ is an m-multipartition of n and that s and t are standard λ-tableaux. Suppose that k is an integer with 1 ≤ k ≤ n. Then there exist r a ∈ R such that (i)
or equivalently, there exist r a ∈ R such that
Proof. Note that m st d(t) * = m st λ for any standard tableaux s and t, we only need to show (ii). First consider the case where s = t λ , then m s = m λ + H £λ . Suppose that k appears in node (i, j, c) ∈ s and that l is the smallest integer appears in component t λ c . Then l ≤ k. Working modulo H £λ and using Lemma 2.3 (ii), (iv), we obtain that
So it is sufficient to show that, for k = 1, . . . , n,
When n = 1 there is nothing to prove so by induction we assume that ( * ) holds for all smaller integers of n. We now proceed by induction on k. The case k = 1 being trivial because (
. Then a = |µ| < n and m λ = m µ h + H £λ for some element h of the subalgebra of RS λ generate by s k+1 , . . . , s a−1 . Furthermore, x k m µ ∈ H m,a (Q) and h, x k commute by Lemma 2.3(ii). Hence working modulo H £λ and arguing by induction on n,
Thus we may assume that k is in the last row of the c-component of t λ .
Next suppose that k is not in the first column of t λ c and that we have known the result for small k. Then k > 1 and s k−1 is an element of S λ c , so s k−1 m λ = m λ and therefore, by induction on k,
This reduces us to the case that k appears in the last row and the first column of t λ c . Thus we can assume that
. Let p be the integer appears in the node (i − 1, 1, c) and let u be the standard λ-tableau t λ s a c+1 −1 . . . s p+1 . Then the second last row of u contains the integers p, p + 2, . . . , a c+1 and the last row of u contains the single integer p + 1.
So far we have shown that
We also know that (x ac+1 + · · · + x a c+1 )m λ = rm λ for some r ∈ R since x ac+1 + · · · + x a c+1 belongs to the center of H . Consequently, x a c+1 m λ = r c m λ for some r c ∈ R. Therefore, by Lemma 3.10
Now, by induction, we have
Consequently, r c = res t λ (a c+1 ) as required. The general case follows by Lemma 3.10 and induction argument on ℓ(s).
Remark. (i) If u is a standard tableau and res
r ab m ab for some r ab ∈ R.
(ii) Apply the * -anti-automorphism, we get that
Let R(k) be the complete set of possible residues res t (k) as t runs over the set of all standard tableaux. Note that the residues in R(k) are all distinct.
3.13. Definition ( [AMR, DEFINITION 6.7] ). Suppose that λ is an m-multipartition of n and that s and t are standard λ-tableaux.
Note that all of the factors in F t commute so there are no need to specify an order of the terms in the product. The elements F t are defined for any choice of field R, regardless of whether or not Assumption 2.10 holds.
Extend the dominance order to the pairs of standard tableaux by defining (s, t) ¤ (a, b) if s ¤ a and t ¤ b, and write (s,
3.14. Proposition. Assume that Assumption 2.10 holds and that λ is an m-multipartion of n. Suppose that s and t are standard λ-tableaux.
r ab m ab for some r ab ∈ R;
Proof. (i) follows directly from Theorem 3.11(i), Remark 3.12, and Definition 3.13. Indeed, we have
(ii) and (iii) can be proved by using a variation argument of the proof of [M99, Proposition 3.35] . For the convenient of the reader especially for myself, we contain the proof.
r ab m ab for some r ab ∈ R. First suppose that u is a standard λ-tableau such that u £ s, by Lemma 3.8(ii), there exists an integer k 1 such that res u (k 1 ) = res s (k 1 ). Then x k 1 − res u (k 1 ) is a factor of F u , so F u m st = b£s r b m bt for some r b ∈ R by Theorem 3.11(i). Extended the dominance order ¤ to the total order > on the set of all standard λ-tableaux, and chose c 2 with respect to > with r c 2 = 0. Then c 2 £ s and, as before, there exists an integer k 2 such that res c 2 (
Hence, F sfst =f st . Furthermore, if u = s then, by Lemma 3.8(ii), there exists an integer k such that res u (k) = res s (k). So (x k − res u (k))f st = 0 and F ufst = 0 because x k − res u (k) is a factor of F u .
Finally, note that there exist r a ∈ R such that m st =f st +r afat . So
(iv) By definition and (iii),
Now the "Young's seminormal form" for Specht modules can be given as follows.
3.15. Proposition. Suppose that λ is a multipartition of n and that s and u are standard λ-tableaux. Let t = s(i, i + 1) for some integer i with 1 ≤ i < n.
(i) If t is standard then
(ii) If t is not standard then s i f su = f su , if i and i + 1 are in the same row of s, −f su , if i and i + 1 are in the same column of s.
Proof. By Theorem 3.7 and Proposition 3.14(i), {f su } is a basis of H , so s i f su = a,b r ab f ab for some r ab ∈ R. By Proposition 3.14(ii), f ab F u = δ bu f au . Therefore, multiplying the equation for s i f su on the right by F u shows that r ab = 0 whenever a = u; in particular, r ab = 0 if Shape(b) = λ. Hence, s i f su = a r a f au , for some r a ∈ R, where a runs over the set of standard λ-tableaux.
Suppose that k is an integer such that k = i, i+ 1. Then, by Lemma 2.3(ii) and Proposition 3.14(iii),
On the other hand, by Proposition 3.14(iii), we have
Equating coefficients, r a res s (k) = r a res a (k) for all k = i, i+1, a ∈ Std(λ). Therefore, by Lemma 3.8(ii), r a = 0 unless either a = s or a = t and t is standard. Suppose that t is not standard . Then we have shown s i f su = r s f su for some r s ∈ R. By Proposition 3.14(i), f su = m su + (a,b)£(s,u) r ab f ab for some r ab ∈ R. Because t is not standard, either i and i + 1 are in the same row of t or they are in the column. In the first case, by [DJ86, Lemma 1.1(iv)],
In the second case, there is a unique standard tableau c such that t = s(i, i + 1) = cs j w for some j and w ∈ S n with ℓ(t) = ℓ(c) + 1 + ℓ(w), and if b is any (standard) tableau with b £ cs j then b £ c. By construction, s = c(s j ws i ) and ℓ(s) = ℓ(c) + ℓ(w). Therefore ℓ(w) = ℓ(s j ws i ). Similarly, ℓ(ws i ) = ℓ(w) + 1 = ℓ(s j w). Therefore w = s j ws i ,
So s i f su = −f su in the second case. Now suppose that t = s(i, i + 1) is standard, we have shown that s i f su = r s f su + r t f tu for some r s , r t ∈ R. First suppose that s £ t. Then s i m su = m tu for any u ∈ Std(λ) since d(t) = d(s)s i . Therefore
Note that res s (i) = res t (i + 1) and res s (i + 1) = res t (i), we yield that r s = 1 rest(i)−ress (i) . Suppose that t £ s. Then t £ t(i, i + 1) = s and s i f tu = 1 ress(i)−rest(i) f tu + f su by the same argument as above. Thus
Our next step is to construct an orthogonal basis of Specht modules with respect to the bilinear form . For each standard λ-tableau s let f s = f st λ + H £λ . We have the following facts.
3.16. Corollary. Assume that Assumption 2.10 holds. Suppose that λ is an m-multipartition of n.
(c) {f s |s ∈ Std(λ)} is an orthogonal basis of the Specht module S λ .
Proof. (i) follows directly by Proposition 3.14. Theorem 3.15(i) implies (ii.a). Now, by Proposition 3.14(i) and (iv), (ii.b) is proved. (ii.c) is proved by using Theorem 3.7 and Proposition 3.14(i) and (iv).
The inner products f s , f t , for s, t ∈ Std(λ) will be computed explicitly (as rational functions) in the following. To describe this we need some more notation. Given two nodes x = (i, j, k) and y = (a, b, c), write y ≺ x, if either c < k, or c = k and b > j.
Suppose that λ is an m-multipartition of n and that s be a standard λ-tableau. Then for each integer i with 1 ≤ i ≤ n there is a unique node x ∈ [λ] such that s(x) = i. Let A s (i) be the set of addable nodes for the m-multipartition Shape(s ↓ i) which are strictly greater than x (with respect to ≺); similarly, let R s (i) be the set of removable nodes which are strictly greater than x for the m-multipartition Shape(s ↓ i − 1). If y = (i, j, s) is either an addable or a removable node, then we define its residue to be res(y) = j − i + q s . Finally, if λ is an m-multipartition let λ! = m s=1 i≥1 λ s i !. 3.17. Example. Let λ = (3·1; 1). Then A t λ (1) = {(1, 1, 2)}, R t λ (1) = {∅}; A t λ (2) = {(2, 1, 1), (1, 1, 2)}, R t λ (2) = {(1, 1, 1)}; A t λ (3) = {(2, 1, 1), (1, 1, 2)}, R t λ (3) = {(1, 2, 1)}; A t λ (4) = {(1, 1, 2)}, R t λ (4) = {∅}; A t λ (5) = {∅} = R t λ (5). It follows directly that
which equals exactly to γ t λ = f t λ , f t λ determined by Theorem 3.18(ii.a).
Now we can give a closed formula of γ t := f t , f t for any m-multipartition λ of n and any standard λ-tableau t. For a moment, we write i = (a, b, c) ∈ t if the integer i with 1 ≤ i ≤ n appears in the unique node (a, b, c) of [λ] such that t(a, b, c) = i.
3.18. Theorem. Assume that Assumption 2.10 holds. Suppose that λ is an m-multipartition of n.
(i) Suppose that t is a standard λ-tableau. Then γ t is uniquely determined by the two conditions
(ii) Let s be a standard λ-tableau.
So (ii.a) is proved.
Suppose that s = t(i, i + 1) £ t and let α = 1 rest(i)−ress (i) . Applying Corollary 3.16(ii), f t = (s i − α)f s , moreover s i f s , f s = αγ s and s i f s , s i f s = γ s since f s , f t = 0. Thus
(ii) We proceed by induction on ℓ(s) for standard λ-tableaux s. First, let s = t λ and assume that the integer i = (a, b, c) with 1 ≤ i ≤ n, that is a c < i ≤ a c+1 . First consider the contribution that the addable and removable nodes in [λ c ] make to t λ . By definition, these nodes occur in pairs (x, y) = ((a + 1, 1, c), (a, b − 1, c) . Therefore
Next, consider the contribution that addable and removable nodes in some t-component of [λ] with t > c (there are no such node for t < c). In this case, we have
Now assume that t λ £ s and there exists an integer k with 1 ≤ k < n such that
and let
and R := i=k,k+1
Since A s (i) = A t λ (i) and R s (i) = R t λ (i) for all i = k, k + 1. Therefore, by (ii.b) and Assumption 2.10, we only need to show that L = (α 2 − 1)R.
Note that either both k and k + 1 appear in the same component of s, say the c-component of s, or k and k + 1 appear in the different components of s. In the first case, we have that a c < k, k + 1 ≤ a c+1 , moreover, k = (a + 1, 1, c) ∈ s and k + 1 = (a, λ 
It follows directly that L = (α 2 − 1)R.
In the second case, clearly k = a c+1 for some c with 1 ≤ c < m. Therefore k + 1 = (a, λ c a , c) ∈ s where a = ℓ(λ c ) and
It follows directly that L = (α 2 − 1)R and we complete the proof by induction argument.
3.19. Remark. The assertion (i) has given in [AMR, LEMMA 6 .10] with a skeleton outline of proof. The assertion (ii) answers a question of Ariki-Mathas-Rui [AMR, §6.9].
Let (, ) be the inner product on H given by (h 1 , h 2 ) = τ (h 1 h * 2 ), for h 1 , h 2 ∈ H . It follows form Theorem 2.8 and §3.5 that the trace form τ satisfying that τ (h) = τ (h * ) for all h ∈ H . Therefore ( , ) is a symmetric bilinear form on H . Furthermore, ( , ) is associative in the sense that (ab, c) = (a, cb * ) for all a, b, c ∈ H .
Theorem ( [AMR], PROPOSITION 6.8).
Assume that Assumption 2.10 holds.
(i) If s, t, a and b are standard tableaux then f st f ab = δ at γ t f sb .
(ii) {f st |s, t ∈ Std(λ), λ ∈ P(m, n)} is a orthogonal basis of H with respect to the trace form τ .
Proof. By proposition 3.14(iv), f st f ab = δ at r t sb f sb for some r t sb ∈ R. So we only need to show that r t sb = γ t for all standard tableaux s, b. Note that f t = f tt λ + H £λ and γ t = f t , f t . Therefore, the inner product , on the Specht module
(i) is proved. By Theorem 3.7 and Proposition 3.14(i), {f st |a, t ∈ Std(λ), λ ∈ P(m, n)} is a basis of H . Now, by (i), (f st , f ab ) = τ (f st f * ab ) = τ (f st f ba ) = δ tb γ t τ (f sa ). On the other hand, τ is a trace form, so we also have that τ (f st f ba ) = τ (f ba f st ) = δ as γ s τ (f bt ). Thus (f st , f ab ) = δ tb γ t τ (f sa ) = δ as γ s τ (f bt ) = δ tb δ as γ t τ (f tt ). Consequently, {f st |s, t ∈ Std(λ) for λ ∈ P(m, n)} is a orthogonal basis of H with respect to the trace form τ and τ (f tt ) = 0 for all standard tableaux t. Indeed, if there is a standard tableau t such that τ (f tt ) = 0. Then γ t τ (f tt ) = γ s τ (f ss ) and γ t = 0 implies that τ fss = 0 for all standard tableau s since γ s = 0 for all standard tableaux s. It is impossible since τ is non-degenerate. We complete the proof.
3.21. Remark. In [BK1, Theorem A2] it was shown that H is a symmetric algebra with respect to the trace form τ for all parameters q 1 , . . . , q m ; however, this was proved indirectly without constructing a pair of dual bases. The Theorem gives a self-dual basis of the semisimple degenerate cyclotomic Hecke algebras. In general, no such basis is known in general. Now we may identify the Specht module S λ with a submodule of H up to isomorphism.
3.22. Corollary. Suppose that s and t be standard λ-tableaux. Then
Proof. The Theorem implies that{f at | a ∈ Std(λ)} is a basis of H f st . On the other hand, by §3.9 and Proposition 3.14(i), {f a | a ∈ Std(λ)} is a basis of the Specht module S λ . Now the R-linear map f a → f at gives the desired isomorphism.
Let G(λ) = det( m s , m t ), for s, t ∈ Std(λ), be the Gram determinant of this form, which is welldefined up to a unit in R. As an application of the closed formula for γ s , we obtain a closed formula for the Gram determinant, which is differential but equivalent to that one given in [AMR, COROLLARY 6 .9].
3.23. Corollary. Suppose that R is a field and that Assumption 2.10 holds. Let λ be an m-multipartition of n. Then
Proof. Fix t ∈ Std(λ). Then Specht module S λ is isomorphic to the submodule of H /H £λ which is spanned by {m st + H £λ |s ∈ Std(λ)}, where the isomorphism is given by θ :
On the other hand, by Corollary 3.16(ii.c) and (i.a), {f s |s ∈ Std(λ)} is a basis of S λ and the transition matrix between the two bases {m s } and {f s } of S λ is unitriangular. Consequently, G(λ) = det f s , f t , where s, t ∈ Std(λ). However, it follows from Theorem 3.20(i) and Corollary 3.16(ii.b) that f s , f t = δ st γ t . Hence the result follows directly by Theorem 3.18(ii).
Setf st = γ −1 t f st . Thenf stfab = δ tafsb and {f st } is a basis of H . Hence, we have the following. 3.24. Corollary. Assume that Assumption 2.10 holds. Then {f st |s, t ∈ Std(λ) for λ ∈ P(m, n)} is a bases of matrix units in H .
The last result yields an explicit isomorphism from H to the group ring of W m,n when P H (Q) is invertible. Assume that R contains a primitive m-th root of unity ζ; then, H ∼ = RW m,n when q s = ζ By parts (i) and (iii) of Theorem 3.27 below, s i = tf tt s i , for 0 ≤ i < n; so, in principle, we can determine the image of the generators of H under this isomorphism. [L81] has shown that there exists a homomorphism Φ from the Hecke algebra H (W ) of any finite Weyl group W to the group ring RW and he shows that Φ induces an isomorphism when H (W ) is semisimple. Ding and Hu [DH] have given a generalization of Lusztig's isomorphism theorem for cellular algebras, specially the cyclotomic Hecke algebras. Our map is not an analogue of Lusztig's isomorphism.
Remark. (i) Lusztig
(ii) Brundan and Kleshchev [BK2, Corollary 1.3] showed that when R is a field of characteristic zero, there is an isomorphism Ψ between the cyclotomic Hecke algebras H m,n (q, Q) with q not a root of unity and the degenerate cyclotomic Hecke algebras H m,n (Q). On the other hand, Lusztig [L89] showed that there is a completion isomorphism Θ between the affine Hecke algebras H aff and the degenerate affine Hecke H aff . Then the following diagram commutes
where the other homomorphisms are the natural ones. Moreover, the isomorphism Ψ can be given by the Mathas [M04, Corollary 2.14] and Corollary 3.25 when both H m,n (q, Q) and H m,n (Q) are semisimple over a field of characteristic zero.
3.27. Theorem. Suppose that R is a field and that p H (Q) = 0. Let λ be an m-multipartition of n.
(i) Let t be a standard λ-tableau. Then F t = 1 γt f tt and F t is a primitive idempotent with
(iii) {F λ |λ ∈ P(m, n)} is a complete set of primitive central idempotents; in particular,
Proof. Note that F t = a,b r ab f ab by Theorem 3.20(ii). Now by Proposition 3.14(ii) and Theorem 3.20(i) f st = f st F t = a,b r ab f st f ab = b γ t r tb f sb . Equating coefficients, r tb = 0 if b = t and r tt γ t = 1. Since F * t = F t , we also have r bt = 0 if b = t. Hence F t = 1 γt . By Theorem 3.20(i), F t = 1 γt is an idempotent. Further, F t is primitive since S λ is irreducible and S λ ∼ = H F t .
(ii) and (iii) now follows because H = λ∈P(m,n) t∈Std(λ) H F t is a decomposition of H into a direct sum of simple modules {S λ ∼ = H F t | λ ∈ P(m, n), t ∈ Std(λ)}.
3.28. Corollary. Let t be a standard tableau and let k be an integer with 1 ≤ k ≤ n. Then
(ii) c∈R(k) (x k − c) = 0 and this is the minimum polynomial for x k acting on H .
(iii) x k = t res t (k)F t , where the sum is over the set of all standard tableaux (of arbitrary shape).
Proof. (i) follows directly by Theorem 3.27(i) and Proposition 3.14(iii).
. Now if we remove any factor x k − c from the product c∈R(k) (x k − c). Then there exists a standard tableau t such that res t (k) = c ′ and for any standard tableau s = t, res
(iii) is follows directly by (i) and Theorem 3.27(iii).
Now we have a remark on the center of H which described explicitly by Brundan [B, Theorem 1] .
3.29. Remark. The results in this section can be used to give a differential proof of the center of H , which is the set of symmetric polynomials in x 1 , . . . , x n , when H is semisimple.
Dual Specht modules
Let Z = Z[q 1 , . . . ,q m ], whereq 1 , . . . ,q m are indeterminates over Z, and let H Z be the degenerated cyclotomic Hecke algebra with parametersq 1 , . . . ,q m over Z . Consider the ring R as a Z -module by lettingq i act on R as multiplication by q i , for 1 ≤ i ≤ m. Then H ∼ = H Z ⊗ Z R, since H is free as an R-module; we say that H is a specialization of H Z and call the map which sends h ∈ H Z to h ⊗ 1 ∈ H the specialization homomorphism.
4.1. Definition. Let¯: Z → Z be the Z-linear map given byq i → −q m−i+1 , x i → −x i for 1 ≤ i ≤ m, and s k = −s k for 1 ≤ k < n.
Using the relations of H Z it is easy to verify that¯now extends to a Z-linear ring involution : H Z → H Z of H Z . Hereafter, we drop the distinction betweenq i and q i . Suppose that h ∈ H . Then there exists a (not necessarily unique) h Z ∈ H Z such that h = h Z ⊗ 1 under specialization; we sometimes abuse notation and writeh = h Z ⊗ 1 ∈ H . As the map¯does not in general define a semilinear involution on R, this notation is not well-defined on elements of H ; however, in the cases where we employ it there should be no ambiguity. For example,w = (−1) l(w) w for all w ∈ S n .
4.2.
Remark. The operation¯is very differential form the one defined by Mathas in [M04, §3] in the case of the cyclotomic Hecke algebras.
4.3. Definition. Suppose that λ = (λ 1 ; . . . , λ m ) is an m-multipartition of n. Let y λ = w∈S λ (−1) l(w) w and define n λ = y λ u − λ where
where
4.4. Lemma. Keep notations as above. Then y λ = x λ , u − λ = u + λ , and m st ∈ H Z is mapped to n st under specialization.
Proof. All statements follows directly by definitions and the computations. 4.5. Theorem. The degenerate cyclotomic Hecke algebra H is free as an R-module with cellular basis {n st |s, t ∈ Std(λ) for λ ∈ P(m, n)}.
Proof. The assertion follows by Theorem 3.7 and Lemma 4.4.
Let λ be an m-multipartition of n. Then H £λ is a two-sided ideal of H which is free as an R-module with basis {n ab |a, b ∈ Std(µ) for µ £ λ}. For simplicity, we writeH £λ for H £λ .
4.6. Definition. LetS λ be the Specht module corresponding to λ determined by the basis {n st }, which is call the dual Specht module corresponding to λ.
It is clearly thatS
λ ∼ = H n λ /(H n λ ∩H £λ ) andS λ is free as an R-module with basis {n t |t ∈ Std(λ)}, where n t = n tt λ +H £λ = m tt λ + H £λ for all t ∈ Std(λ).
In order to compare the two modules S λ andS λ we need to introduce some more notation. Given a partition σ letσ = (σ 1 ,σ 2 , . . . ) be the partition which is conjugate to σ; thus,σ i is the number of nodes in column i of the diagram of σ.
Then the conjugate of t is the standardλ-tableaū t = (t 1 ; . . . ;t m ) wheret i is the tableau obtained by interchanging the rows and columns of t m−i+1 .
4.7.
Example. Let λ = (3 · 1; 4 · 2) ∈ P(2, 10). Thenλ = (2 · 2 · 1 · 1; 2 · 1 · 1) ∈ P(2, 10), and 4.8. Lemma. Let t be a standard λ-tableau.
Proof. The lemma follows immediately form the definitions.
The point of Lemma 4.8 is that the expression rest(k) is always well-defined; whereas res t (k) is ambiguous for certain rings R. As a first consequence we have the following fact. 4.9. Proposition. Let s and t be standard λ-tableaux and suppose that k is an integer with 1 ≤ k ≤ n. Then there exist r b ∈ R such that
Proof. First assume that R = Z . Then¯is a Z-linear ring involution on H Z andx k = −x k ; therefore, by Theorem 3.11,
The general case now follows by specialization since H ∼ = H Z ⊗ Z R.
Next consider the orthogonal basis {f st } of H in the case where P H (Q) is invertible. Let Z P be the localization of Z at P H (Q) and let H Z P be the corresponding degenerate cyclotomic Hecke algebra. The involution¯extends to H Z P and H is a specialization of H Z P whenever P H (Q) is invertible in R. (Note that q 1 , . . . , q m are indeterminates in Z P .)
In general, f st / ∈ H Z ; however, if t = u then res t (k) − res u (k) is a factor of P H (Q) for all k, so f st ∈ H Z P and we can speak of the elements F t and f st ∈ H Z P . More generally, whenever P H (Q) is invertible in R we have an elementf st ∈ H via specialization because H ∼ = H Z P ⊗ Z P R.
4.10. Proposition. Suppose that t is a standard tableau. Then
Proof. Note that R(k) = R(k) and res u (k) = res t (k) if and only if resū(k) = rest(k). Now applying the definitions together with Lemma 4.8 gives
Applying¯to {f st } and using Theorem 3.20(ii) (and a specialization argument) shows that {g st |s, t ∈ Std(λ), for λ ∈ P(m, n)} is a basis of H . Consequently, as in Corollary 3.22,S λ ∼ = H g st for any standard λ-tableaux s, t ∈ Std(λ).
4.11. Remark. By the Proposition and Theorem 3.27(i),
More generally, we can write g st = a,b r ab f ab for some r ab ∈ R. By Propositions 3.14 and 4.10, Fsg st Ft = g st ; so it follows that r ab = 0 unless a =s and b =t. Therefore, g st = α st fst for some α st ∈ R.
Applying the * -involution shows that α st = α ts . Finally, by looking at the product g st g ts we see that α Combining Proposition 4.10 with Corollary 3.22 and the corresponding result for the g-basis shows that S λ ∼ = H f tt = H gtt ∼ =Sλ, for any t ∈ Std(λ). Hence, we have the following.
4.12. Corollary. Assume that Assumption 2.10 holds. ThenS λ ∼ = Sλ.
4.13. Remark. When R is field the assumption that Assumption 2.10 holds is equivalent to H being semisimple. This assumption is necessary because, in general, Sλ andS λ are not isomorphic; rather, we can show that Sλ is isomorphic to the dual ofS λ , the detail will be appear elsewhere. In the semisimple case both S λ andSλ are irreducible, and hence self-dual, since they carry a non-degenerate bilinear form. Accordingly, we call the moduleS λ the dual Specht module.
4.14. Corollary. Let λ and µ be m-multipartitions of n. Suppose that s and t are standard λ-tableaux and that a and b are standard µ-tableaux. Then f st g ab = δ tā r tb f sb for some r tb ∈ R.
Proof. Applying the definitions and Remark 4.11,
It completes the proof.
The Specht modules S λ and the dual Specht modulesS λ are both constructed as quotient modules using the cellular bases {m st } and {n st } respectively (see Corollary 3.22). Using the orthogonal basis {f st } and {g st } we have also constructed these modules as submodules of H .
Recall that t λ is the λ-tableau which has the numbers 1, 2, . . . , n entered in order first along the rows of t λ 1 and then the rows of t λ 2 and so on. Let t λ = tλ, that is, t λ is the λ-tableau with the numbers 1, 2, . . . , n entered in order first down the columns of t λ m and then the columns of t λ m−1 etc, see Example 4.7. Observe that if t is a standard λ-tableau then t λ ¤ t ¤ t λ .
4.15. Proposition. Suppose that λ be an m-multipartition of n. Then m λ H nλ = Rf t λ t λ .
Proof. By Proposition 3.14(i), m λ = f t λ t λ + a,b£t λ r ab f ab for some r ab ∈ R. By interchanging the roles of λ andλ and by applying the involution¯(in H Zp and then specializing) we see that there exist r αβ ∈ R such that
where for the second equality we have used Remark 4.11 (note that tλ = t λ ) and the observation that α, β £ tλ if and only if t λ £ᾱ,β. Now m λ H nλ is spanned by the elements m λ f st nλ, where s and t range over all pairs of standard tableaux of the same shape. Now, ( †) and Corollary 4.14 imply that
With the third equality following the facts that f ab f st g αβ = δ bs δ tā rf aβ for some r ∈ R and that t λ £ᾱ = t £ t λ is impossible.
Let w λ = d(t λ ). Then w λ is the unique element of S n such that t λ = t λ w λ .
4.16. Definition. Suppose that λ is an m-multipartition of n. Let z λ = m λ w λ nλ.
The element z λ and the following result are crucial to our computation of the Schur elements.
4.17. Proposition. Assume that Assumption 2.10 holds. Then z λ =γ tλ f t λ t λ and m λ H nλ= Rz λ .
Proof. By definition and applying the equality ( †) in the proof of Proposition 4.15,
where the last equality follows by Theorem 3.20(i). Now, z λ is an element of H Z , so γ tλ f t λ t λ ∈ H Z . By definition, H z λ is a quotient module of H m λ and a submodule of H nλ.
4.18. Remark. Over an arbitrary ring R, along the line of Du and Rui [DR, Remark 2 .5], we can show that S λ ∼ = H z * λ andSλ ∼ = H z λ as H -modules, the isomorphisms being given by the natural quotient maps H m λ → H z * λ and H nλ → H z λ . Note that S λ ∼ =Sλ when H is semisimple by Corollary 3.22.
Some nice primitive idempotents
In this section we give a simple formula for the primitive idempotents
5.1. Proposition. Suppose that t is a standard λ-tableau. Then there exist invertible elements Φ t and Ψ t in the group algebra RS n such that
Proof. We prove all three statements by induction on t with respect to the dominance ¤. When t = t λ there is nothing to prove as we may take Φ t λ = Ψ t λ = 1. Suppose then that t = t λ . Then there exists an integer i, with 1 ≤ i < n, such that s = t(i, i + 1) £ t, or equivalently t = s(i, i + 1) £ s. 
By induction, there exist invertible elements Φ s and Ψ s in RS n satisfying properties (i)-(iii). Now define Ψ t = Ψ s (s i − β) and Φ t = Φ s (s i − α). Then, by induction and the equation ( ‡),
Hence, (i) holds. Next, again by induction, Finally, using induction once more (and a quick calculation for the second equality),
This proves (iii) and so completes the proof.
5.2. Remark. We are not claiming that the elements Φ t and Ψ t are uniquely determined by the conditions of the Proposition; ostensibly, these elements depend upon the choice of reduced expression for d(t). Indeed, if s i 1 . . . s i l is a reduced expression of d(t), then we may choose that
, and β i j = −α i j .
5.3. Corollary. Suppose that t is a standard λ-tableau. Then
Proof. Using parts (iii) and (i) of the Proposition, shows that
where we use the 'conjugating' version of Proposition 5.1 for the proof of the part (ii).
The main reason why we are interested in Ψ t and Φ t is the following.
5.4. Lemma. Suppose that s and t are standard λ-tableaux. Then
By the definition of f st and Proposition 5.1(ii) we have
) then, by Lemma 3.4, v * m λ w belongs to the span of the m ab where (a, b) £ (s, t). Therefore, by Proposition 3.14(i), v * m λ w belongs to the span of the f ab where either a and b are standard λ-tableaux and (a, b) £ (s, t), or Shape(a) = Shape(b) £ λ; consequently, F s v * m λ wF t = 0 by Proposition 3.14(iii). Hence, by Theorem 3.27(i) and Proposition 5.1(i),
Recall that, see Proposition 4.15,
The following fact is crucial to our computation of the Schur elements of the degenerate cyclotomic Hecke algebras. 5.5. Proposition. Suppose that λ is an m-multipartition of n. Then
Proof. By Corollary 5.3(i) and Proposition 5.1(iii),
Applying Proposition 5.1(ii), Φ t λ = w λ + w<w λ r t λ w w, for some r t λ w ∈ R. On the other hand, note that the permutation w λ has the "trivial intersection property", that is, S λ ∩ wSλw −1 = {1} if and only if S λ wSλ = S λ w λ Sλ, see for example [DJ86, §4.9] . As a consequence, yλwx λ = 0 if and only if w ∈ S λ w λ Sλ. Thus yλΦ t λ x λ = yλw λ x λ since w λ is the unique element of minimal length in S λ w λ Sλ, and
In this section we determine τ (z λ wλ), which is the key to the computation of the Schur elements of the degenerate cyclotomic Hecke algebras H . We will see that for all parameters q 1 , . . . , q m , τ (z λ wλ) is a unit in R, which answer partly that for all parameters q 1 , . . . , q m , H is a symmetric algebra. This fact has important consequences for the representation theory of degenerate Hecke algebras. For example, it can be used to show that S λ = H m λ is a self dual H -module and that Sλ is isomorphic to the dual of S λ . The details will be appear elsewhere.
l=1 (x k −q l ) (Definitions 3.6 and 4.3). Clearly, u + λ is a polynomial (in variables x 1 , . . . , x n ) of degree α(λ) and u − λ is a polynomial (in variables x 1 , . . . , x n ) of degree n(λ). Furthermore, for each integer k with 1 ≤ k ≤ n, u
Recall that there is a natural S n -action on the polynomial ring R[y 1 , . . . , y n ] defined by
for all σ ∈ S n and for all f (y 1 , . . . , y n ) ∈ R[y 1 , . . . , y n ]. For a moment, we denote by L(f ) the leading term of a polynomial f (y 1 , . . . , y n ) ∈ R[y 1 , . . . , y n ]. Before we state our key lemma, we consider an example.
6.2. Example. Let λ = (2 · 1 · 1; 2 · 1; 1) be a 3-multipartition of 8. Thenλ = (1; 2 · 1; 3 · 1), 
The following fact is the key to our computation of τ (z λ wλ).
6.3. Lemma. Let λ be an m-multipartition of n and let l = (m − 1)n. Then the polynomials u
are of degree (m − 1)n, moreover,
Proof. It suffices to show that gr l (wλ·u
. Indeed, if this is done, then the first part follows immediately from that the degrees of u
are at most (m − 1)n; on the other hand, note that for any w ∈ S n , gr l w·(w λ ·u
We proceed by induction on n. Then, by definitions, L(u
. Now, if there are some i with 1 ≤ i ≤ m such that |λ i | = 0, for simplicity, we assume that λ 1 = ∅ and
On the other hand,
where {i 1 = n−|λ 2 |+1, i 2 , · · · , i |λ 2 | } = {n−|λ 2 |+1, · · · , n} and {j 1 = 1, j 2 , · · · , j |λ m | } = {1, · · · , |λ m |}.
As a consequence, Proof. First, note that for any w ∈ S n and any polynomial f (x 1 , . . . , x n ) (in x 1 , . . . , x n ), f and w ·f have the same degree, furthermore, the leading terms of w · f are obtained from those of f via the w-action. Let l = (m − 1)n. Therefore 6.5. Remark. Note that we do not use the Assumption 2.10 in this section. The Theorem shows that for all parameters q 1 , . . . , q m , τ is a non-degenerate trace form on the degenerate cyclotomic Hecke algebra H m,n (Q), that is, H m,n (Q) is a symmetric algebra for all parameters q 1 , . . . , q m , which gives a differential proof of the non-degeneration of the trace form τ .
L((wλ·u

The Schur elements
In this section we compute the Schur elements of the degenerate cyclotomic Hecke algebra H . Assume that Assumption 2.10 holds. In this semisimple case {S λ |λ ∈ P(m, n)} is a complete set of pairwise non-isomorphic irreducible H -modules. Let χ λ be the character of S λ . Following Geck's results on symmetrizing form (see [GP, Theorem 7.2 .6]), we obtain the following definition for the Schur elements of H associated to the irreducible representations of H . 7.1. Definition. Suppose that R is a field and that P H (Q) = 0. The Schur elements of H are the elements s λ (Q) ∈ R such that τ = λ∈P(m,n) 1 s λ (Q) χ λ .
The rational functions 1 s λ (Q) are also called the weights of H .
Recall that F t λ is a primitive idempotent in H such that S λ ∼ = H F t λ for each m-multipartiton of n and {F t λ | λ ∈ P(m, n)} is the set of primitive idempotents in H (see Proposition 5.5). By applying a well-known fact about symmetric algebras (see [CR, Proposition 9.17] ). We can compute the Schur elements of H by following the Lemma. 7.2. Lemma. Assume that R is a field and that H is semisimple. Let λ be an m-multipartition of n.
Then s λ (Q) = 1 τ (F t λ ) .
Before we begin our computation, we consider first an example.
7.3. Example. Fix i with 1 ≤ i ≤ m and let η i = (η 1 i ; . . . ; η m i ) ∈ P(m, n) with η j i = δ ij n. We will compute the Schur elements s η i (Q). Let x η i = w∈Sn w and u η i = j =i n k=1 (x k − q j ), and set e η i = u η i x η i = x η i u η i (cf (3.7)). It follows from Lemma 2.3 that u η i is central in H . Further, the relations imply that x 1 u η i = q i u η i and wx η i = x ηt for w ∈ S n ; it follows that x k e ηt = (k − 1 + q i )e η i for k = 1, . . . , n. Thus the module H m η i is one dimensional and, in particular, irreducible; in fact by Theorem 3.11(ii) and §2.8, S (k − 1 + q i − q j ) · e ηe .
So e η i is a scalar multiple of the primitive idempotent which generates S η i . Hence, by the Lemma,
Similar arguments give the Schur elements for the multipartition which is conjugate to η i ; alternatively, they are given by Corollary 7.5 and the calculation above.
7.4. Remark. There is an action of S m on the set of m-multipartitions of n (by permuting components) and also on the rational functions in q 1 , . . . , q m (by permuting parameters). When H is semisimple the Specht modules are determined up to isomorphism by the action of x 1 , . . . , x n ; as the relation m i=1 (x 1 − q i ) = 0 is invariant under the S m -action it follows that s v·λ (Q) = v · s λ (Q) for all mmultipartitions λ and all v ∈ S m ; this is also clear from Theorem 3.27(i). In the case where λ = η i this symmetry is evident in the formulae above.
By Lemma 7.2 and Theorem 3.27 the Schur elements are given by s λ (Q) = τ (F t λ ) −1 . Proposition 4.10 implies that the Schur elements have the following "palindromy" property. 7.5. Corollary. Suppose that λ is an m-multipartition of n. Then sλ(Q) = s λ (Q).
The following fact givse the formula for the Schur elements of s λ (Q) of H . 7.6. Proposition. Assume that Assumption 2.10 holds. Let λ be an m-multipartition of n. Then s λ (Q) = (−1) n(λ) γ t λ γ tλ .
Proof. The Proposition follows directly by Proposition 5.5, Lemma 7.2, and Theorem 6.4.
