Wireless Networked Control Systems with Coding-Free Data Transmission for Industrial IoT by Liu, Wanchun et al.
 
  
 
Aalborg Universitet
Wireless Networked Control Systems with Coding-Free Data Transmission for
Industrial IoT
Liu, Wanchun; Popovski, Petar; Li, Yonghui ; Vucetic, Branka
Published in:
IEEE Internet of Things Journal
DOI (link to publication from Publisher):
10.1109/JIOT.2019.2957433
Publication date:
2020
Document Version
Accepted author manuscript, peer reviewed version
Link to publication from Aalborg University
Citation for published version (APA):
Liu, W., Popovski, P., Li, Y., & Vucetic, B. (2020). Wireless Networked Control Systems with Coding-Free Data
Transmission for Industrial IoT. IEEE Internet of Things Journal, 7(3), 1788-1801. [8922618].
https://doi.org/10.1109/JIOT.2019.2957433
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            ? Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            ? You may not further distribute the material or use it for any profit-making activity or commercial gain
            ? You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.
2327-4662 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2019.2957433, IEEE Internet of
Things Journal
Wireless Networked Control Systems with
Coding-Free Data Transmission for Industrial IoT
Wanchun Liu†, Petar Popovski◦, Yonghui Li†, and Branka Vucetic†
Abstract— Wireless networked control systems for the In-
dustrial Internet of Things (IIoT) require low latency com-
munication techniques that are very reliable and resilient. In
this paper, we investigate a coding-free control method to
achieve ultra-low latency communications in single-controller-
multi-plant networked control systems for both slow and fast
fading channels. We formulate a power allocation problem to
optimize the sum cost functions of multiple plants, subject to
the plant stabilization condition and the controller’s power limit.
Although the optimization problem is a non-convex one, we
derive a closed-form solution, which indicates that the optimal
power allocation policy for stabilizing the plants with different
channel conditions is reminiscent of the channel-inversion policy.
We numerically compare the performance of the proposed
coding-free control method and the conventional coding-based
control methods in terms of the control performance (i.e., the cost
function) of a plant, which shows that the coding-free method
is superior in a practical range of SNRs.
Index Terms—Low latency communication, optimal power
allocation, wireless networked control system, coding-free trans-
mission, analog transmission.
I. INTRODUCTION
A. Motivation
The industrial Internet of Things (IIoT) is the concept of
using smart sensors and actuators to enhance industrial and
manufacturing processes [2]. Different from consumer IoT
applications, the IIoT is more focused on industrial control
ranging from building and process automation to the more
critical scenarios in power systems automation and power
electronics control [3]. Wireless networked control systems
(WNCSs) have been considered as a key technical solution for
flexible deployment of industrial control, and have attracted
a lot of attention from both industry and academia [4]. In
general, a WNCS consists of a dynamic unstable plant (e.g.,
a chemical/power plant, robot or unmanned aerial vehicle)
to be controlled, sensor nodes that measure and report the
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Fig. 1: A wireless networked control system (WNCS).
plant state, a remote controller that receives the sensors’
measurements and sends control signals, and actuators that
receive the control signals to control the plant, as illustrated
in Fig. 1.
Different elements in WNCSs communicate with each other
through wireless networks. Most of the existing work in
WNCSs only considered coding-based digital communication
systems for sensor-controller and controller-actuator commu-
nications [4]. Although digital communications have been
widely adopted in cellular networks and wireless local area
networks for high-speed large-volume digital data transmis-
sions, extensive research has focused on coding-free analog
communications in the areas of wireless sensor networks
(WSNs) including wireless remote estimation systems, which
have closer ties with the analog physical world (see [5–9]
and the references therein). In particular, for the special case
where both the source signal and the channel are Gaussian,
it has been proved that coding-free analog signaling is the
optimal in terms of distortion between the source signal
and the recovered signal at the receiver [10–12]. Although
coding-free communications have been extensively studied in
WSNs, they have rarely been investigated for WNCSs in the
open literature. Note that WSN and WNCS work in very
different ways. The former only needs to estimate the source
signal through wireless channels, i.e., an open-loop system,
while the latter further requires to generate and send control
commands to actuators through wireless channels to control
the source signal, i.e., a closed-loop system. Thus, the design
of coding-free communications can be very different in WSN
and WNCS. In this work, we ask a fundamental question:
Which communication method does lead to a better control
performance of WNCS, coding-based or coding-free one?
B. Related Work
Coding-based communications in WNCSs. In the literature
on WNCSs, there are various types of wireless digital com-
munication system modeling for the sensor-controller and
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controller-actuator channels. Assuming a communication sys-
tem that is noiseless and has a limited data rate, the min-
imum required data rate to stabilize the plant was obtained
in [13–15]. Assuming arbitrarily large number of quantization
levels and high coding rate, but independent and identically
distributed (i.i.d.) packet dropouts, the optimal control law
and the stability condition of WNCS in terms of the packet
dropout probability were derived in [16] and the references
therein. Based on such pioneering works, the results have
been extended to the settings of multi-sensor scheduling in
WNCSs [17, 18], and multi-WNCS scheduling over shared
wireless communication resources [19]. More recently, the
packet-dropout model has been adopted in WNCSs with
security constraints [20–23]. Considering both random packet
delays and packet dropouts, an optimal state estimation prob-
lem of WNCS was investigated in [24].
Coding-free communications. In general, coding-free trans-
mission in WSNs means that each sensor merely transmits a
signal proportional to its observations, without any quantiza-
tion and further coding [10]. Thus, coding-free scheme has
ultra-low latency and complexity compared to conventional
coding-based communications that send coded information
with many channel uses and adopt complex decoding algo-
rithms (e.g., maximum likelihood detection and decoding).
Inspired by the pioneering work [10], a number of related
research works using coding-free transmissions emerged in
recent years [5–9, 25–29]. In [5, 6, 8, 9], the problems of
deterministic parameter estimation through multiple-access
channels were comprehensively investigated. In [7], the opti-
mal power allocation problem of a remote estimation system
with a Gaussian-Markov source was investigated. More re-
cently, coding-free communications were adopted for effective
data fusion of a massive number of sensors in high-mobility
sensing applications in [25]. Coding-free communications
were also adopted in multi-agent systems for achieving global
consensus of the agents status [26]. In [27–29], coding-free
communication schemes were applied in cellular systems for
fast parameter exchanging in online training processes of
wireless machine-learning applications.
C. Contributions
In this work, we investigate coding-free WNCSs inspired
by the existing works on coding-free communications [5–12,
25–29]. To be specific, we focus on the wireless controller-
actuator channel, where the control signal generated by the
controller is an amplitude-modulated-like analog signal, and
the actuator linearly scales the received control signal and
applies it to the plant directly.2
Note that due to the fundamental tradeoff between trans-
mission latency and reliability in communication systems [30,
31], such the symbol-level coding-free communications sig-
nificantly reduce the latency but cannot guarantee noiseless
2Although coding-free communication method itself is not new, integrating
coding-free communications with WNCSs introduces new design problems
with different optimizing targets and constraints from the ones considered in
coding-free communication systems [5–12, 25–29].
reception of the control signal, while coding-based commu-
nications can achieve a much reliable control with longer
latency. For a WNCS, only the long-term control performance
of the plant is of interest [4, 14, 16], which is a distortion-type
measurement, and coding-free transmission may beat coding-
based transmission in terms of the control performance of
WNCSs.
As presented earlier the models of coding-based communi-
cation systems adopted in most of the WNCS works are only
valid under restrictive assumptions and not unrealistic [13–
24]. In practice, a coding-based communication system per-
forms quantization, source coding and channel coding for
transmission. To the best of our knowledge, the control perfor-
mance of a coding-based WNCS with practical quantization,
source and channel coding through noisy wireless channel re-
mains largely unknown, making the optimal design of coding-
based WNCS very challenging [4]. In this work, we provide
a comprehensive performance analysis and optimization for
coding-free WNCSs, and numerically compare the control
performance of coding-based and coding-free WNCSs.
The main contributions of the paper are summarized as
follows:
• We consider a WNCS consisting of a single controller
and a single or multiple plants, and propose a joint
digital-analog wireless control protocol, where a digital
header is preserved to support networking functions, and
the data transmission for plant control is analog.
• For the coding-free control process of the single plant
scenario, we propose to jointly optimize the parameters
of the controller and the actuator to minimize the av-
erage cost function of the dynamic plant subject to the
transmission-power constraint of the controller and the
stability condition of the plant. This is done for both
slow and fast fading channels. Although the original
problem is non-convex, we derive the optimal parameters
in a closed form. To the best of our knowledge, this
problem has never been considered in the literature.
Furthermore, we have derived the theoretical condition
on the existence of a coding-free control protocol that
can stabilize the plant, in terms of the transmission-power
limit and the channel conditions.
• We extend the single-plant results to the multi-plant
scenario. Specifically, we formulate a novel optimal
transmission power allocation problem among multiple
plants under the total transmission power constraint of
the controller such that each plant is stabilized and the
sum cost functions of the plants is minimized as well.
Our results show that the optimal power allocation policy
is of a channel-inversion type, i.e., we need to allocate
more power for the worse channel conditions.
• We numerically compare the performance of practical
coding-based WNCS with coding-free WNCS. Our re-
sults shows that the coding-free method is superior in a
practical range of SNRs.
The remainder of this paper is organized as follows.
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Fig. 2: Illustration of an M0-plant WNCS.
Section II presents the proposed WNCS with coding-free
data transmission. Sections III and IV investigate the optimal
coding-free control methods for single- and multi-plant net-
works, respectively, under slow-fading channel. Section V in-
vestigates the optimal coding-free control methods for single-
and multi-plant networks, under fast-fading channel. Sec-
tion VI numerically presents the performance of the proposed
coding-free control method. Finally, Section VII concludes the
paper.
II. SYSTEM MODEL
We consider a WNCS with a single controller and M0
remote plants each equipped with an actuator to be con-
trolled, as illustrated in Fig. 2. It is assumed that the plant
states are perfectly known by the controller, i.e., the sen-
sors that measures the plant states are co-located with the
controller [32, 33].3 Based on the current plant states, the
controller is able to generate and send control signals to
the M0 actuators simultaneously through M0 independent
channels to control the plants [19]. We assume that each plant
has one real state (i.e., the forward velocity of a mobile robot
or the force of a robot gripper) to be controlled, i.e., a scaler
system [35–37].4
A. Coding-Free Control Protocol
In general, the proposed coding-free control protocol con-
sists of two phases: digital header (DH) transmission and
3Note that there are many applications where the sensors that measure the
plants’ state and the controller are collocated. For example, the controller
observes the movement and location of automated guided vehicles (AGVs)
and robots by using its cameras (treated as sensors), see e.g., [34], and send
control commands to the AGV or robots through wireless channels.
4A more general vector system is beyond the scope of the paper.
DH vi(1) vi(t) vi(T )
Control Process of T Control Symbols
· · · · · ·
Fig. 3: Coding-free control protocol for plant i.
coding-free control process, as illustrated in Fig. 3. Before
starting each control process (i.e., sending control signals
to the actuators so as to control the plants), the controller
needs to send a DH to each plant to perform networking
functions, such as identification and authentication to avoid
the situation in which the plants received commands from
malicious transmitters.
Since the channel between the controller and an actuator
can be in deep fading, only a set of plants with good channel
conditions are chosen by the controller for remote coding-free
control. The other plants can switch to a predetermined self-
control mode, e.g., repeating the previous control action, or
predicting the control signal to be implemented based on the
previous ones (see [4, 38] and the references therein), and
wait for the next control process.
By using the property of channel reciprocity and the
classical channel estimation method [39], i.e., letting the
actuators sending pre-known pilot symbols to the controller,
the controller is able to acquire the qualities of the M0
controller-actuator channels, based on which it determines the
set of plants for coding-free control. Note that the number
of plants selected, M ≤ M0, may change in different
control processes depending on the corresponding channel
conditions. The selection criteria of the plants will be given
in Sections III-IV and V for single- and multi-plant cases
under slow and fast fading channels, respectively. Note that
the control-mode information of each plant is also contained
in the DH to inform the plants before a control process, and
the DH contains both the original information bits and their
cyclic redundancy check (CRC) for error detection [40]. Once
an actuator receives a DH, it calculates the CRC based on the
received information bits. If the calculated CRC matched the
received CRC, the actuator sends a one-bit acknowledgment
(ACK) signal to the controller. Otherwise, a detection error
occurs and it sends a negative-acknowledgment signal alterna-
tively. We assume that a DH can be detected correctly by the
plants selected for coding-free control, which have relatively
good channel conditions, since the DH only contains a few
information bits. Once a detection error occurs, we can do
retransmission for the DH, which does not introduce much
delay as the DH is short. If a plant that is not selected for
coding-free control, cannot detect the DH correctly, it can
autonomously switch to the self-control mode. In this work,
we only focus on the plants selected for coding-free control.
A control process contains T control symbols as illustrated
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in Fig. 3. At discrete time t ≤ T , where t can be treated as the
symbol index, each plant state, xi(t) ∈ R,∀i ∈ {1, · · · ,M},
can be obtained by the controller [32, 33], which then
performs a multiple unicast over M independent channels to
send the control signals to M dedicated actuators. Note that
information transmission through multiple parallel channels
has been systematically investigated in [41] and the references
therein. There is a common power constraint, P0, for all
transmission channels. The controller adopts a linear control
policy [32], and the control signal sent by the controller for
plant i at time t is given by
vi(t) = Kixi(t), (1)
where the controller factor, Ki ∈ R, is a design parameter.
B. Wireless Communication Channels
We consider two types of channel models: slow-fading
channel and fast-fading channel.
For the slow-fading channel case, the channel coefficient
of the link between the controller and actuator i, Hi ∈ C,
is fixed during a DH and a control process due to the
assumed long coherence time. By using the classical channel
estimation method [39], we assume that Hi is available at
the controller and actuator i, ∀i ∈ {1, · · · ,M0} [19, 42]. In
this case, the controller controls the plants through parallel
Gaussian channels and aims for driving the plant state close
to the steady state in the control process of T symbols. This
channel model is suitable for low-mobility industrial control
applications. For instance, the symbol time is 4 µs of the IEEE
802.11 standard. Since the typical Doppler shift of a industrial
automation factory is about 10 Hz [43], the typical channel
coherence time is about 100 ms. As each symbol carries one
control signal, we have tens of thousands of control actions
within one channel coherence time, which will be illustrated
in Sec. VI-A.
For the fast-fading channel case, the channel coefficient of
the link between the controller and actuator i, Hi(t) ∈ C,
changes symbol by symbol and follows a Gaussian distri-
bution. We assume that the variances of the M0 channels,
σ2h,i,∀i ∈ {1, · · · ,M0}, are known by the controller and
the actuators. Similar to the slow-fading case, the controller
aims for driving the plant state close to the steady state
in the control process of T symbols with different channel
conditions. This channel model is suitable for high-mobility
industrial control applications.
C. Control Action
Given the control signal sent by the controller, vi(t), the
received signal at actuator i through the fading channel is
given as
r̃i(t) =
{
Hivi(t) + z̃i(t), slow fading
Hi(t)vi(t) + z̃i(t), fast fading
(2)
where z̃i(t) is the complex additive white Gaussian noise
(AWGN). Since the transmitted signal vi(t) is real, actually
only one dimension of the complex channel is utilized.
Specifically, for the slow fading scenario, since Hi , |Hi|ejφi
is known to actuator i, the received control signal can be
rewritten as
r̃i(t) = |Hi|ejφivi(t) + zφii (t)ejφi + zφi⊥i (t)ej(φi+π/2), (3)
where zφii (t) and z
φi⊥
i (t) are real signals obtained by pro-
jecting z̃i(t) on the orthogonal bases of ejφi and ej(φi+π/2),
respectively. Since the original control signal is projected on
the base of ejφi , we only need to consider the received real
signal on the same base, i.e.,
ri(t) = |Hi|vi(t) + zφii (t). (4)
For the fast fading scenario with Hi(t) , |Hi(t)|ejφi(t), since
the phase information φi(t) changes with time and is unknown
to actuator i, it is not possible to determine the base of ejφi(t)
carrying the real signal vi(t). For simplicity, we assume that
φi(t) = 0 and hence only consider the real part of the received
signal, i.e.,
ri(t) = Real[r̃i(t)] = Real[Hi(t)]vi(t) + Real[z̃i(t)]. (5)
From (4) and (5), the effective (real) received control signal
in the slow and fast fading scenarios can be unified as
ri(t) =
{
Hivi(t) + zi(t), slow fading
Hi(t)vi(t) + zi(t), fast fading
(6)
where Hi ∈ R+ and Hi(t) ∈ R, and the noise zi(t) is a real
AWGN with a zero mean and variance σ2z .
Then, the implemented control signal by actuator i is
simply a linear mapping of the received control signal as
ui(t) = Giri(t), (7)
where the actuator factor, Gi ∈ R, is a design parameter.
D. Plant Under Control and Performance Metrics
The linear discrete dynamic process of the ith plant’s state
is presented as (see e.g., [32])
xi(t+ 1) = Axi(t) + ui(t) + wi(t), (8)
where wi(t) is the plant disturbance, which is an i.i.d. real
Gaussian process with zero mean and variance σ2w. The real
number A is the plant parameter and it is the same for
all plants, though the results obtained in the rest of the
paper can be readily extended to settings with different plant
parameters. From (8), we see that the next plant state depends
on the current state, implemented control action and plant
disturbance. Also, to avoid a trivial problem, we assume that
the plant is open-loop unstable by letting |A| > 1, i.e., the
plant state grows unbounded in the absence of control inputs,
i.e., ui(t) = 0,∀t.
The sum cost of the M plants for the T time slots of the
control process is defined in a quadratic form as
JT ,
1
T
T∑
t=1
M∑
i=1
E
[
(xi(t))
2
]
. (9)
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Note that such a type of quadratic cost is most commonly
used in the literature of WNCSs [14, 16–19, 24, 32, 36, 42],
which is mainly because quadratic function is convex and
smooth, and facilitates the analysis and optimization of the
performance of WNCS.
The mean-square stability condition is
Jave , lim sup
T→∞
JT <∞. (10)
In other words, the M -plant system is stabilized by the remote
controller if the long-term average cost Jave is bounded.
In practice, a control process always has a certain deadline
T , and the cost JT is always bounded in this sense. However,
the long-term stability condition (10) and the long-term cost
Jave are useful and commonly adopted in the literature see
e.g., [14, 16]. This is because in the large T scenario (i.e., in
the order of a few hundred), if the condition (10) is satisfied,
JT is quite close to the long-term performance Jave; otherwise,
JT is huge as
∑M
i=1 E
[
(xi(t))
2
]
grows exponentially with
time in the unstable scenario, which will be illustrated in
Sec. VI-A.
Therefore, in what follows, we focus on the optimal design
of the controller and actuator factors, Ki and Gi, such
that the long-term cost of the plants, Jave, is bounded and
minimized under the total power constraint of the controller.
III. SLOW-FADING-SINGLE-PLANT CASE: ANALYSIS AND
OPTIMIZATION
In this section, we consider the optimal design problem of
the single-plant case in slow-fading channels, and hence drop
out the plant index i of xi(t), wi(t), zi(t), vi(t), Hi, Ki and
Gi in the following analysis.
Taking (1) and (7) into (8), the dynamic process of the plant
state can be rewritten as
x(t+ 1) = Acx(t) +Gz(t) + w(t), (11)
where
Ac , A+GHK (12)
is the closed-loop plant parameter.
Taking expectation on both sides of (11), we have
E
[
x2(t+ 1)
]
= A2cE
[
x2(t)
]
+G2σ2z + σ
2
w. (13)
To make the long-term average cost Jave in (10) bounded,
E
[
x2(t)
]
should be bounded when t → ∞. From (13), it is
clear that E
[
x2(t)
]
is bounded iff A2c < 1. Thus, the stability
condition of the plant in the sense of (10) is obtained as below.
Definition 1 (Stability condition in slow-fading channel). The
plant (8) is closed-loop mean-squared stable using the coding-
free control method (1) and (7) iff
|Ac| < 1. (14)
Therefore, to stabilize the plant, it is assumed that A > 0,
H > 0, G > 0 and K < 0 for brevity in the rest of the paper
without loss of generality.
From (11), it is straightforward that
x(t) = Atcx(0) +
t−1∑
j=0
At−1−jc (Gz(j) + w(j)) . (15)
As we consider the long-term performance of the closed-loop
stable dynamic process, letting t→∞, we have Atcx(0)→ 0
in (15), and the steady-state distribution of x(t) is zero-mean
Gaussian with the variance
E
[
x2(t)
]
=
G2σ2z + σ
2
w
(1−A2c)
, (16)
and hence
Jave = E
[
x2(t)
]
. (17)
From (1) and (16), the steady-state distribution of the con-
troller signal, v(t), is also zero-mean Gaussian with the
variance
P , E
[
v2(t)
]
= K2
G2σ2z + σ
2
w
(1−A2c)
. (18)
In other words, P is the average transmission power of
the controller. Thus, the controller-side signal-to-noise ratio
(SNR) for sending the control signal is
SNR , P/σ2z =
K2G2 +K2SSR
(1−A2c)
, (19)
where SSR , σ2w/σ
2
z .
Given the transmission-power limit of the controller, P0,
the optimization problem is formulated as
(S1) min
G,K
E
[
x2(t)
]
,
s.t. SNR ≤ γ0, and |Ac| < 1, (20)
where γ0 , P0/σ2z is the SNR constraint, and the first
and second constraints are due to the average transmission-
power limit of the controller and the closed-loop stability
requirement, respectively. It is clear that (S1) is not a convex
problem as E
[
x2(t)
]
is not a convex function of G and K.
We solve (S1) as follows.
First, we analyze the feasibility condition of (S1). It can
be proved that the minimum SNR is equal to A
2−1
H2 , which
is achieved when GK = −A2−1AH and K → 0, which also
satisfies the stability condition (14). Therefore, the feasibility
condition of (S1) is (
A2 − 1
)
H2
≤ γ0, (21)
and we see that there is no feasible solution of (S1), i.e.,
the plant cannot be stabilized by the remote controller if the
channel condition is bad, i.e., a small |H|. Thus, we have the
following selection criteria of the plant’s control mode.
Mode-Selection Criteria (Slow-fading-single-plant scenario).
If (21) is satisfied, the plant is controlled remotely by the
coding-free control method. Otherwise, the plant switches to
the self-control mode.
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Second, assuming that (21) is satisfied, we solve (S1) in
two steps:
1) Fix Ac such that |Ac| < 1. We have
GK =
(Ac −A)
H
. (22)
Thus, the optimization problem can be written as
(S1-1) min
K
((
Ac −A
HK
)2
σ2z + σ
2
w
)/
(1−A2c)
(23)
s.t. K2 ≤ 1
SSR
(
(1−A2c)γ0 − (Ac −A)2/H2
)
. (24)
It is easy to see that the optimal cost in (23) is minimized
if the equality in (24) holds, and the optimal parameters
can be obtained as
J?ave=
H2γ0σ
2
w
H2γ0(1−A2c)− (Ac −A)2
,
G?=
1
K?
Ac −A
H
,
K? =−
√
1
SSR
((1−A2c)γ0 − (Ac −A)2/H2).
(25)
2) Find the optimal Ac. Based on Step 1), the problem (S1-
1) can be written as
(S1-2) min
Ac
H2γ0σ
2
w
H2γ0(1−A2c)− (Ac −A)2
(26)
s.t. |Ac| < 1.
Since the denominator of (26) has a quadratic form, the
target function of (S1-2) is minimized when
A?c =
A
(1 +H2γ0)
. (27)
Using the feasibility condition (21), it can be verified
that |A?c | < 1 satisfying the constraint of (S1-2).
Taking A?c into (25), we have the following results.
Theorem 1. In the slow-fading-single-plant scenario, the
optimal cost of the plant and the optimal controller and
actuator factors for coding-free control are given as
J?ave =
σ2w
1−A?c
=
σ2w
1−A/(1 +H2γ0)
,
K? = −
√
1
SSR
γ0 (H2γ0 + 1−A2)
H2γ0 + 1
,
G? = AH
√
γ0SSR
(H2γ0 + 1)(H2γ0 + 1−A2)
.
(28)
Remark 1. From Theorem 1, the norm of the optimal control
and actuator factors, |K?| and |G?|, monotonically increases
and decreases with the channel power gain H2, respectively.
IV. SLOW-FADING-MULTI-PLANT CASE: OPTIMAL
DESIGN
A. Joint Controller-Actuator Optimization
In this section, we consider a slow-fading-multi-plant case
and investigate the controller power allocation problem to
stabilize the remote plants. Without loss of generality, we
assume that Hi ≥ Hj , ∀i < j.
Based on (S1), the optimization problem to minimize the
sum cost of the M plants, is formulated as
(S2) min
{Gi,Ki}
M∑
i=1
Jave,i (29)
s.t.
M∑
i=1
K2i
G2i + SSR
1− (A+HiGiKi)2
≤ γ0 (30)
(A+HiGiKi)
2 < 1,∀i, (31)
where Jave,i , σ2z
G2i+SSR
1−(A+HiGiKi)2 is the average cost of
plant i. Similar to (21), the feasibility condition of (S2) can
be obtained as
M∑
i=1
(
A2 − 1
)
/H2i ≤ γ0. (32)
If (32) does not hold, the M plants cannot be stabilized si-
multaneously under the transmission power limit, and we have
the following selection criteria of the plant-control modes.
Mode-Selection Criteria (Slow-fading-multi-plant scenario).
The controller selects the set of M plants, i.e., plants
1, 2, · · ·M , for remote coding-free control by the channel
coefficients, where M ≤ M0 is the largest number of plants
that satisfies (32). The remainder (M0−M) plants switch to
the self-control mode.
In the following, we solve problem (S2) by assuming that
(32) is satisfied with M > 0. Although (S2) is not a convex
problem, inspired by the solution of the problem (S1), we
first introduce the auxiliary variables γi, i = 1, ...,M , which
convert (S2) into the following equivalent problem:
(S2’) min
{Gi,Ki,γi}
M∑
i=1
σ2z
G2i + SSR
1− (A+HiGiKi)2
(33)
s.t. K2i
G2i + SSR
1− (A+HiGiKi)2
≤ γi,∀i (34)
(A+HiGiKi)
2 < 1,∀i (35)
M∑
i=1
γi ≤ γ0 (36)
γi > 0,∀i. (37)
In other words, γi is the controller’s allocated SNR for
plant i. We see that problem (S2’) can be converted into M
independent problems with the same structure of (S1) when
{γi} are given and (A2 − 1)/H2i ≤ γi,∀i.
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Therefore, (S2’) can be solved in two steps: 1) solving (S2’)
with fixed γi, ∀i, by using the solution for problem (S1), and
2) optimizing {γi}, i.e.,
(S2’-1) min
Gi,Ki
Jave,i (38)
s.t. K2i
G2i + SSR
1− (A+HiGiKi)2
≤ γi and (35) (39)
(S2’-2) min
{γi}
M∑
i=1
σ2w
1−A/(1 +H2i γi)
(40)
s.t.
M∑
i=1
γi ≤ γ0, (41)(
A2 − 1
)
/H2i ≤ γi,∀i. (42)
Since (S2’-2) is a convex problem, which can be solved by
applying KKT conditions, we have the following results.
Theorem 2. In the multi-plant scenario, the optimal sum cost
of the plants and the optimal controller and actuator factors
are given by, respectively,
J?ave =
K∑
i=1
σ2w
1−A/(1 +H2i γ?i )
,
K?i = −
√
1
SSR
γ?i (H
2
i γ
?
i + 1−A2)
H2i γ
?
i + 1
,
G?i = AHi
√
γ?i SSR
(H2i γ
?
i + 1)(H
2
i γ
?
i + 1−A2)
,
(43)
where
γ?i = max
{ √
A
Hi
√
λ
+
A− 1
H2i
,
A2 − 1
H2i
}
, (44)
and λ > 0 is the unique real root of
∑M
i=1 γ
?
i = γ0.
Remark 2. From Theorem 2, it is interesting to see that
the optimal control method allocates the plant with a better
channel condition Hi, with a lower transmission power, i.e.,
a smaller γ?i . Therefore, the optimal power allocation policy
for stabilizing multiple plants is of a channel-inversion type.
Note that although the optimal power allocation policies of
the coding-free WNCS and the conventional coding-free com-
munication systems (see e.g. [9]) are entirely different, these
are all channel-inversion type policies. This is mainly because
the two types of problems have distortion-like optimization
targets that are the sum of decreasing functions of the channel
power gains.
To implement the optimal joint controller-actuator design
method based on Theorem 2, the controller needs to calculate
M pairs of controller-actuator factors and broadcast the
actuator factors to the actuators of the the plants selected for
coding-free control in the DH. To reduce the communication
overhead of the actuator-factor transmissions, in what follows,
we propose and optimize two methods: 1) the actuator factors
of each plant are identical and fixed and the controller only
optimizes the controller factors and 2) the controller factors of
each plant are identical and fixed and each actuator calculates
the optimal actuator factor simply based on its own channel
coefficient.
B. Optimal Design with Identical Actuator Factors
We optimize the controller factors {Ki} under the setting
that all the actuators have the same fixed actuator factor G,
while the channel coefficients of the wireless control channels
can be different. Thus, we have the following problem after
some simplifications:
(S2-1) min
{K̃i}
M∑
i=1
σ2z(G
2 + SSR)
1− (A+HiK̃i)2
(45)
s.t.
M∑
i=1
K̃2i
1− (A+HiK̃i)2
≤ γ̃0, (46)
and (31),
where K̃i , KiG and γ̃0 , G
2γ0
(G2+SSR) .
It can be easily proved that the left-hand side of the
constraint (46) is minimized within the stability region (31)
when
K̃i = −
A2 − 1
AHi
,∀i. (47)
Taking (47) into (46), the feasibility condition of (S2-1) can
be obtained as
M∑
i=1
A2 − 1
H2i
≤ G
2γ0
(G2 + SSR)
. (48)
If (48) does not hold, the M plants cannot be stabilized si-
multaneously under the transmission power limit, and we have
the following selection criteria of the plant-control modes.
Mode-Selection Criteria (Slow-fading-multi-plant scenario
with identical actuator factors). The controller selects the set
of M plants, i.e., plants 1, 2, · · ·M , for remote coding-free
control by the channel coefficients, where M ≤ M0 is the
largest number of plants that satisfies (48). The remainder
(M0 −M) plants switch to the self-control mode.
Remark 3. Comparing this mode selection criteria (48) with
(32) of the joint controller-actuator design problem (S2),
although the method of fixed actuator factors has a lower
communication payload for parameter exchanging, only a
smaller number of plants can be stabilized simultaneously by
the controller than the optimal joint-design method.
In the following, we solve problem (S2-1) with the assump-
tion that the feasibility condition (48) holds.
First, we analyze the problem (S2-1). Fig. 4 illustrates the
functions E
[
x2i (t)
]
, which is a scaled version of the ith term
in the target function (45), and SNRi, which is a scaled
version of the ith term in the constraint (46), in terms of
K̃i. It can be proved that both the functions, E
[
x2i (t)
]
and
SNRi, are convex in terms of K̃i within the stability region
(31), i.e., K̃i ∈
(
− (A+1)Hi ,−
(A−1)
Hi
)
, the minimum value of
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2−1
AHi
−A+1Hi −
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Stability Region
Fig. 4: Illustration of E
[
x2i (t)
]
and SNRi versus K̃i.
the two functions are achieved at K̃i = − AHi and −
A2−1
AHi
,
respectively, and the functions are monotonic in the region
K̃i ∈
[
−A/Hi,−
(
A2 − 1
)
/(AHi)
]
, ∀i, as illustrated in
Fig. 4. Therefore, the optimal solution of (S2-1) is within
this region (shaded in Fig. 4). Since E
[
x2i (t)
]
and SNRi are
minimized and maximized, respectively, when K̃i = − AHi ,
the summation in (46) can be maximized as
∑M
i=1
A2
H2i
in
the scenario that γ̃0 ≥
∑M
i=1
A2
H2i
, and the optimal design
parameters in this scenario are
K̃?i = −
A
Hi
,∀i. (49)
Now, we look at the scenario that γ̃0 <
∑M
i=1
A2
H2i
. In this
scenario, it is clear that only the first constraint in (46) is the
active constraint in (S2-1) and the problem is convex. Using
the method of Lagrange multipliers, we can obtain the optimal
K̃i as
K̃?i =
D −
√
4A2H2i λ
′ +D2
2AHiλ′
,∀i, (50)
where D = (1 − A2)λ′ +H2i and λ′ > 0 is the unique real
root of
∑M
i=1
(K̃?i )
2
1−(A+HiK̃?i )2
= γ̃0.
Proposition 1. When the actuator factors are fixed, i.e., Gi =
G,∀i ∈ {1, · · · ,M}, the optimal control factor of actuator i
is given as
K̃?i =
−
A
Hi
γ̃0 ≥
∑M
i=1
A2
H2i
D−
√
4A2H2i λ
′+D2
2AHiλ′
, otherwise,
(51)
where D and λ′ are defined under (50).
Remark 4. From Proposition 1, it can be proved that the
norm of the controller factor, |K̃?i |, decreases with the in-
creasing of |Hi|. In other words, a larger controller factor
is applied to control the plant with a smaller channel power
gain.
C. Optimal Design with Identical Controller Factors
Now we investigate the optimal actuator factors {Gi} under
the setting that the controller applies the same fixed controller
factor K for each plant. Thus, we have the following problem
after some simplifications:
(S2-2) min
{Gi}
Jave =
M∑
i=1
σ2z
G2i + SSR
1− (A+HiKGi)2
s.t. Jave ≤
σ2zγ0
K2
and (31),
which is a convex problem. The optimal parameter is ob-
tained as
G?i =
Ei −
√
4A2H2iK
2SSR+ E2i
2AHiK
,∀i, (52)
where
Ei =
(
1−A2 +H2iK2SSR
)
, (53)
and the feasibility condition is
J?ave ≤ σ2w/K2. (54)
Therefore, we have the following results.
Mode-Selection Criteria (Slow-fading-multi-plant scenario
with identical controller factors). The controller selects the
set of M plants, i.e., plants 1, 2, · · ·M , for remote coding-
free control by the channel coefficients, where M ≤ M0 is
the largest number of plants that satisfies (54). The remainder
(M0 −M) plants switch to the self-control mode.
Proposition 2. When the controller factors are fixed, i.e.,
Ki = K,∀i ∈ {1, · · · ,M}, the optimal actuator factor i is
given in (52).
Remark 5. From Proposition 2, it can be proved that |G̃?i |
decreases with |Hi|. In other words, a larger actuator factor is
applied to control the plant with a smaller channel coefficient.
V. FAST-FADING CASE: ANALYSIS AND OPTIMIZATION
In the fast-fading scenario, it is not practical to have
full channel-state information (CSI) at the controller nor the
actuators, since the channel-estimation time for precise CSI
is long and comparable to the channel-coherence time. Thus,
we investigate two cases:
1) Control without CSI. The CSI is unknown to neither the
controller nor the actuators.
2) Control with partial CSI. Only the signs of the real
channel coefficients are known to the controller, and the
actuators do not have any CSI.5
5Although the channel estimation method can be the same as the conven-
tional pilot-based one [39], to estimate the sign of the real channel, i.e., a
binary detection process, the required phase for channel estimation is much
shorter than that of the channel coefficient. Also, the effect of the the sign-
estimation error will be taken into account in our future work.
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A. Single-Plant Case
Similar to Sec. III, we drop out the plant index i in the
following analysis of the single-plant case.
Taking (1) and (7) into (8), the dynamic process of the plant
state in the fast-fading case can be rewritten as
x(t+ 1) = Ac(t)x(t) +Gz(t) + w(t), (55)
where Ac(t) , A + GKH(t). Since H(t), x(t), z(t) and
w(t) are independent of each other, we have
E
[
x2(t+ 1)
]
= E
[
A2c(t)
]
E
[
x2(t)
]
+G2σ2z + σ
2
w. (56)
To make the long-term average cost Jave in (10) bounded,
E
[
x2(t)
]
should be bounded when t → ∞. From (56), it is
clear that E
[
x2(t)
]
is bounded iff E
[
A2c(t)
]
< 1. Thus, the
stability condition is obtained as below.
Definition 2 (Stability condition in fast-fading channel). The
plant (8) is closed-loop mean-squared stable using the coding-
free control method (1) and (7) iff
E
[
A2c(t)
]
< 1. (57)
1) Control without CSI: Since H(t) ∼ N (0, σ2h), we have
E
[
A2c(t)
]
=
∫ ∞
−∞
(A+GKH)
2
exp
(
− x
2
2σ2h
)
1√
2πσ2h
dH
= A2 + (GK)2σ2h > 1.
(58)
Therefore, from the updating rule of the plant-state covariance
(56), E
[
x2(t)
]
exponentially increases with t, and thus the
long-term average cost function (10) cannot be bounded.
Remark 6. In the fast-fading scenario, the plant cannot
be stabilized by the remote controller using the coding-free
method in (1) and (7), if the CSI is unknown to neither the
controller nor the actuators.
In general, making |Ac(t)| less than one with a certain
high probability is crucial for stabilizing a remote plant. As
A is greater than one, |Ac(t)| is absolutely greater than one
if the sign of GKH(t) is positive, while it may be less than
one if the sign of GKH(t) is negative. Thus, it is important
to properly control the sign of GKH(t). Therefore, in the
following, we investigate whether the plant is stabilizable
with a minimum available CSI, i.e., only the signs of the
real channel coefficients are known to the controller.
2) Control with Partial CSI: Since the controller knows
the sign of the channel coefficient, the controller factor can be
designed as a function of the sign of the channel coefficient.
Therefore, we consider the following coding-free control
method with partial CSI as{
G(t) = G
K(t) = sgn(H(t))K,
(59)
where sgn(·) is the signum function. In other words, G(t) and
|K(t)| are fixed and do not change with time, where G > 0
and K < 0 and are the same as the slow-fading case, while
the sign of the controller factor, i.e., K(t), changes with time
and depends on the sign of the channel coefficient. In this way,
the term G(t)K(t)H(t) = GK|H(t)| is always non-positive.
Thus, we have
E
[
A2c(t)
]
= 2
∫ ∞
0
(A+GKH)
2
exp
(
− x
2
2σ2h
)
1√
2πσ2h
dH
= σ2h(GK)
2 + 2
√
2
π
σ2hA(GK) +A
2,
(60)
which is a quadratic function of GK. As E
[
A2c(t)
]
is inde-
pendent of t, its time index is dropped out in the following.
When GK = −A
√
2
πσ2h
, E
[
A2c
]
is minimized and equal to
A2
(
1− 2π
)
. If E
[
A2c
]
≥ 1, the plant cannot be stabilized as
discussed earlier. Then, we can easily obtain the following
results.
Proposition 3. The plant cannot be stabilized by the remote
controller using the coding-free control method (59) with
partial CSI, if
A2η ≥ 1, (61)
where
η = 1− 2
π
≈ 0.3634. (62)
From Proposition 3, if |A| ≥ 1√η ≈ 1.65, the plant cannot
be stabilized no matter how large the controller’s transmission
power is. In practice, |A| is small and usually no larger than
1.5 (see e.g. [16, 19, 24]). Thus, we assume that |A| < 1√η
in the following analysis.
Using the updating rule of the state variance (56), we
further have
E
[
x2(t)
]
=
(
E
[
A2c
])t
E
[
x2(0)
]
+
t−1∑
j=0
(
E
[
A2c
])t−1−j (
G2σ2z + σ
2
w
)
.
(63)
As we consider the long-term performance of the closed-loop
stable dynamic process, letting t→∞ and using the stability
condition that E
[
A2c
]
< 1, we have
Jave = lim
t→∞
E
[
x2(t)
]
=
G2σ2z + σ
2
w
1− E[A2c ]
(64)
where E
[
A2c
]
is given in (60). From (1) and (64), the average
transmission power of the controller is
P = K2
G2σ2z + σ
2
w
(1− E[A2c ])
. (65)
Similar to the slow-fading scenario, given the transmission-
power limit of the controller, P0, the optimization problem is
formulated as
(F1) min
G,K
Jave =
G2σ2z + σ
2
w
(1− E[A2c ])
,
s.t. SNR = K2
G2 + SSR
(1− E[A2c ])
≤ γ0, (66)
E
[
A2c
]
< 1. (67)
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Similar to problem (S1), SNR in (66) is minimized as
SNR =
A2 − 1
(1−A2η)σ2h
(68)
when K → 0 and
GK = − A
2 − 1
A
√
2σ2h
π
. (69)
To satisfy both the constraints (66) and (67), we can obtain
the following mode-selection criteria.
Mode-Selection Criteria (Fast-fading-single-plant scenario).
The plant is controlled remotely by the coding-free control
method if
A2 ≤ 1 + σ
2
hγ0
1 + ησ2hγ0
. (70)
Otherwise, the plant switches to the self-control mode.
Although (F1) is not a convex problem, similar to problem
(S1), we solve (F1) by fixing GK first and solving the optimal
G and K, and then solving the optimal GK. We can obtain
the following results.
Theorem 3. In the fast-fading-single-plant scenario, the op-
timal cost of the plant and the optimal controller and actuator
factors for coding-free control are given as
J?ave =
γ0σ
2
w
(1− E[A2c ]?)γ0 − (U?)2
G? =
U?
K?
K? = −
√
1
SSR
(
(1− E[A2c ]?)γ0 − (U?)2
)
(71)
where
U? = −
√
2
πσ
2
hAγ0
1 + σ2hγ0
(72)
E
[
A2c
]?
= σ2h(U
?)2 + 2
√
2
π
σ2hAU
? +A2, (73)
B. Multi-Plant Case
Now, we investigate the optimal coding-free control for
multiple plants in fast-fading channels with partial CSI. We
have the following optimization problem
(F2) min
{Gi,Ki}
M∑
i=1
Jave,i (74)
s.t.
M∑
i=1
K2
G2 + SSR
(1− E
[
A2c,i
]
)
≤ γ0, (75)
E
[
A2c,i
]
≤ 1,∀i, (76)
where Jave,i ,
G2σ2z+σ
2
w
1−E[A2c,i]
is the average cost of plant i,
E
[
A2c,i
]
, σ2h,i(GiKi)
2 + 2
√
2
πσ
2
h,iA(GiKi) + A
2, and
σ2h,i , E
[
H2i
]
is the average channel power gain of channel i.
Without loss of generality, we assume that σ2h,i ≥ σ2h,j , ∀i <
j.
Similar to the slow-fading case, the mode-selection criteria
is given as
Mode-Selection Criteria (Fast-fading-multi-plant scenario).
The controller selects the set of M plants, i.e., plants
1, 2, · · ·M , for remote coding-free control by the average
channel power gains, where M ≤ M0 is the largest number
of plants that satisfies
M∑
i=1
A2 − 1
(1−A2η)σ2h,i
≤ γ0. (77)
The remainder (M0 − M) plants switch to the self-control
mode.
Following the same steps as (S2), we have the following
results.
Theorem 4. In the fast-fading-multi-plant scenario, the op-
timal sum cost of the plants and the optimal controller and
actuator factors are given by, respectively,
J?ave =
M∑
i=1
γ?i σ
2
w
(1− E
[
A2c,i
]?
)γ?i − (U?i )2
G?i =
U?i
K?i
K?i = −
√
1
SSR
(
(1− E
[
A2c,i
]?
)γ?i − (U?i )2
)
(78)
where U?i = −
√
2
πσ
2
h,iAγ
?
i
1+σ2h,iγ
?
i
, E
[
A2c,i
]?
= σ2h(U
?
i )
2 +
2
√
2
πσ
2
hAU
?
i +A
2 and
γ?i =
(
A2 − 1
)
+
√
2
π
Aσ2h,i√
λ′′
(1− ηA2)σ2h,i
, (79)
and λ′′ > 0 is the unique real root of
∑M
i=1 γ
?
i = γ0.
VI. NUMERICAL RESULTS
In this section, we numerically present the system per-
formance of the proposed coding-free control method for
single- and multi-plant cases. Unless otherwise stated, we set
A = 1.5, σ2w = 0.1 [16], the noise power at the actuator
σ2z = −40 dBm, the controller’s transmission-power limit
P0 = 20 dBm, the number of control symbols in a control
process T = 500.
In Sections VI-A, VI-B and VI-C, we present results
for the slow-fading case. We assume Rayleigh block fading
channel for evaluating the system performance that averages
over multiple control processes. For the coding-free control
method, we use the optimal controller and actuator factors in
Theorems 1 and 2.
In Section VI-D, we present the results for the fast-fading
case, and assume that the channel varies symbol by symbol
and follows a Gaussian distribution, and only the sign of the
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Fig. 5: The plant state x(t) and the average cost function in
term of the number of control symbols with different closed-loop
parameter Ac.
channel coefficients are known to the controller. We use the
coding-free control method presented in Sec. V-A2 and apply
the optimal controller and actuator factors in Theorems 3
and 4.
A. State Dynamics of a Single Plant
In Fig. 5, the plant state and the average cost of a single
plant with different closed-loop plant parameter Ac are plot-
ted using (11) and (9), respectively, where the initial state
x(0) = 5. In the stable scenario, i.e., Ac < 1, we see that the
plant state x(t) can be driven close to the steady state with
100 control symbols, and the average cost Jt in (9) with t
control symbols is quite close to the long-term average cost
Jave as long as t ≥ 500. Therefore, it is a good choice to use
the long-term cost as the system performance metric. In the
unstable scenario, i.e., Ac > 1 and the stability condition (10)
is not satisfied, we see that the average cost is too large to be
accepted when t > 100. Therefore, the long-term stability
condition is still useful even when we consider a control
process with a finite horizon.
B. Performance Comparison: Coding-Free Control v.s.
Coding-Based Control
We consider the single-plant case for performance com-
parison. For coding-based control methods, we adopt Bose-
Chaudhuri-Hocquenghem (BCH) codes and quadrature am-
plitude modulation (QAM) schemes, where the transmissions
DH uc(1) uc(t) uc(T − d+ 1)
Control Process of dT/de Control Commands
Each control signal is coded into d symbols
· · · · · ·
Fig. 6: Coding-based control protocol.
utilizes two degrees of freedom of the complex channels. We
use the maximum-likelihood method for signal detection and
decoding. To be specific, during the control process of T
transmission symbols, the controller generates control signals
every d symbols, where d  T , as illustrated in Fig. 6. The
control signal generated at time t, uc(t), is first quantized into
K bits and then converted into a N -bit sequence using the
BCH (N,K) code. Last, the bit sequence is modulated into
d , dN/Le symbols using the 2L-QAM scheme.6 Thus, the
quantized control signal will be coded and transmitted to the
actuator in d symbols, and d is the transmission latency of
the conventional coding-based control method.
In this scenario, the optimal control signal before quanti-
zation is [32]
uc(t) =
{
−Adx(t), t = 1, 1 + d, 1 + 2d, · · ·
0, otherwise.
(80)
Once received and decoded correctly, the detected control
signal is implemented by the actuator as in (8); if the detection
fails, the actuator does not control the plant [16], i.e.,
u(t) =

ũc(t− d+ 1), if successful detection at
t = 1 + kd, k ∈ N
0 otherwise,
(81)
where ũc(t − d + 1) denotes the quantized control signal of
uc(t−d+1), and N denotes the set of non-negative integers.
Here, we only focus on the effect of the transmission latency
and reliability of the coding-based control on the system
performance, and thus, we assume that the quantizer does not
introduce any distortion of the original control signal [16], i.e.,
uc(t) = ũc(t). That is to say what we obtain is, in fact, an
upper bound on the performance of the coding-based control
method.
In Fig. 7, the average costs of a single plant with coding-
free and practical coding-based control methods and different
transmission-power limits are plotted, where the average
cost Jave is simulated by running a control process with
500 symbols and taking average using (9), and the channel
coefficient is H = 0.01. The methods BCH(15,11)-16QAM
and BCH(7,4)-256QAM have the transmission latency of
4 symbols and 1 symbol, respectively, and the methods
6Note that it is still an open problem in the literature to optimally design
the parameters {N,K,L}.
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Fig. 7: The average cost of a single plant with the coding-free and
coding-based control methods.
BCH(15,11)-256QAM and BCH(7,4)-16QAM have the same
transmission latency, i.e., 2 symbols. In the high SNR regime,
i.e., P0 > 20 dBm, we see that the average costs of the plant
with different coding-based control methods simply depend on
the transmission latency, and the coding-free method almost
achieves the lowest average cost achieved by the coding-
based method, i.e., BCH(7,4)-256QAM. Also, we see that
the coding-free method is optimal in the practical range of
transmission power, e.g., 6−20 dBm. In the low SNR regime,
the coding-free method results in an infinite cost of the plant
with the power limit, however, the coding-based methods, i.e.,
BCH(7,4)-16QAM and BCH(7,4)-256QAM, have bounded
(yet large) average costs. This implies that coding-based
methods can be superior when the SNR is low.
C. Optimal Coding-Free Control of Multi-Plant Systems in
Slow-Fading Channels
In Fig. 8, we plot the optimal allocated transmission power
Pi, control factor Ki, actuator factor Gi and the average
costs of a two-plant system of the optimal coding-free control
policy, where H1 = 0.01 and H2 = 0.02. We see that it is not
possible to stabilize both the plants when the transmission-
power limit, P0, is less than 6 dBm. When P0 > 6 dBm,
the optimal allocated power to each plant increases, while the
optimal controller and actuator factors and the average cost of
each plant decreases with the increasing of the transmission-
power limit P0. Also, we see that although the plant with
a worse channel condition, i.e., plant 1, is allocated with a
larger transmission power and has a larger actuator factor than
that of plant 2, the average cost of plant 1 is still larger than
plant 2. Also, we see that the controller factor of plant 1 is
larger and smaller than plant 2 in the low (e.g., P0 < 8 dBm)
and high SNR regimes, respectively.
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Fig. 8: The optimal control parameters and costs of the plants of the
coding-free control method with different transmission-power limit
in slow-fading channels.
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Fig. 9: The average number of plants under remote coding-free
control versus the transmission-power limit, where A = 1.1.
In Fig. 9, we consider Rayleigh fading channel for each
plant with average channel power gain 10−4, and plot the
average number of plants chosen for coding-free control (i.e.,
average M ) with different transmission-power limit P0 and
number of plants M0 by running 106 channel realizations
(control processes) and calculating M using (32). We see that
the average number of plants in coding-free control is almost
equal to the total number of plants M0 when the transmission-
power limit P0 ≥ 20 dBm.
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Fig. 10: The optimal control parameters and costs of the plants of the
coding-free control method with different transmission-power limit
in fast-fading channels.
D. Optimal Coding-Free Control of Multi-Plant Systems in
Fast-Fading Channels
In Fig. 10, considering the fast-fading scenario, we plot
the optimal allocated transmission power Pi, control factor
Ki, actuator factor Gi and the average costs of a two-plant
system of the optimal coding-free control policy, where the
variances of the channel coefficients are σ2h,1 = 10
−4 and
σ2h,2 = 4 × 10−4, respectively. We see that it is not possible
to stabilize both the plants when the transmission-power limit,
P0, is less than 11 dBm. When P0 > 11 dBm, the optimal
allocated power to each plant increases, while the optimal
controller and actuator factors and the average cost of each
plant decreases with the increasing of the transmission-power
limit P0. Comparing with the slow-fading case in Fig. 8,
although the general trend of the curves are the same, the
average costs of the plants in the fast-fading case are much
higher than that in the slow-fading case due to the fluctuation
and uncertainty of the channel coefficients.
VII. CONCLUDING REMARKS
We have proposed a coding-free control method for single-
controller-multi-plant WNCS under both slow and fast fading
channels. We have formulated and solved a joint controller-
actuator design problem to optimize the sum cost functions
of multiple plants, subject to the controller power limit and
the plant stabilization conditions. We have derived the opti-
mal controller-actuator parameters in a closed form, though
the original problem is non-convex. Furthermore, we have
rigorously derived the condition on the existence of a coding-
free control protocol that can stabilize the plants, in terms
of the transmission-power limit and the channel conditions.
The insights brought by our results of coding-free WNCS in
both the slow and fast fading scenarios are consistent with
the intuition from conventional coding-free communication
systems: the optimal power allocation policy is of a channel-
inversion type, and the coding-free control method can pro-
vide better control-system performance than the conventional
coding-based methods for a practical range of SNRs.
For future work, we will consider the design of coding-
free control for more practical multi-state (vector) plant
systems rather than scalar systems. This will introduce a
new transmission-scheduling problem of the control signals
of different plant states. For example, the state that is far
from the preset value should have a higher priority to be
controlled than the one that is close to the preset value. We
will also extend the coding-free control method into a more
general multi-antenna setting, where both the controller and
the actuators are equipped with multiple antennas. It will be
interesting to investigate the optimal precoding design of the
multi-antenna system for minimizing the cost function of the
WNCS. Moreover, the energy consumption of actuators for
applying control actions can be added into the cost function of
the WNCS, which thus captures both the control performance
of the WNCS and the energy consumption for control. Based
on the new cost function, we will design the optimal energy-
efficient control policy of the WNCS. Furthermore, one can
think of an adaptive scheme based on the following tradeoff:
the coding-free communication method has a low latency with
noisy reception, while the coding-based one has longer latency
but a greater accuracy. We will investigate a new transmission
scheme that is able to adaptively switch between coding-free
control mode and coding-based control mode based on the
channel conditions and the system status.
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