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INTRODUCTION ET REMERCIEMENTS. 
Le document de base précisant le sujet de notre travail est ainsi conçu: il 
est demandé de "créer une bibliothèque de sous-programmes accessibles à partir 
d'un programme FORTRAN et reprenant les primitives essentielles du langage 
SIMULA. Ce sujet s'adresse à deux étudiants. La bibliothèque de sous-programmes 
devrait fonctionner sur le DEC 20"·. 
* 
1.- Disons d'abord que nous avons cru bon d'appeler ~IMUFOR la bibliothèque 
que nous tentions de créer; est-il nécessaire d'insister sur le fait que le nom 
de SIMUFOR évoque tant la simulation que le langage FORTRAN? 
Nous nous sommes donc attachés à résoudre le problème qui nous était posé 
et, pour ce faire, avons implémenté, en FORTRAN, les éléments de base orientés 
simulation de SIMULA. Ceci nous a conduits à utiliser aussi deux langages 
d'assemblage: le COMPASS sur CDC puis !'ASSEMBLEUR sur le DEC. Dépassant 
ensui te quelque peu le sujet proposé, nous avons, en outre, suivi la voie du 
Prof. VAUCHER lorsqu'il a créé GPSSS et introduit, dans notre travail, les 
primitives essentielles de GF.SS, afin d'accroitre les possibilités de SIMUFOR. 
C'est en totale collaboration que nous avons réalisé toute l'analyse 
fonctionnelle et l'implémentation, c'est-à-dire la partie "recherche" de 
SIMUFOR; de même, nous avons également conçu ensemble 1' introduction et la 
conclusion (chap. 5). 
Il s'est cependant avéré nécessaire de nous répartir les tâches de la 
rédaction, pratiquement impossibles à réaliser à deux: 
- Jean-Mathieu NISEN a rédigé la partie bibliographique (chap. 1 et 2): 
on pourrait croire que nous avons donné à celle-ci une importance 
relative trop grande; néanmoins, il est apparu qu'elle constituait, 
comme toute étude bibliographique d'ailleurs, la base même d'un 
travail personnel. 
- D'un autre côté, José ROULIN a mis en forme la description des 
principes de base de l'implémentation (chap. 3). 
- Nous nous sommes répartis la rédaction du chap. 4 (description, vue 
sous l'angle fonctionnel et sous l'aspect impl~mentation, des divers 
sous-programmes) de la façon suivante: 




attaché à la description des 
de traitement de listes, de 




* De son c6té, J-M. NISEN s'est vu confier la description des sous-
programmes de gestion des processus, de "facilités", de 
"groupes", d'histogrammes, de nomhres aléatoires, de "debur,ging", 
de traçage et d'erreur. 
- Le c8té rédactionnel de l'introduction et du chap. 5 (conclusions) a, 
enfin, été assuré par J-M NISEN. 
2 
N.B. Aux 5 chapitres précités, est ~ointe une ANNEXE qui regroupe 
l'ensemble des sous-programmes Fortran et Assembleur ainsi que quelques 
exécutions. 
Nous avons constitué les fondements du travail présenté ci...:après au cours 
d'un séjour de cinq mois au Département de Recherche Opérationnelle et 
d'Informatique de l'Université de Montréal grâce aux conseils éclairés du Prof. 
J .G. VAUCHER. Ce dernier était particulièrement bien placé pour diriger notre 
travail étant donné la grande expérience qu'il possède dans le domaine de la 
Simulation. Notre SIMUFOR s'inspire en effet des langages SIMULA et GPSS. Or le 
Prof. VAUÇHER avait déjà réalisé une extension à SIMULA (appelée GPSSS), 
permettant une manipulation aisée des concepts de GPSS en SIMULA, et a de plus 
étendu la capacité de PASCAL en lui associant un certain nombre de sous-
programmes facilitant la rédaction de programmes de simulation. Il était donc 
très au courant des pièges auxquels le sujet de notre mémoire nous exposait. 
Remarquons dès maintenant que le FORTRAN, plus ancien que le PASCAL, ne dispose 
pas des outils qui en font l'attrait et pose ainsi à ses utilisateurs des 
problèmes qu'il serait vain de sous-estimer. 
3 
2.- Au terme de ce travail, nous souhaitons remercier tous ceux qui, à quel 
que niveau que ce soit, ont contribué à sa réalisation. 
Nous voulons citer tout d'abord le Directeur, les Professeurs et les 
Membres du Personnel Scientifique de l'Institut d'Informatique des Facultés 
Universitaires Notre Dame de la Paix qui nous ont formés dans le dom.aine combien 
spécialisé et en évolution constante de l'Informatique. En outre, c'est à sa 
juste valeur que nous apprécions l'autorisation qui nous a été donnée de pouvoir 
disposer de l'ordinateur des Facultés dans la mesure de nos hesoins. 
Nous tenons encore à dire à M. le Prof. J. FICHEFET combien nous avons 
apprécié les nombreux conseils qu'il nous a prodigués tout au long de ce travail 
et en particulier lors de sa rédaction. Nous remercions aussi Mm.e M. NOIRHOHME 
et M. P. LAMBION pour leurs encouragements et suggestions. 
D'un autre côté, il nous est bien agréable de dire que nous avons trouvé 
beaucoup de compréhension et d'aide auprès des membres du personnel du Centre de 
Calcul des Facultés de Namur: nous les en remercions vivement. 
Notre sincère reconnaissance va à M. le Prof. VAUCHER <le l'Université de 
Montréal qui a accepté que nous nous int~grions à la vie de son service et que 
nous lui demandions les conseils dont nous avions besoin, et ce, malgré le peu 
de temps dont il disposait. Il nous a guidés pendant toute la période que nous 
avons passée à Montréal et ne nous a jamais ménagé son aide et ses conseils. 
Enfin, nous voudrions encore exprimer ici toute notre gratitude à Melle 
L. ROY et à ses collaboratrices de l'Université de Montréal: C'est grâce à leur 
amahilité qu'ont pu être résolus les problèmes administratifs que pose un séjour 
d'assez longue durée dans un pays étranger, fût-il ami. 
.. 
CI-IA PITRE 
QU'EST- CE. Ç}Ué LA 
SÎMULA TiON f 
. 4 
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1. QU'EST CE QUE LA SIMULATION? 
1.1. INTRODUCTION. 
Dans ce chapitre, nous croyons opportun de rassembler un certain nombre de 
données qui peuvent paraître élémentaires à tout qui connaît un peu la 
simulation et même à tout informaticien. On pourrait donc considérer que ces 
général! tés ne méritent pas de figurer dans un travail de fin d' étu<les de 
licence en informatique. _Cependant, en présentant d' ahord un ensemhle de 
définitions simples, nous espérons éviter toute interprétation erronée de mots 
auxquels le langage technique attribue une signification qui s'écarte parfois 
sensiblement de celle reconnue par l'usage. 
En conséquence, dans les pages qui vont suivre et à titre d'introduction, 
nous suivons successivement les étapes ci-après: 
1) nous définissons d'ahord le processus théorique de la simulation, 
travail plus complexe qu'il n'y parait à première vue; 
2) nous nous attardons quelque peu sur les deux éléments de base de la 
simulation: le système et le modèle; 
3) nous recherchons les relations qui existent entre ces éléments 
constitutifs de la simulation, ce qui en constitue au fond une approche 
primaire; 
4) nous distinguons ce processus d'autres cheminements de la pensée 
(observation directe et analyse mathématique notamment) et tentons de préciser 
les limites de chacun d'eux; 
5) nous schématisons les types de simulation possibles ce qui nous conduit 
d'ailleurs à préciser de façon nette le domaine d'application de notre travail; 
6) nous faisons la synthèse des avantages et des inconvénients que nous 
voyons à la simulation dans son sens le plus large et dans celui <1ui fait 
l'objet de notre travail en particulier; 
7) enfin, 
simulation. 




Le mot "simuler" vient [11] du verbe latin simulare, c'est-à-dire copier, 
reproduire, imiter. La notion de "copier" n'est pas si peu a<léquate qu'on 
pourrait le croire à première vue car, par la simulation (J. SMITH [16]), nous 
tentons de copier le comportement d'un système, riont l'approche mathématique est 
malaisée, au moyen d 'un autre système (modèle) qu'il sera possi~le de traiter 
numériquement. On évoque donc, à ce niveau déjà, la notion d'analogie proposée 
par J. BUREAU [3]. 
Nous pensons que cette définition compl~te bien celle également propos é e 
par J. BUREAU [3]: 
" la simulation est la représentation du comportement d'un ensemble 
par un autre ensemble de nature mathématique ou physique". 
De leur côté, J .G VAU Cl-ŒR et P. BRATLF:Y (1 8 1 proposent d'une manière assez 
semblable: 
" la simulation est une technique qui utilise l'expérimentation sur 
des modèles pour étudier le comportement de systèmes complexes" 
Dans ces deux références, l'accent est donc mis sur le caractère dynamique 
de la simulation puisque c'est le comportement d'un ensemhle qu'on repr P. sente et 
non uniquement cet ensemble lui-même. C'est, comme nous l'évoquerons plus tard, 
un des avantages de la simulation: celui d'étudier les effets de changements de 
divers types sur le fonctionnement d'un système. Nous voyons d'autre part que 
les systèmes cités par J.G VAUCHER et al. [18] correspondent au premier ensemhle 
mentionné par J. BUREAU [3], et les morlèles au second ensemble. 
Une définition mathématique ( c.w. CHURCHMAN in [ 14] ) cerne bien le 
problème mais ne l'explicite pas: 
" 'x simule y' est vrai 
si et seulement si 
a) x et y sont des systèmes formels 
b) y représente le système réel 
c) x représente une approximation <lu système réel 
d) les lois de validité dans x ne peuvent être 
entachées d'erreur" 
7 
La simulation apparatt donc bien malaisée à oéfinir de façon pratique car 
les auteurs qui en parlent introduisent des concepts divers sur la signification 
desquels ils ne sont pas toujours d'accord. 
D'autre part si 1' on découpe de façon simple [ 1] les techniques 
scientifiques en quatre groupes et ce en fonction de la nature des problèmes et 
du genre de modèles utilisés pour les résoudre, on en arrive à la classification 
de la figure 1-1 ci-après. 
' MOL>ELr 










lfonl~ -Carlo Simulof.·c.r, 
Figure 1-1: Classification des techniques scientifiques [l]. 
La classification ne nous satisfait pas davantage que les définitions ci-
dessus présentées. En effet, il semble au vu de cette classification ( trop 
simple) que, d'une part, la simulation ne puisse s'appliquer à des problèmes de 
nature déterministe et que, d'autre part, "Monte-Carlo" ne soit pas un type de 
simulation, affirmation que n'admettent ni FISm1AN [7] nl Th. NAYT..OR et al. 
[ 14]; ils définissent justement la méthode Honte-Carlo comme une technique de 
simulation applicable à des problèmes qui ont une base stochastique ou 
probabiliste. Enfin, J. AGARD et al. f 1] se demandent s'il ne vaut pas mieux, 
pour résoudre certains problèmes dont la représentation mathématique est 
possible mais complexe de préférer la simulation à l'étude analytique! Dans ce 
cas d'ailleurs, ils rencontreraient 1' optique de Th. NAYLOR et al. [ 14] qui 
voient comme un des avantages <le la simulation la possibilité de vérifier les 
solutions analytiques. 
Pour ces raisons, J. AGARD et al. [1] préfèrent la définition suivante: 
"une simulation reproduit à vitesse accélérée l'évolution temporelle 
d'un système en tenant généralement compte d'aléas pour donner, sur le 
comportement du système, des renseignements que d'autres méthodes ne 
fourniraient pas si ce n'est à un prix de revient supérieur" 
Nous voyons que J. AGARD et al. [ 1] introduisent notamment la notion de 
reproduction accélérée d'un phénomène temporel, mais nous nous demandons alors 
avec J. BUREAU [3] s'il n'est pas préférable de dire: 
les systèmes de simulation sont des 
s'écartent de la réponse en temps réel 
contraction de l'échelle des temps." 
modèles dynamiques ••• qui 
par dilatation ou mieux par 
Pour terminer cette tentative très incomplète de définition générale du 
concept "simulation", notons que M.S. SHUBIK, cité par Th. NAYLOR et al. fl4], 
y ajoute la notion d'impossibilité: 
le modèle est soumis (grâce à la simulation) à des manipulations 
qui seraient impossibles, trop coûteuses ou irréalisables ••• " (par 
une autre méthode) 
et que J. SMITH [16] propose: 
"Comme alternative à l'analyse mathémathique, nous pouvons nous 
tourner vers des méthodes numériques (simulation); nous pouvons 
procéder comme suit: nous supposons quelque état initial (condition) 
pour le système étudié, et nous utilisons des lois de changement 
(règles) en vue d'évaluer les états (positions) à travers lesquels le 
système progresse pendant une période de temps donnée". 
EN RESUME, nous pouvons dire avec J. FICHEFET [6) que, étant donné les 
points de vue différents auxquels se placent les divers auteurs, il y a peut-
être autant de défini tians de la simulation qu'il y a de livres ou d'articles 
traitant le sujet et même qu'il y a de disciplines recourant à la simulation; 
deux traits communs à toutes les définitions apparaissent: 
"une simulation est une reconstitution artificielle d'un phénomène 
réel, et 
cette reconstitution doit être suffisamment 
puisse considérer les renseignements qu'elle 
valables pour le ph~nom~ne réel" [6]. 





N.B: A partir de ces définitions que nous avons tenté de présenter d'une 
façon très générale, il est naturellement possible de proposer pour le terme 
simulation toute une série de sens restrictifs adaptés à des cas concrets bien 
précis. Il est vraisemblable d'ailleurs que c'est parce que chacun des auteurs 
précités poursuit un hut bien particulier que la définition qu'il donne de la 
simulation (ou l'idée qu'il s'en fait) est limitée aux éléments qu'ils 
proposent. Passer en revue tous les sens restrictifs concrets sortirait du cadre 
du présent travail et la liste que nous pourrions en proposer resterait toujours 
loin d'être complète. Nous nous bornerons donc, dans notre travail, à l'aspect 
de la SIMULATION qui concerne plus particulièrement celle nES MODELES ?ROGRAMMES 
SUR ORDINATEURS DIGITAUX. 
* 
En premi~re approximation, il apparaît donc qu'une simulation s'effectue en 
trois étapes: 
1. détermination du système 
2. création d'un modèle de simulation 
3. recherche des relations entre systèmes et modèles. 
Ces trois étapes seront envisagées successivement et rapidement au cours 
des paragraphes 1.2.2, 1.2.3 et 1.3 ci-après. 
1.2.2. Système. 
Il nous paratt que la terminologie proposée par J .G VAUCHER et P. BRATLEY 
[18] dans leur ouvrage très documenté est la mieux adaptée au problème que nous 
devons traiter. Nous y faisons une référence particulière dans les paragraphes 
suivants. 
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1) Le système est un ensemble de parties cohérentes mais comme 1' observe 
J.G. VAUCHER, 
"il reste un artifice d'abstraction: les choses ne sont pas 
intrinsèquement réparties en systèmes. C'est une partie de la réalité 
qu'on choisit, dans un but quelconque de considérer comme un tout ••• 
C'est une collection d'objets (entités ou composantes) ayant certaines 
caractéristiques (attributs) qui prennent part à des activités". 
M.G. HARTLEY [10] introduit la notion d'environnement (citée aussi par J .G 
VAUCHER et al.) en disant qu'il faut non seulement analyser la conception des 
différents éléments qui forment l'ensemble rl'un système, mais aussi considérer 
ceux qui apparaissent en relation avec tous les autres; que le système proposé 
doit donc être étudié à un niveau plus élevé, en relation avec son 
environnement; en d'autres termes qu'il est nécessaire d'inclure au système les 
facteurs économiques, sociologiques, de l'environment et ceux de "l'ingéniérie." 
2) L'état d'un système est une description complète de la valeur de toutes 
les caractéristiques (attributs) du système et des actions à un moment donné. 
Un système dynamique (voir définition plus loin) s'étudie souvent par l'examen 
de son état à des intervalles de temps successifs, ce qui permet l'utilisation 
d'ordinateurs digitaux pour la simulation. 
3) Diverses classifications des systèmes sont proposées par les auteurs. 
Nous pensons pouvoir les résumer comme suit en les rangeant selon les points de 
vue envisagés: 
1. selon le temps: 
- si ses attributs (caractéristiques) varient dans le temps, le 
système est appelé dynamique. Sinon, on parle d'un système 
statique; 
si dans le cas d'un système dynamique, après l'initialisation, 
les attributs continuent à varier de manière continue dans le 
temps, le système est dit continu; sinon, il est dit discret; 
NB: un changement à l'état du système est appelé "événement". 
2. selon la prisence de facteurs al~atoires: 
si ceux-ci existent, le système est dit stochastique; sinon, on 
parle d'un système déterministe; 
3. selon l'environnement: 
si le système n'est pas soumis à l'environnement, il est dit 
fermé; sinon, il est considéré comme ouvert. 
REMARQUES: 
1. Les systèmes simulés sont le plus souvent discrets (et par conséquent 
dynamiques) et stochastiques. 
2. Comme nous le verrons plus loin, . à chaque système correspond un 
langage de programmation; ainsi aux systèmes discrets s'appliquent 
des langages tels que SIMULA, GPSS, SIMSCRIPT. 
3. Les motivations de l'étude des systèmes sont diverses: 
souci d'optimisation pour les systèmes artificiels 
- souci rle compréhension pour les systèrne·s naturels 
souci d'optimisation et de compréhension pour les syst~mes 
sociaux, juridiques ou économiques. 
1.2 .3 . . Modèles 




représentation d'un système". L'étymologie de "repraesentare" (reproduire) 
conduit à comprendre le terme de représentation comme l'image, le symbole, la 
personnification. 
J. SMITH [ln] estime que, en "copiant" un système de la vie réelle, nous 
"obtenons, dans l'ordinateur, un modèle du système réel 'lui se 
comporte beaucoup comme celui-ci. Par "modèle", dans ce contexte, nous 
nous référons non pas à une entité qui ressemb le physiquement au 
système rle la vie réelle, mais à un autre qui le simplifie en un 
ensemble de variables qui représentent les faits principaux <lu système 
réel et en un ensemble d'instructions représentant les lois (règles de 
décisions) qui déterminent comment ces faits sont modifiés lorsque le 
temps progresse ••• " 
ROSENBLUETH et WI ENER in [14] voient dans le modèle une "ahstraction <l'un 
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système réel". 
Le sens premier de "abstrahere" (tirer de) nous paraît donc un élément 
important: le modèle serait l'image d'un système mais il en serait également 
issu; il serait donc aussi semhlable que possible au système mais devrait être 
plus simple: il ne peut pas tenir compte de tous ses éléments, se borne à ses 
aspects pertinents et reste donc une approximation. Cette approximation doit 
évidemment être aussi fidèle à la réalité que possible mais elle ne doit pas 
comporter des détails qui, en nombre excessif, risqueraient de cacher 
1' essentiel. 
Les deux grandes caractéristiques d'un modèle sont donc réalité et 
simplicité (relatives): le modèle doit être une approximation suffisamment 
rigoureuse du système réel; il doit en contenir la plupart des aspects 
importants et il ne doit pas être à ce point complexe qu'il soit malaisé à 
comprendre ou à utiliser. 
Terminons cependant en disant que: 
"c'est le système qui nous intéresse mais c'est le modèle que 1' on 
étudie". [ 18] 
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1.3. RELATION SYSTEME MODELE 
Nous venons de voir que, bien que ce soit le système qui nous intéresse, 
c'est le modèle que l'on étudie. 
Mais alors se pose le problème: "comment étudier le modèle"? 
Diverses voies sont possibles et applicables selon le cas: 
1. l'observation directe 
2. l'analyse mathematique 
3. la simulation. 
1.3.1. L'observation directe. 
L'observation directe conduit dans bien des cas, des coûts 
d'expérimentation aberrants: il faut constituer de toute pièce une réalisation 
pratique du problème qui se pose. Dans beaucoup de domaines, les crédits 
consacrés à la recherche excluent presque automatiquement cette techniaue. 
Souvent, en outre, aucune optimisation à partir des cas particuliers réalisés 
n'est possible: l'étude ne peut dépasser le stade de leur simple comparaison. 
1.3.2. L'analyse mathématique. 
Lorsqu'elle est possible, l'analyse mathématique appara!t comme la solution 
sinon la plus élégante du moins très souvent préférable à toute autre méthode, 
simulation comprise, ne serait-ce que pour son prix réduit [6]. Il faut 
cependant observer que, d'une part, le nombre de modèles pour lesquels il existe 
une solutio'n mathématique est assez limité et que, d'autre part, 1' introduction 
<l 'hypothèses simplificatrices, pour transformer un problème réel en un prohlème 
traitable réduit la valeur des solutions obtenues en fonction même du nomhre et 
de l'importance des hypothèses restrictives dont il a dû être fait usage. (cf 
1.5.1.6) 
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1.3.3. La simulation. 
La simulation s'affirme donc comme une "technique de dernier recours", ce 
qui est loin de lui enlever de sa valeur, bien au contraire: son coût la réserve 
automatiquement à l'étude de problèmes pour lesquels aucune des deux autres 
méthodes ne s'avère satisfaisante. D'un autre côté, (et ceci n'est pas non plus 
susceptible d'en limiter son intérêt), la simulation peut même apparaître comme 
une étape préalable à l'élaboration d'un modèle analytique ••• ! 
On peut donc utilement se poser la question "Pourquoi· faire appel à la 
simulation ?". La réponse apparait immédiate si l'on considère avec J.G VAUCHER 
et P. BRATLEY (18] que la présence des caractéristiques suivantes dans un 
système entraîne souvent et presque ipso-facto l'utilisation de la simulation: 
non linéarité, présence de phénomènes transitoires ou de phénomènes 
aléatoires,rétroaction, ampleur. Ceci annonce dejà les principaux avantages de 
la simulation (cf 1.5) 
De leur côté, J. AGARD et al. [l] ohservent que: 
- le succès croissant de la simulation s'explique par le fait que celle-
ci prend le relais d'autres techniques qui s'avèrent impuissantes à 
résoudre des problèmes d'une logique trop riche pour être ramenées à 
une formulation canonique simple; 
- de plus, la simulation, en appliquant des règles logiques 
séquentielles, permet de reproduire pratiquement tout processus dont 
les règles d'évolution sont définies. 
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1.4. TYPES DE SIMULATION. 
J. BUREAU [3] et M.G. HARTLEV flO] s'accordent à reconnaitre deux types de 
simulation, la simulation analogique et la simulation digitale., du fait que ces 
deux simulations font appel aux ordinateurs portant le même nom. Parmi les 
simulations digitales, on distingue les simulations hardware et software dont la 
signification est évidente. En ce qui concerne ce dernier type (software), J.G 
VAUCHER et P. BRATLEY di_stinguent la simulation discrète (correspondant à des 
systèmes discrets) et la simulation continue (correspondant à des systèmes 
continus). 
La simulation discrète étant étudiée au chap. 2, nous nous bornerons à 
esquisser une définition de la simulation continue: les activités prédominantes 
d'un système continu provoquent des modifications continues dans les 
caractéristiques (attributs) des objets (entités, composantes) du système; un 
simulateur continu est, selon J.G. VAUCHER, 
"simplement un programme pour la résolution numérique de systP-mes 
d'équations différentielles". 
LE SUJET DE NOTRE TRAVAIL nous conduit à n'utiliser que la simulation 
DIGITALE SOFTWARE A EVENEMENTS DISCRETS. Nous n'aborderons donc plus, dans les 
pages qui suivent, les simulations analogique ni digitale hardware, hien que les 
avantages et inconvénients de la simulation que nous présentons au par. 1. 5 
puissent s'appliquer aux divers types de celle-ci. 
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1.5. AVANTAGES ET INCONVENIENTS DE LA SIMULATION. 
Il va de soi que si la simulation ( prise dans un sens le plus général) 
rencontre le succcès qu'on lui connait en ce moment, c'est qu'elle possède rles 
avantages qui lui sont propres, c'est-à-dire que ne possè~e aucune autre méthode 
de résolution de systèmes complexes, utilisahle à l'heure actuelle. Ces 
avantages en font un outil de travail si intéressant que l'on tente à l'heure 
actuelle de l'utiliser de façon pratique pour résoudre des problèmes étonnants 
par leur nombre, leur diversité et leur complexité. 
A côté des avantages, les simulations présentent, cela va de soi, certaines 
limites (restrictions quant à leur domaine d'application) et peut-être même 
certains inconvénients. 
Nous n'avons pas la prétention de donner ci-après une liste exhaustive de 
tous les avantages et inconvénients de la simulation d'autant plus que nous 
tenterons de rester sur le plan général et n' aborderons aucun problème 
pratique. 
1.5.1. Avantages. 
Nous avons déjà défini, au par. 1.3.3, les raisons 
utiliser la simulation ainsi que ses principales possibilités. 
qui conduisent à 
~laçons-nous ici 
sous un angle plus descriptif et recherchons systématiquement tout ce qui peut 
être porté au crédit de la simulation. Observons en outre que les avantages 
cités ne s'excluent pas mutuellement mais peuvent se cumuler. Il va de soi, 
d'autre part que les avantages de la simulation s'identifient, au moins 
partiellement, à ceux de la modélisation. Un certain nom.hre de points repris ci-
dessous apparaissent chez E. FISHMAN comme à porter à l'actif du modèle. 
1) Rappelons que la raison principale qui conduit au choix de la simulation 
est son aptitude à la résolution de problèmes auxquels les autres méthodes sont 
incapahles de donner une solution. Certains des autres avantages cités ci-apr~s 
sont en relation directe ou indirecte avec ce fait. 
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2) La simulation permet d'aborder, en vue d'études et d'expérimentations, 
des problèmes caractérisés par des interactions complexes. 
3) La simulation est, selon J. AGARD et al. [l], "aisée à écrire, à 
expliquer et à comprendre". Certains auteurs vont même jusqu'à dire qu'elle 
exige moins de connaissances théoriques que la résolution mathématique d'un 
problème. 
4) Il est possible d'étudier les effets qu'apportent, sur le fonctionnement 
d'un système, des modifications au niveau de l'information, à celui de 
l'organisation et à celui de l'environnement; cette étude s'effectue en imposant 
les mêmes modifications au modèle (qui t~présente le système), en observant 
leurs conséquences puis en les transférant au système lui-même. 
En d'autres termes, il est plus simple de "travailler" sur le modèle que sur le 
système et il est possible d'appliquer au second les résultats obtenus sur le 
premier. 
5) Dans le raême ordre d'idées, puisqu'elle permet de r é itérer un grand 
nombre de fois l'évolution d'un système (à condition que l'on utilise un langage 
de programmation particulièrement bien adapté et que l'on choisisse 
convenablement les paramètres), la simulation permet d'apprécier la dispersion 
des résultats et de connaitre les· conséquences des modifications éventuellement 
apportées. 
6) La création et l'exploration d'un modèle permet de mieux comprendre le 
système dont il est issu: en effet, selon J. AGARD et al. f 1] le preraier 
avantage de la simulation est "la facilité de compréhension qu'elle offre à 
l'utilisateur qui y verra les règles de la réalité clairement exprimées sans 
simplification et sans formulation mathématique complexe" ••• "La simulation sert 
ainsi à entraîner les responsahles à mieux analyser leurs prob l 8mes". 
7) La création d'un modèle peut permettre de recl-tercher la nature et le 
comportement <les variables majeures d'un systè me complexe. 
8) La simulation est parfois utile pour scinder un système complexe en 
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sous-systèmes qui sont plus aisés à traiter par un analyste expert en la matière 
(HORGENTHALER cité par [14]). 
9) La simulation permet d'étudier les systèmes dynamiques à vitesse r éelle 
(temps r éel), ~ vitesse accélérée, ou à vitesse réduite; nous avons, en effet, 
montré plus haut (1.2.1) qu'il peut être intéressant de réduire la vitesse <lu 
travail si cette réduction permet de mieux comprendre un phénomène qui se passe 
trop rapidement pour pouvoir être bien analysé. 
10) La pratique de la simulation s'avère enfin un outil pédagogique 
important puisqu'elle conduit l'utilisateur à acauérir une habiletP. réelle au 
niveau de l'analyse des systèmes, des problèmes probabilistes et des décisions. 
1.5.2. Inconvénients. 
La simulation présente, à côté de nombreux avantages, un certain nombre 
d'inconvénients qui précisent dans une certaine mesure ses limites. Certes, ses 
inconvénients apparaissent sensiblement moins nombreux que ses avantages, mais 
leur importance n'est pas à négliger. Encore que J. AGARU et al. nous 
paraissent avoir pu dans un certain nombre de cas, réouire les conséquences des 
inconvénients de la simulation, notamment lorsqu'ils ont pu mettre en oeuvre des 
processus de régulation qui permettent d'atteindre un état stable à partir de 
conditions de départ mal étudiées. Ces auteurs parlent même de "simulations 
auto-arlaptatives qui rectifient automatiquement les valeurs de certains 
paramètres en vue d'optimiser certains critères". 
Les trois premiers inconvénients présentés sont inspirés de J. AGARD et al. 
[11 tandis que les suivants résument plutôt le point de vue de FISHMA,.~ [7]. 
1) Le défaut le plus apparent semble être la longueur du temps nécessaire 
pour mettre au point et par conséquent les coûts de la technique de simulation. 
Contrairement aux solutions mathématiques de modèles analytiques, une fois les 
données du problème rassemblées, ia solution n'est pas imminente, au contraire: 
les délais de programmation et de mise au point prennent parfois plusieurs mois. 
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2) Une conséquence de ce premier inconvénient est que l'on ne peut se 
permettre, lors de la conception d'une simulation, "d'oublier" quoi que ce soit, 
car l'introduction a posteriori du moindre paramètre allongerait sensihlement 
les délais. 
"Il vaut mieux retenir trop de paramitres que d'en oublier: en 
ajoutant quelques paramètres, et des variables de politique qui 
n'apparaissent pas indispensahles aux clients de la simulation, nous 
avons beaucoup de chance de devancer leurs désirs ultérieurs et <le 
nous économiser beaucoup d'efforts" ••• Mais "pour un paramètre qui se 
révèlera utile plus tard, nous risquons d'en introduire une dizaine 
qui ne seront jamais utilisés mais qui auront compliqué la simulation 
en pure perte". 
3) Le nomhre de paramètres est un aspect du problème; un autre en est leur 
valeur correspondant à un optimum du modèle. La simulation ne fournit la 
solution d'un modèle que dans des conditions déterminées; elle ne modifie pas 
automatiquement la valeur des paramètres pour les fixer à un niveau optimum. 
Cette recherche del' optimum implique la réalisation de plusieurs simulations, 
chacune d'elles réalisée pour une série de valeurs données aux-dits paramatres. 
4) FISHMAN apparaît assez pessimiste lorsqu'il dit qu'aucune certitu<le 
n'Pxiste quant au fait que le temps et les efforts consacrés à la modélisation 
en arriveront jamais à donner des résultats utiles; 1' auteur ajoute cependant 
que les échecs ne sont ou' occasionnels et dus à un niveau de ressources trop 
faible. 
5) Plus spécieuse est la remarque de FISHMAN [7] lorsqu'il estime qu'un 
chercheur est enclin à dépeinrlre sa propre conception d'un problème comme la 
meilleure représentation de la réalité et ce, étant donné les efforts qu'il a 
consentis et le temps qu'il a passé à réaliser sa simulation. 
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1.6. ETAPES D'UNE SIMULATION. 
Dans une revue générale des problèmes de simulation, une place non 
négligeable nous para!t devoir être réservée à l'étude des différentes P.tapes 
par lesquelles il faut passer pour atteindre les buts que l'on s'est proposés. 
Certes, la programmation, une des étapes obligatoires, présente un intérêt 
màjeur mais il est bon de la replacer dans son contexte général qui est celui 
des étapes précitées. 
1.6.1. Premier schéma. 
M.G. HARTLEY [10] propose un schéma ( figure 1-2) en six points pour 
illustrer le processus mental d'une analyse de système: 
Voir Fig. 1-2 
- le concepteur part d'une vue initiale du problème (a); 
- il espère atteindre un but (b) par la solution qu'il proposera; 
- chaque solution présentant certains aspects non satisfaisants, il est 
donc nécessaire de posséder des mesures ou critères d'efficacité (c); 
- la simulation (d) est considérée comme la - seule méthode efficace pour 
évaluer les performances du sy.stème; 
- si les résultats de la simulation sont insuffisants, le concepteur 
peut être conduit à envisager l'utilisation d'un autre modèle (e); 
- une évaluation préliminaire du coût (f) doit être faite, à ce stade, 
avant de reprendre le problème dans son ensemble. 
On notera avec M.G. HARTLEY que le processus de conception est itératif 
bien que 1' absence de flèches sur le diagramme puisse être considérée comme 
indiquant que tout le processus ne doit pas toujours être réalisé dans l'ordre 
du graphique, dans le cas présent dans le sens des aiguilles d'une montre, et 
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Figure 1-2: Processus mentaux d'une analyse de système [10] 
1.6.2. Deuxième schéma. 
De leur côté, J .G VAUCHER et P. BRATLF:Y r 18 l reconnaissent sept étapes 
successives tandis que Th. NAYLOR et al. en citent neuf. Les schémas rle ces 
auteurs sont en fait très proches l'un de l'autre mais Th. NAYLOR. et al. 
insistent davantage sur les problèmes de paramètres que nous avons abordés au 
paragraphe 1.5.2 /2 et 3. Nous pensons donc opportun de présenter ci-après le 
schéma le plus complet même si celui présenté par J.G VAUCHER et P. BRATLEY nous 
paratt sous-entendre de façon perceptible les étapes de NAYtOR qu'ils ne citent 
pas. 
Remarquons avec J .G. VAHCHF.R et P. RRATLF:Y [18] que: 
- la longueur-même de ces étapes souligne bien qu'un projet <le 
simulation est une entreprise longue et coûteuse; 
une étude rle ce genre est un procédé itératif (HARTLF.Y mentionnait 
déjà ce fait: voir plus haut); 
- les étapes énumérées ne suivent pas un ordre strictement sequentiel: 
chaque programmation nécessitera une planification expérimentale 
préalable; 
1' analyse des résultats peut mener à une meilleure formulation <lu 
problème; 
enfin, chaque langage de simulation impU.que une vision particulière 
de la réalité et suggère fortement un schéma rle morlélisation. 
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Le schéma proposé par Th. NAYLOR et al. [14] donné à la figure (1-3). Il 
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2. ELEMENTS DE LA SIMULATION DIGITALE A EVENEMENTS DISCRETS. 
2.1. INTRODUCTION. 
Au cours de ce chapitre, nous allons préciser quelques éléments, parmi les 
plus importants, de la simulation digitale à événements discrets. 
a) Nous abordons d'abord (par. 2. 2) la hase sur laquelle repose cet te 
simulation, c'est-à-dire en d'autres termes, la représentation du comportement 
d'un système. Celle-ci utilise la méthode de .. 1, événement suivant", méthode 
qu'il est hon de caractériser en quelques points. 
b) Nous étudions alors plus directement le problème posé et décrivons 
d'abord trois métho<les qui permettent de réaliser ce type de simulation; elles 
constituent le premier élément de la simulation. 
- A ce niveau, un problème de langue se pose: la littérature <lont nous 
disposons est surtout d'expression anglaise [71, flOJ, [14]. 
- Comme nous ne croyons pas opportun de faire un emploi systématique <le 
mots anglais, (m@me si nous n'en connaissons pas d'~quivalent valable 
en français), nous avons donc suivi VAUCHER f 18 ] et utilisé notamment 
"céduler" comme correspondant du verbe "to schedule... A ce niveau, 
nous avons ét~ contraints de forger le suhstantif "cédulation" 
dérivant de "céduler". Nous espérons que les linguistes ne nous 
reprocheront pas cette audace. 
c) Nous développons ensuite de façon assez détaillée et à titre d'exemple 
le cas d'une file d'attente à un serveur dont le traitement se prête 
particulièrement bien à la simulation digitale à evénements dicrets et illustre, 
avec éloquence selon nous, les différences fondamentales qui existent et les 
possihilités des trois méthodes proposées. D' ot\ le long développement du par. 
2.4, d'autant plus que, à deux reprises, nous essayons de comparer entre e l les 
les simulations effectuées sur ces méthodes. 
d) Comme nous venons de le dire, les trois méthodes décrites constituent le 
premier des éléments de la simulation. Un second élément est representé par 
1' aléatoire: il est donc bon de rappeler quelques données fondamentales le 
concernant (par. 2.5). 
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e) Un autre élément de la simulation digitale à événements discrets 
consiste en la gestion du temps simulé; cette gestion s'effectue grâce au 
contrôleur de la simulation. Nous lui consacrons quelques pages (par. 2.6). 
f) Une fois qu'on a franchi les étapes citées plus haut, on peut étudier le 
problème du langage qui permet la simulation à événements dicrets. T)es trois 
types connus (langages d'assemblage, langages généraux, langages de simulation) 
quel est celui qui s'adapte le mieux au problème que nous étudions ? Pour 
répondre à cette question, il est bon de les passer en revue (par. 2. 7). Une 
comparaison de leurs possihilités nous permet d'ailleurs de situer le problème 
que nous devons personnellement envisager. 
g) Enfin, il nous semble utile de présenter (par. 2.R) un bref résum~ de 
deux langages <le simulation (GPSS et SIMULA) car notre implémentation s'en 
inspire. Le Lecteur comprendra que nous ne puissions étendre cette présentation 
à d'autres langages dont nous ne faisons aucun usage spécial dans notre travail; 
en effet, ceci alourdirait la partie bibliograph~que sans bénéfice . aucun pour la 
compréhension de SHfUFOR décrit aux chapitres 3 et suivants. 
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2.2. REPRESENTATION DU COMPORTEMENT D'UN SYSTEME. 
2.2.1. Notes préliminaires. 
Nous avons vu qu'en pratique (cf. par. 1.2.2), il existe deux types de 
systèmes: ceux à événements continus (les changements d'état des entités y 
apparaissent de façon continue) et ceux à événements discrets (les changements y 
apparaissent de façon discrète). Il faut noter que 
- les méthodes d'étude de ces systèmes (discrets et continus) sont en 
principe différentes 
mais aussi que certains systèmes à événements continus peuvent être 
simulés par un modèle à événements discrets. 
L'étude des modèles à événements dicrets que nous proposons ci-après permettra 
donc d'élargir dans certains cas, son champ d'application logique aux systèmes à 
événements continus. 
Rappelons enfin que, dans la simulation di gitale à événements discrets, les 
changements d'état peuvent être représentés par un ensemhle d'événements 
discrets et que ce sont les intervalles entre les événements qui vont déterminer 
la technique même de modélisation. Ces intervalles de temps peuvent être 
aléatoires ou déterministes, selon la loi d'apparition de ces év~nements. 
Pour représenter un système à événements discrets et à intervalles 
aléatoires entre événements, on utilise le plus souvent la méthode dite de 
"!'EVENEMENT SUIVANT" ("next event approach"). 
2.2.2. Méthode de l'événement suivant. 
Précisons en quelques mots en quoi consiste la méthode de "l'événement 
suivant" [7]: 
1. le changement d'état du système a lieu lorsqu'un événement apparaît: 
entre deux événements successifs, l'état des entités reste constant; 
2. il n'est pas nécessaire de considérer les starles intermédiaires entre 
deux événements puisque ce n'est que lors de 1' événement suivant 
qu'auront lieu de nouvelles modifications d'état; 
3. lorsqu'ont été considérés tous les changements d'état correspondant à 
un événement particulier ( temps présent), le temps simulé _ progresse 
d'un seul bond jusqu'à celui de l'événement suivant (d'où le nom de 
la méthode); 
4. tous les changements d'~tat possibles sont à nouveau considérés à ce 
stade; 
S. le programme aborde une nouvelle fois l'événement suivant et le 
procédé se poursuit. 
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Par cette méthode et pour reprendre les termes propres à FISHMAN [7], la 
simulation est capable d'éviter ("sauter au-dessus") des temps "inactifs" alors 
que, dans la réalité, il est impossible de ne pas les "suhir". 
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2.3. CONSTRUCTION D'UNE SIMULATION A EVENEMENTS DISCRETS. 
Avant d'aborder la façon de construire une simulation digitale i ~vénements 
discrets par la méthode de "1' événement suivant", précisons la signification 
générale de trois concepts: 
- un processus est une suite d'événements ordonnés dans le temps; 
une activité est un ensemble d'opérations qui transforment 1' état 
d'une entité; 
un iv,nement est un changement de l'état du systime (par. 1.2.2 et 3) 
ou des entités qui le constituent (par 1.2.2). 
Pour si tuer ces trois notions 1' une par rapport à l'autre, FISHMAN f7] 
propose la figure ci-dessous que nous croyons pouvoir interpréter comme 
signifiant ce qui suit: un processus comprend un certain nomhre d'activit6s, 
chacune de celles-ci étant conditionnée par une succession d'événements. 
··- - - - - - - - - - - - 7 
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Figure 2-1: Evénement, processus, activité [7]. 
Ces divers concepts permettent au même auteur d'affirmer qu'il existe trois 
possibilités de construire des modèles à événements discrets tout en utilisant 
la m~thode de "1'6v~nement suivant". Nous préf~rons r~sumer ci-apris les id~es 
de FISHMAN [7] plutôt que celles de LEROUlJIER [ 12] car elles nous paraissent 
plus complètes. 
1. la "cédulation des événements" ("fixation d'év~nemnts dans le temps") 
("event scheduling approach") met en valeur une description détaill~e 
des étapes, propres à chaque événement, qui apparaissent lorsque 
celui-ci a lieu; 
2. le "balayage des activit~s" ("activity scanning approach") consiste i 
passer en revue toutes les activités d'une simulation pour déterminer 
celles qui commencent et celles qui se terminent, chaque fois qu'un 
événement a lieu; 
3. "1' interaction des processus" (process interaction approach) attire 
1' attention sur la progression d'une entité à travers un système 
depuis son événement d'arrivée jusqu'à son événement de départ. 
2R 
Nous verrons au par. 2.7 quelques exemples de langages qui utilisent ces 
différentes approches. 
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2.4. MODELE D'UNE FILE D'ATTENTE A UN SERVEUR. 
l?our illustrer ces différentes possibilités de construire une simulation 
digitale à événements discrets, nous allons considérer l'exemple classique de ce 
type de simulation: la file d'attente à un serveur (Job-Shop ). Dans les lignes 
qui suivent, nous qualifierons souvent cette file d'attente à un serveur de 
"demande de service à un atelier", termes qui nous paraissent correspondre à la 
traduction de l'expression de FISHMAN [7 J: "Job-Sh op". 
Nous proposons ci-après la définition de la file d'attente selon FISHMA 
[7] et y faisons correspondre (par des termes mis entre parenthèses) les 
éléments correspondants de la définition de VAUCHER [lR]: 
- "Dans un tel problème, une "arrivée (requête de travaux) appara!t (de 
façon aléatoire) et demande qu'un service (tâche demanrlant 
l'utilisation de certaines ressources) soit réalisé. Le système 
(atelier) répond en exécutant le service s'il le peut ou en le mettant 
en attente (si les ressources ne sont pas disponibles) jusqu'au moment 
o~ il parvient à l'ex~cut~r". 
- En d'autres termes, lorsqu'une demande ne service apparait, elle est 
satisfaite si le serveur est libre, sinon elle est placée en file 
d'attente. La demande et le serveur sont donc des oh jets ou des 
entités, tandis que la file est un ensemble auouel peuvent appartenir 
les demandes. 
Dans le cas du modèle (file d'attente à un serveur) que nous considérons, 
les définitions présentées au par. 2.3 acquièrent un sens plus précis et parfois 
plus restreint: 
1. un processus est une sui te d'événements qui décrivent l'évolution 
compl~te d'une demande à travers l'atelier; 
2. une activité est le service de la demande (sens plus restreint) (cf. 
par. 2.3); 
3. un événement est 
- soit une arrivée ou un départ (compte tenu <lu fait Qu'un 
changement d'état se produit chaque fois qu 'une demande entre ou 
sort); 
, 
- soit le fait que le serveur devienne libre ou occupé (ce dernier 
événement est cependant tributaire du premier et est donc appelé 
événement conditionnel); 
4. 1' état d'un système est le nombre de demandes enregistrées à un 
3() 
moment donné (cf. par. 1.2.2). 
2.4.1. "Cédulation des ,vénements". 
Sont pris en considération non seulement la cédulation des événements (qui 
a donné son nom à cette approche), mais aussi l'instruction conduisant à 
sélectionner l'événement suivant. 
Voir fig. 2-2 
1) "Cédulation des événements". 
Un seul type d'événement est retenu (arrivée ou départ): dès qu'une arrivée 
apparait, la suivante est cédul~e. Il en va de même pour le d~part. Chaque fois 
qu'un événement est cédulP-, est introduit dans une liste un enregistrement qui 
comporte l'identification <le l'événement ainsi que l'heure de son apparition. 
Il eût été possible de considérer aussi comme événement (d'ailleurs 
conditionnel du premier) le fait que le serveur soit libre ou non. Si l'auteur 
ne l'a pas fait, c'est qu'il estime que cet événement est inclus <lans celui qui 
est pris en considération et que, d'autre part, son introduction dans le modèle 
alourdirait ce dernier inutilement. 
En effet, il serait nécessaire de créer un enregistrement, <le le mettre 
dans une liste, puis d'opérer une recherche et une sélection supplémentaires 
pour le reprendre en temps voulu. Il va sans dire que l'incorporation 
d'événements conditionnels de ce genre occasionne des frais importants et, comme 
dit plus haut, inutiles parce que susceptibles d'être évités. 
2)"Sélection de l'événement suivant". 
Lorsque cet te instruction est donnée, 1' ordinateur va rechercher dans la 
liste des événements futurs (appelée échéancier ou SOS du terme ang lais 
,ll't U}') ù, tr 
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File d'attente :"cédulation des év~nernents" [7]. 
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"SeQuencing Set), à l'aide d'un programme appelé contrôleur de la simulation (ou 
routine de temps, moniteur, noyau -de synchronisation cf par. 2.6), l'événement 
qui d'après son heure d'arrivée (et donc son heure de cédulation), doit être le 
premier traité. A ce moment, l'heure de simulation devient celle de cédulation: 
les temps morts sont donc "sautés". 
Remarque: 
1. Chaque arrivée possède un attribut appelé temps de service. Celui-ci 
peut être aléatoire ou déterministe, mais quel que soit son 
caractère, le modèle de simulation doit fournir un mécanisme pour le 
déterminer. 
2. Des liens peuvent appara!tre entre événements; il faut donc établir 
une loi de priorité parmi ceux-ci. C'est ce qu'on appelle la 
discipline de file. Il existe par exemple les disciplines LIFO, FIFO. 
2.4.2. "Balayage des activit,s". 
La "cédulation des ~vénements" (cf par. 2.4.1) est bas~e sur la succession 
des év~nements; le "balayage des activités, lui, repose sur l'examen des 
activités qui apparaissent dans le problème. Il n'envisage donc pas la 
cédulation d'événements mais il existe forcément des événements. 
Dans le cas de notre problème (une file d'attente à un serveur), il 
n'apparait qu'une activité: le service d'une demande. 
Voir Fig. 2-3 
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File d'attente :"balayage des activit~s" [7]. 
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Le service peut débuter: 
l) lors de l'apparition d'une nouvelle arrivée au moment où le serveur est 
libre; 
2) lors de la fin <lu service pour autant qu'il y ait au moins une ~emande 
en attente. 
Deux points importants sont à considérer: 
- Lorsqu'un événement a été traité par le modèle, l'heure de simulation 
progresse jusqu'à celle de l'événement suivant. Pour franchir cette 
étape, il est nécessaire que chaque entité qui change d'état possède 
une horloge; ceci est vrai tant pour 1' entité "arrivée" que pour 
l'entité "serveur". Il importe alors de déterminer si 1' événement en 
question est une arrivée ou une sortie. Ceci est réalisé par des tests 
logiques. 
Comme le modèle que nous traitons ne contient qu'une seule activité, 
il ne permet pas de mettre cette méthode <tu "balayage des activités" 
en évidence de manière très nette (encore qu'il soit intéressant de la 
préciser). Ce "balayage des activités" extériorise le mieux ses 
avantages lorsque les activités sont nombreuses: dans ce cas, chaque 
fois que l'heure est avanc~e à celle de l'évinement suivant, le 
programme doit balayer toutes les activités du problème pour voir 
celles qui peuvent @tre commencées ou celles qui peuvent @tre 
terminées. 
2.4.3. Comparaison des deux premières approches (par. 2.4.1 et 2) 
1) Les tests logiques pour déterminer si l'événement est une arrivée ou un 
départ, outils du "balayage des activités", remplacent la cédulation des 
événements et la sélection de l'événement suivant de la première approche. En 
effet, la "cédulation" possède un échéancier qui conserve 1' identification et 
1' heure d' occurence des événements cédulés: le programme de contrôle de la 
simulation se borne à sélectionner l'événement suivant qui est devenu tête de 
liste. 
2) L'approche "cédulation" exi ge que le début et la fin de chaque activité 
soient des événements et que ceux-ci soient cédulés. Elle s'avère donc moins 
int~ressante que le "balayage des activités" lorsque le nomhre des activités est 
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élevé. En effet, lorsque la liste des activités s'allonge, augmentent aussi de 
manière proportionnelle: 
le nombre des événements cédul~s, et 
- et le temps machine qui permet: 
* l'enregistrement des événements, 
* le report de ces événements dans l'échéancier, 
* leur sélection au moment opportun, 
* puis leur destruction en fin de travail. 
3) Par contre, le "balayage des activités" introduit des vérifications 
(logiques) et celles-ci doivent être vérifiées à chaque progression du temps; 
ceci allonge la durée du travail. 
4) Dans les cas faisant intervenir un faible nombre d'activités mais un 
nombre élevé d'arrivées, l'intérêt de la "cédulation des événements" par rapport 
au "balayage des activités" devient plus évident. En effet, le faible nombre 
d'activités entraîne un nombre restreint d'év~nements (autres qu'arrivées et 
départs) alors que la limitation de l'information disponible du "balayage des 
activités" exige, comme son nom l'indique, des balayages répétés afin que tous 
les changements d'état possibles puissent apparaitre. La première approche 
bénéficie donc du peu d'événements à traiter; alors que la seconde est ralentie 
par cette succession indispensable de balayages. 
5) Nous venons de voir que le "balayage des activités" présente un certain 
nombre d'avantages, malheureusement le manque <le langage vraiment adéquat en 
interdit pratiquement l'utilisation à l'heure actuelle •• ! 
2.4.4. "Interaction des processus". 
Dans son essence, cette troisième façon d'ahorder le problème <le la 
simulation à événements discrets allie les caractéristiques un peu sophistiquées 
de la "cédulation des événements" à la puissance concise de modélisation du 
"balayage des activit~s". 
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Notons, dès à présent, que c'est cette méthode qui est à la base de notre 
travail personnel. 
"L'interaction des processus" décrit les progrès d'une demande à travers 
l'atelier. Elle ne modélise donc pas les changements d'état du système. Comme 
les demandes arrivent A des moments différents, le comportement du syst~me est 
décrit par un ensemble de processus (un pour chaque arriv~e); certains d'entre 
eux peuvent naturellement se chevaucher. 
Pour résoudre les "conflits" dus à cette possihilité de chevauchement, 
"1' interaction des processus" utilise des instructions comme "wait until" ou 
"advance" suivant que le contexte est conditionnel ou ne l'est pas. La m~thode 
génère alors des points de réactivation dans le processus lors de la rencontre 
d'instructions inconditionnelles ("advance") ou d'instructions conditionnelles 

























Un langage comme GPSS qui utilise l'approche de "l'interaction des 
processus" constitue un bon exemple de la manière dont sont traités les 
év6nements conditionnels et inconditionnels. Il poss~de une liste des ~v~nements 
cédulés (échéancier) et une liste des événements concU tionnels. Après avoir 
exécuté tous les événements cédulés à une heure spécifiée, le programme de 
contrôle de GPSS (cf. par. 2.6) passe en revue la liste des événements 
conditionnels et exécute ceux qui peuvent l'être à ce moment. Après quoi, 
1 'heure de simulation est avancée jusqu'à celle de l'événement devenu premier 
dans l'échéancier et la procédure est répétée dans son entièreté. 
Les figures 2-4 et 2-5 représentent toutes deux l'interaction des processus 
"demande" et "serveur". La première de celles-ci tient compte du formalisme de 
GPSS en considérant les demandes comme actives et le serveur comme passif. 
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Voir Fig. 2-4 et 2-5 
La seconde figure se base ,elle, sur SIMULA qui permet que les processus 
aient des phases actives et des phases passives. Ces · deux sch~mas sont clairs 
et n'exigent, croyons nous, aucune explication particulière. 
2.4.5. Comparaison entre les trois approches (par. 2.4.1-2 et 4) 
1) Dans la Hcédulation des événements", chaque diagramme représente un 
événement, alors que, dans le cas de "l'interaction des processus", un diagramme 
en contient plusieurs. 
2) Les "instructions inconditionnelles (comme "advance", "wait", ••• ) de 
l'approche "interaction" correspondent i l'esprit de la "cédulation", tandis que 
les directives conditionnelles (comme "wai t until", ••• ) rappellent les 
vérifications logiques du "balayage des activités". 
3) D'après G.S. FISHMAN [7],"l'interaction des processus" permet à 
l'utilisateur: 
- de construire des modules d'idées, apparemment reliées, avec une plus 
grande facilité conceptuelle; 
- de localiser la collecte des statistiques sur un seul module, au lieu 
<le le faire au travers de plusieurs événements (ce qui a lieu dans la 
"cédulation des événements"); 
- de contr6ler de façon plus aisée et plus compr~hensible, l'activit~ de 
la simulation. 
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Figure 2-4: File d'attente: "interaction des proc." GPSS f7J. 
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Figure 2-5: File d'attente: "interaction <les proc." SIMULA PJ. 
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2.5. SIMULATION DE L'ALEATOIRE. 
Au cours de ce paragraphe, nous allons introduire des notions très 
importantes qui nécessiteraient des développements assez longs; ceux-ci ne nous 
sont cependant pas permis par les limites imposées à notre trava i l. 
renvoyons donc à l'ouvrage très documenté de J. FICHEFET [ 6 ]. 
Pour poser le problème, disons avec cet auteur que 
certains modèles de simulation nécessitent une fabrication 
artificielle du hasard". On est donc amené à réaliser "la fabrication 
artificielle du hasard uniforme c'est-à-dire la constitution 
d'échantillons artificiels de nombres pouvant être considérés comme 
des réalisations de variables aléatoires dont les valeurs possibles 
ont toutes la même p,robabilité ••• " 
La définition "de nomhre aléatoire" devient alors évidente. 
Nous 
De la citation ci-dessus, nous concluons que, comme la plupart de 
simulations sont basées sur des modèles incluant des variahles stochastiques, il 
est nécessaire de fournir des proc~dés valables pour la génération de valeurs à 
ces mêmes variables. Il ex :L 3te trois types de procédés pour gé nérer des nombres 
aléatoires: 
1. les rné thodes manuelles; 
2. les méthodes mécaniques ou électriques ( qui correspondent à ce que 
J. FICHEFET appelle génération physique); 
3. et les méthodes employant 
arithmétiques de J. FICHF.FET). 
un ordinateur di ~ital (méthodes 
La technique qui est la plus utilisée et qui, en outre, doit retenir toute 
notre attention, est la troisième: 
"Un procédé de génération arithmétique est un algorithme créant une 
sui te récurrente de nomhres entiers et prenant les chiffres de la 
suite comme chiffres au hasard. En raison de la nature récurrente de 
la suite, il est évidemment impossible d'obtenir des chiffres 
correspondant à des résultats d'expériences mutuellement 
indépendantes. Cependant, certains procédés génèrent des suites de 
nombres que 1' on peut, en pratique, considérer comme statistiquement 
indépendants. Les nombres généré s par des procédés arithmé tiques sont 
dits "pseudo-aléatoires". Ces procé des sont appelé s des 
générateurs" [6 J. 
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En conclusion, les séquences de nomhres pseudo-al~atoires sont rép~titives 
et complètement prévisibles (d'où leur nom de pseudo-al~atoires). 
Un procédé de génération de nombres pseudo-alt~atoires est valable s'il 
satisfait à des tests statistiques et r épond à quelques critères. On trouvera 
une étude très fouillée de ces tests statistiques (d'uniformité et 
d'indépendance) au chap II,6 de J. FICHEFET [6]. 
En conclusion, résumons cette P.tude en nous inspirant des travaux de 
HARTLEY [10] et FISH11AN [7] qui remarquent que: 
1. les nombres al~atoires c:levraient être uniformément <listrihués; 
2. chaque nombre al~atoire devrait être statistiquement indépendant de 
tous les autres nombres aléatoires de la séquence; 
3. les séquences devraient être reproductibles; 
4. les séquences ne devraient pas se répéter sur une pério<le donnée; 
S. les générateurs devraient être aussi rapides ~ue possible au point de 
vue calcul; 
6. le logiciel décrivant ces générateurs devrait être aussi concis que 
possible; 
7. les nombres aléatoires devraient contenir suffisamment de chiffres 
pour que la génération de nombres sur l'intervalle choisi soit 
suffisamment dense. 
Note 
Nous avons introduit le temps conditionnel dans ces sept exigences 
pour bien montrer qu'il n'est pas possihle de les vérifier toutes 
simultanément. Il est donc nécessaire de trouver un compromis 
judicieux! 
Les nombres pseudo-all>atoires générés auront 
d'autant plus grande qu'ils satisferont à 
d'exigences parmi celles citées plus haut. 
une "valeur" pratique 
un nornhre plus élev~ 
Terminons ces rappels à propos des nombres aléatoires et pseudo-aléatoires 
en citant la méthode la plus fréquemment utilisée pour les générer: celle-ci 
est basée sur la congruence (aussi appelée méthode des résidus) et génère des 
variables alP.atoires uniformément distribuées sur (O,m]. Comme une simple 
transformation permet de les distribuer de manière uniforme sur [O, l], cette 
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méthode peut par conséquent générer des variables aléatoires de distribution 
quelconque. 
L'expression récursive est de la forme: 
X = a X + C (mod m) 
n+l n 
- a, c, rn sont des entiers positifs, 
- x est la valeur initiale 
0 
- x est le résidu de l'équation 
n+l 
- X € [ 0 , m [ y n 
n 
L'équation ci-dessus est équivalente à: 
a X + C 
n 
X = a X + C - [ ---------- J m 
~1 n m 
où [b] désigne le plus grand entier 
inférieur ou égal à b (b € R) 
Cette méthode, ses variantes et ses transformations, sont présentées et 
discutées par J. FICHEFET [6]. 
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2.6. CONTROLE DE LA SIMULATION. 
2.6.1. Définition et rôle d'un programme de contrôle. 
G.S FISIIl1AN [7] insiste sur un élément supplémentaire de la simulation 
digitale à événements discrets: le programme de contrôle. Nous avons déjÀ été 
amenés à en évoquer l'existence au par. 2.4.1-2 ainsi qu'au par. 2.4.4. C'est 
dire si ce programme est fondamental. Nous avons vu qu'on lui .-tonnait aussi les 
noms de "contrôleur de la simulation", de "routine rle temps", de "moniteur" ou 
de "noyau de synchronisation". Nous pouvons en donner la justification dans les 
termes de l'auteur précité: 
- "Chaque programme consiste en un certain nombre de hlocs de code; 
l'ordinateur les exécute dans l'ordre où il les rencontre; il le fait 
de façon séquentielle (c'~st-à-dire instruction après instruction) à 
moins qu'une de celles-ci ne lui indique qu'il doive "sauter". 
Par contre, dans un programme de simulation, une heure est assignPe à 
chaque bloc de code; à l'ordre logique des instructions, se substitue 
l'ordre temporel (c'est-à-dire un ordonnancement selon ces heures) et 
ce, grâce à un programme de contrôle ••• )" [7]. Celui-ci gère donc le 
temps simulé. 
Tous les langages de simulation possèdent un tel programme de contrôle. Si 
l'utilisateur veut écrire sa simulation en un langage à usage général, il devra 
lui-même établir ce noyau de synchronisation, ce qui n'est pas une tâche aisée 
lorsque les événements apparaissent de façon aléatoire dans le temps. 
2.6.2. Fonctionnement des programmes de contrôle. 
Etudions avec FISHMAN [7] le fonctionnement des programmes de contrôle dans 
les trois rné thodes de simulation cités au paragraphe 2 .3. ()hservons 
immédiatement que le contrôleur travaille de façon différente rlans les trois 
cas. 
1) "Cédulation des événements". 
- Chaque fois qu'un événement est cédulé, un enregistrement qui 
l'identifie et note son heure de cédulation, est créé et est mis dans 
l'échéancier. Dès que l'événement est exécuté, ce programme <le 
contr8le sélectionne l'év,nement suivant, sur hase de l'heure, avance 
l'heure courante de la simulation, et repasse la main au hloc de co<le 
qui exécute les étapes correspondant à cet événement. 
2) "Balayage des activités". 
- Lorsque tous les débuts et fins des activités ont été réalisés à un 
moment donné en temps simulé, intervient le programme de contrôle qui 
passe en revue les horloges des entités du système. Il note les 
accroissements de temps que comporte chaque horloge par rapport à 
l'heure présente, sélectionne le plus faible de ceux-ci, avance 
d'autant l'horloge générale et débite du même laps de temps chacune 
des autres horloges. Le programme de simulation essaye alors 
d'exécuter les activités qui sont fixées à cette heure. 
3) "Interaction des processus". 
Lorsqu'une entité entre dans le système, le programme de simulation 
tente d'exécuter le plus grand nombre de ses étapes. Si une p~riode de 
temps simulé se termine durant cette exécution, le programme de 
contr81e est appelé; il crée un enregistrement qui contient 
l'identification de l'entité, l'heure à laauelle elle noit être 
reconsidérée, ainsi que son point de réactivation. Cet enregistrement 
est alors mis dans l'échéancier. Le noyau ~e synchronisation 
sélectionne ensuite le processus suivant, et met à l'heure l'horloge 
du système; le processus s'exécute alors à partir de son point <le 
réactivation 
Jusqu'ici n'est abordé que le prohlème des événements inconditionnels 
(dont l'exécution ne dépend que du temps). Dans le cas de délais 
conditionnels, (lorsque les ressources nécessaires à franchir une 
étape s'avèrent indisponibles), un procédé similaire est utilisé. Le 
contr81eur intervient, crée de la même manière un enregistrement 
(celui-ci contient l'identification de l'entité et son point de 
réactivation) puis le met dans une liste d'attente. 
Voir Fig.2-6 
- Après avoir exécuté tous les événements inconditionnels cédulés à une 
heure . donnée, le noyau de synchronisation balaye la liste des 
événements conditionnels, détermine ceux qui sont réalisables, exécute 
les opérations correspondantes, et ce, jusqu'à épuisement <les 
événements. Le programme de contrôle avance alors l'horloge à l'heure 
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L'existence et l'intérêt de l'échéancier ont déjà été notés à plusieurs 
reprises dans les pages qui précèdent. Il est bon de remarquer avec J .G. 
VAUCHER et al. [17] ainsi que J. LEROUDIER et al. [12], que c'est la gestion de 
1' échéancier et en parti.culier l'insertion ( ou la réinsertion) d'un P.vénement à 
une heure quelconque dans celui-ci qui constitue la plus gran<le activité du 
programme de contrôle. C'est pourquoi il est essentiel d'optimiser au maximum ce 
travail du noyau de synchronisation par une meilleure gestion de 1' éch~ancier. 
On trouvera davantage d'information à ce sujet dans les rleux références 
précitées. 
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2.7. AUXILIAIRES DE LA SIMULATION • . 
Une fois la simulation reconnue comme le moyen le mieux adapté à la 
solution d'un problème et une fois le modèle logique ciéfini globalement, doit 
être envisagé le choix des auxiliaires de calcul les mieux adaptés , c'est-à-
dire dans notre cas, de l'ordinateur et du langage de programmation. 
Dans une entreprise ou une unité de recherche, les possibilités de choix de 
l'ordinateur peuvent être limitées; par contre, 1' utilisateur <lis pose le plus 
souvent de plusieurs langages parmi lesquels il lui appartient de faire le choix 
qui lui paratt · le plus approprié. Le choix de 1' ordinateur ne constitue pas 
notre propos; nous n'aborderons donc pas ce sujet. 1?ar contre, · il nous paraît 
utile de nous attarder quelque peu au problème des langages, car ceux-ci jouent 
un r6le de premier plan, non seulement au niveau de la conception, mais aussi 1 
celui des résultats auxquels il conduit. 
Nous pouvons diviser les langages en trois catégories: 
1. les "langages assembleur" ou "langages d'assemblage" appelés aussi 
"langages auto code" (ex: ASSF.MBL'IT-UR sur DEC, COMPASS sur CDC, ••• ); 
2. les "langages généraux" tels que 
"numériques" (ex: FORTRAN, ALGOL, 
universels" (ex:PL/1); 
les "langages 
PASCAL, ••• ) 
scientifiques" ou 
et les "langages 
3. les "langages de simulation et de description de syst~mes organisés" 
(ex:pour les systèmes discrets SIMULA, GPSS, SIMSCRIPT et pour les 
systèmes continus MIMIC). 
Nous avons tenté de résumer en un tahleau très simple 2-7, mais forcément 
approximatif de par la simplicité que nous avons voulu lui donner, les 
principales caractiristiques de ces trois types de langages. Il va de soi que la 
description que nous en faisons est loin d'être exhaustive et qu'elle est 
imparfaite. Remarquons que, <lans le cas <le langaees <l'assemblage, la 
disponibilité mentionnée à la fig. 2-7 est maximale (+++) car il existe un 
langage assembleur pour chaque ordinateur! Mais la portabilité d'un programme de 
simulation écrit en un tel langaee est considérée comme nulle car son 
utilisation est strictement réservée aux seuls ordinateurs pour lesquels il a 
été conçu. 
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Figure 2-7: Comparaison des langaees de programmation. 
2.7.1. Les langages d'assemblage. 
Le tableau 2-7 indique que le langage machine n'est pas particulièrement 
adapté à la résolution de problèmes de simulation pour les raisons suivantes: 
difficultés de programmation; 
lisibilité et portahilité nulles du programme. 
Ces inconv~nients ne sont pas compensés par l'aspect positif de ce langage, 
c'est-à-dire ses performances intrinsèques: rapidité et puissance. 
Dans notre travail, nous serons cependant contraints à en faire usage, 
mais nous le réservons aux seuls cas o~ le langage à usage g~n~ral que 
nous devons utiliser (le FORTRAN) ne nous fournit pas les moyens de 
résoudre les problèmes qui se posent à nous. Notons pourtant que 
l'utilisateur éventuel de SIMUFOR ne percevra pas l'usage sporadique 
que nous faisons de !'ASSEMBLEUR, c'est-à-dire qu'il pourra se borner 
à travailler purement et simplement en FORTRAN. 
2.7.2. Les langages généraux. 
L'intérêt principal de l'utilisation d'un langage de programmation g~néral 
réside dans le fait qu'il peut déjà être acquis préalahlement par un grand 
nomhre d'analystes-programmeurs, ce qui permettra n ces derniers de se 
concentrer uniquement sur le problème qu'ils ont à résoudre, sans se préoccuper 
d'une nouvelle syntaxe et d'une vue différente <lu monde r é el. 
Remarque: J.W. WILLIAMS (cité par NAYLOR et al. fl4]) explicite ce que 
nous avons évoqué au par. 2.6: 
"La difficulté majeure d'un problème de simulation est le contrôle ne 
la séquence dans laquelle apparaissent les actions interdépendantes 
qui forment le modèle. Si quelqu'un s'attach e à écrire un programme de 
simulation en n'utilisant qu'un langaee de programmation à usage 
général, il "s'empêtrera" rapidement dans la complexit é <lu contrôle de 
cette séquence; ce contrôle ne possène pas en soi un grand intP-rêt, et 
en outre il fournit un terrain étonnamment fertile au d é veloppement de 
petites erreurs, d'autant plus que celles-ci sont capables de produire 
des effets bien malaisés à mettre en évidence et sont la plupart du 
temps très difficiles à corriger". 
LE BUT PRINCIPAL DE NOTRE TRAVAIL consiste à tenter d'améliorer la facilité 
de programmation, les possibilités de modification et d'adaptation ainsi que la 
lisibilité de programmes de simulation qui doivent être écrits en un langage 
scientifique (le FORTRAN) pour obtenir à ces trois niveaux, des performances 
équivalentes à celles des langages de simulation. Pour cela, nous proposons, en 
particulier, un programme de contrôle, adapté à "l'interaction des processus" et 
qui décharge l'utilisateur de ce travail fastidieux et complexe. Certains nous 
reprocheront peut-être d'avoir choisi le langage FOUTRAf.! pour langage cible. 
2.7.3. Les langages de simulation. 
Les langages de simulation (comme GPSS, SIMULA, SIMSCRIPT, GASP, ••• ) 
doivent [14] et [7]: 
l. produire une structure générale permettant la conception de modèles 
de simulation; 
2. fournir un moyen rapide: 
- de convertir un modèle de simulation en un programme source; 
- de réaliser des changements dans le modèle rle simulation, 
changements percept i hles de manière lisible dans le programme 
source; 
3. procurer à l'utilisateur des facilités quant à l'impression et 
l'analyse de ses r é sultats; 
4. au niveau des objets: 
définir les classes d'ohjets d'un système; 
- ajuster le nombre de ces objets lorsque les conditions du 
système varient; 
- définir les caractéristiques ou propriétés qui peuvent <lécrire 
et différencier les objets d'une même classe; 
lier les objets entre eux et À. leur environnement commun. 
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Il existe, à l'heure actuelle, un bon nombre de langages de simulation mais 
il faut noter que chacun d'eux possède sa propre vue du monde réel et ne peut 
donc résoudre, avec la même facilité, tous les problèmes de simulation. Lors de 
1' étude d'un problème de simulation, il convient donc <le rechercher le langage 
le plus adéquat ( ou celui qui nécessite le moins d'étude!). 
FISHMAN [7] présente les principau.x langages connus au moment de l a 
publication de son ouvrage; il les classe selon les trois approches de 
modélisation mentionnées au par. 2.3. 
, 
t3Rt.~ YR6t:· I/YT~x /lC,-/oN C 1= i) U L ~ F1 Cl N 
, , 
d~s /]Cr,· I' / ,.é- 5 des ?dôc~·s.sv.s de~ ,= t;'t:Nl:.1'7t:N~ 
û,9~"7' AS 61' SS 
5Et9t. C..SL NJS 
S Ïl'-ï COM E5P o -PS 
.SiMl'/JC FoR S 1/'7 S /11 PL 




Figure 2-8: Langages de simulation connus en 1Q73 f7]. 
Pour ne pas 
tableau, les 
par FISHMAN. 
allonger notre bibliographie, nous 
renvois aux auteurs des c:tifférents 
omettons, ôans ce 
langages, présentP.s 
Observons que l'on peut classer dans la troisième colonne de ce 
tableau: 
1. le GPS SS de VAUCHER ( par une extension de SIMULA , 
allie les performances et les avantages de GPSS 
concerne la gestion des problèmes hasés sur 
d'attente); 
2. le PSIM du même auteur (18]; 
3. le FORTSIM de BADEL et VERAN [2J; 
cet auteur 
en ce qui 
les files 
4. ainsi que le SIMUFOR faisant l'objet du présent mémoire. 
Ces trois derniers sont en fait des extensions de langages 
scientifiques (PASCAL et FORTRAN) pour leur donner une meilleure 




2.8. 1. GPSS. 
GPSS (General Purpose Simulation System), développé par G.GORDON d'IEM est 
un des plus vieux langages de simulation et peut être le plus r~pandu: en effet, 
il est disponible sur une grande variété d'ordinateurs, même différents de ceux 
d'IBM et son emploi n'exige aucune expérience particulière en programmation. 
-
"Ce langage est surtout destiné à la simulation de systèmes <le files d'attente: 
c'est pourquoi les éléments primitifs du langage reflètent cette orientation" 
[18]. 
Pour en r,sumer les lignes directrices, nous ferons surtout appel à VAUCHER 
[18] et à FISHMAN [7]. 
1) Un programme GPSS est constitué de divers éléments: d'un côté, les 
ohjets passifs (notamment les "unités de stockage" ("storage") et les 
"facilités" ("facilities 0 ) qui correspondent respectivement à rles ressources 
divisibles ou non) et d'un autre côté, les objets actifs ou mobiles appelés 
"transactions". Ces deux types d'objets possèdent des paramètres qui permettent 
de les caractériser numériquement. Dans le cas de files d'attente (destination 
première du langage rappelons-le), une demande de service est une transaction, 
un serveur simple est une facilité et un groupe <le serveurs est une uni té de 
stockage. 
2) La représentation d'un système au moyen d'un modèle G'PSS est un 
organigramme formé d'un certain nombre <le blocs qui montrent le chemin qu'une 
transaction doit suivre dans le système: les flèches indiquent la di rection à 
pren<lre et les blocs précisent les opérations à accomplir. Ces blocs sont 
choisis parmi une quarantaine disponible et correspondent à des déclarat i ons qui 
représentent la majorité <les opérations fréquemment utilisées dans une 
simulation. A la figure 2-9, nous donnons quelques exemples de hlocs et de leur 
symboles. 
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Figure 2-9: Dlocs de GPSS [7] 
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Comme les déclarations de GPSS sont particulièrement _ puissantes, un petit 
nombre de celles-ci suffisent souvent pour conduire une simulation. Ici résident 
à la fois la force et la faiblesse de GPSS (cf. ci-dessous). GPSS est 
d'ail leurs davantage un système qu'un langage: "la majeure partie du code 
comprend des tahles préallouées et des routines de service précompilées. Le 
code de l'usager est interprété p01.1-r- aiguiller le contrôle à travers ces 
routines" [18]. D'où le minimum d'efforts exigés du programmeur, caractère cité 
ci-dessus. 
3) GPSS utilise "l'interaction des processus" (cf. par. 2.4.4) pour 
organiser le conportement <l'une simulation. "Au début rle l'exécution d'un 
modèle, aucune transaction n'existe. A mesure que la simulation se déroule, des 
transactions sont créées li différents points de 1' organigramme... Certains 
blocs vont retenir la transaction pour une période de temps simulP.; d'autres 
peuvent détruire la transaction". "Certains blocs peuvent refuser d'admettre 
une transaction: elle doit attendre ou aller ailleurs" [18]. 
Voilà donc introduite la notion de temps. Celle-ci est complétée par la 
présence d'une Liste d'Evénernemts Futurs (LEF) qui gère les événeraents prévus, 
c'est-à-dire d'un échéancier ainsi que d'une Liste d'Evénements Courants (LEC) 
qui gère les événements conditionnels. Un des paramètres (attributs) d'une 
transaction indique sa priorité; celle-ci "détermine la séquence d'exécution de 
deux événements cédulés pour la même heure et gouverne l'allocation <les 
ressources aux transactions" [18]. 
4) "GPSS maintient automatiquement des statistiques sur 1' utilisation des 
ressources, l'occupation des blocs et le temps passé dans certaines parties du 
modèle sélectionnées par l'usager. A la fin de la simulation, ces statistiques 
sont imprimées" [18). 
5) Nous avons noté ci-dessus les avantages de GPSS, notamment la facilité 
avec laquell~ un programmeur inexpérimenté, ou presque, peut l'utiliser. Les 
inconvénients [18] découlent des avantages: 
- GPSS permet difficilement de spécifier des actions différentes de 
celles qu'il prévoit normalement; 
- en outre, l'âge et la nature spécialisée du langage conduisent ides 
difficultés et <les longueurs au niveau de l'exécution de calculs, même 
simples; 
- d'un autre côté, chacun des blocs possède un certain nombre d'options, 
d'exceptions et limitations qui lui sont propres; 
- enfin, et selon G. S. FISHMAN [7] le mode de hase de GPSS est l'entier; 
1' absence de virgule flottante constitue un - <les points faibles <lu 
système et peut conduire à de graves erreurs. 
2.8.2. SIMULA. 
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SIMULA a été créé au Centre de Calcul Norvégien d' Oslo en 1 %6 par O.J 
DAHL et K. NYGAARD avec la collaboration de B. MYHRHANG. 
Contrairement à GPSS qui est un langage entièrement nouveau et hautement 
spécialisé, SIMULA est malgré son nom un langage de programma tian général, hasé 
sur l' ALGOL. Ce langage est extensible et c'est une extension standard qui en 
fait un langage de simulation. 
"Même avec 1' extension SIMULATION, SI~ULA reste beaucoup moins spécialisé 
que GPSS. Le concept de ressources (objets passifs) n'apparait pas; aucune 
collecte automatique de statistiques n'a lieu et le concept de priori tP. entre 
processus n'existe pas" [18]. 
J.G. VAUCHER et al. [lRJ montrent comment ces concepts particuliers a 
GPSS peuvent être programmés en SIMULA et définit une classe "GPSSS" 
qui permet la simulation de files d'attente avec presque autant de 
facilité qu'avec GPSS: il était donc intéressant de créer la classe 
GPSSS, basée sur SIMULA qui poss~de un spectre d'activité oui déborde 
largement des files d'attente. 
SIMULA est donc un sur-ensemble d 'ALGOL 60; il y apporte cependant un 
certain nomhre de modifications. 
ci-dessus, notons ce qui suit: 
Parmi les principales modifications annoncées 
1) SIMULA ajoute à ALGOL un nombre restreint de concepts essentiels à la 
description de systèmes complexes, dont la notion de classe: un ensemble de 
déclarations de données est associé à une suite d'instructions pour décrire le 
comportement d'un composant d'un système. Ouand des valeurs numériques sont 
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assignées aux éléments d'une structure de données, le résultat est appelé un 
processus. Les processus ainsi générés peuvent conceptuellement s'exécuter en 
parallèle. Un nombre quelconque de processus peuvent être crées et nommés en 
générant des copies d'une classe. 
Alors qu'un programme ALGOL spécifie une structure de données et une suite 
d'opérations sur des données locales au programme, SIMULA fournit un moyen qui 
permet de décrire, générer dynamiquement et référencer des processus; en outre, 
il fait en sorte que des données locales d'un processus puissent être utilisées 
par d'autres processus. Pour arranger les processus selon 1' heure à laquelle 
apparait leur activité, SIMULA fournit aussi un programme de contrôle, hasé 
assez logiquement sur "l'interaction des processus" (cf. par. 2.4.4). 
Remarquons qu'une transaction de GPSS pourrait être un type de processus. 
Alors que, dans GPSS, les transactions jouent un rôle actif et les unités de 
stockage, un rôle passif, tous les composants d'une simulation écrite en SifüLA 
peuvent être actifs ou passifs: chaque type <le composant doit donc posséder une 
procédure d'activité [18]. 
Enfin, constatons avec VAUCHER que "le concept de classe encourage la 
décomposition logique d'un système complexe en sous-systèmes de taille 
restreinte qui peuvent être traités séparément. L'exécution quasi-parallèle des 
coroutines (processus) permet la modélisation parallèle des systèmes réels" r18] 
(la notion de coroutine a d'ailleurs déjà été annoncée à deux reprises ci-
dessus). 
2) "Pour permettre une description incrémentielle et hiérarchisée cies 
systèmes, SIMULA introduit un mécanisme particulièrement utile qu'il appelle 
"concaténation" entre des classes générales et des classes particulières. En 
préfixant la rlescription d'une classe particulière (sous-classe) par le nom de 
la classe générale (sur-classe), on obtient l'effet que tous les éléments de la 
seconde classe sont ajoutés (concaténés) à la première ..... [1~]. 
3) "C'est 
extensible au 
justement un mécanisme de préfixation qui donne 




spécifiquement destiné à la simulation (voir plus haut), une classe standard 
(SIMULATION) fait p·artie du système" [18]. Cette classe fournit le concept <le 
temps simulé (horloge), un échéancier, le concept de "processus" (analogue aux 
transactions de GPSS) introduit ci-dessus ainsi que des procédures pour céciuler 
des événements et simuler la progression du temps. 
4) "Finalement, elle donne acc~s A un ensemble tr~s complet <le g~n~ration 
de nombres aliatoires et de procédures de traitement de listes" [18], notamment 
par l'existence rle pointeurs (variahles REFerence) et l'allocation <le hlocs de 
mémoire sous contrôle du programmeur 
5) Les concepteurs de SIMULA ont donc ajouté à ALGOL les quatre points 
repris ci-dessus. D'un autre côté, ils en ont repensé les points faibles tels 
que les entr~es-sorties et le traitement des chaînes de caract~res. 
Un schéma donné par W.'R.FRANTA [9] in [151 nous paratt résumer claire111ent 
ce qui vient d'être énoncé: 
~.- JJicuutnr,·•NS -t.1>.t,irit1..,J~t.1.•- ~ 
>t.'.,.,~t•1t/- /'O «•"~ /.1(C.O': 
_Jc'µ,. ,..1;·.,,~ -'• c.l,s,es to"" ,.,,.,,~> .le 
, é flrcn,c }•., .. ,1'.,'J•.J' .. e,, /•-' , ·,;tJ j; 
.)c'c/• •06f!Jl1J -'• /"oie 1,/- Ît,c/kre•s é/.J • 
, 
.l.· Dh:.,,4Tlàv~5 lf.h)/;-,·,NN~-1.~ ";_~;~/,.,,.~ r' d.,,s ~L6dt : 
("." 1 ~s , ,. • .., , 'f"'o , 1-',·• , ,:.,~~,/', , ·.n,u~, (71,locr. ·.,o/'~ ... ) 
J.· lf,9,,,; ,., t.~ T /oN >Es CJ,sj~·rJ . , 
hl•*" tJI, ~,.,.,,,.;,si,,, ;t•r tl•/~.,,, 
• ., ,'• r ,;;,:,~,.,,tt !'.,/-il' ywc 
,'•.,. 1, nen. • 
Figure 2-10: ALGOL - SIMULA 
On remarque immédiatement les parties communes aux deux langar,es, ainsi ~ue 
les éléments qui leur sont proies et par conséquent, les possibilités rle chacun. 
Il est donc inutile de commenter davantage ce schéma. 
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3. UN SYSTEME DE SIMULATION A EVENEMEtTS DISCRETS EN FORTRA~. 
3.1. L'ENJEU DE L'IMPLEMENTATION. 
3.1.1. Le cadre et l'étendue de notre travail. 
Lorsque l'on rl.ésire réaliser une simulation à événeJ11ents discrets, sur 
ordinateur digital , il existe un langaee parfaitement adapté i cet usa e, c'est 
le laneage STtfULA. Pour'l_uoi alors s'exposer aux innomhrahles difficultés que 
repré sente la programmation d'un problème ne ce type particulier <lans un lan8age 
d'usa8e général tel que le FOR~RAf, l'ALGOL, le PASCAL ou le PL/I, pour ne citer 
que quel<iues uns <le ces langages? La r éponse à cette question m'rite d'être 
nuancfe . Les motivations peuvent varier d 'un proerammeur à un autre. 
Tout d'abord, il ne faut pas oublier que STfüLA, comI!1.e <i'autres langages de 
simulation d'ailleurs, est un langage d'un type tr~s particulier qui n'est pas 
disponible sur t ous les ordinateurs commercia lisé s (surtout pas sur rles "mini" 
ou des "micro"). 
D'autre part, lors<1ue SUfULA est disponihle, l'apprentissaee de ce nouveau 
langage représente un effort non néoli geahle, surtout pour un programmeur ne 
connaissant pas le langa .e ALGOL . Cet effort est d'autant plus injustifi~ qu'il 
ne s'agit parfois, pour un programmeur, que de r ~aliser une ou deux simulations 
seulement sur un sujet . bien particulier. 
'Par contre, le FORTR1 est un langage d'usage g~niral q i est propos~ sur 
pratiquement toutes les gammes d' or0inateurs, y compris les plus petites. Le 
FORTRA,r est également un langa ge que la gran<le majorité <les programmeurs 
connaissent hien. 
ous avons donc d 'une part un langage peu rfpan<lu et peu connu, le SIMlLA, 
et d'autre part, un langage universellement (le mo t n'est pas trop fo rt) connu, 
disponihle et utilis~, le FORTRA' . 
On peut encore ajouter que traiter une simulation c:1ans le même lan?;age 
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qu'un problème quelconque que l'on est amené à programmer offre l'avantage de 
permettre l'introduction d'éléments de simulation <lans des programmes 
préexistants; et tout le monde connaît la place importante tenue par le FORTRA 
dans l'ensemhle des bibliothèques <le programmes existant à travers le monde. 
Ces différentes considérations suffisent à justifier, à notre sens, 
l'entreprise dans laquelle nous nous sommes lancés, à savoir, l'écriture d'un 
système de simulation à événements discrets en FOP-TRAN. 
3.1.2. Le FORTRAN et ses limites. 
Si le FORTRAN est l'un des langages de programmation les plus répandus, il 
n'eut certes pas l'un des plus puissants, bien au contraire. Il fut le premier 
langage scientifique bien normé à être développé. Depuis, de nombreux autres 
langages scientifiques sont apparus, tous nettement plus puissants que FORTRAN. 
Ce sont les langages ALGOL, PASCAf, et PL/I entre autres. 
On peut essayer de dresser une liste non exhaustive, bien sûr, des lacunes 
de FORTRAN par rapport à ces langages plus évolués. 
Le FORTRAN ne possède pas la notion de bloc hien connue de l'utilisateur 
d 'ALGOL. En ALGOL, lorsque l'on entre dans un bloc ( ou dans un sous-programme 
qui n'est, en fait, qu'un bloc particulier), on reçoit une copie vierge <les 
variahles déclarées à l'intérieur du bloc. A la sortie du bloc (ou à la sortie 
du sous-programme), cette copie des variables est rendue inaccessible au 
programmeur et est restituée au système qui pourra ~ventuellement r~allouer la 
place-mémoire correspondante lors d'une entrée ultérieure dans un bloc. Cette 
technique est à la base de deux possibilités que possède ALGOL et qui feront 
cruellement d~faut lorsqu'il s'agira d'irnpl~menter un syst~me de simulation en 
FORTRAN. 
Il s'agit tout d'abord de l'allocation <lynarnique de mémoire réalisée 
automatiquement, lorsque l'on entre dans un bloc. 
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Et il s'agit, d'autre part, de la récursivité qui est cette propriété, que 
possèdent les sous-programmes ou les fonctions, de pouvoir s'appeler eux-mêmes, 
soit directement, soit indirectement. La récursivité est gérée automatiquement 
en ALGOL. e fait, chaque appel d'un sous-programme ou d'une fonction travaille 
sur ses propres varia les, évitant ainsi l'écrasement des données d'un appel non 
encore terminé par celles d'un nouvel appel. 
Un sous-programme ou une fonction FO ,TRA~ ne dispose, pour toute la <lurée 
du programme, que d'un seul exemplaire de ses va.riahles locales, ce qui interdit 
tout appel récursif. 
Il faudra donc trouver un palliatif à l'allocation strictement statique de 
mémoire et à la non récursivité de FORTRAN. 
1otons encore ue la notion de pointeur, qui est une notion omniprésente en 
simulation, n'existe pas en FORTRAt, alors qu'elle existe dans un langage tel 
que le PASCAL par exemple. 
Il fa.ut également se méfier de la portée des variahles, fort lirni t' e en 
FORTRA • En effet, en gros, sauf utilisation de l '-ordre COM 10 N, une variahle 
n'est accessible qu'à l'intérieur du programme, du sous-programme ou de la 
fonction où elle a été dP.clarée. Cela nous ohligera à utiliser ahondam~e t les 
possibilités qui nous sont offertes par l'ordre COHMn • Pour être honnête, il 
faut cependant noter que cette restriction sur la portée des variahles en 
FORT A T conduit à un élément extrêmement positif, à savoir, la possibilité- rle 
compilation séparée de chaque sous-programme ou fonction. 
Force nous est donc de constater que la tâche de cr8er les structures et 
les procé dures nécessaires à la simulation à événements discrets nous sera 
rendue plus complexe encore par la pauvreté intrinsèque des structures et des 
mécanismes du langage FORTRAN. 
3.1.3. Notre modèle: SIMULA. 
Si le langage FORTRA se 




tel quel, par simple adjonction d'un 
que l'on appelle la simulation stati ue, 
il n'en est pas de même, comme nous venons de le voir, pour la simulat ion à 
événements discrets. Cette dernière met en jeu des notions, des structures de 
données et des types de procédures propres à cet usage. Ces éléments sont, en 
gros, ceux mis en oeuvre par le langage SIHULA qui nous paraît tellement hien 
a da p té à la sir.1ulation à é vénements discrets qu'il va servir de base li notre 
modède. 
Il est temps, à ce stade, <le définir clairement le hut que nous 
poursuivons. ous désirons écrire, en FORT J (ou hien é ventuellement da ns un 
langa g e d' assemhlage si 1' 'cri ture paraît dif f icile ou impossi le en FOS J) , 
toute une bibliothèque de sous-programwes et de fonctions qui seront disponibles 
au programmeur FORTRAN désireux d'incorporer des éléments de simulation èans 
certains de ses programmes, ou hien d' écrire des program es de simulation pure 
en FORTRA1 . Une de nos plus helles satisfactions serait qu 'un progra meur 
habitué au l anga ge SI1 ILA ne soit pas trop dépaysé si on lui demande ne r~écrire 
certains de ses programmes en FORTRAr à l'aide des sous-programmes et des 
fonctions que nous aurons prévus. ous d'sirons donc une sémantique, ainsi 
qu'une syntaxe, aussi proche que possible de SL1ULA, tout en restant dans l e 
cadre de ce que permet le langage FORTRAN. 
ous appellerons notre système SifüFOR. Ri en que ce système ne soit qu'un 
ensemble de sous-programmes et de fonctions, et que l'écriture d 'un programme ri e 
simulation à l'aide de ce système relève <l e la stricte programma tion FORT A , 
nous dirons parfois que nous écrivons un programme <le simulation en SIMt FOR. 
Cet abus <le langa ge se justi~ie par la façon sp~cifique de programmer un 
problème de simulation malgré le cadre formel, précis et impP.ratif du FORT A . • 
Puisque nous en sommes au chapitre <l es conventions, pr é cisons é alement 0ue 
lorsque nous parlerons de sous-programmes, et sauf mention contraire, nous 
ferons allusion aussi bien aux fonctions qu'aux sous-programmes. Les notions de 
f one.tian et de sous-programme s ont d'ailleurs fort proches l'une <le 1' autre, la 
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seule différence étant qu'une fonction renvoie une valeur dans une variable de 
même nom que la fonction, ce qui permet, entre autre, l'usage rl'une fonction 
dans une expression. 
Revenons à SI 1UFO prop rement dit. Comme nous 1 • avons indiqué, nous 
aimerions qu'il soit le plus proch e possible de SIMULA. Si , en SI lLA , nous 
écrivions: 
CTIVATE TOTO DELAY 10, 
nous aimerions pouvoir écrire en SILfüFOR, une i nstruction du genre: 
.CALL ACTIV (TOTO, DELAY, 10.0) • 
De même, à la place de: 
TOTO·- {EW ~ROC, 
nous aimerions pouvoir écrire: 
TOTO= ~EW (PROC) 
L'ohjecti f final, et non dissimulé, est donc l'écriture <l'un pro~ramme SI .füFO 
aussi proche que possible de l'~criture d'un programme SIMULA. 
3.1.4. L'objet de ce chapitre. 
Dans le chapitre suivant (chap. 4), nous décrirons, d'un point de vue 
fonctionnel d 'abord, du point de vue de l'implémentation ensuite, les <liffé rents 
sous-programmes et fonctions qui sont mis à la disposition de celui qui 
programmera un problème de simulation en SLfüFOR. . ais, avant même d'écrire ces 
sous-programmes et fonctions, qui représentent les opérandes de notre système 
SIMUFOR , nous devons nous occuper des opérateurs et mettre au point, en tenant 
compte des contraintes du FO ,TRA , les entités et les structures de donné es 
existant dans le langage S1MULA. Cela nous am ènera, dans le courant de ce 
chapitre, à examiner et à préciser les notions qui sont à. l a hase du langage 
SI 1ULA et la façon e les implémenter en FORTRA1'1 • 
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Nous nous emploierons ainsi, consécutivement, à essayer de trouver un 
palliatif aux notions suivantes: 
- la portée des variables et la notation qualificative par point de 
SIMl:LA; 
- la notion d'allocation dynami ue de mémoire; 
la notion de classe d'objets; 
la notion de douhle liste chainée; 
la notion de rocessus et de " cc-routine " ; 
- la notion d'événement et d'échéancier. 
3.1.5. L'extension de SIMULA aux réseaux de files d'attente: le système GPSSS. 
Une utilisation très fréquente de la simulation à événements discrets est 
constituée par la simulation de toute une série de p . énornènes que 1' on peut 
classer dans la catégorie des réseaux de files d'attente. Il n'est pas toujours 
facile de transposer un rno<lèle de réseau cl.e files <l'attente dans le langaee 
snmLA. De même, comme nous avons voulu ST.MUFnR aussi proche que possi hle de 
SI}füLA, ne sera-t-il pas élémentaire de transposer un tel modèle en SIMU~OR. 
Afin de faciliter la programmation d'un réseau de files d'attente, J. G. 
Vaucher (Université de Montréal) a ajouté une "couche de compétence" (le G-PSSS 
[18]) à SI 1ULA en écrivant, en SIHtLA même, une série de sous-programmes et de 
fonctions (il s'agit en fait <l'une série de classes SI UT ... A pré-compilées). ne 
la même manière, à partir des sous-programmes et des fonctions de SI FOR, nous 
écrirons 'autres sous-programmes et d'autres fonctions qui rendront la 
programmation de ces mêmes problèmes aussi facile qu'en G-PSSS. 
Nous discuterons cette extension, ou plutôt les notions de base nécessaires 
à cette extension, à la fin <le ce chapitre. 
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3.1.6. Présupposés à la lecture de ce chapitre. 
Nous <lemandoos au Lecteur de ce chapitre une connaissance elohale du 
langage SLIDLA. Rappelons que les idées qui ont présidé à la conception <lu 
langa ge SLflJLA sont présentées dans le deuxième chapitre de ce mémoire. Nous 
demandons au Lecteur une connaissance peut-être un peu plus précise du langage 
FORTRAN, car quelques problèmes d'implémentation seront résolus en faisant appel 
à des astuces de programmation et à certaines insuffisances hien connues rles 
compilateurs FORTRAN. Cependant, dans la mesure du possible, nous expliciterons 
brièvement les notions de SIHULA et de FORTRA.t-1 mises en jeu dans les problèmes 
d'implémentation. 
Ou' il nous soit permis de faire une autre reTT1arque à propos du langa e 
FORTRAN. Bien que ce langa e soit r ég i par une norme, la plupart <les 
constructeurs jugent opportun d'offrir à l'usage r des possibilités qui ne sont 
pas explicitement prévues dans la norme. Certaines possi hili tés sont <lonc 
propres au FO TRA J d'un constructeur bien particulier. Mentionnons encore le 
prohl~me des instructions d 'entr~es-sorties q ui varient, presque par tradition, 
d'une firme à une autre. Notre syst~rne SIMVFOR é tant rl.es tiné à un or di nateur 
Digital DEC 2060, et les programmes étant donc écrits en FOFTRA Digital, c'est 
à ce FORTRA T que nous ferons allusion. D'autre part, l 'A~SEMBLF.l oue nous 
avons dû utiliser pour certains sous-programmes et fonctions est le langage 
d'assemblage de Digital (le langage 1ACR0-20). 
Pour une question de portabilité, nous avons é videmment limité au maximum 
' le nombre <le fonctions et sous-programme s P.crits en ASSEMBLEUR. Certains 
d'entre eux n'ont pu être évités. La notion de "co-routine", par exemple, est 






étant faites, nous 
possihle, tant 
tenons à rassurer le Lecteur: 
dans l'énoncé nu proh.lè e 
d'implémentation que dans la r éda ction des programmes, l'appel à <les éléments 
propres au Digital DEC 2060. 
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3.2. DECLARATION, PORTEE ET ACCESSIBILITE DES VARIABLES. 
3.2.1. Déclaration et portée des variables en FORTRAN. 
Nous travaillons donc en FORTRA ! Par cons~q uent, ouhlions l'AtGOL, par 
exemple, où toute variable non déclarée explicitement est détectée ~ la 
compilation, et où un sous-programme a accès, non seulement aux variahles 
déclarées dans ce sous-programme et aux arguments d'appel, mais aussi, entre 
autre, à toutes les variables déclarées dans les sous-programmes et le programme 
principal de la chatne des appels a outissant au sous-programme considéré. 
La portée de la déclaration d'une variable est une notion assez ambietuë. 
On entend souvent <lire que la portée d'une déclaration est globale en FORTRAN, 
alors qu'elle est plus limitée en ALGOL. Et c'est vrai en ce sens qu'en ALGOL, 
on peut, par exemple, structurer un sous-prog ramme en une multitude <le blocs 
possédant leurs propres déclarations de variahles, alors qu'en FOnTRN , une 
variable, déclarée explicitement ou implicitement dans un programme ou un so~rn-
programme, possède une portée étendue à l'entièreté du programme °'· du sons-
programme <lans lequel elle a été déclarée. Cependant, si l'on prend un autre 
point de vue (qui est celui auquel nous sommes le plus sensible pour l'écriture 
d'un système <le simulation), la portée d'une déclaration de variahle peut être 
considérée comme plus limitée en FORT~AN qu'en ALGOL: en FORTRA T, la portP.e 
d'un nom symbolique de variable ne s'étendra en aucun cas au-delà ciu programme 
ou du sous-programme dans lequel il a été déclaré, contrai rernent à ce qui se 
passe en ALGOL. 
Attachons-nous maintenant à examiner certaines particularités de la 
déclaration et de l'usage des variahles en FORTRA. 
e perdons tout d'abord pas de vue que toute variahle d'un sous-proQramme 
FORTRAN qui n'apparatt pas dans un orrlre 11TFGER, REAL, DOUBLE PRECISIO, 
CO PLEX ou LOGICAL, est considérée comme r é elle, sauf si la ·première lettre du 
symhole qui la représente est i,j,1<,l,m ou n, au(Juel cas la variable est 
considérée comme entiè re. La plupart des variahles <iue nous utiliserons en 
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simulation sont entières. Dès lors, il serait commo<le que toutes les variahles 
soient considérées comme étant entières, sauf déclarations contraires. Ceci 
peut être r~alisé simplement par l'utilisation de l'ordre IMPLICIT INTEGER (A-
Z). 
Nous ne rappellerons pas syst~matiquement la signification et l'emploi ~e 
tous les ordres FORTRAN. Nous renvoyons pour cela le Lecteur .q 1' excellent 
livre de M. nreyfus "FORTH.AN IV" fS] ou au manuel du constructeur (niP,ital en 
l'occurrence) [8]. 
Qu'il nous soit cependant permis de mentionner la signification rl'un or~re 
particulier qui occupe une place capitale dans 1' implémentat.ion de SP·TTTf()P,. 
Lorsque l'on ~crit la s6quence suivante: 
SUBROUTDJE MACH! T 
IMPLTCIT I~TEG~R (A-Z) 
COMMON /TOTO/ X,Y,Z 
par exemple, cela signifie t1t1' il existera à 1' exécution du programme une zone 
contiguë ne mémoire centrale d~hutant à l'adresse repérée par TOTO 
X 
y 
et d'une longueur égale à trois mots-mP.moire. L'importance de 1' ornre COMMmr 
vient <lu fait que cette zone de la mémoire est accessible, non seulement <lans le 
sous-programme MACHIN, mais également dans tout autre sous-programme (soit Je 
sous-programme TRtJC) o~ l'on ~crira: 
COHMON /TOTO/ A,B,C. 
Il est à noter que les variahles A, B et C auront les valeurs <les variahles X, Y 
et Z de MACHIN respectivement. Ce n'est pas le nom ou le symhole d'une variahle 
6P. 
particulière qui est commun aux <leux sous-programmes MACHIN et TRUC, mais le nom 
d'un commun particulier, c'est-à-dire le nom d'une zone contigue bien précise de 
la mémoire centrale. Bi en que les variables X, Y, Z et A, B, C portent des noms 
différents, elles correspondent respectivement aux trois mêmes cases-mémoi re 
physiques dans la mémoire centrale. 
Revenons-en à la portée des déclarations de variahles en FORTRA1 • On peut 
considérer que tous les symboles sont locaux à un pro~ramme, un sous-programme 
ou une fonction (sauf utilisation de l'ordre EXTER~AL ). Si l'on ne regar e plus 
les syrn oles, mais bien les variahles "physiques" que ceux-ci représentent, nous 
pouvons considérer que cette règle de localité ne souffre guère que trois 
exceptions bien délimitées. Ce sont: 
- les paramètres actuels qui sont re~placés par les paramètres fonnels 
lors de l'appel à un sous-programme ou une fonction. Le sous-
programme ou la fonction s'exécute donc sur des variables définies et 
connues (initialisées) à l'exté rieur; 
- les variahles déclarées dans un ordre en , ·O T et qui corres pondent, 
nous 1' avons vu plus haut, à des cases-mémoi re qui sont en fait 
partag'es avec d'autres sous-programmes et fonctions; 
- les symholes déclar' s dans un ordre EXTER i\1. . Il s'agit U 0' une 
situation très particulière où l'ordre EXTER !AL permet À un sous-
programme ou une fonction d'avoir accès au nom (et donc à l'a<lresse) 
d'autres sous-programmes ou fonctions. Nous verrons plus loin en quoi 
cela peut nous être utile. 
Nous e n concluons donc que, contrairement à ' ALGOL , les seules 
possibilité s de passer une variable physique à un sous-programme FORTR J sont: 
d'une part, le écanisme classique de la transmission des pa ram è tres; 
d'autre part, l'utilisation de l'ordre CO MOT auquel nous devrons très 
souvent faire appel. 
3.2.2. Les pointeurs et la notation qualificative par point de SIMULA. 
En SIMULA, outre les variables simples et les ·tableaux, le programmeur a la 
possibilité rle déclarer un autre type de variables: les poin teurs. Oue sont les 
pointeurs de SUULA, et à quoi se rvent-i s? Il n'y a pas <le sens à créer un 
objet d'une classe donnée, au cours d'une simul ation, si l'on ne se donne pas le 
moyen d'accé der à cet objet, pour lui appliquer certains opé rateurs. Prenons 
quelques exemples. On sera peut-être amené à activer cet objet s'il s'agit d 'un 
processus. On désirera peut-être le mettre dans une file d 'attente ou dans une 
liste quelconque. Et, en tout ~tat de cause, on devra garder la possihi l ité de 
changer la valeu r de certains des attri buts de l'ob jet que l'on vient <le cré er. 
C'est dans ce but qu'a été créée, en SI fULA, la notion de pointeur. Le 
pointeur est à un objet de la simulation, ce que le symbole est à une variab le, 
à savoir un moyen d 'identifier l'objet. Notons cependant que, contrairement au 
lien symbole/variable (i.e. adresse) qui est r éalisé à la liaison (link age) du 
programme de simulation et qui reste statique durant toute la durée de la 
simulation, le lien entre un pointeur et un objet sera réalisé dynamiquement au 
cours de la simulation. Il suffit, pour s'en persuader, de noter qu'avant 
l'exécution du prog ramme, aucun ohjet n'est créé . 'autre part, en r èg le 
géné rale, un objet aura une période d'activité beaucoup plus courte que l a dur~e 
de la simulation. E t l'on sera souvent amené à r é utiliser un pointeur pour 
désigner un nouvel o jet, après la destruction du pré c éd ent. 
En SL1ULA, un pointeur est dédicacé à une classe particuli è re d'o1' j ets. ~n 
SI}illFOR, nous ne serons pas à même d'assurer cette restriction, sous peine d'une 
programmation inutilement sophistiquée. 
Signalons enfin que ces pointeurs permettent l'accè s aux attr i but s 
individuels d'un objet par une notation très utile, et propre à SIMUl,A: la 
notation qualificative par point. i l'on a un objet . L ULA, repéré par le 
pointeur OBJ, on peut, par exemple, atteindre la variah le TRU C ·de cet o jet, par 
la notation OBJ.T RUC. 
3.2.3. L'implémentation de la notion de pointeur en SIMUFOR. 
Nous nous trouvons donc <levant le premier prob l ème <le l ' iITlpl émentation. 
Par quoi allons-nous remplacer la notion de po i nteur? ce n i veau <les not i ons 
de base de l'implémentation, nous né sirons trouve r une solut i on trè s simple qu i 
70 
nous permette d'accéder aux attributs de l'objet, de façon tout ' a fait 
élémentaire. 
Quel est, en FORTRAN, le type de variables qui se rapproche le plus de la 
notion de pointeur et qui est liée intrins~q uement à la notion d'adresse? C'est 
évidemment une variable entière! Une adresse n'est-elle pas une variahle 
entiè re? Poursuivons notre réflexion dans ce sens. Supposons qu'un objet soit 
implanté en mémoire à partir de l'adresse A.. n. . ous pourrions dh.finir un 
pointeur vers cet objet comme étant une variable entiè re contenant l'adresse 
ADD. C'est la première implémentation de la notion de pointeur r,ui vient à 
l'esprit. Cependant, comment utiliser cette not.lon élémentaire de pointeur-
adresse pour accéder symholiquement, dans le cadre d'un programme FORTR , aux 
attributs de l'objet repéré par le pointeur? 
A ce stade, il est temps de faire une remarque compl~mentaire à propos du 
langage FO TRAN. La norme n'oblige pas le ,concepteur <l'un coMpilateur FO TRA} à 
vérifier les d' passements de horne s lors de l'adressage d'un tahleau. 
signifie que, si l'on déclare un tableau par l'ordre 
rn ·f ITAB(lO) 
Ce qui 
par exemple, et si l'on tente d'adresser le centième P-lément de ce tahleau ITAB, 
qui n'en comprend théoriquement que dix, aucune erreur ne sera détectée lors de 
l'exécution du programme, et le programmeur obtiendra, dans le format entier 
( puisque le symbole ITAB, commençant par la lettre I, désigne un tableau de 
variables entières), le contenu de la case-mfmoire d'adresse Y+99 , si X est 
l'adresse Olt est implanté le premier élément ITAB( 1) du tableau ITAB . Les 
réalisateurs de compilateurs FO TRA, respectant strictement la norme nu 
langage, ne prévoient pas, ne façon stan<lard, la vérification du dP.passement <le 
bornes d'un tableau (ils le prévoient souvent, comme chez Digital, sous la forme 
d'un "switch" à positionner lors de la compilation <les program es). Ce fait, 
qui pourrait être considéré comme une lacune du langage FORT AN par rapport au 
langage ALGOT... par exemple, est exp loi té par de nombreux programmeurs FORTD.AN 
expériment's pour adresser une case quelconque de l'espace-mémoire. C'est cette 
technique que nous allons, nous aussi, utiliser dans SI~1UFOR. 
Explicitons cette ~éthode. Grâce à l'ordre 
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DI A(l) 
par exemple, déclarons un tableau fictif à un seul élément, de nom A, et dont le 
contenu restera indéterminé tout au long de l'exécution du programme. Sa seule 
utilité est de permettre l'adressage de n'importe quelle case-mémoire, sous la 
forme d'une variable indicée. 
ADD2, il suffit de déterminer 
(variable indicée) 
Ainsi, pour adresser la case-mémoire d'adresse 
l'indice IP à utiliser pour que l'expression 
A(IP) 
fournisse la valeur contenue dans le mot-mémoire d'adresse ADD2. 
Comme on peut le voir sur la figure 3-1, cet indice correspond au 
déplacement entre le mot-mémoire (supposons que ce soit le mot-mémoire d'adresse 
ADDl) où le compilateur a implanté le seul élément du tableau fictif A, et le 
mot-mémoire d'adresse ADD2, à laquelle se trouve la valeur que nous dPsirons 
adresser. Ce déplacement (correspondant à la <lifférence ADD2 - ADDl) doit être 
augmenté d'une unité, pour tenir compte du fait que le premier élément d'un 
vecteur FORTRA1 i est l'élément A(l) (l'indice valant 1), et non l'élément A(O) 
(l'indice valant 0). Mathématiquement, l'indice rlevra donc avoir la valeur 
IP = A. D2 - ADDl + 1 
pour que l'expression A(IP) fournisse effectivement la valeur désirée. 
ous appellerons cette technique la technique des tableaux fictifs. 
nous permettra d'adresser l'attribut TfilJC de l'objet TOTO par l'expression 
TRUC(TOTO) 
en lieu et place de la notation 
TOTO.TRUC 
Elle 
en SIMULA. Avant de poursuivre notre P.tude dans cette voie, certaines 
précisions doivent encore être apportées, notamment en ce qui concerne 
l'allocation de mémoire aux objets de la simulation. D'autre part, les notions 
de classe et d'objet doivent faire l'objet d'une étude plus poussée. 
_A __ ~.., a,,dd -:t. : A(-:1.) 
A (XP) 
.. 
Figure 3-1: La mé t hode des tahleaux fict i fs. 
7 2 
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3.3. ALLOCATION ET DESALLOCATION DE MEMOIRE AUX OBJETS DE LA SIMULATION. 
3.3.1. Espace d'adressage du programmeur. 
Le programmeur mo<lerne travaille, presque toujours, dans un environnement 
de temps partagé et de mémoire virtuelle. ·1a multi-programmation de l'unité 
centrale, ainsi que la gestion de la mémoire virtuelle, sont entiè rement prises 
en charge par le système d'exploitation de l'or inateur, <le telle sorte que le 
programmeur peut jusqu'à en ignorer l'existence. 
Les techniques de manipulation des adresses de mots-mémoire que l'on 
utilise pour programmer, en langage d'assemblage par exempl e, se basent sur les 
même principes, que se soit sur les ordinateurs modernes, ou sur les premier 
ordinateurs (mono-programmation pure). Le programmeur dispose <i 'un espace de 
mots-mémoire (qu'il peut considérer comme contieus) numérotés cle zéro au nom re 
de mots disponibles dans son espace d'adressage (moins un). La seule <lifférence 
est constituée par le fait qu'en mono-programmation, cet espace d'adressage 
~tait la m~moire centrale elle-rn~me, et que les adresses utilisées ~taient les 
adresses physiques; alors qu'en mul ti-programma tion, l'espace d' a<lressage est, 
en g~néral, un espace virtuel; la corres pondance avec les adresses phy~iques et 
la gestion des défauts de page étant gé rées par le système d'exploitation de 
l'ordinateur. 
3.3.2. Où implanter les objets de la simulation? 
ous utiliserons la méthode des tableaux - fictifs pour aaresser les 
attributs des objets créés. Cela restreint fortement les possibilités qui nous 
sont offertes. En effet, les tahleaux fictifs et les ohjets de la simulation 
doivent être implantés dans le même espace d'adressage. D'où une limitation de 
place impérative: la dimension de l'espace d'adressage mis à la disposition du 
programmeur. 
S'il n'y a pas . assez de place dans 1' espace d'adressage pour tous les 
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objets créés par la simulation, le seul remède rési<le dans l'utilisation cle 
fichiers. Cepen<lant, l'accès intensif, tant en lecture qu'en écriture, à des 
parties tout à fait aléatoires de ce(s) fichier(s), réclamerait un accès direct, 
pour ainsi dire impossible à réaliser en FORTRAN. De plus, cette méthode 
rendrait strictement inapplicable la technique des tahleaux fictifs, et 
nécessiterait un adressage beaucoup trop sophistiqué. 
Iotons, d'autre part, qu'une destruction systématique, par le proerammeur, 
des objets devenus inactifs, permet de limiter forte ent le hesoin global 
d'espace-mémoire d'un programme de simulation. 
Pour toutes ces raisons, nous implanterons les objets de la simulation dans 
l'espace d'adressage même où a été chargé le programme de simulation. eux 
possibilités s'offrent dès lors à nous. 
La première solution consiste à définir un commun blanc très large et à y 
implanter les objets de la simulation. L'étendue ne celui-ci doit être 
suffisamment grande, pour que l'on ne manque pas d'espace-mémoire; mais elle 
doit être, également, suffisamment limitfe pour que le prograrnœe (dont la 
longueur a été augmentée de l'étendue du commun blanc) puisse prendre place dans 
l'espace d'adressage réservé au programmeur. Cette méthode est très sûre. Sauf 
erreur de programmation, aucune information ne viendra écraser les objets 
implantés dans le commun hlanc. On peut cependant reprocher à cette méthode de 
ne pas réaliser une réelle allocation dynamique de mémoire. L'espace de mémoire 
nécessaire à 1' implantation du commun blanc reste en effet alloué- depuis le 
dé but, jusqu'à la fin, <le l' exkcution du programme, indépen<lamment du nombre 
d'objets créés par la simulation. 
Une deuxièMe méthode paraît, à première vue, beaucoup plus élégante que la 
première. Supposons que le progra me de simulation, après traitement par 
1' éditeur de liens, soit c argé dans 1' espace d' anressage <lu programmeur, à 
partir de l'adresse zéro, jusqu'à l'adresse ADD. L'anresse ADD+l constitue la 
première adresse libre de l'espace d'adressaae, et l'on peut choisir 'implanter 
les objets de la simulation, chronologiquement, à partir de l'adresse AnD+l, 
jusqu'à ce que l'espace d'adressage soit complèter.i.ent rempli par les objets 
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créés. Cette méthode réalise, elle, une véritable allocation dynamique de la 
mémoire. En effet, dans ce cas, on peut allouer la rnÂmoire virtuelle paginée, 
page par page, au fur et à mesure des besoins de la simulation. 
Malheureusement, l'analyse que nous avons faite de la place occup~e par le 
programme FORTRAT dans l'espace d'adressage n'est pas tout à fait correcte. Aux 
programme principal, sous-programmes et fonctions de l'utilisateur, oui sont 
chargés à partir de l'adresse zéro, et à concurren~e de la place né cessaire, 
l'exécution du programme réclame en effet le chargemen t de certains modules de 
service", ainsi que certains tampons d'entrées-sorties, dans 1' espace 
d'adressage. La documentation des constructeurs étant particulièrement vague à 
ce sujet, et les endroits de chargement de ces éléments complémentaires 
différant fortement d'un constructeur à un autre, aucune ~tude générale ne peut 
être réalisée à ce niveau. 
., n conclusion, nous 
sur l'usage d'un commun 
simulation. Cependant, 
dirons qu'une version portable de SIM IFOR s'appuiera 
hlanc, très large, pour implanter les objets iie la 
les attraï'ts de la seconrl e méthode mé ritent que l'on 
c herche à surmonter les difficultés qu 'elle entraîne dans le cas d'une ma c ine 
particulière. Dans le cas du DEC 2060 malheureusement, tous les efforts que 
nous avons déployés pour réaliser un véritable mécanisme <l'allocation dynamique 
de mémoire sont restés vains. Cependant, d'apr è s les essais que nous avons pu 
mener~ bien, nous avons acquis la conviction que le probl~me 6 tait soluhle. Il 
suffirait pour le résoudre, de connaître l'algorithme qu'utilise le ·systè me pour 
allouer une nouvelle page à une tache en cours d'exécution. 
3.3.3. Implantation des objets de la simulation. 
four implanter les objets de la simula tion, nous disposons donc d'une zone 
"conti gu;" de l'espace d'adressage, dont la borne inf~rieure est soit l a 
première adresse d'implantation ciu commun hlanc, soit la première a d resse lihre 
après chargement du programme, et dont la horne supé rieure est soit la derniè re 
adresse d'implantation du commun hlanc, soit la derni ~re adresse libre de 
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l'espace d'adressage. rous implanterons séquentiellement les objets de la 
simulation à partir de la borne inférieure, et en incrémentant chaque fois cette 
derni~re de la longueur de l'objet implanté, apr~s avoir v~rifié (par 
comparaison de la borne supérieure et de la horne inférieure) qu'il y a encore 
assez de place pour implanter l'objet. C'est la technique de base . 
Cependant, rappelons que la durée <le vie . d'un objet de la simulation est, 
géné ralement , beaucoup plus courte que la- durée de la simulation propre ent 
dite, si ien que l'on peut envisager de réutiliser l'espace de mémoire alloué à 
un ob-it~t pour la création d'un nouvel objet. En SIMULA, un objet est considPré 
comme définitivement inactif lorsque le programmeur a perdu tout moyen de 
l'adresser, c'est-à-dire lorsque le progra eur ne dispose plus d'aucun pointeur 
référençant cet objet. En SIMULA toujours, il existe un mécanisme , appelé 
"collecteur de miettes" (ou "garbage collecter") qui <létecte les ohjets devenus 
inactifs, et rend l'espace de mémoire , qu 'ils occupaient, libre pour 
l'implantation ultérieure d'autres objets. 
Ce mécanisme automatique est trop com li ué à concevoir dans le ca<lre de 
SI:1UFOR. La place limitée dont nous disposons pour implanter les ol jets de la 
simulation ne nous permet cependant pas de nous passer d'un système <le 
récupération de place-mémoire. otre "collecteur <le mi ettes" ne sera pas 
automatique, mais manuel. Le programmeur devra lui-même se rendre compte de 
l'endroit où un o jet quelconque ( ointé par PT) a perdu sa raison d'être, et 
utiliser la procédure RETURN(PT), mise à sa disposition, pour récupérer la place 
qu'il occupait. ous voulons à tout prix é viter le, recm11pactage en mémoire des 
objets encore actifs. Cependant, les trous laissés en m'rnoire par les ohjets 
devenus inactifs ne sont pas tous ne lon ueur é ale. En effet, les ohjets d'une 
même classe ont tous la même longueur; mais celle-ci diffère d'une classe à 
l'autre. 
La solution la plus simple, pour récupérer de la place, consiste à utiliser 
l'espace-mémoire occupé par un objet nevenu inactif pour y implanter un nouveau 
de la même classe. Et c'est de cette façon que nous procéderons . .~ous 
définirons, pour chaque classe, une liste des ohjets détruits de cette classe. 
Lorsque le programmeur nécidera de détruire un o jet ~evenu inactif, cet o jet 
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(et donc la place qu'il occupait en mémoire) ira rejoinare la liste <les objets 
dét ruits de sa classe. 
D'autre part , lors de la création d'un nouvel objet d ' une classe donnée, on 
lui octroiera la place d 'un objet de la liste des objets détruits de cette 
classe, et c'est seulement si cette liste est vi<le, ~ue l'on octroiera un espace 
de mémoire vierge. 
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3.4. CLASSES ET OBJETS. 
Notons tout d'abord que la notion de sous-classe n 'est pas implfmentahle en 
FORTRAN. La notion de classe, elle, occupe une place centrale ~ans 
l'implémentation de SL1UFO • 
3.4.1. Objets simples et processus. 
SIXULA distingue les objets simples, les objets-liens, et les objets-
processus. En SI}ITJFOR, n 'importe quel objet peu t faire partie d'une liste. Dès 
lors, il nous reste à distinguer les objets simples des processus . 
Un objet de simulation n'a de sens que par le contenu des variables qu'il 
possède. Tout ohjet de simulation possède une série de variahles que nous 
appellerons "variables-système" ou "attrihuts-systèl'TJe". celles-ci sont gérées 
par SIMUFOR et le programmeur n'a pas en connaitre l'existence. A ces 
attrihuts-systèrne que possèden t pratiquement tous les objets d'une simul ation 
écrite en SI.1UPOR , l'utilisateur peut ajouter un certain nombre d'autres 
variables, à sa convenance personnelle, et pour son usage propre . 
Tout objet, créé lors d'une simulation, posséde un certain nombre de 
variables. La différence essentielle entre un ohjet simple et un processus est 
la suivante: un objet simple n'est c onstitué que de variables, alors qu'~ un 
processus est associ é un code (i.e . un bout de prog ramme) travaillant sur ces 
variables. Les problèmes propres aux processus seront étudiés plus tard. 
Qu 'il s'agisse d'un objet simple ou d'un processus, le problème du repérage 
de l'objet et de l'adressage de ses variables est le même . 
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3.4.2. La notion de classe en SIMUFOR. 
La notion de classe, en SIMUFOR, est nettement moins ·sophistiquée que la 
notion de classe en SI rrTLA . ne classe SI tUFOR possède ~uatre attributs: 
- un numéro qui identifie la classe considérée, et qui permet au 
programmeur de la repérer; 
- un pointeur vers une liste rles objets détruits de cette classe, afin 
de per .ettre la réalisation de notre "collecteur de miettes" manuel; 
- le nombre de cases-mémoire nécessaires à 1' implantation en riérnoire 
d'un objet particulier de cette classe; 
l'adresse du début <lu code associé à un o jet <le cette classe, si cet 
ohjet est un processus. 
A l'heure actuelle, le système SI1UFOR permet la gestion de vingt classes 
différentes. Les neuf premi~res sont des classes pr~ éfinies. L'utilité de ces 
neuf classes appara!tra plus tard au cours de l'exposé. Il reste donc à 
l'utilisateur la possibilité de créer onze classes différentes d 'objets . 
3.4.3. Repérage des objets et adressage de leurs attributs. 
Rappelons-nous la méthode des tableaux fictifs: c'est elle que nous allons 
utiliser. 
Les coordonnées cartésiennes identifient univoquement un point de l'espace, 
à candi tien de se placer dans un repère bien particulier. Cette loi <le la 
géométrie va nous aider dans la mise au point d'un système d'adressage des 
attributs des ohjets de la simulation. En effet, il paraît tentant de prendre, 
pour chaque classe particulière d'objets, des tahleaux fictifs différents . 
\1alheureusement, l'indice a associer aux tableaux fictifs de la classe pour 
atteindre un objet particulier est identifiant de ce dernier, mais <lans le cadre 
d'une classe particuli~re, et non pas dans le cadre de l'ensemhle des objets de 
la simulation. Pour faire de cet jndice un pointeur ahsolu vers un objet, il 
faut donc lui adjoindre le numéro de la classe e l'objet. 
Par contre, si nous repérons tous les objets, indépendamment de la classe à 
laquelle ils appartiennent, par rapport à un même groupe de tableaux fictifs 
physiques, l'indice 1 utiliser pour atteindre un objet s'identifie, 
sémantiquement, à la notion de pointeur absolu. 
La manière dont ce pointeur absolu est utilisé pour adresser les attributs 
d'un objet de la simulation apparait clairement à la figure 3-2. 
A ce stade cependant, il paraît nécessaire de faire un certain nombre de 
remarques importantes. 
1) Tous . les ohjets de la simulation seront repérés à partir du commun 
SYSVAR. Dès lors, comme nous l'avons <l'jà indiqué, l'indice d'un ohjet 
correspond, sémantiquement, à un pointeur (absolu) vers cet ohjet. La notion de 
pointeur étant plus expressive que la notion d'innice, nous parlerons, dans ce 
qui suit, aussi bien du pointeur d'un ohjet <ionn~, que de l'incUce permettant 
d'atteindre cet objet, par le mécanisme <les ta leaux fictifs. 
2) Le commun SYSVAR <loit être d'une longueur suffisante pour permettre 
d'adresser, par le mécanisme des tableaux fictifs, tous les attributs de l'objet 
de simulation le plus étendu. 
3) La zone où sont implantés les tableaux fictifs doit correspondre à un 
commun pour que le programme principal, les sous-programmes ainsi que toutes les 
fonctions puissent atteindre les attrihuts de tous les objets, par la technique 
d~s tablea~x fictifs. 
4) Pour la beauté et la lisihilité des programmes, nous ai erions que les 
attributs d'un objet d'une classe particulière portent <les noms parlants. 
Supposons que nous créions un objet 'de la classe rectangle, possédant deux 
attrihuts: sa longueur et sa largeur. Si le rectangle créé est repP.ré par le 
pointeur IP, nous aimerions pouvoir nésigner ses rleux attributs par: 
LONG(IP) et LA G(IP) • 
Pour cela, nous devons déclarer l'ordre 
Sysv;;/<._,. AJJ/J :t. . • 
: 
JJ•J ..,/ d, lo .ë tM 
d 1 ~;..;J.,,ra/,a,,, 
t 
~ 
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Adressage des attributs des objets. 
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co nm /SYSVAR/ L0 1G(l),LARG(l). 
Si par contre, dans un autre sous-programme, nous avons affaire à un objet de la 
classe parallélipipède rectangle, identifié par le pointeur IPP, nous aimerions 
pouvoir désigner ses attributs par 
LONG(TPP), IAUT(I P) ET OF (IP) • 
Pour cela, nous devons déclarer l'ordre 
CO .0, / YSVAR/ LONG (l), HAUT (l),PR F(l) • 
Si nous dés irons adresser ces deux ohjets dans un même sous-proeram e, nous nous 
en tirons aisément en déclarant: 
CO 1MON /SYSVAR/ LOJG( 1), HAUT( 1), P F (1) 
DI LARG(l) 
EQUIVALE CE(HAUT,L RG) 
5) Cette métho<le des tableaux fictifs, basée sur un dép lacement <l'un 
certain nombre de cases-mémoire, est parfaitement efficace si l'on d~ clare <les 
attrihu ts d 'o jets de type r éel, entier ou logique. Par contre, on évitera des 
attri buts du type complexe ou douhle-précision car les <louble s T!lots emp loyé s 
pour i mplanter ces attributs rendrai ent impossi le la m~thode des tableaux 
fictifs. 
6) Par contre, le programmeur peut très bien rléclarer, comme attrihut <l'un 
objet, un tableau de rang 1 ou supérieur. Prenons l 'exempl e d'un ta~leau <le 
ran8 1. Pour un vecteur à cinq positions, il suffirait de pro r ammer 
CŒ- 10 / SYSV AR/ AR (l, 5) ••• 
Pour un objet pointé par IP, le quatrième élÂment ciu vecteur-attribut îAB 
s'obtiendrait par l'expression . 
TAB ( IP, 4) • , 
7) Nous n'avons, jusqu'à présent, parlé que <lu moyen d 'atteinrlre les 
attri uts d'un objet créé . f1u 'en est-il <lu code, si l'o jet créé est un 
processus? En fait, il n'existe qu'un exemplai re du code <l 'une classe ~'objets-
processus. Lors de la création d 'un nouveau processus, une nouvelle versi on des 
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attributs de ce processus est cré~e. r ais ces attrihuts travailleront tous sur 
le même code qui n'est rien d'autre que la version compilée du modèle <le 
processus, qui a été écrite par le programmeur. 
Nous savons maintenant où, et comment, sont implantés les attributs des 
objets créés par la simulation. ous connaissons le moyen d'accéder à ces 
attributs. Bxaminons à présent ce que sont les classes prédéfinies de SI · UFOR. 
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3.5. TRAITEMENT DE LISTES. · 
3.5.1. La notion de double liste chaînée. 
La notion de liste occupe une place pr~pon<l'rante en si~ulation. Il suffit 
de remarquer 
lorsque l'on 
qu'une file d'attente n'est qu'un cas particulier de liste et, 
connaît l'importance des files d'attente dans la plupart des 
simulations, on ne peut s'y tromper: la notion d e liste doit aussi être 
implémenté e dans SILITJF OR. 
Il existe de nombreuses façons possibles d'implémenter la notion de iste. 
Prenons, par exemple, la liste des objets détruits d'une classe particulière. 
Lorsque l'on rlé sire trouver en mémoire de la place pour un nouvel objet, peu 
importe l'objet particulier de la même classe dont il ira prendre la place; pour 
l'usage que l'on dé sire en faire, tous les obJets détruits d'une classe sont 
interchangeables. Ces derniers ne sont chainé s <lans une liste qu' afin de ne 
pas per <l re leur trace. Dans ce cas, à quoi bon une implémenta t ion comp l i0ué e de 
la notion de liste? Il suf f it d 'utiliser di rectement le pointeur vers la liste 
des objets d~ truits, dont nous avons d~jl parl' et qui pointera vers un premier 
objet détruit. Dans celui-ci, nous aurons un pointeur vers un autre ob jet 
détruit, et ainsi de suite jusqu'au dernier de ' la liste, dans lequel la variable 
réservée au pointeur prenàra une valeur conventionnelle de fin <le liste. 
Remarq uons cependant que cette utilisation de la notion de liste est un cas 
d'exception. Dans notre systè me, ce sera en fa i t le seul endroit o' 
l'implémentation d'une liste pourra se faire de cette façon. 
Les listes né cessaires à une simulation, telles que l'échéancier ou des 
files d'attente, méritent, elles, d'être implémentées de manière plus complexe. 
En e f fet, des opérations, e l les aussi souvent a ssez complexes, dev ront être 
réalisées sur ces lis tes. Or, plus 1' i mplémenta tian d' une liste est complexe, 
plus les procé dures d'insertion et de recherch e devraient ~tre simples À ~crire. 
Comme ces procé dures seront d'usage trè s fr' quent, il peu t être intéressant <l 'en 
diminuer le temp s d'ex~cut ion en augmentan t quelque peu · la place m~ oire 
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réservée par l'implantation d'une liste. 
Nous retiendrons l'implémentation sous forme de <lou les listes chaînées, 
bien connues en SIMULA. Celle-ci permet le parcours d'une liste de façon 
simple, aussi bien en partant du dernier élément que du premier. De plus, on 
peut, sans grande peine, insérer un objet à la fin de la liste, de la m.ême façon 
qu'au début. 
En SL UFOR, tout objet de simulation possèrle les deux attributs-système 
PRED et SUC qui, si l'ob jet appartient à une liste, contiennent respectivement 
le pointeur vers l'objet suivant et le pointeur vers l'objet précédant. PF ,D et 
SUC d'un objet isolé pointent, tous les deux, vers un objet conventionnel NO.IB , 
si cet objet n'appartient pas à une liste. 
'autre part, comme e~ SIMULA, il existe un objet particulier, appel~ tête 
de liste, dont le pointeur SUC pointe vers le premier él~ment de la liste, et le 
pointeur PREn, vers le dernier. Une liste est représentée par un pointeur vers 
sono jet "tête de liste" correspondant. 
La création d'une liste correspond à la cr~ation d'une tête de liste, avec 
les pointeurs SUC et PRED qui pointent vers cette tête rle liste. 
3.5.2. La classe NONE. 
La classe numPro 1 <le SLfüFOR correspond à un ohjet de type Nm ., . m~f. 
aurait pu être une valeur conventionnelle. Cependant, en SI ·1l FOR comme en 
SIMULA, NOE est la valeur conventionnelle que prend un pointeur lorsqu'il ne 
pointe vers rien de significatif, au point de vue rle la simula tion. Or, nous 
avons déjà souvent r épé té qu'un pointeur correspondait à l'indice permettant 
d'atteindre les attributs d'un objet particulier, par . la métliode des tah leaux 
fictifs. Alors, pourquoi ne pas maintenir la tautologie suivante: un pointeur 
pointe vers un objet de simulation? Dès lors, nous ferons de O E un objet 
particulier, d'une classe spé cifique, vers lequel pointera un _pointeur lorsqu'il 
ne référence rien de significatif, au sens e la simulation. 
Remarquons que lors de son initialisation, le système SI UFOR crée, lui-
même ,un objet de la classe mm, qui, étant donné sa valeur conventionnelle, 
sera le seul et unique créé tou~ au long de la simulation. Ga création, par le 
programmeur, d'un second objet de la classe NO~ aurait pour cons&quence 
l'incohérence de toute la suite de la simulation. 
3.5.3. La classe HEAD. 
La classe prédéfinie numéro 2 permet au système SL1UF. R, comme à 
l'utilisateur, de créer des têtes de liste, c'est-à-dire <les listes. 
La création d'une liste renvoie à l'utilisateur un pointeur lui permettant 
d'accéder à cette nouvelle liste. Ce pointeur lui permettra d'effectuer, sur la 
liste qu'il vient de créer, toutes les opérations prévues par le syst~me SIM1FOR 
et qui seront détaillées dans le chapitre suivant (chap. 4). 
3.5.4. Restriction à l'usage des listes en SIMUFOR. 
Le système SIMUFOR est très général, en ce sens que tout objet de 
simulation, créé par le programmeur, possède les deux attributs PRED et SUC, 
permettant de placer cet objet dans une liste qui aurait été créée auparavant. 
Cependant, le système est également très restrictif, en ce sens que tout 
objet ne peut être placé que dans une liste à la fois. Cette restriction n'est 
pas très dramatique car, par expérience, il est tr~s rare qu'un objet doive se 
trouver dans deux listes ( ou plus) à la fois. . ema rquons qu' i serait fort 
possible de lever cette restriction; mais alors, la proerammation des sous-
programmes de traitement de listes, que nous avons pu maintenir à un niveau 
vraiment élémentaire, s'en trouverait extrêmement compliquée." 
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3.6. PROCESSUS ET "CO-ROUTINES". 
3.6.1. La composante "programme" d'un processus. 
Nous avons déjà évoqué plus haut la notion de processus, qui représente un 
type d'objets composés non seulement <le données (variables) comme tous les 
autres objets de simulation, mais auxquels est également associé un co<le, un 
morceau de programme. 
Nous avons, jusqu'à présent, longuement parlé de données en limitant 
volontairement les objets de la simulation à un ensemble de variables. 
Cependant, i quoi servirait une simulation si elle ne pouvait créer que des 
données? L'essence même de la simulation consiste à effectuer des traitements 
sur les données que 1' on a créées! Jous pouvons même aller plus loin: la 
création des objets de la simulation ( fussent-ils r~dui ts à un ensemble rie 
données) nécessite un certain t rai temen t. 1ous allons donc nous pench er tout 
naturellement, dans les pa es qui suivent, sur la composante "prog ramme" <l es 
processus. 
émantiquement, la grande différence entre un processus et un autre ohjet 
quelconque de la simulation réside dans le fait que le processus est ·une entité 
active, alors que tout autre objet est une entité passive. tes donné es de la 
simulation sont bien des entités passives, au même titre que les fichiers pour 
un système d'exploitation, ou bien un dossier dans le cadre <l'un travail de 
bureau. L'employé de ureau est typiquement une entit' active. Dans notre vie 
quotidienne, nous sommes entourés de processus, d'éléments " moteurs", dont 
l'activité peut très souvent être décrite en français, ou dans ·n'importe quelle 
autre langue d'expression courante. L'activité des processus informatiques est, 
quant à elle, déc.rite dans un langage informatique. Quoi <l e plus naturel? La 
simulation que nous étudions se place, elJe aussi, dans un cadre informatique. 
Dès lors, l'activité des processus <le simulation sera décrite par un texte aans 
le langage informatique que nous avons choisi, A. savoir, le FO R R Î' . 1os 
processus de simulation correspondent donc à des morceaux ae pro p, rammes, é cr i ts 
en FORTRAN. 
3.6.2. "Routines" et "co-routines". 
Cette notion de "morceau de programme", qui constitue une entité active 
travaillant sur certaines variables, correspond à première vue à la notion de 
sous-programme. L'exécution du processus débuterait alors par l'appel au sous-
programme correspondant. 
Tout cela serait parfait si les processus de simulation s'exécutaient 
entièrement, une fois lancés, ou bien, tout au moins, si l'e.~écution èe tous les 
processus de simulation avait une "structure de parenth~ses". ~n assimilant un 
appel de sous-programme (i.e. le début d'un processus), ~- une parenthèse 
ouvrante, et une sortie de sous-programme (Le. la fin d 'un processus) à une 
parent èse fermante, l'exécution complète de la simulation devrait faire 
ressortir un strict respect de la structure traditionnelle de par en thèses. Si 
cette condition ~tait respect~e, la notion de processus pourrait, 
avantageusement, être implémentée sous la forme de sous-programmes. 
Evidemment, une simulation qui respecterait cette condition n'aurait aucun 
sens. Le propre de la simulation est de dépasser ces contraintes, et d'offrir 
des possibilité s de branchements entre sous-programmes, plus élargies que le 
mécanisme standard des ordres· GALL et RETl R ( ou des orrlres assimi lahles à ceux-
ci) prévus dans les langages d'usage général tels que le FORT"R.A. 
Il arrive fr'quemment , en SIMULA, qu 'un processus se "passive", c'est-à-
di re, que son exécution soit suspendue, que d'autres processus s' exP-cutent et 
qu'à un certain moment, le processus "passivé" reprenne son exé cution. La 
réalisation de telles sé~uences d 'exécution n0.cessite la création de sous-
programmes qui ne peuvent pas être écrits en FORTRAN. C'est là que se situe 
l'élément de l'implémentation qui nous oblige à faire appel à l'ASSE -1BLEUR. 
Les processus de SI iULA ( et également ceux de SH-!UFOR)_ sont ce que l'on 
appelle des "cc-routines", par opposition aux "routines" qui ne sont que rie 
simples sous-programmes. Le nom "cc-routine" est le nom donné à un morceau de 
programme dont l'exécution peut être interrompue pendant un certain temps, pour 
être reprise par la suite 1 l'endroit où elle avait été suspendue. 
L'implémentation de cette notion de "co-routine" nécessite <leux op~rations 
qui ne peuvent pas être réalisées en faisant appel au seul FORTRA . 
l) Tout d'abord, un sous-programme doit permettre de sauver l'adresse à 
laquelle devra reprendre l'exécution du processus interrompu; et pour ce faire, 
il faudra, avant tout, déterminer l'endroit où l'on peut trouver cette a<lresse 
de retour. 
2) Ensuite , un autre sous-programme devra permettre de reprendre 
l'exécution du processus suspendu, à l'endroit où on l'avait abandonnée, c'est-
à-dire, en fait, "sauter" à l'adresse qui aura é té sauvÂe par le sous-programme 
décrit plus haut. 
3.6.3. L'écriture d'un processus en SIMUFOR. 
En SIMULA, lorsque l'on désire décrire une c lasse <le processus, on doit 
déclarer: 
PROCESS CLASS TOTO 
BEGIN 
déclarations; 
corps du processus; 
E D 
En SL UFOR, les déclarations <le classes n'existent pas en tant que telles. 
) 
Cependant, nous avons vu qu'à un processus de SINUF()R est associé un certain 
code, repr~sentant l'action du processus. itous avons également vu que ce cane 
étai t, en fait, une procédure dont l'exécution pouvait être interrompue, puis 
reprise par après. En FO TRA cette notion <le "cc-rout ine" n 'existant pas, 
nous emploierons, pour décrire les processus, ne simples sous- programmes: 
SUBROUTI E TOTO 
déclarations 
corps du processus 
RETUR T 
0 
Rappelons que, pour une classe de processus, nous devons connaî tre 
1' a d resse <lu dP. but du code qui lui est associée. Or, pour d'terminer des 
adresses de cases-mémoire ' a l'exécution d'un programme SLH. FOR, nou s ne 
dis posons que d'un seul outil: la fonction LOCF. · lle est é crite en ASSEMBLElR , 
et permet au programmeur de connaître l'adresse ui corres pond à un s ymbole 
donné. Cette fonction remplit deux missions différentes très importantes: 
1) d'une part, elle permet <le déterminer l'adresse d'implantation de s 
tableaux fictifs nécessaires à l'adressage des variahles des objets de la 
simulation. Pour ce faire, on détermine donc l'adresse d'implantation d 'une 
variable dont on connaît le symbole; 
2) d'autre part, cette fonction permet de dé terminer le point rl'entrée dans 
un sous-prog ramme ou une fonction. En effet, il n'y a pas ue les variahles oui 
soient identifiées par des symboles; les procé<lures (en fait, leur point 
d'entré e) le sont également. 
L'écriture des processus, sous la forme de sous-programmes, et la présence 
de la fonction assembleur LOCF nous perm~ttent donc de déterminer les adresses 
de dé but des processus, <lont nous avons besoin. 
Rappelons enfin, .une fois de plus, q ue FORTRAN ne d ispose pas de l a notion 
de bloc et qu'en conséq uence, l'écriture des processus d e SIMUFOR nécessitera 
une attention toute particuli è re. Il y aura un seul code pour tous les 
processus d'une classe donnée. L'exécution de tous les processus d'une même 
classe se réalisera donc sur ce code unique. Quelles variables utiliser pour 
l' é criture de ce code? Nous distinguerons deux types de variahles: 
lorsque nous ferons réfé rence i une variahle de l'objet-processus en 
cours d'exécution, nous utiliserons le "pointeur" ACTUEL (variable du 
commun SYSVAR) qui, à tout instant de l a simulation, pointe vers le 
processus courant, c'est-à-rlire celui que le processeur central est en 
train d 'exécuter; 
on peut également envisager d'utiliser des variables propres à la 
classe de processus toute entière. Dans ce cas, il est fortement 
conseillé de déclarer ces variables dans un commun propre à cette 
classe, pour éviter de mauvaises surprises dûes à un aller et retour 
des pages virtuelles (où est implanté le corps du processus) entre la 
mémoire principale de l'ordinateur et la mémoire secondaire (disques). 
Nous invitons mê me le progra meur à dé clarer toutes ses variahles 
(autres que les attributs proprement dits des processus) ans un 
commun, en se souvenant que le code est le même pour tous les 
processus d'une classe donn~e. 
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Remarquons encore que 1' i mplémentation des sous-pro Rrammes permettant de 
mettre en oeuvre la notion de "co-routine" en ~IMUFOR, est essentiellement 
particulière à 1' ordinateur utilisé. C'est pourauoi nous ne l'étudierons plus 
en précision, que dans le chapitre suivant. 
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3.7. LES EVENEMENTS ET L'ECHEANCIER. 
3.7.1. Introduction. 
ous venons de définir les processus de snmFOR: des "morceaux de 
programme" dont l'exécution peut être interrompue à un moment donné, pour être 
reprise plus tard. Il nous reste à intégrer l'exécution (et la suspension) de 
multiples processus pour réaliser une simulation. 
Il n'est pas inutile de rappeler le type <le simulation que nous visons avec 
notre système SIMUFOR: la simulation à événements discrets par la méthode de 
"l'interaction de processus". A cet effet, nous renvoyons le Lecteur au 
chapitre 2 de ce mémoire. 
3.7.2. Le temps simulé. 
C'est à ce point de l'exposé qu'intervient, pour la première fois, la 
notion de "temps simulé". I a simulation que nous d~sirons gérer est une 
simulation temporelle. En conséquence, elle s' appuye sur une é chelle de temps 
qu'il nous appartient de définir. Le temps simulé (ou horloge de la simulation) 
est représenté par le contenu <l'une variable globale à la simulation. 
Cette variable se trouve dans un commun directement accessible par les 
sous-programmes et les fonctions du système SI:fUFl)R. quant à eux, les 
utilisateurs de SIMUFOR n'ont pas accès à cette variahle de façon directe. 
Cependant, SIMUFOR met à leur disposition un sous-programme (TEMPS) qui leur 
permet de lire le contenu de cette variahle. , e cette façon, ils peuvent 
réaliser certains tests concernant 1' heure courante de la simulation. Ils 
peuvent ~galernent m~moriser cette heure courante ~ divers moments de la 
simulation, pour calculer certaines statistiques qui ne sont pas prP.vues, de 
façon standard, dans SUtUFO . . En aucun cas, ils ne peuvent _mo<iif ier la valeur 
de cette variahle "temps simulé". Ceci permet d'assurer la cohérence <le la 
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simulation. 
Comment évolue le "temp s simulé" (que nous appelerons simplement "temps" 
par la suite) au long de la simulation? Très logiquement, le te~ps ne peut pas 
être décrémenté. D'autre part, il ne sera incrément~ 0ue lors de l'interruption 
du processus courant, qui corresponrl (par l'appel au sous-proe ramme ESU !E à la 
reprise de l'exé cution du processus qui occupe la première place dans 
l' é chéancier. 
3.7.3. L'exécution séquentielle et la notion de quasi-parallélisme. 
Le processeur centra l d'un ordinateur ne peut exécuter qu' un-e s eule 
séquence d'instructions à la fois. A un niveau ma croscopique , on peut avoir 
l'illusion de l'exécution simultanëe (ou parallèle) de plusieurs processus . 
un niveau microscopique cependant, en simulation co me en rnulti-pro rammation, 
on constate que l'exé cution est purement séquentielle. A un mot!lent d onné ( par 
rapport à l'horloge du processeur central cette fois), un seul processus se 
trouve en cours d'ex~cution. Supposons que trois processus soient c~dul~s pour 
la même heure HH . Lorsque le temps simulé aura atteint la va1eur HP. , ces trois 
processus s'exé cuteront s équentiellement, et non simul tanément. 
l'on appelle le quasi-parallélisme. 
3.7.4. La discrétisation du temps de la simulation. 
C'est ce que 
L'échelle du temps simulé n'est pas une échelle continue. Ce n'est pas une 
horloge qui bat à un certain rythme (comme l'horloge intern e ne l' or<linateur, 
par exemple). Bien que le temp s simulé so i t représent é par une variahle r éelle, 
il ne se présente pas comme une véritable dimension continue ( r é elle) de la 
simulation. L'échelle de temps ne sert qu' à placer les événements de la 
simulation. Seules les heu res pr ~cises de s ~v ~nements ont une sig n ification; le 
reste de l' é chelle de temps est inutilisée. 
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"ous venons de parler d'événements. Cette notion est importante. Il nous 
appartient donc de la préciser. Comme la notion d'événement permet la mise en 
oeuvre efficace de 1' interaction entre les processus de la simulation, nous 
allons d'abord aborder ce sujet. 
3.7.5. L'interaction entre les processus. 
L'interaction entre les processus de la simulation est r éalisée à 1' aide 
des sous-programmes di ts "de scheduling " (ou de gestion des processus). Ceux-ci 
sont, sémantiquernen t, les mêmes que les ordres SI~nJLA portant le mê me nom. Ils 
sont rlécrits, de façon précise, dans le chapitre 4 de ce m4moire. 
rappellerons ici que leurs noms: 
- ACTIV(ATE) 
REACT (IVATE) 
- P(RIOR TY-)ACTIV(ATE) 
- P(RIORITY-)REACT(IVATE) 
- HOLD 




, ous ne 
Quelles sont les caracté ristiques de ces sous-programmes , par ra pport li 
trois propriétés i mpo rtantes de l'interaction des processus? 
purement sémant ique, parmi ces sous-programmes: 
A un niveau 
- quatre interrompent le déroulement du processus en cours. Il s'ar,it çe 
HOLD , WAIT , PASSIV et E~DPRO . Par conséquent, le processus en tête <le 
l'échéancier reprend son exécution; 
- trois inhibent la reprise d 'un processus qui avait é t é c ~dulée i une 
heure future hien déterminée . Il s'agit de CANCEL, REACT et PREACT ; 
cinq c édulen t la reprise de l' éxécution d 'un processus à une heure 
future bien dé terminé e. Il peut s'agir du proce ssus courant ( OLD ) ou 
bien d 'un processus quel conque (ACTIV, PACTIV , REACT et PREACT) . 
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3.7.6. Définition et matérialisation de la notion d'événement. 
Un événement correspond à la reprise de l'exécutiqn d'un processus donné à 
une heure précise de l'échelle du temps simulé. 
L'appel aux sous-programmes HOLD, ACTI\, PACTIV, REACT et P EACT génère 
donc un événement (ou, .plus précisément, la création et la cédulation de cet 
événement). 
Comment représenter cet événement dans notre système SIMUFOR? 
introduirons la même notion que dans le langage SI 1ULA: la notion d' "event 
notice" qu~ nous traduirons par notice d'événement. En fait, cette notion de 
notice d'événement est la mat é rialisation, au niveau <le la simulation 
(programmation), de la notion intuitive et conceptuelle d'événement. 
3.7.7. La classe "notice d'événement". 
La classe prédéfinie numéro 3 de SI 1UFOR permet la création <les notices 
d'événements. Seul le système SIMUFOR peut créer et détruire <les notices 
d'événements pour la programmation des sous-programmes de la gestion <les 
processus ("sel eduling"). L ' u ti lis a teur de SL.UFOR n'a, en aucun cas, accè s à 
cette classe d'objets particuliers. 
Une notice d'événement est un o jet de simulation. Bl le sera donc implanté e 
dans la zone d'implantation dynamique des objets de simulation. 
Une notice d'événement possède cinq attributs-syst~me signi fi catifs: 
- un numP. ro d e classe (CLASS), égal à trois; 
deux pointeurs (PRE 
l'échéancier; 
et SC) pour le chaînaee de la no tice dans 
un pointeur (PT) vers le processus concerné par l'événement dont la 
notice est la matérialisation; 
1' heure (EVTDŒ) , dans l'échelle du temps simulé, de l' évé nement (i.e. 
l'heure prévue de la reprise de l'exécution du processus pointé par 
PT). 
3.7.8. Simulation ponctuelle, phase par phase. 
% 
Gén~ralement, un processus ne s'ex~cute pas du d'hut À la fin sans 
interruptions. C'est là que r é si<le toute la différence entre un sous-programme 
classique et une "cc-routine". 
L' exécu tian d'un processus est di visée en plusieurs phases successives. 
D'un point de vue assez simplifié, la fin d'une phase d'un processus correspond 
à l'appel d'un sous-programme de "scheduling " du type HOLD, PASS IV ou K J RO . 
Si l'on considère l'ensemble des processus d 'une simulation, on peut 
déclarer, de façon g~n6 rale, que la simulation toute enti ~re se d~roulera phase 
par phase. La fin effective d'une phase est concré tisée par l'appel au sous-
programme REST Œ . Celui-ci indique au processeur de suspendre 1' exé cution <lu 
processus en cours, et <le reprendre l'exécution de celui qui se trouve en tête 
de l'échéancier. L'horlope de la simulation est également mise à l'heure lors 
de l'appel à RES ri . 
Du point de vue de la simulation, une phase est consinérée comme 
instantanée. Qu'est-ce que cela sign ifie? Supposons que l'ordre REST.! n=: ren<le 
le contrôle au processus PROC, à l'heure simul~e HE . L 'ex~cution compl ~te de la 
phase courante du processus PROC se poursuivra jusqu'à la rencontre <le l'ordre 
RESUME. On considère que l'exécution de 1' ensemble des instructions de cette 
phase se déroulera entiirement à l'heure HE , comme si l'horloge restait hloqu~e 
pendant la totalité de l'exécution de cette phase. En fait, l'horloge de la 
simulation, concrétisée par la variable TI •fF. , garde une valeur constante lors de 
1' exé eu tion d 'une phase. Seul l'appel à ESU 1E modifie l'heure de la 
simulation, pour lui donner la valeur de 1' heur e de l'événement pris en 
considérati on (celui que l'on trouve en tête de l'échéancier). 
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Il nous semble opportun de faire, ici, une remarque très importante 
concernant la programmation des procédures de gestion des processus. Par soucis 
d'homogénéité, on appelle toujours RESUME à la fin d'un sous-programme de 
"sch eduling". Cependant, dans le cas des sous-prog rammes (P)ACTIV, (P)REACT et 
CAlCEt, le contrôle est évidemment rendu au sous-programme appelant. En effet, 
ces procédures ne délimitent pas deux phases conceptuelles différentes. Pour 
cela, il suffit <le ne pas enlever de l'écht?ancier la notice <l'événement du 
processus appelant. 
3.7.9. La notion d'échéancier. 
Au cours de la simulation, des événements sont cédulés. Ceci entra!ne la 
création de notices d 'événements, avec leurs deux attrihuts-syst ème principaux: 
l'heure de l'événement et le pointeur vers le processus concerné ••• 
Au fur et à mesure du d~roulernent de la simulation, ces ~vfnements seront 
pris en compte. Il nous faut donc les ~émeriser. nour ce faire, nous allons 
créer une liste dans laquelle nous lierons l'ensemhle des notices d'événements 
créées. Cette liste constitue l'échéancier. Nous emploierons parfois 
l'abréviation "SOS" du terme anglais "senuencing Set" utilisé en SIMULA. 
Comme le sug 0 ère son nom, l'échéancier est une sorte rl'agenda des 
év'nements prévus dans le futur. On pourrait le comparer à un calenrlier à 
effeuiller qui posséderait les caractéristiques suivantes: 
- chaque cédulation d'une phase d'un processus correspon <l rait à une 
feuille <lu calendrier que l'on irait in terca 1er entre les autres, 
d'après l' heure de la r éactivation, par rapport à l'échelle du temps 
simulé; 
- ce calendier ne posséderait une feuille qu'aux heures concern~es par 
un événement; 





heure donnée pourraient éventuellement 
événements (donc plusieurs feuilles 
Il s'agirait hien d'un calendrier à effeuiller. En effet, la feuille de garde 
correspondrait, à un moment donné, au processus courant. La fin de la phase 
9P 
courante du processus courant correspondrait alors à l'arrachage de la première 
feuille du calendrier. La nouvelle feuille de garde, ainsi r évélée, 
déterminerait le nouveau processus courant. 
3.7.10. L'organisation de l'échéancier. 
Dans l'éché ancier, les notices d'événements sont donc triées par heures 
d'événement croissantes. Cette règle permet d'avoir constamment le processus 
courant en tête de la SQS. Lors de l'appel au sous-programme RESUME , aprè s le 
retrait éventuel de l'ancien processus courant, le contrôle sera rendu au 
processus dont la notice d'événement se trouvera en tête <le l'échéancier, et qui 
deviendra le nouveau processus courant. Cette constance de la place occupée par 
le processus ~curant, en tête de la SQS, est évidemment de nature à accélérer 
l'exécution du sous-programme RESt !E . . Par contre, elle nous o lige à maintenir 
1' échéancier trié sur l'heure d'événement. Cette contrainte est <le nature à 
compliquer l'insertion d'un ~v~nement dans l'échéancier. 
l'organisation de l' é chéancier, deux solutions s'offrent à nous. 
Dès lors, pour 
1) sr~ruFOR est doté de la notion de double liste chainée. ~ourla gestion 
de ce type de listes, nous disposons (cfr. chap. 4) de toutes les procédures 
nécessaires d'insertion, de retrait et de consultation. Nous pouvons , dès lors, 
organiser · l'échéancier sous la forme d 'une douhle liste chainée (par l'appel SOS 
= NEW ( HEAD), o,i SO désigne le pointeur vers la liste- éd' ancier) et utiliser 
les procédures standards d'insertion. Cette solution séduit par sa simplicitÂ. 
Cependant, le tribut à payer pour maintenir cette simplicité parattra lourd à 
certains. Il nous faudra prendre en comp te cles temps d'exécution, parfois assez 
importants, des procédures d ' insertion des é vénenients dans l'éch t> ancier . Ce 
manque de performances est dû au balayage s é quentiel (avant ou arri è re) 
obligatoire pour repé rer l'end roit <le l'inser t ion. 
2) C'est précisément la rapidité des insertions qui justifierait 
l'implémentation d'une organisation plus perf ormante cie 1' é chéancier. 1 ous 
pourrions utiliser un arbre ou une liste indexé e [ 17] [1 21 • ·ce pen<lant, un eain 
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de performances ne semble pas assuré dans tous les cas. Certaines organisations 
ne se montrent performantes que pour un certain type de simulations, ou bien à 
partir d'un certain nombre d' 'vénements présents dans l'échéancier . . es mesures 
[17J [12] semblent indiquer qu'il n'y a pas de panacée universelle en atiè re 
d'oreanisation d'échéancier. Et surtout, il faudrait réécrire tout un ensemble 
de procédures permettant de gérer l'échéancier dans l'organisation particulière 
que nous aurions c oisi de lui donner. 
C'est la raison pour laquelle nous avons choisi, dans un premier temps de 
l'implémentation de SIMUFOR d'organiser l'échéancier sous la forme d'une 
double liste chaînée classique. Une étude plus approfondie de la question 
permettrait sans doute de trouver une organisation plus performante dans la 
majorité des cas de simulation. L'écriture de nouvelles proc'dures spéciales de 
gestion de 1' échéancier permettrait alors de réaliser un gain de performances 
(du point de vue du temps d'exécution des proc~dures d'insertion surtout). 
Tel que nous l'avons i plémenté, voici co ment se présente l'échéancier, à 
un moment quelconque de la simulation. 
voir figure -3. 
3.7.11. L'usage des événements et les différents status possibles d'un 
processus. 
A up processus ne peut correspondre, à un moment donné, qu'un seul 
événement au plus. En effet, un processus reste une suite séquentielle 
d'opérations. Si les différentes phases peuvent ne pas @tre ex~cut'es 
consécutivement, leur exécution ne peut se chevaucher. Une phase d'un processus 
ne peut être cédulée que si la phase précédente a 'té totale ent exécutÂe. 
Par contre, plusieurs événements peuvent être cédul~s pour une heure 












































Figure 3-3: L' éché ancier e SIMUF()R . 
101 
Signalons encore que l'on <lénom~re trois états possibles d'un processus, 
d'après l'événement éventuel qui lui est rattaché. 
1. Un processus est dit "actif", ou "cédulé", s'il est rattaché à une 
notice d'événement qui se trouve chatn~e dans la snc. Ceci signifie 
qu'il y a une phase active cédulée pour ce processus. 
2. Le processus courant (il n'y en a toujours qu'un seul à un moment 
précis de la simulation) est celui dont la notice d'événement se 
trouve en tête de l'échéancier. Il est pointé par la variahle globale 
ACTUEL. Il représente un cas particulier de processus "actif". 
3. Enfin, un processus est dit "passif", ou "idle" (du terme anglais de 
SL1ULA), lorsqu'aucun événement le concernant n'est cédulé à ce 
moment. 
La fonction booléenne IDLE permet de tester l'état "actif" ou "passif" d'un 
processus, à tout moment de la simulation. 
3.7.12. La classe MAINT. 
ous aimerions pouvoir gar der, tout au long de la simulation, le processus 
courant en tête de l'échéancier. Il su f fit pour cela de ne pas enlever la 
notice d'événement de la SQS lors de la prise en charge d'un événeraent mais bien 
lors de la fin de la phase active qu'il a déclenchée (avant l'appe à RESU W qui 
prend en charge l'événement suivant). C'est possible pour tous les processus de 
la simulation. Cependant, en y réfléchissant hien, on découvre un problème. 
Le programme principal de simulation n'est pas un processus, au sens rle 
sn UFOR. Pourtant, comme en SL1ULA, nous aimerions pouvoir écrire ~ans le 
programme principal l'ordre HOLD (delay). Or, l'appel à T LD implique, 
implicitement, que le programme appelant soit un processus. 
ce problème en créant une classe d'objets particulière: 
. ous avons résolu 
la classe AT qui 
porte le numéro 4. Celle-ci n'est pas accessible à l'utilisateur. ne plus, un 
seul ohjet de cette classe est créé dans le sous-programme T. 1 IT. Il représente 
le programme principal, tout en faisant de lui un processus (principal). F,n 
effet, cet o jet possPdera: 
un numé ro de classe; 
- deux pointeurs (?RED et SUC) permettant de le mettre dans une liste; 
un pointeur de réactivation (LSC) pour sauver l'adresse du dé but de la 
prochaine phase active du processus; 
- un pointeur (PT) permettant le lien avec une notice d'évé nement. 
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Ces variables-système permettent au programme principal <le se comporter comme 
n'importe quel autre processus. 
Les variahles privé es du processus principal sont uniques, car il n'existe 
jamais qu'un processus de c~ type. Dès lors, ces variables ne devront pas être 
implantées en "zone dynamique", ni être a dressé es par la rné tho<le <l es tahleaux 
fictifs. 
Dès que l'objet de la classe MAINT et la SOS auront été créés dans I !IT, on 
créera une notice d'événement avec un temps nul que l'on associera au proces s us 
principal et, on l'insé rera dans l'échéancier. Si bien qu'à la sortie du sous-
programme I IT, appelé obligatoirement au <l é but de toute si ulation, on aura la 
situation suivante: 
voir fi gure 3-4. 
3.7.13. La priorité des processus. 
Les processus possèdent une variahle entière ciui dé te rmine leur priori t é . 
C'est le sixiè me attribut-système des ob jets-processus (on le dénomme P TU() ) • 
Lors de la création d'un processus par la fonction TEW , cette variable est 
initialis6e ~ la valeur nulle. Cependant, la priorité d'un processus peut être 
modifiée à tout instant par l'intermédiaire de la procédure S TP • 
Cette priorité sert, principalement, lors de 1' insertion du processus en 
file d'attente devant un serveur (procédure PRI NTO appelé e par E!TST et E TFAC) 
(cfr. L 'extension au système GPS SS). 
Cependant, on peut en ten i r co~pte P.galement ~ans la gestion des proce ssus. 
Si l'utilisa teur se sert des proc~dures P CTIV et PREACT a la pl ace de ACTTV et 
REACT respectivement, la reprise du proce s sus concerné sera c~dulé e à l' heure 
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Figure 3-4: L'initialisation de l ' échéanc i er. 
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prévue, mais avant tous les événements cédulés (à la même heure) pour un 
processus de priorité strictement inférieure. Par défaut, ACTIV et RF.ACT place 
l'événement après tous ceux qui sont cédulés pour la même heure. 
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3.8. L'EXTENSION AU SYSTEME GPSSS. 
3.8.1. Introduction. 
Nous avons déjà indiqué la difficulté de progra me r en SI I LA (et donc en 
SIMUFOR) des probl~mes de simulation de r,seaux de files d'attente. ous avons 
donc tenté d'ajouter au noyau de SifüFOR des proc~dures 60uivalentes A celles de 
GPSSS de J. G. VAUCHER (18], elles-mêmes inspirées du langage GPS . (cfr. chap. 
2). 
Nous examinerons successivement les différentes notions issues <le GPSSS 
auxquelles nous nous sommes intéressés, et la façon dont nous les avons 
implémentées. 
Totons tout d'abord que, contrairement à GPSSS qui se programme trè s 
proprement en SI fULA pur, nous avons été oblig * s de modifier certaines 
procédures de SIMUFO pour pouvoir les utiliser dans la programmation rles sous-
programmes et des f onctions découlant de G SSS . r eus pensons ici surtout aux 
sous-programmes de traitement de listes qui ont dû tenir compte du fait qu'une 
station simple et une station multiple, par exemple, sont assimilées à des têtes 
de liste. Ceci posait quelques prohlèmes en ce qui concerne certains contrôles 
de validité. 
3.8.2. Les transactions. 
Les principales entités introduites par GPSSS sont des entité s passives. 
La seule entité active est la transaction et n'est ~ien d'autre qu'un processus 
légèrement étendu. Le terme transaction évoque cependant mi eux le concep t 
auquel nous avons affaire, à savoir le passage, pour une entité active (et 
mobile), d'une entité passive (et fixe) à une autre. 
ous avons déj~ indiqu~ que tous les ohjets SIMUFOR (des c las ses cré ~es pa r 
l'utilisateur) é taient considé r é s comme des processus. 1'.:n fait, tout objet 
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possède les attrihuts d'un processus, ~ien que ces attrihuts ne soient pas 
toujours tous exploités. 
Nous avons constat~ que, pour faire de chaque processus SIMUFOR une 
transaction potentielle, il nous suffisait d'ajouter,~ chaque objet, un dernier 
attri}'\ut-système (le septième, i.e. PTSTAT) qui ne sert qu' .1 rnf! moriser 1 'heure 
de passage de la transaction à certains endroits, de façon à pouvoir calculer 
des statistiques automatiquement. 
Avec ces sept attrihuts-syst~me stan<lards, chaque ohjet cr~~, <l'une classe 
<l~clar~e par l'utilisateur, est non seulement un processus potentiel mais aussi 
une transaction potentielle. Il ne faut rien oéclarer ni ajouter~ un processus 
que l conque pour lui faire jouer le rôle rle transaction. 
Par la suite, nous parlerons de transactions, pour garr!er 1 'esprit de 
GPSSS, tout en sachant bien qu'il s'agit de simples processus. 
3.8.3. Les stations simples (ou "facilities"). 
La station simple est le premier type d'entit~s passives in<luites de ~PS~ S. 
On peut comparer une station simple à un guichet quelconque ou à une caisse <l e 
supermarché. 
Son morlèle est le suivant: 
.. i,- .SerlJt.u I" 
-
our 
Elle est composf e d'une f i le <l'attente et d'un serveur uniq ~e. 
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Examinons le fonctionnement de cette entité. Lorsqu'une transaction 
demande à entrer dans la station, rleux cas peuvent se produire: 
1. le serveur est occupé, auquel cas la transac tian se met en file 
d'attente; 
2. le serveur est libre, 
devoir attendre. 
auquel cas la transaction est servie1 sans 
Lorsque le serveur a terminé de servir la transaction courante, il examine 
la file d'attente. Si celle-ci est vide, le serveur se "passive". Sinon, il 
prend en charge la transaction qui se trouve en tête de la file d 'attente. 
3.8.4. Les stations multiples (ou storages). 
La station multiple se distingue <le la station simple en ce sens que le 
serveur peut être considéré comme multiple et non plus unique. 
La station multiple se compare ~ un parking d'un certain nom bre de places, 
ou bien à un espace rle mémoire d'un certain nomhre <le cad res. ()n peu t 
considérer le serveur comme fractionné en un certain nombre d'unité s. Ce n.omhre 
est appelé la capacité du storage. Une transaction demande, pour être servie, 
un certain nombre d 'unités qu'elle libère à la sortie de la station. 'Par 
exemple, un programme de dix pages a besoin de dix cadres libres pour pouvoir 
être chargé en mémoire. 
La file d'attente devant le serveur reste unique. Le schéma de la station 
multiple est donc le même que celui de la station simple avec, cependant, le 
fractionnement du serveur en plus. 
Examinons le fonctionnement de cette entité. Lorsqu'une transaction 
demande à entrer dans l a stati.on, elle r é clame un certain nomhre rl'un.ités (D) 
1 Remarquons que, ici comme par la sui te, 
faire servir par un serveur correspond 
processus (i.e. de la transaction). 
le fait pour une . transaction de se 
à l a poursuite de l'exécution du 
pour être servie. Deux cas peuvent se pro<luire: 
1. le nom re d'unités libres du serveur ( L) est supérieur au nomhre 
d'unités deman<lées (D). Dans ce cas, le nombre <l'unités libres est 
décrémenté de D (Le. NL = NL - ) et la transaction est servie 
immédiatement; 
2. le nombre d'unités libres du serveur est strictement inférieur au 
nombre d'unités demandées. Dans ce cas, la transaction se place en 
file d'attente. 
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Lorsque le serveur a terminé de s'occuper d'une transaction, il parcourt la 
file d'attente pour prendre en charge un nombre maximum de nouvelles 
transactions, tout en restant dans les limites de sa capacité (en termes 
d'unités disponibles). 
3.8.5. Les groupes. 
Un groupe est une entité passive qui se ~istingue assez fortement des 
stations simples et multiples. 
On peut comparer un groupe à une henne <le t élé phérique qui ne se met en 
mouvement que lorsqu'un certain quota de personnes est atteint. 
Lorsqu'une transaction arrive dans un groupe ( ordre JOI. ) , son exécution 
s'arrête. Elle se met dans une liste des transactions bloquées dans le g roupe. 
Supposons que l'on ait affaire à un groupe de dix unités. C'est seulement la 
dixième transaction qui libère les neuf précédentes. Elle-même passera sans 
attente. Les neuf suivantes seront à nouveau bloquées, et ainsi de suite ••• 
3.8.6. Les régions. 
r 
Une région n'a aucun effet sur le déroulement des transactions qui y 
entrent et qui en sortent. Aucune file d'attente ne lui est donc associée. 
Cette entité a une utilitP- purement statistique. Elle permet ~e récolter des 
statistiques sur le temps de passage des transactions entre tel et tel poin t de 
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leur code. 
On peut la comparer, par exemple, à un morceau d'autoroute situé entre deux 
sorties consécutives. Cependant, l'autoroute ne doit pas être encombrée, pour 
respecter la non-influence de la région sur le passage des transactions-
voitures! 
3.8.7. Les histogrammes. 
Un histogramme reçoit, au cours de la simulation, un échantillon de 
valeurs. Il permet de visualiser la distribution de ces valeurs. L'affichage 
des histogrammes reste assez primitif (cfr. chap. 4). On pourrait envisager, 
par la suite~ de le rendre plus agr~ahle à l'oeil. 
3.8.8. Quelques éléments d'implémentation. 
Toutes les files d'attente dont il a été question ici seront, bien 
évidemment, implémentées sous la forme de doubles listes chaînées. Nous 
diposons déjà d'un ensemble de procédures de traitement adaptées à cette 
implémentation particulière de la notion de liste (qui a été choisie pour 
SIMUFOR). 
Le chainage des transactions dans les diverses files 'attente se fera à 
l'aide des deux attributs-système PRED et SUC. Il faut en tenir co pte pour 
veiller à respecter la règle génP-rale qui indique qu'un objet ne peut se trouver 
dans plus d'une liste à la fois (vue l'unicité <lu couple (pred, suc) pour un 
ohjet donné). 
Notons qu'il y a une file d'attente par station simple, station multiple, 
ou eroupe. Cette constatation nous a donné l'idée <l'utiliser les stations 
elles-mêmes, et leur couple de pointeurs (PRED, SUC), comme tête de liste des 
files d'attente. ne cette façon, on évite la création d'un tête <ie liste 
séparée par station. C'est la raison pour laquelle nous avons riû modifier 
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certaines procédures de traitement de listes. En effet, principalement lors <lu 
contôle de la validité de l'appel, la procédure INTO, par exemple, doit 
identifier sémantiquement les stations simples et multiples, ainsi que les 
groupes, à des têtes de liste. 
D'autre part, indiquons que les classes pr~définies numéro 5, 6, 7, R et 9 
correspondent respectivement aux storages, facilités, groupes, r é gions et 
histogrammes. 
3.8.9. La priorité des transactions et les files d'attente. 
Examinons un instant la eestion de la file d'attente <levant un serveur 
simple ou un serveur multiple (cas des facilités et des storages). 
La discipline d'att~nte n'est pas FIFO (i.e. premier arrivé , premier 
servi), comme c'est le cas habituellement. La valeur de l'attribut-sy&t~me <le 
priorité (PRIOR) est pris en compte lorsqu'il faut placer la transaction en file 
d'attente. Les transactions prioritaires sont celles dont la priorité est la 
plus forte. A priorité égale et positive, la discipline d'attente reste FIFO. 
A priorité égale mais négative, elle devient LIFO (dernier arrivé, premier 
servi). 
La priorité d'une transaction peut être modifié e par l'appel à la procédure 
• 
SETPR. Si l'on ne fait pas appel à cette procédure (et donc par défaut)~ chaque 
transaction est créée avec une priorité nulle. Ceci assure une poli tique 
d'attente FIFO, par défaut, pour un ensemble de simulations qui reste, avouons-
le, majoritaire. 
3.8.10. Les statistiques. 
La r ~gle gén~rale est de laisser l'initiative du calcul <les statistiques i 
l'utilisateur. En effet, chaque cas de simulation <leman de un type de 
statistiques particulier. Aucun outil vraiment général ne peut être proposé. 
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Cependant, <lans le cas des entités passives inciuites de r.P~SS, certaines 
statistiques générales peuvent être proposées. 
En ce qui concerne les groupes, nous ne calculerons aucune statistique. En 
effet celles-ci ne sauraient porter que sur 1' attente des transactions. nr, 
elles seraient, en tout ~tat <le cause, hiais~es. En effet, pour 110 groupe <le 







Il reste~ examiner les statistiques que nous ca l culerons pour les stations 
(simples et multiples) et les r~gions. 
Nous avons a priori mis de c8t~ les statistiques sophistiqutes. Les tests 
de stationnaritP. des phénomènes d'attente ainsi que le calcul n'intervalles <le 
confiance sur certaines variahles2 constituent certes <les renseignements tr<~s 
intéressants, mais leur obtention nécessite la mAmorisation <le très gros volumes 
de données sur <lisque. D'autre part, l'effort d'analyse et ne programmation 
(spécifique à ces problèmes statistiques complexes) pour arriver .l cie telles 
informations est appréciable. Nous n'en avons présentement pas 1 e tcnps. Une 
version ultérieure de SIHUFOR 
possi hi li tés. 
pourrait, P.Ventuellernent, incorporer ces 
Dans cette première version, nous nous sommes contentés <les informations · 
2Temps d'attente et ~e service, ainsi que longueurs <le files d'attente, par 
exemple. 
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"cumulatives". J'i ous croyons avoir réussi à récolter toutes les statistiques 
possibles, pour autant qu'elles ne nécessitent pas la mémorisation d'une masse 
importante d'informations. Prenons un exemple. La moyenne et la variance d'un 
échantillon peut se calculer, par des formules cumulatives, au fur et à mesure 
de l'arrivée des données. Trois variahles: 
le nombre de données déjà prises en compte; 
la moyenne partielle de ces données; 
- la moyenne partielle des carrés des données; 
suffisent, là où un fichier des données de l'échantillon aurait P.té nécessaire, 
sans l'utilisation des formules cumulatives. 
Pour le calcul <les statistiques sur la longueur des files d'attente, nous 
utiliserons la moyenne ergodique ( ou temporelle) [ 6] qui ramène les calculs à 
l'échelle du temps simulé. Ce type de moyenne nous paraît exprimer, avec le 
plus de pertinence, l'information que nous désirons reproduire. D'autre part, 
nous avons inventé un indice rrue nous avons appelé "écart-type ergocîique". 
Celui-ci est décrit dans la partie statistique <lu chapitre 4. Sa seule 
prétention est de donner une idée vague et intuitive de la <lispersion de 
, l'information autour de la moyenne ergo<lique. 
Pour le calcul des temps d'attente et de service, nous mémoriserons l'heure 
d'entrée dans la file d'attente, et l'heure <lu début rlu service n'une 
transaction, dans l'attribut-syst~me PîSTAT. 
En ce qui concerne les stations simples, les statistiques et informations 
suivantes seront observées et affichées. 
1. Des informations d'ordre général: 
le nomhre de transactions entrées dans la station; 
- le nombre de transactions entrées sans attente; 
- le pourcentage des transactions entrées sans attente; 
la <lurée du temps d'observation des statistiques; 
- la durée du temps d'utilisation de la station; 
- le taux d'utilisation de la station. 
2. Des statistiques sur le temps d'attente devant le serveur. Ces 
statistiques sont conditionnelles au fait qu'il y ait effectivement 
eu une attente (les passages sans attente ne sont pas pris en compte 
et ils ont donc un poids nul). Les informations affichées à ce sujet 
sont: 
le nombre d'observations recueillies; 
- la durée <le l'attente la plus courte; 
la durée de l'attente la plus longue; 
- la moyenne du temps d'attente devant le serveur; 
l'écart-type du temps d'attente. 
3. Des statistiques sur la longueur de la file <l'attente devant le 
serveur, durant toute la période d'observation: 
- la longueur de la file d'attente au <lébut oe la périorle 
d'observation des statistiques (i.e. à "l'initialisation"); 
- la longueur mim.imale de la file d'attente durant la période 
d' observa tian; · 
la longueur maximale de la file durant cette période; 
- la moyenne (ergodique) de la longueur de la file sur toute la 
durée de cette période; 
1' écart-type (ergodique) de la longueur de la file sur toute 
cette durée; 
, 
la longueur de la file d'attente au moment de l'impression 0es 
statistiques (i.e. en général, à la fin rle la simulation). 





le nombre d'observations 
statistiques; 
la durée du service le plus 
la durée du service le plus 




l'ecart-type du temps de service. 
pour calculer ces 
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Pour les stations multiples, les informations affichées sont les mêmes que 
pour les stations simples mais il faut leur ajouter ce qui suit. 
1. Des statistiques sur le nomhre "d'unités de serveur" demandées par 
une transaction, pour pouvoir être servie. A cet effet, on affiche: 
le nombre d'observations qui ont servi au calcul de ces 
statistiques; 
la demande la plus modeste; 
- la demande la plus importante; 
- lé nombre moyen d'unités dernan<lées; 
- l'écart-type du nombre d'unités demandées. 
2. Des statistiques sur le nombre "d'unités de serveur" occupées au 
cours de la durée du temps de saisie des informations. Comme pour la 
longueur des files d'attente, nous emploierons une moyenne ergodique 
qui tient bien compte de l'évolution dans le temps de l'occupation de 
la station (multiple). nous obtiendrons: 
- la capacité de la station (pour mémoire; c'est une rlonnée fixe); 
l'occupation de la station au début de la période de récolte <les 
statistiques; 
- l'occupation minimale de la station au cours de la période 
<l'observation des statistiques; 
- l'occupation maximale de la station durant cette m@rne ptriode; 
l'occupation moyenne (ergodique) de la station durant cette 
période; 
l'~cart-type (ergodique) du nombre d'unités occup~es de la 
station; 
- l'occupation de 
statistiques. 
la station lors de l'impression <les 
Enfin, en ce qui concerne les régions, on s'intéressera aux informations 
suivantes. 
1. Des statistiques sur le temps de passage de chacune des transactions 
à travers la région. 'Plus précisément, ce sont les informations 
suivantes: 
- la durée de la période d'observation des statistiques; 
- le nombre de transactions qui sont entrées dans la r~gion durant 
cette période; 
le nombre de transactions qui sont sorties de la région durant 
cette période; 
la durée du passage de la transaction la plus rapide; 
- la durée du passage de la transaction la plus lente; 
la è11rée moyenne du passage des transactions dans la région; 
l'écart-type du temps de passage des transactions. 
2. es statistiques sur le nomhre des transactions présentes dans la 
région tout au long de la période <l'observation. Ici, il s'agira, à 
nouveau, de calculer une moyenne ergodique. ous observerons: 
- le peuplement . de la région au début de l'ohservation des 
statistiques; 
- l'occupation minimale de la r~gion au cours de la p6 riode 
d'observation; 
l'occupation maximale de la région au cours de cette période; 
le peuplement moyen (ergodique) de la r é gion durant cette 
période; 
l'écart-type (ergodique) du contenu de la région durant cette 
période; 
- le peupleroent 
statistiques. 
de la r é gion lors de l'impression des 
11.5 
Jous nous permettrons encore une remarque importante a propos des 
statistiques. Pour une station simple ou multiple ou pour une région, la 
période d'observation des statistiques débute lJ ·1a création de l'entité. 
L'impression des résultats des observations ne signifie pas l'initialisation 
d'une nouvelle période d'observation. Cependant, on peut forcer, à un 
quelconque moment de la simulation, l'initialisation partielle ou 0 lohale rles 
observations statistiques. Cette possihilité est particulièrement avantageuse 
pour supprimer la partie non stationnaire (le démarrage <le la simulation) d'un 
p énomène d'attente. 
3.8.11. Les insuffisances et les précautions à prendre. 
Deux éléments importants de GPSSS n'ont pas é t é implP.menté s à ce stade du 
d~veloppement de SIMUF OR . 
1) D'abord, il n'existe pas rle possi ilité de pré emption sur une station 
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simple ou une station multiple. Une transaction qui arrive ne peut donc pas 
replacer en file d'attente la transaction courante, pour se saisir du serveur. 
2) Ensuite, la procédure WAIT-UNTIL n'est, elle non plus, pas encore 
implémentée. Cette procédure permet à une transaction d'arrêter son exé cution 
jusqu'à ce qu'une condition donnée soit remplie. Elle est assez difficile à 
réaliser. En effet, il est difficile à un programme de déterITliner quanc-1 la 
condition à remplir sera réalisée. 
Notons enfin un point très important auquel l'utilisateur <loi t prendre 
garde. Le temps de passage intermédiaire d'une transaction à un endroit d'une 
station (simple ou multiple) ou d'une région est mémorisé dans un seul attribut-
système (PTSTAT). Des statistiques se calculent par différence entre le temps 
simulé courant et le temps de passage rnémoris~. On comprend , dè s lors, 
l'incohérence de ces statistiques, qui nécoulerait du recouvrement du passage 
d'une transaction dans plusieurs stations ou r6. gions. Un temps de passage 
mémorisé serait écrasé par une nouvelle valeur, avant mêMe <l 'avoir pu être 
exploit é . 
è s lors, supposons qu'une transaction soit entrée dans une station simple , 
par un ordre ENTFAC. Avant d'entrer dans une autre station simple, une station 
multiple, ou une région, cette .transaction doit exé cuter l'ordre LEAFAC pour 
sortir de la station où elle se trouve. Et il en est <le même des stations 
multiples et des régions. 
Donc, PAS DE RECOUVRErŒ TS en ce qui concerne l'usage des stations (simples 
ou multiples) et des régions. 

FACULTÉS UNIVERSITAIRES NOTRE-DAME DE LA PAIX 
NAMUR 
Institut d'Informatique 
ANNÉE ACADÉMIQUE 1980-1981 
UN SYSTÈME D'AIDE 







en vue de l'obtention du grade de 
Licencié et Maître 
en Informatique 
PREMIERE PARTIE. 
- -- ------~~- - ---
INTRODUCTION ET REMERCIEMENTS. 





1. 2. 3 •. Ho<lèles 
1.3. RELATION SYSTEME MODELE 
TABLE DES MATIERES. 
1.J.1. L'observation directe. 
1.3.2. L'analyse math~matique. 
· 1.3.3. La simulation. 
1.4. TYPES DE SIMULATIONS. 
1.5. AVANTAGES ET INCONVENIENTS OE LA SUiULATION. 
1.5.1. Avantages. 
1.5.2. Inconvénients. 
1.6. ETAPES D'PUE snmLATION. 
1.6.1. Premier schima. 
1.6.2. Deuxième schéma. 
2. ET,EMENTS DE LA SIMULATION DIGITALE A EVENEMFN1'S DISCRETS. 
2.1. INTRODUCTION. 
2.2. RF.PRESENTATION nu Cnt-1PO'RTF.HENT D'UN SYSTEME. 
2.2.1. Notes préliminaires. 
2.2.2. Méthode de l'événement suivant. 
2. '3. CONSTRUCTION D' ur-..rr S H!ULATIOU A EVENEMENTS DISCRETS. 
2.4. MOrELE D'UNE FILE D'ATTENTE A UN SF.RVF.UR. 
2.4.1. "Cédulation des événements". 
2.4.2. "nalayaP,e <les activités". 
2.4.3. Comparaison <les deux premières approches (par. 2.4.l et 2) 
2.4.4. "Interaction des processus". 
2.4.5. Comparaison entre les trois approches (par. 2.4.l-2 et 4) 
2.5. SIMULATION DE L'ALEATOIRE. 
2.6. CONTROLE DR LA SIMULATION. 
2.6.1. D~finition et r61e d'un programme de contr61e. 
2.6.2. Fonctionnement des programmes de contrôle. 
2.6.1. Ech~ancier. 
2. 7. AUXILIAIRES DE LA SIMULATION. 
2.7.1. Les langages <l'assemblage. 
2.7.2. Les langages généraux. 
2.7.3. Les langages de simulation. 
2. ~. GPSS-SU!UT...A. 













































3 • UN SYSTEt-Œ DE SIMULATION A EVENEMF.NTS nISCRETS EN FORTRAN. 
3.1. L'ENJEU DE L'IMPLEMENTATIOU. 
3.1.1. Le cadre et l'étendue de notre travail. 
3.1.2. Le FORTRAN et se~ limites. 
3.1.3. Notre mod~le: SIMULA. 
3.1.4. L'ohjet <le ce chapitre. 
3.1.5. L'extension de SINUT...A aux réseaux de files d'attente: le 
système GPSSS. 
3.1.6. Présupposés à la lecture de ce chapitre. 
3.2. DECLARATION, PORTEE ET ACCESSIBILITE DES VARIAûLES. 
3.2.1. Déclaration et portée des variables en FORTRAN. 
3.2.2. Les pointeurs et la notation qualificative par point de SIMULA. 
3.2.3. L'implémentation de la notion de pointeur en SI?füFOR. 
3.3. ALLOCATION ET DESALLOCATION DE MEMOIRE AUX ODJETS DE LA snmLATION. 
3.3.1. Espace d'adressage du programmeur. 
3.3.2. 0~ implanter les objets de la simulation? 
-
3.3.3. Implantation des ohjets de la simulation. 
3.4. CLASSES ET OBJETS. 
3.4.1. Objets simples et processus. 
3.4.2. La notion de classe en SIMUFOR. 
3.4.3. Rep~rage <les objets et adressa8e de leurs attributs. 
3.5. TRAITEMENT DE LISTES. 
3.5.1. La notion de double liste chainée. 
3.5.2. La classe NONE. 
3.5.3. La classe HEAD. 
-1.5.4. Restriction A l'usage des listes en SINUFOR. 
3.6. PROCESSUS ET "CO-ROUTINES". 
3.6.1. La composante "programme" d'un processus. 
3.n.2. "Routines" et "cc-routines". 
3.6.3. L'écriture d'un processus en SIMUFOR. 
3.7. LE~ EVENEMENTS ET L'ECHEANCIER. 
3.7.1. Introduction. 
3.7.2. Le temps simulé. 
3.7.3. L'exécution séquentielle et la notion de quasi-parallélisme. 
3.7.4. La discrétisation du temps de la simulation. 
3.7.5. L'interaction entre les processus. 
3.7.6. Définition et matérialisation de la notion d'événement. 
3.7.7. La classe "notice d'événement". 
3.7.8. Simulation ponctuelle, phase par phase. 
3.7.9. La notion d'échiancier. 
3.7.10. L'organisation de l'échéancier. 
3.7.11. L'usage des événements et les différents status possihles d'un 
processus. 
3.7.12. La classe r~INT. 
3.7.13. La priorité des processus. 
3.8. L'EXTENSIOM AU SYSTEHE GPSSS. 
3 .~ .1. · Introduction. 
3.B.2. Les transactions. 
3.R.3. Les stations simples (ou "facilities") 
3.R.4. Les stations multiples (ou storages). 
3.8.S. Les groupes. 
3.R.6. Les régions. 
3.8.7. Les histogrammes. 
3.8.8. Quelques éléments d'implémentation. 
3.R.9. La priorité des transactions et les files d'attente. 
3.8.10. Les statistiques. 




























































4. DESCRIPTION DES FONCTIONS ET DES SOUS-PROGRAMMES. 
4.1. SOUS-PROGRAMMES ET FONCTIONS n'ORDRE GENERAL. 
4.1.1. Sous-programme INIT. 
4.1.2. Fonction entière CLASS (loc, taille). 
4~1.3. Fonction entière NEW (klass). 
4.1.4. Sous-programme système RETURN (obj). 
4. 1. 5. Sous-programme KILL ( obj). 
4.1.6. Sous-programme système T.IF.N 
4. l. 7. Sous-programme TEtfPS (vartps). 
4.1.R. Sous-programme SET~R (ohj, val). 
4.1.9. Fonction logique IOLE (proc). 
4.1.10. Fonction réelle EVTIME (proc). 
4.2. GESTION DES PROCESSUS. 
4.2.l. Sous-programme système RESUME. 
4.2.2. Sous-programme ACTIV (ohj, code, dt). 
4.2.3. Sous-programme RF.ACT (ohj, code, <lt). 
4.2.4. Sous-programme PACTIV (ohj, code, dt). 
4.2.5. Sous-programme PREACT(obj, code, <lt). 
4.2.6·. · Sous-programme HOLD (dt). 
4.2.7. Sous-programme PASSIV. 
4.2.R. Sous-programme CANCEL (ohj). 
4.2.9. Sous-programme WAIT (q). 
4.2.10. Sous-programme ENDPRO. 
4.3. TRAITEMENT DE LISTES. 
4.3.1. Sous-programme système SOUT (j). 
4.3.2. Sous-programme système SPRECE (j, k). 
4.3.3. Sous-programme système SFOLOW (j, i). 
4.3.4. Sous-programme OUT (i). 
4.3.5. Sous-programme PRF.CED (j, k). 
4.3.6. Sous-programme FOLLOW (j, i). 
4.3.7. Sous-programme INTO (i, 1). 
4.3.8. Fonction logique EMPTY (1). 
4.3.9. Fonction entière FIRST (1). 
4.3.10. Fonction entiire LAST (1). 
4.3.11. Fonction enti~re SUC (i). 
4.3.12. Fonction entière PRED (i). 
4.3.13. Fonction entière CARDI (1). 
4.4. STORAGES. 
4.4.1. Sous-programme syst~me V~RIST (storag). 
4.4.2. Sous-programme système PRINTO (i, 1). 
4.4.3. Fonction entiire NEWST (nomst, capac). 
4.4.4. Sous-programme E"!'tfST (sto, requi). 
4.4.5. Sous-programme LEAST (sto, rlease). 
4.5. FACILITES. 
4.5.1. Fonction entière NEWFAC (nomfac). 
4.5.2. Sous-programme ENTFAC {fac). 
4. 5. 3. Sous-programme T.EAFAC (fac). 
4.6. GROUPES. 
4.6.1. Fonction erytiire NEWGR {capac). 
4.6.2. Sous-programme JOIN (gr). 
4.7. REGIONS. 
4.7.l. Fonction entiire NEWREG (nomreg). 
4.7.2. Sous-programme ENTREG (reg). 

























































4.8.1. Fonction entière NEWHIS (nomhis, nbint, borinf, taille). 
4.8.2. Sous-programme ADDHIS (hist, val). 
4.~.3. Sous-programme 1'RTHIS- (hist). 
4. 8. 4. _ Sous-programme HI~~~!'_: ___ _ 
4. 9. NmrnRES ALEATOIRES. 
4.9.l. Fonction réelle RAND (u). 
4.9.2. Fonction boolienne DRAW (a,u). 
4~Ç.3. Fonction r~elle UNIF (a,h,u). 
4 ·• 9. 4. Fonction entière RANDIN (a, b, u). 
4.q.s. Fonction r,elle NEGEXP (a,u). 
4.9.6. Fonction réelle NORMAL (a,b,u). 
4.9.7. Fonction réelle POISSN (a,u). 
4.Ç.8. Fonction réelle GAMMA (k,a,u). 
4.9.9. Fonction entière HYPGEO (npop,nech,p,u). 
4.9.10. Fonction entière BINOM (n,p,u). 
4.10. DERUGGING, TRACAGE F.T ERREURS. 
4.10.1. Sous-programme système ~,"F.RROR (n). 
4.10.2. Sous-programme système EERROR (n). 
4.10.3. Sous-programme TRACE. 
4.10.4. Sous-programme SUIVRE. 
4.10.S. Sous-programme nt™PS. 
4.11. STATISTJ0UES. 
-· - ,~-~-11. 1. Sous-programme ADDFL T ( rnoy, var, compt, min, max, neuf). 
4.11.2. Sous-prograf!lme ADDCAP (cpmoy, cpvar, tptot, cpmin, cpmax, 
cpneuf, tpneuf). 
4.11.3. Sous-programme ADDINT (moy, var, compt, min, rnax, neuf). 
4.11.4. Sous-programme STOREP. 
4.11.5. Sous-programme FACREP. 
4.11.6. Sous-programme REG~EP. 
4.11.7. Sous-programme INISTO (sto). 
4.11.R. Sous-programme INIFAC (fac). 
4.11.9. Sous-programme INIREG (reg). 
4.11.10. Sous-programme GENTNI. 
4.11.Jl. Sous-prosrarnme GENREP. 
4 .12. SOUS-P~OGP.AVilffiS ET FONCTIONS ASSE!ŒLEUR. 
4.12.1. Sous-programme assembleur syst~me SISAVE . (var). 
4.12.2. Sous-programme assembleur systame Jffi·WTO (var). 
4.12.3. Sous-programme assembleur syst~rne NET. 
4.12.4. Fonction assembleur LOCF (var). 
s. concLnsrrrns. 
-5.1. f.TAPES DU TRAVAIL. 
5.1.1. Les deux versions de SJMUFOR. 
5.1.2. Diff~rences entre les <leux versions. 
5. 2. J\V A NT AGES ET U TCONVENIE~ns DE s nmFon. 
5.2.1. Avantaees. 
5.2.2. Inconvénients. 
5.3. LISTE TIFS POINTS nrLICATS nE SIMUFOR. 
5.4. T'ROLONGE~ŒNTS DF SD:UFOR. 
6. BIBLIOGRAPHIE. ' 
. ANNEXES. 








































































TABLE DES FIGURES. 
Classification des techniques scientifiques [l]. 
Processus mentaux d'une analyse <le système [10] 
Processus mentaux d'une analyse de système [14] 
Evénement, processus, activitP. [7J. 
File d'attente :"cédulation des événements" [7]. 
File d'attente :"halayage <les activités" [7]. 
File d'attente: "interaction des proc." GPSS [7]. 
File d'attente: "interaction des proc." SIMULA [7]. 
Noyau de synchronisation [7]. 
Comparaison des langages de programmation. 
Langages de simulation connus en 1973 [7]. 
Blocs de GPSS [7] 
ALGOL - snruLA CCJ) 
La méthode des tableaux fictifs. 
Adrè,ssage des attributs des objets. 
L'échéancier de SIMUFOR. 
L'initialisation de l'échéancier. 
Chaînage des entités GPSSS. 
Structure d'une liste de SIMUFOR. 
L'insertion d'un objet dans une liste. 
Evolution d'une information temporelle. 





























.])1:.-.s FONC Tl ONS-
e- r .lJE s 0 0 US - PR ô GA f1 /VIE S 
117 
4. DESCRIPTION DES FONCTIONS ET DES SOUS-PROGRAMMES. 
Dans ce c apitre, nous présentons une description aussi compl è te que 
possible de toutes les fonctions et de tous les sous-programmes qui constituent 
le code <le SIHUFOR. Ceux-ci sont placés dans un ordre que nous pensons être 
logique et qui, par conséquent, ne nous paraît pas devoir être explicité 
davantage. 
~our toutes les fonctions et tous les sous-programmes, nous donnons 
lorsqu'il y a lieu: 
1. la liste des argu ents d'appel, 
2. la description fonctionnelle, 
3. la position dans la chaîne des appels, 
4. et enfin, la <lescription détaillée . 
L'ensemble de ce chapitre est certainement <le lecture assez p~ni le vu le 
nombre élevé de sous-programmes et fonctions présent~s: nous avons, en effet, 
tenté de créer non seulement les outils nécessaires à une simulation mais aussi 
ceux qui nous ont paru susceptibles de simplifier l'usage de SI:îUFOR. 
Le Lecteur qui souhaite se limiter à la seule utilisation de SIMUFOR et ne 
désire pas le comprendre dans ses détails ou l'approfondir davantage, peut se 
borner à ne lire qùe les deux premiers des points ci t é s ci-dessus: arguments 
d'appel et description fonctionnelle. 
De son côté, le Lecteur qui voudrait faire une é tude approfondie du présent 
chapitre gagnerait, selon nous, à examiner simultan~ment les pages qui suivent 
et le "listing" donné en Annexe. 
Enfin, il va de soi qu'il est boP de se reporter, tout au lonr, ne l'étude 
de ce chapitre, aux paragraphes correspondants de la table des matières qui, 
mieux que nous pourrions le faire en phrases, donnent la succession des sous-
llP 
programmes et fonctions présentés ainsi que la façon dont ils sont groupés 
(sous-programmes et fonctions d'ordre général, gestion des processus, traitement 
de listes, ••• ). Nous ne reproduisons donc pas toute cette énumération ici. 
4.1. SOUS-PROGRAMMES ET FONCTIONS D'ORDRE GENERAL. 
4.1.1. Sous-programme INIT. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
Ce sous-programme réalise l'ensemble des initialisations nécessaires à 
un· bon fonctionnement du système SIMUFOR. L'appel "call I 1 IT" doit 
constituer la première instruction FORTRA exécutahle du programme 
principal de la simulation. 
3) Position dans la chaîne des appels: 
1. ITIT appelle les sous-programmes I ~To et LIE .T, la fonction assemhleur 
LOCF, ainsi que la fonction r EW. 
2. Il doit être appelé par le programme principal. 
4) escription détaillée: 
- Plaçons-nous dans l'hypothèse où l'implantation 
simulation se fait dans un grand commun hlanc. 
place en mémoire pour ce comMun, par l'ordre CŒi MO 
des ohjets de la 
Nous r é servons la 
ZAD ( 50000). 
- Ceci nous <lonne une zone libre contiguë de 50000 (NAVAIL) mots-mémoire 
disponibles pour implanter les objets. Remarquons que l'on peut 
augmenter la dimension du commun lanc, pour autant que la taille <lu 
programme relié ne dépasse pas la taille de l'espace d'adressaee 
disponible. 
LOCF (ZAD) nous fournit l'adresse du premier élÂment du commun blanc; 
tandis que LOCF (CLASS) nous fournit l'adresse <l'implantation du 
premier tableau fictif du commun SYSVAR. 
- Rappelons que tous les objets sont repérés, par la méthode <les 
tableaux fictifs, à partir du commun SYSVAR. A ce point <le la 
simulation, OBJLIB représente l'indice permettant d'atteinare le 
premier objet cree . Tout au long de la si ulation, OBJT., IB 
représentera toujours l'indice d'accès au prochain ohjet créé. MA~OUJ 
représente l'indice d'un objet lypothPtique d'un seul attrihut, 
implanté à 1' extrémité du commun blanc. Cette notion permet de 
comparer les valeurs respectives de OBJLIB et de MAXOBJ pour constater 
directement la taille de la zone libre restant, à un moment <lonné, 
dans le commun lanc. OBJLIB et MAYO BJ représentent si plement un 
déplacement par rapport à LOCF(CL SS) plutôt qu'un déplacement par 
rapport à "zéro" (c'est-à-dire une adresse "absolue") ou par rapport à 
LOCF(ZAD) (c'est-à-dire le nuôéro d'un élPment du tahleau ZAD). 
- Les attributs des vingt classes e SU!UFOR se trouvent dans trois 
vecteurs à vingt posi tians: les vecteurs SIZE, OLD et LSC(). Pour 
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t+i ~ 20, le quadruplet (i, SIZE(i), OLn(i), LSCO(i)) représente le 
descripteur d'une classe SH1UFOR. Les vingt descripteurs de classes 
sont initialisés dans ce sous-programme INIT. 
* Pour 1 ~ i ~ 20, OLD(i) = NONE indique que la liste des ohjets 
détruits de chacune des vingt classes est vide (on n'a, en effet, 
encore créé aucun objet). 
* Pour 1, i, 20, SIZE(i) = 7 indique que chaque ohjet de cha~ue 
classe possédera sept attributs par défaut. La composante SIZE 
d'un descripteur de classe est automatiquement mooifiée par 
l'appel à la fonction CLASS. 
* Pour l , i ~ 20, LSCO(i) = 0 est une initialisation sans autre 
intérêt que celui d'éviter des variahles non initialisées. Le 
"O" n'est pas significatif. 
- L'objet NONE est le premier objet créé de la simulation. 
- On déclare HEAD, NOTICE, MAINT, STORAG, FACILY, GROUPE, REGION et 
HISTO comme étant la représentation symbolique <les classes num0.ro 2, 
3, 4, 5, 6, 7, 8 et 9, respectivement. 
- Si les objets des classes HEAD, NOTICE, MAINT, GROUPE et REGION ne 
possèdent que sept attributs, il n'en est pas de même· pour les classes 
FACILY, STORAG et HISTO dont il faut ajuster la corr1posante SIZE du 
descripteur. 
- Les stations simples (facilit6s) sont li6es entre elles dans une 
simple liste chaînée (voir fig. 4-1). 
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Figure 4-1: Chaînage <les entités GPSSS. 
- C'est <le là que vient la nécessité, avant la création de la première 
station simple, d'initialiser LASTFC à N0 1E. Il en est de même pour 
les stations multiples , les groupes, les régions et les histogrammes. 
Ces chaînages permettent 1' édition des statistiou~s c1e façon 
générique, par un seul appel à GENREP. 
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- Le temps simulé est initialisé à la valeur nulle '(réelle) 0.0 • 
L'échéancier est créé, comme une simple liste, par l'appel à i\TEW 
(HEAD). La tête de liste de 1' échéancier sera liée à un ensemhle de 
notices d'événements. Lors d'un parcours de l'échéancier, sur le 
critère de l'heure des evenernents, il serait commode <le pouvoir 
identifier la tête <le liste comme un repère. C'est pourquoi nous 
initialiserons le pseudo-attribut EVTHiE de la tête de liste de 
l'échéancier à la valeur -1.0. Cette heure ne peut être significative 
d'aucun événement. En effet, le teTTtps simulé est initialisé Fi. 0.0 et 
ne peut pas être décrémenté. En cons~quence, il s'agit 1~ d'un 
excellent point de repère. 
- L'exécution de I HT se poursuit par la création d'un objet <le la 
classe MAINT, pour faire du programme principal, un processus 
principal. Cet objet est repéré par le pointeur ACTUEL. En effet, au 
moment de 1 'exécution de INIT, le processus courant est bien le 
processus principal. Un notice d'év~nement est également créée avec 
une heure égale à 0.0 Par une initialisation réciproque <les 
pointeurs PT, elle est reliée au processus principal. Ensuite, elle 
est ins~r&e dans l'échéancier. Elle représente rl'ailleurs, i ce 
moment, la seule notice <l'événement présente dans l'échéancier. 
- La variable globale MAIN (du commun SYSVAR) pointera, durant toute la 
simulation, vers l'objet-processus principal. Ceci permet <le 
programmer un ordre PASS IV dans le programme priricipal, puisqu'on 
garde un moyen de l'atteindre (pour l'activer) grâce à ce pointeur 
MAH!. 
- L'initialisation des variables globales (du commu n SYSVAR) AFTER , 
BEFORE, DELAY et AT permet l'emploi de noms symholiques dans 1' appel 
des sous-programmes de cédulation des processus. L'effet recherché 
est de rendre les programmes de simulation plus parlants. 
- L'initialisation de ITRACE à O signifie que par défaut, on ne trace 
pas l'exécution du programme. 
- Par défaut, la lecture d'information se fait toujours au terminal. 
L'appel au sous-programme LIE. a pour but de demander à l'utilisateur 
où il désire imprimer les résultats de sa simulation (sur son 
terminal, à l'imprimante rapide ou bien sur disque, dans un fichier). 
4.1.2. Fonction entière CLASS (loc, taille). 
1) Arguments: 
1. loc: contient l'adresse du d~but 
d'objets que l'on désire déclarer. 
d'entrée d'un sous-programme. On 
fonction LOCF. 
du code associé à la c ~asse 
Il s'agit de l'aèresse du point 
peut 1' obtenir à 1' aide <le l a 
2. taille: contient le nombre d'attributs des objets de la classe. Le 
programmeur doit calculer cette taille de la façcon suivante: taille 
= 7 + N. Tout objet STHJFOR possède en effet 7 attributs-système 
auxquels le programmeur ajoutera le nombre d'attributs _( 1 ), propre à 
la classe, qu'il juge nécessaire. 
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2) escription fonctionnelle: 
Cette fonction est r~serv~e à l'utilisateur. Il rloit l'appeler chaque 
fois qu'il désire créer une nouvelle classe <l'ohjets de simulation. 
- Cette fonction renvoie A l'utilisateur le num~ro (cl) attribué par le 
système À · la classe qu'il vient de créer. Ce numéro permettra <le 
créer, simplement, des objets de cette classe par l'appel "objet= NEW 
(cl)", où "objet" reprGsente un pointeur vers le nouvel objet créé. 
3) Position dans la chaîne des appels: 
1. ClASS appelle, dans certains cas, le sous-programme F.ER OR. 
2. Elle peut être appelée par le programme principal et les sous-
programmes de l'utilisateur. 
4) Description détaillée: 
Par comparaison de FREECL et de FAXCL , on détermine s'il reste un 
descripteur de classe libre. Si ce n'est pas le cas, une erreur 
d'exécution est generee. Elle provoque l'impression d'un message 
d'erreur (numéro 101) et arrête la simulation. 
- Si le no-mhre d'attrihuts (c'est-à - dir e la taille) demandé pour les 
objets de la classe est inférieur 2 sept, une erreur d ' ex'.cution 
(affichage du message numé ro 102 et arrêt la simulation) est P-galernent 
générée. En effet, la fonction }Et,] initialise par défaut les sept 
premiers attributs de chaque objet cre e . Dès lors, si un objet 
possèdait moins de sept attrihuts, ries initialisations seraient 
opérées à l'extérieur de l'espace de mémoire qui lui est réservé. 
Ceci rendrait, P-videmment, la simulation incohérente. 
- On donne à la classe créée le numéro du premier descripteur <le classe 
libre (c'est-à-di re FREECL). 
- On remplit ce descripteur avec les arguments de l'appel à la fonction 
GLASS: 
* la taille des objets de la classe est détermin0.e par l'argument 
TAILLE; 
* le pointeur vers la liste des objets d~truits de la classe pointe 
vers l'objet M01Œ, indiquant qu'aucun ohjet <le cette classe n'a 
encore été détruit ( en effet, aucun oh jet de cette classe n'a 
encore été crté) ; 
* l'adresse du début du code associé à un objet-processus ne cette 
nouvelle classe est donnée par l'argument LOC ~e J'appel à CT~ASS . 
Cependant, le démarrage de la preMière phase active <l'un 
processus ne s'effectue pas par un simple hranchement à l'adresse 
de début. On placera plutôt cette adresse au sommet du "stac1< 
g lobal" (cfr. description des procédures ASSEMilLFUR ) pour 
effectuer le branchement, classiquement chez DEC , par 
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l'instruction assemhleur " PUSHJ 17 ,O". Dès lors, l'adresse <iu 
a,hut du code associ~ sera sauv~e <lans le descripteur de classe 
sous la forme propre aux adresses sauvées dans la pile glohale 
(chez DEC). 
Enfin, le nunéro du premier descripteur de classe libre est incrémenté 
d'une unité. 
4.1.3. Fonction enti~re NEW (klass). 
1) Argument: 
klass: contient le numéro de la classe dont on désire cré er un nouveau 
repr-ésentant (un nouvel objet). 
2) Description fonctionnelle: 
- Cette fonction crée un nouvel objet de la classe dont le nut!).éro est 
donné en argument. 
Elle alloue la place nécessaire à l'implantation de cet objet. Elle 
initialise l'ensemble des sept attrihuts-système standards de l'objet. 
Les attributs propres à cette classe particulière devront être 
initialis6s par les soins de l'utilisateur, apr~s l'appel à NBJ. 
Enfin, elle renvoie ·2. 1 'utilisateur l'indice perme ttant <l' atteincire le 
nouvel objet cr~é. 
3) Position dans la chaîne <les appels: 
1. NF:W appelle, dans certains cas, le sous-programme é:ERROR . 
2. Elle peut être appel~e par le programme principal, les sous-
programmes de l'utilisateur ainsi que par les sous-programmes ACTIV, 
REACT, PACTIV, PREACT et INIT. 
4) Description détaillée : 
S'il existe un objet détruit de la classe concernée, la liste OLD 
(objets détruits de cette classe) n'est pas vide. On retire le 
premier objet de cette liste. C'est à la place qu'il occupe que l'on 
implantera alors le "nouvel" objet créé. 
- Si la liste OLO est vide, le nouvel objet sera implant~ a la suite de 
tous les autres objets déjà créés par la simulation, dans la zone 
"d'adressage dynamique", pour autant qu'il y reste suffisamment de 
place libre. 










la tai 1 le de 
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* Si ce n'est pas le cas, une erreur d'exécution est générée. Il se 
produit donc l'affichage du message d'erreur numé ro 1'03 et la 
simulation est arrêtée. 
- Enfin, les attributs-système sont initialisés aux valeurs prévues. 
Rappelons que tout objet créé est considéré comme un processus. 
* Le num~ro de classe (CLASS) correspond~ la valeur de l'argument 
d'appel. 
* Les pointeurs PRED et SUC sont initialis~s A NOrE , indiquant que 
l'objet, à sa cr~ation, n'est cha1né dans aucune liste. 
Exception: si 1' objet est une tête de liste (objet de la classe 
HEAD, numéro 2), les pointeurs PRE_î) et S1TC sont initialisés de 
mani~re a pointer chacun vers la tête de liste elle-même. Cette 
convention a été précisée au chap. 1. 
* Le pointeur PT est initialisé à NONE; ceci indique qu'aucun 
événement n'est cédulé, à sa cr~ation, pour le nouveau processus. 
* L'attribut tSC prend comr.ie valeur 1' adresse "format~e" du début 
d u code associé au nouveau processus. Cette adresse est 
disponible dans le descripteur de la classe consid~r~e. 
* La priorité 
transaction) 
défaut). 
~u nouveau processus 
est initialisée à la 




* L'attribut-syst~me PTSTAT n'a pas i être initialisf pour la 
cohérence de la simulation. Cependant, nous lui donnerons la 
valeur O .O dans le · seul but de ne pas avoir de variables non 
i ni tiali sées. 
4. 1.4. _Sous-programme système RETURN (obj). 
1) Argument: 
obj: contient l'indice d'un objet à détruire. 
2) Description fonctionnnelle: 
Ce sous-programme dé truit l'objet <lésigné par "obj". La destruction 
d'un objet de la simulation se résume à deux opérations importantes: 
1. D'une part, la place que l'objet occupait en mP.moire est 
lihérée. Ceci permet sa r~utilisation ~ventuelle dans la suite 
de la simulation. 
2. D'autre part, tous les liens qui existaient entre cet oh jet et 
le reste des données de la simulation, sont brisés. Cette 
précaution s'impose afin d'éviter de confondre cet objet ( qui 
n'existe virtuellement plus), avec un autre, implanté, par la 
suite, à la place du premier. 
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- Ce sous-programme constitue la charpente maîtresse de notre 
"collecteur de miettes" dont nous connaissons bien l'importance. tes 
procédures de gestion des processus l'utilisent pour détruire des 
notices d'événements devenues inutiles. Quant à l 'utilisatenr, il 
doit faire appel à ET PRO pour dési gner la fin d'un processus. C'est 
ENDPRO qui se charge d'appeler RET R · pour détruire le processus. Si 
l'utilisateur n'oublie pas de se servir d ' EIDPRO, la r é cupé ration de 
place-mémoire s'effectuera, en très grande partie , automatiqueme t. 
Il ne lui restera éventuellement plus qu' à dé truire des têtes de 
liste, des entités GPSSS , ou hien certains objets non utilisés en tant 
que processus et qui seraient devenus inutiles. Pour ce faire, il 
dispose du sous-programme KILL qui veille, lors de chaque destruction , 
à maintenir (dans la mesure du possible) la cohé rence de la 
simulation. 
3) Position dans la cha1ne des appels: 
1. RETURN appelle les sous-prog rammes Ef.RROR et SOUT. 
2. Il peut être appelé par les sous-prograMmes REACT , l?REl\CT, PASS IV, 
CANCEL, WAIT, END RO , ENTST , E ,1TFAC, XILL et JOI .! . 
4) Description détaillée : 
- Une tentative de destruction de l'objet roœ se solde par l'affichage 
d'un message <l 'erreur (numéro 104) et par l'arrêt èe la simulation. 
- Si l'ob jet à dé truire est menbre d'une liste, il en est au préalahle 
retiré. 
- Ensui te, 1' objet va rejoindre la liste des objets détruits de la 
classe dont il fait partie. Ceci rend la place qu'il occupait en 
mémoire, disponible pour l'implantation ultérieure d'un nouvel objet 
de la même classe que lui. 
Enfin, le pointeur passé comme paramè tre actuel à RETU J est 
réinitialisé, afin de pointer vers l'objet .m i,Œ . Ceci permet de 
couper un lien qui existait entre l'objet dé truit et les autres 
données de la simulation. Remarquons que seul le pointeur désigné par 
"obj" est r é-initialisé . S 'il y en a d'autres pointant vers cet 
objet, ils ne sont pas réinitialisés. Ceci signifie que notre 
"coilecteur de miettes" ne satisfait pas à l'entièreté des 
spécifications fonctionnelles demandées à un "garba ge collecter". te 
respect de 1' isoleme nt total d'un objet détruit ne peut pas être 
obtenu avec les outils dont nous disposons. Seules quelques 
précautions supplémentaires pourront être prises dans le sous-
programme KILL. Au prog rammeur à être conséquent et à se montrer 
prudent en ce qui concerne la <lestructio des ohjets. 
) 
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4.1.5. Sous-programme KILL (obj). 
1) Argument: 
obj: contient l'indice d'un objet à d~ truire. 
2) Description fonctionnelle: 
- KILL assure la destruction <le l'objet d6signé par "ohj". Il constitue 
une extension du sous-programme système REîURr , à l'intention de 
l'utilisateur. Certaines précautions complémentaires sont prises pour 
assurer la cohérence de la simulation, ,fans la mesure du possihle, 
mais dans la limite de ce qui a ~t~ rlit ~ la fin de la description 
détaillée de RETURN. Un collecteur de miettes tel que le nôtre ne 
pourra jamais atteindre la rigueur et 1' efficacité d 'un collecteur 
automatique. La réalisation de ce dernier demanderait, tout comme la 
recherche d'une meilleure organisation de l'~ch~ancier, une vaste 
étude spécifique. 
- Rappelons que, pour détruire un processus; l'utilisateur doit employer 
le sous-programme ENP.PilO . L'utilisation <le T<ILL pour détruire un 
objet-processus pourrait, dans certains cas, provoquer une incohérence 
de la simulation. 
3) Position dans la chaîne des appels: 
1. KILL appelle les sous-programmes RETT.JRN , l:F.~ROR et WEBROR . 
2. Il peut être appelé par le programme principal ainsi que les sous-
programmes de l'utilisateur. 
4) Description d~taill~e: 
- Une tentative de destruction de l'objet associé au programme principal 
se solde par l'affichage d'un message d 'erreur (num~ro 110) et l'arrêt 
de la simulation. 
- Une tête de liste ne peut être <létruite que si la liste correspondante 
est vide. Cette candi tion s'applique non seulement aux objets de la 
classe HEAD , mais aussi à ceux <les classes S'TORAG , FACILY et GROUPE, 
qui peuvent être assimilés é1 des têtes d e liste (file d'attente) . 
Dans le cas d'une liste non vide, un message d'avertissement est 
affiché, mais la simulation se poursuit. r 'oublions cependant pas que 
le cinquième avertissement signifie l'arrêt de la simulation. La 
solution consiste évidemment à tester le contenu d'une liste(~ l'aide 
de la fonction m1PTY) avant de détruire la tête <le liste 
corres pondante. 
- Lors de la destruction d'une entité déduite de GPSSS (storaee, 
facilité, groupe, r égion ou histogramme) , il faut veiller à maintenir 
le chainage (entre elfes, par leur attrihut LIST) <les entités 
"actives" de même type. Ceci revient à enlever de cette c1- aine 
(simple liste chaîn6e), l'objet que l'on <l~sire d~truire. La 
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difficulté que nous avons éprouvée pour programmer ce retrait montre 
assez la sup~riorité des doubles listes chatn~es, munies d'une t~te de 
liste. 
4.1.6. Sous-programme système LIEN. 
1) Arguments: nihil. 
2) Description fonctionnellle: 
- Le sous-programme LIEN est appelé à la fin du sous-programme (UTIT) 
d'initialisation du système SIMUFOR. Il permet à l'utilisateur de 
déterminer o~ il désire obtenir les résultats de sa simulation. 
- Trois possibilités s'offrent à lui: 
* l'imprimante rapide du centre de calcul (OUTl'UT = 3); 
* son terminal (OUTPUT= S); 
* un fichier sur disque (15~ OUTPUT f 64). 
3) Position dans la chaîne des appels: 
LIEN est appelé par le sous-programme 1NIT. 
4) Description détaillée: 
- Toutes les instructions d'écriture de SIHUFOR sont libellées sous la 
forme: WRITE (OUTPUT, label). 
- Nous conseillons i l'utilisateur de libeller ses ordres d'impression 
de la même manière ( en n'oubliant pas d 'inclure la déclaration du 
commun IO qui contient la valeur actuelle de la variahle Ol!TPUT). De 
cette manière, tous les résultats seront imprimés à l'endroit 
détermin~ lors de l'ex~cution de LIEt. 
4.1.7. Sous-programme TEMPS (vartps). 
1) Argument: 
vartps: représente une variable dans laquelle on désire ohtenir la 
valeur courante du temps simulé. 
2) Description fonctionnelle: 
Ce sous-programme renvoie 
l'appel, la valeur <le 
simplement, dans le 
l'heure courante 
param è tre actuel de 
rle la simulation. 
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L'utilisateur peut donc avoir accès à l'horloge de la simulation en 
lecture, mais non en écriture. Le temps simulé représente, en effet, 
une variable dont nous avons voulu protéger l'accès, en la déplaçant 
du commun SYSVAR (accessible à l'utilisateur) vers le commun TL1PS 
(accessible seulement au système SL1UFOR). Il faut se rendre compte 
du fait qu'une modification intempestive de l'heure simul~e peut 
rendre la simulation tout à fait incohérente. 
3) Position dans la chaîne des appels: 
TE 1PS peut être appelé par le programme principal ainsi que par les 
sous-programmes de l'utilisateur. 
4.1.8. Sous-programme SETPR (obj, val). 
1) Arguments: 
1. obj: contient 1' indice d 'un objet- rocessus <lont on <lési re morlifier 
la priorité. 
2. val: contient la nouvelle valeur que l'on <iésire attribuer à la 
priorité du processus <lésigné par "obj". 
2) Description fonctionnèlle: 
e sous-prog ramme SET~R peIT11et à l 'util i sateur <le modifie r la priorité 
du processus dés igné par "obj ", pour lui donner la nouvelle valeur 
"val". 
3) Position dans la chaîne des appels: 
SETPR peut être appelé par le programme principal ainsi que par les 
sous-programmes de l'utilisateur. 
4) Description détaillée : 
- Rappelons que la notion de priori té n'a de sens que pour un o 
_processus (cf. chap. 3). Dès lors, on vérifie que "ohj" dési ne 
un . processus, c'est-à-dire un objet d ' une classe déclarée 
l'utilisateur (il s'agit toujours d'un processus potentiel) ou 





- Si l'ohjet désigné par "obj" est bien un processus , la nouvelle valeur 
de la priori té écrase l'ancienne. Si ce n'est pas le cas, aucune 
modification n'est apportfe au sixi ~me attribut-syst~me de l'objet. 
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4.1.9. Fonction logique IDLE (proc). 
1) Argument: 
proc: contient l'indice d'un processus dont on d6sire conna!tre 
l'état. 
2) Description fonctionnelle: 
Cette fonction renvoie a l'utilisateur: 
* la valeur VRAI si le processus est passif; 
* la valeur FAUX si le processus est actif. 
A un instant de la simulation, un processus est dit actif ou passif 
selon qu'il existe ou non (dans l'éch~ancier) un év~nement c~dul~ qui 
lui est rattaché. 
31 Position dans la chaîne des appels: 
1. IDLE appelle le sous-programme EERROR. 
2. Elle peut être appelée par le programme principal ainsi que les sous-
programmes et fonctions de l'utilisateur. 
4) Description détaill~e: 
- Si "proc" ne désigne ni le processus principal, 
l'utilisateur, un message d'erreur (numéro 105) 
simulation s'arrête. 
ni un processus de 
est a.f fiché et la 
La passivité d'un processus est acquise si aucune notice <l'événement 
ne lui est rattachée (c'est-à-dire si PT (proc) = NO.TE). 
4.1.10. Fonction réelle EVTIME (proc). 
1) Argument: 
proc: contient l'indice d'un processus. 
2) Description fonctionnelle: 
Cette fonction renvoie i l'utilisateur l' heure (simul~e) de la 
prochaine phase active cédulé e du processus <lé sig n ~ par "proc", pour 
autant que "proc" d·ésigne bien un processus actif. 
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3) Position dans la chaîne des appels: 
1. EVTIME appelle le sous-programme EERROR. 
2. Elle peut être appel~e par le programme principal ainsi que l es sous-
programme s et fonctions de l'utllisateur. 
4) Description détaillée: 
Si " proc" ne désigne ni le processus principal, 
l'utilisateur, un message d'erreur (numé ro 106 ) 
simulation s'arrête. 
ni un processus de 
est affiché et la 
Si le processus désigné par "proc" n'est pas actif (c'est-à-<lire si 
aucune notice d'événement ne lui est rattach~e ) un autre message 
d'erreur (numéro 107) est affiché et la simulation s'arrête également. 
- Si le processus désigné par "proc" est b ien actif, l'heure cherchée 
est celle de l'attribut EVTI 1E de la notice d'événement qui lui est 
rattachée . 
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4.2. GESTION DES PROCESSUS. 
4.2.1. Sous-programme système RESUME. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
Ce sous-programme gère l'évolution temporelle et la coorrlination des 
processus, et par conséquent la simulation elle-même: à chaque appel, 
il examine l'échéancier, définit le premier processus de celui-ci 
comme étant le processus courant, et met à l'heure l'horloge de la 
simulation. 
3) Position dans la chaîne des appels: 
1. RESUME appelle les sous-programmes DUMPS, SUIVRE , le sous-programme 
assembleur JUMPTO, et la fonction F.MPTY. 
2. Il est (ou peut être) appelé par les sous-programmes ENDPRO, ACTIV, 
REACT, PACTIV, PREACT, HOLD, . PASSIV, CANCEL, WAIT. 
4) Description détaillée: 
- RESUME vérifie d'abord si la SQS est vide; dans ce cas, la simulation 
est arrêtée prématurément. 
- Par contre, si elle n'est pas vide, RESUME définit le premier 
processus appartenant à la SQS comme processus courant. L'heure 
courante de la simulation (appel~e TIME) est avancée i l'heure 
d'événement (EVTIME ) de ce processus. Grâce à un appel à JUMPTO, le 
contrôle est passé au processus courant et l'exécution se déroule à 
partir de l'adresse de réactivation de ce processus; celle-ci avait 
été précédemment sauvegardée dans le pointeur de réactivation LSC de 
~e processus. 
4.2.2. Sous-programme ACTIV (obj, code, dt). 
1) Arguments: 
1. obj: contient l'indice de l'objet à céduler; 
2. code: indique le choix de la fonction (les valeurs possibles sont 
"at", "delay", "after", "before"); 
3. dt: contient, selon l'option choisie: 
- un délai (si le code est "delay"); 
- une heure (si le code est "at"); 
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- l'indice d'un autre objet-processus (si le code est "after" ou 
"before"). 







- L'objet désigné par "obj" doit être passif; 
- "at" spécifie l'heure système de la phase active cédul~e; 
"delay dt" est équivalent à "at TIME + dt" où TIME est l'heure 
courante du système; 
- une notice d'événement correspondant à l'objet désigné par "obj" est 
insérée dans l'échéancier à l'heure système spécifiée, après chaque 
notice d'événement possédant la même heure système. 
- Remarques: 
B) 
* "at dt" est équivalent à "at TIME " quand "dt" est inf~rieur à 
l'heure courante du système (TIME). 
* "delay dt" est équivalent à "delay 0 .0" lorsque "dt" est nP. gatif. 
* Dans les deux cas, un message d'avertissement est envoyé à 
1' utilisateur pour le prévenir que les paramètres qu'il a cionnés 
sont erronés. 
activ obj [ :::::e ] dt 
- Si "dt" est la référence à un objet-processus actif ou suspendu, la 
clause "before dt" ou "after dt" est utilisée pour insérer la notice 
d'événement de l'objet-processus de signé par "obj" avant ou après 
celle de "dt" et à la même heure système. 
- Si "dt" n'est ni un processus actif ni un processus suspendu, un 
message d'avertissement est transmis à l' utilisateur et 1' appel du 
sous-programme n'a aucun autre effet. 
3) Position dans la chaîne des appels: 
1. ACTIV a ppelle le 
programmes SFOLOW, 
fonction ŒW . 
sous-programme 
SPRECE, EERROR , 
a ssembleur SISAVE-, les sous-
WERROR , RF.SUME , ai nsi que la 
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2. Il est ( ou peut être) appelé par ltl programme principal, les sous-
programmes décrivant les processus de l'utilisateur, ainsi que les 
sous-programmes VERIST, LEAFAC, JOIN. 
4) Description détaillée: 
Remarques preliminaires: 
* Nous avons déjà signalé (par. 3.2.1.) que la plupart des 
variables et constantes utilisées dans SIMUFOR sont entières 
(citons par exemple les indices qui permettent à l'utilisateur de 
faire référence aux objets qu'il crée). Néanmoins, nous devons 
parfois recourir à des variahles réelles, en particulier pour 
représenter le temps simulé (variable TL~1F.). D'après la 
description fonctionnelle du sous-programe ACTIV, il appara!t 
aisément qu'un des paramètres ("dt") a des modes différents selon 
l'option que l'on a choisie: ce paramètre est réel si le code est 
"at" ou "delay", il est entier si le code est "after" ou 
"before". 
* Différentes solutions à ce problème existent, mais certaines sont 
contraignantes pour l'utilisateur; nous avons choisie celle qui 
consiste en 1' emploi de deux variables supplémentaires "bidon" 
et "dtt" (la première réelle, la seconde entière), une 
équivalence entre "bidon" et "dtt" ainsi qu'une assignation 
"bidon=dtt". De cette maniè re, l'utilisateur n'est pas obligé de 
programmer, dans certains cas, la conversion du paramè tre " d t". 
* Notons enfin que, pour des raisons d'uniformité avec la 
description fonctionnelle, nous utiliserons toujours dans la 
suite de ce paragraphe, le symbole "dt" pour désigner le 
troisième argument du sous-programme; n'oublions cependant pas 
que, dans le code du sous-programme, ce symhole est remplacé par 
"dtt" lorsque le mode de la variable est entier ! 
Ce sous-programme ACTIV comprend cinq parties: 
1. le sous-programme vérifie en premier lieu si l'objet à activer 
est NONE, auquel cas, un message d'avertissement est envoyé à 
1' utilisateur et 1' appel de ce sous-programme n'a aucun autre 
effet. 
2. Si 1' objet à activer est différent de NONE , il y a sauvetage de 
1' adresse de réactivation dans la variable LSC conçue à cet 
effet. 
3. Si l'objet à activer ne se trouve pas déjà dans la SQS, l'appel 
à la fonction NEW crée une notice d'événement. Par contre, si 
1' objet se trouve déjà dans la SQS, un message d'erreur est 
envoyé à l'utilisateur et la simulation est arrêtée 
prématurément. 
4. Lorsque les deux ~remi~res vérifications conduisent à un 
résultat favorable, le sous-programme calcule 1' endroit mi il 
convient d'insérer la notice d'événement de l'objet à activer. 
Ce calcul diffère selon les différents codes ("delay", "at", 
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"after", "before"): 
* Pour le code "delay": 
l'insertion dans la SQS est fonction de l'heure 
d'activation "t", somme de 1 'heure courante (TIME ) et du 
délai "dt", passé comme paramètre. Lorsque "t" a été 
calculé, le parcours linéaire inversé (cf. remarque ci-
après) de la SQS permet de trouver la notice d'événement 
(notée "i") dont l'heure d'événement est inférieure ou 
égale à "t". La notice d'événement de l'objet à activer est 
alors insérée dans la SOS directement après "i" à l'aide du 
sous-programme SFOLOW. 
* Pour le code "at": 
l'insertion dans la SQS est, comme celle du code "delay", 
également fonction de 1 'heure d'activation "t" mais cette 
dernière est,dans ce cas, égale à l'heure "dt" passée comme 
paramètre. A nouveau, un parcours linéaire inversé permet 
de trouver l'endroit Oll a lieu l'insertion et celle-ci 
s'effectue à l'aide du sous-programme SFOLOW. 
* Pour le code "after": 
ACTIV vérifie d'abord si l' oh jet désigné par "dt" (noté 
"objl") est actif ou suspendu. 
Si l'objet "objl" est bien actif ou suspen<lu, il existe 
dans la SQS une notice d'événement correspondant à cet 
objet (le pointeur PT qui relie l'objet "ohjl" et sa notice 
est différent de NONE); par un appel au sous-programme 
SFOLOW, la notice d' év~nement de l'objet à activer est 
alors insérée dans la SQS après la notice d'événement de 
l'objet "ohjl" et l'heure de sa phase active suivante est 
égale à l'heure d'événement de la notice du processus 
"objl". 
Par contre, si l'objet "objl" n'est ni actif, ni suspendu, 
un message d'avertissement est envoyé à l'utilisateur et 
l'appel à ACTIV n'a aucun autre effet. 
*Pour . le code "before": 
la procédure est identique à celle décri te pour le code 
"after", mais si besoin- en est, l'insertion dans la SQS est 
effectuée grâce au sous-programme SPRECE. 
* Remarque: le parcours de la SQS est parfois réalisé de 
façon inverse (c'est-à-dire en partant de la fin de la S0S 
et en progressant vers le début) car on peut, en effet, 
constater qu'en moyenne l'endroit où il convient d'insérer 
la notice d'événement est plus proche de la fin que ciu 
début de la SQS. 
5. La notice d'événement qui vient <l'être insérée dans la . QS est 
liée à l'objet "obj" par 1' intermédiaire des deux pointeurs PT 
(celui de la notice et celui de l'objet "obj"). 
6. Comme pour tous les sous-programmes principaux de la gestion des 
processus, le contrôle est donné au sous-programme RESUME. 
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4.2.3. Sous-programme REACT (obj, code, dt). 
1) Arguments: 
1. obj: contient l'indice qui permet de référencer 1' objet. 
2. code: indique le choix de la fonction (les valeurs possibles sont 
"at", "delay", "after", "before"). 
3. dt: contient, suivant l'option choisie, 
- un délai (si le code est "delay"), 
une heure (si le code est "at"), 
- l'indice d'un autre objet-processus (si ie code est "after" ou 
"before"). 







- L'objet désigné par "obj" peut @tre actif, passif ou suspendu. 
- "at dt" spécifie l'heure système de la phase active cédulée. 
- "delay dt" est équivalent à "at TIME + dt" o~ TIME est l'heure 
courante du système. 
- La place, dans la SQS, de la notice d'événement de l'ohjet désigné par 
"obj", est modifiée de telle sorte qu'elle se trouve après chaque 
notice d'événement qui possède la même heure système. 
Remarques: 
B) 
* "at dt" est équivalent à "at TIME" quand "dt" est inférieur à 
l'heure courante du système (TIME); 
* "delay dt" 
négatif; 
est équivalent à "delay 0.0" lorsque "dt" est 




- Si "dt" est la référence à un objet-processus actif ou suspendu, la 
place, dans la SQS, de la notice d'événement de l'objet désigné p~r 
"obj" est modifiée de telle façon qu'elle se trouve avant (si le code 
. est "before") ou après (si le code est "after") la notice de "dt" et à 
la même heure système que celle de cette dernière notice. 
- Si "dt" n'est ni un processus actif ni un processus suspendu, un 
message d'avertissement est transmis à l' utilisateur et l'appel du 
sous-programme n'a aucun autre effet. 
3) Position dans la cha!ne des appels: 
1. REACT appelle le sous-programme assembleur SI SAVE, les sous-
programmes SFOLOW, SPRECE, EF.RROR, WERROR, RESUME , RETUR N, ainsi que 
la fonction NEW. 
2. Il est (ou peut être) appelé par le programme principal, les sous-
programmes décrivant les processus de l'utilisateur. 
4) Description détaillée: 
- De la description fonctionnelle des deux sous-programmes ACTIV et 
REACT, il apparaît clairement que l'un et l'autre doivent effectuer un 
traitement semblahle, à la différence près que, dans le cas d'un appel 
au sous-programme ACTIV, le processus désigné par "obj" doit 
nécessairement être passif, alors que lors d'un appel à REACT, ce 
processus peut être actif, passif ou suspendu. 
- Nous aurions souhaité ne pas allonger inutilement le code de SIMlîF OP.. 
et réduire un appel à REACT en un appel à ACTIV. Malheureusement, 
cela ne pouvait être fait que par l'introduction de "drapeaux" 
("flags") qui auraient non seulement ralenti l'exécution du programme 
mais aussi rendu malaisée la compréhension de ACTIV. 
- Nous avons donc été oblig~s d'introduire le code en ligne de ACTIV, en 
y insérant évidemment la seule modification nécessaire: au lieu de 
générer un message rl'erreur lorsque l'objet à activer se trouve déjà 
dans la SQS (cf. partie no. 3 de la description <le ACTIV), RF.ACT 
retire ce processus de la SOS, c'est-à-dire détruit sa notice 
d'événement par un appel à RETURN. 
4.2.4. Sous-programme PACTIV (obj, code, dt). 
1) Arguments: 
1. obj: contient l'indice de l'objet à céduler; 
2. code: indique le choix d.e la fonction ( les valeurs possibles sont 
"at", "delay", "after", "before"); 
3. dt: contient, selon l'option choisie 
- un délai (si le code est "delay"), 
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- une heure (si le cod~ est "at"), 
l'indice d'un autre objet-processus (si le code est "after" ou 
"before"). 
2) Description fonctionnelle: 
at .. 
pactiv obj dt 
delay 
- L'objet d~signé par "obj" doit être passif; 
- "at dt" spécifie l'heure de la phase active cédul~e; 
- "delay dt" est équivalent à "at TIME + dt" où TIME est 1 'henre 
courante du système. 
- Si 
* "proc" est l'objet-processus désigné par "obj", 
* "t" est l'heure système de la phase active cédulée suivante de 
"proc", 
* "p" est la,priorité de "proc", 
une notice d'événement correspondant à "proc" est insérée dans la SQS 
au temps ."t" 
* avant chaque notice d'événement qui possède la même heure système 
et dont la _priorité du processus associé est inférieure à "p"; 
* après chaque notice d'événement qui possède la même heure système 
mais dont la priori té du processus associé est supérieure ou 
égale à "p". 
- Remarques: 
* "at dt" est équivalent à "at TIME" quand "dt" est inférieur à 
l'heure courante du système (TIME ); 
* "delay dt" est équivalent à "delay 0.0" lorsque "dt" est né gatif; 
* dans les deux cas, un message d'avertissement est envoyé à 
l'utilisateur. 
3) Position dans la chaine des ap pels: 
1. PACTIV appelle les sous-programmes WERROR, F.E RROR, SPRECE, RESUME , le 
sous-programme assemhleur SISAVE ainsi que la fonction NF.W. 
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2. Il est (ou peut être) appelé par le programme principal, les sous-
programmes décrivant les processus de l'utilisateur. 
4) Description détaillée: 
- PACTIV étant fort semblable au sous-programme ACTIV, nous n' en 
décrirons de façon détaillée que la partie concernant la priorité. 
- Après avoir vérifié si l'objet-processus à activer n'est pas NONF., et 
si le code est valable ( il n'y a aucun sens d' appeler ce sous-
programme avec le code "after" ou "before"), ,,ACTIV sauve l'adresse de 
réactivation du processus. 
- Si le processus est actif ou suspendu, un message d'erreur qui 
entraine l'arrêt de la simulation est envoyé à l'utilisateur. 
- Par contre, si le processus est bien passif, l'appel i la fonction NEW 
créera une notice d'événement qui lui sera rattachée. 
- Après avoir calculé l'heure d'activation "t" ("t" = "dt" si le code 
est "at", "t" = "dt + TIME" si le code est "delay"), un parcours 
linéaire de la SQS, tout en examinant les priorités des différents 
processus, permet de découvrir l'endroit, dans la SQS, où il convient 
d'insérer la notice d'événement de l'objet-processus désigné par 
"obj". 
- Une fois l'insertion réalisée grâce à S?PF.CE, une fois le chaînage de 
la notice d'événement et de l'objet-processus effectué, le contrôle 
est donné au sous-programme 'PESŒ-!E . 
4.2.5. Sous-programme PREACT(obj, code, dt). 
1) Arguments: 
1. obj: contient l'indice de l'objet à céduler; 
2. code: indique le choix de la fonction ( les valeurs possibles sont 
"at" et "delay"); 
3. dt: contient selon l'option choisie: 
un délai (si le code est 0 delay"); 
• - une heure (si le code est 0 at"). 
2) Description fonctionnelle: 
at 
preact obj dt 
delay 
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- L'objet désigné par "obj" peut être actif, passif ou suspenrlu; 
- "at dt" spécifie l'heure système de la phase active cédulée suivante; 
- "delay dt" est équivalent à "at TIME + dt" où TIME est 1 'heure 
courante du système. 
- Si 
* "proc" est le processus désigné par "obj", 
* "t" est l'heure de la phase active cédulé e suivante de "proc", 
* "p" est la priorité de "proc", 
la place de la notice d'événement de "proc", dans la SQS, est modifiée 
de telle façon qu'elle se trouve i l'heure "t" 
* ~vant chaque notice d'événement qui possède la même heure système 
et dont la priorité du processus associé est inférieure à "p~, 
* après chaque notice d'événement qui possède la même heure système 
mais dont la priorité du processus associé est supérieure ou 
égale à "p". 
Remarques: 
* "at dt" est équivalent à "at îIME" quanrl "dt" est inférieur à 
l'heure courante du système (TI 1E ); 
* "delay dt" est équivalent à "delay 0.0" lorsque "dt" est négatif; 
* dans les deux cas, un message d'avertissement est envoyé à 
l'utilisateur. 
3) Position dans la chaine des appels: 
1. PREACT appelle les sous-programmes RETURN, WERROR, SPRECE, RFSUME, la 
fonction ·NEW ainsi que le sous-programme assembleur SISAVE . 
2. Il est (ou peut être) appelé par le programme principal, les sous-
programmes décrivant les processus de l'utilisateur. 
4) Description détaillée: 
Comme nous avons dû le faire pour le sous-programme REACT ( cf par. 
4.2.3) nous devons introduire le code en ligne du sous-programme 
PACTIV dans PREACT en y apportant la même modification: destruction de 
la notice d'év~nement de l'objet-processus dé signé par "obj" si celle-
ci se trouve déjà dans la SQS. 
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4.2.6. Sous-programme HOLD (dt). 
1) Argument: 
dt: contient le délai. 
2) Description fonctionnelle: 
- HOLD recédule le processus courant de telle sorte que sa phase active 
suivante ait lieu à l'heure "TIME + dt" (TIME étant 1 'heure courante 
du système). 
- Si la valeur du paramètre actuel "dt" est négative, l'appel est 
équivalent à HOLD (0.0). 
3) Position dans la chaîne des appels: 
1. HOLD appelle le sous-programme assembleur SISAVE, les sous-programmes 
WERROR, SFOLOW et RESUME. 
2. Il peut être appelé par le programme principal, les sous-programmes 
décrivant les processus de l'utilisateur ainsi que par le sous-
programme JOIN. 
4)Description détaillée: 
Après avoir sauvé l'adresse de réactivation dans la variable LSC 
conçue à cet effet, HOLD calcule et v~rifie l'heure de la phase active 
cédulée suivante du processus courant. 
Un parcours linéaire inversé de la SQS permet de trouver l'endroit où 
devra être réinsérée la notice d'événement correspondant au processus 
courant. 
L'appel à SFOLOW modifiera la place de la notice d'événement du 
processus courant, tout en mettant à jour les différents pointeurs 
PRED et SUC de la notice d'événement associée à l'objet courant, ainsi 
qu'à celle des prédécesseurs et successeurs de cette notice avant et 
après la modification de place. 
- Enfin, comme pour tous les sous-programmes de la gestion des 
processus, le contrôle est passé au sous-programme RESUME. 
4.2.7. Sous-programme PASSIV. 
1) Arguments : nihil. 
2) Description fonctionnelle: 
Un appel à ce sous-programme a pour effet de ren<lre passif 
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("passiver") le processus courant, c'est-à-dire de le retirer <le la 
SQS. 
3) Position dans la chaîne des appels: 
1. PASSIV appelle le sous-programme assembleur SI SAVE, ainsi que les 
sous-programmes RETURN et RESUME. 
2. Il peut être appelé par le programme principal, les sous-programmes 
décrivant les processus de l'utilisateur. 
4) Description détaillée: 
Après avoir sauvé l'adresse de réactivation du processus qui doit être 
passivé dans la variable LSC de celui-ci, PASSIV retire, de la SOS, 
(c'est-à-dire détruit) sa notice d'événement et met à jour les 
pointeurs PRED e.t SUC des notices d'événement de la ~QS; ces deux 
opérations de destruction et de mise à jour sont réalisées par un 
appel au sous-programme RETURr~. 
- Enfin, comme pour tous les sous-programmes de la ges•tion des 
processus, le contrôle est donné à RESUME, qui sélectionne le 
processus suivant ( celui-ci devient donc courant} et met à l'heure 
l'horloge de la simulation. 
4.2.8. Sous-programme CANCEL (obj). 
1) Argument: 
obj: contient l'indice de l'objet-processus concerné. 
2) Description fonctionnelle: 
Un appel à CANCEL a pour effet de rendre passif le processus désigné 
par "obj", c'est-à-dire de le retirer de la SQS. 
3) Position dans la chaîne des appels: 
1. CANCEL appelle les sous-programmes RETURN, WERROR et RESUME ainsi que 
le sous-programme assembleur SISAVE. 
2. Il peut être appelé par le programme principal, les sous-programmes 
décrivant les processus de l'utilisateur. 
4) Description détaillée: 
CANCEL est fort semblable au sous-programme PASSIF, qui n'en est au 
fond qu'un cas particulier; c'est pourquoi, de la même manière, CANCEL 
141 
* sauve l'adresse de réactivation, 
* vérifie ensui te si le processus à passiver possède une notice 
d'événement dans la SOS qu'il détruit par un appel~ RF.TURN, 
* met à jour les pointeurs PRED et SUC de la SQS, 
* et enfin, génère un appel à RESUME. 
4.2.9. Sous-programme WAIT (q). 
1) Argument: 
1 
q: fournit l'indice oui permet de réfé rencer une liste. 
2) Description fonctionnelle: 
Un appel à WAIT rend passif le processus courant, c'est-à-dire le 
retire de la SQS et le met à la fin de la file désignée par "q". 
3) Position dans la chaine des appels: 
1. WAIT appelle le sous-programme assembleur SISAVE ainsi que les sous-
programmes RETURN, I NTO et RESUME. 
2. Il peut être appelé par le programme principal, les sous-programmes 
décrivant les processus de l'utilisateur. 
4) Description détaillée: 
- WAIT sauve d'abord l'adresse de réactivation du processus courant. 
- Ensuite, un appel à RETURN passive ce processus, c'est-~-dire le 
retire de la SQS, détruit sa notice d'événement et met à jour les 
pointeurs PRED et SUC de la SQS. 
- Un appe l i INTO chaîne ce processus passif à la fin de la file "q". 
- Enfin, un appel à RESUME permet de sélectionner le nouveau processus 
courant. 
4.2.10. Sous-programme ENDPRO. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
~ ENDPRO permet à l'utilisateur de détruire les objets devenus inactifs 
de sa simulation; cela permet ainsi de limiter le besoin global 
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d'espace mémoire. 
3) Position dans la chaîne des appels: 
1. ENDPRO appelle les sous-programmes RETURN et RESUME ainsi que le 
sous-programme assembleur NET. 
2. Il doit être appelé à la fin de tous les sous-programmes décrivant 
les processus de l'utilisateur. 
4) Description détaillée: 
Deux appels successifs au sous-programme RETURN permettent à END~RO de 
détruire l'objet-processus ainsi que sa notice <l'événement si elle 
existe. Les appels à NET retirent, de la pile ("stack"), les adresses 
de retour devenues inutiles. 
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4.3. TRAITEMENT DE LISTES. 
La notion de liste est essentielle en simulation. C'est pourquoi, nous 
avons dQ l'impl~menter ·dans SIMUFOR. Nous avons choisi la même impl~mentation 
que SIMULA: la double liste chaînée circulaire avec tête de liste. Rappelons 
qu ' 1 cet effet, tous les objets cr~~s par la simulation (sans exception) sont 
dotés des deux pointeurs: ~RED et SUC. Ceux-ci permettent le chaînage de chaque 
objet dans une liste . 
Une liste est construite de la manière suivante (voir fig. 4- 2) 
1./sre 
CUI SS: /.1$',f 
suc ..soc 
Figure 4-2: Structure d'une liste <le SIMUFOR. 
1. Elle possède une tête de lis te (oh jet de la classe HF. An) dont les 
pointeurs SUC et PRED d~signent respectivement le premier et le 
dernier membre de la liste. 1?ar convention, si la liste est vide, 
les pointeurs SUC et PRED pointent tous les deux vers la tête rle 
liste elle-même. 
2. Si la liste n'est pas vide, elle possède un certain nombre de membres 
(c'est-à-dire un certain nombre d'ohjets qui en font partie). Chaque 
membre possède également les deux a t tri buts SUC et unFn. Ici, SUC 
d~signe toujours le membre suivant de la liste alors que PRFn ~~signe 
toujours le memhre précédent. Le pointeur '?RED d u premier membre 
ainsi que le pointeur SUC du dernier memhre dé signent la tête de 
liste. 
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fous voyons donc qu'une liste est un ensemble cha!n~ et ordonn~ de membres. 
Rappelons qu'un objet de SIHUFOR ne peut être membre que d'une liste à la 
fois. Par conséquent, à tout moment de la simulation, un objet peut: 
- soit se trouver dans une (et une seule) liste; 
- soit ne se trouver dans aucune liste, auquel cas ses attrihuts SUC et 
P ED pointent tous les deux vers l'objet NONE (ce qui signifie qu'ils 
ne pointent vers rien de significatif au sens de la simulation). 
Nous allons le constater, l'implémentation choisie permet une programmation 
très simple des procédures de traitement de listes. ?armi ces proc~dures, trois 
sont réserv~es au syst~me SIMUFOR. Il s'agit des sous-programmes SOUT, SPRECE 
et SFOLOW, d'ailleurs tous trois préfixés par la lettre S . tls effectuent les 
opérations élémentaires de retrait et d'insertion. Les autres sont accessibles 
à l'utilisateur. Le traitement d'une liste et de ses membres se ramène presque 
toujours à la manipulation des deux seuls attrihuts-syst~me PRED et SUC. 
Examinons a pr~sent chaque proc~dure en d~tail. 
4. 3·. 1. Sous-programme système SOUT ( j). 
1) Argument: 
j: contient l'indice de l'objet a extraire de la liste. 
2) Description fonctionnelle: 
- Le sous-programme SOUT enlève l'objet désigné par "obj" de la liste 
dans laquelle il se trouve. 
- Il ne réalise aucune vérification de la cohérence de l'opération cle 
retrait et ne réinitialise pas les pointeurs de l 'objet extrait. Il 
est réservé au système SIMUFOR. L'utilisateur désireux de prog rammer 
la même opération doit utiliser le sous-pro3ramme OUT. 
3) Position dans la cha!ne des appels: 
SOUT est appelé par les sous-programmes RETURN, SPRECE et OU~. 
4) Description détaillP.e : 
Le code de SOPT s'ex~cute en deux phases successives. 
1. Il s'agit d'abord de rep~rer le successeur et le pr~rl~cesseur de 
l'objet disigné par "j". 
2. Ensuite, on r~alise la mise à jour du pointeur SUC du 
prédécesseur de "j" afin de le faire pointer vers le successeur 
de "j". 
3. Enfin, on effectue la mise~ jour du pointeur PREn du successeur 
de "j" afin de le faire pointer vers le prédécesseur de "j". 
~ ~ -- ··- ---~ - - --------
4.3.2. Sous-programme système SPRECE (j, k). 
1) Arguments: 
1. j: contient l'indice de l'objet à insérer dans la liste. 
2. k: contient 1' indice de l'objet avant le'luel on désire insé rer le 
précédent. 
2) Description fonctionnelle: 
- SPRECE insère l'objet <lésign8 par "j" juste avant l'objet <l P. sign6 par 
"k", à l'intérieur de la liste dont "k" est sensé faire partie. 
Si l'objet désigné par "j" appartient déjà à une liste, il en est au 
préalable retiré. 
- Le sous-programme SPRFCE ne r éalise aucune vé rification de la 
coh~rence de l 'op~ration d'insertion . Tl est r 6serv~ au syst~~e 
SIMUFOR. L 'utilisateur souhaitant programmer la même op,~ ration doit 
faire appel au sous-programme PRECF.D. 
3) Position <lans la chaîne des appels: 
1. SPRECE appelle le sous-programme SOUT. 
2. Il est appelé par les sous-programmes ACTIV , REACî, l?ACTIV, -PREACT, 
SFOLOW, PRECED et PRI NTO. 
4) Description dé taillée: 
L'insertion s'opè re en deux é tapes successives: 
-
1. Il s'agit d'abord d'identifier le pr~d6cesseur de l'objet 
dési gné par "k" afin <le connaître les deux membres entre 
lesquels sera insé ré l'objet désigné par "j". Soit "i" l 'indice 
d~signant le pr~d~cesseur en question. 
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Cette s;quence d'instruction est suffismll.T11ent parlante pour ne 
pas devoir être commentée. Visualisons cependant 1' insertion 
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' Figure 4-3: L 'insertion d'un ohjet dans une liste. 
4.3.3. Sous-programme système SFOLOW (j, i). 
1) Ar guments: 
1. j: contient l'indice de l'ohjet ~ ins~rer dans la liste. 
2. i: contient l'indice de l'objet à la suite duque l on rl ~sire ins~rer 
le précédent. 
2) Description fonctionnelle: 
Le sous-programme SFOLOU insè re 1' objet désigné par "j" juste après 
1' objet <lé signé par "i", à 1' inté rieur de la liste dont "i" est sensé 
faire partie. 
Si l'objet "j" appartient déjà à une liste, il en est au préalable 
retiré. 
- Tout comme SPRECE, le sous-programme SFOLOW ne réalise aucune 
vérification de la cohé rence de l'opé ration d'insertion. Il est 
é galement réservé au système SLfUFOR . L'utilisateur souhaitant 
programmer la même opération doit faire a ppe l au sous-prog ramme 
FOU.,m J . 
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3) Position dans la chaîne des appels: 
1. SFOLOW appelle le sous-programme SPRECE . 
2. Il est appelé par les sous-programmes ACTIV , REACT , }OLD et PRUrro. 
4) Description détaillée: 
nous essayerons tout simplement de nous placer dans le contexte 
d'utilisation du sous-programme SPR ECF.. Il suffit à cet effet de 
faire la remarque suivante: 1' opération d'insertion de l'objet clksign~ 
par "j" à la suite immédiate <le celui désigné par "i" équivaut à 
l'insertion de ce même objet juste avant le successeur de "i". 
4.3.4. Sous-programme OUT (i). 
1) Argument: 
i: contient l'indice de l'objet à retirer de la liste . 
2) Description fonctionnelle: 
- Tout comme SOUT, le sous-programme OUT enlève l'objet désigné par "i" 
de la liste dans laquelle il se trouve. 
- Cependant, la cohérence de l'opéretion de retrait est assurée par une 
série <le tests supplémentaires. Cette précaution rend la proc~dure 
OUT directement opérationnelle pour l 'utilisateur <le STMUFOR . 
3) Position dans la chaîne des appels: 
1. OUT appelle les sous-programmes EERROP. et SOHT . 
2. Il est appel~ par les sous-programmes LEAFAC , JOIN et VERIST . 
4) Description détaillée: 
- Avant <l 'appeler SOUT, nous prendrons deux précautions. 
1. Tout d' ahord, on ne peut pas retirer la tête d'une liste. Si 
l'objet désigné par "i" est une t~te <le liste, un message 
d'erreur (nurnfro 301) est affich~ et la simulation est 
interrompue. 
2. Ensuite, nous nous assurons que l'objet désigné 
appartient hien a une liste. Si ce n'est pas le 




- Apr~s l'appel à SOUT, les pointeurs PRED et SUC de 
r~initialisés pour pointer vers l'objet !ONE, ce 
l'ohjet "i" n'appartient plus à une liste. 
4.3.5. Sous-programme PRECED (j, k). 
1) Arguments: 
l'objet "i" sont 
qui indique que 
1. j: contient l'indice de l'objet à insérer dans la liste. 
2. k : contient l'indice de l'objet avant lequel on désire insé rer "j". 
2) Description fonctionnelle: 
- Le sous-programme PTTECED insère 1' objet désigné par "j" juste avant 
l' oh jet désigné par "k", à l'intérieur de la liste dont "k" est sensé 
faire partie. 
Si l'objet désigné par "j" appartient déjà à une liste, i 1 en est au 
préalable retiré. 
- Le sous-programme PRECE . a été écrit à l'intention de l 'utilisateur de 
SIMUFOR. Par rapport à SI'RF.CED, il effectue en plus un test de 
cohérence de l'insertion demandée. 
3) Posi tion dan s la chaîne des appels: 
1. PRECED appelle les sous-programmes EF.RROR et SPRF.CE . 
2. Il est appelé par les sous-programmes FOLl,OW et r.-·To . 
4) Description détaillée: 
Avant d'appeler SP ECE (avec les mêmes arguments que PRF.CED), nous 
vérifierons que les conditions suivantes sont remplies: 
* l'objet "i" que l'on désire insérer n'est ni l'ohjet JONI!, ni une 
tête de liste; 
* l'objet <lésigné par "k" n'est pas l'objet NONE ; 
* le successeur <le l'ohjet désigné par"<" n'est pas , lui non plus, 
l'objet mIE . 
Si l'une ou l'autre de ces trois connitions n'est pas remplie, un 
message d'erreur (numéro 302) est affiché et la simulation s'arrête. 
Rema rquons que les deux dernières conditions signifient que 1' oh jet 
désigné par "k " doit absolument faire partie d'une liste. 
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4.3.6. Sous-programme FOLLOW (j, i). 
1) Arguments: 
1. j: contient l'indice de l'objet à insérer . dans la liste. 
2. i: contient l'indice de l'objet à la suite duquel on ~~sire insArer 
le précédent. 
2) Description fonctionnelle: 
- Le sous-programme FOLLOH insère l'objet désig é par "j" juste à la 
suite de l'objet désigné par "i", à l'intérieur de la liste dont "i" 
est sensé faire partie. 
Si l'objet désigné par "j" appartient déjà à une liste, il en est au 
préalable retiré. 
- Tout comme PRECED, le sous-programme POLLO J est destiné à 
l'utilisateur de SI}fJF R. Par rapport à SFOLO { , il effectue un test 
supplémentaire de coh~rence de l'insertion demandée. 
3) Position dans lac. a!ne des appels: 
l. FOLLOW appelle le sous-programme PR ECE , . 
2. Il peut être appeJ .'_ par le progr amme princi pal ainsi que les sous-
programmes de l'utilisateur. 
4) Descrfption détaillée: 
- La stratégie utilisÂe est la même que celle dont nous nous sommes 
servis pour l'écriture de SFOLOU. ous utiliserons simplement la 
procédure PRECED pour insé rer l'objet df.~signé par "j" juste avant le 
successeur de "i" (ce qui équivaut à l'insérer juste après l'objet "i" 
lui-même). 
- L'appel à P~ECED provoque automatiquement la vérification des trois 
conditions définies dans la description détaillé e de cette procé dure. 
La cohérence de l'insertion est donc assurée. 
4.3.7. Sous-programme INTO (i, 1). 
1) Ar guments: 
1. i: contient l'indice <le l'objet ~ ins,rer i la fin de la liste. 
2. 1: contient l'indice d'une tête de liste. 
2) escription fonctionnelle: 
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Le sous-programme I JTO insère l'objet désigné par "i" à l'extrérnit?. de 
la liste dont la tête est clé signée par "l". Il est destiné à 
faciliter la gestion <les listes particuli~res que sont les files 
d'attente. En effet, dans de nombreux phénomènes stochastiques, la 
politique d'attente est "FIFO " • . ans ce cas, un nouvel arrivant se 
place toujours à la fin de la file d 'attente, <l 'o~ l'int~rêt d e INTn . 
3) Position dans la chaîne des appels: 
1. I NTO appelle les sous-programmes EE ROR et PPECED . 
2. Il peut être appelé par le programme principal, les sous-programmes 
et fonctions d e l'utilisateur ainsi que les sous-programmes HAIT, 
JOI N, I NIT et PR I TO . 
4) Description détaillée : 
L'insertion s'op~re par l'appel C.LL PRECED (i, 1) qui ins~re l'ohjet 
juste avant la tête <le liste (c'est-a-dire tout l la fin de la liste). 
- Cependant, avant d'effectuer l'insertion, il faut s'assurer que "l" 
désigne un objet de la classe HEAD , ou bien un objet assimilahle à une 
tête de liste (c'est-à-dire un objet des classes STORAG , FACILY ou 
GROUPE) (cfr. chap. 3 : L'extention au système GPSSS). Si cette 
condition n'est pas vf rifi~e, il y aura affichage d'un message 
d'erreur (num~ ro 303) et arrêt rle la simulation. 
4.3.8. Fonction logique EMPTY (1). 
1) Argument: 
1: contient l'indice d'une tête de liste. 
2) Description fonctionnelle: 
La fonction EHPTY renvoie la valeur booléenne "VRAI " (. true. en 
FORTRA:r-.r ) si la _liste dont la tête est dési née par "l" est vi de. El le 
renvoie la valeur booléenne "FAUX" (. f alse. en FOTI.TRA,J) dans le cas 
contraire. 
3) Position dans la chaîne des appels: 
1. EHPTY appelle le sous-prog ramme EETLOR . 
2. Elle peut être appelée par le prog ramme principal, les sous-
programmes et fonctions de l'utilisateur ainsi que le sous-prop, ramme 
REsmrn et les fonctions FI RSî et LAST. 
4) escription dé taillé e: 
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- Nous nous assurerons tout <l'ahord que nous avons bien affaire à une 
liste. Il nous faut donc vérifier que "l" désigne hien une tête d e 
liste ou un objet assimilahle à une tête de liste. Si ce n'est pas le 
cas, un r.:iessage d'erreur (nur.:iéro 304) sera affich~ et la si.mulation 
s'arrêtera. 
- Pour déterminer si la liste est vide, nous utiliserons la convention 
que nous avons déjà souvent exprimée: les pointeurs PRED et SUC d'une 
tête de liste vide - pointent, tous les deux, vers la tête de liste 
elle-même. 
4.3.9. Fonction entière FIRST (1). 
1) Argument: 
1: contient l'indice d'une tête de liste. 
2) Description fonctionnelle: 
- La fonction FIRST renvoie à 1 'utilisateur 1' indice ciu premier membre 
de la liste dont la tête est désignée par "l". 
- Si la liste est vide, FIRST renvoie un pointeur vers 1' ob_iet '"°m f.. 
Cela signifie évidemment qu'il n'existe pas de premier memhre dans la 
liste. 
3) Position dans la c ha îne de s appels: 
l. FIRST appelle la fonction EMPTY. 
2. Elle peut être appelée par le programme principal, les sous-
programmes et fonctions de l'utilisateur ainsi que les sous-
programmes LEAFAC, VERIST et PRINTO. 
4) Description détaillée: 
- Bien sGr, on devra faire appel à la fonction EMPTY pour s'assurer que 
la liste n'est pas vide . Cet appel vérifiera que "l" désigne bien une 
tête de liste ou un obje t assimila le à une tête de liste. 
4.3.10. Fonction entière LAST (1). 
1) Argument: 
1: contient l'indice d'une tête <le liste. 
2) Description fonctionnelle: 
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La fonction LAST renvoie À l'utilisateur l'indice du dernier rnemhre de 
la liste dont la tête est désignée par "l". 
- Si la liste est vide, elle renvoie un pointeur vers l'objet 1".otIB . 
Cela indique évidemment qu 'il n'existe pas de dernier memhre <lans la 
liste. 
3) Fosition dans la chaîne des appels: 
1. LAST appelle la fonction EMPTY . 
2. Elle peut être appelée par le programme principal, les sous-
programnes et fonctions de l'utilisateur ainsi que le sous-progra~me 
PRH TO. 
4) Description détaillée: 
Comme dans le cas de la fonction FIRSî~ l'appel à EMPTY nous assurera 
que "l" désigne hien une tête de liste ou un objet assimilahla à une 
tête de liste. 
4.3.11. Fonction entière SUC (i). 
1) Ar gument: 
i: contient l'indice rl'un ohjet rlont on <l~sire connaître le 
successeur dans la liste. 
2) Description fonctionnelle: 
- Les attributs-système PRF.D et SlC d'un ohjet de simulation ne sont pas 
accessihles directement à l'utilisateur. En effet, nous avons voulu 
les prot~ger de manipulations inconsid~r~es. Cepen~ant, le 
prédécesseur et le successeur d'un oh jet dans une liste sont des 
informations que le programmeur , à <lé faut de manipuler directement, 
doit pouvoir connaître à tout moment . C'est la raison d'être des 
fonctions PRED et SUC. 
En ce qui concerne la fonction SUC, elle renvoie èl l'utilisateur 
l' ·indice de l'ohjet qd suit directement celui nésigné par "i", dans 
la liste dont il est sensé faire partie. 
- Si l'objet désigné par "i" est le dernier de la liste, la fonction SUC 
renvoie à l'utilisateur un pointeur vers l 'ohjet îO ,JF. . 
3) Position dans la c½aine des appels: 
SUC peut être appelé e par le prograITlme principal ainsi que les sous-
programmes et fonctions de l'utilisateur. 
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4.3.12. Fonction entière PRED (i). 
1) Argument: 
i: contient l'indice de l'objet dont on désire connaître le 
prédécesseur dans la liste. 
2) Description fonctionnelle: 
- La fonction PPED renvoie à l'utilisateur 
précède djrectement celui désigné par "i", 
sensé faire partie. 
l'indice de l'objet qui 
dans la liste dont il est 
Si 1' ohjet désigné par 1 est le premier de la liste, la fonction 
PRF.D renvoie à l'utilisateur un pointeur vers l'objet NCNE. 
3) Position dans la chaine des appels: 
PRED peut être appelée par le programme principal ainsi que les sous~ 
programmes et fonctions de l'utilisateur. 
4.3.13. Fonction entière CARDI (1). 
1) ArguTient: 
1: contient l'indice d 'une tête de liste. 
2) Description fonctionnelle: 
La fonction CA nr renvoie à l'utilisateur le nomhre de mernhres 
présents dans la liste dont la tête est désignée par "l". Bien sûr, 
si la liste est vide, elle renvoie la valeur nulle. 
3) Position dans la chaîne des appels: 
1 
1. CARDI appelle, dans certains cas, le sous-programme EERR0R . 
2. Elle peut être appelée par le programme principal ainsi que les sous-
programmes et fonctions de l'utilisateur. 
4) Description détaillée: 
- Il nous appartient de vé rifier si "l" désigne bien une tête rie liste 
ou un objet assimilable à une tête de liste. Si ce n'est pas le cas, 
un message d'erreur (numéro 310) est affichP. et la simulation est 
arrêt~e. 
Pour compter le nombre de mernrres de la liste, il nous faut parcourir 
séquentiellement toute la liste, en incrémentant une varial--le d'une 
unité pour chaque membre rencontré. 
5) Remarque: 
Si la fonction CARDI s'avérait d'usage trop fréquent, il serait 
avantageux d'ajouter aux têtes de listes un attribut supplémentaire 
contenant le nomhre de membres présents, à chaque in$tant, dans la 
liste. Ce dernier devrait être mis à jour lors de chaque opération 
sur une liste. T?ar contre, la fonction CAR!'I se réduirait à la 
lecture d'un attribut-système (comme les fonctions SUC et PRED), 
évitant ainsi le balayage séquentiel de toute une liste. 
155 
4.4. STORAGES. 
4.4.1. Sous-programme système VERIST (storag). 
1) Argument: 
storag: contient l'indice d'une station multiple. 
2) Description fonctionnelle: 
Lors de l'exécution <l'un sous-prog ramme LEAST ( concernant la station 
multiple · repérée par "storag "), le processus courant vient de lihé rer 
une certaine quantité "d'unités de serveur". Le s ous-programme VEP..IS'T 
se char~e de sélectionner et de réactiver (en tenant cmript e de leur 
priorité et de leur demande resp~ctives) le plus grand nombre possihle 
de transactions bloquées devant le serveur de cette station multiple 
d~sign6e par "storag ". 
3) Position dans la chaîne des appels: 
1. VERIST appelle les sous-programmes ACTIV, ADDC .t\P , Af'nFL î, Ol:T ainsi 
que la fonction FIRST. 
2. Il est appelé par le sous-programme LEAST . 
4) Description détaillée: 
Dans la file . d'attente associée à la station pointée par "storag ", les 
transactions sont class~es ( par les soins de PR.PTTO) par ordre de 
priorité d~croissante (la "plus" prioritaire se trouve en tête ne la 
file). D'autre part, aprè s l'exécution rl.e l'ordre LEAST, supposons 
que unité s du serveur soient lihres. Voil à hri.è vement · décrit le 
contexte dans lequel s'exé cute VERIST. 
VERIST r é alise un parcours s équentiel d e l'ensefflhle de la file 
<l'attente, depuis la transaction la plus prioritaire jusqu'~ la moins 
prioritaire. 
- Pour chaq ue transaction rencontr~e lors de ce balayage, les op~rations 
suivantes sont effectu~es: 




( mémorisé e dans 1' attrihut-système PT rie la 
sup6r ieure 1 N, on passe 1 la transac tion 
le cas contraire, on poursuit la s ~q uence 
* on met à jour un ensemhle important de variahles st a tist iq ues; 
* on retire la transaction d e la file d 'at t e n te; 
* on active irnm~<liaternent le processus correspo noant cett e 
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transaction; 
* enfin, on incr~mente le contenu de la station de la demande ASK; 
ce qui revient, dans notre présente description, 3 décrémenter N 
de cette même valeur. 
4.4.2. Sous-programme système PRINTO (i, 1). 
1) Argur.ients: 
1. i: contient 1' indice de l'objet-transaction que 1' on désire placer 
en file d'attente. Dans le cadre de l'appel de PRINTO par E1TST ou 
ENTFAC, il s'agit du processus courant. 
2. 1: contient l'indice d'une station simple ou multiple. 
identifie la file d 'attente associ é e à la station. 
2) Description fonctionnelle: 
Celui-ci 
- PRINTO insère la transaction désignée par "i" dan s la file d 'attente 
dont la tête de liste est désignée par "l" (nous avons déjà souvent 
indiqué qu'un storage, tout comme ~ne facilité ou une r égion , était 
assimilable à une tête <le liste). 
- L'insertion s'effectue en tena nt compte de la priorité de la 
transaction, de façon à res pecter les r ègles suivantes: 
* dans une file d'attente associée 
multiple, une transaction de priorité 
priorit~ srictement inf~rieure à P~; 
à une station simple ou 
PP pr~c~<le toutes celles de 
* pour deux transactions de même priorité: 
- la discipline d'attente reste classiquem~n t FIFO si la 
priorité est positive (ou nul le). l.a première transaction 
introduite dans la file d'attente pr ~c~ d e l'autre; 
- la discipline est LIF0 si la priorit~ est n~gative. Dans ce 
cas, c'est la dernière transaction i n troclui te dans la file 
qui pr é cède l'autre. 
3) Position dan s la chatne des appels: 
1. RH.TQ appel le les sous-programmes U TO , SPRECE, SFOLO\ , ADDCAP ainsi 
que les fonctions FI RST et L ST. 
2. Il est appelé par les sous-prog rammes ENTST et ENTFL\C . 
4) Description détaillée: 
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- Si la file d'attente est vi <l e, il suffit d 'insérer la transaction à 
l'aide de la procédure INTO . 
- Soit FI ST la première transaction <le la file d'attente. Si la 
priorité de FIRST est strictement inférieure à ce lle de la transaction 
désignte par "i", ou si les priorit~s sont n6gatives et identiques, la 
transaction "i" est p_lacée en tête de la file d'attente. 
Si aucune de ces conditions n'est v,rifi~e, on parcourt la file 
d'attente séquentiellement, à partir e son dernier memhre , jusqu'à ce 
que l'on trouve l'endroit o~ ins~rer la nouvelle transac~ion. 
- Deux précisions s'imposent. 
* Si le premier test n'était pas programmé , l'insertion en tête de 
la file <l'attente (que le test a pour but <le <l~tecter) ne 
pourrait ·pas se faire correçtement. 
* Il est logique de parcourir la file n partir de son dernier 
élément. En effet, il est intéressant de minimiser le temps <le 
balayage de la file. Or , le plus souvent, la discipline 
d'attente est FIFO. Dès lors, l'insertion s'effectue d 'ordinaire 
1 la queue de la file. 
S) Remarque 
S'il n'y avait pas de manipul ations statistiques 
d~duites de GPSSS), on pourrait envisage r de 
PRINTO accessible ,;_ l'utilisateur. Ce clernier 
une file d'attente: 
(propres aux entités 
rendre la procédure 
pourrait alors gérer 
* soit selon la discipline FIFO, en utilisant INTO; 
* soit selon une discipline avec priorités, en se servant de 
PRL TO. 
4.4.3. Fonction entière NEWST (nomst, capac). 
1) Arguments: 
1. nomst: variahle qui contient le nom de la station oultiple . 15 
caractères sont diponibles pour nérnoriser ce nom. 
2. capac: variahle qui contient la capacité <le la station. 
corresponrl au nombre "d 'unit~s de serveur" disponihles. 
2) Description fonctionnnelle: 
Celle-ci 
- Cette fonction permet à l'utilisateur de créer une nouvelle station 
multi.ple (ou "storage"). Elle réserve la place ntcessaire ??. son 
implantation en mémoire et elle initialise l'ensemble <le ses 
variables-syst~~e. 
15P. 
Enfin, elle renvoie n 1' utilisateur un in<lice qui lui permettra de 
référencer la station multipl e qu'il vient èe créer. C'est cet indice 
qu'il utilisera pour programmer 1' entrée (ordre Er-:.TST) et la sortie 
(ordre LEAST) d'une transaction dans la nouvelle station. 
3) Position dans là cpaîne des appels: 
1. NE~JST appelle, dans certains cas, le sous-programme EEt ROR . 
2. Elle peut @tre appelée par le programme principal ainsi que par les 
sous-programmes et fonctions de l'utilisateur. 
4) Description détaillée: 
La nouvelle station multiple créée prendra en mérr..oire la place d'une 
autre station détruite du même type. S'il n 'en existe pas, 
l'implantation se fera à la suite de tous les autres objets (de toutes 
les classes) déji cré~s aupa~avant, pour autant que la place-mémoire 
disponible y soit suffisante. Cet te mé thode d 'a llocation de place-
mémoire est réalisée selon le même schéma que celui de la fonction rmw 
A laquelle nous renvoyons le Lecteur pour plus de pr~cisions . 
- L'attrihut-système CAP prend comme valeur la capacité de la statjon 
multiple (valeur du param~tre capac). 
L'attribut-système COJTE ~ 
Rema r quons que c e contenu 
en train d 'être servies, 
présentement utilisées. 
mt>morise le "contenu" de la station. 
ne repr0sente pas le no~hre de transactions 
mais bien le nombre "cJ'unit e s de serveur" 
- La nouvelle station créée est chaînÉ' e dans . la liste 
multiples "actives" afin de permettre l'édition 
statistiques automatiq_ues de la simulation. 
<les stations 
g~nérique des 
- Signalons encore que le nom de la station est m~moris~ dans le 
vecteur-attribut (de trois positions) PT JAHE . En FORT A.· nigital, 
cinq caractères ASCII peuvent être mémorisés dans un mot- mémoire . . e 
là provient la limitation ~ 15 caract~res du nom attrihu~ 1 la 
nouvelle station cre ee . Cette remarque est valable ·~galement pour le 
nom des stations simples, des régions et des histograrn~es. 
Le reste des attributs-système est destiné à mémoriser <les résultats 
statistiques. Il serait fastidieux de définir la signi f ication 
pr,cise de chaque attribut~statistique <les entit~s de SilttJFOR d~duites 
de GPSSS. De même, il serait fastidieux d'indiquer systématiquement 
les modifications du contenu de ces attributs, ainsi que les endroits 
où celles-ci ont lieu. ,Jous pensons qu'une lecture attentive <les 
sous-programmes, une fois informé des différents r é sultats 
statistiques auxquels nous nous sommes intP.ressés (cfr. fin du chap. 
3), permet de se rendre compte de la manière dont ces statistiques 
sont récoltées. Le Lecteur désireux de suivre cette voie aurait 
avantage à lire, avant tout, l'introduction et la description des 
sous- pro rarnmes AD I JT, ATIDFl..T , ADDCAP qui constituent les outils de 
base de la récolte et du calcul des statistiques, rie façon cumulative, 
dans SIHUFOR. 
4.4.4. Sous-programme ENTST (sto, requi). 
1) Arguments: 
1. sto: contient l'indice permettant de reférencer la station multiple 
dans laquelle la transaction désire entrer. 
2. requi: indique le nomhre <l'unit '.s du serveur deman<lées par la 
transaction pour pouvoir être prise en charge. 
2) Description fonctionnelle: 
- ENTST permet à une transaction (le processus courant) d'entrer clans 
une station multiple . 
- Si le "contenu" de la station laisse assez d'unités <le serveur lihres 
pour satisfaire la demande (requi) de la transaction, cette derni~re 
est servie i~médiatement (après addition au contenu de la station, de 
la demande de la transaction). 
- Dans le cas contraire, elle est placée en file <l'attente (en tenant 
compte de sa priorité) devant le serveur. Quand son tour sera venu et 
que le nombre d'unités libres du serveur sera suffisant, la 
transaction bloqufe pourra continuer son ex6cution. 
3) Position <lans la chaîne de s appels: 
1. E !TST appelle les sous-programmes EE ROR , ADDPn , ADDCAP , PRIETO , 
RETUR} et RESUME ainsi que le sous-programme assemhleur SISAUE. 
2. Il peut être appelé par le programme principal ainsi que par. les 
sous-programmes décrivant les processus de l'utilisateur. 
4) Description détaillée: 
- Si " sto" ne dési.gne pas une station multiple , un message d 'erreur 
(num~ro 403) est affich~ et la simulation s'arrête. 
- Si la demande (en unit,s de serveur) de la transaction est plus 
importante que la capacité de la station, elle ne pourra jamais être 
servie. D~s lors, un message d 'erreur (num~ro 403) est affiché et la 
simulation est interrompue. 
- Si le mom re d ' unités libres du serveur est assez important our 
satisfaire la demande de la transaction , celle-ci poursuit directement 
son exécution. 
- Si cette dernière condition n'est pas vérifiée, la transaction est 
placée en file d'attente devant le serveur. Sa notice d'événement est 
retirée de la SQS et_d~truite . L'attrihut-syst~rne PT devient inutile 
pour un processus qui se trouve en file d'attente . On l'utilise <lès 
lors pour mémoriser la demande (en unités de serveur). Cette 
information <loit en effet être conservée. Elle sera utllisée par la 
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proc~dure VERIST (cfr. plus haut). 
- Notons que le placement en file <l'attente s'effectue à 1' aide <le la 
procédure PRI~TO qui tient compte . de la priorité de la transaction. 
- Enfin, le contr8le est rendu au processus qui se trouve A pr~sent en 
tête de 1' échéancier. De ce fait, ENTFAC peut être assimilé à un 
sous-programme de gestion des processus. 
La récolte des statistiques et la mise à 
associées représente une part importante 
programme ENTST. Il en sera de même 
ENTFAC, LEAFAC, EJTREG et LEAREG. 
4.4.5. Sous-programme LEAST (sto, rlease). 
1) Arguments: · 
jour des variables qui y sont 
du temps d ' _exécution du sous-
pour LEAST, l?R I NTO , VE RIST, 
1. sto: contient l'indice permettant de réfé rencer la station multiple 
de laquelle la transaction désire sortir. 
2. rlease: indique le nombre <l'unit~s de serveur li~~r~es par la sortie 
de la transaction. 
2) Description fonctionnelle: 
LEAST permet à la transaction courante de quitter la station mul tiple 
<lésign~e par "sto" et dans laquelle elle est sensée se trouver. Ce 
faisant, elle libère "rlease" unités de serveur, permettant ainsi 2. 
certaines transactions, qui se trouvaient en fi le d'attente, d'être 
servies à leur tour. 
3) Position dans la chaîne des appels: 
1. LEAST appelle les sous-programmes EERROR, ADDCAP, AD _ FLT, VERIST. 
2. Il peut être appelé par le programme principal ainsi que par les 
sous-programmes d~crivant les processus de l'utilisateur. 
4) Description détaillée: 
Si "sto" ne désigne pas une station multiple, un message d'erreur 
(numé ro 404) est affiché et la simulation s'arrête. 
e même , si la libération d'unités de serveur ("rlease") est plus 
importante que la capacité de la station, un message d'erreur (numéro 
405) est affiché et la simulation est~ alement interrompue. 
- Le contenu de la station est décrémenté de la valeur "rlease". A ce 
moment, si ce contenu est devenu n~gatif, un message <l '~rreur (numfro 
406) est encore affiché et la simulation est stopp0.e. Ces problèmes 
sont une conséquence directe <lu fait que l'on permet A une transaction 
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de li b~rer (à la sortie d'une station multiple) un nombre d'unit ~s ~e 
serveur diff~rent de celui qu'elle avait demand6 (et ohtenu) i 
l'entrée de la station. 
Enfin, apr~s les mises i jour nécessaires des variables statistiques, 
LEAST fait appel à la procé dure VE RI ST . Cette derni he s'occupe de 
servir le plus de transactions possi b l e ( ~ l'aid e des unit ~s de 
serveur libéré es par- le processus courant ) , en ten a n t compte de la 




4.5.1. Fonction entière NEWFAC (nomfac). 
1) Argument: 
nomfac variable qui contient le nom de la facilité (maximum 15 
caractères). 
2) Description fonctionnelle: 
- Cette fonction permet de créer, au cours de l'exécution, une nouvelle 
station simple (facilité). Elle réserve donc en mémoire la place 
nécessaire à son implantation et initialise ses différentes variahles-
système. 
- Enfin, elle renvoie à l'utilisateur un indice qui lui permettra 
d'effectuer ultérieurement des opérations d'entrée et de sortie sur 
cette nouvelle facilité. Ces opérations sont respectivement ENTFAC et 
LEAFAC. 
3) Position dans la chaine des appels: 
1. NEWFAC appelle, dans certains cas, le sous-programme EERROR. 
2. Elle peut être appelée par le programme principal et les sous-
programmes de l'utilisateur. 
4) Description détaillée: 
La ressemblance entre la fonction NEW décrite auparavant et cette 
fonction NEWFAC nous permet <le ne décrire que les lignes essentielles 
de cette dernière. 
- NEWFAC vérifie d'abord s'il reste, en mémoire, assez de place pour 
implanter une nouvelle facilité. Si la place est insuffisante, un 
appel à EERROR signale à l'utilisateur ce manque de place et arrête la 
simulation. Par contre, si 1' espace disponible est suffisant, elle 
réserve la place nécessaire, calcule l'indice destiné à l'utilisateur 
et initialise les différentes variables-système et statistiques de 
cette nouvelle station simple. 
4.5.2. Sous-programme ENTFAC (fac). 
1) Argument: 
fac contient l'indice qui permet de référencer la facilité. Cet 
indice a été renvoyé à l'utilisateur lorqu'il a créé cette facilité à 
l'aide de la fonction NEWFAC. 
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2) Description fonctionnelle: 
. ENTFAC permet à une transaction de pénétrer dans la facilité si celle-
ci est libre. Si, par contre, elle est occupée, le processus courant 
qui décrit la transaction est passivé et mis dans une file d'attente 
jusqu'à la libération de cette facilité. 
3) Position dans la chaîne des appels: 
1. ENTFAC peut appeler les sous-programmes PRINTO, RETURN, RESUME et 
EERROR ainsi que le sous-programme assembleur SISAVE. 
2. Il peut être appelé par le programme principal et les sous-programmes 
décrivant les processus de l'utilisateur. 
4) Description détaillée: 
Ce sous-programme vérifie en premier lieu si 1' indice fourni par le 
paramètre "fac" fait référence à un objet de la classe "facilité". 
- Si l'indice ne référence pas une station simple, un message d'erreur 
est envoyé à l'utilisateur et la simulation est arrêtée. 
- Par contre, si l'indice est correct, ENTFAC vérifie si la transaction 
qui a généré cet appel se trouve déjà dans cette facilité, auquel cas 
un message d'erreur est envoyé à l'utilisateur et la simulation est 
stoppée. 
Enfin, si la facilité est libre, la transaction est autorisée à 
progresser après la mise à jour de variables statistiques, tandis que 
si la facilité est occupée, le processus représentant cette 
transaction (c'est-à-dire le processus courant) est chaîné dans une 
liste associée à la station simple, son point de réactivation est 
sauvé, sa notice d'événement est retirée de la SQS et un appel au 
sous-programme RESUME est généré. 
4.5.3. Sous-programme LEAFAC (fac). 
1) Argument: 
fac: indice qui permet de référencer la f aci.li té (voir argumen~ du 
sous-programme ENTFAC). 
2) Description fonctionnelle: 
LEAFAC permet à la transaction décri te par le processus courant <le 
sortir de la facilité dans laquelle elle se trouvait. · 
3) Position dans la chaîne des appels: 
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1. LEAFAC appelle les sous-programmes ADDCAP, ADDFLT, OUT, ACTIV, EERROR 
ainsi que la fonction FIRST. 
2. Il peut être appelé par le programme principal et les sous-programmes 
décrivant les processus de l'utilisateur. 
4) Description détaillée: 
Après avoir vérifié si l'indice passé comme paramètre est correct 
(c'est-à-dir~ s'il référence une facilité), LEAFAC compare l'indice du 
processus courant et l'indice du processus qui se trouve à l'intérieur 
de la station. 
- Si ces deux indices sont différents, l'appel à LEAFAC est erron~ et un 
message d'erreur est envoyé à l'utilisateur. 
- Par contre, s'ils sont égaux, LEAFAC met à jour les variables 
statistiques concernant les facilités. 
- Si la file d'attent~ associée à cette station simple n'est pas vide, 
LEAFAC sélectionne le premier processus de cette file et met à jour 
les statistiques grâce au sous-programme ADDCAP. Ce premier processus 
est alors retiré de cette file à l'aide du sous-programme OUT et est 




4.6.1. Fonction entière NEWGR (capac). 
1) Argument: 
capac: précise la ca pacité du groupe. 
2) Description fonctionnelle: 
NEPGR permet à 1' utilisateur de créer un nouveau groupe. Elle réserve 
donc en mémoire· la place nécessaire à l'implantation de ce nouveau 
groupe et en initialise les différentes variables-systè me. Enfin, 
elle renvoie à l'utilisateur un indice qui doit être utilisé 
lorsqu'une transaction veut entrer dans ce nouveau groupe. 
3) Position dans la cha!ne des appels: 
1. NEWGR appelle dans certains cas le sous-programme EERROR. 
2. Elle peut être appelée par le programme principal, les sous-
programmes et fonctions de l'utilisateur. 
4) Description détaillée: 
Cette fonction est tout à fait similaire aux fonctions NEW, ~ WST, 
NEWFAC, • • • . déjà décrites: . elle permet la recherche de la pl ace 
nécessaire à l'implantation des variables-système, la r éservation de 
cet espace mémoire, le calcul de l'indice destiné à l'utilisateur et 
l'initialisation des différentes variables. 
4.6.2. Sous-programme JOIN (gr). 
1) Argument: 
gr: indice qui permet de référencer un groupe. 
2) Description fonctionnelle: 
JOIN permet à la transaction décrite par le processus courant d'entrer 
dans le groupe désigné par "gr". Si le nombre de transactions dans le 
groupe n'est pas supérieur ou égal à la capacité du groupe, cette 
transaction est mise en attente; le processus courant est donc passivé 
et chainé dans la liste d'attente associée à ce groupe. 
3) Position dans la chaîne des appels: 
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1. JOIN appelle, dans certains cas, les sous-programmes EERROR, RETURN, 
INTO, RESUME, ACTIV, OUT, HOLD, le sous-programme assembleur SISAVE 
ainsi que la fonction FIRST. 
2. Il peut être appelé par le programme principal et les sous-programmes 
décrivant les processus de l'utilisateur. 
4) Description détaillée: 
- Comme la plupart des sous-programmes décrivant les opérations 
effectuées sur des objets basés sur les concepts de GPSS, JOIN vérifie 
en premier lieu la validité de l'indice passé comme paramètre. 
- Si celui-ci n'est pas correct, 
groupe, un message d'erreur 
simulation est arrêtée. 
c'est-à-dire s'il ne r~f~rence pas un 
est envoyé à l'utilisateur et la 
Par· contre, si l'indice est correct, JOI met à · jour la variahle qui 
comptabilise le nombre de transactions qui se trouvent dans ce groupe. 
- Si le nombre de transaction est inférieur à la capacité du groupe, le 
processus courant ( qui représente la transaction) est pas si vé: son 
adresse de réactivation est sauvée, sa notice d'événement est retirée 
de la SQS et ce processus est chaîné dans la liste associée au groupe. 
Enfin, un appel à REStn1E sélectionne et active le nouveau processus 
courant. 
- Par contre, si le nombre de transactions est supérieur ou égal à la 
capacité de ce groupe, il est remis à zéro, les processus qui se 
trouvent dans la file d'attente en sont extraits et sont cédulés à 
l'heure courante; ceci est réalisé grâce à des appels aux sous-
programmes ACTIV et OUT. 
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4.7. REGIONS. 
4.7.1. Fonction entière NEWREG (nomreg). 
1) Argument: 
nomreg: variable qui contient le nom de la r é gion (maximum de 15 
caractères). 
1) Description fonctionnelle: 
- NEHREG permet à l'utilisateur de créer une nouvelle région. 
- Cette fonction réserve donc 
l'implantation de cette nouvelle 
différents attributs-système. 
la place-mémoire 





Elle renvoie enfin à l'utilisateur l'indice de cette région, indice 
qui permettra à une transaction d'entrer dans la r é gion (par l'orrlre 
E JTREG) et d'en sortir (par l'ordre LEAREG). 
3) Position dans la chaîne <les appels: 
- JEh'P,EG appelle, r:lans certains cas, le sous-programme EERROR. 
Elle peut être appel,~e par le programme principal ainsi que par les 
sous-programmes et fonctions de l'utilisateur. 
4) Description détaillée: 
- La technique d'allocation de place-mémoire à un nouvel objet créé a 
déjà été détaillée, par exemple dans la description <le la fonction 
NEW. Nous n'y reviendrons donc pas. 
- Comme en ce qui concerne les autres types d'entité s déduites de GPSSS, 
la nouvelle rég ion créée est insérée dans une liste (par son attribut-
système LIST) des régions "actives". 





4.7.2. Sous-programme ENTREG (reg). 
1) Argument: 
consiste dans 
à la récolte 
l'initialisation 
et au calcul 
des 
des 
reg: contient l'in<lice de la région dans laquelle on désire entrer. 
2) Description fonctionnelle: 
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ENTREG permet à la transaction courante d'entrer dans la région 
désignée par "reg". 
3) Position dans la chaîne des appels: 
1. ENTREG appelle les sous-programmes EERROR et ADDCAP. 
2. Elle peut être appelée par le programme principal ainsi que par les 
sous-programmes et fonctions de l'utilisateur. 
4) rescription <létaillée : 
Si l'objet désigné par "reg" n'est pas une région, une erreur (numéro 
702) est générée et la simulation est interrompue. 
- 1."ous avons déjà indiqué au c hap . 3 l'utilité purement statistique ne 
la notion de région. De fait, le code de ENTREG consiste presque 
exclusivement en la manipulation de variahles statistiques. 
4.7.3. Sous-programme LEAREG (reg). 
1) Ar gument: 
reg: contient l'indice de la r~gion dont on d~sire sortir. 
2) Description fonctionnelle: 
LEAREG permet à la transaction courante de sortir de la région 
désignée par "reg" et dans laquelle elle est sensée se trouver. 
3) Position dans _ la chaîne des appels: 
1. LEAREG appelle les sous-programmes EERROR , ADDFLT et AnDCAP . 
2. Elle peut être appelée par le programme principal ainsi que par les 
sous-programmes et fonctions de l'utilisateur. 
4) Description détaillée: 
Si l'objet désigné par "reg 0 n'est pas un r égion , une erreur ( numéro 
704) est générée et la simulation est arrêtée. 
LEAREG poursuit son exécution par la mise à jour des statistiques 
concernant la r~gion que le processus courant vie~t de quitter . 
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4.8. HISTOGRAMMES. 
4.8.1. Fonction entière NEWHIS (nomhis, nbint, borinf, taille). 
1) Arguments: 
- nomhis: permet de donner un nom à l'histogramme (maximum 15 
caractères); 
nbint: précise le nombre d'intervalles désirés; 
- borinf: donne la borne inférieure de l'histogramme; 
- taille: indique la taille unique pour tous les intervalles de cet 
histogramme. 
2) Description fonctionnelle: 
NEWHIS permet à l'utilisateur de créer un nouvel histogramme. Elle 
réserve donc en mémoire la place nécessaire à son implantation et 
initialise ses différentes variahles-système. Enfin, elle renvoie à 
l'utilisateur un indice qui devra @tre utilis~ lorsqu'il voudra saisir 
(à l'aide de ADDHIS) les données de l'histogramme c-tésiré. 
3) Position dans la chaîne des appels: 
1. NEWHIS appelle dans certains cas le sous-programe EERROR. 
2. Elle peut être appelée par le programme principal et les sous-
programmes de l'utilisateur. 
4) Description détaillée: 
Cette fonction est tout à fait similaire aux fonctions NEW, NEWST, 
NEWFAC , déjà décrites : elle permet la recherche <le la place 
nécessaire, la reservation de cet espace mémoire, le calcul de 
l'indice destiné à l'utilisateur et l'initialisation cies différentes 
variables. 
4.8.2. Sous-programme ADDHIS (hist, val). 
1) Arguments: 
- hist: contient l'indice qui référence un histogramme; 
- val: contient la valeur à classer. 
2) Description fonctionnelle: 
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ADDHIS réalise la saisie et le traitement des valeurs dont 
l'histogramme doit être dressé. 
3) Position dans la chaîne des appels: 
1. ADDHIS appelle dans certains cas le sous-programme EfRROR. 
2. Il peut être appelé par le programme principal, les sous-programmes 
et fonctions de l'utilisateur. 
4) Description détaillée: 
ADDHIS vérifie en premier lieu si l' inçice fourni par la variable 
"hist" fait référence à un objet de la classe "histogramme". 
- Si l'indice ne référence pas un histogramme, un message d'erreur est 
envoyé à l'utilisateur et la simulation est arrêtée. 
Par contre, si l'indice est correct, ADDHIS met~ jour ses diff~rents 
compteurs et calcule dans quel intervalle doit être comptahilisée la 
valeur fournie par "val". 
4.8.3. Sous-programme PRTHIS (hist). 
1) Argm!lent: 
hist: contient l'indice qui permet de référencer un histogramme. 
2) Description fonctionnelle: 
PRTHIS réalise l'impression de l'histogramme dont l'indice est fourni 
par "hist". 
3) Position dans la chaine des appels: 
PRTHIS peut être appelé par le program~e principal, les sous-
programme s et fonctions dè l'utilisateur ainsi que par le sous-
programme HISREP. 
4) Description détaillée: 
PRTHIS ne contient que des impressions. 
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4.8.4. Sous-programme HISREP. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
HISREP réalise l'impression de tous les histogrammes générés lors de 
la simulation. 
3) Position dans la chaîne <les appels: 
1. HISREP appelle le sous-programme ~RTHIS. 
2. Il peut être appelé par le programme principal, les sous-programmes 
et fonctions de l'utilisateur ainsi que le sous-programme GENREP. 
4) Description détaillée: 
HISREP parcourt la chaîne qui relie tous les histogrammes et comman<le 
leur impression par des appels successifs au sous-programme PR'T'HIS. 
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4.9. NOMBRES ALEATOIRES. 
Nous fournissons à l'utilisateur éventuel de SIMUFOR, en plus des sous-
programmes et fonctions nécessaires au contrôle d'une simulation, une série de 
fonctions qui génèrent, lors d'appels successifs, un ensemble de nombres pseudo-
aléatoires appartenant à des distributions particuli~res. 
Ces fonctions de génération de nombres aléatoires sont toutes construites 
autour d'une fonction de base RAND et peuvent être appelées par tous les sous-
programmes et toutes les fonctions de l'utilisateur. 
Non seulement ces fonctions renvoient un nombre pseudo-aléatoire, mais en 
outre,' elles mettent à jour le germe "u" (variable entière) qui doit être passé 
comme paramètre lors de chaque appel. 
Nous nous permettons, pour ces fonctions, de ne donner qu'une brève 
"description fonctionnelle". Une description plus détaillée, une justification 
et une validation des approximations employé es sortiraient en effet du cadre du 
présent travail. Nous renvoyons donc le Lecteur à l'étude de DOW t HAM (4] pour la 
fonction RA11D. Le .Lecteur trouvera en outre de longs développemen~s · en ce qui 
concerne les autres fonctions de génération de nombres aléatoires dans l'ouvrage 
de NAYLOR et al. [14]. 
4.9.1. Fonction réelle RAND (u). 
Elle génère des nombres pseudo-al&atoires uniformément distribués sur 
[0,1[. 
4.9.2. Fonction booléenne DRAW (a,u). 
Elle fournit une valeur booléenne qui est "VRAIE" (TRUE) avec une 
probabilité "a" et "FAUSSE" (FALSE) avec une probabilité "1-a" (a € R). 
Cette valeur est toujours "VRAIE" lorsque "a" est supérieur ou égal à 1, tandis 
qu'elle est toujours "FAUSSE" lorsque "a" est inférieur ou ~gal à O. 
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4.9.3. Fonction réelle UNIF (a,b,u). 
Elle génère des nombres pseudo-aléatoires uniformément distrihués sur [a,b[ 
( a et b € R, a ~ b ) • Une erreur qui entraîne l'arrêt de la simulation est 
détectée lorsque "h 4' a". 
4.9.4. Fonction entière RANDIN (a,b,u). 
Elle renvoie un nombre entier parmi "a, a+l, a+2, ••• , h-2, b-1, b"; chaque 
valeur possède une probabilité égale d'être tirée. 
4.9.5. Fonction réelle NEGEXP (a,u). 
La fonction génère une valeur d'une distribution exponentielle négative de 
moyenne "1/a" définie par "-ln(x)/a" où "x" est un nombre aléatoire de base 
obtenu par un appel à RAND. 
4.9.6. Fonction réelle NORMAL (a,b,u). 
Cette fonction génère des variables pseudo-aléatoires d'une distribution 
normale .de moyenne "a" et d'écart-type "b". 
Sa fonction de répartition est: 
4.9.7. Fonction réelle POISSN (a,u). 
La valeur renvoyée par cette fonction est un nombre aléatoire d'une 
distribution de Poisson de paramètre "a". 
fc1e1 = e -«t rat/ xi 
4.9.8. Fonction réelle GAMMA (k,a,u). 
Elle génère des variables aléatoires d'une distribution Gamma dont la 
fonction de répartition est 
j'cxJ: (~- 1/ .' 
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4.9.9. Fonction entière HYPGEO (npop,nech,p,u). 
E"lle génère un nombre aléatoire de distribution hypergéométrique H(Np, Nq, 
x). et dont la fonction de densité est: 
( ~) ( ·N'J' ) 
~Jt}= ~ '1•X' 
TC (":) "~ }C ~ N~ o ~ ,i .. ,c~ Nt!/ 
"'6 p "'1: N 
--- ---·· - - - ---•--··--- -
4.9.10. Fonction entière BINOM (n,p,u). 
Elle génère une variable aléatoire définie par le nombre de succès dans un 
ensemble de "n" tirages indépendants de Bernouilli. "p" est la probahilité d'un 
succès pour chaque tirage. 
:JC = ttn/i•r E [o, "'] 
4.10. DEBUGGING, TRACAGE ET ERREURS. 
4.10.1. Sous-programme système WERROR (n). 
1) Argument: 
n: indique le numéro de l'avertissement. 
2) Description fonctionnelle: 
- lvERROR regroupe tous les messages d'avertissement qui peuvent être 
envoyés à l'utilisateur. 
- Un appel à_ WERROR provoque l'impression • du message d'avertissement 
correspondant au numéro passé comme paramètre. 
Remarquons que 5 messages d'avertissement au maximum peuvent être 
générés: un dépassement de ce nombre provoque immédiatement l'arrêt de 
la simulation. 
3) Position dans la cha!ne <les appels: 
WERROR peut être appelé par les sous-programmes ACTIV, KILL, 1'ACTIV, 
HOLD, CANCEL . 
4.10.2. Sous-programme système EERROR (n). 
1) Argument: 
n: indique le numéro du message d'erreur. 
2) Description fonctionnelle: 
EERROR regroupe tous les messages d'erreur qui peuvent être envoyés à 
l'utilisateur. 
- Un appel à ce sous-programme provoque l'impression du message n'erreur 
correspondant au numéro fourni en paramètre et arrête le déroulement 
de la simulation. 
3) Position dans la chaine des appels: 
EERROR peut être appelé par les fonctions GLASS , NEW , IDLE , CARl)I , 
EVTLŒ, NEWST, NEWFAC, Nm·TGR , NEWREG, NEWHI.S , RANDIN ainsi que les 
sous-programmes RETURN, ACTIV, PACTIV, REACT , PRF.AèT,- KILL , 0 T, 
PRECED, I NTO , EMPTY, ENTST, LEAST, E TFAC, LEAFAC, ENTREr-, LEAREG, 
JOIN, ADDHIS , PRTHIS, I NISTO , INIFAC, INI!{EG . 
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4.10.3. Sous-programme TRACE. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
- TRACE permet de suivre pas à pas le déroulement de la simulation: 
création des différents objets et processus ou transactions, 
activation et destruction des processus, ainsi que toutes les 
opérations concernant les storages, les facilités et les groupes 
(création, entrée et sortie). 
- L'utilisateur a le choix entre 3 niveaux de trace: 
1. pas de trace (call untrac) (option par défaut), 
2. une trace intermédiaire (call trace), 
3. une trace entrecoupée de "<lumps" de la mémoire pseudo-dynamique 
et de parcours de la SQS chaque fois que le sous-programme 
RESUME est appelé c'est-à-dire approximativement chaque fois 
qu'un nouveau processus est défini comme processus courant (call 
tracex). 
- Ce choix peut être modifié tout au long de la simulation. 
3) Position dans la chaîne <les appels: 
TRACE et ses entrées (UNTRAC et TRACEX) peuvent être appelés par le 
programme principal, les sous-programmes et les fonctions de 
l'utilisateur. 
4.10.4. Sous-programme SUIVRE. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
SUIVRE réalise un parcours de la SQS; pour chaque processus (actif ou 
suspendu), il imprime: 
* son numéro d'ordre dans la SQS, 
* son indice, 
* l'heure e sa prochaine phase active cédulée, 
* son numéro de classe, 
* l'indice de son prédécesseur dans la SOS, 
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* l'indice de son successeur dans la S0S, 
* la valeur de son point de réactivation. 
3) Position dans la chaîne des appels: 
SUIVRE peut être appelé par le programme principal et les sous-
programmes de l'utilisateur ainsi que le sous-programme RESHMF. 
4) ·Description détaillée: 
- SUIVRE parcourt la chaîne formée par 1' ensemble <ies notices 
d'événement des divers processus cédulés. 
Il accède ainsi directement aux informa tians telles que le numéro 
d'ordre, l'indice et l'heure d'événement. Les autres informations 
(numéro de classe, indices des prédécesseur et successeur, pointeur de 
réactivation) sont obtenues par l'intermédiaire du pointeur -PT qui 
relie la notice d'événement 1 l'objet-processus. 
4.10.5. Sous-programme DUMPS. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
Ce sous-programme réalise l'impression: 
1. de quelques informations générales 
(indice de l'objet NONE, indice de la SQS, indice <lu 
processus courant, heure courante de la simulation); 
2. des caractéristiques de chaque classe déclarée 
(numéro de la classe, sa taille, l'adresse du déhut du code 
qui lui est associé ainsi que l'indice qui permet d'atteindre sa 
liste des ohjets détruits); 
3. du contenu de la zone d'implémentation des divers objets de la 
simulation 
(numéro de la · case mémoire, indice pour la référencer, 
contenu sous forme entière et contenu sous forme octale). 
3) Position dans la chaîne des appels: 
DUMPS peut être appelé par le programme principal, les sous-programmes 
et fonctions de l'utilisateur ainsi que le sous-programme RESUME. 
4) Description détaillée: 
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- Les informations générales (1) et celles relatives au descripteur de 
classe (2) sont obtenues de façon tout à fait classique: les premières 
par consultation de la variahle portant leur nom, les secondes par un 
simple indiçaee FORTRAN. 
- L'impression du contenu de la zone d'implantation des objets de la 
simulation est obtenue d'une manière tout aussi simple: au lieu de 
considérer (et cela compliquerait cette impression) que la zone 
d'adressage pseudo-dynamique (commun ZAD) est formée par un ensemble 
d'occurence des variables-système et variables-utilisateur de 
différentes classes, on calcule les deux indices qui permettent, à 
partir d'un tableau fictif (en l'occurence le tableau GLASS), 
d'atteindre le début et la fin de la partie occupée dans le commun 
ZAD; de nouveau, un simple indiçage itératif permet alors d'imprimer 
le contenu de tout ce bloc. 
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4.11. STATISTIQUES. 
îoui croyons opportun de pr~senter quelques remarques à propos des 
statistiques que nous calculons automatiquement dans SI~fUFOR. En concevant le 
système SitfüFOR, nous dé sirions implémenter en FO TRM! la 0 rande majorité <les 
concepts et <les primitives du langage ~L1ULA. 
objectif. 
_ous croyons avoir atteint cet 
Nou s avions également conscience, d'une part ne la difficultP. de programmer 
des prohlèmes <le réseaux de files <l'attente en snULA , et d 'autre part de la 
fréquence de ces prohlèmes. .Tous avons donc estimé souhait a ble d 'incorporer à 
notre système les notions et les entités de GPSSS . 
L'étape suivante consistait alors à calculer automa tiquement des 
statistiques à propos de ces entités (qui se prêtent particulièrement hien à ce 
genre d'exercice). Malheureusement, le terops nous était comp t é et nous nous 
sommes donc content~s de r é colter es statistiques .. tl propos de toutes les 
données qui respectent les trois condi tions suivantes: 
possibilité de ca l ctl cunulatif qui ~vit e la m'morisation ,fo masses 
trop importantes d'informations; 
- accès relativement ais~ à l'information; 
- a bsence de concepts statistiques compliqués qui nécessitent une é tude 
théorique préalable ou des traitements particulièrement lourds. 
Nous n'avons pas la prétention d'affirmer que les statistiques eue nous 
calculons sont les plus i mportantes ou les plus pertinentes: elles ne sont 
qu'une ébauche de ce qui pourrait être fait. L' évolution de SI~fUFO!?. passe 
naturellement par des tests de stationnarit~ et le calcul <l' intervalles èe 
confiance, pour ne citer que quelques développements statistiques possihles. 
Cependant, nous croyons que les r ésultats que nous fournissons permettent une 
vue assez claire, à défaut d'être précise et rigoureuse, nu d0roulement d'une 
simulation de réseaux de files d'attente. 
Le principal probl~me, qui n'est pas r é solu, reste la rl~termination de la 
stationnarité (ou la non-stationnarité) d 'un phénorn~ne stoc~astique. Les 
écarts-types que nous calculons ne donnent qu ' une id/ie assez vaeue rie c e tte 
un 
• information. L'utilisateur averti de SI;'1UFOR devra donc, au stade actuel du 
développement de notre système, faire preUve d'un certain doigté ou prograramer 
lui-même les tests de stationnarité. De plus, il peut évidemment programmer le 
calcul de toutes les statistiques particulières qu 'il estime nécessaires. 
Apr~ s avoir fai t cette mise au point, nous nous int~resserons <l 'une façon 
pragnatique, et non plus critique, aux statistiques que nous calculons. Il faut 
distinguer les informations ponctuelles et les informations rapport é es à 
l'échelle du temps. 
1) Informations ponctuelles. 
- Le nornhre d'unités d'un serveur (d'une station multiple particuli~re) 
demandées par une transaction est une informa tian ponctuelle par 
excellence. Elle est r~colt~e i chaque entrée rl'une transaction dans 
le "storage" correspondant. Il s'agit ici d 'une infon~ation entière. 
C'est la seule; ~outes les autres sont r ~elles (en effet, pour 
SIEUFOR, le temps simul8 est une valeur réelle). 
Le ter.1ps de service des transactions par un serveur est une autre 
informa tian ponctuelle. On raémorise l' heure du dé ut du service dans 
l'attribut-systè~e PT. TAT de la transaction . Cette donnée est 
retranchée de l'heure de la fin de service; on obtient ainsi. une 
information à propos du terops de service. 
- Le temps d'attente des transactions dans une file est encore une 
information ponctuelle. Elle s'obtient par différence entre l'heure 
d'insertion de la transaction dans la file et l'heure de son retrait. 
ans ces trois cas, on obtient un ~chantillon <le valeurs ponctuelles 
(observations). 0n peut en calculer: 
- la valeur minimale (min); 
- la valeur maximale (max); 
la moyenne des valeurs (av); 
la moyenne des carrés des valeurs (stci); 
- la taille de l'échantillon. 
Ces cinq informations peuvent s'obtenir de maniè re cumulative . 
d'initialiser les cin~ variables de la façon suivante: 
- min = + 00 , 
- max= 0 (ou 0 .0) , 
Il suffit 
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- av= 0.0, 
- std = 0 . 0 
- nb = 0 • 
Lorsqu'appara!t une nouvelle observation (ohs), on la traite directement par 
l'appel: 
CALL ADDI NT (av, std, nh, min, max, ohs), 
si la valeur observée est entière, ou par: 
CALL ADDFLT (av, std, nb, min , max, obs), 
si la valeur observée est r éelle. A tout instant de la simulation, si on 
consid~re l'échan tillon des valeurs qui ont <l~ji ~t é ohserv~es: 
- mi n représente la valeur minimale ; 
max repr ésente la valeur maximale; 
- av représente l a valeur moyenn e; 
- std représente la oyenne des carr é s ries valeurs; 
- nh représente la taille de l ' é chantillon . 
L'écart-type 
formule: 
(ec-typ) de l'échantillon s'ohtient aisément 
ec-typ =var ~ 
où var= std - av 2 
2) Informations r apporté es à l' échelle du te~ps. 
' :-3 partir de la 
L ' évolution du nom re des transactions 
d'attente est typiquement une infonna tion 
temps . C'es t un proces sus stochastique. 
loquées <lans une file 
r appo rtP. e .'-:. 1 ' P. chelle <lu 
Il en est de même <le 1' évolu tion <lu nombre d'unités occupées du 
serveur d 'une station mul ti ple . 
Dans le cas d 'une simulation à ~vénements discrets , l ' évo lution d 'une telle 
inforra tion se représente, sur l'échelle ~u temps, par une fi gure du type 
suivant: voi r fig . 4-4. 
La valeur maximale et la valeur minimale e l'information sont aussi aisées 
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Figure 4-4: Evolution d'une information temporelle. 
à obtenir que <lans le cas d'un échantillon de valeurs ponctuelles. 
Par contre, la notion de moyenne et celle d '~cart-type sont plus difficiles 
à cerner que rlans ce cas. 
Jous utiliserons la notion de . moyenne ergodique, plus naturelle dans le cas 
<l 'un processus stochastique. Celle-ci est définie comme l'intégrale rle 
l'information depuis le déhut jusqu'à la fin <le l'observation, divisée par la 
durée de celle-ci. ans le cas d 'une simulation à événements discrets , le 
nombre des changemen ts de la valeur de l'information est fini. De cette façon , 
le calcul de l'intégrale se rP-sume à l' addi tian iles surf aces <le petits 
rectangles , comme on peut le voir sur la figure 4-4. Notons que la moyenne 
ergodique n'a de sens que dans le cas d 'un processus stochastique stationnaire. 
L'information que nous fournissons devra donc être considérée avec prudence . 
Pour donner une idé e de la dispersion de l'information autour de la moyenne 
(ereodique) calculée, nous avons inventé un indice èe dispersion que nous avons 
appelé "écart-type ergo<lique" . Il a é t é déduit de l' écart-type classique par le 
même cheminement que celui qui permet <le dédui re la moyenne ereodique èe la 
1R4 
moyenne classique. La moyenne ergodique et notre "écart-type ergodique" peuvent 
aussi être calcul' s de manière cumulative. 
cinq variables de la façon suivante: 
Il suffit à nouveau d'initialiser 
- cpmin = +ro 
cprnax = 0 , 
- cpav = 0.0, 
- cpstd = 0 .0 
- tptot = 0.0 
Lorsque l'information que l'on observe change <l e valeur, on me t dans une 
variable ( tpobs) la longueur du temps durant · laquelle l'information n'a pas 
chaneé (c'est-à-dire la différence entre l'heure courante et l'heure du 
précédent changement de valeur). On m•~Mori se éealeme nt ( o l. s) la va leur de 
l'information avant le ·changement que l'on vient d'enregistrer. Ces deux 
données repré sentent une observation que l'on traite directement par l'appel: 
CALL ADDCAP (cpav,cpstd ,tptot,cpmin,cpmax,obs,tpols). 
De cette manière, n l'issue de chaque changement <le valeur de l'information, et 
sur toute la période d'observation d~ j à couverte (repr~sent~e par tptot): 
cpmin repr ~sente le valeur minimale de l'information; 
- cpmax en repr P- sente la valeur maximale; 
- cpav en repré sente la moyenne ergodique; 
cpstd représente la moyenne ergodique du carré de l'informa tien ( si 
l'on ose dire). 
L'écart-type "ergo<iique" s' ohtient de la même manière que l' écart-tyre 
classique, à partir de cpstd et cpav, par la formule: 
ec-typ = c pvar \, 
où cpvar = c pstd - cpav 2 
4 .11.1. Sous- programme ADDFLT (moy, var, compt, min, max, neuf) . 
1) Arguments: 
1. moy: variable (réelle) contenant la moyenne des valeurs 0éj8 
·observées • 
2. var: variable (réelle) contenant la moyenne des carrés ries valeurs 
déjà observées. 
3. cornpt: variable (entière) contenant le nombre de valeurs déjà 
observées. 
4. min: variable (réelle) contenant la plus petite valeur ohservée . 
S. max : variable (réelle) contenant la plus grande valeur observée. 
6. neuf: variable (réelle) contenant la valeur de la nouvelle 
observation. 
2) Description foctionnelle: 
- Le sous- programme A DFLT permet d'ajouter une nouvelle valeur observée 
à un échantillon de valeurs réelles. Il assure 1' a:ustement <lu 
minimum et du rnaximun des valeurs <lé jà ohserv~es . Il calcule les 
nouvelles moyennes des valeurs et des carr~s des valeurs . Enfin, il 
incr~mente d'une unit6 la taille .de l'~chantillon. 
- Il pourrait être utilisé par un programP1eur désireux d'effectuer les 
mêmes opé rations à peu de frais. 
3) Positiop dans la c~aîne <les appels: 
ADDFLT est appelé par les sous-programmes LEAFAC, VERIST, LEAST et 
LEA.REG. 
4) Description détaillée: 
Les nouveaux maximum et minimum sont déterminés par comparaison <les 
anciens avec la nouvelle valeur o servée. 
- La nouvelle moyenne se calcule par la formule: 
moy = 
(compt * moy) + neuf 
cornpt + 1 






(compt *var)+ neuf 2 
compt + 1 
de compt ne peut s'effectuer ' ' qu apr i~ s ces <leux 
4.11.2. Sous-programme ADDCAP (cpmoy, cpvar, tptot, cpmin, cpmax, cpneuf, 
tpneuf). 
1) Arguments : 
1. cpmoy: variable (réelle) contenant la moyenne ergodique de 
l'information sur la période d'observation "tptot". 
2. cpvar: variable (réelle) contenant la moyenne ergodique <lu carré de 
l'information, sur la même période. 
3. tptot: variable (réelle) contenant la durée de l'observation de 
l'information, depuis le début jusqu'au changement <le valeur aui a 
provoqué l'appel précédent à ADDCAP . 
4. cpmin: variable (entière) contenant la valeur minimale de 
l'information sur la période d'observation "tptot". 
5. cprnax: variable (entière) contenant la valeur maximale <le 
l'information sur cette pé riode. 
6 . cpneuf: variahle (entière) contenant la valeur <le l'information 
depuis l'appel précédent à ADDCAP jusqu'à l'appel actuel. 
7. tpneuf: variable (r~elle) contenant la dur~e de temps qui a s~par~ 
ces deux appels successifs. 
2) Description fonctionnelle: 
Supposons que nous ayons affaire à une information entiè re qui varie 
par changements discrets de valeur (on dit également d'état au cours 
du temps. C acun de ces changements provoque l'appel à ADDCAP . 
- En tenant compte de la valeur de 1' information entre le changement 
d'état qui a provoqué 1' appel actuel de ADnCAP et le précÂdent, ce 
sous- programme réalise l'ajustement: 
* des valeurs minimale et maximale de l'information; 
* des moyennes ergodiques de l'information et du carré <le 
l'information; 
* de la clurée <l e la périocle d 'observation d4jà prise e-n compte. 
3) Position dans la chaîne des appels: 
ADDCAP est appelé par les sous-prog rammes LEAFAC , VERIST , LF.AST , 
LE REG , PRI TO , ENTST , ENTREG , S!OREP , FACREP et REGREP . 
4) Description rl~taill~e : 
Le s nouveaux minimum et maximum sont toujours déterminés par 
cor.1.pa r aison entre leurs anciennes valeurs et la valeur de "cpneuf" . 
- La nouvelle moyenne ergodique se calcule par la f ormule: 
cpmoy = 
(tptot * c pmoy)+(cpneuf * t pneuf) 
( tptot + tpneuf) 
- La nouvelle moyenne ergodique du carré de 1 ' information se calcule , 
elle, par la formule : 
cpvar = 
(tptot * c pvar)+(cpneuf 2 * tpneuf) 
( t ptot + tpneuf) 
- Tous pouvons rem.arque r la similitude qui existe entre ces for~ules et 
celles utilisées dans le sous-programme ADDFLT. Ici , les ohservations 
de l'information sont simplement pondérées par la durte de la période 
durant laquelle l'information est restée constante. 
- , Enfin , 1' incrémentation de "tptot " n; , peut se 
l'accomplissement ne tous les calculs prec dents . 
faire 
4.11.3. Sous-programme ADDINT (moy, var, compt , min, max, neuf). 
1) Remarque : 
qu ' après 
ADDI Jî ne diffère de ADDFLT que par le fait qu'il travaille sur un 
échantillon de valeurs entières . Par conséquent , min , max et neuf 
repr~sentent des varia les entières. Pour le reste, nous renvoyons le 
Lecteur à la description de AnnFLT. Il est à noter que la 
manipulation des type s de varia les est très délicate en FO T .A! . 
C'est d ' ailleurs la ra i son pour laquelle nous avons dû é cri~e rleux 
sous-programmes différents qui r éalisen t fonctionnellement le mê e 
traitement. 
2) Position ans la chaîne des appels: 
A DINT est appel~ par 1TST. 
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4.11.4. Sous-programme STOREP. 
1) Ar guments : nihil. 
2) Description fonctionnelle: 
Le sous-programme SîOREP provoque 1 ' impression de toutes les 
statistiques ( calculées automatiquement par SH1UF R) disponi hles ,; 
propos de 1' ensemble de stations multiples de la simulation. Les 
données affichées sont divisées en six grandes classes d 'infomation 
qui ont f t~ définies i la fin du chap. 3. 
3) Position dans la chaîne des appels: 
1. STOREP appelle Je sous-programme ADDCAP. 
2. Il peut être appelé par le programme principal, les sous-programmes 
de l'utilisateur ainsi que le sous-programme GFN~FP . 
4) Description détaillée : 
- Pour cl.aque classe d'information, le sous-prozramme S'!'()Pf . parcourt la 
c1aîne qui relie l'ensemble des stations multiples "act ives " au moment 
de l'appel, et imprime une ligne r1e rt:Ssultats pour chacune n'entre 
elles. 
- Nous nous sommes ~videmment efforc's d'6rliter les r~sultats ~e façon ~ 
en rendre la lecture la plus ais/2e possi le. 
4.11.5. Sous-programme FACREP. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
Le sous-programme STOREP provoque l'impression rie toutes les 
statistiques (calculées automatiquement par SI H! FOR) c:Hsponihles n 
propos de l'ensem le de stations simples de la simulation. Les 
données affichées sont divisées en quatre grandes classes 
d'information qui ont été définies à la fin du chap. 3. 
3) Position dans la chaîne des appels: 
1. ACREP appelle le sous-programme A DCAP. 
2. Il peut être appel~ par le programme principa l , les sous-progranmes 
de l'utilisateur ainsi que le sous-programme ~ENREP . 
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4) Description détaillée: 
- Pour chaque classe d'information, le sous-programme FACREP parcourt la 
chaîne qui relie l'ensemble <les stations simples "actives" au noment 
de l'appel, et imprime une ligne de résultats pour chacune <l'entre 
elles. 
L'édition des r~sultats s'effectue selon le même sch~ma que ce l ui qui 
a été mis au point pour les stations Multiples. 
4.11.6. Sous-programme REGREP. 
1) Arguments: nihil. 
2) Description fonctionnelle: 
Le sous-programme REGREP provoque 1' impression de toutes les 
statistiques (calculées automatiquement par SDfüF() ) disponibles à 
propos de l'ensemble des r égions de la simulation. Les données 
affichées sont divisées en <lcux grandes classes d'information oui ont 
été ·définies à la fin du chap. 3. 
3) Position dans la chaîne des appels: 
1. REr,Rr.~ appelle le sous-programme DDCAP . 
2. Il peut être appelé par le programme princi.pal, les sous-programmes 
de l'utilisateur ainsi que le sous-prog ramme G'ENREP . 
4) Description détaillée: 
- Pour chaque classe d'information, le sous-programme ?E~RE~ parcourt la 
chaine qui relie l'ensemble <les régions "actives" au moment de 
l'appel, et imprime une ligne de r é sultats pour chacune d'entre elles. 
- L'édition des résultats s'effectue, log iquement, pensons-nous, selon 
le même sch éma que celui qui a été mis au point pour les stations 
simples et multiples. 
4.11.7. Sous-programme INISTO (sto). 
1) Argument: 
sto: contient l'indice qui r é f é rence une station multiple. 
2) Description fonctionnelle : 
- I NISTO r f initialise l'ensemb le es variables sta tistiques (attrihuts-
système spé cifiques) associé es à la station multiple désignée par 
"sto". 
- L'appel à cette procédure permet <l'éliminer la partie non stationnaire 
qui est associée au démarrage d'un processus stoch astique d 'attente et 
de service. On peut ainsi espérer observer un processus stationnaire. 
Ceci validerait la pertinence des r é sultats que nous calculons. C'est 
surtout vrai en ce qui concerne les moyennes erg od iques et ·ce que nous 
avons appel~ les "écarts-types erg odiques". 
3) Position dans la chaîne <les appels: 
1. I .TI STO appelle parf ois le sous- programme EEP-ROR . 
2. Il peut être appelé par le programne principal, l e s sous- pr ogr ammes 
de l'utilisateur ainsi que le sous-programme GENI rT. 
4) Description détaillée: 
- Si l'indice "sto" ne r éfé rence pas une station multiple, un messae e 
d'erreur (numé ro 953) est affiché et la simulation est arrêt é e. 
- Les initial isations des variahles statistiques sont sen s i b lement l e s 
mêmes que celles <l e la fonction HEHST. Seules les i n f o r mations 
"courantes" restent inch ang~es et l es informations " i nitiale s" 
prennent les va l eurs des i nformations "couran tes". 
4.11.8. Sous-programme INIFAC (fac). 
1) Ar gument: 
fac: contient l'indice qui r éfé rence une station simple. 
2) Description f onctionnelle: 
- H TIFAC r é ini tialise 1' ensemhle des variah les sta t i stiques (attri huts-
système spécifiques) associé es à la s tation simple dé signé e par " fa c". 
- L'utilit é 0e cette procédure est l a mê me que cel l e du sous-prog ramme 
HTI STO. 
3) Position dans la chaîne de s a ppels: 
1. I ,I FAC appelle parf ois le sou s-programme EERROTI . 
2. Il peut être appelé par le programme princi pal, le s sous- programmes 
de 1' ut i lisateu r a insi que l e s ous-pro8 r amme GL 1I .JI . 
4 ) Description dé tai llée: 
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Si 1' indice "fac" ne réfnrence pas une station simple, un message 
d'erreur (numéro 951) est affiché et la simulation est arrêt é e. 
- Les initialisations des variahles statistiques sont sensihlement les 
mêmes que celles de la fonction EWFAC. Comme dans le cas de I NISTn, 
seules les informations "courantes" restent inchangées alors que les 
informations "initiales" prennent les valeurs des informations 
"courantes". 
4.11.9. Sous-programme INIREG (reg). 
1) Argument: 
reg: contient l'indice qui réf~rence une r 6gion. 
2) Description fonctionnelle: 
- I NIREG r6initialise l'ensemble des variahles itatistiques (attri uts-
système spécifiques) associées à la région désigné e par "reg • 
L'utilit~ de cette procérlure n'est pas la même que celle de I NIST0 et 
INIFAC. En effet, ·r JI~E~ permet simplement d'ajuster la pé riode 
d'observation des statistiques relatives à la r ég ion désignée par 
"reg " sur celle d'autres entités dé <luites d.e r,psss (sta tions simples 
et multiples principalement). 
3) osition dans la chaîne <l es ap pels: 
1. HJIREG appelle parfois le sous-programme EERROR. 
2. Il peut être appelé par le programme principal, les sous-programmes 
de l'utilisateur ainsi que le sous-programme GE,. INI. 
4) Description détaillée: 
Si 1' indice "reg" ne référence pas une région, un message r.' erreur 
(numéro 950) est affiché et la simulation est arrêt ( e. 
Les initialisations des variahles statistiques sont sensiblement les 
mêmes que celles de la fonction JE\ EG. Seules les informatjons 
"courantes" restent inchangé es et les informations "initiales" 
prennent les valeurs des inforr.iations "courantes". 
4.11.10. Sous-programme GENINI. 
1) Argu~ents: nihil. 
2) Description fonctionnelle: 
- Le sous- programme GE , I ,JI r éini tialise 1' ensemhle de s vnriahles 
statistiques associées à toutes les stations simples et multiples 
ainsi qu'à toutes les régions de la simulation. L ' appel à GniJ n 
marque le démarrage d'une nouvelle période d'observation des 
statistiques automatiques de SI CF0R . 
- Remarquons que l'appel aux sous-programmes d'édition <les statistiques 
ne provoque pas la r ~initialisation de ces ~erni~res, afin de 
permettre l'impression de r~sultats partiels sans troubler le 
processus de cumul 0es informations. L1 utilisateur désireux d ' obtenir 
plusieurs impressions à propos de périodes <l'observation indépen<lantes 
doit employer les procédures de r éinitialisation <les calculs 
statistiques, qui sont à sa disposition. 
3) Position dans la chaîne des appels: 
1. GE JINI appelle les sous-programmes I ISTO, I.TIFt'\C et I Ti l<.EG . 
2 . Il peut être appelé pa r le programme principal et les sous-pror, rarnmes 
de l'utilisateur. 
4) Description dé taillée: 
- On parcourt d'abord la chaîne des stations multiples afin <le 
r é initialiser les variables statistiques de chacune n ' entre elles, pa r 
l'appel à LHST . • 
- On fait ensuite de même pour les stations simples et enfin, ourles 
régions. 
4.11.11. Sous-programme GErREP. 
1) Arguments : nihil. 
2) Description fonctionnelle : 
Le sous-programme GE TffE provoque l'impression 
statistiques automatiques calculées par SL1UF "R . Ce 
les résultats à propos des entités "GPS . " suivantes : 
* les stations Multiples; 
* les stations simples; 
* les r égions; 
* les histogrammes. 
3) Position dans la cha in e des appels: 
de toutes les 
rapport couvre 
1. GENREP appelle l~s sous-programmes STOREP, FACRF.P, RF.GREP et HISREP. 
2. Il peut être appelé par le programme principal et les sous-programmes 
de l'utilisateur. 
4) Description dé taillée : 
Après 1' impression d 'une page de garde, les r ésultats sont affichés 
par des appels successifs aux sous-programme s STOR~P , FACREP , RF:G ,..E1' 
et HISREP . 
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4.12. SOUS-PROGRAMMES ET FONCTIONS ASSEMBLEUR . 
Avec les fonctions et les sous-programmes écrits en ASSF'. {BLEUR , nous 
entrons dans le domaine de ce qui touche rle tr~s pr~s i la portahilit~ ~e notre 
sys t èrne SHîUFOR . Si nous implantons tous les ohjets de la simulation dans un 
grand commun hlanc, toutes les prockdures peuvent être implénentées en FOP.TP.A.T. 
Leurs caract'ristiques de portabilité. sont don c celles d'un lanr.age comme le 
FORTRA 1, très répandu et bien normalisé . 
Nous nous somme s e ffo rc~s de n'utiliser que ~es instructions prfvues 
explicitement dans la norme de FORTR t1 . De cette façon, nous sommes pe rsuarl~ s 
que la r ~6criture de SitIDFOR , pour son utilisation sur un autre type 
d 'ordinateur que le DEC 2060 , ne prendrait qu 'un minimum <le temps . 
Seules quatre proc~dures ont <lG ~tre ~c rites en langage <l'assemblage . 
Celles-ci devront .fatalement être totalement revues dans un nouvel 
. 3 
environnemen t • Il s'agi t de la f onction LOCF ainsi rJ.ue <les sons-programme s 
SIS.A.VE , J ULPTO et JFT ue nous nous proposons de décrire dan s les pazes qui 
suivent. Cepenrlant , quelque s mises au point doivent @tre faites ~1 pr ~ala~le . 
En FORTRA , l ' appel du s ous-programme SSPRGt~ par l'ordre "call s~n~GL " 
provoque d 'abord le sauvetage de "l'adresse de r e tour dans le program e 
a ppelant" . Il s'agit de l ' adresse de l ' ins truct ion qui suit iMr16rUa tement 
1 ' ordre "call SSPRGt1 " dans le programme appelant . 
point d 'entrée <le SSP, G1 . 
Il y a alors hranchement a 11 
L' i ns truc tion RETUR : du sous- programme SSPRG provoque, e l le , la pours ui te 
de l'exécution du programme appelant à l'a<lres se s auv~e lors de l'exé cution de 
l'ordre CALL. 
C' es t le mécanisme clas sique de l'exécution <l ' un sous-programme FORTRA.J . Ce 
mé canisme est insuffisant pour réaliser la ge stion 0es processus de simulation 
et l'implémentation de la notion de "cc-routine". En effet, la suspensi on et la 
31e langa ge d'assemblage peut être fon damentalement différen t <l 'un ordinateur 
à un autre . 
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reprise de l'exécution d 'un processus, telles qu'elles ont été rl é finies dans le 
chapitre 3, n~cessitent l',criture de deux sous-programmes AS SEMBLEUR : 
1. le premier doit permettre de mémoriser, dans l' attrihut-système LSC 
d'un processus suspen<lu, l'adresse ; laquelle <levra reprendre 
l'exécution de ce processus. tl s'agit nu sous-programme SI SÂVF, ; 
2. le .second doit permettre de repren<lre effective . ent l'exé cution d'un 
processus à l'adresse qui aura et e sauvée par le sous-programme 
SISAVE précisément. Il s'agit du sous-programme J UMPT0. 
Intuitivement, on pressent a it que l' écriture <le ces deux procê rlures ne 
devait poser aucun prob l ème. L'exp2rience nous a montré que cet optimis~e ~tait 
quelque peu prématuré . En effet, la simplicité de l' écriture de ces procénures 
d~pend de l'or~inateur avec lequel on travaille. A Montr~al, nous avons utilis6 
un ordinateur CDC CYBER . Pour cet or~inateur, nous n'avons eu aucune peine l 
concevoir et à écrire rapinement ces deux procédure s. Par contre, en ce oui 
concerne le DEC 2060 , notre t~che s'est av~r f e heaucoup plus arrlue. A quoi cela 
est-il dû? 
Pour exécuter les ordres CALL et RETT Bi' , l' i mpl 1~rnenteur du langa ge FORTRAi·! 
doit sauver quelq ue part l'adr esse de retour et trouver un moyen è e r éaliser les 
sauts (Jffi1P) nécessaires. Il existe neux grandes ph ilosophies possihles en 
mati~re de sauvetage d'adresses et de sauts: 
1. la premi ~re consiste, lors de l'appel d'un sous-programme (ordre 
CALL), à sauver 1' adresse <le retour clans l e premier mot-mémoire du 
sous-programme a ppel6 . Le retour au programme appelant (ordre 
RETUR L!) consiste alors à exécuter un saut inconnitionnel à 1' a0resse 
mémoris é e dans le premier mot-némoire rlu sous-programme; 
2. la secon<le consiste, lors de l'appe l d' un sous-progr amwe (or <l re 
Ct\LL), à sauver l' arlresse èe retour 2ans une pile (" s t a c · " glohal). 
Le retour au programme ap pelant consiste a l ors à retirer l'adresse 
(mémoris ée lors de l'appel) de l a pi l e et d ' y ef f ectuer un 
branchement. 
Control Data a choisi la premi ~re solu tion. Dans ce cas, l ors de l' a ppe l i 
un sous-programr.1e de céci ula tion, le rôle de SI SAVE se r é sume ,; a l ler cbercher le 
contenu du premi e r mot-mémoire du sous- programme en question et de le sauver 
dans l'attrihut-syst~me LSC du processus courant. 0uant au rôle <l e J l~PTO, i l 
se resume à rechercher l' a <lre s se méraorisé e dans l'attri hut-syst C!me LSC du 
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processus dont on désire reprendre l'exécution, et ~- effectuer un branchement 
inconditionnel à cet te adresse. Comme nous le voyons, les deux procédures 
SISAV et JUM?TO sont faciles à comprendre et à écrire dans un environnement 
CDC. 
Chez Digital, le probl~me provient de l'utilisation d'une pile pour sauver 
les adresses de retour. L'exécution de chaque ordre CALL (ou de chaque appel de 
fonction) sauve une adresse de retour dans la pile. L'exécution d 'un programme 
FORTRJ\f; est comparable, au point de vue de 1' usage <les sous-programmes, à une 
expression parenthé sée (un ordre CALL P. quivaudrait à une parenthè se ou 7rante, et 
un ordre RETURN, à une parenthèse fermante ). Coî!lme pour la conpilation des 
expressions, 1' usage d'une pile paraît donc tout à fait indiqué. Chaque ordre 
RETU ,n sera mis en relation avec la "bonne" arlresse <le retour. Tout serait 
parfait si nous utilisions Fn /I'RAN de façon standar<J. Ce n'est mallieureusement 
pas le cas. r otre problème vient du fait que nous exécutons heaucoup plus 
d'o r dres CALL que d'o r d res P-êTUl:U.T . Le contenu de la pi le croît donc très 
rapidement. nr, ce contenu est limité à une soixantaine d ' adres ses de retour. 
Pass~ ce stade, l'exécution du prog r amme s'arrête, faute rle place dans la pile . 
Il nous faudra donc nettoyer réguli è rehlent la pile (c'est-à-dire enlever les 
adresses de retour inutiles), sans pour autant troubler les appels (et surtout 
les retours) classiques de sous-programmes, effectués selon la norme de FORTP..A :r . 
La figure 4-5 indique le schéma de l'appel et de l'exécution de tout sous-
programme de gestion des processus ( sauf El ID PRO) • Seuls les appels ( CAl.L) 
auxquels ne correspond aucun retour (RÉTURJ ) ont été incUq rn~s. Il s'agit de 
l'appel au sous-progranme de cé<lulation lui-même (call (1)), de. l'appel à RE SU~·Œ 
(call (2)) et de l'appel à JT J}TT'TO (call (3)). Parmi les appels qui seront 
suivis d'un retour, classique, seul l'appel à SI 
sous-programme· modifiera le contenu o.e · la pile . 
nous indi()uons l'évolution du contenu de la pile, 
d 'instructions réprésent é e. 
VE a é té mentionné , car ce 
F.n regard de la fi gure 4- 5 , 
tout au lonf de la s~quence 
ous remarquons que, à la fin de la sPquence ci'exécution pré sent é e (qni 
correspond, rappelons-le, .;. l'exé cution de toute procé ch1re de d!<lulation , y 
compris les sous-programmes I: i~TFA C, E T srn et JOIN), la pile s'est enrichie de 
Sou~ 'l'' -rr.>yramm ~ 
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Fi gure 4-5: Ex é c11 tion d ' une proc (~~ure rie c ~ci u a t i on . 
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trois adresses de retour (addl, a<lrl2, et add1) qui, non seulement ne seront 
jamais utilisées, mai s surtout, ne seront jamais retirées. Les sous-programmes 
SI SAVE et J UHPTO devront donc se charge r, en plus de leur tâche origi nelle ( qui 
est grosso modo la même que dans le cas du CDC), de nettoyer la pile des 
adresses de retour. On voit clairement que SISAV , peut enlever adèl <le la pile, 
alors que J ffifPTO peut , quant à lui, enlever les deux a<lresses a <l<l3 et a 114 . De 
cette façon, toutes les adresses de retour parasites seront P- limint>es de la 
pile. 
eus renvoyons le Lecteur désireux de s'informer plu s amplement sur le 
passage <les paramètres entre un sous-programme FOTIT ~ et un sous-program . e 
ASSEdRLEUR aux manuels FO :'!.'R 1 [ 8 ) et dAC. 0-20 [ 13] (. SSF. mLF:TT ) de nigi tal. T1 
trouvera là, égalet11ent , la signification exacte des or<fres P(YP , -PTS { , POPJ et 
PUSllJ de manipulation de pile ( é ventuellement combinÉ:>~~ e à <les rancheme . ts, rlans 
le cas de POPJ et de PUSHJ). 
A l'aide de la figure 4 - 5 toujours, nous pouvons à pré sent <l0cri re les 
sous-programmes SISAVE et JL. fPT0. 
4.12.1. Sous-programme assembleur système SISAVE (var). 
1) Argument: 
var: d~signe la variahle dans laquelle on d~sire m~rnoriser l'arlresse 
de retour. 
2) Description fonct·onnelle: 
Le sous-prog ram~e SIS VE sauvera, dans le paramè tre actuel de l'appel, 
l'adresse à laquelle reprendra, par la suite , l'ext cution ~u processus 
que l'o est en train de suspen<ire par l'appel à un sous-progra me <le 
cédulation . 
3) osition dans la chaîne des appels : 
SISA E est appel' par les sous-progra~ mes ACTIV, PAC IV, F ft.CT , 
PREACT , ASS IV, HOLD, JAIT , CA Cf. , Ei DP O, E TST et F. ,JTF AC. 
4) Pescri p tion dé taillé e: 
- Une pile n'est accessihle que par son sommet. te sous-prograr1.me 
SISAVE enlève donc les deux arlresses ciui se trouvent au son:.l'1et de la 
pile. Il renvoie la seconde adresse retir~e (a~dl ) dans le premier et 
seul argument actuel de l'appel. 
L'adresse addl n 'est pas replacée sur la pile. 
du "stack global" a donc lieu ici. 
Le premier nettoyage 
- Par contre, la seconde adresse <le retour (and2) est replacée au sommet 
de la pile . L'instruction ~OPJ réalise le mé canisCTe de retour 
classique (chez DEC) d 'un sous-pro3rar.1me appel é . Elle enlève 
l'adresse de retour (add2) de la pile et ef fe ctue un hranchement 
inconditionnel à cette ad r esse. 
4.12.2. Sous-programme assemhleur système JUMPTO (var). 
1) Argument: 
var: désigne la variahle dans laauelle se trouve 1' arlresse vers 
laquelle ont dé sire effectuer un hranchement . 
2) Descri~tion fonctionnelle : 
t e sous-programme Jl 1PTO effectue un hranc'hement incon<litioy,nel À. 
l'adresse contenue dans le pa ramè tre a ctuel de 1 ' apnel . Il permet de 
reprendre l' ex~ cution d ' un processus suspen du , à J ' enèro i t o,': elle 
ava it ~t e interrompue , pourvu a ue _ 'on ait sauv0 an préalahle 
l'adresse <le retour corresponrlante à l'ai~e rlu sous- proeramme SIStvr. . 
J) nosition dans la craîne des ?ppels: 
JUHPTO est ap pelé par le sous- programme I F.Stn F. . 
4) Description détaillP.e: 
- J UHPTO enlève les deux adresses qui se trouvent au somme t <ie la pile. 
Ce sont les adresses add3 et a dd4 a ui ne sont d ' aucune uti l it~ et qui 
sont ainsi :1i minf es i leur tour (apr~s arldl). C' est donc ici que se 
produit le second net toyage de la pie . 
Ensuite, JU 1PTO met au sommet de la pile le contenu rlu premier (et 
seul) argument actuel . 
- La poursui te de l' e x~ cut ion du processus sus pendu s ' enclencMe a l or s 
par l'or re classique POPJ . 
4.12.3. Sous-programme assembleur système NET. 
1) Ar guments : nihil 
2) Description fonctionnnelle : 
- Le seul but <le ce sous-programme est de retirer l ' adresse <le retour 
qui se trouvait au sommet de la pile juste avant son appel . 
- Pourquoi ce sous-programme? tJous avons dé r!lontr~ aue l'appel à SISAVF: 
puis à JU !PTO dans tous les sous-programrnes de ges tion des processus 
nettoyait totalement la pile <les adresses de retour pr1rasites. Il 
nous restait à envisager la cas de E 1DPRO . Celui-ci ma rque ]a fin d'nn 
processus. Par définition , aucune adresse de retour ne noit être 
sauvée pour un processus auquel on ne revien dra jamais. T, 'appel À 
SIS.AVE est donc superflu dans E rn _ RO . ~alheureusement, renoncer à 
SISAVf corres pond à laisser l'adresse de retour parasite a<l<ll nans la 
pile, lors de la fin de chaque processus. Apr ès la <lestruction d 'une 
soixantaine de processus, c'est i nouveau l' engorgement de la pile. 
Ce dernier ne peut être évité que si 1' on remplace, dans :.i':n?11n , 
l'appel à SI SAVE par l'appel à ffT dont le coèe est trôs proche de 
SISÂVE . La pile est nettoyée de la mê~e faç on ( é limination de a<ldl); 
seule l'adresse de retour dans le processus n'est pas sa,1v~e. 
3 ) Position dans la chaîne des appels: 
tET est appel~ par le sous-proeramme ~PPP~O . 
4.12.4. Fonction assemhleur LOCF (var). 
1) Argunent : 
var: d~signe une variable locale ou hien le point <l 'entr&e d 'un sous-
programrne. 
2) nescription fonctionnelle: 
- Cette fonction permet, pour l'utilisateur, deux applications fort 
importantes. 
1. Elle renvoie l'adresse <l'implanta tion d 'une variahle locale don t 
on donne le nom en argu~ent (cfr. (1)). 
2 . ~lle renvoie également l' a~resse rlu point 
programme rlont on donne le nom en argument. 
utilisation, le nom du sous-programœ.e doit 
orrre ~XTER TAL (cfr. (2)). 
<l 'entrée d'un sous-
Pour cette seconde 
être d~clar~ par un 
P OGRAM PRGr:: 
LJTEGER CLASS 
EXTERNA rnro 
(1) ADN = LOCF (CLASS) 




- LOCF est le seul sous-programme assembleur ~ être accessihl e ~ 
l'utilisateur. Ce dernier en aura .esoin pour d~terminer l'a<lresse ~u 
dé ut du code associé à une classe de processus. Il _ devra passer 
cette adresse comme argument lors de 1' appel 2. la fonction CLASS qui 
déclare la classe du processus en question. 
3) Position dans la chaîne des appels: 
LOCF peut être appelée par 
programme s de l'utilisateur; 
le sous-proeramme I IT. 
le pr6g ramme principal et les sous-
elle est appelée, da ns tous les cas, par 
• 





5.1. ETAPES DU TRAVAIL. 
Arrivés au terme de ce travail, nous croyons utile <le faire une hrève 
rétrospective des étapes que nous avons suivies tout au long de l'élaboration de 
SIMUFOR. 
5.1.1. Les deux versions de SIMUFOR. 
Au cours des premiers mois pendant lesquels nous avons travaillé sous la 
direction du Prof. VAUCHER, nous avons tenté de mettre au point ce que nous 
appellerons ici la première version de SIMUFOR bien qu'elle en soit davantage 
une première approche. Malheureusement, pour les raisons que nous expliquons 
ci-après (cf. par. 5.1.2), cette tentative ne fut pas couronnée du succè s que 
nous espérions; grâce à l'aide du Prof. VAUCHER, nous avons cependant pu 
modifier la conception même <lu travail, tout en reprenant les idées 
fondamentales de la p't'emière version. Nous avons ainsi abouti à un noyau de 
base que nous avons pu faire "tourner" sur le CDC ?Vant <le auitter le Canada. 
Depuis notre retour en Belgique, nous avons poursuivi l'élahoration de la 
version de SIMUFOR présentée dans le présent travail et l'avons adaptée aux 
caractéristiques du DEC des Fa cul tés Universitaires de Namur, sur le<1uel elle 
est opérationnelle. 
Ces travaux sur l'ordinateur CDC puis sur le DEC nous ont permis de nous 
familiariser avec les caractéristiques de chacun d'eux et surtout de mesurer les 
difficultés du problème de portabilité: si le FORTRAN possé dait tous les outils 
nécessaires à la réalisation d'un travail comme le nôtre, SIMUFOR aurait pu être 
utilisé, tant sur le DEC que sur le CDC, sans changement aucun dans le code des 
sous-programmes de la bibliothèque. Puisque, à Montréal, nous avons été amenés à 
faire appel en partie au langage d'assemblage COMPASS , nous avons é t é 
contraints, à Namur, de réécrire certains sous-programmes en ASSEMBLEUR . Ceci 
nous a fait comprendre combien il est malaisé d'adopter, pour les utiliser sur 
d'autres ordinateurs, des programmes écrits en langa ge d'assemblage. Ç'est pour 
ces raisons que nous estimons utile, dans la r é solution d'un probl ème comme 
celui qui nous a été proposé , de limiter autant que faire se peut l'utilisation 
de langages d'assemblage, c'est-à-dire de ne pas <lépasser, dans leur emploi, les 
limites réellement indispensables. 
5.1.2. Différences entre les deux versions. 
Comme dit plus haut, l a version finale de SIMUFOR s' é carte dans une 
certaine mesure de la première. En effet, au départ, nous avons voulu incorporer 
dans le système des éléments qui se sont avérés par la suite trop sophistiqué s, 
en ce sens qu'ils conduisaient à des difficultés au "debugging " et à un 
ralentissement de l'exécution. 
Nous avons alors adopt' la l strat~gie du Prof. VAUCHER : nous sommes, avec 
lui, partis d'un noyau de base puis avons tenté de l'amé liorer. 
Les différences essentielles entre la version finale ici présentée et l a 
première approche s'observent aux niveaux suivants: 
1. La première version cherchait à augmenter la protection et donc la 
transparence de certaines variahles-système; il existait, en effet, 
deux types d'indices: 
- ceux propres au système et par consé quent inaccessibles à 
l'utilisateur, et 
- ceux spécialement destinés à l'utilisateur. 
Il est apparu qu'il 






passer constamment d'un 
ralentissait fortement 
La seconde version ne contient plus qu'un type d'indices, (cf. par. 
3.2.3) commun au système et à l'utilisateur: l'exé cution est donc 
accélérée ais au détriment de la protection des variahles-systè me. 
2. Le descripteur de classe de la premi è re version é tait créé de maniè re 
dynamique, ce qui permettait de ne pas limiter le nombre rnaximun de 
classes. Par souci de simplicité et d'uni f ormité au niveau des 
éléments de l'espace d'adressage, nous avons renoncé à cette 
recherche de dynamisme, d'autant plus que la version finale présenté e 
permet, sans trop de difficultés, d'augmenter, si le besoin s'en fa i t 
sentir, ce no~bre œ2ximum de classes. 
3. Enfin, dans la version finale, nous avons préfé r é fournir à 
l'utilisateur des outils peut-être moins généraux et de finesse plus 
limitée au niveau de l'insertion des ob jets dans les listes, mais qui 
se rapproch ent davantage de ceux qui constituent la caract P- ristique 
de SI MULA. 
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5.2. AVANTAGES ET INCONVENIENTS DE SIMUFOR. 
5.2.1. Avantages. 
Nous estimons que le système proposé présente, par rapport à SLHJLA et à 
d'autres langages de simulation, les avantages suivants: 
- SIMUFOR est très proche des primitives essentielles de SIMULA (cf. 
par. 5.1.2.3), .tout en bénéficiant de la forte diffusion de FORTFAN et 
par conséquent de la possibilité d'une plus large utilisation 
potentielle dans le monde des utilisateurs des ordinateurs. 
- Comme déjà dit, aux avantages de SIMULA sont ajoutés ceux de GPSS, ce 
qui donne à SH-1UFOR une aptitude accrue à traiter certains problèmes 
de simulation et notamment ceux basés sur les files d'attente. 
- Grâce à la simplicité de son code, SIMUFOR est plus aisément 
modifiable par l'utilisateur averti; celui-ci pourrait d'ailleurs 
implémenter les quelques prolongements que nous citons plus loin. 
5.2.2. Inconvénients. 
Il nous paraît naturel que SIMUFOR soit encore imparfait à ce stade de nos 
travaux; d'ailleurs la plupart des limitations de SIMUFOR sont, pour nous, liées 
à la nature même du FORTRA~. Parmi ces limitations, nous relevons ce ~ui suit: 
- Il ne nous a pas été possible, sans compliquer exagé r ément notre 
système, de créer les concepts de sous-classes et de "ramasseur de 
miettes" ("garbage collector") qui existent dans SIMULA et en 
constituent un des avantages. 
- De même, la façon la plus pratique d'obtenir, en FORTRAN, des 
variables globales à tous les sous-programmes · et fonctions est 
l'utilisation de "commons"; l'utilisateur de SIHUFOR devra donc 
introduire, dans des "commons", toutes les variables dont il a besoin, 
ce qui représente un travail certes fastidieux mais combien 
nécessaire! 
- Le Lecteur comprendra (cf. par. 2.8.2) que nous n'avons pas implP.menté 
des outils qui facilitent le traitement de textes; ceux-ci sont 
présents dans SIMULA mais ne constituent pas un élément de base d'une 
simulation. L'utilisateur devra donc se contenter de la pauvreté 
relative de FORTRAN à ce niveau. Le traitement de texte en FORTi:tAN 
représenterait d'ailleurs, et à lui seul, l'ohjet <l'un travail de 
longue haleine. 
La version actuelle <le SIMUFOR offre moins de protection (c'est-à-dire 
moins de transparence) vis-à-vis de certaines variahles essentielles à 
la simulation. Cependant, cet inconvénient nous paraît être compensé, 
dans une certaine mesure au moins, par une plus grande rapi<lité 
d'exécution (cf. par. 5.1.2.1). 
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5.3. LISTE DES POINTS DELICATS DE SIMUFOR. 
Nous croyons utile de passer en revue, ne serait-ce que rapidement, les 
principaux points délicats de SIMUFOR, c'est-à-dire ceux oui reouièrent une 
attention particulière de l'utilisateur. 
1. L'utilisation de SIMUFOR exige, au titre de condition sine qua non, que 
ne soient pas modifiés les indices permettant de référencer les objets de la 
simulation et qui sont fournis par les fonctions que nous avons créées. 
2. Etant donné que l'espace mémoire disponible est limité, l'utilisateur ne 
doit pas oublier, en fin de chaque sous-programme décrivant ses processus, de 
faire appel à ENDPRO; celui-ci lui permet de libérer et donc de récupérer 
l'espace mémoire dont il n'a plus besoin. 
3. Nous pensons pouvoir conseiller à l'éventuel utilisateur <le SL1UFOR de 
ne pas profiter de la déclaration implicite fournie par FORTRAN et donc de 
déclarer toutes les variables et t~utes les fonctions qui lui sont utiles. 
4. ~ous sa forme actuelle, SIMUFOR ne permet pas le recouvrement des 
stations simples, des stations multiples et des r~gions sous peine d'incoh6rence 
statistique (cf. par . 3.8.11). 
5. Enfin, il semble évident que l'on ne peut appeler les sous-programmes de 
cédulation ainsi que les sous-programmes qui concernent les éléments 
fondamentaux de GPSS (stations simples, stations multiples, régions, groupes) 
qu'à partir de sous-programmes déérivant des processus. 
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5.4. PROLONGEMENTS DE SIMUFOR. 
Il va de soi que SIMUFOR n'aborde pas de façon exhaustive tous les aspects 
du problème qui nous a été posé. En conséquence, nous croyons utile de suggérer 
un certain nomhre de voies qu'il serait intéressant ou né cessaire de suivre si 
notre SIMUFOR était jugé suffisamment digne d'intérêt pour que soit envisagée la 
possibilité de lui apporter des modifications ou <les extensions. 
nous entendons par le terme "prolongements". 
C'est ce que 
Voici quelques-unes de ces suggestions hasées sur les limitations du 
présent travail et mises en évidence principalement aux par. 3.7.10 et surtout 
3.8.11. Il serait utile de pouvoir: 
implémenter l'algorithme du HAIT UNTIL; 
- introduire des statistiques plus sophistiquées; 
- améliorer l'organisation de l'échéancier (SQS); 
permettre i un processus de figurer simultan~ment sur plusieurs 
listes; 
- autoriser le recouvrement dans l'utilisation de stations simples, 
stations multiples et régions; 
poursuivre l'étude (amorcP.e par nos soins mais sans succès particulier 
suite i un manque réel de documentation du constructeur DEC) de 
l'implantation dynamique · des objets de la simulation; 
réaliser la "préemption" pour les stations simples et multiples. 
Remarques: 
1. On pourrait encore suggérer d'effectuer des mesures de performances 
de SIMUFOR et de les comparer avec celles de SIMULA, notamment en ce 
qui concerne les temps d'exécution des programmes. Remarq uons 
néanmoins que SIMULA est un compilateur alors ciue SIMUFOR est une 
bibliothèque de sous-programmes écrits en FORTRAr, et par conséquent, 
qu'une comparaison des performances présente des difficultés réelles. 
2. On pourrait enfin suggé rer la réalisation d'un précompilateur qui 
permettrait de supprimer dans une mesure plus ou moins large, les 
contraintes inhérentes au FORTRAN. L'utilisateur pourrait alors 
disposer d'une notation par point (disponihle en SIMULA), d'un plus 
g rand nombre de caractères pour nommer une variahle, d 'une gé nération 
qUtomatique des communs, etc ••• 
~ . . 
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c initialisation des variables de simulation 
c navail = espace disponible dans zone dynamiQue 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
real time,evtime(l) 
equivalence (evtime,lsc) 
common /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
common /secret/ sqs,objlih,maxobj,n.otice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 
common /lst/ lastst,lastfc,lastgr,lastrg,lasths 
c allocation pseudo-dynamique de memoire en utilisant 
c un common blanc de longueur confortable 




navail = 50000 
ohjlib = locf(zad) - locf(class) + 1 
maxobj = ohjlib + navail - 1 
c init des variables pour decrire les classes 
C 
C 
none = objlib 
maxcl = 20 
do 100 i=l,maxcl 
size(i) = 7 
old(i) = none 
lscO( i) = 0 
100 continue 
head = 2 
notice = 3 
maint= 4 
storag = 5 
facily = 6 
groupe = 7 
region = R 
histo = 9 
freecl = 10 
size (storag) = 44 
size (facily) = 32 
A 1 
size (region) = 24 
size (histo) = 146 
C 
c init de l'objet none avec attributs pour simplifier les 







init du chainage des 
lastst = none 
lastfc = none 
lastgr = none 
lastrg = none 
lasths = none 
c init de la s~s 
C 
C 
time = 0.0 
sqs = new(head) 
evtime(sqs) = -1.0 
inot = new(notice) 
actuel= new(maint) 
call into(inot,sqs) 
pt(inot) = actuel 
evtime(inot) = 0.0 
pt(actuel) = inot 
entites GPSSS 





c init des codes d'activation 
C 
C 
after = 1 
before = 2 
delay = 3 
at = 4 
c par defaut, il n'y aura pas de tracage de la simulation 
C 
itrace = 0 
C 










integer function class (loc,taille) 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,<lelay,at,main 




common /classv/ freecl,max-cl,size(20),lsc0(20),old(20) 
if (freecl .le. maxcl) go to 100 
call eerror(lOl) 
class = 1 
go to 999 
100 continue 
if (taille .ge. 7) go to 150 
call eerror(l02) 
go to 999 
150 continue 
class = freecl 
size(freecl) = taille 
old(freecl) = none 
c calcul d'adresse pour l'utilisation de l'instruction PUSHJ 
C 
C 
lscO(freec1)="310000000000 + loc 





integer function new (klass) 
C 
C 
implicit integer (a-z) 
common / objatr / class( 1), pred(l), suc( 1), pt(l), lsc( 1), prior(l) 
common /ohjatr/ ptstat(l) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
comrnon /io/ input,output 
cornmon /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
real ptstat 
if (itrace .gt. 0) write (output,10),klass 
10 format (lx,'-- new ',i5) 
100 
if (old(klass) .eq. none) go to 100 
i = old(klass) 
old(klass) = suc(i) 
go to 300 
continue 
if (objlib+size(klass) .le. maxobj) go to 200 
call eerror(103) 
new = none 
go to 999 
200 continue 
i = objlib 
objlib = objlib + size(klass) 
300 continue 
new = 1 
class(i) = klass 
suc( 1) = none 
pred(i) = none 
pt(i) = none 
lsc(i) = lscO(klass) 
prior(i) = 0 
ptstat(i) = 0.0' 
A 3 
C 
if (klass .ne. head) go to 400 
suc( i) = i 










implicit integer (a-z) 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
cornmon /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /classv/ freecl,maxcl,size(20) ,lsc0(20) ,old(20) . 
if (obj .ne. none) go to 100 
call eerror(104) 
go to 999 
100 continue 
call sout( obj) 
suc(obj) = old(class(obj)) 
old(class(obj)) = ohj 





subroutine kill (obj) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /objatr/ class(l),pred(l),suc(l),list(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
common /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
common /gpsss/ storag,facily,groupe,region,histo 







if (obj .ne. main) go to 100 
call eerror (110) 
go to 999 
continue 











) .and. ( 
) 
) go to 200 
call werror (101) 
go to 999 
.eq. head ) .or. 
.eq. storag) .or. 










if ( class(obj) .ne. storag) go to 220 
if ( obj .ne. lastst) go to 210 
lastst = list (ohj) 
go to 800 
210 continue 
ljml = lastst 
lj = list (lastst) 
go to 600 





if ( class(obj) .ne. facily) go to 240 
if ( obj .ne. lastfc) go to 230 
lastfc ~ list (obj) 
go to 800 
230 continue 
ljml = lastfc 
lj = list (lastfc) 
go to 600 





if ( class(obj) .ne. groupe) go to 260 
if ( obj .ne. lastgr) go to 250 
lastgr = list (obj) 
go to 800 
250 continue 
ljml = lastgr 
lj = list (lastgr) 
go to 600 





if ( class(obj) .ne. region) go to 280 
if ( obj .ne. lastrg) go to 270 
lastrg = list (obj) 
go to 800 
270 continue 
ljml = lastrg 
lj = list (lastrg) 
go to 600 
c liste = histo 
C 
280 continue 
if ( class(obj) .ne. histo) go to 500 









lasths = list (obj) 
go to 800 
ljml = lasths 
lj = list (lasths) 
go to 600 
500 continue 
go to 800 
600 continue 
if ( lj .eq. obj) go to 650 
ljml = lj 
lj = list (lj) 
go to 600 
650 continue 
list (ljml) = list (lj) 
go to 800 
800 continue 
call return (obj) 



















implicit integer (a-z) 
common /io/ input,output 
write (output,10) 




format ( ' 
----------------------------------------') 
format ( ' ' ) 
format (' SIMUFOR ') 
f_ormat ( ' . ') 




































choix entre: ') 
-!''imprimante (frappez 3) ') 
-votre terminal (frappez 5) ') 
-un fichier sur disque (_frappez un nombre xx ') 
compris entre 16 et 63 : vos') 
resultats se trouveront alors') 
dans un fichier FORxx.DAT.)') 
format(' Votre chiffre 
read (input,200),x 
format (i3) 
d ' ' output ' ) 
if ( x .eq. 3 .or. x .eq. 5 .or. (x .ge. 16 .and ·. x .lt. ~3)) 
1 goto 300 












common /tmps/ time 





subrçutine setpr (obj,val) 
C 
C 
implicit integer (a-z) 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
common /sysvar/ none,head,actuel,after,before,rlelay,at,main 
common /gpsss/ storag,facily,groupe,region,histo 






logical function idle (proc) 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common /objatr/ class(l),pre<l(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
common /gpsss/ storag,facily, groupe,region,histo 
C 
if ( class(proc) .gt. histo .or. proc .eq. main) go to 100 
call eerror (105) 
go to 999 
100 continue 
A 7 










implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common / obja tr/ class( 1), pred(l), suc(l), pt(l.), lsc( l), prior(l) 
common /objatr/ ptstat(l) 




if ( class(proc) .gt. histo .or. proc .eq. main) go to 100 
cali eerror (106) 
go to 999 
100 continue 
if (.not. idle(proc)) go to 200 
call eerror (107) 
go to 999 
200 continue 



















implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,<lelay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
real time,evtime(l) 
equivalence (evtime,lsc) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
logical empty 
if (empty(sqs)) go to 100 
actuel= pt(suc(sqs)) 
time = evtime(suc(sqs)) 
if (itrace .gt. 0) write (output,10),time 
10 format (lx,' time = ',f8.3) 
if (itrace .gt. 1) call dumps 
if (itrace .gt. 1) call suivre 
call jumpto (lsc(actuel)) 
go to 999 
100 continue 
write (output,20) 






subroutine activ (obj,code,dt) 
C 
implicit integer (a-z) 
real dt,t 
common /sysvar/ none,head,actuel,after,before,oelay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 





common /secret/ sqs,objlib,maxohj,notice,itrace 
C 
bi<lon = dt 





go to 999 
100 continue 
call sisave(lsc(actuel)) 
if (pt(obj) .eq. none) go to 200 
call eerror(201) 
go to 999 
200 continue 
n = new(notice) 
300 continue 
go to (340,340,310,320) ,code 
call eerror(202) 
go to 999 






t = time -+ dt 
if (t .ge. time) go to 312 
call werror(202) 
t = time 
312 continue 
evtime(n) = t 
i = pred(sqs) 
314 if (evtime(i) .le. t) go to 316 
i = pred(i) 
go to 314 
316 continue 
call sfolow (n,i) 
go to (}40 






t = dt 
if (t .ge. time) go to 322 
call werror(203) 
t = time 
322 continue 
evtime(n) = t 
i = pred(sqs) 
324 if (evtime(i) .le. t) go to 326 
i = pred(i) 
go to 324 
326 continue 
call sfolow (n,i) 
go to 940 
c code= after or before 
C 
340 continue 
if (pt(dtt) .ne. none) go to 342 
call werror(204) 
go to 999 
342 continue 
A 10 
i = pt(dtt) 
evtime(n) = evtime(i) 
if (code .eq. before) go to 34R 
C 




call sfolow( n, i) 
go to 940 







pt(n) = obj 
pt(obj) =: ri 
if (itrace .gt. 0) write (output,10),t 






subroutine react (obj,code,dt) 
C 
irnplicit integer (a-z) 
real dt,t 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 









bidon = dt 
if (obj .ne. none) go to 100 
call werror(201) 
go to 999 
100 continue 
call sisave(lsc(actuel)) 
if (pt(obj) .eq. none) go to 200 
call return(pt(obj)) 
pt(obj) = none 
200 continue 
n = new(notice) 
300 continue 
go to (340,340,310,320) ,code 
call eerror(202) 
go to 999 







t = time + dt 
if (t .ge. time) go to 312 
call werror(202) 
t = time 
312 continue 
evtime(n) = t 
i = pred(sqs) 
314 if (evtime(i) .le. t) go to 316 
i = pred(i) 
go to 314 
316 continue 
call sfolow (n,i) 
go to 940 






t = dt 
' if (t .ge. time) go to 322 
call werror(203) 
t = time 
322 continue 
evtime(n) = t 
i = pred(sqs) 
324 if (evtime(i) .le. t) go to 326 
i = pred(i) 
go to 324 
326 continue 
call sfolow (n,i) 
go to 940 
c code= after or before 
C 
340 continue 
if (pt(dtt) .ne. none) go to 342 
call werror(204) 
go to 999 
342 continue 
i ~ pt(dtt) 
evtime(n) = evtime(i) 
if (code .eq. before) go to 348 
C 





go to 940 








pt (n) = obj 
pt(obj) = n 
if (itrace . gt. 0) write (output,10),t • 
















implicit integer (a-z) 
real tit,t 
common /sysvar/ none,head,actuel , after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
conmon /objatr/ class(l),prerl(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
real time,evtime(l) 
eQuivalence (evtime,lsc) 
c orn.mon /secret/ sqs , objlih , maxobj,notice,itrace 
if (obj . ne. none) go to 100 
call werror(205) 
go to ~99 
100 continue 
if (code .eq. at .or. code .eq. delay) go to 200 
call eerror(203) 
go to 999 
200 continue 
call sisave(lsc(actuel)) 
if (pt(obj) .eq . none) go to 300 
call eerror(204) 
go to 999 
300 continue 
n=new(notice) 
if (code .eq. at) go to 400 
code = delay 
t=time+dt 
if ( t .ge. time) go to 420 
call werror(206) 
t=time 
go to 420 
code = at 
400 continue 
t=dt 














if {evtime(i) .ge. t .or. i .eq. sqs) go to 440 
i=suc(i) 
go to 430 
440 continue 
if (evtime(i) .gt. t) go to 460 
450 continue 
if {prior(i) .lt. pl) go to 460 
i=suc( i) 





if (itrace .gt. 0) write (output,10),t 






subroutine preact (obj,code,dt) 
C 
implicit integer (a-z) 
real dt,t 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
real time,evtime{l) 
equivalence (evtime,lsc) 
common /secret/ sqs,ohjlib,maxobj,notice,itrace 
C 
if (obj .ne. none) go to 100 
call werror(205) 
go to 999 
100 continue 
if {code .eq. at .or. code .eq. delay) go to 200 
call eerror{203) 
go to 999 
200 continue 
call sisave(lsc(actuel)) 
if _(pt(obj) .eq. none) go to 300 
call return(pt(obj)) 
pt(obj) = none 
300 continue 
n=new(notice) 
if {code .eq. at) go to 400 
C 













if (t .ge. time) go to 420 
call werror(206) 
t=time 
go to 420 
code = at 
400 continue 
t=dt 








if (evtime(i) • ge. t .or. i .eq • sqs) go to 440 
i=suc(i) 
go to 430 
440 continue 
if (evtime(i) .gt. t) go to 460 
450 continue 
if (prior(i) .lt. pl) go to 460 
i=suc(i) 





if (itrace .gt. O) write (output,10),t 










implicit integer (a-z) 
real dt,t 
common /sysvar/ none,head,actuel,after,hefore,delay,at,rnain 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l):suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
real time,evtime(l) 
equivalence (evtime,lsc) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
call sisave (lsc(actuel)) 
t = time + dt 
A 15 
C 




n = suc(sqs) 
evtime(n) = t 
if (itrace .gt. 0) write (output,10),dt,t 
10 format (lx,'-- hold de' ,f8.3,' jusqu a ',f8.3) 
i = pred(sqs) 
100 if (evtime(i) .le. t) go to 200 
i = pred(i) 












implicit integer (a-z) , 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
common /io/ input,output 
common /secret/ sqs,objlib,maxohj,notice,itrace 
r eal evt ime (1 ) 
equivalence (evtime,lsc) 
call sisave (lsc(actuel)) 
call return (pt(actuel)) 
if (itrace .gt. 0) write (output,10) 






subroutine cancel (obj) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,<lelay,at,main 
common /objàtr/ class(l),pre<l(l),suc(l),pt(l),lsc(l),prïor(l) 
common /objatr/ ptstat(l) 
common /secret/ sqs,objlib,maxohj,notice,itrace 




if (!trace .gt. 0) write (output,5) 
5 format (lx,'-- cancel') 
if (pt(obj) .eq. none) go to 100 
call return(pt(obj)) 
go to 300 
100 call werror(209) 
A 16 











implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,de l ay,at,main 
common /io/ input,output 
common /objatr/ class(l), pred(l),suc(l),pt(l),lsc(l), prior(l) 
cornmon /ohjatr/ ptstat(l) 
common /secret/ sqs,objlib,maxob j,notice,itrace 
call sisave (lsc(actuel)) 
if (itrace .gt. 0) write (output,10) 
10 format (lx;'-- wai t') 
call return (pt(actuel)) 








i mplicit integer (a-z 
common /sysvar/ none,head ,actuel,after, before, delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
comrnon /ob jatr/ ptstat(l) 
comrnon /secret/ sqs,ohjlib ,maxobj,notice,itrace 
C 
if (itrace . gt. 0) write (output,10) 
10 format (lx,'-- fin de process --') 
call return (pt(actuel)) 



















subroutine sout (j) · 
implicit integer (a-z) 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
i = pred(j) 
k = suc(j) 
suc(i) = ~ · 









implicit integer (a-z) 
common /sysvar/ none,head,actuel,after, before,delay,at,main 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
if (j .eq. k) go to 999 
if (suc(j) .ne. none) call sout(j) 
i = pred(k) 
pred(j) = i 
suc(j) = k 
pred(k) = j 





subroutine sfolow (j,i) 
C 
C 
implicit integer (a-z) 
common /objatr/ class(l),pred(l),suc(l), pt(l),lsc(l),prior(l) 
cornmon /objatr/ ptstat(l) 






subroutine out (i) 
C 
implicit integer (a-z) 




common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
if (class(i) .gt. head) go to 100 
call eerror(301) 
go to 999 
100 continue 
if (suc(i) .eq. none) go to 999 
call sout( i) 
suc( i) = none 









implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,ma i.n 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
if (class(j) .gt. head .and. 
1 class(k) .ge. head .and. 
2 suc(k) .ne. none ) go to 100 
call eerror(302) 







subroutine follow (j,i) 
C 
C 
implicit integer (a-z) 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 






subroutine into (i,l) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,rlelay,at,main 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region, h isto 
if (class(l) .eq. head .or. 
1 class(l) .eq. storag .or. 
2 class(l) .eq. facily .or. 
A 19 
C 
3 class(l) .eq. groupe 
call eerror(303) 





) go to 100 
end 
c*************************************************************** 






implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,delay,at,rnain 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /ohjatr/ ptstat(l) 
common /secret/ sqs,ohjlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 
if ( class(l) • eq. head .or • 
class(l) • eq. storag .or • 
class(l) • eq. facily .or • 
class(l) .eq. groupe 
call eerror(304) 
empty = .true. 
go to 999 
) go to 100 
100 continue 






integer function first (1) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /ohjatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
logical empty 
C 
first = none 






integer function last (1) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,hea<l,actuel,after,before,delay,at,main 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
logical empty 
C 
last = none 
A 20 






integer function suc(i) 
C 
C 
implicit integer (a-z) . 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /objatr/ class(l),pred(l),izsuc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
cornmon /secret/ sqs,ohjlih,maxobj,notice,itrace 
comnon /gpsss/ storag,facily,groupe,region,histo 
suc= izsuc(i) 






integer function pred(i) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,<ielay,at,main 
common /objatr/ class(l),izpred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 
pred = izpred(i) 






integer function cardi (1) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /ohjatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
common /gpsss/ storag,facily,groupe,region,histo 
if (class(l) .eq. 
1 class(l) • eq. 
2 class(l) .eq. 
3 class(l) .eq. 
call eerror 
cardi = 0 
go to 999 
100 continue 
nb = 0 
suiv = suc(l) 
200 ·continue 
head .or. 




if (suiv .eq. 1) go to 300 
suiv = suc(suiv) 
) ,go to 100 
A 21 
A 22 
nb = nb + 1 
go to 200 
300 continue 
















suhroutine verist (storag) · 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
cornmon /trnps/ time 
cornmon /ohjatr/ class(l),prerl(l),suc(l),list(l),cap(l),conten(l) 
common /objatr/ ptname(l,3),nbent(l),nulent(l) 
common /objatr/ tpus(l),tpini(l),lstpus(l) 
common /objatr/ minwt(l),maxwt(l),avwt(l),stdwt(l),nbwt(l) 
common /objatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 
common /objatr/ minst(l),maxst(l),avst(l),stdst(l),nbst(l) 
common /objatr/ inicps(l),mincps(l),maxcps(l),avcps(l),stdcps(l) 
common /objatr/ nbcps(l),tpscps(l) 
common /objatr/ minrqs(l),maxrqs(l),avrqs(l),st<lrqs(l),nbrqs(l) 






dimension pt ( l),ptstat(l),requi(l) 
equivalence (requi,pt),(list,requi) 
equivalence (ptname,ptstat) 
strg = storag 
client= first(strg) 
50 continue 
if (client .eq. none) go to 800 








ptstat(client) = time 
curcpq(strg) = curcpq(strg) - 1 
ask = requi(client) 
pt(client) = none 




tpscps(strg) = time 
conten (strg) = conten(strg) + ask 
200 continue 
client= suc(client) 





if (conten(sto) .gt. 0) go to 900 
tpus(strg) = tpus(strg) + (time - lstpus(strg)) 


















implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,rlelay,at,main 
common /tmps/ time 
common / obja tri class(l), prerl(l), suc(l), list(l), cap( 1), conten(l) 
common /objatr/ ptname(l,3),nbent(l),nulent(l) 
common /objatr/ tpus(l),tpini(l),lstpus(l) 
common /objatr/ minwt(l),maxwt(l),avwt(l),stdwt(l),nbwt(l) . 
common /objatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 
common /obja tr/ mi nst(l) ,maxs t(l), avs t(l), s tds t( 1), nbs t(l) 
common /objatr/ inicps(l),mincps(l),maxcps(l),avcps(l),stdcps(l) 
common /objatr/ nbcps(l),tpscps(l) 







p = first(l) 
if (p .ne. none) go to 200 
call into ( i, 1) 
go to -900 
continue 





(prior(i) .lt. 0) 
.and. 
(prior(i) .eq. prior(p)) 
) go to 400 
call sprece(i,p) 
go to qoo 
400 continue 
p = last(l) 
if (prior(i) .ge. 0) go to 600 
500 continue 
if (prior(i) .lt. prior(p)) go to 800 
p = pred(p) 
go to 500 
600 continue 
if (prior(i) .le. prior(p)) go to 800 





go to 600 
800 continue 




tpscpq(l) = time 





integer function newst(nomst,capac) 
C 
C 
implicit integer (a-z) 
common /objatr/ class(l),pred(l),suc(l),list(l),cap(l),conten(l) 
common /objatr/ ptname(l,3),nbent(l),nulent(l) 
common /objatr/ tpus(l),tpini(l),lstpus(l) 
common / obja tri minwt( l), maxwt(l), avwt(l), s tdwt(l), n bwt( 1) 
common /objatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /ohjatr/ nhcpq(l),tpscpq(l),curcpq(l) 
common /objatr/ minst(l),maxst(l),avst(l),stdst(l),nhst(l) 
common /objatr/ inicps(l),mincps(l),maxcps(l),avcps(l),stdcps(l) 
common /objatr/ nhcps(l),tpscps(l) 
common /objatr/ minrqs(l),maxrqs(l),avrqs(l),stdrqs(l),nhrqs(l) 
common /sysvar/ none,head,actuel,after,~efore,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
common /secret/ sqs,objlib,rnaxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 







if (!trace .gt. 0) write (output,10) 
10 format (lx,'-- new storage') 
if (old(storag) .eq. none) go to 100 
i = old(storag) 
old(storag) = suc(i) 
go to 300 
100 continue 
if (objlib+size(storag) .le. maxobj) go to 200 
call eerror(401) 
newst = none 
go to 999 
200 continue , 
i = objlib 
objlib = objlib + size(storag) 
300 continue 
newst = i 
class(i) = storag 
A 25 
suc(i) = i 
pred(i) = i 
list(i) = lastst 
lastst = i 
cap(i) = capac 
conten( i) = 0 
do 350 j=l,3 
ptname(i,j) = nomst(j) 
350 continue 
C 
nbent(i) = 0 
nulent(i) = 0 
minwt(i) = 100000.0 
maxwt( i) = 0 .O 
avwt(i) = 0.0 
stdwt(i) = 0.0 
nbwt(i) = 0 
inicpq( i) = 0 
mincpq ( i) =· "777777777 
maxcpq(i) = 0 
avcpq(i) = 0.0 
stdcpq(i) = 0.0 
nbcpq(i) = o .• o 
tpscpq( i) = time 
curcpq(i) = 0 
minst(i) = 10000.0 
maxst( i) = 0 .0 
avst(i) = 0.0 
stdst(i) = 0.0 
nbst( i) = 0 
inicps( i) = 0 
mincps( i) ="777777777 
maxcps(i) = 0 
avcps(i) = 0.0 
stdcps(i) = 0.0 
nhcps(i) = 0.0 
tpscps(i) = time 
minrqs(i) = "777777777 
ma xrq s ( i) = 0 
avrqs(i) = 0.0 
st<lrqs(i) = 0.0 
nbrqs(i) = 0 
t pus ( i) = 0 • 0 
tpini(i) = time 





subroutine entst (sto,requi) 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common /tmps/ time 
common /io/ input,output 
cornmon /objatr/ class(l),pred(l),suc(l),list(l),cap(l),conten(l) 
common /ohjatr/ ptname(l,3),nbent(l),nulent(l) 
common /objatr/ tpus(l),tpini(l),lstpus(l) 




common · /objatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 
common /objatr/ minst(l),maxst(l),avst(l),stdst(l),nhst(l) 
common /objatr/ inicps(l),mincps(l),maxcps(l),avcps(l),stdcps(l) 
common /objatr/ nbcps(l),tpscps(l) 
common /objatr/ minrqs(l),maxrqs(l),avrqs(l),stdrqs(l),nhrqs(l) 
common /secret/ sqs,objlib,maxobj,notice,itrace 







if (itrace .gt. 0) write (output,5) 
5 format (lx,:-- entst') 
if (class(sto) .eq. storag) go to 200 
call eerror(402) 
go to 999 
200 if (requi .le. cap(sto)) go to 300 
call eerror(403) 
go to 999 
300 continue 
nhent(sto) = nbent(sto) + 1 
call addint(avrqs(sto),stdrqs(sto),nhrqs(sto), 
1 minrqs(sto) ,maxrqs(sto), requi) 
ptstat(actuel) = time 
if (conten(sto)+requi .gt. cap(sto)) go to 400 
nulent(sto) = nulent(sto) + 1 
call addcap(avcps(sto),stdcps(sto),nbcps(sto),mincps(sto), 
1 maxcps(sto),conten(sto),time-tpscps(sto)) 
tpscps(sto) = time 
if (conten(sto) .le. 0) lstpus(sto) = time 
conten(sto) = conten(sto) + requi 
go to 999 
400 continue 
call printo(actuel,sto) 
call sisave(lsc(actuel)) · 
call return(pt(actuel)) 






suhroutine least (sto,rlease) 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l),cap(l),conten(l) 
cornmon /objatr/ ptname(l,3),nbent(l),nulent(l) 
common /objatr/ tpus(l),tpini(l),lstpus(l) 
common /objatr/ minwt(l),maxwt(l),avwt(l),stdwt(l),nhwt(l) 
comrnon /objatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),st<lcpq(l) 




common /objatr/ minst(l),maxst(l),avst(l),st<lst(l),nbst(l) 
common /objatr/ inicps(l),mincps(l),maxcps(l),avcps(l),stdcps(l) 
common /ohjatr/ nbcps(l),tpscps(l) 






equivalence (list,pt),(cap,lsc),(conten,prior),(ptname,ptstat) · 
common /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 
if (itrace .gt. 0) write (output,5) 
5 format (lx,'-- least') 
if (class(sto) .eq. storag) go to 200 
call eerror(404) 
go to 999 
200 if (rlease .le. cap(sto)) go to 300 
call eerror(405) 




tpscps(sto) = time 
conten(sto) = conten(sto) - rlease 
if (conten(sto) .lt. 0) go to 400 
call addflt(avst(sto),st<lst(sto),nbst(sto),minst(sto), 
1 maxst(sto),time-ptstat(actuel)) 
ptstat(actuel) = o.n 
stol= sto 
call verist (stol) 
go to 999 





















implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l),occup(l),bidon(l) 
common /objatr/ ptname(l,3),nhent(l),nulent(l) 
common /ohjatr/ tpus(l),tpini(l),lstpus(l) 
comrnon /objatr/ minwt(l),maxwt(l),avwt(l),stdwt(l),nbwt(l) 
cornmon /objatr/ inicpq(l),mincp~(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 









common /classv/ freecl,maxcl,size(20),lsc0(20),old( 20 ) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 
common /lst/ lastst,lastfc,lastgr,lastrg,lasths 
dimension nomfac(3) 
if (itrace .gt. 0) write (output,10) 
10 format (lx,'-- new facility') 
if (old(facily) .eq. none) go to 100 
i=old(facily) 
old(facily)=suc(i) 
go to 300 
100 continue 
if (objlib + size(facily) .le. maxobj) go to 200 
call eerror(SOl) 
n.ewfac = none 













do 350 j=l,3 
ptname(i,j) = nomfac(j) 
350 continue 
nbent(i) = 0 
nulent(i) = 0 
minwt(i) = 100000.0 
maxwt(i) = 0.0 
avwt(i) = 0.0 
st<lwt(i) = 0.0 
nhwt(i) = 0 
inicpq(i) = 0 
mincpq(i) = "777777777 
maxcpq(i) = 0 
avcpq(i) = 0.0 
stdcpq(i) = 0.0 
nbcpq(i) = b.o 
tpscpq(i) ~ time 
curcpq(i) = 0 
minst(i) = 100000.0 
maxst( i) = 0 .O 
avst(i) = 0.() 
stdst(i) = 0.0 
nbst( i) = 0 
tpus(i) = 0.0 
tpini(i) = time 





subroutine entfac (fac) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
comrnon /objatr/ class(l),pred(l),suc(l),list(l),occup(l),binon(l) 
common /ohjatr/ ptname(l,3),nbent(l),nulent(l) 
common /objatr/ tpus(l),tpini(l),lstpus(l) 
cornmon /objatr/ minwt(l),rnaxwt(l),avwt(l),stdwt(l),nhwt(l) 
comrnon /ohjatr/ inicpq(l),mincpq(l),maxcpo(l),avcpq(l),stdcpa(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 








common /secret/ sqs,objlib,maxobj,notice,itrace 
comrnon /lst/ lastst,lastfc,lastgr,lastrg ,lasths 
common /gpsss/ storag,facily,groupe,region,histo 
if (itrace .gt. O) write (output,S) 
5 format (lx,'-- entfac') · 
A 30 
C 
if (class(fac) .eq. facily) go to 200 
call eerror (502) 
go to 999 
200 continue 
if (occup(fac) .• ne. actuel) go to 400 
call eerror(503) 
go to 999 
400 continue 
nbent(fac) = nhent(fac) + 1 · 
ptstat(actuel) = time 
if (occup(fac) .ne. none) go to 600 
nulent(fac) = nulent(fac) + 1 
occup(fac) = actuel 
lstpus(fac) = time 




call return (pt(actuel)) 






subroutine leafac (fac) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
cornmon /trnps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l),occup(l),bidon(l) 
common /objatr/ ptname(l,3),nbent(l),nulent(l) 
cornmon /objatr/ tpus(l),tpini(l),lstpus(l) 
common / objatr/ minwt ( 1), maxwt (1) ,avwt( 1), s tdwt ( 1), nbwt ( 1) 
common /objatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 








common /secret/ sqs,ohjlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 
common /lst/ lastst,lastfc,lastgr,lastrg,last~s 
if (itrace .gt. 0) write (output,S) 
5 format (lx,'-- leafac') 
if (class(fac) .eq. facily) go to 200 
call eerror(S04) 
go to 999 
200 continue 
if (occup(fac) .eq. actuel) go to 400 
call eerror(SOS) 






ptstat(actuel) = 0.0 
occup(fac) = first(fac) 








ptstat(occup(fac)) = time 
curcpq(fac) = curcpq(fac) - 1 
call activ (occup(fac),delay,0.0) 
600 continue 
tpus(fac) :=.: tpus(fac) + {time-lstpus(fac)) 




















integer function newgr (capac) 
implicit integer (a-z) 
cornmon /sysvar/ none,head,actuel,after,before,rlelay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l),cap(l),conten(l) 




common /classv/ freecl,maxcl,size(20),lsc0(20),ol<l(20) 
common /secret/ sqs,objlih,maxobj,notice,itrace 
cornmon /gpsss/ storag,facJly,groupe,region,histo 
common /lst/ lastst,lastfc,lastgr,lastrg,lasths 
if (itrace .gt. 0) write (output,10) 
10 format (lx,'-- new groupe') 
if (old(groupe) .eq. none) go to 100 
i=old(groupe) 
old(groupe)=suc(i) 
go to 300 
100 continue 
if (objlib + size(groupe) .le. maxobj) go to 200 
call eerror(601) 
newgr = none 

















subroutine join (gr) 
C 
implicit integer (a-z) 
A 33 
C 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /ohjatr/ class(l),pred(l),suc(l),list(l),cap(l) 




comrnon /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag,facily ,groupe·, region, histo 
common /lst/ lastst,lastfc,lastgr,lastrg,lasths 
common /temgr/ p,pl 
if (itrace .gt. 0) write (output,5) 
5 format (lx,'-- join') 
if (class(gr) .eq. groupe) go to 200 
call eer_;ror( 602) 
go to 999 
200 continue 
conten (gr)= conten (gr)+ 1 
if ( conten(gr) .ge. cap(gr) ) go to 300 
c code en ligne de call wait (gr) 
call sisave (lsc(actuel)) 
call return (pt(actuel)) 
call into (actuel,gr) 
call resume 
C 
go to 999 
300 continue 
conten (gr)= 0 
p = first (gr) 
350 continue 
if ( p .eq. gr) go to 400 
pl= p 
call activ (p,delay,0.001) 
if (itrace .gt. 0) write (output,352) 
352 format (lx,'-- sortie join') 
p = suc (p) 
call out (pl) 
go to 350 
400 continue 



















integer function newreg (nomreg) 
implicit integer (a-z) 
common /sysvar/ none,hean,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l),curct(l),hidon(l) 
common /objatr/ ptname(l,3),nbent(l),nhout(l),tpini(l) 
common /objatr/ mintt(l),maxtt(l),avtt(l),stdtt(l),nhtt(l) 
common / objatr/ inict( 1), minct(l), maxct(l), avct(l), s tdct( l) 
common /objatr/ tpsct(l),nbtct(l) 
common /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 






if (itrace .gt. 0) write (output,10) 
10 format (lx,'-- new region') 
if (old(region) .eq. none) go to 100 
i = old(region) 
old(region) = suc(i) 
go to 300 
100 continue 
if (objlib + size(region) .le. maxobj) go to 200 
call eerror(701) 
newreg = none 
go to 999 
200 continue 
i = objlib 
objlib = objlib + size(region) 
300 continue 
newreg = i 
class(i) = region 
pred(i) = none 
suc(i) = none 
list(i) = lastrg 
lastrg = i 
do 350 j=l,3 
ptname(i,j) = nomreg(j) 
nomreg(j) = 0 
350 continue 
curct(i) = o · 
A 35 
nbent( i) = 0 
nbout(i) = 0 
tpini(i) = time 
' mintt(i) = 100000.0 
maxtt(i) = o.o 
avtt(i) = 0 . 0 
stdtt( i) = o.o 
nbtt(i) = 0 
inict(i) = 0 
minct(i) = "777777777 
maxct(i) = 0 
avct(i) = o.o 
stdct(i) = o.o 
tpsct(i) = time 






subroutine entreg. (reg) 
C 
C 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,nelay,at , main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l) , curct(l),bidon(l) 
cornmon /objatr/ ptname(l , 3),nbent(l),nhout(l),tpini(l) 
common /objatr/ mintt(l),maxtt(l),avtt(l),stdtt(l),nbtt(l) 
common /objatr/ inict(l),minct(l),maxct(l),avct(l),stdct(l) 
common /objatr/ tpsct(l),nbtct(l) 
common /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag , facily,groupe,region,histo 
cornmon /lst/ lastst,lastfc,lastgr,lastrg,lasths 
real time,ptstat,tpini , tpsct,nhtct 
real mintt,rnaxtt,avtt,stdtt , avct,stdct 
dimension ptstat(l) 1 
dimension nomreg(3) 
e~uivalence (ptname,ptstat) 
if (itrace .gt. 0) write (output,5) 
5 format (lx,'-- entreg') 
if (class(reg) .eq. region) go to 200 
call eerror(702) 
go to 999 
200 continue 
nhent(reg) = nbent(reg) + 1 




tpsct(reg) = time 










subroutine leareg (reg) 
implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l),curct(l),bidon(l) 
common /objatr/ ptname(l,3),nbent(l),nbout(l),tpini(l) 
c ommo n / o b j a t r / min t t (1 ) , ma xt t (1 ) , a vt t (1 ) , s t dt t ( 1 ) , n b t t (1 ) 
common /objatr/ inict(l),minct(l),maxct(l),avct(l),stdct(l) 
common /objatr/ tpsct(l),nbtct(l) 
common /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
comrnon /secret/ sqs,objlib,maxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 






if (itrace .gt. 0) write (output,5) 
5 format(lx,'-- leareg') 
if (class(reg) .eq. region) goto 200 
call eerror(704) 
go to 99q 
200 continue 
nbout(reg) = nhout(reg) + 1 





curct(reg) = curct(reg) - 1 


















implicit integer (a-z) 
cornmon /sysvar/ none,head,actuel,after,before,delay,at,main 
common /tmps/ time 
common /ohjatr/ class(l),pred(l),suc(l),list(l) 
common /objatr/ hnb(l),hbinf(l),hlong(l),hentr(l) 
common /objatr/ hmin(l),hmax(l),hsum(l),hvect(l,132) 
common /obj~tr/ ptname(l,3) 
common /io/ input,output 
common /classv/ freecl,maxcl,size(20),lsc0(20),old(20) 
common /secret/ sqs,objlih,rnaxobj,notice,itrace 
common /gpsss/ storag,facily,groupe,region,histo 
common /lst/ lastst,lastfc,last r,lastrg,lasths 





if (itrace .gt. 0) write (output,10) 
10 format (lx,'-- new histo') 
if ( old(histo) .eq. none) go io 100 
i = old(histo) 
old(histo) = suc(l) 




if (objlib + size(histo) .le. maxohj) go to 200 
call eerror (801) 
newhis = none 
go to 999 
continue 
i=objlib 
objlib=objlib + size(histo) 
continue 
newhis = i 
class( i) = histo 
suc(i) = i 
pred(i) = i 
list(i) = lasths 
lasths = i 
hnh(i) = nbin·t 
hbinf(i) = borinf 
hlong( i) = taille 
hmin(i) = o.o 
hmax(i) = 0.() 
hsum(i) = o.o 
do 400 boucle= 1,132,1 




do 500 j = 1,3 







suhroutine addhis (hist,val) 
C 
C 
implicit integer (a-z) 
cornmon /ohjatr/ class(l),pred(l),suc(l),list(l) 
comrnon /objatr/ hnh(l),hbinf(l),hlong(l),hentr(l) 
comrnon /objatr/ hmin(l),hmax(l),hsum(l),hvect(l,132) 
cornmon /gpsss/ storag,facily,groupe,region,histo 
real val , 
real ~min,hmax,hsum 
real hbinf,hlong 
if (class(hist) .eq. histo) go to 0 o 
call eerror (802) 




hsurn(hist) = hsum(hist) + val 
hentr(hist) = hentr(hist) + 1 
if ( hentr(hist) .eq. 1 ) go to 100 
if ( val .lt. hmin(hist) ) go to 50 
if ( val .gt. hmax(hist) ) hMax(hist) = val 
go to 200 
continue 
hmin(hist) = val 
go to 20() 
continue 
hmin(hist) = val 
hmax(hist) = val 
200 continue 
index= int((val-hhinf(hist))/hlong(hist)) 
if ( index .lt. 0) go to 400 
if ( index .gt. hnb(hist)) go to 350 
hvect(hist,index+2) = hvect(hist,in<lex+2) + 1 
go _ to q99 
350 continue 
hvect(hist,hnh(hist)+2) = hvect(hist,hnb(hist)+2) + 1 
go to 999 
400 continue 






subroutine prthis (hist) 
C 
implicit integer (a-z) 
cornmon /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),list(l) 





common /objatr/ hmin(l),hmax(l),hsurn(l),hvect(l,132) 
common /objatr/ ptname(l,3) 





if (class(hist) .eq. histo) go to QO 
call eerror (803) 
go to 999 
90 continue 
<lo 92 j = 1,3 







bclsup = hnb(hist) + 1 
C 
c a= -infini 
b = hbinf(hist) 
c = hlong(hist) 
C 




do 100 boucle=2,bclsup,l 
a = b 
b = b + C 
write (output,20),boucle,a,b,hvect(hist,boucle) 
continue 
boucle= bclsup + 1 
a = b 
c h =+infini 
write (output,30),boucle,a,hvect(hist,boucle) 
C 
5 format (lhl,lOx, 'Histogramme : ',3a5) 












(lh-,' Intervalle num: ',i3 
, ] - infini, ',f8.3,' ] ' 
,' nombre d''occurences : ',lS) 
(lx,' Intervalle num: ',i3 
,' ] ',f8.3,' , ',f~.3,' ] ' 
,' nombre d''occurences: ',iS) 
(lx,' Intervalle num: ',i3 
,' ] ',fR.3,' ,+infini f' 











implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,rlelay,at,rnain 
common /io/ input,output 
common /lst/ lastst,lastfc,lastgr,lastrg,lasths 
cornmon /ohjatr/ class(l),pre<l(l),suc(l),list(l) 
common /obja tr/ hnb(l), hhinf(l), h.long(l), hentr(l) 
common /ohja tr/ hmin(l), hmax(l), hsurn(l), hvect(l, l 32) 




write ( output , 10 4 ) 
write (output,105) 
if (lasths .ne. none) go to 500 
write (output,50) 
write (output,51) 











if (point .eq. none) go to 999 
call prthis (point) 
point= list(point) 








(lh-,lOx,'Ce programme n''a pas genere d''histogramnes !') 
(lx, lOx,'**********************************************') 
(lhl,lOx,'*********************************************') 
(lx ,lOx,'* *') 
(lx ,lOx,'* D: Ristogrammes *') 




















data modulo /6709q547/ 
u = mod(u*(2**5),modulo) 
u = mod(u*(2**5),modulo) 












draw = .false. 
b = rand(u) 










if (b .gt. a) go to 200 
call eerror(901) 
go to 999 
200 continue 











if (b .ge. a) go to 200 
call eerror(902) 




al = float(a) 
bl = float(b) + 1.0 
result = unif(al,hl,u) 























somme= 0. 0 
do 100 i=l,12,1 
r=rand(u) 
somme= somme+ r 
100 continue 






integer function poissn (a,u) 
C 
implicit integer (a-z) 
real a,h,tr,r,rand 
poissn = 0 
b = exp(-a) 
tr = 1.0 
50 continue 
r = ran<l(u) 
tr = tr * r 
if ( tr .lt. b ) go to 999 
poissn = poissn + 1 











tr = 1.0 
do 50 i=l,1< 
r=rand(u) 
tr = tr * r 
50 continue 













implicit integer (a-z) 
real p,r,rapd,ptemp,s 
nl = nbpop 
n2 = nbech 
hypgeo = 0 
do 100 i=l,n2,l 
r = rand (u) 
if ( r .gt. ptemp) go to 40 
s = 1.0 
hypgeo = hypgeo + 1 
go to 60 
continue 
s = 0.0 
continue 
ptemp = ( nl * p - s ) I ( nl 





- 1 ) 
end 
c********************************************************************* 




implicit integer (a-z) 
real r,rand,p 
binom = 0 
do 100 i = 1,n 
r = rand (u) 
if ( r .ge. p) go to 100 















subroutine werror (n) 
C 
implicit integer (a-z) 
common /io/ input,output 
common /err/ nerr 
C 
nerr=nerr+l 






100 format (//////////,lx,'*** warning ' ,iS) 
C 
C 
if (n .eq. 101) go to 101 
if (n .eq. 201) go to 201 
if (n .eq. 202) go to 202 
if (n .eq . 203) go to 203 
if (n .eq. 204) go to 204 
if (n .eq. 205) go to 205 
if (n .eq. 206) go to 206 
if (n . eq. 207) go to 207 
if (n . eq. 208) go to 208 
if (n .eq. 209) go to 209 










go to 999 
C 
2.01 write (output,1201) 
write (output,2201) 
go to 999 
C 
202 write (output,1202) 
write (output,2202) 
write (output,3202) 
go to 999 
C 












go to 999 




go to 999 
205 write (output,1205) 
write (output,2205) 
go to 999 




go to 999 
207 write (output,1207) 
write (output,2207) . 
write (output,3207) 
go to 999 




go to 999 
209 write (output,1209) 
write (output,2209) 
write (output,3209) 
go to 999 
998 write (output,1998) 
write (output,2998) 
write (output,3998) 









































•••• Arret premature de la simulation... ) 
cause: essai de detruire a l'airie de Yill ) 
une tete de liste, un storage, une facilite) 
ou un groupe alors qu'il reste encore des ) 
des objets dans la liste. ) 
resultat : aucun. 
cause: activation d'un objet none 
resultat: aucun. 
cause: activation d'un objet avec un delai 
inferieur a 0 









cause: activation d'un objet a un temps inferieur) 
au temps courant 
resultat : activation de l'objet au temps courant 
cause: activation d'un objet avant ou apres un 
objet qui ne se trouve pas 






Slh resultat aucun. ) 
A 46 
1205 format( Slh cause: activation d'un objet none ) 
2205 format( 51h resultat : aucun. ) 
1206 format( Slh cause: activation d'un objet avec un <lelai ) 
2206 format( 51h inferieur a 0 ) 
3206 format( Slh resultat : activation de l'objet avec un de.lai ) 
4206 format( Slh nul ) 
1207 format( Slh cause : activation d'un objet a un temps inferieur) 
2207 format( 51h au temps courant 
3207 format( 51h resul tat : activation de l'objet au temps courant 
1208 format( 51h cause : appel a la routine TTold avec un delai 
2208 format( Slh inferieur a 0.0 
~208 format( 51h resultat : appel a la routine Hold avec un delai 
4208 format( 51h egal a 0.0 
12QC) format( 51h cause : destruction d'un objet qui ne se trouve 
2209 format( Slh pas dans la SOS 
3209 format( Slh resultat : aucun 
1998 format( Slh cause : appel a la routine ,,,TERROR avec comme 
2998 format( 51h argument une valeur inconnue. 







suhroutine eerror (n) 
C 
implicit integer (a-z) 
common /io/ input,output 
C 
write (output,10),n 
10 format (/////,lx,'*** error ',iS,////) 
C 
C 
if (n .eq. 101) go to 101 
if (n .eq. 102) go to 102 
if (n .eq. 103) go to 103 
if (n .eq. 104) go to 104 
if (n .eq. 105) go to 105 
if (n .eq. 106) go to 106 
if (n .eq. 107) go to 107 
if (n .eq. 110) go to 110 
if (n .eq~ 201) go to 201 
if (n .eq. 202) go to 202 
if (n .eq. 203) go to 203 
if (n .eq. 204) go to 204 
if (n .eq. 205) go to 205 
if (n .eq. 301) go to 301 
if (n .eq. 302) go to 302 
if (n .eq. 303) go to 303 
if (n .eq. 304) go to 304 
if (n .eq. 310) go to 310 
if (n .eq. 401) go to 401 
if (n • eq. 402) go to 402 
if (n .eq. 403) go to 403 
if (n .eq. 404) go to 404 
if (n .eq. 405) go to 405 
if (n .eq. 406) go to 406 















if (n .eq. 502) go to 502 
if (n .eq. 503) go to 503 
if (n .eq. 504) go to 504 
if (n .eq. 505) go to 505 
if (n .eq. 601) go to 601 
if (n .eq. 602) go to 602 
if (n .eq. 701) go to 701 
if (n .eq. 702) go to 702 
if (n .eq. 704) go to 704 
if (n .eq. ~01) go to 801 
if (n .eq. $302) go to 802 
if (n .eq. 803) go to 803 
if (n .eq. 901) go to ~01 
if (n .eq. 902) go to Q02 
if (n .eq. 950) go to 950 
if (n .eq. 951) go to 951 
if (n .eq. ,952) go to C'152 
go to 998 
C 
C 
101 write (output,1101) 
write (output,2101) 
write (output,3101) 
go to 999 
C 
102 write (output, 1102) 
write (output,2102) 
write (output,3102) 
go to 999 
C 









go to 999 
C 
104 write (output, 1104) 
write (output,2104) 
write (output,3104) 
go to 999 
C 
105 write (output, 1105) 
write (output, 2105) 
write (output,3105) 
go to 999 
C 
106 write (output, 1106) 
write (output,2106) 
write (output,3106) 
go to 999 
C 
107 write (output, 1107) 
write (output,2107) 
write (output,31 07) 
A 49 
write (output, 4107) 
go to 999 
C 
110 write (output, 1110) 
write (output, 2110) 
write (output,3110) 
write (output,4110) 
go to 999 
C 




go to 999 
C 





go to 999 
C 




go to 999 
C 
204 write (output,1204) 
write (output,2204) 
write ( output ,-1204) 
go to 999 
C 






go to 999 
C 
301 write (output,1301) 
write (output,2301) 
write (output,3301) 
go to 999 
C 








go to 999 
C 





go to 999 
C 




go to 999 
C 




go to 999 
C 




go to 999 
C 
402 write (output,1402) 
write (output,2402) 
write (output,3402) 
go to 9g9 
C 




go to 999 
C 
404 write (output,1404) 
write (output,2404) 
write (output,3404) 
go to 999 
C 




go to 999 
C 






go to Q99 
C 
501 write (output,1501) 
write (output,2501) 
write (output, 35<11) 
write (output,4501) 
go to 999 
C 
502 write (output,1502) 
write (output, 2502) 
A 51 
write (output,3502) 
go to 999 
C 
503 write (output,1503) • 
write (output,2503) 
write (output,3503) 
go to 999 
C 
504 write (output,1504) 
write (output,7.504) 
write (output,3.504) 
go to 999 
C 





go to 999 
C 




go to 999 
C 
602 write (output,1602) 
write (output,2602) 
write (output,3602) 
go to 999 
C 




go to 999 
C 
702 write (output,1702) 
write (output,2702) 
write (output,3702) 
go to 999 
C 
704 write (output,1704) 
write (output,2704) 
write (output, 170!!) 
go to 999 
C 
ROl write (output,1~01) 
write (output,2801) 
write (output, 3~01) 
write (output,4801) 
go to 999 
C 
802 write (output,1802) 
write (output,2802) 
write (output,3802) 
go to 999 
C 




go to 999 
C 
901 write (output, 1901) 
write (output,nOl) 
write (output,3(}01) 
go to 999 
C 
902 write (output,1902) 
write (output,2902) 
write (output,3902) 
go to 999 
C 
950 write (output,1950) 
write (output,2950) 
write (output,3()50) 
go to 999 
C 
951 write (output,1951) 
write (output,2951) 
write (output,3951) 
go to 999 
C 
952 write (output,1952) 
write (output,2952) 
write (output,3952) 
go to 999 
C 
998 write (output,1998) 
write (output,299~) 
write (output,3998) 




1101 format( Slh cause : nombre de classes superieur au nom~re ) 
2101 format( 51h maximal autorise. ) 
3101 format( Slh resultat : arret de la simulation. ) 
1102 format( 51h cause : appel a la fonction Class avec l'argument ) 
2102 format( Slh taille invalide. ) 
3102 format( Slh resultat : arret de la simulation. ) 
1103 format( Slh cause : manque de place <lans la zone <l'adressage ) 
2103 format( Slh dynamique : tout l'espace disponible ) 
3103 format( 51h a deja ete alloue. ) 
4103 format( 51h resultat : arret de la simulation. ) 
5103 format( Slh remede possible: verifiez si vous avez hien ) 
6103 format( Slh detruit tous vos objets qui ne seront ) 
7103 format( 51h plus references dans le futur • N'avez ) 
8103 format( 51h -vous pas ouhlie d'appeler la routine ) 
9103 format( 51h F.ndpro a la fin de vos routines ) 
1104 format( Slh cause : essai de destruction de l'objet NOtW. ) 
2104 format( 51h (cet objet ne peut jamais etre detruit ! ) ) 
3104 format( Slh resultat : arret <le la simulation ) 
1105 format( Slh cause : appel a la fonction Idle avec un argument) 
2105 format( Slh different d'un processus. ) 
3105 format( 51h resultat : arret de la simulation. ) 
1106 format( Slh cause : appel a la fonction Evtime ~vec un ) 






















4 203 format ( 
1204 format( 
2204 format( 



































Slh resultat: arret de la simulation. ) 
Slh cause: appel errone a la fonction Fvtime: le ) 
Slh processus <lent vous donnez l'indice n'est) 
Slh pas un processus actif ou suspendu. ) 
Slh resultat : arret de la simulation. ) 
Slh cause: appel errone a la sous routine Kill ) 
51h obj ne peut pas referencer le processus ) 
51h decrivant le programme principal. ) 
Slh resulat : arret de la simulation. ) 
51h cause: activation d'uri ohjet qui se trouve deja ) 























resulat : arret de la simulation. 
remede: utiliser la sous routine React. 
cause: appel a la sous routine Activ avec un 
code non acimis. 
( les codes valables sont: ~elay, 
At, Before, After. ) 
resultat : arret de la simulation. 
cause: appel a la sous routine Pactiv avec un 
code non admis ( les co<les valables 
sont : Delay, At. ) 
resultat : arret de la simulation. 
cause: activation d'un objet qui se trouve deja 
dans la SOS. 
resultat : arret de la simulation. 
cause: erreur systeme. 
( Cette erreur ne devrait pas se 
produire si vous ne modifiez 
pas les indices que le systeme vous 
renvoie. ) 
resultat : arret <le la simulation. 
cause: tentative de retire une tete de liste <le 
la liste a laquelle elle appartient. 
51h resultat: arret de la simulation 
Slh cause: tentative erronee d'inserer un ohjet 0hjl 
51h avant ou apres un autre objet Obj2 
51h erreurs possibles 
Slh - 0hj2 n'est pas une tete <le liste 
51h - Obj2 n'appartient pas a une liste 
Slh - Objl est une tete de liste ou l'objet 
51h NONE 
51h resultat: arret de la simulation. 
Slh cause: tentative d'inserer un objet dans autre 
51h chose qu'une liste, un storage, une 
Slh facility ou un groupe. 
Slh resultat : arret de la simulation. 
Slh cause: appel a la fonction Empty avec un 
51h argument different d'une liste, un 
Slh storage, une facility, un groupe. 
Slh resultat: arret de la simulation. 
Slh cause: appel a la fonction Cardi avec un 
Slh argument different d'une liste, un 
Slh storage, une facility, un groupe. 
51h resultat: arret de la simulation. 
51h cause: manque . de place dans la zone d'adressa .e 
51h dynamique: tout l'espace disponible 
51h a <leja ete alloue. 
Slh resultat: arret de la simulation. 



















































2402 format( 51h argument different d'un storage. ) 
3402 format( Slh resultat: arret de la simulation. ) 
1403 format( 51h cause: appel a la routine Entst avec le deuxieme) 
2403 format( Slh argument superieur a la capacite ) 
3403 format( Slh maximale du storage. ) 
4403 format( Slh resultat: arret <le la simulation. ) 
1404 format( Slh cause: appel a la routine Least avec le premier ) 
2404 format( 51h argument different d'un storage ) 
3404 format( Slh resultat : arret de la simulation. ) 
1405 format( Slh cause: appel a la routine Least avec le deuxieme) 
2405 format( 51h argument superieur a la capacite ) 
3405 format( 51h maximale du storage. ) 
4405 format( 51h resultat: arret ae la simulation. ) 
1406 format( 51h cause: erreur systeme. ) 
2406 format( Slh ( Cette erreur ne rlevrait pas se ) 
3406 format( Slh produire si vous ne modifiez ) 
4406 format( Slh pas les indices que le systeme vous ) 
5406 format( Slh renvoie. ) ) 
6406 format( Slh resultat: arret rle la simulation. ) 
1501 format( 51h cause: manque de place dans la zone d'adressage ) 
2501 format( 51h dynamique: tout l'espace rlisponihle ) 
3501 format( Slh a deja ete alloue. ) 
4501 format( Slh resultat: arret de la simulation. ) 
1502 format( 51h cause: appel a la routine Entfac avec un ) 
2502 format( 51h argument different d'une facility. ) 
3502 format( Slh resultat : arret de la simulation. ) 
1503 format( 51h cause: deuxieme appel a la routine Bntfac pour ) 
2503 format( Slh le meme objet et la meme facility. ) 
3503 format( Slh resultat : arret de la simulation. ) 
1504 format( 51h cause: appel a la routine Leafac avec un ) 
2504 format( 51h argument different d'une facility. ) 
3504 format( Slh resultat: arret de la simulation. ) 
1505 format( Slh cause: appel errone de la routine Leafac: le ) 
2505 format( Slh processus appelant n'est pas celui qui) 
3505 format( 51h se trouve presentement dans la ) 
4505 format( Slh facility. ) 
5505 format( Slh resultat: arret de la simulation. ) 
1601 format( Slh cause: manque de place dans la zone <l'adressage ) 
2601 format( Slh dynamique: tout l'espace disponihle ) 
3601 format( Slh a deja ete alloue. ) 
4601 format( Slh resultat: arret de la simulation. ) 
1602 format( 51h cause: appel a la · routine Join avec un argument ) 
2602 format( Slh different d'un groupe. ) 
3602 format( Slh resultat: arret de la simulation. ) 
1701 format( Slh cause: manque de place dans la zone d'adressage ) 
2701 format( Slh dynamique: tout l'espace disponible ) 
3701 format( Slh a deja ete alloue. ) 
4701 format( Slh resultat: arret de la simulation. ) 
1702 format( Slh cause: appel a la routine Entreg avec un ) 
2702 format( Slh argument different d'une region. ) 
3702 format( Slh resultat: arret de la simulation. ) 
1704 format( Slh cause: appel a la routine teareg avec un ) 
2704 format( Slh argument different d'une region. ) 
3704 format( Sln resultat : arret de la simulation. ) 
1801 format( Slh cause: manque de place <lans la zone d'adressaee ) 
2801 format( Slh dynamique: tout l'espace disponible ) 
3R01 format( Slh a deja ete alloue. ) 
4801 format( Slh resultat: arret de la simulation. ) 
1802 format( Slh cause: appel a la routine Addhis avec le premier) 
Slh argument different d'un histogramme. 


























51h cause: appel a la routine Prthis avec un argument) 
C 
C 
51h <lifferent d'un histogramme. 
Slh resultat: arret de la simulation. 
Slh cause: appel errone a la fonction Unif(a,b,u) 
51h condition obligatoire: b .gt. a. 
Slh resultat : arret de la simulation. 
Slh cause: appel errone a la fonction Randin(a,b,u) 



























51h cause: appel a la routine Inireg avec un 
51h argument different d'une region. 
Slh resultat: arret de la simulation. 
51h cause: appel a la routine Inireg avec un 
Slh ar~1ment different d'une region. 
Slh resultat: arret de la simulation. 
51~ cause: appel a la routine Inireg avec un 
Slh argument different d'une region. 
Slh resultat: arret de la simulation. 
Slh cause: appel a la routine rerror avec comme 
Slh argument une valeur inconnue. 





common /secret/ sqs,objlib,maxobj,notice,itrace 
C 
itrace = 1 
go to 999 
C 
entry untrac 
itrace = 0 
go to 999 
C 
entry tracex 








implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
cornmon /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 





































ÇB format (/////,2lh parcours de la sqs ) 
99 format ( 21 ****************** ,//) 
if (empty(sqs)) go to 200 
i = 1 
point= suc(sqs) 
10() continue 
icur = pt(point) 
itime = evtime(point) 
iclass = class(icur) 
if (pt(pred(point)) .ne. none) go to 150 
ipred = pt(pred(pred(point))) 
go té 160 
150 continue 
ipred = pt(pred(point)) 
160 continue 
if (pt(suc(point)) .ne. none) go to 170 
isuc = pt(suc(suc(point))) 
go to 180 
170 continue 






















format (// 13h objet numero ,2x,i5) 
format (20h ******************* , /) 
format (28h indice 
format (28h temps d'evenement : 
format (28h numero de classe : 
format (28h predecesseur dans la sqs 
format (2Rh successeur dans la sqs : 
format (28h pointeur de reactivation 
i = i + 1 
point= suc (point) 
if (point .eq. sqs) go to 999 
go to 100 
continue 
write (output,201) 
















implicit integer (a-z) 
common /sysvar/ none,hearl,actuel,after,before,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /objatr/ class(l),pred(l),suc(l),pt(l),lsc(l),prior(l) 
common /objatr/ ptstat(l) 
real time,evtime(l) 
equivalence (evtime,lsc) 
common /classv/ freecl,maxcl,size(20),lsc0(20),old.('20) 
common /secret/ sqs,objlib,maxobj,notice,itrace 
write (output,10) 
10 format (//,lx,'** dump **',//) 
write (output,20),none 
20 format (lx,' 'none = ',012) 
write (output,30),sqs 
30 format (lx,' sqs = ',012) 
write (output,40),actuel 
40 format (lx,'curr = ',ol2) 
write (output,50),time 
50 format (lx,'time = ',f8.3) 
write (output,60) 
60 format (lx,' ') 
do 100 i=l,freecl 
write (output,70),i,size(i),lscO(i),ol<l(i) 
70 format (lx,i5,2x,i5,o12,2x,ol2) 
100 continue 
write (output,80) 
80 format (lx,' ') 
i = 1 
izptr = none - 1 + i 
200 continue 
if (izptr .eq. objlib) go to 300 
write (output,qO),i,izptr,class(izptr),class(izptr) 
90 format (lx,i5,2x,i5,2x,ill,2x,ol2) 
i = i + 1 
izptr = izptr + 1 





















moy = ((float(compt)*moy)+neuf)/float(compt+l) 
var= ((float(cornpt)*var)+(neuf*neuf))/float(compt+l) 
if (neuf .~t. min) min= neuf 
if (neuf .gt. max) max= neuf 











if (tpneuf .eq. 0.0) go to 9q9 
cpmoy = ( ( tptot*cpmoy)+( float( cpneuf)~~tpneuf)) / ( tptot+tpneuf) 
cpvar = ((tptot*cpvar)+(float(cpneuf**2)*tpneuf))/(tptot+tpneuf) 
if (cpneuf .lt. cpmin) cpmin = cpneuf 
if (cpneuf .gt. cpmax) cpmax = cpneuf 











moy = ((float(compt)*moy)+float(neuf))/float(compt+l) 
var= ((float(compt)*var)+float(neuf**2))/float(compt+l) 
if (neuf .lt. min) min= neuf 
if (neuf .gt. max) max= neuf 







implicit integer (a-z) 








common /objatr/ class(l),pred(l),suc(l),list(l),cap(l),conten(l) 
common /ohjatr/ ptname(l,3),nhent(l),nulent(l) 
comrnon /objatr/ tpus(l),tpini(l),lstpus(l) 
common / obja tr / mi nwt(l), maxwt (1), avwt(l), s t<lwt (1), nbwt(l) 
common /ohjatr/ inicpq(l),mincpq(l),maxcpo(l),avcpq(l),strlcpo(l) 
common /ohjatr/ nhcpq(l),tpscpq(l),curcpq(l) 
common /ohjatr/ minst(l),maxst(l),avst(l),stdst(l),nhst(l) 
common /ohjatr/ inicps(l),mincps(l),maxcps(l),avcps(l),stdcps(l) 
common /objatr/ nbcps(l),tpscps(l) 
common /objatr/ minrqs(l),maxrqs(l),avrqs(l),stdrqs(l),nhrqs(l) 
common /tmps/ time 
common /io/ input,output 
common /gpsss/ storag,facily,groupe,region,histo 











if (lastst .ne. none) go to 2010 
write (output, 151) 
write (output,152) 
go to 9() 
continue 
write (output, 211) 
write (output,212) 






write (output, 227) 
point= lastst 
2020 continue 
if (point .eq. none) go to 2030 
do 2100 i=l,3 




if (conten(point) .le. 0) go to 2025 
tpus(point) = tpus(point) + (time - lstpus(point)) 
lstpus(point) = time 
continue 
txnul = (float(nulent(point))/float(nbent(point))) * 100.0 
tpsobs = time - tpini(point) 
txus = (tpus(point) / tpsohs) * 100.0 

























write (output, 327) 
point= lastst 
3020 continue 
if (point .eq. none) go to 3030 
do 3100 i=l,3 
name(i) = ptname(point,i) 
3100 continue 
3030 
















write ( output , 4 2 7) 
point= lastst 
4020 continue 
if (point .eq. none) go to 4030 
do 4100 i=l,3 
name(i) = ptname(point,i) 
4100 continue 























write (output , 5 2 7) 
point= lastst 
5020 continue 
if (point .eq. none) go to 5030 
do 5100 i=l,3 
name(i) = ptname(point,i) 
5100 continue 
5030 
call addcap (avcpq(point),stdcpq(point),nbcpq(point), 
1 mincpq(point),maxcpq(point),curcpq(point), 
2 time-tpscpq(point)) 
tpscpq(point) = time 





















if (point .eq. none) go to 6030 
do 6100 i=l,3 
name(i) = ptname(point,i) 
6100 continue 
call a<ldcap (avcps(point),stdcps(point),nbcps(point), 
1 mincps(point),maxcps(point),conten(point), 
2 time-tpscps(point)) 
tpscps(point) = time 

















write (output, 721) 
write (output,722) 









if (point .eq. none) go to 7030 
do 7100 i=l,.3 
name(i) = ptname(point,i) 
continue 


































(lx ,lOx,'* *') 
(lx ,lOx,'* A: Stations multiples: Storages *') 
(lx ,lOx,'* *') 
(lx ,lOx,'*********************************************') 
(lh-,lOx,' Ce programme n''a pas genere de storages ! ') 
(lx ,lOx,'*********************************************') 
(lh-,'* 1: Informations d''ordre general ! ') 
(lx,'****************************************') 
221 format -(lhO, '**************************************************' 
1, '*****************************************************') 
222 format (lx '* * * * 
1 ' * * * *') , 
223 format (lx '* Identification * Nb entrees * h entrees * o/, ' 
' 1 ' entrees * Tps observ * Tps utilis * Taux utilis *') 
' 224 format (lx '* * * sans attente* sa' , 
1 ,'ns attente* des statist *de la station*de la station*') 






1 * * * *') 
226 format (lx,'**************************************************' 
1 ,'*****************************************************') 
227 format (lx,'* * * * 
1 ,' * * * *') 
231 format (lx ,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,4x,i5,4x,lh*,1x,f~.2, 
1 4x,lh*,2x,f9.3,2x,l . *,2x,f9.3,2x,lh*,4x,f5.2,4x, lh*) 
228 format (lx '* * * * 
1 ,' * * * *') 
229 format (lx,'**************************************************' 
1, '*****************************************************') 
·311 format (lhl,'* 2: Statistiques sur le nomhre <l' 'unites demand' 
1 ,'ees par ·transaction! ') 
312 format (lx,'**************************************************' 
1 ,'***********************') 
321 format (lhO,'**************************************************' 
1 ,'***************************************') 
322 format (lx '* * * * 
1 , ' 
323 format (lx 
1 , 'Demande 
3 2 4 format (1 x , 
1 , 'maximale 
325 format (1 x , 














* Nombre des * Demande * 
Ecart-type*') 
* observations* minimale * 
la demande*') 
* * * 
*') 
326 format (lx,'**************************************************' 
1 ,'***************************************') 
327 format (lx,'* * * * 
1 ,' * * *') 
331 format (lx ,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,4x,i5,4x,lh*,4x,i5,4x, 
l lh*,2x,fg.3,2x,lh*,2x,f9.3,2x,lh*) 
32~ format (lx '* * * * 
1 ' , * * *') 329 format (lx,'**************************************************' 
1 ,'***************************************') 
411 format (l hl ,'* 3: Statistiques sur le temps d' 'attente devant ' 
1 ,'le serveur (conditionnelle au fait qu''il y ait effectivement' 
2 ,' eu une attente) ! ') 
412 format (lx,'**************************************************' 
1 ,'************************************************************' 
2 ,'********************') 
421 format (lhO,'**************************************************' 
1 ,'***************************************') 
422 format (lx '* * * * 
1 ' * * *') , 
42 3 format (lx '* Identification * omhre des* Attente * , 
1 , ' At tente * At tente * Ecart-type*') 
424 format (lx '* * observations* minimale * , 
1 , 'maximale * moyenne * de l' 'attente*') 
425 format (lx '* * * * , 
1 ,' * * *') 
426 format (lx,'**************************************************' 
1 ,'***************************************') 
4 2 7 format ( 1 x , ' * * 11 * * 






431 format (lx ,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,2x,f9.3,2x,lh*,2x,fq.3, 
1 2x,lh*,2x,f9.3,2x,lh*,2x,f9.3,2x,lh*) 
428 format (lx,'* * * * 
1 ,' * * *') 
429 format (lx,'**************************************************' 
1 ,'***************************************') 
511 format (lhl,'* 4: Statistiques sur la longueur de la file d''a' 
1 ,'ttente devant le serveur ! ') 
512 format (lx,'**************************************************' 
1 ,'****************************') 
521 format (lhO,'**************************************************' 
1 ,'*****************************************************') 
522 format (lx '* * * * 
1 , ' * 
5 2 3 forma t ( 1 x ,, ' * 
1 , 'Loneueur * 
524 format (lx,'* 
1 , 'maximale * 
5 2 5 format (1 x , ' * 
* * 
Identification * Longueur 
Longueur * Ecart-type* 
* initiale 












526 format (lx,'**************************************************' 
1 ,'*****************************************************') 
527 format (lx '* * * * 
1 ,' * * * *') 
531 format (lx ,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,4x,i5,4x,lh*,4x,i5,4x, 
l lh*,2x,f9.3,2x,1 *,2x,fQ.3,2x,lh*,4x,i5,4x,lh*) 
528 format (lx '* * * * 
1 ,' * * * *') 
529 format (lx,'**************************************************' 
1 ,'*****************************************************') 
611 format (lhl,'* 5: Statistiques sur le nombre d' 'unites occupe' 
1 ,'es de la station! ') 
612 format (lx,'**************************************************' 
1 ,'********************') 
621 format (lhO,'**************************************************' 
1 ,'************************~***********************************' 
2 ,'*******') 
622 format (lx,'* 
1 , ' * 





623 format (lx,'* Identification * Capacite * -Occupation* O' 
1 ,'ccupation * Occupation* Occupation* Ecart-type* Occup' 
2 ,'ation *') 
624 format (lx,'* 
1 ,'minimale * 
2 ,'ante *') 
625 format (lx,'* 
1 , ' * 
2 ,' *') 
maximale * 
* 
*de la station* initiale 






626 format ( l x,'**************************************************' 
1 ,'************************************************************' 
2 ,'*******') 
627 format (lx,'* 
1 , * 











631 format (lx ,lh*,lx,3aS,lx,lh*,4x,i5,4x,lh*,4x,iS,4x,lh*,4x,i5,4x, 
1 lh*,4x,i5,4x,lh*,2x,f9.3,2x,lh*,2x,f9.3,2x,l *, 
. 2 4x,i5,4x,lh*) 
62R format (lx '* * * * 
1 , ' * * * * 
2 ,' *') 
629 format (lx,'**************************************************' 
1 ,'************************************************************' 
2 ,'*******') 
711 format (lhl, '* 6: Statistiques sur le temps de service d' •·une .. 
1 ,' transaction par le serveur ! ') 
·112 format (lx,'**************************************************' 
1 ,'*******************************') 
721 format (lh0,'**************************************************' 
1 ,'***************************************') 
722 format (lx ~,'* * * 
1 , ' 
723 format (lx 
1 ,'Service 
7 2 4 format ( 1 x 
1 , 'maximal 
725 format (lx 





* Service * 
'* 














726 format (lx,'**************************************************' 
1 ,'***************************************') 
727 format (lx,'* * * * 
1 , ' * * *') 




728 format (lx '* * * * , 
1 ,' * * *') 






implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /objatr/ class(l),pred(l),suc(l),list(l),occup(l),bidon(l) 
common /objatr/ ptname(l,3),nhent(l),nulent(l) 
common /objatr/ tpus(l),tpini(l),lstpus(l) 
common /objatr/ minwt(l),maxwt(l),avwt(l),stdwt(l),nhwt(l) 
common /objatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 
cornmon /objatr/ minst(l),maxst(l),avst(l),st~st(l),nbst(l) 
cornmon /tmps/ time 
common /io/ input,output 
comrnon /gpsss/ storag,facily,groupe,region,histo 
common /lst/ lastst,lastfc,lastgr,lastrg,last~s 




















if (lastfc .ne. none) go to 201 0 
write (output,151) 
write (output,152) 
go to 999 
2010 continue 











if (point .eq. none) go to 2030 
do 2100 i=l,3 
name(i) = ptname(point,i) 
2100 continue 
if (occup(point) .eq . none) go to 2025 
tpus(point) = tpus(point) + (time - lstpus(point)) 
lstpus(point) = time 
2025 continue 
2030 
txnul = (float(nulent(point))/float(nhent(point))) * 100.0 
tpsohs = time - tpini(point) 
















write ( output , 4 2 7) 






if (point .eq. none) go to 4030 
do 4100 i=l,3 
name(i) = ptname(point,i) 
continue 































if (point .eq. none) go to 5030 
do 5100 i=l,3 
name(i) = ptname(point,i) 
continue 
call addcap (avcpq(point),stdcpq(point),nbcpq(point), 
mincpq(point),maxcpq(poi-nt),curcpq(point), 
time-tpscpq(point)) 
tpscpq(point) = time 









write ( output , 711 ) 
write ( output , 712 ) 
write (output,721) 
write (output, 722) 






point = lastfc 
A 67 
7020 continue 
if (point .eq. none) go to 7030 
do 7100 i=l,3 
name(i) = ptname(point,i) 
7100 continue 
C 



































(lx ,lOx,'* *') 
(lx ,lOx,'* B: Stations simples: Facilities *') 
( 1 x , 1 Ox , ' * * ' ) 
(lx ,lOx,'*********************************************') 
(lh-,lOx,' Ce programme n''a pas genere de facilities ! ') 
(lx ,lOx,'***********************************************') 
(lh-,'* 1: Informations d' 'ordre general ! ') 
(lx,'****************************************') 
221 format (lhO,'**************************************************' 
1, '*****************************************************') 
222 format (lx , '* * * * 
1 ' * * * *') , 
223 format (lx '* Identification * Nb entrees * th entrees * %' , 
1 ' entrees * Tps ohserv * Tps utilis * Taux utilis *') , 224 format (lx , , '* * * sans attente* sa' 
1 ,'ns attente* des statist *de la station*de la station*') 
2 2 5 format ( 1 x '* * * * 
' 1 ,' * * * *') 
226 format (lx,'**************************************************' 
1 ,'*****************************************************') 
227 format (lx,'* * * * 




* * * *') 
(lx ,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,4x,i5,4x,lh*,3x,f6.2, 
4x,lh*,2x,f9.3,2x,lh*,2x,f9.3,2x,lh*,4x,f5.2,4x,lh*) 
(lx,'* * * * 
1 ,' * * * *') 
229 format (lx,'**************************************************' 
1, '*****************************************************') 
411 format (lhl,'* 2: Statistiques sur le temps d' 'attente devant ' 
1 ,'le serveur (conditionnelle au fait qu''il y ait effectivement' 
2 ,' eu une attente) ! ') 
412 format (lx,'**************************************************' 
1 ,'************************************************************' 







421 format (lhO,'**************************************************' 
1 ,'***************************************') 
422 format (lx '* * * * 
1 ' * * *') , 
4 2 3 format • (1 x '* Identification * omhre des* Attente * 
1 , 'Attente * Attente * F,cart-type *') 
424 format (lx '* * observations·* minimale * , 
1 , 'maximale * moyenne *del' 'attente*') 
425 format (lx '* * * * 
1 ,' * * *') 
426 format (lx,'**************************************************' 
1 ,'***************************************') 
427 format (lx '* * * * 
1 ,' * * *') 
431 format (lx ,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,2x,f 0 .3,2x,lh*,2x,f9.3, 
1 2x,lh*,2x,f9.3,2x,lh*,2x,f9.3,2x,lh*) 
428 format (lx,'* * * * 
1 ,' * * *') 
429 format (lx,'********************************~*****************' 
1 ,'***************************************') 
511 format (lhl,'* 3: Statistiques sur la longueur de la file d''a' 
1 ,'ttente devant le serveur ! ') 
512 format (lx,'**************************************************' 
1 ,'****************************') 
521 format (lhO,'**************************************************' 
1 ,'*****************************************************') 
522 format (lx,'* * * 
1 , ' * 
523 format (lx,'* 
1 , 'Longueur * 
524 format (lx,'* 
1 , 'maximale * 
525 format (lx,'* 















Longueur * t) 
* minimale 







526 format (lx,'**************************************************' 
1 ,'*****************************************************') 
527 format (lx,'* * * * 
1 , ' 
5 31 format (1 x 
1 
5 2 ~ format (1 x 
* * * *') 
,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,4x,i5,4x,lh*,4x,i5,4x, 
lh*,2x,fQ.3,2x,lh*,2x,f9 . 3,2x,lh*,4x,i5,4x,lh*) 
'* * * * , 
1 ,' * * * *') 
529 format (lx,'**************************************************' 
1 ,'*****************************************************') 
711 format (lhl,'* 4: ~tatistiques sur le temps de service ''une' 
1 ,' transaction par le serveur ! ') 
712 format (lx,'**************************************************' 
1 ,'*******************************') 
721 format (lhO,'**************************************************' 
1 ,'***************************************') 
722 format (lx '* * * * 
1 , ' 




* Service * 
*') 
* Nomhre des* 
Ecart-type*') 
Service ·* 
7 2 4 format (1 x 
1 , 'maxima 1 










1 ;' * * *') 
726 format (lx,'**************************************************' 
1 ,'***************************************') 
727 format (lx '* * * * 
1 , ' 
7 31 format ( 1 x 
1 
7 2 8 format (1 x 
* * *') 
,lh*,lx,3a5,lx,lh*,4x,i5~4x,lh*,2x,f9.3,2x,lh*,2x,f9.3, 
2x,lh*,2x,f9.3,2x,lh*,2x,f9.3,2x,lh*) 
'* * * * , 
1 ,' * * *') 













implicit integer (a-z) 
common /sysvar/ none,hea<l,actuel,after,l:>efore,delay,at,main 
common /tmps/ time 
common /io/ input,output 
common /ohjatr/ class(l),pred(l),suc(l),list(l),curct(l),hiaon(l) 
common /objatr/ ptname(l,3) ,nhent(l) ,nhout(l),tpini(l) 
c o~mon /oh ja t r / min t t (1 ) , max t t (1) , a vt t (l ) , s t dt t (1. ) , n ht t ( 1 ) 
common /objatr/ inict(l),minct(l),maxct(l),avct(l),stdct(l) 
common /objatr/ tpsct(l),nhtct(l) 
common /gpsss/ storag,facily,groupe,region,histo 










if (lastrg .ne. none) go to 2010 
write (output,151) 
write (output,152) 















if (point .eq. none) go to 2030 
do 2100 i=l,3 
2100 










tpsohs = time - tpini(point) 
ectyp = sqrt (stdtt(point) - (avtt(point)*avtt(point))) 
















write (output, 427) 
point= lastrg 
4020 continue 
if (point .eq. none) o to 4030 
do 4100 i=l,3 
name(i) = ptname(point,i) 
4100 continue 
call andcap (avct(point),stdct(point),nbtct(point), 
1 minct(point),maxct(point),curct(point), 
2 time-tpsct(point)) 






















101 format (lhl,10x,'*********************************************') 
102 format (lx ,lOx,'* *') 







104 format (lx , lOx,'* *') 
105 format (lx ,lOx,'*********************************************') 
151 format (lh-,lOx,' Ce programme n ' 'a pas genere de regions ! ' ) 
152 format (lx ,lOx,'********************************************') 
211 format (lh-,'* 1: Statistiques sur le temps de passage de ch' 
1 , 'acune des transactions a travers la region ! ') 
212 format (lx,'**************************************************' 
1 ,'**********************************************') 
221 format (lhO,'**************************************************' 
. 1 '************************************************************' , . 
2 ,'*******') 
222 format (lx,'* 
1 , ' * 
2 ,' *') 
223 format (lx,'* 
1 , ' sorties * 
2 , 'pe du *') 
224 format (lx,'* 
1 , ' * 
2 ,'ssage *') 
225 format (lx,'* 
1 , ' * 
2 ,' *') 
* * 
* * * 
Identification * îps observ * 1b entrees 







* des statist * 
maximal * moyen * tps p;:i.' 
* * * 
* * * 
226 format (lx,'**************************************************' 
1 ,'************************************************************' 
2 ,'*******') 
227 format (lx,'* * * * 
1 , ' * * * * 
2 ,' *') 
231 format (lx ,lh*,lx,3a5,lx,lh*,2x,f0.3,2x,lh*,4x,i5,4x,lh*,4x,i5, 
1 4x,lh*,2x,f9.3,2x,lh*,2x,f9.3,2x,lh*,2x , f9.3,2x,lh*,2x, 
2 f9 . 3,2x,lh*) 
228 format (lx,'* 
* * * 
1 , ' * * * * 
2 ,' *') 
229 format (lx,'**************************************************' 
1 ,'************************************************************' 
2 ,'*******') 
411 format (lhl,'* 2: Statistiques sur le nombre de transactions' 
1 ,'presentes dans la region ! ') 
412 format (lx,'**************************************************' 
1 ,'****************************') 
421 format (lhO,'**************************************************' 
1 ,'*****************************************************') 
422 format (lx '* * * * 
1 ' * * * *') , 
423 format (lx '* Identification * Occupation* Occupation* O' , 
1 , 'ccupation * Occupation* Ec-type de* Occupation*') 
424 format (lx '* * initiale * minimale * , 
1 , 'maximale * moyenne * l' 'occupation* courante *') 
425 format (lx '* * * * 
1 ,' * * * *') 






427 format (lx '* * * * 
1 ,' * * * *') 
431 format (lx ,lh*,lx,3a5,lx,lh*,4x,i5,4x,lh*,4x,i5,4x,l~*,4x,i5,4x, 
1 lh*,2x,f9.2,2x,lh*,2x,f9.2,2x,lh*,4x,i5,4x,lh*) 
428 format (lx '* * * * 
1 ,' * * * *') 








implicit integer (a-z) 
common /tmpp/ time 
common /objatr/ class(l),pred(l),suc(l),list(l),curct(l),bidon(l) 
common /objatr/ ptname(l,3),nbent(l),nbout(l),tpini(l) 
cornmon /objatr/ mintt(l),maxtt(l),avtt(l),stdtt(l),nhtt(l) 
common /objatr/ inict(l),minct(l),maxct(l),avct(l),strlct(l) 
common /objatr/ tpsct(l),nhtct(l) 
common /gpsss/ storag·, f acily ,groupe, tegion, histo 
real time,ptstat,tpini,tpsct,nhtct 
real mintt,maxtt,avtt,stdtt,avct,stdct 
if (class(reg) .eq. region) go to 100 
call eerror (950) 
go to 9qq 
100 continue 
nhent(reg) = 0 
nbout(reg) = 0 
tpini(reg) =• time 
mintt(reg) = 100000.0 
maxtt(reg) = 0.0 
avtt(reg) = 0.() 
stdtt(reg) = 0.0 
nbtt(reg) = 0 
inict(reg) = curct(reg) 
minct(reg) = "777777777 
maxct(reg) = 0 
avct(reg) = 0.0 
stdct(reg) = 0.0 
tpsct(reg) = time 





suhroutine inifac (fac) 
C 
implicit integer (a-z) 
co• mon /tmps/ time 
common /objatr/ class(l),pred(l),suc(1),list(l),occup(l),bidon(1) 
common /objatr/ ptname(l,3),nbent(l),nulent(l) 
cornmon /objatr/ tpus(l),tpini(l),lstpus(l) 
common /objatr/ minwt(l),maxwt(l),avwt(l),stdwt(l),nhwt(l) 




common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 






cornmon /gpsss/ storag,facily,groupe,region,histo 
if (class(fac) .eq. facily) go to 100 
call eerror (951) 
go to 9()9 
100 continue 
nhent(fac) = () 
nulent(fac) = 0 
minwt(fac) = 100000.0 
maxwt(fac) ~ 0.0 
avwt(fac) = 0.0 
stdwt(fac) = 0.0 
nbwt( fac) = 0 
inicpq(fac) = curcpq(fac) 
mincpq(fac) = "777777777 
maxcpq(fac) = 0 
avcpq(fac) = 0.0 
stdcpq(fac) = 0.() 
nbcpq(fac) = 0.0 
tpscpq(fac) = time 
. minst(fac) = 100000.0 
maxst(fac) = 0.0 
avst(fac) = .O 
st<lst(fac) = O.() 
nbst(fac) = 0 
tpus(fac) = 0.0 
tpini(fac) = time 





suhroutine inisto (sto) 
C 
C 
implicit integer (a-z) 
common /tmps/ time 
common /objatr/ class(l),pred(l),suc(l),list(l),cap(l),conten(l) 
common /objatr/ ptname(l,3),nbent(l),nulent(l) 
comrnon /objatr/ tpus(l),tpini(l),lstpus(l) 
common /objatr/ minwt(l),maxwt(l),avwt(l),stdwt(l),nbwt(l) 
common /ohjatr/ inicpq(l),mincpq(l),maxcpq(l),avcpq(l),stdcpq(l) 
common /objatr/ nbcpq(l),tpscpq(l),curcpq(l) 
common / ohja tr / mi nst(l), maxs t( l) ,avs t(l), s tds t( l), nbs t(l) 
common / objatr/ inicps( l), mincps(l), maxcps(l) ,avcps (1), s tdcps(l) 
common /ohjatr/ nhcps(l),tpscps(l) 
common / obja tr/ mi nrqs(l), rnaxrq s(1), avrq s( l), s trlrq s(1), nhrq s(l) 
real mi nwt, maxwt, avwt, s t<lwt, mi ns t, maxs t, avs t, s tdE 1. 
real avcpq,stdcpo,tpscpq,nhcpq,avcps,stdcps,tpscps,nhcps 
real avrqs,stdrqs,tpus,tpini,lstpus,time 
if (class(sto) .eq. storag) go to 100 
A 74 
C 
call eerror (953) 
go to 999 
100 continue 
nbent(sto) = 0 
nulent(sto) = 0 
minwt(sto) = 100000.0 
maxwt(sto) = 0.0 
avwt(sto) = 0.0 
stdwt(sto) = 0.0 
nhwt(sto) = 0 
inicpq(sto) = curcpq(sto) 
mincpq(sto) = "777777777 
maxcpq(sto) = 0 
avcpq(sto) = 0.0 
stdcpq(sto); 0.0 
nhcpq(sto) = 0.0 
tpscpq(stol = time 
minst(sto) = 10000.0 
maxst(sto) = 0.0 
avst(sto) = 0.0 
stdst(sto) = 0.0 
nhst(sto) = 0 
inicps(sto) = conten(sto) 
mincps(sto) ="777777777 
maxcps(sto) = 0 
avcps(sto) = 0.0 
stdcps(sto) = 0.0 
nbcps(sto) = 0.0 
tpscps(sto) = time 
minrqs(sto) = "777777777 
maxrqs(sto) = 0 
avrqs(sto) = 0.0 
stdrqs(sto) = 0.0 
nbrqs(sto) = 0 
tpus(sto) = 0.0 
tpini(sto) = time 







implicit integer (a-z) 
conmon / sysvar/ none, head ,actuel ,a fter ,.before, delay ,a t, main 
common /objatr/ hidon(3),list(l) 
common /lst/ lastst,lastfc,lastgr,lastrg,lasths 
C 
C 
st = lastst 
100 continue 
if (st .eq. none) go to 200 
call inisto(st) 
st = list(st) 
go to 100 
200 continue 




if (fc .eq. none) go to 400 
call inifac(fc) 
fc = list(fc) 
go to 300 
400 continue 
rg = lastrg 
500 continue 
if (rg .eq. none) go to q99 
call inireg(rg) 
rg = list(rg) 






























implicit integer (a-z) 
common /io/ input,output 






write ( outp1_ t, 10n) 
write (output, 107) 
write (out put , 108) 
write (output,109 ) 
write (output,110) 
write (output, 11 l ) 






















(lx , 30x, '* *' ) 
(lx ,30x,'* *') 
(lx ,30x,'* *') 
(lx ,30x,'* S I M U F O R *') 
(lx ,30x,'* *************************** *') (lx ,30x,'* *') 
(lx ,30x ,'* version 1.0 *') 
(lx ,30x,'* *') 
(lx ,30x,'* *') 
(lx ,30x, '* *') 
(lx -,30x,'***********************************************') 
(lh-,30x,' RAPPORT ST A î I ST I 0 U E . ') 















2. SOUS-PROGRAMMES ET FONCTIONS ASSEMBLEUR. 
title assem 
entry locf,jumpto,sisave,repere,net 
locf: hrrz 0 ,~1 6 · 
popj 17, 0 
sisave: pop 17, 1 
pop 17, ?. 
movem 2 ,@ 0 (1 6) 
push 17,1 
popj 17, 0 
jumpto: pop 17,l 
pop 17,1 
push 17,~0 (16) 
popj 17, 0 
repere: popj 17, 0 






3. EXERCICE DE LA TAVERNE. ( 0 Y° 
- - ---
3. 1. ENONCE. 
La ~averne que je fréquente possède une grande salle, capahle de contenir 
100 personnes. Elle ouvre ses portes à 17 h. et fenne à 3 h. du matin. 
Les clients arrivent en groupes. S'il y a assez de places dans· la salle 
pour tous les membres du groupe, ils s'installent dans la taverne; sinon, le 
groupe s'en va ailleurs. 
Des groupes ' arrivent au hasard, l'intervalle moyen entre les groupes étant 
le suivant: 
- de 17 h. à 20 h. 4 minutes, 
... (- -
-
de 20 h. à 23 h. - 2 minut~, 
---
-
de 23 h. à 01 h. - 4 minutes. 





1 2 3 4 8 
! -
---------------------------------------------
prohabili tés 0.1 ! 0.45! 0.04! 0.3 ! 0.07! 0.04! 
Quand un groupe s'est installé dans la taverne, chaque memhre <lu groupe 
commande une hière. Au bout d'une certaine période P, chaaue membre du groupe a 
bu sa bière, et le groupe <lécide, soit de rester dans la taverne, soit de · s'en 
aller. (Tous le membres du groupe partent ensemble.) La décision de rester est 
prise avec une probabilité de 0.6, et la <lécision de partir avec une probabilité 
de 0.4. Si le groupe déci<le <le rester, chaque mem~re commande une autre bière. 
Une autre période P sera nécessaire pour hoire cette hière, et ensuite le groupe 
doit encore une fois décider soit de rester, soit <ie partir. Cette nouvelle 
décision est prise avec les mêmes probahilités et les mêmes conséquences 
qu'auparavant, et ainsi de suite. 
Les ryériodes P sont indépendantes, et sui vent une distribution U.."liforme 
entre 10.O et 5O.O minutes. 
A 80 
La situation est compliqué e par le fait que la taverne présente <les 
stripteaseuses, de 18 h. jusqu'à la fermeture. La première rlanseuse commence à 
18 h. exactement, et son numéro dure 10 +ou- 5 minutes. Le nurn~ro est suivi 
d'une pause <le 20 +ou- 5 minutes. Ensui te la deuxième stripteaseuse commence, 
danse pendant 10 +ou- 5 minutes, il y a une pause de 20 +ou- 5 minutes~ etc. A 2 
h., le striptease en cours se termine normalement ( s' i.1 y en a un), et ensuite 
on ne danse plus. 
Durant le sttiptease, les lumières de la salle sont éteintes, et on ne peut 
ni sortir ni entrer. Donc les groupes qui décident de partir sont obligés 
d'attendre la fin du numéro avant de quitter la taverne, et les groupes qui 
arrivent sont aussi obligés d'attendre pour voir s'il y a des places dans la 
salle. Evidemment un groupe qui arrive peut prendre des places libérées par un 
autre groupe qui s'en va exactement au même moment. 
_(o) D'après: 




A.F.C.E.T. - Session 1977 
Montréal, 18-30 juillet. 




implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /io/ input,output 
common /objatr/ bidon(lO) 
common /global/ moy,spect,fred,inq,9utq 
common /result/ tahlel,nbcli,table2,n hspec 
real moy,time 




c initialisation des tables resultat 
call maz ( tablel,5OO,8) 
call maz ( tahle2,3O,5) 
spect=.false. 
c generation ne l'attraction 






















c fin du spectacle 












implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore, delay,at, main 









common /objatr/ hi<lon(7) 
common /locall/ a,ul,u2 
common /global/ moy,spect,fred,ino,outq 
common /result/ tablel,nhcli,tahle2,nhspec 
logical spect 
dimension tablel(SOO,8), tahle2(3O,S) 
real unif,time 







nbspec=nbspec + 1 
aa=a+l 
call hour(h~,mn) 
table2(nbspec,l) = aa 
table2(nhspec,2) = hr 




tahle2(nbspec,4) = hr 
table2(nbspec,5) = mn 
call activ(fred,delay,O.O) 
call hold(unif(15.O,25.0,u2)) 
cal! temps (time) 






·1mplicit integer ( a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /io/ input,output 
common /objatr/ bidon(7),num(l),nh(l) 
common /global/ moym,spect,fred,inq,outq 
common /loca12/ ul,u2 
common /result/ tahlel,nhcli,table2,nbspec 
real p,unif 
real time 






























tahlel(num(actnel),6)=tablel(num(actuel),6) + 1 
p=unif(l0.0,50.0,ul) 
call hold( p) 
if ( .not. draw(0.6,u2)) goto 250 
call temps (time) 
if ( t i me • ft . 5 4 0 • 0) go t o 2 2 5 
250 continue 
call into(actuel,outq) 














implicit integer (a-z) 
common /sysvar/ none,hea<l,actuel,after,before,delay,at,main 
common /io/ input,output 
common /objatr/ bidon(7),num(l),nb(l) 
common /global/ moy,spect,fred,inq,outq 
common /loca13/ nbpla,gr 
common /result/ tablel,nbcli,table2,nbspec 
logical empty 

























if (empty(inq)) goto 300 
gr=first(inq) 
call out(gr) 





call hour (hr,mn) 
tablel (num(gr),7) = hr 










implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common /io/ input,output 
common /global/ moy,spect,fred,inq,outq 
common /o jatr/ bidon(7),num(l),nb(l) 
common /loca14/ ul,u2,groupp,gr,il 
common /result/ tablel,nhcli,table2,nbspec 
real negexp,rand,moy,il,time 









call temps (time) 
if (time.gt.~00.0) goto 99 
gr=new(groupp) 
il=rand(u2) 
if (il.ge.O.O.and.il.lt.0.1) nh(gr)=l 
if (il.ge.O.l.and.il.lt.0.55) nh(gr)=2 
if (il.ge.0.55.and.il.lt.0.59) nh(gr)=3 
if (il. ge.o.sg.an<l.il.lt.O.~Ç) n (gr)=4 
if (il.ge.0.~9.an<l.il.lt.0.96) nh(gr)=6 






















implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,~elay,at,main 
common /io/ input,output 
real time 















implicit integer (a-z) 
common /result/ tablel,nbcli,table2,nhspec 
common /io/ input,output 
dimension tablel (500,8),table2 (30,5) 
real temp,tempp 
do 800 i3=1,nbcli-1 
templ=ifix ((float(i3-1))/30.0) 
tempp = (float(i3-1))/30.0 
temp = tempp - float(templ) 
if (temp .gt. 0.0001) goto 200 
write ( output, 101) 
continue 
write ( output, 102) 
write ( output, 103) 
write ( output, 109) 
if (tablel(i3,6) .eq. 0) goto 300 



















temp = tempp - float(templ) 
if (temp .gt. 0.0001) oto ROO 
write ( output, 109) 
800 continue 
write ( output, 109) 
101 format (lhl,/////,' *********************************************' 
1 ,'***************************************') 
102 format (lx,'* Groupe * Nombre * Heure d" * Heure d" ' · 
1 , * 1fomhre de * Heure de *' ) 
103 format (lx,'* Numero * Clients * Arrivee * F.ntree 
1 ,' * Tournees * Sortie *') 
2 5 0 format ( 1 x, ' * ' , i 3 , ' * ' ,i3, 
1 * ',i2,' Hr ' ,i2, ' Min * ' 
2 i2,' Hr ' ,i2, ' Min * , 
3 i2,' * ', 
4 i2,' Hr ' ,i2, ' }~in *') , 
2 6 0 format ( ,1 x, ' * ' , i 3 , ' * ' ,i3, 
1 * ',i2,' Hr ' ,i2, ' 1in * ' 
2 , ' no entry * 
3 i2,' * ', 
4 i2,' Hr , ',i2,' Min*') 





implicit integer (a-z) 
conmon /result/ tablel,nhcli,tahle2,nbspec 
common /io/ input,output 
dimension tablel (500,8),table2 (30.,5) 
write ( output, 100 ) 
write ( output, 101 ) 
write ( output, 102 ) 
write ( output, 109 ) 
do 300 i=l,nbspec-1 
1 
300 
write ( output, 200 ),i,tahle2(i,1),tahle2(i,2),table2(i,3) 
,tahle2(i,4),tahle2(i,5) 
continue 
write ( output, 109) 
100 format (lhl,/////,'****************************' 
1 ,'********************************') 
101 format (lx,'* Tumero du* Tumero de la * Heure de 
1 ,'* Heure de *') 
102 format (lx,'* Spectacle* Stripteaseuse * Debut 
1 , Fin *') 
109 format (lx,'****************************' 
1 ,'*******************************') 
200 format (lx,'* ',i2,' * ',il,' * ', 
1 i2,' Hr ',i2,' n * ',i2,' Hr ',i2,' Hn *') 
return 
end 




implicit integer (a-z) 
dimension nomtab (diml,dim2) 
do 100 i = l,diml 
do 200 j = 1,dim2 









• Groupe • Nombre • Heure d~ • Heure d" * Nombre ~e • Heure de * 
• Numero •Clients• Arrivee • Entree • Tournees • Sortie • 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 1 • 2 • 17 Hr, 3 Mfn • 17 Hr, 3 Min• 6 • 19 Hr 42 Min• 
• 2 • 3 • 17 Hr, 7 Mn• 17 Hr, 7 Min• 4 • 19 Hr 14 Min• 
• 3 • 4 • 17 Hr , 14 Min• 17 Hr 14 Min• 1 · • 17 Hr 53 Min • 
• 4 • 1 • 17 Hr 17 Min• 17 Hr 17 Min• 1 • 17 Hr 56 Min• 
• s • 4 • 17 Hr, 17 Min• 17 Hr 17 Min• i • 21 Hr 7 Min• 
• 6 • 4 • 17 Hr , 23 Min• 17 Hr 23 Min• 2 • 18 Hr 39 ~in• 
• 1 • 4 • 17 Hr 23 Min• 17 Hr 23 Min• 1 • 18 Hr 12 Min• 
• 8 • 4 • 17 Hr, 25 Min* 17 Hr 2S Min• 1 • 18 Hr , 12 Min* 
• 9 • 2 • 17 Hr 32 Min• 17 Hr, 32 Min• 4 • 19 Hr 33 Min• 
• 10 • 2 • 17 Hr 39 Min• 17 Hr 39 Min• 2 • 18 Hr 36 Min• 
• 11 • 4 • 17 Hr , 44 Min• 17 Hr 44 Min• 1 • 18 Hr, 24 Min• 
• 12 • 2 • 18 Hr , ij Min• 18 Hr 12 Min* 2 • 19 Hr, 9 Min• 
• 13 • 2 • 18 Hr , 12 Min• 18 Hr, 12 Min• 2 • 19 Hr, 9 Min• 
• 14 • 2 • 18 Hr, 19 Min• 18 Hr , 19 Hin • · 2 • 19 Hr , 16 Mtn • 
• 1s • 2 • 18 Hr , 20 Min• 18 Hr, 20 Min• 1 • 18 Hr, 59 Min* 
• 16 • 4 • 18 Hr 28 H1n • 18 Hr 35 Min• 1 • 18 Hr , 52 Min• 
• 17 • 1 • 18 Hr 30 Min• 18 Hr 35 Min• 1 • 19 Hr s Min• 
• 18 • 2 • 18 Ur , 31 Min• 18 Hr, 35 Min• 6 • 21 Hr 33 M1n • 
• 19 • 2 • 18 Hr , 34 Min• 18 Hr , 35 Min• 3 • 20 Hr 9 Min• 
• 20 • 2 • 18 Hr 45 Min• 19 Hr 45 Min• 3 • 19 Hr 59 Min• 
• 21 • 2 • 18 Hr , 47 Min• 18 Hr 47 Min• 1 • 19 Hr , 33 Min• 
• 22 • 2 • 18 Hr, 51 H1n • 18 Hr 51 Min• 1 • 19 Hr 33 Min• 
• 23 • 4 • 18 Hr 51 Min• 18 Hr, 51 Min• 1 • 19 Hr JJ Min• 
• 24 • 2 • 18 Hr 58 Min• 18 Hr , 58 M1n • 4 • 20 Hr, 52 Min• 
• 25 • 4 • 18 Hr , 59 M1n • 18 Hr , 59 Mfn • 1 • 19 Hr, 39 Min• 
• 26 • 2 • 19 Hr , 8 Min• 19 Hr , 8 Mn• 1 • 19 Hr, 48 Min• 
• 27 , 4 • 19 Hr , 11 Min• 19 Hr, 11 Min• 3 • 21 Hr , 6 Mfn • · 
• 28 • 3 • 19 Hr, 23 Min• 19 Hr , 23 Min• 3 • 20 Hr , 37 H n • 
• 29 • 2 • 19 Hr , 29 Min• 19 Hr , 33 Min• 2 • 20 Hr, 16 Min• 
• 30 • 3 • 19 Hr 35 Min• 19 Hr 35 Min• 2 • 20 Hr 32 Min• 
····························'················'······································ 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• Groupe • Nombre • Heure d" • Heure d" • Nombre de• Heure de • 
• Numero •Clients• Arrtvee • Entree • Tournees • Sortie • 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 31 • 2 • 19 Hr, 37 Min• 19 Hr 37 Min• 6 • 22 Hr 55 Mfn • 
• 32 • 2 • 9 Hr, 38 Min• 19 Hr 38 Min• 2 • 21 Hr 6 Mn• 
• 33 • 8 • 19 Hr, 41 Min• 19 Hr · , 41 Min• 1 • 20 Hr , 21 Min• 
• 31 f 2 * 19 Hr, 51 Min* 19 Hr , 51 M1n • 3 • 21 Hr 14 Mln • 
• 35 • 4 • 19 Hr 54 Min• 19 Hr, 59 Min• 1 • 20 Hr 16 Mtn • 
• 36 • 4 • 20 Hr o Min• 20 Hr o Min• 1 • 20 Hr 40 Min• 
• · 37 • 2 • 20 Hr 1 Min• 20 Hr 1 Min• 1 • 20 Hr 41 Min• 
• 38 • 2 • 20 Hr 2 Min• 20 Hr 2 Min• 2 • 21 Hr 7 Min• 
• 39 • 2 • 20 Hr , 5 Min• 20 Hr , 5 Hin • 2 • 21 Hr, 6 Min• 
• 40 • 4 • 20 Hr 5 Min• 20 Hr, s Min• 1 • 20 Hr , 45 Min• 
• 41 • 4 • 20 Hr 9 Min• 20 Hr 9 Min• 5 • 23 Hr 3 M1n • 
• 42 • 2 • 20 Hr 10 Min• 20 Hr 10 Min• 1 • 20 Hr so ~in• 
• 43 • 2 • 20 Hr 11 Min• 20 Hr 11 ~in• , • 22 Hr 2 Min• 
• 44 • 3 • 20 Hr, 14 Min• 20 Hr , 14 Min• 4 • 21 Hr 55 Min• 
• 45 • 2 • 20 Hr, 19 Min• 20 Hr, 19 Min• 2 · • 21 Hr 38 Min• 
• 46 • 4 • 20 Hr , 22 Min• 20 Hr, 22 Min• 4 • 22 Hr 38 M1n • 
• n • 2 • 20 Hr , . 23 Min • 20 Hr 30 Min • 1 • 20 Hr , 47 Min * 
• 48 • 3 • 20 Hr, 24 Min• 20 Hr 30 Min• 1 • 21 Hr 6 H1n • 
• 49 • 4 • 20 Hr 27 ~in• 20 Hr 30 Min• 1 • 21 Hr 15 Min• 
• so • 4 • 20 Hr 30 Min• 20 Hr 30 Min• 4 • 22 Hr , 37 ~in• 
• 51 • 4 • 20 Hr, 34 Min• 20 Hr 34 Min• 4 • 22 Hr , s Min• 
• 52 • 4 • 20 Hr , 35 Min• 20 Hr 36 Min• 4 • 22 Hr , 25 Min• 
• 53 • 4 • 20 Hr 39 Mfn • 20 Hr 39 M1n • 2 • 21 rir 36 Min• 
• 54 • 2 • 20 Hr 45 Mn• 20 Hr 45 Min• 1 • 21 Hr 33 ~in• 
• 55 • 2 • 20 Hr, 49 Min• 20 Hr , 49 Min• 1 • 21 Hr , 3) Mln • 
• Sb • 8 • 20 Hr, 50 ~in• 20 Hr, S0 Min• 1 • 21 Hr , 33 Min• 
• 57 • 2 • 20 Hr, 53 Min• 20 Hr , S3 Min• 2 * 22 Hr , 12 Min• 
• 58 • 6 • 20 Hr, 58 Min• 21 Hr, 6 Min• 6 • 23 Hr, 43 Min• 
• 59 • l • 21 Hr , O ~fn • 21 Hr, 6 Min• 2 • 21 Hr , 40 Min* 
: •••• ~~ ••• : ••••• 1 ••• :.11.~t., •• 1.:.~.:.11.~i., •• t.:i~.: ••••.• : •.•• :.i~.~i ••• :~.:!~.: 
...........•.....•...•...............•..... , ........•..........•.................... 
• Groupe • Nombre • Heure d" • 8eure d" • Nombre ~e • Heure de • 
• Numero •Clients• Arrivee • Entree • Tournees • sortie • 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 61 • 1 • 21 Hr, 12 Min• 21 Hr , 12 Min• 6 • o Hr , 23 Min• 
• 62 • 8 • 21 Hr , 19 Min• 21 Hr, 19 Min• 1 • 21 Hr 59 Min• 
• 63 • 4 • 21 Hr, 19 Mfn • 21 Hr 19 Min• 1 • 21 Hr 59 Min• 
• 64 • 6 • 21 Hr, 19 ~ n • 21 Hr 19 Min• 1 • 21 Hr , 59 Min• 
• 65 • 4 • 21 Hr, 19 Mjn * 21 Hr, 19 Hln • 1 • 21 Hr 59 Min• 
• 66 • 2 • 21 Hr 21 Min• 21 Hr , 21 Mfn • 5 • o Hr 9 M1n • 
• 67 • 3 • 21 Hr 22 ~in• 21 Hr 22 Mn• 4 • 23 Hr 41 Min• 
• ~8 • 8 • 21 Hr, 28 Min• 21 Hr 33 Min* l * 21 Hr, 55 Min• 
• 69 • 4 • 21 Hr, 31 Min, 21 Hr 33 Min• 3 • 22 Hr 42 Min• 
• 70 • 4 • 21 Hr 32 Min• 21 !fr 33 Min• 1 • 22 Hr 18 Min• 
• 71 • 2 • 21 Hr 38 ~in• 21 Hr , 38 Min• 3 • 23 Hr 25 Min• 
• 72 • 4 • 21 Hr 40 Min• 21 Hr 40 Min• 4 • o Hr 7 Min• 
, 73 • 2 • 21 Hr 41 Min• 21 Hr' 41 Min• 1 * 22 Hr 25 Mfn • 
• 74 • · i • 21 Hr, 42 Min• 21 Hr 42 Min• 1 • 22 Hr 25 Mn• 
• 7~ • 4 • 21 Hr 42 ~in• 21 Hr, 42 ~in• 5 • 23 Hr , 57 Min• 
• 76 • 2 • 21 Hr 43 Min• 21 Hr , 43 Min• 2 • 22 Hr , 49 Min• 
• 77 • 2 • 2 Hr 45 Min• 21 Hr 45 Min• 3 • 23 Hr 41 Min• 
• 78 • 2 • 21 Hr ; 45 Hln • 21 Hr : 45 ~ln* 1 * 22 Hr 25 Min• 
• 79 • 4 • 21 Hr , 53 ~in• 21 Hr , 55 Min• 3 • 23 Hr 32 ~in• 
* 80 • 4 • 21 Hr, 55 Min• 21 Hr , SS Min• 1 • 22 Hr 13 Min• 
• 81 • 4 • 21 Hr, 56 Min• no entry • o • 21 Hr, 56 Hin • 
• 82 • 4 • 21 Hr , 58 Min• no entry * o • 21 Hr 58 Min• 
• 8l • 4 • 21 Hr 59 Min• 21 Hr , 59 Nin• 2 • 23 Hr 4 Min• 
• 84 • 4 • 22 Hr 6 Min• 22 Hr , 6 Min* 1 • 22 Hr 46 Min• 
• 85 • 2 • 22 Hr 8 Min• 22 Hr, 8 Min• 2 • 23 rlr 28 Min• 
• 8b • 2 • 22 Hr 10 Min• 22 Hr , 10 Min• 1 • 22 Hr , SS Min• 
• 87 • 8 • 22 Hr, 19 Min• 22 Hr , 25 Min• S • 1 Hr , 1 Min• 
• 88 • 6 • 22 Hr, 26 Min• 22 Hr , 26 Min• 2 . • 23 Hr , 1.5 Min• 
* 89 • 2 • 22 Hr, 26 Min• 22 Hr , 26 Min• 4 • 0 Hr , 23 Hln • 
: •••. ~~ ••• : ••••• : ••• :,i~.~~.,.~l.:!~.:.1~.~~.,.~l.:1~.: •••••• i.,,.:,;~.~~.,.it,~!~.: 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• Groupe • Nombre • Heure d" • Heure d" • Nombre 1e • Heure de • 
• Nu~ero •Clients• Arrivee • Entree • Tournees * sortie • 
······~············································································· 
• 91 • 1 • 22 Hr , 27 Min• 22 Hr 27 Min• 1 • 23 Hr , 7 Min• 
• 92 • 4 • 22 Hr , 32 Min• 22 Hr 32 Min• 1 • 23 Hr 11 Min• 
• 93 • 1 • 22 Hr, 34 Min• 22 Hr, 34 Min• 3 • o Hr 23 Min• 
• 94 • 2 • 22 Hr 34 Min• 22 Hr 34 Min• 1 • 23 Hr 25 Min• 
• 95 • 4 • 22 Hr : 36 ~in• 22 Hr: 36 Min• 2 • 23 Hr : 29 Min• 
• 96 • 1 • 22 Hr, 37 ~in• 22 Hr, 37 Min• 3 • o ~r, 28 Min• 
• 97 • 2 • 22 Hr 43 Min• 2'- Hr 43 Min• 2 • o Hr 2 ~fn • 
• 98 • 1 • 22 Hr 44 Min• 22 Hr: 44 Min• 1 • 23 Hr 25 Mn• 
• 99 • 2 • 22 Hr , 44 Min• 22 Hr 44 Min• 2 • 23 Hr 54 Min* 
, 100 • 8 • 22 Hr 45 Min• 22 Hr 45 ~in• 2 • o Hr 2 Min• 
• 101 • 8 • 22 Hr 46 Min• 22 Hr , 46 Min• 1 • 23 Hr 26 Min• 
• 102 • 2 • 22 Hr 46 Min• 22 Hr, 46 Min• 2 • 23 Hr 56 Min• 
• 10 1 • 2 • 22 Hr 47 Min, no entry * o • 22 Hr , 47 Min* 
• 104 • 3 • 22 Hr 47 Min• no entry • o • 22 Hr , 47 Min• 
• 105 • 4 • 22 Hr , 47 Min• no entry • o • 22 Hr 47 Min• 
• 106 • 3 • 22 Hr , 49 Min• no entry • o • 22 Hr 49 Mn• 
• 101 • 3 • 22 Hr, 51 Min• 22 Hr, 55 Hin • 2 • o Hr , 24 Min• 
• 108 • 2 • 22 Hr 51 Min• no entry • o • 22 Hr , 55 Min• 
• 109 • 2 • 22 Hr 53 Min• no entrv • o • 22 Hr 55 Min* 
• 110 • 4 • 22 Hr , 53 Min, no entry • o * 22 Hr 55 Min• 
• 111 • 6 • 22 Hr 54 Min• no entry • o • 22 Hr, 55 Min• 
• 112 • 4 • 22 Hr 55 Hin • no entry • o • 22 Hr, 55 Min• 
• 113 • 2 • 22 Hr 56 Min• 22 Hr , 56 Hin • 6 * 1 Hr 43 Min• 
• 114 • 2 • 22 Hr, 57 Min• no entry • o * 22 Hr 57 Min• 
• 115 • 1 • 22 Hr 57 Min• 22 Hr , 57 Min• 1 • 23 Hr , 37 Min• 
• 116 • 2 • 23 Hr 1 Hin • no entry • o • 23 rlr, 1 Min• · 
• 117 • 2 • 23 Hr , 2 Mfn • no entry • o • 23 Hr , 2 Min• 
• 118 • 2 • 23 Hr , 22 Mn• 23 Hr , 25 Rin • 4 • 1 Hr , 24 Min• 
• 119 • 2 • 23 Hr, 36 Min• 23 Hr, 36 Min* 2 • o Hr, 32 Min• 
: ••• 1~~ ••• : ••••• :, •• :.il.~i.,.1~.:1~.:.;!.~i.,.:~.:1~.: •••••• 1 •••• : •• ~.~~.,.~:.~1~.: 
A ~O 
•**••··············································································· • Groupe • Nombre • Heure d• * Heure d• • Nomore ~e • Heure de •  Numero •Clients• Arrivee • ~ntree • Tournees • sortie • 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 121 • 2 • 23 Hr , 44 Min• 23 Hr, 44 Min* S • 2 Hr 26 Min• 
• 122 • 4 • 23 Hr 53 Min• 23 Hr, 54 Min• 2 • 1 Hr o Min• 
* 123 • 2 • 23 Hr : 54 Min• 23 Hr , 54 Min* 1 * o Hr, 12 Min• 
• 221 • 2 • o Hr o Min• o Hr, o Min• 3 • 1 Hr, 14 Min• 
• 125 • 2 * 0 ~r l Min* 0 Hr, l Min* 1 * 0 Hr 48 Min* 
• 126 • 2 • o Hr , 4 H1n • o Hr 4 Min• 4 • 2 Hr 4 Min• 
• 127 • 4 • o Hr 9 Min• o Hr · 9 Min• 4 • 2 Hr 1 Min• 
• 128 • 2 • O Hr' 12 Min• o Hr 12 Min* 2 • 1 Hr 9 Min• 
• 129 • 2 • o Hr ' 18 Min• o Hr 23 Min• 3 • 2 Hr , 36 Min• 
• 130 • , 2 • o Hr 21 Min• O Hr 23 Min• 1 • o Hr 41 Min• 
• 131 • 2 • O Hr 22 Min• O Hr · 23 Min• 1 • ~ Hr, 49 Min• 
, 132 • 2 • o Hr 23 Min, o Hr 23 Min• 1 • 1 Hr ·, 9 Min* 
• 133 • 2 • 0 Hr 25 Min• 0 Hr 2S Min• 3 * 2 Hr, 21 Min* 
• 134 • 4 • O Hr, 25 Min• o Hr 25 ~in• 1 • 1 Hr , s MJn • 
• 135 • 1 • o Hr, 37 Min• o Hr 37 Min• 2 • 2 Hr 7 Min• 
• 13& • 2 • o Hr 37 Min• o Hr 37 Min• 3 • 2 Hr 29 ~in• 
• 137 • 2 • o Hr 44 Min• o Hr 48 Min• 3 • 2 Hr 33 Min• 
• 138 • 1 • o Hr , 4& Min• o Hr, 48 Min• 4 • 2 Hr 25 Min• 
• 139 • 6 • o Hr , 50 Min• n Hr , so Min• 2 • 2 Hr , 10 Min• 
• 140 • 2 • o Hr , so Min• o Hr, 50 Min• 2 • 1 Hr, 44 Min• 
• 141 • 2 • 0 Hr , 51 Min f O Hr , S1 Min• 2 * 2 Hr , 8 Min• 
• 142 • 3 • o Hr , 56 Min• o Hr, 56 Min* 1 • 1 Hr , 35 Min• 
• 143 • Î • o Hr , 57 Min• o Hr , 57 Min• 2 • 1 Hr, 59 Min• 
• 144 • • O Hr 58 M1n • o Hr ~8 Min• 3 • 2 Hr 24 Min• 
····························'················'······································ 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• Nunero du• Numero de la • Heure de • Heure de • 
•Spectacle• Stripteaseuse • Debut • rin • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 1 • 1 • 18 Hr o Mn• 18 Hr 12 Mn • 
• 2 • 2 • lR Hr 27 Mn• 18 Hr 35 Mn • 
• 3 • 1 • 19 Hr o Mn• 19 Hr 5 Mn • 
• 4 • 2 • 19 Hr 24 Mn• 19 Hr 33 Mn • 
• 5 • 1 • 19 Hr 52 Hn * 19 Hr 59 Mn • 
• 6 • 2 • 20 Hr 22 Mn• 20 Hr JO Mn • 
• 7 • 1 • 20 Hr 53 Mn• 21 Hr 6 ~n • 
• 8 • 2 • 21 Hr 22 Mn• 21 Hr 33 Mn • 
• 9 , 1 • 21 Hr 50 Mn• 21 Hr 55 Mn • 
• 10 • 2 • 22 Hr 19 Mn• 22 Hr 25 Mn · • 
• 11 • 1 • 22 Hr so Mn, 22 Hr 55 Mn • 
• 12 • 2 • 23 Hr 12 Mn• 23 Hr 25 Mn * 
• 13 • 1 • 23 Hr 49 Mn• 23 Hr 54 Mn * 
• 14 • 2 • o Hr 13 Mn• o Hr 23 Mn • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
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4. EXERCICE USINE-ATELIER. 
4 • 1. ENONCE. 
Une usine possède 16 machines-outils identiques dont 10 sont utilist>es 
jusqu'au moment où elles se hrisent. Il y a <le la place à l'extérieur de l'usine 
pour les machines non utilisées. 
Chaque ma chine travaille de façon continue jusqu'à ce qu'elle se brise . La 
vie moyenne d 'une machine est de 250 heures. Lorsqu'une machine se hrise, elle 
est enlevée et placée à l'extérieur avec les autres machines brisP.es . Ce travail 
prend une heure. Ensuite, on la remplace par une autre, s'il en reste encore. Le 
remplacement pren<l deux heures pour caque mac ine (deux heures de dimontage de 
la mac ine en panne et deux heures de montage pour la nouvelle rnac½ine) . 
Dès qu'il y a quatre machines ayant hesoin de réparation, on <.iemande un 
camion pour les transporter à l'atelier de rP.paration. te chargement <lu ca ion 
prend une heure, ainsi que le déclargernent . te voya~e entre l'atelier et l'usine 
dure 3 heures . 
L 'atelier est toujours ouvert et les machines sont remplacées dès que 
possible. D'ahord, chaque machine doit passer par un point "A", puis un point 
"B", puis un point "C". Les temps de réparation aux différents points sont 
donn~s par la figure ci-dessus. 
point "A" point " " 
temps probahili té f4 . 0,~.0J 
---------!--------------
10.0 ! 0.05 
11.0 0 .20 
12.0 0.50 
13.0 0 . 20 
14.0 o.os 
Remarques: 
- Il y a 3 points "A", 2 points "B~' et 1 point "C". 
- Chaque point s'occupe d'une machine à la fois . 
point "C" 
3.0 
Quand les 4 machines sont réparées, on demande un camion qui les 
ramènera à l'usine. Les temps de transport, de charge~ent et ne 
déchargement sont les mêmes que pour l'aller. 
A minuit le 31 décemhre 1981, il y a 10 machines neuves en service 
dans l'usine et 6 de disponibles à l'extérieur. 
Il n'y a qu'un camion affecté au transport des machines réparées et à 
réparer. l.e camion fait donc la navette entre l'usine et 1' atelier. 
Une fois arrivé à destination, il atten<i une demande. Si la ·demande 
vient de l'autre endroit, il doit s'y rendre avant que le chargement 
puisse avoir lieu. 
L'usine et l'atelier travaillent 24 héures par jour et 365 jours par 
an. 
- On demande ~e simuler pour 1 an. 
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implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,hefore,delay,at,main 
common /io/ input,output 




u = 1Q7731723 
lieuca = .true. 
loc = locf(machin) 
mach= clas$(loc,R) 
usine = newst ('usine ' ,10) 
repa = newst ('reparation a' ,3) 
reph = newst ('reparation h' ,2) 
repc = newfac ('reparation c') 
sortl = newgr (4) 
sort2 = newgr (4) 
do 10 i=l,16,l 
call activ (new(mach),delay,0.0) 
continue 










implicit integer (a-z) 
common /global/ u,lieuca,usine,repa,reph,repc,sortl,sort2 
logical lieuca 
real tv, ta, tb 
real normal 
10() continue 
cal! entst (usine,1) 
call hold (2.0) 
tv = normal (250.0,15.0,u) 
call l old ( tv) 
call hold (2.0) 
call least (usine,1) 
call join (sortl) 
if (.not. lieuca) call hold (3.0) 
lieuca = .true. 
call hold (1.0) 








lieuca := .false. 
call hold (LO) 
call entst (repa,1) 
tl = randin (0,100,u) 
if (tl .ge. 0 .and. 
if (tl • gt. 5 .and. 
if (tl • gt. 25 .and. 
if (tl • gt. 75 .and. 
if ( tl . gt. 95 • and • 
call hold (ta) 
call least (repa,l) 
call entst (repb,l) 
tl .le. 
tl . le . 
tl .le • 
tl .le . 
tl .le . 
th= float (ran<lin(4,8,u)) 
call hold (tb) 
call leas t J repb, 1) 
call entfac (repc) 
call hold(3.0) 
call leafac (repc) 
call join (sort2) 
if (lieuca) cal! hold (3.0) 
lieuca = .false. 
call hold (1.0) 
call hold (3.0) 
lieuca = .true. 
call hol<l ( 1. 0) 





5) ta= 10.() 
25) ta= 11.0 
75) ta = 12.() 
95) ta = 13.() 
100) ta = 14.0 
4.3. RESULTATS. ••••••••••••••••••••••••••••••••••••••••••••• • • • ~, Station, mult1ple11 Stor•~e, • 
• • ...... , ••...••.............•.•.•... ~········· 
:,.t1 •• ,!~!~î::il~~:.~;~~1t:.1i~it~l.l,. 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • 
• Ijent1f1cat1on • Nb entreea • Nb entrte1 • \ entree, • Tps 001erv • Tps ut111s • Taux ut111, • 
• • • sans 4tttnte• sans attente• des ,tatlst •de la ,tat1on•de la station• 
• • • • • • • • 
··································~···································································· • • • • • • • • 
• reparatton b • 340 • 255 • 75.oo • 8760,000 • 14n9,698 16,09 • 
: ~:î~~~t1on a : }~~ ! 2~l : i~:~j ! :~î&:ggg ~1~i: ~~6 ~~.!~ ! 
. . . . . . . . , 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
: •• ?! •• !5:i¼li¼1~î:.:~~.l:.i::~i.~;:;i:~iî•~t~:~~.l:,::t::~t. 
t;~~~¼;l~~~:¼¼:.:~.t:1l.~~;l;.ï.:l;.:t!:;;l~:::~~.:~.~~:.:;i;~;:Z.!,. 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• . . . . . . . . 
• Ijent1!1eat1on • No mbre des• Attente • Attente • Attente • Ecart-type• 
• • ooservatlons• m1n1 male • maxi male • moyenne • de l'attente• 
. . . . . . . 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • 
• reParation b • 95 • 0.001 • 7, ooo • 4.0 12· • 1,49t • 
: ~=Î~~•tion 1 : 3fi ! Z:8}~ : 2!i:~8~ ! }!:~~i : ~î:!1~ ! 
. . . . . . . 
···················································································· ·'·'· 
: •• i1 •• i5!j;:5!1~::.:~i.l:.1~~1~:~i.~t.~:,;¼lt.~::s5:~\:.~:~:~i.l:.::~~:~~.1 •• 
•••••••••••••••••••••••••••••••••u••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • 
: I~ent1f1eat1on : r~7ïï:ï~ : ~Î~Î~=Ï~ : ~:~7;:ït : ~~~~~~~r : d~ef~~;~~~;: ~g~i~~~~ : 
' . . ' . . . . 
····································•·••································································ • • • • • • • •
• reparat1on b • o • O • 1 • 0,039 • 0,193 • o • 
: m~~at1on a : g : g : f : î:m : î:m : g : 
• • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
: •• ;! ••• ~i:~!!i¼~~::.:~i.i:.~ï:~t:.~;~~;5::.~ii~~:::.~:.i:.i~:ii~~.l., 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • • 
: Ijent1f1cat1on :de r:P:~!~îon: oî~Y~f~f~n: ogî~î:~1gn: J;~~î~;l~n: o;g~~g~!on: d~g~~~;ilî~n: ogg~~:~i~n: 
• • • • • • • • • 
...•...... , ••....................•.••....•..•..................•.............•............•.............••........... 
• • • • • • • • • 
• reparat1on b • 2 • O • 1) • 2 • 0.231 • 0,5"4 • l • 
: m~~at1on • : J : g : 2 : 1~ : 3:m : 8:m : tg : 
• • • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••• 
• ~61 · Statlsttoues sur le temo1 de service 1'une tran5~ct1on oar le serveur t 
,. ··········· ···············••\••········••*•···········~······················· 
:·················:·············:·············:·············:·············:·············: 
• ljent1f1cat1on • ~ombre des • Servtce • service • Se rvice • Ecart•type • : ! ooservat1ons: m1n1ma1 • maxi mal ! moyen : du service ! 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• ! reparat1on b : 339 : : ! ! • 
• reÎarat1on a • 340 • 1~:gg3 • ,~:ggg • 1?:~~~ , à:~~j : 
: ~, ne : 340 • 19~.123 • Jot.434 • 252,476 • \4,527 • 
.......•.....•.......••......... : ........•.... : ............. : ............. : ............. : 
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···············~····························· : B: Stations •1~Ples: rac111t1es ! 
• • 
...................•... , .................... . 
: •• 11 ••• !Zl~i;:i!~~:.~;ît1t:.i:~:i!!,i •• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • 
• Ije~tlf1cat1on • Nb entrees • Sb entrees • , entrees • T~s ooserv • Tps ut111s , Taux ut111s • 
• • • sans attente• sens attente• rtes stat1st •de la stat1on•de la station• 
• • • • • • • • 
······························································~········································ 
. . . . . . . . . 
• repar3t1on e • 319 • 197 • 58.11 • 1760.000 • 1015.713 • 11.59 , 




••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• . . . . . ' . 
• ljent1f 1eat1on • ~o bre 1es • Attente Atte nte • Attente • Eeart•tvpe • 
• • ooser va~1o ns• mini mal e ma x1mdl e • ~ovenne • de l 'attente • 
• • • • • • • 
·········································•i••············································ • • • • • • •
• teparst1on e • 142 • 0.000 • 1.000 • 1.472 • 0.983 • 




• • • • • • • • 
: I1ent if 1eat1on kg~fï~ï~ : ;îgr~:t~ : ~~~ï~:ï~ : ~goi~~~r : d!Cf~~;~:~~: ~g~7~~~~ : 
• • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • 
• rep•r3t1on e • 0 • 0 • • 0.024 • 0.153 • 0 • 
• • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
: •• :1.,.fi:}!:i11~::.!~i.;:,i::î:.i:,::tî;i:,i;~z:.i~:zt:i;liZ.î:~.1:.::~î=~~.l •• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • 
: ljent1f1eat1on : 0;~:~~:tÎ~~s: :t~I!;î : ~=~I;~t : :~~:~ee : ~~•;~;~r~:: 
• • • • • • • , ................•...•...•....•....•...................•.....•••••.••.••••.••.•.......•.. 
• • • • • • • 
• rep•r3t1on e • 338 • 1.000 • 1.000 • 1.000 • 0.000 • 





S. EXERCICE RESEAU. 
5 • 1. ENONCE. 
Soit un réseau d'ordinateur. Sa topologie est: 
formé en deux ~toiles de 5 noeuds plus un central, ces derniers 'tant 
reliés par une ligne qui sera toujou·rs "full-duplex"; 
- les autres lignes "full-duplex". 
Les messages ont une longueur ~ouidistrihuée entre i et 133 octets. Le 
traffic externe est de 1 message par 
période: 
unité de temps et par noeud, suivant la 
- 20 h. 
générale; 
8 h. traffic minimum, moyenne = 10 % de la moyenne 
- 8 h. - 20 h •. ~ distribution normale. 
La destination <les messages est al~atoire. 
Le temns de traitement d'un message dans un central est équidistribué entre 
0.5 et 1.5 unités. 
Les entrés-sorties sont faites en DMA et n'entrent nas dans le temus de 
traitement. 
Un central neut traiter J messages à la fois. 
L'unité de temns est la seconde. 
La simulation uronosée ~orte sur une durée de lrO minutes en service de 
nuit (traffic minimum). 











implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,oelay,at,main 
cornmon /objatr/ bidon(7),num(l) 
conmon /io/ input,output 
common /global/ germl,germ2,germ3,germ4,germ5,sn,a,b,moy 
common /global/ vittrm,vittlc,tsim,sortie,i,j,n,his 
cornmon /glohal/ ndperi,messag 
common /entite/ ligtrm(1 0 ,2),ligct(2),ndct(2) 






sn = .true. 
vittrm = 1200 
vittlc = 3000 
n = 3 
a = o.s 
b = 1.5 
moy = 1.0 
tsim = 100.0 
germl = 5412893 
germ2 = 2156035 
germ3 = 2021597 
germ4 = 2456011 
germS = 2105909 
locl = locf (msg) 
messag = class(locl,16) 
loc2 = locf (nd em) 
nciperi = class( loc2, 9) 
his = newhis ('temps entre mes',10,0.0,(10.0*moy)) 
do 100 i=l,2 
ligct(i) = newfac('ligne centrale') 
100 continue 
do 2 0 i=l, 10 
ligtrm(i,l) = newfac('ligne peri in') 
ligtrm(i,2) = newfac('ligne peri out') 
200 continue 
do 300 i=l,2 
ndct(i) = newst('noeud central' ,n) 
300 continue 
do 400 i=l,10 
noeud= new(ndperi) 


























implicit integer (a-z) 
common /sy&var/ none,head,actuel,after,before,<lelay,at,main 
common /objatr/ bidon(7),orig(l),dest(l),long(l),ndorig(l) 
common /objatr/ nddest(l),tpstrm(l),tpstlc(l),tpstrt(l) 
common /o jatr/ sens(l) 
common /io/ input,output 
common /glo al/ germl,germ2,germ3,germ4,germ5,sn,a,b,moy 
common /global/ vittrm,vittlc,tsim,sortie,i,j,n,his 
common /global/ ndperi,messag 
common /entite/ ligtrm(10,7-),ligçt(2),ndct(2) 





long(actuel) = randin(l,133, germl) 
tpstrm(actuel) = float(long(actuel)* )/float(vittrm) 
aleat = randin(l,9,germ2) 
if (aleat.lt.orig(actuel)) go to 1100 
dest(actuel) = aleat + 1 
go to 1200 
1100 continue 






ndorig(actuel) = ifix((float(orig(actuel)-1)/5.0)+l.O) 
call ' entst(n<lct(ndorig(actuel)),1) 
tpstrt(actuel) = unif(a,b,germ3) 
call hold(tpstrt(actuel)) 
call least(ndct(ndorig(actuel)),1) 
nddest(actuel) = ifix((float(dest(actuel)-1)/5.0)+1.0) 
if (nddest(actuel).eq.ndorig(actuel)) go to 2100 
if (ndorig(actuel).eq.1) go to 2110 
sens(actuel) = 2 
o to 2120 
continue 
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implicit integer (a-z) 
common /sysvar/ none,head,actuel,after,before,delay,at,main 
common /objatr/ hidon(7),num(l),intmes(l) 
common /io/ input,output 
common /global/ germl,germ2,germ3,germ4,germ5,sn,a,h,moy 
common /global/ vittrm,vittlc,tsim,sortie,i,j,n,his 
common /global/ ndperi,messag 
common /entite/ ligtrm(l0,2),ligct(2),ndct(2) 








if (sn.eq •• true.) go·to 20 
intmes(actuel) = negexp(l.0/moy,germS) 
go to 30 
20 continue 









orig(mes) = num(actuel) 
call activ(mes,~elay,O.O) 
C 







• • : Al Stations ~ultiplesz Stor1qe1 : 
••••••••••••••••••••••••••••••••••••••••••••• 
: •• 11 ••• !~~ît::i!i~,.~:it;t:.i:~:t:i.1 •• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• . . . . -, . . . 
• fjent1t1cat1on • Nb entrees • Nb entrees • \ eitrees • Tps observ • Tps ut1l1s • Tiux ut1l1s • 
• • • sans stte nte• aans atte~te• d~s statist • d e la stat1o n• de la station• 
• • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • 
• noeu d eentral • 4719 • 4479 • 94.91 • 6000.000 • 3272.110 • 54.54 • 
• noeu d ee~tral • 4694 • 44~9 • 95.82 • 600 0 .000 lJ24. b99 • 55.41 • 
' . . . . ., . . 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
.,, 
: •• ~i.1.~;:it:t!ï~~:.1~~.lt.~~~~~:.1;~~;i::.~:::~~t::.~:t.it:~::îi!~~ •••• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • ! Ijent1f1cation : 0~~=~&:t1~~s: ~Î~Î~~Îe : ~:~f~~Îe : ~~: :n~: !deEÎ:r~;~~~~e: 
. . . . . . . . 
····· · ············································································~······ • • • • • • •
• n~e~d central • 4719 • • • 1.000 • 0.00 0 • 
: noeud central : 4694 ! : ! 1.000 ! 0.000 : 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
:.,ii •• ~~til:ilï~ît.:~~.!î.i::î:.1;~;iîZ1t.;t~:~i.lî.!:tî:~~. 
~~~~1;;;~~~:¼lî.1~.t~!l.~~;!l.~.:!t.::~:;;;~::î~i.Z~.~~î.fiiî~5:l,!., 
···············································································•*•···~··· . ' . . . . . 
• Jjent1t1cation • No ~Dre des • Attente • Attente Attente • E~a~ t •type • 
• • observations• minimale • . maxi male moyenne • del atte nte• 
• • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • 
• noeud central • 240 •• 0.005 • 1.oe2 • o.J05 • o.233 • 
• noeud centra~ • 196 • 0.001 • 1.1s, • 0.297 • 0.2 ~3 • 
• • • • • • • 
·······••'••·····································································•1••···· 
·················································································'····················· • • • • • • • • 
: ljent1f1eat1on • r~2îï:t~ : ~îgï~:y~ : ;~~1~:Y~ : ~g~i~~~r : d~c?~~;~~g;: ~ia1~~~~ : 
• • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
' . . . . . . . 
• noeud centr•l • 0 • 0 • 4 • 0.012 • 0.129 • 0 • 
• noeud central • o 0 • 4 • 0.010 • 0.114 • 0 • . . . . . . . . 
.................. , .....••....•..••................................•...........•........•.•.....••..••. 
:,.?! ••• f;~i!:tl1~:t.t~i.lî,Zî:~i:.~;~~!t::.1;;~~::,.~:.!:.:t:i¼~z.1 •• 
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••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • • 
: 11ent1tieet1on :je r:P:f!~!on: OÎ~Ï~f~i~n: O;ygî~;f~n: O;~~î~!î~n: o~g~~~~!on: d~~~~~;~~Î~n: ogg~~:~~~n: 
• • • • • • • • • 
·····················································•1••··~·························································· • • • • • • • • • : gg:~~ g:~mt : i : g : g : 8:m • &:m : ? : 
• • • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
: •• ~! ••• ~i:~¼:~:~~:!.:~t.!:.~t:îi.~:.::t:1;:,;;~~:.~t:~::iiliZ.~:t,;:,::t~i~t.l •• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • 
: Identification : 0 ~~:~&:tf~~.: !f~!;~I : !:~ri~r : i~~;~ce : ~~a~~;~r~:: 
. . . . . . . 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • 
• noeud central 4719 • o.soo • 1.soo • 1.ooe • 0.219 • 
• noeud central 4&93 • 0.s00 • 1.soo • 1.009 • 0.211 • 
• • • • • • • ..... , ...............••........•...•.••.........................•........•..........•••.. 
••••••••••••••••••••••••••••••••••••••••••••• 
• • 
• BI stations simp l es: racilitiea • 
• • 
••••••••••••••••••••••••••••••••••••••••••••• 
: •• lJ,.,!~;~t~:it~~:.~:ît~~t.i:~:i:¼.1 •• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • 
• tdentit1cat1on • Nb entrees • Nb entrees • \ entrees • Tp1 oDserv • Tps ut111s • Taux ut111s • 
• • • sana att~nte• sans attente• des stat1st •de la stat1on• de la station• 
• • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • • 
: lfgg: g:~l î~t • ~11 : ~g~ : i~:;1 : fggg:ggg : ~~l:~i~ : 2:~~ : 
: ½fgg: ~~~i î~t t~½ : ii2 : i~:gi : iggg:888 : ~~~::;: ! 2:~1 : 
: tf~g: ~~~! î~t ~l~ : ~~z : i~:~~ : fgg g:ggg : ~§à:b~i : 2:î1 : 
• 11çne per1 out 663 • 621 • 93.67 • 6000.000 • 294.s g2 • 4.Ql • 
: llç ne ?tri in • 59' • 565 • 95,12 • 6000 ,000 • 26 3.253 • 4.39 • 
• lfgg: ~:~i î~t : ?f~ : i~i : i~:tl : :ggg:ggg : ~~i::~1 : 2:ll • 
: ffgg: g:~l î~t : ~~l : ~:î : i~:1~ : t888:888 : ~~~:~~: : ::t~ : 
• 11Qne per1 o~t • 598 • 572 • 95.65 • 6000,000 • 271.387 • 4.52 • 
• 11one peri in • 591 • 568 • 9~.78 • 6000.000 • 267.167 • 4.45 • 
• lt q ne çer1 out • 591 • 56& • 95.77 • ~000.0 00 • 26 1.2 85 4.35 • 
• 11~ne ? tri 1n • 61& , 566 • 9S.1J • 60 00, 00 0 • 28 7. 0 20 • 4.78 • 
: tfgg~ g:~f ygt : t?~ : ~Îâ : ~~:&t : ~ggg:ggg : ~ ~ ~: ~ !l : ::Z8 : 
: ltgg: ~:~i î~t : ~ii : ~f1 : i~:iî : tggg: ggg : ~:!:rA~ : l:?g : 
: !li~: ~~g~~:t: : l~ig : 1,i8 : t88:88 • :ggg:ggg : 8:ggg : 8:88 : 
• • • • • • • • 
.............................................................................................................. 
: •• l! •• ~~:~;!;11~::.:~i .. l:,i::~!.~;ii;:~i:.;:~:~;.l:.!:i!S~~. 
iiî~~1;1~~~:!¼:,:~.t:1i.j~;1i.~.:l;.:tt:~i!::::~i.:~.~~:.:;;:~;:1.1 •• 
............................................................................................................ 
. . . . . . .. . 
: Jjent1t1cet1on : o:~:~~=tt~~s= !r~t~~!e : !;if~;f1 : !~~=g~: : diett~~~~~~e: 
. . . .. . . . 
............................................................................................................... 
• • • • • • • 
• Jtone pert 9ut • 24 • 0.013 .. o.804 • 0.335 • o.231 • 
tf~g: ~:~t ~Gt : lt : 8:8t~ : î:t:i : 8:~~i : 8:~~A : ll~~: ~:~l ~~t : J~ : 8:&~~ : 8:ll§ : 8:~ig : 8:~i! : 
llig: ~:~l ~~t : ' à~ : 8:&8i : 8:~i~ : g:l2f : 8:~~l : 
11Qne pert in • 29 • 0.014 • 1.00& • o.298 • 0.221 • 
llone per1 out • 27 • 0.011 • 0.753 • 0.285 .. 0.205 ' 
lfQnf pe r1 in • 27 • 0.0 00 • o.705 • 0.264 • 0.2 0 1 • 
1 ~ n e pert out • 27 .. 0.022 • 1.011 • 0.352 • o.278 , 
111 n e per in • 45 • 0.01a • o.906 • o.2 96 • 0.241 • 
11~ n t p fr out • 2& • ,0.01 8 • o.B78 : o.323 • o.24~ • 
ltig: g~il !Gt : l~ : 8:8¼~ : 8:è~t , &:~~~ : 8:lig : 
lt~ne per1 !n • JO • 0,0 0 6 • 1.392 • 0.2 60 • 0.276 • 
11~ne ~er1 out • 2i • o.o o a • o.a o 1 • 0.121 : 0.232 • 
tlgg: g~~i ~Gt : ~~ : 8:8~! : 8:~ii : 8:~ii • 8:~~~ : 
ttgg: g:~lr!re : 2~ : , ••• ~,~~~ : A:8~~ : &:iA~ : 8:~5g : 
• lig n e ,e ntrale : o : •••• .. •••• : 0.00 0 : 0.000 : 0. 000 : 
...•...... , .............................................................................. . 
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: •• ii.,il~~!:5l1~::.:~i.!:.!i~~~:~~.!~.¼:.Sl¼:.~::i5t~~:.i:::~5.¼:.~:ti~~t.l •• 
... ,, ............... , .. , .•...•.•...••........•......•....•..............•..•........................... 
• • • • • • • • 
: 1Jt-nt1f1cat1on : rg~iï:ï~ : ~ÎgÎ~:ï~ . : ~~~1 ~ :y~ : ~g~ig~~r : d~cf~~;~~~~ : ~g~f~~~~ 
• • • • • • • • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • 
• 11Q ne ?er1 out • O • O • 1 • 0 .0 01 • 0 . 037 • o 
• l1 9n e ~e rl 1n • 0 • O • l 0 , 01 0 , 038 o 
• l!Q ne per1 out • 0 • 0 • 2 0 . 00 2 0 , 048 o 
11Qn e per1 in • 0 • 0 • 2 • 0 ,002 0 , 044 o 
11 , ne per1 out • O • 0 • 1 • 0,001 0.034 • o 
. lli~i iiil i~: I i ï I i i i i~iit i l~l!l ~ 1 
• l!Q ne per+ 1n • o • O • 2 • 0.001 • o.034 • o 
• ll~ne perJ out • o • o • 2 • 0.002 • 0.042 • o • 
11-ne per. 1n • o • o • 2 • 0.002 • o. 04 9 • o • 
119ne perl out • o • O • 2 • 0,001 • o.041 • o , 
119ne per1 1n • O • O • 1 • 0.001 • 0.037 • o , 
li~ne peri out • O • O • 2 • 0,001 • 0.036 • o • 
l!Qne per1 1n • 0 • 0 • 2 • 0.001 • 0,039 • o , 
111ne per1 out • O • O • 1 • 0.001 • 0,036 • o , lt gg: g:~! ~Gt : g : 8 : ~ : 8:gg i • 8:8lj : g : 
11 Qn e per1 1n • o • O • 2 • 0 ,001 0.036 • o • 
l!Jne ce~:rale • 0 • 0 • o • 0 .000 0. 000 o • 
, l 1Qne ~entrale ! O : O : O : 0.000 • 0.000 • o • 
..... , ...............•...•...•....•....•.•••............... , .......................................... . 
: •• :!, •. ;1!;t:;1~~i!,:~t.!:,;::î:.~:.::i!lî~.:;~~t.i~:~i:ii;~~.î:t.i:.::~:i~i.! •• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • • • • • 
: l~ent1ficat1on : 0 ~~=~~:tf~~I: ~Î~r!iî : ~=~r!~! : ~~~~~ce • J~a~~;~r~:: 
• • • • • • • , ..........••.•.•..............•...........•.............•... ,., .•....•......•..•........ 
. ' . . . . . 
• l1~n• per1 out • 5~9 • 0.001 • 0,887 0,458 , 0,259 • 
• 11 Gn e Ptr1 in • 583 • 0,001 • o , 88 7 0,440 • o.254 • 
• l1; n e ;er! out • 621 • 0.001 • 0,BA7 0.445 • 0,252 • 
• li ~n e ~e r1 1n • b22 • 0 , 00 7 • 0, è 87 0 ,4 40 • 0.249 • 
• l1 ~n e ~er1 out • 572 • 0 , 00 1 • n , sq1 0 . 440 • 0,260 • 
: lf ~g: g~~i àGt : ii3 : 8:88+ : 8::i+ 8:~i~ : 8:~~= : 
: lfgg: ~~~ i àGt : ~:: : 8:8gl : g:::1 8::~t : 8:~~~ : 
! t}gg~ ~!~Î àGt : ~~3 : 8:88î : g:~:t 8:i~~ : 8:~~1 : 
: tt~g: ~!~1 ~Gt : i~i ' 8:8gl : 8:~i+ 8::~l : 8:~~; : 
lf5g: ~;~f ;Gt : ~;J 8:88î : 8:~~~ 8:l~! : 8:~~~ : 
11~ n• ~er1 1n • &16 0.001 • O, èa7 o.466 • 0,247 • 
ll~ne Perl out • &25 0.007 • o.a87 0,452 • 0.256 • ltgg: ~~~l ;Gt : ~l~ 8:88+ : &::~~ 8:l~; : 8:~~l : 
ligne rer1 1n • 599 0.001 • 0.887 0 ,441 • 0.254 • 
li; ne ce ntrale • 1& 86 o. ~oo • 0. 00 0 0.000 • 0, 000 • 
119ne centrale • 1730 o.~oo • 0,000 0.000 • c.ooo • 
• • • • • • • . , ..................•..•....•.............................. , ........•..•.....•..•........ 
••••••••••••••••••••••••••••••••••••••••••••• 
• • 
• 01 Ht'sloqrammes • 
• • 
••••••••••••••••••••••••••••••••••••••••••••• 
.,~!tiîZi:~::.1, •• i:?îl,:~ii:,:::,, 
Intervallt num ~ - 1nf1n1 , 0. 000 no~bre j•,e urences Intervalle nu ~ 0,000 , ¼8:ggg no mo re d',c urences Intervalle num J 10, 000 nomore ~•,c urences 
Interv!lle num 4 20. 000 30 , 000 no m" re j',c ure nces 
Intervalle num 5 J0.0 00 40, 000 nomore j',c uren ces 
Intervalle nu ~ 6 40, 000 50,000 nomore j•,c ur ences 
I~ttrvalle nùm 7 so . ooo &o. on3 no~or e ~' JC ur e nces 
Interv3lle nu m 8 &o. ooo 1n.o oo no mor e : ', c urences 
In te rvall e nu m 9 70,000 P,.ooo no ~b re ~• ,c urences 
I ntervalle nu m 10 80,000 , 90 . 000 noMore ~•,c urence s 
Intervalle num l~ 90, 00 0 , 100 , ~oo no more j•,c urenc es lnLervalle nu~ ~00.000 , • 1ntin1 noMore j',c urences 
0 
3808 
1374 
503 
211 
~i 
15 
1 
1 
1 
n 
104 
