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Abstract
Users require applications to help them obtaining knowledge from the
web. However, the speciﬁc characteristics of web data make it diﬃ-
cult to create these applications. One possible solution to facilitate
this task is to extract information from the web, transform and load
it to a Web Warehouse, which provides uniform access methods for
automatic processing of the data. Web Warehousing is conceptually
similar to Data Warehousing approaches used to integrate relational
information from databases. However, the structure of the web is very
dynamic and cannot be controlled by the Warehouse designers. Web
models frequently do not reﬂect the current state of the web. Thus,
Web Warehouses must be redesigned at a late stage of development.
These changes have high costs and may jeopardize entire projects.
This thesis addresses the problem of modelling the web and its inﬂu-
ence in the design of Web Warehouses. A model of a web portion was
derived and based on it, a Web Warehouse prototype was designed.
The prototype was validated in several real-usage scenarios. The ob-
tained results show that web modelling is a fundamental step of the
web data integration process.
Keywords: Web warehousing, crawling, web characterization.

Resumo
Os utilizadores da web recorrem a ferramentas que os ajudem a satis-
fazer as suas necessidades de informação. Contudo, as características
especíﬁcas dos conteúdos provenientes da web diﬁcultam o desenvolvi-
mento destas aplicações. Uma aproximação possível para a resolução
deste problema é a integração de dados provenientes da web num
Armazém de Dados Web que, por sua vez, disponibilize métodos de
acesso uniformes e facilitem o processamento automático. Um Arma-
zém de Dados Web é conceptualmente semelhante a um Armazém de
Dados de negócio. No entanto, a estrutura da informação a carregar, a
web, não pode ser controlada ou facilmente modelada pelos analistas.
Os modelos da web existentes não são tipicamente representativos do
seu estado presente. Como consequência, os Armazéns de Dados Web
sofrem frequentemente alterações profundas no seu desenho quando
já se encontram numa fase avançada de desenvolvimento. Estas mu-
danças têm custos elevados e podem pôr em causa a viabilidade de
todo um projecto. Esta tese estuda o problema da modelação da web
e a sua inﬂuência no desenho de Armazéns de Dados Web. Para este
efeito, foi extraído um modelo de uma porção da web, e com base
nele, desenhado um protótipo de um Armazém de Dados Web. Este
protótipo foi validado através da sua utilização em vários contextos
distintos. Os resultados obtidos mostram que a modelação da web
deve ser considerada no processo de integração de dados da web.
Palavras Chave: Armazenamento de Dados Web, Recolha de Dados
da Web, Caracterização da Web.

Resumo Alargado
A web ainda é vista principalmente como um meio de publicação destinado a
ser interpretado por humanos. Esta perspectiva é muito limitativa face às suas
potencialidades. A criação de aplicações que processem automaticamente dados
da web para extracção de conhecimento é por outro lado possível e torna-se por
isso necessária. Estas aplicações podem ter ﬁnalidades distintas, como a criação
de índices de páginas web, estudos da linguagem natural, criação de arquivos
históricos ou angariação de estatísticas. No entanto, se construídas de raiz, todas
estas aplicações se irão debater com problemas comuns:
 A informação disponível na web é vasta e encontra-se dispersa, o que diﬁ-
culta a localização de dados relevantes;
 A heterogeneidade de formatos de publicação e o desrespeito pelas especi-
ﬁcações constituem um entrave à interpretação automática;
 A volatilidade da informação faz com que o seu acesso seja pouco ﬁável.
A integração de dados provenientes da web em Armazéns de Dados Web
(Web Warehouses), que disponibilizem métodos de acesso uniformes destinados
ao processamento automático, facilita a criação de novas ferramentas. O processo
de integração de dados da web é conceptualmente semelhante ao de integração de
dados relacionais. No entanto, a abordagem tradicional de integração de dados
usada nos sistemas de Armazenamento de Dados (Data Warehousing) tem-se
revelado inadequada no contexto da web, uma vez que os pressupostos no desenho
deste tipo de sistemas não são aplicáveis. A arquitectura de um sistema de
Armazenamento de Dados de negócio pressupõe que:
 As características das fontes de informação são bem conhecidas à partida;
 Se destina a apoiar sistemas de suporte à decisão que actuem sobre infor-
mação de pequena granularidade, tipicamente relacional;
 O processo de integração é feito em fases independentes, sendo a fase de
recolha de informação pouco complexa.
Em contraposição, o desenho da arquitectura de um Armazém de Dados Web
deverá pressupor que:
 As fontes de informação não são bem conhecidas;
 Destina-se a suportar sistemas de recuperação de informação hipertextual;
 O processo de integração impõe uma estrita cooperação entre as diferentes
fases, sendo a recolha de informação diﬁcultada por problemas de acessibi-
lidade à informação.
Os Armazéns de Dados Web são carregados com dados de uma determinada
porção da web. Vários estudos revelaram que cada porção da web apresenta as
suas características peculiares. Assim sendo, é importante delimitar estas porções
e modelá-las de modo a que um Armazém de Dados Web possa ser desenhado
considerando as características da informação que irá processar. O processo de
integração de dados da web compreende as fases de modelação da fonte de in-
formação, recolha, transformação, armazenamento e acesso. Num Armazém de
Dados Web cada uma delas coloca novos desaﬁos:
Modelação. A web não é uma fonte de informação uniforme, pelo que será
interessante integrar apenas uma parte da informação que disponibiliza.
Impõe-se assim, a deﬁnição de critérios de selecção que permitam deﬁnir
porções de informação. Após a deﬁnição da fronteira de uma porção da
web, esta deverá ser modelada para permitir o dimensionamento do sistema
e deﬁnição de abordagens. No entanto, esta modelação é normalmente
diﬁcultada pela ausência de estatísticas e caracterizações. Surge assim o
interesse em metodologias que permitam efectuar a modelação de partições
da web de forma sistemática;
Recolha e transformação. A tradução do critério de selecção numa política de
recolha aﬁrma-se como o primeiro desaﬁo desta fase. O processo de recolha
e transformação de dados deverá ser eﬁciente e ao mesmo tempo robusto.
A vastidão e diversidade da web impossibilitam a previsão e teste de todas
as situações que poderão vir a ser encontradas;
Armazenamento e acesso. O armazenamento de dados requer estruturas de
dados diferentes das usadas na fase de carregamento, de modo a propor-
cionar um modelo de acesso eﬁciente e uniforme. O grande volume de
informação impõe que esta esteja acessível a pessoas e máquinas, pelo que
os mecanismos de acesso deverão suportar processamento paralelo e gestão
escalável da informação. A dimensão temporal é importante porque permite
a análise histórica de dados.
As abordagens tomadas para a solução destes problemas têm sido feitas de
forma disjunta e dentro de contextos especíﬁcos, não apresentando uma solução
completa para o problema da integração de informação proveniente da web.
Esta tese foca o problema da modelação da web e a sua inﬂuência no desenho
de Armazéns de Dados Web. A metodologia adoptada foi principalmente expe-
rimental. Foi extraído um modelo de uma porção da web e com base nele, foi
desenhado um protótipo de um Armazém de Dados Web, denominado Webhouse.
Cada um dos componentes deste sistema trata a resolução dos problemas de uma
das etapas do processo.
A web portuguesa, deﬁnida como o conjunto de documentos de interesse cul-
tural e sociológico para os portugueses, foi usada como caso de estudo. Esta
porção da web foi recolhida e alvo de modelação em 2003. A maioria dos sítios
da web portuguesa estavam alojados sob o domínio .PT e o número de sítios em
construção era elevado. O uso de meta-dados adequados e descritivos era baixo.
O Webhouse é constituído por dois componentes principais: o repositório Ver-
sus e o batedor Viúva Negra (VN). O Versus gere os meta-dados e constitui o
núcleo do sistema. Este componente fornece estruturas de dados e mecanismos
para processamento paralelo, sincronização, gestão de faltas e suporte temporal.
O VN foi desenhado como um cliente do Versus que efectua a recolha e carrega-
mento em paralelo de dados provenientes da web.
Os componentes do Webhouse foram avaliados separadamente através de vá-
rias experiências. Os resultados obtidos mostraram que o VN é robusto e escalá-
vel. Por sua vez, o Gestor de Conteúdos do Versus suplantou signiﬁcativamente o
desempenho do NFS, mostrando que o algoritmo proposto para a eliminação de
duplicados melhora o débito de armazenamento, ao mesmo tempo que poupa es-
paço em disco. O Webhouse, como sistema completo, foi avaliado através da sua
utilização em vários contextos distintos. A construção deste protótipo contribuiu
para a experimentação cientíﬁca e tecnológica de novas hipóteses no campo da
recuperação de informação da web, permitindo efectuar simulações realistas em
ambiente controlado.
Os resultados obtidos mostraram que a modelação deve ser considerada no
processo de integração de dados da web. Este trabalho contribuiu para encontrar
respostas às seguintes questões de investigação:
 Quais as características que deverão ser consideradas num modelo da web?
A caracterização de sítios, conteúdos e estrutura de ligações de uma porção
da web é crucial para desenhar um Armazém de Dados Web que a processe.
Algumas características derivadas de análises da web global poderão não
ser representativas de porções mais pequenas, como por exemplo, as webs
nacionais. Contudo, as webs nacionais podem ser de grande interesse para
grandes comunidades de utilizadores. Além disso, a caracterização de uma
porção da web relativamente pequena é acessível em termos de recursos
necessários e pode ser feita com grande precisão. Algumas características
da web só podem ser modeladas a partir de diversas amostras recolhidas
ao longo do tempo, como por exemplo a persistência de dados da web.
Estas métricas devem ser incluídas num modelo da web porque permitem
inferir tendências de evolução que têm uma forte inﬂuência no desenho de
Armazéns de Dados Web que guardem colecções web construídas incremen-
talmente;
 Como podem ser deﬁnidas as fronteiras de uma porção da web?
Uma porção da web poderá ser delimitada através de um conjunto de cri-
térios de selecção. A porção da web deverá conter a informação necessária
para satisfazer as necessidades das aplicações que a irão processar. Os cri-
térios de selecção deverão ser facilmente concretizáveis como políticas de
recolha automática. O recurso a algoritmos de classiﬁcação de conteúdos
e a restrição das recolhas a sítios web alojados em determinados domínios
são opções que se revelaram adequadas;
 O que pode inﬂuenciar um modelo da web?
A metodologia usada para recolher amostras da web inﬂuencia os modelos
obtidos. A recolha automática de dados da web é um método de amos-
tragem adequado ao contexto dos Armazéns de Dados Web, uma vez que
emula o processo de extracção de dados normalmente usado nestes siste-
mas. Contudo, a conﬁguração e tecnologia usadas nos sistemas de recolha
de dados da web, e a existência de situações prejudiciais ao processamento
automático de dados da web, poderão inﬂuenciar os modelos obtidos. Por
isso, a interpretação de estatísticas obtidas de uma porção da web requer
conhecimentos adicionais que extravasam uma análise matemática pura.
São também necessários conhecimentos tecnológicos e sociais acerca da co-
munidade responsável pela criação dos conteúdos que compõem a porção
da web;
 Qual é o grau de persistência da informação disponível na web?
Durante esta investigação foram recolhidas amostras da web portuguesa
durante três anos, a ﬁm de modelar a persistência dos seus URL e conteú-
dos. Veriﬁcou-se que estas duas métricas podem ser modeladas através de
distribuições logarítmicas. A maioria dos URL têm tempos de vida curtos
e a taxa de mortalidade é mais elevada nos primeiros meses de vida. Existe
porém uma pequena percentagem de URL que persiste durante vários anos.
Estimou-se que passados dois meses, 50% dos URL de uma colecção web
tenham morrido. As principais causas de morte detectadas foram a substi-
tuição de URL e a desactivação de sítios web. Os URL persistentes tendem
a ser estáticos, curtos e a receberem referências de páginas alojadas nou-
tros sítios web. Por sua vez, os sítios web apresentam tempos de vida mais
longos do que os URL. Estimou-se que levariam 556 dias até que a taxa de
mortalidade dos sítios web de uma colecção atingisse os 50%.
Os modelos obtidos para a persistência de conteúdos sugerem que passados
dois dias, 50% dos conteúdos de uma colecção web sofrem alterações. Com-
parando este resultado com outros obtidos em estudos anteriores, conclui-se
que o tempo de vida dos conteúdos tende a diminuir. Veriﬁcou-se que cerca
de metade dos conteúdos persistentes referenciam um conteúdo que perma-
nece inalterado durante a sua vida;
 Qual a inﬂuência das características da web no desenho de Armazéns de
Dados Web?
Os modelos da web são ferramentas de suporte à decisão muito importantes
no desenho de Armazéns de Dados Web que permitem fazer suposições rea-
listas nas fases iniciais dos projectos. A duplicação de conteúdos é frequente
na web. No entanto, é difícil evitar a recolha de conteúdos duplicados, uma
vez que, estes são frequentemente referenciados por URL distintos e aparen-
temente não relacionados. Uma colecção de conteúdos web que tenha sido
compilada incrementalmente apresenta um número adicional de duplicados
causados pelos conteúdos que permanecem inalterados ao longo do tempo
e são sucessivamente recolhidos e armazenados. Perante este cenário, a eli-
minação de duplicados ao nível de armazenamento é uma funcionalidade
apelativa em Armazéns de Dados Web. No entanto, os mecanismos adopta-
dos para suportar a eliminação de duplicados deverão ter em consideração
a precariedade dos URL, pois poderão pôr em causa a implementação de
algoritmos baseados em análises históricas.
Um modelo para a previsão do tempo de vida dos URL permite a escolha
de estruturas de dados e algoritmos adequados ao seu processamento num
Armazém de Dados Web. Por outro lado, estes Armazéns necessitam de
actualizar periodicamente a informação que detêm. Um modelo do tempo
de vida dos conteúdos disponíveis na web permite medir a actualidade de
uma colecção de dados da web armazenada e agendar operações para o seu
refrescamento. Os formatos de publicação na web estão em permanente evo-
lução, pelo que um Armazém de Dados Web deverá preservar os conteúdos
detidos de modo a que permaneçam acessíveis após terem deixado de estar
disponíveis na web. A extracção de informação é uma tarefa muito sensível
porque o componente de software por ela responsável interage directamente
com a web e tem de enfrentar situações imprevistas que podem ser pre-
judicais ao seu bom funcionamento. Os modelos da web contribuem para
o desenho de sistemas de recolha da web robustos a estas situações. Um
Armazém de Dados Web deverá apresentar uma arquitectura distribuída
que permita tratar de grandes quantidades de dados extraídos da web. As
características da web inﬂuenciam a deﬁnição de estratégias de particiona-
mento adoptadas para efectuar o equilíbrio de carga entre os processos que
compõem um Armazém de Dados Web.
O desenho de Armazéns de Dados Web eﬁcientes é portanto uma tarefa com-
plexa que exige a combinação de conhecimentos em vários domínios. As principais
contribuições enquadram-se principalmente em três áreas: a Caracterização da
Web, que visa a sua monitorização e modelação; a Recolha de Dados Web, que
estuda a recolha automática de dados da web; e o Armazenamento de Dados Web,
que estuda o processo de integração de dados da web. As principais contribuições
em cada um destes campos foram as seguintes:
Caracterização da Web:
 Uma caracterização detalhada da estrutura da web portuguesa (Gomes
& Silva, 2005);
 Novos modelos que permitem estimar a persistência dos URL e con-
teúdos na web (Gomes & Silva, 2006a);
 Descrição detalhada de situações na web prejudiciais ao processamento
automático dos seus dados.
Recolha de Dados Web:
 Um nova arquitectura distribuída para sistemas de recolha de dados
da web, que se destaca pelas suas características de escalabilidade e
robustez (Gomes & Silva, 2006b);
 Uma análise de técnicas de particionamento dos URL pelos processos
que compõe um sistema de recolha de dados da web distribuído;
 Um estudo de técnicas que evitam a recolha de duplicados e URL
inválidos de modo a poupar largura de banda e espaço em disco;
Armazenamento de Dados Web:
 Uma nova arquitectura para Armazéns de Dados Web que compreende
todas as fases do processo de integração deste tipo de dados;
 Uma análise do impacto das características da web no desenho e de-
sempenho de Armazéns de Dados Web;
 Um algoritmo para a eliminação de duplicados num sistema distribuído
(Gomes et al., 2006b).
O Webhouse também se revelou como uma ferramenta de suporte útil a outros
trabalhos de investigação:
 Foi usado no estudo de: mecanismos de indexação e ordenação utilizados
em motores de busca na web (Costa, 2004); semelhança entre documentos
(Martins, 2004); identiﬁcação de língua em páginas web (Martins & Silva,
2005a); análise linguística de colecções de documentos web (Martins & Silva,
2004b); detecção e atribuição de âmbito geográﬁco a recursos na web (Silva
et al., 2006) e na execução de avaliações de sistemas de recuperação de
informação multi-língue (Cardoso et al., 2005b);
 É um dos principais componentes de um motor de busca (www.tumba.pt)
e de um protótipo de um sistema de arquivo para web portuguesa (tomba.
tumba.pt) (Gomes et al., 2006a; Silva, 2003);
 Foi usado na criação do corpus de texto WPT03 para suporte à investigação
na área de processamento da linguagem natural (disponível em poloxldb.
linguateca.pt);
 Os componentes de software do Webhouse podem ser utilizados individu-
almente em diversos contextos que partilhem problemas com o Armazena-
mento de Dados Web. Por exemplo, o Gestor de Conteúdos do Versus foi
utilizado como repositório de artigos cientíﬁcos (Jul, 2005).
A criação de sistemas que permitam arquivar a informação publicada na web
para ﬁns históricos, à semelhança do que acontece com o depósito legal das pu-
blicações impressas, tem ganho uma importância crescente. A investigação apre-
sentada nesta tese tem uma grande potencialidade de aplicação prática nestes
sistemas. No entanto, o arquivo da web levanta novos problemas, designada-
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The web is the largest source of information ever built. It provides a quick,
cheap and simple publishing media. However, its full potential is far from be-
ing completely explored. Users require applications for aiding them in ﬁnding,
summarizing and extracting useful knowledge from web data. However, the web
was designed to provide information to be interpreted by humans and not au-
tomatically processed by software applications. The size and transience of web
data make it diﬃcult to design eﬃcient systems able to harness its complexity in
useful time and the heterogeneity and disrespect of standards make it diﬃcult to
automatically interpret the data. Thus, the automatic processing of web data is
a challenging task.
One possible solution to address the above challenges is adopting a Data Ware-
housing approach. The idea is to extract information from the web, transform and
load it to a system, called a Web Warehouse (WWh), which provides uniform ac-
cess methods to facilitate the automatic processing of the data. Besides overcom-
ing accessibility problems, Web Warehousing extends the lifetime of web contents
and its reuse by diﬀerent applications across time. Web warehousing has been
widely used to support numerous applications. The integration of web data for oﬀ-
line automatic processing by web mining applications is a requirement of a wide
range of systems. Web companies, such as Google (www.google.com) or Amazon
A9 (www.a9.com), rely on Web Warehouses to support their businesses. The In-
ternet Archive harvests and preserves web data for historical purposes, following

























Figure 1.1: Data vs. Web Warehousing.
to determine commercial strategies (www.webanalyticsassociation.org). So,
Web Warehousing is a research area that has received a growing interest in the
last years.
Web Warehousing is conceptually similar to Data Warehousing. Figure 1.1
presents the data integration process in both. Data Warehouses integrate data
gathered from tables in relational databases. The data is migrated from its source
models into an uniform data model. Then, Data Mining applications generate
statistical reports that summarize the knowledge contained in the data. Web
Warehouses integrate hypertextual documents gathered from sites on the web.
Web Warehouses also store information according to an uniform model that en-
ables its automatic processing by Web Mining applications.
The characteristics of data inﬂuence the design of an information system,
so the ﬁrst step in the design of a Warehouse is to analyze the data sources.
Data Warehousing assumes the existence of a well-deﬁned model of the data
sources. They are usually On-Line Transaction Processing (OLTP) databases
that respect relational data models. On the other hand, the source of information
that feeds Web Warehouses is the web and not relational databases. Unlike
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relational databases, the structure of the web cannot be controlled by the people
that design the WWh and does not follow a static structured data model. Models
and characterizations of the web are scarce and frequently outdated, not reﬂecting
its current state, making it diﬃcult to make realistic assumptions in the design
of a Web Warehouse. Frequently, Web Warehouses must be redesigned at a late
stage of development because problems are detected only when the WWh leaves
the experimental setup and begins to integrate information gathered from the
real web. These changes have high costs and may jeopardize entire projects.
Models of the web can be used to aid in the design of eﬃcient WebWarehouses.
Besides, they are useful to tune other applications that process web data, such
as proxies or crawlers. However, modelling the web is not straightforward. The
web is enormous and permanently changing. So, the available models of the web
may not be representative of the web portion used as data source of the WWh.
Numerous characteristics of the web, such as the size of the contents or their
formats, can be analyzed but it is hard to identify which ones will aﬀect the
design of the WWh. There are several methodologies used to gather samples of
the web and derive models from them, such as the analysis of query logs, web
crawls or web server traﬃc but the choice of the sampling methodology must
be done carefully to reﬂect the characteristics of the web portion that will feed
the WWh. Given the complexity and large size of the web, modelling it requires
adequate tools and a signiﬁcant amount of resources, such as storage space or
bandwidth.
1.1 Objectives and methodology
This work addresses the problem of modelling the web and its inﬂuence on Web
Warehousing as the main objective. This thesis aims to answer the following
research questions:
 Which features should be considered in a model of the web?
 How can the boundaries of a portion of the web be deﬁned?











Figure 1.2: Components of Webhouse.
 How persistent is information on the web?
 How do web characteristics aﬀect the design of Web Warehouses?
I believe that the task of modelling the web must be part of the process of
web data integration, because accurate models are crucial in making important
design decisions at an early WWh development stage. Web models also enable
the tuning of a WWh to reﬂect the evolution of the web.
The methodology used in this research was mainly experimental. I derived a
model of a portion of the web and, based on it, I developed Webhouse, a WWh for
investigating the inﬂuence of web characteristics in Web Warehouses design. This
development was performed in collaboration with other members of my research
group.
Figure 1.2 presents an overview of the components of Webhouse. Each one
addresses one stage of the integration process: modelling, extraction, transfor-
mation and loading. Although the integration process is decomposed in several
steps, they are not independent from each other.
 Viúva Negra (VN): extracts information from the web by iteratively follow-




 WebCat: transforms web documents into an uniform data model (Martins
& Silva, 2005b). This component was designed and developed by Bruno
Martins;
 Versus: loads and stores web data;
 Webstats: models the web, generating statistics on the documents and
correspondent meta-data stored in Versus.
The inﬂuence of web characteristics was studied during the design of each
one of them. The extraction most sensitive stage of the integration process,
because the software component interacts directly with the web and must address
unpredictable situations. This thesis focuses mainly on the aspects of extracting
information from the web and loading it into the WWh. The transformation of
web data is not thoroughly discussed in this work. The eﬃciency of Webhouse
as a complete system was validated through its application in several real usage
scenarios.
This research was validated by applying the Engineering Method (Zelkowitz
& Wallace, 1998). Several versions of Webhouse were iteratively developed and
tested until the design could not be signiﬁcantly improved. The Portuguese Web
was chosen as a case study to analyze the impact of web characteristics in the
design of a WWh. Models of the web were extracted through the analysis of the
information integrated in the WWh. On its turn, a WWh requires models of the
web to be designed. The Engineering Method enabled the identiﬁcation of the
web characteristics that inﬂuenced the performance of each version of the WWh
and gradually improve it. So, although this thesis presents a sequential structure,
the actual research was conducted as an iterative process.
1.2 Contributions
Designing Web Warehouses is complex and requires combining knowledge from
diﬀerent domains. This thesis provides contributions in multiple aspects of web
data integration research:
Web Characterization: concerns the monitoring and modelling of the web;
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Web Crawling : investigates the automatic extraction of contents from the web;
Web Warehousing : studies the integration of web data.
My speciﬁc contributions in each ﬁeld are:
Web Characterization:
 A thorough characterization of the structural properties of the Por-
tuguese Web (Gomes & Silva, 2005);
 New models for estimating URL and content persistence on the web.
Despite the ephemeral nature of the web, there is persistent informa-
tion and this thesis presents a characterization of it (Gomes & Silva,
2006a);
 A detailed description of hazardous situations on the web that make
it diﬃcult to automate the processing of web data.
Web Crawling:
 A novel architecture for a scalable, robust and distributed crawler
(Gomes & Silva, 2006b);
 An analysis of techniques to partition the URL space among the pro-
cesses of a distributed crawler;
 A study of bandwidth and storage saving techniques, that avoid the
download of duplicates and invalid URLs.
Web Warehousing:
 A new architecture for a WWh that addresses all the stages of web
data integration, from its extraction from the web to its processing by
mining applications;
 An analysis of the impact of web characteristics in the design and
performance of a Web Warehouse;
 An algorithm that eliminates duplicates at storage level in a dis-
tributed system (Gomes et al., 2006b).
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Webhouse was developed to answer the research questions of this thesis. How-
ever, it has also been an useful tool that supported other research studies:
 Webhouse was used to study indexing and ranking strategies for searching
web documents (Costa, 2004), inter-document similarities (Martins, 2004),
identiﬁcation of language in web pages (Martins & Silva, 2005a), linguistic
analysis of web corpora (Martins & Silva, 2004b), assignment of geographi-
cal scopes to web resources (Silva et al., 2006) and to execute cross language
evaluations (Cardoso et al., 2005b);
 It is one of the main components of a search engine (www.tumba.pt) and
a web archive (tomba.tumba.pt) for the Portuguese Web (Gomes et al.,
2006a; Silva, 2003);
 It was used to create a text corpus (WPT03), for Natural Language Pro-
cessing research containing pages of the Portuguese Web, (available at
poloxldb.linguateca.pt);
 The software components of Webhouse can be reused in diﬀerent contexts
that share problems with Web Warehousing. For instance, the Webhouse
storage manager was used as a repository for scientiﬁc texts (Jul, 2005).
1.3 Structure of the thesis
This thesis focuses mainly on modelling the web and its inﬂuence on the extrac-
tion and loading of web data to a WWh. This chapter introduced the problem
of modelling the web, described the adopted methodology and highlighted the
contributions of this research. The thesis has six additional chapters.
Chapter 2 presents related work on web characterization, crawling and Web
Warehousing projects. Chapters 3 and 4 present a model of the Portuguese Web,
analyzing its structural properties and persistence of information across time.
Chapter 5 describes the architecture of Webhouse and discusses the inﬂuence of
the derived model of the Portuguese Web on the design of the system. Chap-
ter 6 presents the Webhouse evaluation results. Finally, Chapter 7 draws the




Background and Related Work
The design of eﬃcient Web Warehouses requires combining knowledge from Web
characterization and Crawling. Web Characterization concerns the analysis of
data samples to model characteristics of the web. Crawling studies the automatic
harvesting of web data. Crawlers are frequently used to gather samples of web
data in order to characterize it. Web warehouses are commonly populated with
crawled data. Research in crawling contributes to optimizing the extraction stage
of the web data integration process.
This chapter presents an overview of previous works related with Web char-
acterization, Crawling and Web Warehousing. Section 2.1 presents web charac-
terization concepts and studies. Section 2.2 presents an overview on the crawling
process and discusses the design of several crawlers. Section 2.3 presents ex-
amples of state-of-the-art Web Warehousing projects and discusses the followed
approaches. Finally, Section 2.4 draws the conclusions.
2.1 Web characterization
A characterization of the web is of great importance. It reﬂects technological
and sociological aspects and enables the study of the web evolution. An accurate
characterization of the web improves the design and performance of applications
that use it as a source of information (Cho & Garcia-Molina, 2000a). This section
introduces the terminology adopted to clarify web characterization concepts. It
discusses sampling methodologies and the identiﬁcation of contents belonging to
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web communities. Finally, it presents previous works on the characterization of
the structural properties and information persistence on the web.
2.1.1 Terminology
As the web evolves, new concepts emerge and existing terms gain new meanings.
Studies in web characterization are meant to be used as historical documents that
enable the analysis of the evolution of the web. However, there is not a standard
terminology and the current meaning of the terms may become obscure in the
future.
Between 1997 and 1999, the World-Wide Web Consortium (W3C) promoted
the Web Characterization Activity with the purpose of deﬁning and implementing
mechanisms to support web characterization initiatives (W3C, 1999a). The scope
of this activity was to characterize the web as a general distributed system, not
focusing on speciﬁc users or sites. In 1999, the W3C released a working draft
deﬁning a web characterization terminology (W3C, 1999b). The deﬁnitions used
in this thesis were derived from that draft:
Content: ﬁle resulting from a successful HTTP download;
Media type: identiﬁcation of the format of a content through a Multipurpose
Internet Mail Extension (MIME) type (Freed & Borenstein, 1996a);
Meta-data: information that describes the content. Meta-data can be generated
during the download of a content (e.g. time spent to be downloaded), gath-
ered from HTTP header ﬁelds (e.g. date of last modiﬁcation) or extracted
from a content (e.g. HTML meta-tags);
Page: content with the media type text/html (Connolly & Masinter, 2000);
Home page: content identiﬁed by an URL where the ﬁle path component is
empty or a '/' only;
Link: hypertextual reference from one content to another;
Site: collection of contents referenced by URLs that share the same host name
(Fielding et al., 1999);
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Invalid URL: an URL that references a content that cannot be downloaded;
Web server: a machine connected to the Internet that provides access to con-
tents through the HTTP protocol;
Duplicates: a set of contents that are bytewise equal;
Partial duplicates: a set of contents that replicate a part of a content;
Duplicate hosts (duphosts): sites with diﬀerent names that simultaneously
serve the same content (Henzinger, 2003);
Subsite: cluster of contents within a site, maintained by a diﬀerent publisher
than that of the parent site;
Virtual hosts: sites that have diﬀerent names but are hosted on the same IP
address and web server;
Publisher or author: entity responsible for publishing information on the web.
Some of the deﬁnitions originally proposed in the draft are controversial and
had to be adapted to become more explicit. The W3C draft deﬁned that a page
was a collection of information, consisting of one or more web resources, intended
to be rendered simultaneously, and identiﬁed by a single URL. According to this
deﬁnition, it is confusing to determine the contents that should be considered
as part of a page. For instance, consider an HTML content and its embedded
images. This information is meant to be rendered simultaneously but the images
are referenced by several URLs diﬀerent from the URL of the HTML content.
Researchers commonly describe their experimental data sets providing the num-
ber of pages (Cho & Garcia-Molina, 2000a; Fetterly et al., 2003; Lavoie et al.,
1997). According to the W3C deﬁnition, a data set containing one million pages
should include embedded images. However, most researchers considered that a
page was a single HTML document.
A set of bytewise equal contents are duplicates. However, there are also similar
contents that replicate a part of another content (partial duplicates). Deﬁning
a criterion that identiﬁes contents as being similar enough to be considered the
11
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same is highly subjective. If multiple contents only diﬀer on the value of a visit
counter that changes on every download, they could reasonably be considered the
same. However, when the diﬀerence between them is only as short as a number
on the date of a historical event, this small diﬀerence could be very signiﬁcant.
The deﬁnition of site is one of the most controversial on web terminology. It is
commonly accepted that a site is a collection of inter-related contents but it is not
straightforward to deﬁne the boundaries of a site. O'Neill (1999) recommended
that web characterization studies should consider a site as the set of pages located
at the same IP address. However, web hosting services that support thousands
of diﬀerent and completely independent pages under the same IP address should
not be considered a single site. The W3C draft considered that the contents of
a site shared the same host name but they must be accessible through a link
path from the site's home page. This deﬁnition excludes contents that did not
receive a link from another page within the site, even if they are referenced by
links from other sites. Moreover, this deﬁnition requires the analysis of all the
links within a site to determine if a given content should be considered as part
of it. The deﬁnition of site adopted in this thesis enables the identiﬁcation of
the pages that compose a site exclusively through the analysis of their URLs.
I believe that this is the most adequate deﬁnition because domain registrations
are cheap and publishers tend to group related information under diﬀerent site
names to increase its visibility (Thurow, 2002).
Duplicate hosts are sites with diﬀerent names that simultaneously serve the
same content. They were identiﬁed as the single largest source of duplicates on
the web (Henzinger et al., 2002). Duphosts are mainly caused by mirrors and
host aliases. Mirrors are sites that replicate the same contents across several
web servers to backup data, reduce the load on the original site or to be in
closer to the users (Bharat et al., 2000). Host aliases are alternative names
to the same site, such as www.acm.org and acm.org. However, some duphosts
present completely diﬀerent names and frequently change their contents, making
it diﬃcult to automatically identify them.
In traditional media, the author is the writer of a text, while the publisher
is the responsible for its distribution. On the web, the process of publishing is
cheaper and simpler than on traditional media, so the authors are usually also
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the publishers. Hence, the terms author or publisher are used indistinguishably
in this thesis to refer to the people responsible for the creation of web contents.
2.1.2 Sampling methods and identiﬁcation
of community webs
Web characterizations are derived from samples of the web. Ideally, each sample
would be instantly gathered to be a representative snapshot of the web. However,
contents cannot be accessed immediately, because of the latency times of the
Internet and web server responses. Hence, samples must be gathered within a
limited time interval named the timespan of the sample. Structural properties of
the web are derived from a snapshot of the web extracted within a short timespan
(Heydon & Najork, 1999). On the other hand, researchers also harvest samples
with a long timespan to study the evolution of the web (Fetterly et al., 2003).
There are two main sources of samples:
Traﬃc logs. The accesses to web contents through a given service are registered
on log ﬁles. Traﬃc logs can be obtained from web proxies (Bent et al., 2004;
Mogul, 1999b), web servers (Arlitt &Williamson, 1997; Davison, 1999; Iyen-
gar et al., 1999; Marshak & Levy, 2003; Rosenstein, 2000), search engines
(Beitzel et al., 2004; Silverstein et al., 1999), web clients (Cunha et al.,
1995; Gribble & Brewer, 1997) or gateways (Caceres et al., 1998; Douglis
et al., 1997). The samples gathered from traﬃc logs are representative of
the portion of the web accessed by the users of a given service and not of
the general information available on the web;
Crawls. Contents are automatically harvested by a crawler to be characterized
oﬀ-line. Search engines are responsible for the largest crawls of the web.
However, these crawls are biased because search engines are mostly inter-
ested in gathering popular pages to present them as search results to their
users (Cho et al., 1998). Henzinger et al. (2000) showed that the usage of
random walks combined with the visit ratio and the PageRank values of the
pages visited can be used to gather unbiased samples of the web. O'Neill
et al. (2003) sampled the web by getting a list of randomly generated IP
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addresses and then attempting to connect to the default HTTP port (80)
at each address to ﬁnd and harvest sites. The main problem with this
approach is that virtual hosts are not analyzed (OCLC, 2001).
The web is designed to break all the geographical barriers and make infor-
mation universally available. However, a WWh cannot store all the information
from the web. So, it gathers data from selected and well-deﬁned web portions.
As the web is the product of multiple user groups, it is possible to identify
portions within it containing the sites of interest to them. These are designated
as community webs and can be deﬁned as the set of documents that refer to a
certain subject or are of interest to a community of users. The detection of a
community web is not always obvious, even if methods for identifying its bound-
aries are available. If one is interested in a small and static set of contents, then
enumerating all the URLs that compose the community web can be adequate.
However, it becomes very expensive to maintain the list of URLs if it grows or
changes frequently (Webb, 2000).
Communities are very cohesive in the sense that members of the community
are more tightly coupled to each other than to non-members (Flake et al., 2000).
Hence, the link structure of the web can be used to identify them. However, there
will be diﬃculties in identifying contents loosely interlinked, even if they refer to
the same subject. For instance, the sites of several concurrent companies in the
same business, will not likely link to each other. Web communities can be viewed
as containing a core of central authoritative pages that provide content linked
together by hub pages (Gibson et al., 1998). They exhibit a hierarchical topic
generalization that can be inferred directly from the link structure between the
contents.
National webs, broadly deﬁned as the set of pages of cultural and sociologi-
cal interest to the people of a country, are community webs of great interest to
a large number of users. Baeza-Yates et al. (2007a) analyzed web characteriza-
tion studies for 24 national webs and compared the obtained results. There are
similarities and diﬀerences between national webs. The language and the dis-




To populate a national web archive, Albertsen (2003) harvested documents
from the web published on sites with the Norwegian ccTLD (.NO) or written in
the Norwegian or Sami languages. However, when a language is not exclusive
to a single country, it may not be a selective criterion by itself. For instance,
most of the pages written in the English language do not belong to the British
community web.
There are two main classes of top-level domains (TLD): generic (gTLDs) and
country code (ccTLDs). The gTLDs were meant to be used by particular classes
of organizations (e.g. COM for commercial organizations). The ccTLDs are
delegated to designated managers, who operate them according to local policies
adapted to best meet the economic, cultural, linguistic, and legal circumstances
of the country. Hence, sites with a domain name under a ccTLD are strong candi-
dates to be part of a national community web. However, this approach excludes
the numerous contents related to a country hosted outside the ccTLD (Zook,
2000). On the other hand, this rule also includes sites not related to the coun-
try, but being hosted under its ccTLD. For instance, multi-national companies
commonly register their name under many domains to protect their brands from
domain squatters that buy domain names desirable to speciﬁc businesses to make
proﬁt on their resale.
2.1.3 Structural analysis
A structural analysis of the web consists on studying the characteristics of its
contents and the links among them. The web can be characterized according to
numerous metrics, such as page size, number of contents hosted per site or most
common content formats.
Baldi et al. (2003) proposed probabilistic methods and algorithms to be used
in web modelling. They analyzed previous experimental measurements and the-
oretical analysis of the web to map mathematical concepts with web phenomena.
In particular, they studied techniques for crawling, analyzing texts and links, and
modelling human behaviors while browsing and using search engines.
Next, I will present a summary of structural web characterization studies and
discuss the obtained results for some of the analyzed metrics.
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Author Methodology Sample Scope
size
Woodruﬀ et al. (1996) Crawl 2.6M General
Smith (1997) Crawl - General
Broder et al. (1997) Crawl 30M General
Mogul (1999a) Proxy trace 29.4M Accessed by clients
Lawrence & Giles (1999) Crawl 16M General
Baeza-Yates & Castillo (2000) Crawl 730 000 National: Chile
Najork & Heydon (2001) Crawl 77.4M General
Punpiti (2000) Crawl 769 000 National: Thailand
Boldi et al. (2002a) Crawl 2M Continental: Africa
Kelly & Mogul (2002) Client trace 40M Accessed by clients
O'Neill et al. (2003) Crawl 3.08M General
Bent et al. (2004) Web server logs 41M Enterprise sites
Nanavati et al. (2004) Crawl 1M General
Baeza-Yates et al. (2005) Crawl 16M National: Spain
Baeza-Yates et al. (2007b) Crawl 7M National: Chile
Table 2.1: Web characterization studies.
2.1.3.1 Summary of web characterizations
Measurements of web characteristics obtained using distinct methodologies may
not be comparable. Web characterizations may have diﬀerent scopes. Some
researchers try to generate general models of the web, while others focus on
particular web communities to gather more representative models. Measurements
gathered from very small samples of the web are more prone to be biased by
sporadic phenomena, such as a mal-functioning web servers.
Table 2.1 presents the sampling methodology, the sample size and the scope
of several web characterization studies.
Woodruﬀ et al. (1996) examined the characteristics of pages collected by the
Inktomi crawler from the world-wide web. They observed that 40% of the pages
contained at least one syntax error. Eight years later, Nanavati et al. (2004) con-
ducted a similar study and observed that most of the analyzed metrics presented
signiﬁcantly distinct values.
Lawrence & Giles (1999) studied the accessibility of information on the web
and drew conclusions about the size, extracted text and usage of meta-data in
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HTML pages. They observed that the major public search engines collectively
covered about 60% of the web and that the largest coverage of a single engine
was about one-third of the estimated total size of the web.
Najork & Heydon (2001) performed a large crawl of the web and gathered
statistics on the outcome of download attempts, replication and distribution of
content format and size. They witnessed that the distribution of pages over web
servers followed a Zipﬁan distribution.
Bent et al. (2004) studied the properties of a large number of commercial sites
hosted by a major ISP and performed a simulation analysis to estimate potential
performance beneﬁts of content delivery networks (CDNs). The authors observed
that the web data presented peculiar characteristics that require mandatory cache
validations and prevent caching contents to increase performance. For instance,
the wide-spread indiscriminate usage of cookies and the prevalence of sites that
do not use the cache-control features of the HTTP 1.1 protocol prevents the use
of many content delivery optimizations.
Several authors studied the characteristics of web communities. Baeza-Yates
& Castillo (2000) presented the ﬁrst study of the characteristics of a national web
in 2000. The authors studied the pages under the Chilean ccTLD domain (.CL)
harvested for the Todo.CL search engine. Since then, subsequent studies provided
updated information about the characteristics of the Chilean web (Baeza-Yates &
Castillo, 2005; Baeza-Yates & Poblete, 2006; Baeza-Yates et al., 2003). The most
recent one studied a data set of 7 million pages and analyzed 36 metrics about
domains, sites and pages (Baeza-Yates et al., 2007b). Castillo (2004) compared
the characteristics of the Chilean web with the Greek web.
Baeza-Yates et al. (2005) studied the contents, links and technologies of Span-
ish pages, sites and domains in 2004. Some of the characteristics of this collection
resemble those of the web at large, while others are speciﬁc to the Spanish web.
Boldi et al. (2002a) studied the structural properties of the African web, an-
alyzing HTTP header ﬁelds and contents of pages and Punpiti (2000) presented
measurements and analysis of contents hosted under the .TH domain.
17
2. BACKGROUND AND RELATED WORK
Study Duplication
Broder et al. (1997) 18%
Najork & Heydon (2001) 8.5%
Mogul (1999a) 16.3%
Kelly & Mogul (2002) 5%
Castillo (2004) 6.12%
Table 2.2: Duplication comparison.
2.1.3.2 Links
One main diﬀerence between the texts published on the web and those published
in traditional media is the existence of hypertextual links among them. Consid-
ering that a page is a node and a link is an edge, the web structure can be seen
as a graph (Kumar et al., 2000). The links tend to follow a power-law indegree
distribution (Kleinberg, 1999). Thus, a small amount of pages receives most of
the links from other pages. However, 91% of the pages are reachable from one
another by following either forward or backward links (Broder et al., 2000). The
distribution of links between sites is related with to the TLD of the site (Bharat
et al., 2001). For instance, the sites with the same ccTLD are strongly connected.
The characteristics of the web graph are particularly interesting to determine the
popularity of pages. Based on the idea that the most cited publications are the
most relevant ones, the link structure of the web can be used to identify popular
pages and increase the relevance of search engine results (Page et al., 1999).
2.1.3.3 Duplication
Some contents are exact duplicates of others available at diﬀerent URLs. The
existence of duplication on the web has been studied to syntactically cluster web
pages (Broder et al., 1997), identify near-replicas (Shivakumar & Garcia-Molina,
1999) and ﬁnd sites with mirrored content (Bharat & Broder, 1999). In fact, a
few sites are responsible for most of the duplicates (Douglis et al., 1997; Mogul,
1999a). Table 2.2 presents a comparison of the duplication levels found in several




Study Page Site size
size (KB) (Nr. of pages)
Woodruﬀ et al. (1996) 4.4 -
Smith (1997) 5 300
Broder et al. (1997) 5 -
Lawrence & Giles (1999) 18.7 289
Mogul (1999a) 9.5 -
Punpiti (2000) 9.8 90
Boldi et al. (2002a) 12.9 -
Kelly & Mogul (2002) 17 -
O'Neill et al. (2003) 10-20 441
Bent et al. (2004) 9 -
Nanavati et al. (2004) 22 -
Castillo (2004) 16 67
Baeza-Yates et al. (2005) - 52
Table 2.3: Size comparison.
The detection of partial duplication has been studied to detected plagiarized
documents yielding good accuracy results (Brin et al., 1995; Finkel et al., 2002;
Shivakumar & Garcia-Molina, 1995). However, the presented methods are too
demanding to be applied to large collections of documents.
2.1.3.4 Size
The storage capacity of a WWh must be dimensioned according to the size of the
contents and sites that will feed it. However, the estimation of these parameters
may not be straightforward, because studies executed approximately at the same
time present contradictory results. For instance, Table 2.3 shows that Lawrence
& Giles (1999) observed an average page size of 18.7 KB, while Mogul (1999a)
obtained approximately half of that value. The main diﬀerence between the two
studies was that the ﬁrst one used crawled samples, while the former used a web
proxy trace. On the other hand, Punpiti (2000) obtained an average page size
close to Mogul (1999a), although they used crawled samples.
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Author Scope First Lang. Second Lang.
Punpiti (2000) Thailand English (66%) Thai (<50%)
Boldi et al. (2002a) Africa English (74.6%) French (7.33%)
O'Neill et al. (2003) World English (72%) German (7%)
Castillo (2004) Chile Spanish (71%) English (27%)
Baeza-Yates et al. (2005) Spain Spanish (52.4%) English (30.7%)
Table 2.4: Language comparison.
2.1.3.5 Language
Language can be a determinant criterion to deﬁne the portion of the web that
will feed a WWh. In the early days of the web, pages were almost exclusively
written in English. Later, people began publishing contents in their native lan-
guages at a fast pace (Funredes, 2001; Grefenstette & Nioche, 2000). Table 2.4
presents a comparison of the dominant languages on diﬀerent portions of the web.
Nonetheless, from 1999 to 2002, English maintained a share of 72% of the pages
publicly available on the wide-web (O'Neill et al., 2003). Besides the historical
background of the web, there are two main reasons for the dominance of this lan-
guage. First, most sites originate from the United States (49% in 1999, 55% in
2002). Second, natural speakers of languages that are not widely known tend to
write contents in English to increase the visibility of their pages (Punpiti, 2000).
2.1.4 Information persistence
Most web data is ephemeral. However, there is persistent information. The
persistence of web data should be considered in the design and operation of
WWh because it repeatedly collects and stores information from the web.
Capacity planning. A WWh is dimensioned based on the estimated amount
of data to process. A WWh designed to harness billions of contents has
diﬀerent requirements than a smaller one. The identiﬁcation and reuse of





Brewington & Cybenko (2000) 100 days 50%
Cho & Garcia-Molina (2000a) 1 day 77%
Fetterly et al. (2003) 7 days 65%
Ntoulas et al. (2004) 1 year 10%
Table 2.5: Content persistence on the web.
Author Age URL
persistence
Koehler (2002) 1.9 years 50%
Cho & Garcia-Molina (2000a) 1 month 70%
Fetterly et al. (2003) 2.8 months 88%
Ntoulas et al. (2004) 1 year 20%
Table 2.6: URL persistence on the web.
Scheduling maintenance operations. A WWh periodically refreshes its data
and prunes stale information. These operations are costly and their schedul-
ing should be optimized considering the persistence of web data.
AWWh that daily harvests a portion of the web could increase its performance
by avoiding the redundant download of contents that have not changed since the
last harvest. This could be achieved through the estimation of the contents
frequency of change referenced by an URL based on its past changes (Cho &
Garcia-Molina, 2003). Unfortunately, historical data for most web resources is
not available. It is also diﬃcult to gather enough historical data on the data
referenced by a given URL because the lifetime of URLs is short. There are new
URLs permanently being created while others disappear (Ntoulas et al., 2004;
Spinellis, 2003). The problem of URL persistence could be solved through the
usage of Universal Resource Names (URN), registered and maintained by the
holders of the Fully Qualiﬁed Domain Name registration (Daigle et al., 2002).
But so far, the existence of URNs is insigniﬁcant. National Libraries tried to
maintain URNs to selected publications, but the human intervention required
made URNs unbearable at web scale (Noronha et al., 2001).
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Author Age URL
persistence
Spinellis (2003) 1 year 80%
Markwell & Brooks (2003) 4.7 years 50%
Lawrence et al. (2000) 1 year 77%
Table 2.7: URL persistence on digital libraries.
Tables 2.5 and 2.6 present the obtained results in previous works on the per-
sistence of contents and URLs cited from pages. An URL is considered persistent
if the referenced content was successfully downloaded in two samples, indepen-
dently from content changes. A content is considered persistent if it was success-
fully downloaded in two samples independently from the URLs that referenced
it. The age of an URL or a content is the time elapsed between the samples. For
instance, in Table 2.5, Brewington & Cybenko (2000) gathered two samples of
the web with an interval of 100 days and observed that 50% of the contents in
the ﬁrst sample were still available on the second one.
Koehler (2002) examined the accessibility of a collection of 361 URLs ran-
domly selected from a crawl during 4 years and concluded that once a collection
has suﬃciently aged, it tends to stabilize. The author witnessed the periodic res-
urrection of pages and sites, sometimes after protracted periods of time. A reason
for this situation is that site domains are resold and URLs resurrect referencing
completely diﬀerent and unrelated contents.
Cho & Garcia-Molina (2000a) studied the frequency of change of pages by
harvesting a selection of 270 popular sites during 4 months on a daily basis,
summing a total of 720 000 pages. They proposed estimators for the frequency of
change of pages and counted how many days each URL was accessible to derive
its lifespan.
Fetterly et al. (2003) studied the evolution of pages by executing weekly crawls
of a set of 150 million URLs gathered from the Yahoo! home page (www.yahoo.
com). The study spanned 11 weeks in 2002. The authors focused on identifying
characteristics that may determine the frequency and degree of change of a page.




Ntoulas et al. (2004) studied the evolution of contents and link structure of 150
top-ranked sites picked from the Google directory for one year. They witnessed
high levels of birth and death of URLs and concluded that the creation of new
pages is a much more frequent cause of change on the web than changes in existing
pages.
Brewington & Cybenko (2000) studied the change rate of pages by recording
the Last-Modiﬁed timestamp and the time of download of each page accessed by
the users of a clipping service. This analysis ignored those pages not relevant to
the users' standing queries and the pages were observed over an average of 37 days.
The authors proposed a model to schedule web data refreshment operations.
The problem of URL persistence has been studied by the digital libraries
community, motivated by the increasing number of citations to URLs on scientiﬁc
publications (Lawrence et al., 2000). Table 2.7 presents the obtained results on
the persistence of URLs cited by articles in digital libraries. The methodology
used was to extract citations to URLs from archive documents over several years
and verify if they were still available. Changes to contents were not evaluated,
because the digital libraries did not keep copies of the cited documents.
Spinellis (2003) visited URLs extracted from research articles gathered from
the ACM and IEEE digital libraries. The author witnessed that one year after
the publication of the research articles, 80% of the cited URLs were accessible,
but this number decreased to 50% after four years.
Markwell & Brooks (2003) monitored 515 web pages from distance learning
courses for 24 months. During this time, the authors witnessed that over 20%
of the URLs became nonviable, moving without automatic forwarding or having
their content changed.
Lawrence et al. (2000) analyzed the persistence of information on the web,
looking at the percentage of invalid URLs contained in academic articles published
since 1993 within the CiteSeer database and validated them in May, 2000. They
studied the causes for the invalid URLs and proposed solutions for citing and
generating URLs to improve citation persistence.
The results suggest that the URLs cited from articles kept in digital libraries
tend to be more persistent than those cited from web pages.
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2.2 Crawling
Designing a crawler to harvest a small set of well-deﬁned URLs is simple. How-
ever, harvesting information spread across millions of pages requires adequate
selection criteria and system architectures. Most crawlers adopt distributed ar-
chitectures that enable parallel crawling to cope with the large size of the web.
Web warehouses use crawlers to extract data from the web. This section
presents crawler types and their operation. Then, it discusses architectural op-
tions to design a crawler and strategies to divide the URL space among several
crawling processes. Finally, it provides crawler examples and compares their
design and performance.
2.2.1 Crawler types and functioning
Crawlers can be classiﬁed in four major classes according to their harvesting
strategies:
Broad. Collect the largest amount of information possible within a limited time
interval (Najork & Heydon, 2001);
Incremental. Revisit previously fetched pages, looking for changes (Edwards
et al., 2001);
Focused. Harvest information relevant to a speciﬁc topic, usually with the help
of a classiﬁcation algorithm, to ﬁlter irrelevant contents (Chakrabarti et al.,
1999);
Deep. Harvest information relevant to a speciﬁc topic but, unlike focused crawlers,
have the capacity of ﬁlling forms in web pages and collect the returned pages
(Ntoulas et al., 2005; Raghavan & Garcia-Molina, 2001).
Although each type of crawler has speciﬁc requirements, they all present a
similar functioning. A crawl of the web is bootstrapped with a list of URLs,
called the seeds, which are the access nodes to the portion of the web to crawl.
For instance, to crawl a portion of the web containing all the contents hosted in
the .GOV domain, URLs from that domain should be used as seeds. Then, a
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crawler iteratively extracts links to new URLs and collects their contents. The
seeds should be carefully chosen to prevent the crawler from wasting resources
visiting URLs that do not reference accessible or relevant contents. They can be
gathered from diﬀerent sources:
User submissions. The seeds are posted by the users of a given service. How-
ever, many of them are invalid because they were incorrectly typed or ref-
erence sites still under construction;
Previous crawls. The seeds are extracted from a previous crawl. The main
problem of this source of seeds is that URLs have short lives and an old
crawl could supply many invalid seeds;
Domain Name System listings. The seeds are generated from domain names.
However, the domains reference servers on the Internet and some of them
are not web servers. So, the generated seeds may not be valid. Another
problem is that the lists of the top-level domains of the web portion to be
crawled are usually not publicly available.
2.2.2 Requirements
There are several types of crawlers. Although each one has speciﬁc requirements,
they all share ethical principles and address common problems. A crawler must
be:
Polite. A crawler should not overload web servers. Ideally, the load imposed
while crawling should be equivalent to that of a human while browsing. A
crawler should expose the purposes of its actions and not impersonate a
browser, so that webmasters can track and report inconvenient actions. A
crawler must respect exclusion mechanisms and avoid visits to sites where it
is not welcome. The Robots Exclusion Protocol (REP) makes the deﬁnition
of access rules on a ﬁle named robots.txt that is automatically interpreted by
crawlers (Koster, 1994). An author of an individual page can also indicate
if it should be indexed and if the links should be followed by a crawler
through the ROBOTS HTML meta-tag (The Web Robots Pages, 2005);
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Robust. The publication of information on the web is uncontrolled. A crawler
must be robust against hazardous situations that may aﬀect its performance
or cause its mal-functioning;
Fault tolerant. Even a small portion of the web is composed by a large number
of contents, which may take several days to be harvested. Crawlers fre-
quently present a distributed architecture comprising multiple components
hosted on diﬀerent machines. A crawler must be fault tolerant so that its
performance may degrade gracefully if one of its components fails, without
compromising the progress of the crawl on the remaining machines;
Able to collect meta-data. There is meta-data temporarily available only dur-
ing the crawl (e.g. date of crawl). A crawler should keep these meta-data
because it is often required by the WWh clients. For instance, the Content-
Type HTTP header ﬁeld identiﬁes the media type of a content. If this
meta-data element is lost, the content type must be guessed later;
Conﬁgurable. A crawler should be highly conﬁgurable to enable the harvesting
of diﬀerent portions of the web without suﬀering major changes;
Scalable. The crawl of a portion of the web must be completed within a limited
time and the download rate of a crawler must be adequate to the require-
ments of the application that will process the harvested data. A WWh that
requires weekly refreshments of data cannot use a crawler that takes months
to harvest the required web data. The download rate of the crawler is al-
ways limited by the underlying resources, such as the number of machines.
However, a crawler must be designed to scale its performance proportionally
to available resources;
Economic. A crawler should be parsimonious with the use of external resources,
such as bandwidth, because they are outside of its control. A crawler may
to connect the Internet through a large bandwidth link but many of the
visited web servers do not;
Manageable. A crawler must include management tools that enable the quick


















































Figure 2.1: Crawler architectures.
require human intervention. On the other hand, the actions of a crawler
may be deemed unacceptable to some webmasters. So, it is important to
keep track of the actions executed by the crawler for latter identiﬁcation
and correction of undesirable behaviors.
2.2.3 Architectural options
A crawler is composed by a Frontier that manages the URLs and the Crawling
Processes that iteratively harvest contents from the web and store them locally.
A Crawling Process (CP) iteratively gets a seed from the Frontier, downloads the
referenced content, parses it, extracts the linked URLs and inserts them in the
Frontier to be harvested. A crawl ﬁnishes when there are no seeds left to visit or
a limit date is reached.
A simple crawler can be assembled from only one CP and one Frontier. This
is what is known as an oﬀ-line browser. Simple crawlers like this are suitable for
storing local copies of sites by individual users. However, the download rate pro-
vided by this architecture is not scalable. Large-scale crawlers parallelize crawl-
ing using several Crawling Processes at the cost of increasing its complexity. The
URL space must be partitioned to enable parallel harvesting and the Crawling
Processes must be synchronized to prevent multiple harvests of the same URLs.
The Frontier is the central data structure of a crawler. Some URLs are linked
from many diﬀerent pages. Thus, every time a CP extracts an URL from a link
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embedded in a page, it must verify if the URL already existed in the Frontier
to prevent overlapping. This veriﬁcation is known as the URL-seen test and
demands permanent access to the Frontier (Heydon & Najork, 1999). There are
three approaches for organizing the Frontier:
Centralized. In this organization, the Crawling Processes share a single Global
Frontier (see Figure 2.1(a)). The URL-seen test is permanently being exe-
cuted on the Global Frontier by all the Crawling Processes. This architec-
ture is conceptually simple but the Frontier becomes a potential hot-spot
of the system;
Distributed. The Frontier is a cooperative set of Local Frontiers (see Fig-
ure 2.1(b)). There is not a central point of congestion because the URL-seen
tests are distributed by the Local Frontiers. However, the URL-seen test
imposes frequent synchronization among the Local Frontiers, which may
become a bottleneck;
Hybrid. The Frontier is distributed among several Local Frontiers that period-
ically synchronize with a central Global Frontier (see Figure 2.1(c)). This
approach does not concentrate the load of the URL-seen test on a single
component. It does not either require frequent synchronization among the
Local Frontiers. However, the design of the crawler is more complex than
with previous approaches.
2.2.4 Web partitioning and assignment
A partitioning function maps an URL to its partition. The main objective of
partitioning the URL space is to distribute the workload among the Crawling
Processes, creating groups of URLs that can be harvested independently. After
partitioning, each CP is responsible for harvesting exclusively one partition at a
time. The partitioning strategy has implications on the operation of the crawler.
In general, the following partitioning strategies may be considered:




Site partitioning. Each partition contains the URLs of a site. This partitioning
schema diﬀers from the above, because several sites may be hosted on the
same IP address (virtual hosts) and each will be crawled separately;
Page partitioning. Each partition contains a ﬁxed number of URLs indepen-
dently from their physical location. A partition may contain URLs hosted
on diﬀerent sites and IP addresses. Page partitioning is suitable to harvest
a selected set of independent pages spread on the web.
Initially, each partition contains only a set of seeds. A partition is assigned
to a CP that becomes responsible for harvesting the correspondent URLs. The
assignment process can be static or dynamic (Cho & Garcia-Molina, 2002).
In the static assignment, the partitions are assigned before the beginning of
the crawl. Each CP knows its partition and assigns the URLs extracted from
pages to the partitions responsible for their crawl. The static assignment imposes
that the number of Crawling Processes is constant during the crawl to guarantee
that all partitions are harvested. The partitions assigned to a CP would not be
harvested if it failed and could not be recovered. Moreover, one cannot increase
the number of Crawling Processes to accelerate a crawl, because all the partitions
were mapped to the initial set of Crawling Processes.
In the dynamic assignment, a central coordinator assigns the partitions dur-
ing the crawl. This approach supports having a variable number of Crawling
Processes. The performance of the system degrades if a CP fails, but this does
not compromise the coverage of the crawl. There are two strategies for dynamic
assignment according to the behavior of the coordinator:
Push. The coordinator sends partitions to the Crawling Processes. It keeps an
accurate state of the system to balance the load eﬃciently. The coordina-
tor is responsible for monitoring the set of active Crawling Processes and
contact them to assign partitions. So, it has the overhead of establishing
connections, detecting and managing possible failures of the Crawling Pro-
cesses. This approach enables the concentration of the crawler management
on a single component which facilitates administration tasks;
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Pull. The coordinator waits for requests of partitions to crawl by Crawling Pro-
cesses. It does not have to permanently monitor the system because the
Crawling Processes demand work on a need basis. The number of Crawling
Processes may be variable without imposing any overhead on the coordina-
tor because it simply responds to requests for uncrawled partitions.
2.2.5 Crawler examples
Web crawling has been receiving increasing interest from the research community
since Brian Pinkerton presented the WebCrawler (Pinkerton, 1994).
Heydon & Najork (1999) presented a detailed description of the architec-
ture and implementation of a broad crawler named Mercator, exposing situations
hazardous to crawling found on the web. Later, Broder et al. (2003) investigated
URL caching techniques to improve the detection of visited URLs in Mercator.
The Googlebot is present in the Google original research paper (Brin & Page,
1998). The WebBase crawler was a result of the continuation of that academic
project (Cho et al., 2004).
Silva et al. (1999) described the CobWeb crawler, one of the components of a
search engine for the Brazilian web that used proxy servers to reduce implemen-
tation costs and save network bandwidth when updating a set of documents.
Boldi et al. (2002b) presented the Ubicrawler, giving special attention to its
fault tolerance and scalability features.
Shkapenyuk & Suel (2002) presented the design and implementation of a high
performance distributed crawler named Polybot.
Yan et al. (2002) presented the architectural design and evaluation of the
Webgather crawler aimed to collect pages hosted in Chinese IP addresses.
The Kspider is a cluster based web crawler (Koht-Arsa, 2003; Sanguanpong
& Koht-Arsa, 2003). Its authors presented technical optimizations and studied
the partitioning of URLs among the Crawling Processes to ensure load balancing
and avoid overloading the visited web servers.
Castillo (2004) discusses eﬀective crawling techniques, presenting a crawler's
implementation and the results obtained in several experiments performed while
harvesting the Chilean web.
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Crawler Frontier Partitioning Assignment Meta- Focused
name data crawls
Googlebot centralized ? ? no no
Kspider distributed page static no no
Mercator distributed site static yes no
Polybot distributed page dynamic-push no no
Ubicrawler distributed site dynamic-? no no
WebBase hybrid site dynamic-push no no
Webgather distributed IP static no no
Table 2.8: Crawler design options.
The Internet Archive introduced an open-source web crawler called Heritrix,
specially designed to collect and archive large collections of documents from the
web (Mohr et al., 2004).
Cho et al. (1998) studied how to order a ﬁxed set of URLs so that the most im-
portant pages could be crawled ﬁrst, implemented an incremental crawler (Cho &
Garcia-Molina, 2000a), proposed and evaluated several architectural alternatives
(Cho & Garcia-Molina, 2002).
2.2.5.1 Design comparison
Table 2.8 compares the design of some of the crawlers described in previous works.
In the Googlebot, the Frontier is centralized on a single URL server that
distributes URLs among a set of Crawling Processes.
The Kspider is composed by a cluster of Crawling Processes that collabora-
tively maintain the Frontier and harvest the web. The URL space is partitioned
uniformly among the Crawling Processes through the application of a hash func-
tion on the URLs. However, each CP groups the URLs hosted on the same site to
enable the reuse of connections. When a CP ﬁnds an URL that does not belong
to its partition, it sends it to the correspondent CP.
The Mercator crawler distributes the URLs to visit among several Crawling
Processes that communicate using TCP. The URL space is divided using a site
partitioning strategy.
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In the Polybot crawler, the Frontier is distributed among a set of inter-
communicating Crawling Applications and the URL space is partitioned uni-
formly through a hash function. The Crawling Applications send packets of
URLs to the Crawl Manager, which assigns each one of them to a Downloader
that crawls it. The Crawler Manager ensures that courtesy pauses are respected,
caches DNS lookups and robots exclusion ﬁles. The communication among the
processes is done through a NFS-mounted ﬁle system.
The Ubicrawler is composed by inter-communicating agents responsible for
managing the Frontier and crawling the web. The assignment is dynamic, but
there is not a central node of coordination because it is achieved through con-
sistent hashing. Inside each agent, the URLs are partitioned per site among the
threads, each one dedicated to visiting a single site. The number of agents can
vary during the crawl, which makes Ubicrawler robust to failures and able to to
increase download rate with additional agents. It is unclear if the agents pull
URLs to crawl or if they are pushed from other agents.
The Webgather is composed by a static set of Main Controllers that com-
municate among each other to jointly manage the Frontier. The URL space is
partitioned among the Main Controllers in the beginning of the crawl through
the application of a hash function to the IP addresses of the machines to visit (IP
partitioning strategy). Each Main Controller has an associated Gatherer that is
responsible for crawling the web.
In the WebBase crawler, the URL space is partitioned by site. The Crawling
Processes pull seeds from a central point of coordination named the Seed-URL
Dispenser. The management of the Frontier is hybrid. The Seed-URL Dispenser
manages the seeds and each CP manages the URLs extracted from the harvested
pages. A CP harvests several sites simultaneously. To prevent DNS resolution
from becoming a bottleneck during the crawl, all the site names are resolved in
advance and the correspondent IP addresses are kept along with the seeds. How-
ever, this approach was time-consuming: it took three days to resolve 310 000
domain names and imposed a heavy continuous load on the DNS servers. The
WebBase crawler only harvests the sites contained in the seeds list. The links to
new sites found during the crawl are not harvested, they are added instead as
seeds of the following crawl. This approach simpliﬁes the crawling task because
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experimental results that support the design decisions we made for some components, and in addition, present overall
performance results for the system as a whole.
While members of our group have written papers on various aspects of Web repositories (gathering the data, index-
ing it, etc.; see related work in Section 5), this paper is the first paper that describes the running WebBase system itself,
and the lessons learned. Our earlier papers used data gathered by WebBase for experiments, or studied algorithms in
a general context. This paper, on the other hand, describes the actual implementation and its specific performance.
We start by giving a general overview of WebBase. WebBase includes a (i) Crawler Module, (ii) a distributed
Indexing Engine that creates both text and link-related indexes, (iii) a Storage Module that stores the crawled pages,
(iv) a Query Engine, and (v) a high-volume Web-page Distribution Module.
Fig. 1. WebBase Architecture
Figure 1 shows the WebBase architecture. Multiple crawlers retrieve HTML text pages or other files from the
Web and deposit them in the Page Repository. (The crawlers are described in Section 2.) From there the pages are
routed on demand to the Multicast Module, which manages the stream distribution. While this module currently
establishes point-to-point links to deliver its feeds, the intent is eventually to dynamically combine destinations with
similar stream content into multicast networks that can be efficiently serviced through a single stream.
As we will discuss in more detail in Section 4, the clients of the Multicast Module can be remote. This feature makes
it possible for researchers worldwide to obtain WebBase data, and use it in the development of new search and analysis
algorithms. Using WebBase saves researchers the tedious, time consuming, and expensive process of collecting Web
data on their own, allowing them to focus on their research instead. WebBase has already been used in this mode
for many purposes, including large-scale link-distribution analysis; the preservation of government Web pages (which
are highly ephemeral); project-based teaching of Web-search technology; and the construction of vocabulary usage
distribution statistics for Web materials.
Note that the lower two clients of the Multicast Module feed the repository contents right back into the core of
WebBase, namely to the Indexer Module and the Analysis Module. This mechanism simplifies the design, since
there is only one way that content is extracted from the repository, even for indexing.
Figure 2.2: WebBase architecture (source: Cho et al. (2004)).
there is no exchange of URLs between the Crawling Processes, thus, no nee for
synchronization betwe n the parts of the Frontier managed by the . However,
this approach req ires a exhaustive list of s eds that covers completely the por-
tion of the web that will be harvested. For instance, t crawl all the sites from
th .COM domain, the We Base crawler requires seeds for all the sites registered
under this domain.
2.3 Web Warehousing projects
The interest in Web Warehousing has grown in the last years. The emergence
of the web as a main source of information and the economical success of web-
based companies, such as Am zon, Google and Yahoo!, raised the interest in Web
Warehousing pr jects by commercial and acad mic institutions. This section
describes state-of-the-art Web Warehousing projects.
2.3.1 Stanford WebBase
The Stanford WebBase project aims to study eﬀective algorithms for the acqui-
sition, storage and indexing of large-scale web collections (Cho et al., 2004). The
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researchers involved in the project described the architecture of a repository of
pages (Hirai et al., 1999) and how to select and refresh them (Cho, 2001; Cho &
Garcia-Molina, 2000b, 2002).
As experimental setup, the researchers developed a WWh that periodically
harnesses web data. The architecture of the WebBase system is presented in
Figure 2.2. The Crawlers harvest contents from the web and store them in a Page
Repository. The Multicast Module distributes the stored pages among the clients
trough streaming. These streams also feed the Indexer and Analysis Modules
that construct indexes on the web data. The WebBase API and Query Engine
enable the execution of queries over the stored data combining information from
several indexes.
The WebBase WWh has been used by research and teaching organizations
world-wide, mostly for research in web characterization and linguistic analysis
(Boldi & Vigna, 2004; Richardson & Domingos, 2002; Sydow, 2004). The main
advantage of using this WWh was that the researchers did not have to crawl the
web to begin their studies.
2.3.2 WebFountain
IBM developed a similar project called WebFountain to perform large-scale analy-
sis of texts (Gruhl et al., 2004; McCurley & Tomkins, 2004). Over 300 researchers
worldwide were involved in this project during four years.
The Semantic Web envisions the creation of machine-interpretable web data
that enhances the extraction of knowledge from it (W3C, 2004). However, its
implementation has been slow due to the divergence of standards and formats.
The WebFountain project developed systems to enable the automatic generation
of semantic annotations from the existent contents: the Seeker is a platform for
large-scale text analytics and SemTag is an application written on that platform
to perform automated semantic tagging on pages (Dill et al., 2004). The Seeker
architecture includes a centralized storage node, a full-text indexer, a scalable
crawler and a query processing component named the Joiner. The analysis agents
are applications that run within the Seeker environment. They were classiﬁed in
two classes:
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Alexa Web Search Platform  
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Below is a high-level view of the basic architecture of the Platform. Though not to scale, the primary components with 
which users interact are all represented. 
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Note the following: 
 
 The Portal and the Interactive Nodes  are both accessible to registered users.  
 
 The Compute Cluster is key to enabling users to process data efficiently. Note that while both the Data Store 
and User Store are accessible from the Compute Cluster, only the User Store is accessible from the interactive 
nodes.  
 
 Access to compute nodes is granted only during active reservations - see the dashed line between the 








This Platform system components are:  
 
 Data Store 
 
 User Store  
 
 Compute Cluster  
 
Figure 2.3: Architecture of the Alexa Web Search Platform (source: Sherfesee &
O'Driscoll (2005)).
Annotators: process each content independently to generate meta-data;
Miners: require the processing of several contents in conjunction to extract ad-
ditional information.
The characteristics of the web graph and the algorithms used to harness it
were thoroughly studied during the WebFountain project (Eiron et al., 2004;
Kumar et al., 2000, 2005).
2.3.3 Alexa Web Search Platform
The Alexa Web Search Platform (AWSP) is a commercial application that pro-
vides access to a vast crawl of the web (Sherfesee & O'Driscoll, 2005). Users
can process contents using the AWSP tools and hardware infrastructure. The
workﬂow begins with the deﬁnition of the portion of contents to process. Then,
the user writes an application to extract the desired information, runs it and
ﬁnally collects the results as an XML feed. The obtained results can be viewed
interactively, transferred or published as a new service.
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Figure 2.3 presents the AWSP architecture. The Data Store aims to keep an
up-to-date snapshot of the web, containing contents and meta-data. The contents
are kept for six months and are then replaced with new ones. The User Store
provides storage space where the users can keep their private data, such as source
code, applications or results from content analysis. The users can also use a
part of their storage space to share information with other users. The Compute
Cluster is a set of collaborative computers that enable the parallel execution of
user tasks. The Interactive Nodes are computers that can be accessed exclusively
by a single user. The Portal is the gateway to access the Alexa AWSP, where
users can manage their accounts and reserve resources to run their jobs.
2.3.4 Whoweda
Bhowmick et al. (2003) motivated the necessity of web warehouses with the diﬀer-
ences existent between web data and the relational data that usually feeds data
warehouses. They proposed a WWh architecture and focused on the coupling
engine and the web manipulator modules. The coupling engine is responsible
for extracting relevant data from multiple sites and storing it in the WWh. The
web manipulator is responsible for manipulating the integrated data. The main
purpose of the research was to explore a data model and query language for
representing and storing relevant data from the web.
Query languages and access methods are important tools to harness web data.
However, the assumptions made in this research did not reﬂect the characteristics
of web data and may jeopardize the application of its contributions in practice.
For instance, the authors assumed that the web was composed by well-formed
HTML or XML documents (formatted according to the speciﬁcation), or plain
texts. Pages dynamically generated were not considered within the scope of the
work and peculiar characteristics of web data, such as duplication, were also not
addressed. Several experimental studies contradict these assumptions. Around
30% of the documents on the web are not HTML (Heydon & Najork, 1999), the
number of XML ﬁles published on the web is not signiﬁcative (Abiteboul et al.,
2000), most of the web pages are not well-formed (Woodruﬀ et al., 1996), there are
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much more dynamically generated web pages than static ones (Handschuh et al.,
2003) and duplication is pervasive on the web as it was shown in Section 2.1.3.3.
2.3.5 Search engines
Search engines were the ﬁrst systems to implement large-scale web warehouses.
A research paper describes the original architecture of the Google search engine
when it was still an academic project (Brin & Page, 1998). Notably, after the
commercial success of this search engine, several papers continued to describe
its functioning. The architecture of the 15 000 commodity class PCs that com-
pose the Google search engine was described by Barroso et al. (2003) as well as
the software components specially developed to fulﬁll the needs of a large-scale
search engine (Ghemawat et al., 2003). Dean & Ghemawat (2004) presented the
Google's MapReduce programming model created to simplify the data processing
on large clusters of machines. A programmer just needs to write two functions:
the map function that processes a key/value pair to generate a set of intermediate
key/value pairs and; the reduce function that merges all intermediate values asso-
ciated with the same intermediate key. The run-time system partitions the input
data, schedules the program execution across the cluster, guarantees fault toler-
ance and manages inter-machine communication enabling programmers without
experience in distributed systems to execute tasks in a distributed fashion (Pike
et al., 2005).
Hadoop is an Apache Software Foundation project that implemented an open-
source framework for running applications based on the MapReduce programming
model (The Apache Software Foundation, 2006). Hadoop also provides a fault-
tolerant distributed ﬁle system to store data across several machines. It was
successfully tested on a cluster of 620 storage nodes. Hadoop was originally part
of the Nutch project that created open source web-search software (Cafarella &
Cutting, 2004). Later, it became an independent project.
Lifantsev & Chiueh (2003) presented the design, architecture, implementation
and performance measurements of the Yuntis search engine prototype. Yuntis was
developed as an academic project for three years. The authors used Yuntis to
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evaluate a voting model for assessing quality and relevance of pages (Lifantsev,
2000).
Search engines can be divided in two classes according to the data they har-
ness:
Broad. Harvest the largest amount of pages or the most popular ones on the web
within a limited time interval, independently from the subjects addressed
in them;
Topical. Harvest information relevant to a speciﬁc topic from the web, usu-
ally with the help of a classiﬁcation algorithm, to ﬁlter irrelevant contents
(Chakrabarti et al., 1999; Qin et al., 2004). A topical search engine may
be designed to fulﬁll the requirements of a given community of web users,
such as a national community (Almeida & Almeida, 2004).
Independently from their scope, search engines face similar design problems
that must be addressed according to the characteristics of the portion of the
web that is indexed, such as avoiding duplicated data from being harvested and
presented as diﬀerent search results (Henzinger et al., 2002; Patterson, 2004).
2.3.6 Web archives
A web archive stores and enables access to web data for historical purposes. These
data must be periodically processed to ensure its preservation and accessibility.
The Internet Archive was the pioneer web archive system and it has been
executing broad crawls of the web since 1996 (Kahle, 2002). Currently, there
are 16 countries with well-established national web archiving programs (National
Library of Australia, 2006).
The National Library of Australia founded its web archive initiative in 1996
(Phillips, 2003). It developed the PANDAS (PANDORA Digital Archiving Sys-
tem) software to periodically archive Australian online publications, selected by
librarians for their historical value.
The British Library leads a consortium that is investigating the issues of
web archival (Consortium, 2006). The project aims to collect and archive 6 000
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selected sites from the United Kingdom during two years using the PANDAS
software. The sites have been stored, catalogued and checked for completeness.
The MINERVA (Mapping the INternet Electronic Resources Virtual Archive)
Web Archiving Project was created by the Library of the Congress of the USA and
archives speciﬁc publications available on the web that are related to important
events, such as an election (The Library of Congress, 2006).
In December 2004, the Danish parliament passed a new legal deposit law that
calls for the harvesting of the Danish part of the web for the purpose of preserving
cultural heritage and two libraries became responsible for the development of the
Netarkivet web archive (Christensen, 2005).
The legal deposit of contents in France will be divided among the Institut
National de l'Audiovisuel (INA) and the National Library of France (BnF). Dru-
geon (2005) presented a detailed description of the system developed to crawl and
archive speciﬁc sites related to media and audiovisual. The authors estimated
that INA will be responsible for the periodic archive of 10 000 to 15 000 sites.
The BnF will be responsible for the archive of online writings and newspapers
and preliminary work in cooperation with a French national research institute
(INRIA) has begun (Abiteboul et al., 2002).
The National Library of Norway had a 3-year project called Paradigma (2001-
2004) to ﬁnd the technology, methods and organization for the collection and
preservation of electronic documents (Albertsen, 2003). The main objective of
this project was to provide access to the archived data to the library's users.
The NEDLIB project (1998-2000) grouped national libraries from several
countries and had the purpose of developing harvesting software speciﬁcally for
the collection of web resources for an European deposit library (Hakala, 2001).
The Austrian National Library together with the Department of Software Tech-
nology at the Technical University of Vienna, initiated the AOLA project (Aus-
trian On-Line Archive) (Rauber et al., 2002). The goal of this project is to build
an archive by periodically harvesting the Austrian web. The national libraries of
Finland, Iceland, Denmark, Norway and Sweden participate in the Nordic Web
Archive (NWA) project (Hallgrímsson & Bang, 2003). The purpose of this project
is to develop an open-source software tool set that enables the archive and access
to web collections.
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There were researchers that contributed with the study of systems to be used
in web archiving. Crespo & Garcia-Molina (1998) proposed a multi-layer archi-
tecture formed by a federation of independent, heterogeneous and collaborative
sites that ensured the preservation of documents and relationships among them,
through a replication schema. Later, this architecture was used in the Stanford
Archival Repository Project where simulators were included to evaluate the ef-
fectiveness of an archive over a long time span (Cooper et al., 2002). Burkard
(2002) presented a web archival system based on a Peer-to-Peer architecture called
Herodotus. You & Karamanolis (2004) evaluated of compression ﬁle techniques
to eﬃciently archive web data.
2.4 Conclusions
This chapter presented previous works on web characterization, crawling and Web
Warehousing systems. Research in these ﬁelds remains active because the web
is permanently evolving. New models are required to reﬂect the current state of
the web, crawlers have to select and harvest larger amounts of data and eﬃcient
Web Warehouses are required, because they became essential tools to extract
knowledge from web data.
Web warehouses are usually loaded with a portion of the web relevant to a
community of users. Several web characterization studies showed that the web
is composed of distinct portions with peculiar characteristics. It is important to
accurately deﬁne the boundaries of these portions and model them, so that the
design of a WWh can reﬂect the characteristics of the data it will store. The
methodology used to sample the web inﬂuences the derived characterizations.
Hence, the samples used to model a portion of the web must be gathered using
a methodology that emulates the extraction stage of the web data integration
process. As most web warehouses use crawlers to extract information from the
web, this is the most adequate sampling method.
Previous works focused on architectural aspects of web crawlers and ware-
houses. There are high-performance crawlers that enable the quick refreshment
of the data kept in a WWh. Web Warehousing projects produced complete sys-
tems able to harvest, store and provide access to large amounts of web data.
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However, most research in these domains has assumed that the web is uniform,
an assumption not supported by the results obtained in web characterization
studies.
This thesis discusses how the characteristics of a portion of the web could
inﬂuence the design of a WWh. The next two Chapters present a model for a
national web. They discuss how the crawling process can bias a web characteri-






properties of a national web
The web can be characterized from multiple perspectives using numerous metrics.
This is a challenging task, mainly because of its heterogeneity, large dimension
and permanent evolution (Leung et al., 2001). Producing a feasible general char-
acterization is hard, and some statistics derived from the analysis of the global
web may not hold as one scales down to more restricted domains. The web
has portions with speciﬁc characteristics that, given their small presence, do not
become visible in a general web characterization. However, these portions can
be of interest to large communities, such as those representing national or cul-
tural groups. Additionally, characterizing a small partition of the web is quite
accessible and can be done with great accuracy.
In general, a Web Warehouse (WWh) is populated with contents relevant
to a given community of users corresponding to a portion of the web. As a
result, a characterization of the portion of the web to be warehoused is crucial
to eﬃciently design and manage a WWh. The results presented in the previous
chapter showed that the web is not uniform and there are portions of it with
peculiar characteristics.
The Portuguese Web, broadly deﬁned as the set of contents of cultural and
sociological interest to the people of Portugal, was used in this thesis, as a case
study. It has been extensively characterized and crawled to feed a WWh between
2003 and 2006.
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NATIONAL WEB
This chapter presents a detailed characterization of the Portuguese Web. As
the methodologies used to gather web samples can inﬂuence a web characteriza-
tion, crawling was used to sample the web, because it is the most commonly used
web data extraction process. However, the crawler conﬁguration can also inﬂu-
ence a web characterization. This chapter details the adopted crawling policy and
shows how the crawling and data analysis processes can strongly inﬂuence other
statistics. The statistics themselves are interesting to anyone who manipulates
these data or will compare them with future characterizations. In addition, the
identiﬁcation of meaningful statistics for a community web characterization and
the methods used to gather and interpret the collected data could be useful to a
wider audience those interested in the Portuguese Web in particular.
This chapter is organized as follows: Section 3.1 discusses selection criteria for
delimiting the boundaries of the Portuguese Web as a crawling policy. The fol-
lowing section describes the experimental setup used to derive the web character-
ization. Section 3.3 presents the obtained model of the Portuguese Web, detailing
the characteristics of its sites, contents and link structure. Finally, Section 3.4
presents the main conclusions derived from the experience of characterizing the
structural properties of the Portuguese Web.
3.1 Identifying the boundaries of a national web
The identiﬁcation of a community web is not always obvious, despite of available
methods that can be used to identify its sites (Flake et al., 2000). A precise
deﬁnition of which contents should constitute a community web is in general
hard to obtain and is conditioned by the rules and resources used.
A country's web is interesting to communities of users that are interested
in information with a national scope. For instance, when users look for the
"National Library" site, they want to ﬁnd the site of the library of their country.
Empirically, a national web is the set of contents that contain information related
to a given country. However, this deﬁnition is subjective and therefore hard to
be translated into machine-understandable heuristics.
The country-code Top Level Domains (ccTLD) are delegated to national man-
agers to fulﬁl the local requirements. Thus, sites with domain names under a
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ccTLD should be included in a national web. However, due to the strict legal
requirements and costs for domain registrations imposed in some countries for do-
main registrations, many sites containing information related to a national web
are registered under general purpose Top Level Domains (gTLD), such as .COM.
To overcome this problem, a national web could also include contents hosted on
IP addresses that are physically assigned to a given country (Baeza-Yates et al.,
2005). However, the physical location of an IP address is provided by databases,
such as the RIPE Network Management Database (RARE, 1992), that sometimes
provide erroneous locations for IP addresses. Moreover, due to the global nature
of the Internet, publishers tend to use the hosting services that provide better
prices, independently from the physical location of their servers. Therefore, sites
with gTLDs hosted on foreign IP addresses are not part of a national web accord-
ing to this deﬁnition. Some languages, such as Swedish, are spoken in a single
country in the world. In these cases, a national web can be identiﬁed as the set
of contents written in a given language (Albertsen, 2003). However, other lan-
guages, such as English or Portuguese, are spoken in several diﬀerent countries
and cannot be considered a deﬁning criterion for a national web. The WHOIS
databases contains contact information about the owners of domain names or IP
addresses (Harrenstien et al., 1985). Therefore, they could be used to identify
sites owned by people of a given country. However, there are domain owners that
provide subdomains to host foreign sites, such as blogspot.com, in these cases
the contents of the sites are not related to the domain owners.
One could consider a national web as the union of the sites identiﬁed by all the
presented heuristics. Probably, this approach would a achieve a good coverage of
a national web. On the other hand, it would include contents that users would
not consider as belonging to a given national web. The automatic identiﬁcation
of national webs is interesting to relatively large communities of users. However,
it is not straightforward to achieve.
3.1.1 Deﬁnition of the Portuguese Web
The Portuguese Web is broadly deﬁned as the set of contents containing informa-
tion related to Portugal or of major interest to the Portuguese people. As deﬁning
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rule, a content was considered as part of the Portuguese Web if it satisﬁed one of
the following conditions:
Condition 1: hosted on a site under the .PT domain;
Condition 2: hosted on a site under the .COM, .NET, .ORG or .TV domains,
written in Portuguese and with at least one incoming link originating in a
page hosted under the .PT domain.
This deﬁnition aims to be easily set as a crawling policy and to guarantee that
the crawler obtains the best coverage of the Portuguese Web.
Condition 1 goal is to include the sites that form what was considered the
core of the Portuguese Web. A list of the most popular sites, accessed from the
homes of a panel of Portuguese users, during 2002 and 2003, showed that 49.5%
of the sites were hosted under the .PT domain (Marktest, 2003).
Condition 2 goal is to include the increasing number of Portuguese sites that
are registered outside the .PT domain (Zook, 2000). Previous work showed that
the link structure of the web can be used to deﬁne communities (Flake et al.,
2000; Gibson et al., 1998). Condition 2 assumes that the probability of a site
hosted outside the .PT domain belonging to the Portuguese Web community
decreases as the number of hops in the web graph to the core increases. So, in
order to restrict the inclusion of sites outside the .PT domain to those with the
highest probability of being part of the Portuguese Web, the number of hops
was limited to 1. Condition 2 imposes that only contents directly linked from a
site hosted under the .PT domain are part of the Portuguese community web.
However, Brazilian contents linked from the .PT domain and hosted under the
allowed domains, such as .COM will still be considered as part of the Portuguese
Web.
3.1.2 Finding contents outside the ccTLD
A deﬁnition of a national community web has an implicit geographical context.
An experiment was conducted with the purpose of comparing the coverage of
the Portuguese community web outside the .PT domain (Condition 2) with three
alternative heuristics that used tools to assign geographic context data for sites.
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DNS LOC. Geographic information for the sites could be obtained by querying
a special DNS record (LOC) that carries location information about hosts,
networks, and subnets (Davis et al., 1996). A site was considered as part
of the Portuguese Web if the DNS LOC located it in Portugal;
Geographical tools. Two commercial tools, Ip2location (Hexa Software Devel-
opment Center, 2003) and Maxmind (Maxmind LLC, 2003) have been used
to extract a geographical location for a site. A site was considered as part
of the Portuguese Web if the tool returned that the site was located in Por-
tugal. For two submissions of the same site, Maxmind returned diﬀerent
results. Except for this situation, both tools presented the same results,
which suggests that they are based on the same data;
WHOIS database. This heuristic consisted on accessing a WHOIS database
to identify the Portuguese sites. For each site, the contact address for the
correspondent domain registrant was obtained. If this address was located
in Portugal, the site was considered as part of the Portuguese Web.
The experimental data set was composed by the following list of 25 Por-
tuguese sites hosted outside the .PT domain informally suggested by a group of
Portuguese users in 2003. The suggested sites were humanly examined to verify
if their contents were related to the Portuguese community. All the sites were
written in Portuguese and referred to distinct subjects, such as sports, humor or
radio.
The deﬁnition of the Portuguese Web described in the previous section, based
on language identiﬁcation and the link structure of the web, was validated by
checking if the sites had at least one incoming link from a site hosted under
the .PT domain. The search engines Google (Google, 2003) and AllTheWeb
(Overture Services Inc., 2003) were used to identify pages that link to the sites.
Table 3.1 presents the results given by the four heuristics to identify Por-
tuguese contents outside the .PT domain.
None of the sites had an associated DNS LOC record.
The geographical tools identiﬁed only 44% of the Portuguese sites, although
they always returned an answer to the location requests. 76% of the Portuguese
sites were identiﬁed through the registrant information.
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Heuristic % sites identiﬁed
DNS LOC 0%
Geographical tools 44%
WHOIS registrant address 76%
Language and links 82%
Table 3.1: Comparison between alternative deﬁnitions of the Portuguese Web
for a sample of 25 sites.
The WHOIS database did not contain the information regarding the requested
domain for 24% of the sites. For some of these cases, the registrant information
was found on another WHOIS server. As there is not a central WHOIS database,
the registrants information is distributed over the several registrars, which causes
inconsistencies among WHOIS databases. The registrant address revealed to be a
precise method to identify Portuguese sites outside the .PT domain. All the sites
in the list which had a WHOIS record available were correctly identiﬁed. There-
fore, the WHOIS databases could be the solution to the problem of distinguishing
Brazilian sites from Portuguese sites outside the .PT domain. However, most of
the WHOIS databases are not publicly available or explicitly forbid their access
by automated programs, which collides with the purpose of having a deﬁnition
of the Portuguese Web that can be implemented as a crawling policy. There are
several record formats in use, which also makes it diﬃcult to automatically pro-
cess WHOIS records. Additionally, some of the companies that provide hosting
services put distinct sites identiﬁed by sub-domains under the same domain and
the WHOIS registries only keep information about second-level domains. This it
is a serious restriction considering, for instance, all the Portuguese Blogs hosted
under blogspot.com. Hence, this heuristic excludes from the Portuguese Web
many Portuguese sites hosted outside Portugal.
82% of the suggested sites would be included in the Portuguese Web using
the initially proposed deﬁnition of the Portuguese Web: they were written in the





This section describes the crawler conﬁguration and the data set used to derive
a characterization of the structural properties of the Portuguese Web.
3.2.1 Crawler conﬁguration
Crawlers are conﬁgured according to the purpose of the data they gather. The
crawler was conﬁgured to get the most textual contents as possible from the
Portuguese Web, under the minimum set of constraints that ensure an acceptable
performance, considering the resources available and the need to make it robust
against the anomalies found on the web.
A content was considered to be valid if it was part of the Portuguese Web, as
deﬁned in the previous section. In addition, the following crawler conditions had
to be met:
Multiple text types. The crawler harvested not just pages, but also contents
of common MIME application types that it could convert to text. Accepted
MIME types are: text/html, text/richtext, text/tab-separated-values, tex-
t/plain, text/rtf, application/pdf, application/rtf, application/x-shockwave-
ﬂash, application/x-tex, application/msword, application/vnd.ms-excel, ap-
plication/excel, application/mspowerpoint, application/powerpoint and ap-
plication/vnd.ms-powerpoint;
URL depths less than 6. The crawler followed at most ﬁve links in breadth-
ﬁrst search order, from the seed of the site until it reached the referenced
content. When crawling a site, any link found to a diﬀerent site was set
as a seed to that site. This way, any page with a link originated on a .PT
domain would be visited, including Portuguese subsites hosted on foreign
countries. Consider for instance, the site www.yahoo.com and its Portuguese
subsite www.yahoo.com/users/myPortugueseSite/. If the crawler had vis-
ited only the seed www.yahoo.com, it would had identiﬁed that the site was
not part of the Portuguese Web, and exited without ﬁnding the Portuguese
subsite;
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Contents downloaded in less than one minute. This prevents very slow web
servers from blocking the progress of the crawl;
Contents size under 2 MB. This prevents the download of very large ﬁles
available on the web, such as database dumps.
3.2.1.1 Spider trap biasing and mitigation
A crawler trap is a set of URLs that cause a crawler to traverse a site indeﬁnitely.
A crawler trap is noticed due to the large number of contents discovered in the
site (Heydon & Najork, 1999). Most of the traps are unintentional, being caused
mainly by session identiﬁers embedded in the URLs, or poorly designed HTTP
web applications that dynamically generate an inﬁnite number of URLs, which
in turn reference a small set of contents. This raises the issue of how should these
contents be considered in a characterization. They should not be excluded be-
cause they are available online and represent part of the web. However, they can-
not bias a characterization with their "inﬁnite" presence. The solution adopted
was to set the crawler as a very patient web surfer as a compromise. The crawler
was set to visit a maximum of 8 000 URLs per site, to prevent the crawling of
inﬁnite sites.
After seeing 50 duplicates, the crawler gives up on following links for a site,
keeping all the information crawled until then. This limitation intends to avoid
spider traps that always return the exact same content. If the trap generates
slightly diﬀerent contents, it will be identiﬁed when the site reaches the maximum
number of contents allowed. A criterion that identiﬁes contents with distinct
URLs and contents as being similar enough to be considered the same is highly
subjective. Plus, the computation of partial similarity between contents is too
expensive to be applied in the identiﬁcation of spider traps during the crawling
process.
An intentional trap could be created using DNS wildcarding (Mockapetris,
1987) to resolve any possible host name within a domain to the same IP address,
generating an inﬁnite number of host aliases and giving crawlers the illusion
that each site serves only a small number of pages. In order to mitigate this
situation, the crawler avoids harvesting host aliases by identifying them through
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State Nr. URLs %
200 (OK) 3 235 140 83.9
302 (Temporary redirect) 193 870 5.0
404 (Not found) 132 834 3.4
TimedOut 45 486 1.2
301 (Moved permanently) 39 920 1.0
ExcludedByREP 35 596 0.9
500 (Internal server error) 33 247 0.9
NotAllowedType 25 976 0.7
403 (Forbidden) 18 598 0.5
UnknownHost 17 842 0.5
SizeTooBig 17 453 0.5
ConversionError 13 986 0.4
Other 23 244 0.6
Total 3 856 436 100.0
Table 3.2: Status codes of the visited URLs.
a pre-computed list gathered from a previous crawl. If two sites were hosted on
the same IP address and had the same home page, they were considered host
aliases. The host aliases list was derived using online information before starting
the crawl, so that it could be as accurate as possible.
3.2.2 Data set
The sample of the Portuguese Web was crawled between the 1st of April and the
15th of May, 2003. The crawler was bootstrapped with a set of 112 146 seeds
gathered from:
 Previous crawls performed for the tumba! search engine;
 Site names derived from a list domains registered under the .PT domain
obtained from the oﬃcial registry service. This list included all the second-
level domains under .PT plus, some third level domains administrated by
the same registry service, such as COM.PT;
 Sites submitted by Portuguese users to be included in the tumba! search
engine.
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All these sources of seeds were used to enable the harvesting of orphan sites,
also known as islands (Baeza-Yates et al., 2005). These sites do not receive links
from external sites and therefore are hard to be reached through the automatic
following of links in web pages.
The crawler visited a total of 146 076 sites, processed over 3.8 million URLs
and downloaded 78 GB of data1.
Table 3.2 presents the statistics of the download status of crawled URLs.
Almost 84% of the requests resulted in a successful download and only 3.4%
resulted in a 404 (File Not Found) response code, which indicates that most of
the seeds were valid and that broken links are not as frequent in this web as
reported in other studies (Najork & Heydon, 2001; Spinellis, 2003). There were
over 6% of redirections and the crawler failed to fetch and parse a content within
one minute in 1.2% of the requests. The Robots Exclusion Protocol prevented
the crawler from downloading 0.9% of the URLs, and about the same number of
URLs resulted in an Internal Server Error (500). The number of contents with a
not allowed MIME type (0.7%) is underestimated, because extracted links that
had names hinting that the referenced content did not belong to one of the allowed
types (e.g. ﬁles with a .JPEG extension) were not harvested. The UnknownHost
error (0.5%) is caused by URLs referencing site names that no longer have an
associated IP address. Only 0.5% of the referenced ﬁles had a size bigger than
2 MB and the conversion to text was not possible in 0.4% of the cases. The
remaining situations (0.6%) included other HTTP response codes, unidentiﬁed
errors, socket and connection errors; each of these represents less than 0.1% of
the total number of downloaded contents.
3.3 A model of the Portuguese Web
This section presents the statistics derived from the analysis of the data set. It
characterizes the main metrics that inﬂuence the design of a WWh.
1The information gathered in this crawl is available for research purposes at http://xldb.
fc.ul.pt/linguateca/WPT_03.html.
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Figure 3.1: Distribution of contents per site.
3.3.1 Site characteristics
A site groups contents that provide related inter-information or are hosted at the
same physical location. The characteristics of sites can be explored to extract
and store data eﬃciently in a WWh. As the deﬁnition of site may vary, this
section describes the site sizes considering that each of them is identiﬁed by a
site name or an IP address. Then, it describes the distribution of sites among
TLDs. Finally, this section presents statistics on the web server software used on
the Portuguese sites.
3.3.1.1 Site names
A Portuguese site hosts on average 70 contents, but the size distribution is very
skewed, as shown in Figure 3.1. The number of sites having a single content was
surprisingly high (38%). A visit to a random sample of these sites revealed that
most of them warned readers that the sites were under construction or moved
to a diﬀerent location. There were also a few cases where the home page was
written using scripting languages preventing the crawler from extracting links to
ﬁnd other contents within the site. A typical site had less than 101 contents
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Figure 3.2: Distribution of contents per IP address.
(93%); 6% had between 101 and 1 000 contents and only 1% of the sites had
more than 1 000 contents.
Only 577 sites (0.4%) hosted more than the maximum number of 8 000 con-
tents. Most of these sites were huge database dumps published online as dynam-
ically generated pages. The constraint on the maximum site size reduced the
number of unnecessary downloads and increased the robustness of the crawler, at
the cost of excluding less than 1% of the sites.
3.3.1.2 IP addresses
The distribution of contents per IP address is more uniform than for site names
(see Figure 3.2). The percentage of IP addresses that host just one content is
28%, IP addresses that host 2 to 10 contents represent 33%, those which host
between 11 and 1 000 contents represent 33% and only 6% host more than 1 000
contents.
Table 3.3 shows that over 32% of the IP addresses host more than one site.
Each IP address hosts an average of 6.78 sites. Silva et al. (2002) compared results
from two crawls of the .PT domain performed in 2001 and 2002, and observed
that the number of sites per IP address grew from an average of 3.78 to 4.57 sites
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Nr. sites per IP Nr. IP addresses %
1 4 643 67.7
2-10 1 931 28.2
11-100 247 3.6
101-1 000 30 0.4
>1 000 5 0.1
Total 6 856 100.0
Table 3.3: Distribution of the number of sites hosted per IP address.
per IP address. The result presented in this thesis suggests that the number of
sites hosted per IP address continues to grow. There are ﬁve IP addresses that
host more than 1 000 sites. These ﬁve IP addresses are from portals that oﬀer
their clients a virtual host under the portal domain name.
Virtual hosts are very popular on the Portuguese Web: 82% of all sites are
virtual hosts. It is important to distinguish host aliases from distinct virtual
hosts. The ﬁrst occur when multiple names refer to the same site, for instance
http://xldb.fc.ul.pt and http://xldb.di.fc.ul.pt. Distinct virtual hosts
are distinct sites hosted on the same machine, such as http://xldb.di.fc.ul.pt
and http://lasige.di.fc.ul.pt. An analysis of the data set revealed that 8.5%
of the virtual hosts were host aliases.
3.3.1.3 Domain distribution
A site is considered part of the Portuguese Web if it hosts at least one content is
considered part of the Portuguese Web. 46 457 (32%) of the 146 076 sites crawled
were identiﬁed as Portuguese sites. 84.2% of these, were under the .PT domain,
12.5% were under the .COM, 2.5% were under the .NET domain and just 0.8%
sites were under the .ORG (see Figure 3.3). 60% of the site names started with
"WWW".
3.3.1.4 Web servers
172 distinct HTTP web servers have been identiﬁed through the analysis of the
Server HTTP header ﬁeld (Fielding et al., 1999): Figure 3.4 presents their distri-
bution. The Portuguese sites are mainly hosted in Apache (57%) and Microsoft
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Figure 3.3: Distribution of sites per top-level domain.
Apache 57%
apache                                                                          Microsoft IIS 39%
1772565 Oracle9ias 1%
                                                                                Netscape-enterprise 1%
microsoft-iis                                                                   Others 2%
1264963 100%
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Figure 3.4: Distribution of web servers.
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lengthOfURL NOfURLs
URLLENGTH:0-50             1431989
URLLENGTH:50-100         1513263
URLLENGTH:100-150       227223
URLLENGTH:150-200       32419
URLLENGTH:>200            30799































   
   
   
   
   
   












   













   
   
   
   













   
   
   
   




























Figure 3.5: Distribution of URL lengths.
IIS (39%) web servers. The next two web servers (Netscape-enterprise and Ora-
cle9ias) represent just 1% each and the remaining just 2%. Statistics on the global
web present a similar percentage of Apache web servers (62.5%), but a consid-
erably smaller percentage of Microsoft IIS servers (27.4%) (Netcraft Ltd., 2004).
On the other hand, the distribution of web server software on the Portuguese Web
contrasts with the one obtained by Boldi et al. (2002a) for the African web, in
which there is a dominance of Microsoft IIS over Apache (56.1% against 37.9%).
Some security experts encourage webmasters not to provide the Server HTTP
ﬁeld or to provide wrong answers in order to mislead possible attackers. From
my experience, I believe that these recommendations are usually not followed by
the Portuguese webmasters. However, if they become popular, it will be very
diﬃcult to correctly identify the distribution of web server software.
3.3.2 Content characteristics
This section presents measurements regarding the URL length, media type, size,
language and meta-data of contents.
3.3.2.1 URL length
AWWh must have an eﬃcient data structure that maps the URLs into the stored
contents, which must be designed according to the length of the URLs. However,
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Crawl Date Paper icwe tomba dates
1 26-07-2002 26-07-2002 59.69929
2 06-11-2002           06-NOV-02            57.68536
3 07-04-2003           07-APR-03             62.1007
4 20-12-2003          20-DEC-03             56.83023
5 06-07-2004          05-JUL-04               65.48906
6 12-04-2005          12-APR-05              67.59071
7 28-05-2005          28-MAY-05             73.47442
8 18-06-2005          18-JUN-05              62.55826
9 21-07-2005          21-JUL-05               62.68023








































Figure 3.6: Evolution of URL lengths.
the URLs' length is in practice unlimited. Figure 3.5 shows the distribution of
URL lengths (not considering the initial seven characters of the protocol deﬁni-
tion). The Portuguese Web contained valid URLs with lengths varying from 5 to
1 368 characters. Most of the contents are referenced by an URL with length be-
tween 20 and 100 characters, with an average value of 62 and a median of 54. An
analysis of the URLs revealed that 82% contained parameters suggesting that the
referenced content had been dynamically generated. The growing popularity of
these contents could originate a growth of the URL lengths. However, Figure 3.6
shows that the length of the URLs of the Portuguese Web has remained quite
stable in the past years (20022006), presenting an average size of 62.5 characters
per URL.
3.3.2.2 Last-Modiﬁed dates
The HTTP header ﬁeld Last-Modiﬁed provides the date of the last modiﬁcation
of a content. However, as shown in Figure 3.7, most of the contents (53.5%)
returned an unknown value for this ﬁeld. Plus, Mogul (1999b) showed that even
the returned values are many times inaccurate due to incorrectly set web server
clocks (among other situations). An analysis of the URLs with unknown values
revealed that 82% of them had embedded parameters. I believe that most of
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Figure 3.7: Distribution of Last-Modiﬁed dates.
Last-Modified Year NumberOfURLs %








































































Figure 3.8: Distribution of Last-Modiﬁed dates in the last four months before
the crawl.
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MIME type Nr. of contents %
text/html 3 104 771 95.9
application/pdf 62 141 1.9
text/plain 33 091 1.0
application/x-shockwave-ﬂash 17 598 0.5
application/msword 14 014 0.4







Total 3 235 140 100.0
Table 3.4: Number of contents and prevalence on the web for each MIME type
collected.
them were recently modiﬁed (see Figure 3.8), since mechanisms to dynamically
generate contents are usually used to reference short life contents, such as news.
The obtained results show that the Last-Modiﬁed header ﬁeld is a weak metric
for evaluating changes and evolution of web contents.
3.3.2.3 Media type and size
The rightmost column of Table 3.4 shows the distribution of contents per MIME
type. All the MIME types used for Microsoft Powerpoint ﬁles are grouped under
the name powerpoint and all the Microsoft Excel ﬁles under the name excel.
The predominant text format is text/html, present in over 95% of the collected
contents, followed by application/pdf with just 1.9%.
The HTTP header ﬁeld Content-Length was analyzed to determine the size
of the contents, but 33% of the requests returned an unknown value. Hence,
the downloaded contents were analyzed and the unknown sizes were replaced by
their actual sizes. The diﬀerences on the average sizes between the results were
insigniﬁcant, except for text/html where the size grew from 12.2 KB to 20.5 KB.
In Table 3.5, the second and third columns show the average sizes of contents
and corresponding extracted texts (without any formatting tags), and the fourth
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MIME Avg. content Avg. text % text
type size (KB) size(KB)
powerpoint 1 054.9 7.0 0.7
text/rtf 475.6 1.2 0.3
application/pdf 207.4 13.6 6.6
application/rtf 121.3 4.7 3.9
application/msword 118.6 9.9 8.3
excel 50.4 21.9 43.4
application/x-shockwave-ﬂash 43.9 0.3 0.7
text/html 20.5 2.5 12.2
text/richtext 16.3 16.2 99.2
application/x-tex 16.1 14.7 91.2
text/plain 10.5 7.8 74
text/tab-separated-values 3.9 3.8 97.5
Table 3.5: Average size, extracted text size and percentage of extracted text.
column presents the ratio between the length of the extracted text and content
size. The smaller contents tend to provide more text than the larger ones. A
curious fact is how text/plain contents represent 74% of text. An analysis of some
of these contents revealed that some web servers return text/plain, when the ﬁle
type of the content is not recognized. Therefore, some PowerPoint Presentation
ﬁles (.PPS) or Java Archives (.JAR) were incorrectly processed as text/plain,
resulting in poor extraction of text from these ﬁles.
Figure 3.9 shows the general distribution of content sizes. Most contents have
sizes between 4 and 64 KB. The mean size of a content is 32.4 KB and the mean
size of the extracted texts is 2.8 KB. The total size of the contents was 78.4 GB,
while the total size of extracted texts was just 8.8 GB (11%). Hence, a WWh
that just keeps the extracted texts has much less demanding storage requirements
than one that stores the original contents.
The previous chapter referenced several works that state that the size of web
contents tends to increase. Figure 3.10 shows that the evolution of content sizes
on the Portuguese Web also follows this trend. In three years, the average size of
a content almost doubled. The growth of content size with time matches a linear
function with an R-squared value of 0.9163. This model is useful to estimate the
storage capacity required for a WWh.
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Size (KB) NumberOfDocs
     0-1           204886
  1-10            1048926
 10-20           708060
 20-30           571099
 30-40           254278
 40-50           153525
 50-60           82526
 60-70           58590
 70-80           39004
 80-90           23659
90-100          11886








































































































































Figure 3.10: Evolution of average content size.
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Portuguese                                                 2334389 71%
English                                                       552761 17%
unknown                                                     142509 4%
German                                                      108277 3%
Spanish                                                      41813 1%
French                                                        21411 1%
others 36841 1%
3274842 100%
                                                                                
                                                                                
                                                                                
                                                                                
                                                                                
                                                                                
                                                                                














Figure 3.11: Distribution of languages under the .PT domain.
3.3.2.4 Language
The language of the contents was identiﬁed based on an language detector that
implements an n-gram algorithm (Martins & Silva, 2005a). Figure 3.11 shows the
distribution of languages on the contents written in all languages hosted under the
.PT domain: 73% of the contents were written in Portuguese, 17% in English, 3%
in German, 1% in Spanish, 1% in French and 1% in other languages. According
to O'Neill et al. (2003), on the global web 72% of the pages are written in English
and only 2% are written in Portuguese. Identifying the language of a content is
sometimes a hard task, because there are contents with short text or written in
several languages. The used language detector could not the language in 4% of
the contents.
3.3.2.5 Meta-tags
There are two widely used meta-tags supported by HTML: description and key-
words (W3C, 1999). The description meta-tag provides a description of the page's
information and the meta-tag keywords provides a set of keywords that search
engines may present as a result of a search. However, just 17% of the Portuguese
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pages had the meta-tag description and, among these, the usage of this meta-
tag does not seem to be correct. There were only 44 000 distinct description
texts for 555 000 description meta-tags. This means that 92% of the texts of the
descriptions were repeated elsewhere. There are several causes for this situation:
 The meta tag value is a default text inserted by a publishing tool;
 The publisher repeated the same text in all the pages of its site, although
they are diﬀerent;
 There are duplicates on the web.
The keywords meta-tag is present in 18% of the pages. A deeper analysis re-
vealed that 91% of the pages that have the description meta-tag also had the
keywords meta-tag. O'Neill et al. (2003) showed that the usage of meta-tags on
the global web has being increasing. In 2002, 70% of the pages included meta-
data. Although the presented results on the Portuguese Web focus only on two
meta-tags, they suggest that the usage of meta-tags on the Portuguese Web is
much less frequent than on the global web.
The titles of the pages are not very descriptive either. There were over 600 000
distinct titles for 3.1 million pages. The main reason for this observation is that
the title of the home page is used as the title for all the pages in the site.
3.3.3 Web structure
This section presents measurements on the duplication, link structure and popu-
larity of sites and contents on the Portuguese Web.
3.3.3.1 Duplication
Each content was identiﬁed by its MD5 digest to detect duplication (Rivest,
1992). There were 2 734 942 distinct contents and 15.5% of the URLs referenced
duplicates. Kelly & Mogul (2002) identiﬁed only 5% of duplicates when analyzing
a client trace from WebTV, but they used a diﬀerent sampling methodology in
their experience that may have be responsible for the diﬀerence between the
results.
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Number of duplicates Number of Contents % of contents
0 2 462 490 90.0
1 205 882 7.5
2 33 468 1.2
3 12 814 0.5
4 6 086 0.2
5 5 272 0.2
6-10 6 453 0.2
11-100 2 318 0.1
101-1 000 154 0.0
>1 000 5 0.0
Total 2734942 100.0
Table 3.6: Distribution of contents with duplicates.
Table 3.6 presents the duplication distribution. Most of the contents (90%) are
unique and 7.5% had exactly one duplicate. Contents replicated more than 1 000
times are very rare. However, they were the cause of 13 146 downloads for just
ﬁve distinct contents. These ﬁve instances were all caused by mal-functioning
web servers, which always returned the same error page for all the requests.
These situations are pathological for crawlers and also tend to bias the collection
statistics. Unfortunately, the measures adopted against these traps were not
completely successful. When the crawler identiﬁed the trap due to the high
number of duplicates within the site, it stopped inserting new links but it already
had inserted numerous URLs to crawl.
The obtained statistics indicate that 42% of the duplicates were hosted on
the same site; 60% of the duplicates were hosted on a diﬀerent site; 2% of the
duplicates were hosted both in the same site and in another site.
3.3.3.2 Link structure
This analysis focused on links between distinct sites. The links to URLs that
evidenced that the referenced content was not of one of the accepted types were
excluded. For instance, URLs where the ﬁle part has a .jpg extension were not
considered.
Most of the pages (95%), did not link to another Portuguese site (Figure 3.12).
On average, a Portuguese page has 0.23 links to contents on another site. This
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Nr. links URL
1 3 540 cpan.dei.uc.pt/modules/00modlist.long.html
2 2 425 ftp.ist.utl.pt/pub/rfc/
3 2 309 homepage.oninet.pt/095mad/bookmarks_on_mypage.html
4 1 632 www.fis.uc.pt/bbsoft/bbhtm/mnusbib3.htm
5 1 621 cpan.dei.uc.pt/authors/00whois.html
6 1 532 www.fba.ul.pt/links4.html
7 1 458 boa.oa.pt/bbsoft2/bbhtm/mnusbib3.htm
8 1 346 www.esec-canecas.rcts.pt/Educacao/Escolas.htm
9 1 282 pisco.cii.fc.ul.pt/nobre/hyt/bookmarks.html
10 1 181 www.fpce.uc.pt/pessoais/rpaixao/9.htm
Table 3.7: The 10 contents with highest number of outgoing links.
0 3293105 0 3293105 95%
1 144204 [1,10[ 144204 4%
10 12596 [10,100[ 12596 0%
100 610 [100,1000[ 610 0%















Figure 3.12: Distribution of the number of outgoing links per page.
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Rank Nr. of incoming Content URL
links










Table 3.8: The 10 URLs with highest number of incoming links.
is not surprising, since most links in pages are navigational (Koehler, 2002).
Nonetheless, there are also pages rich in outgoing links (see Table 3.7). The
obtained results showed that 66% of the links in Portuguese pages did not point
to another Portuguese site. This measure was made under the assumption that
all the URLs hosted outside the .PT domain for which the language could not
be determined were considered as being outside the Portuguese Web. 40% of the
outgoing links pointed to home pages.
Figure 3.13 shows that 3 189 710 Portuguese contents (89%), were not refer-
enced by a link originated in another Portuguese site. As observed on the global
web, most links tend to point to a small set of pages (Kleinberg, 1999).
3.3.3.3 Content popularity
The importance of a content can be determined through the analysis of the web
graph. In order to achieve a meaningful ranking of the relative importance of
contents, links to duplicates and HTTP redirects were handled diﬀerently:
 Links to duplicates cause the splitting of the number of links to a content
among the several URLs that refer it. In the presence of duplicated contents,
the content with the smallest URL was elected as the common reference.
Then, the links to duplicates were removed from the web graph and the
correspondent links were re-targeted to the URL used as common reference;
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Figure 3.13: Distribution of the number of incoming links per content.
 HTTP redirects are almost invisible to web surfers. Involuntarily, publishers
link to the URL of the redirect instead of the URL of the content. This
causes a split in the number of links between the redirects and the content.
Each redirect was followed until a non-redirect URL was found. Then, the
redirect nodes were replaced in the graph by the correspondent non-redirect
URLs.
Table 3.8 presents the URLs of the 10 contents that received most incoming
links after the above modiﬁcations were applied.
Despite the eﬀorts to eliminate pathological situations in the analyzed graph,
there were still anomalies on the most ranked content lists. In positions 3 and 8 of
Table 3.8, the number of incoming links was spread among two diﬀerent URLs,
although they both refer to the same content. The problem was that the two
URLs were identiﬁed by their string representation and between the crawl of the
ﬁrst and the second URL, the content referenced by them changed. Sometimes
the change on the content is very small. In the second example, the change was
just a link to an advertisement.
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Nr. incoming Site
links
1 7 109 www.fccn.pt
2 1 881 br.weather.com
3 1 617 images.clix.pt
4 1 601 www.sapo.pt






Table 3.9: The 10 sites that received most incoming links.0 27927
[1,10[     21130
[10,100[ 1963
[100,1000[ 183












Figure 3.14: Distribution of the number of incoming links per site.
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Nr. users Site
1 779 000 www.sapo.pt
2 580 000 www.microsoft.com
3 560 000 pesquisa.sapo.pt
4 548 000 loginnet.passport.com
5 540 000 www.clix.pt
6 538 000 www.google.pt
7 480 000 www.geocities.com
8 477 000 login.passport.net
9 471 000 www.terravista.pt
10 463 000 www.iol.pt
11 408 000 windowsupdate.microsoft.com
12 405 000 v4.windowsupdate.microsoft.com
13 380 000 www.msn.com
14 311 000 pesquisa.clix.pt
15 290 000 ww2.hpg.ig.com.br
16 247 000 webmail.iol.pt
17 244 000 www.mytmn.pt
18 227 000 webmail.sapo.pt
19 224 000 www.aeiou.pt
20 223 000 www.google.com
21 219 000 www.cidadebcp.pt
22 215 000 planeta.clix.pt
23 203 000 www.yahoo.com
24 202 000 webmail.clix.pt
25 193 000 caixadirecta.cgd.pt
26 191 000 netcabo.sapo.pt
27 189 000 dossieriraque.clix.pt
28 185 000 tsf.sapo.pt
29 185 000 www.cgd.pt
30 182 000 login.passport.com
31 181 000 www.msn.com.br
32 180 000 bandalarga.netcabo.pt
33 177 000 www.dgci.gov.pt
34 173 000 www.abola.pt
35 171 000 auth.clix.pt
36 165 000 pwp.netcabo.pt
37 159 000 www.tvi.iol.pt
38 156 000 netbi.sapo.pt
39 156 000 www.record.pt
40 156 000 download.com.com
Table 3.10: The 40 most accessed sites by Portuguese users between 2002 and
2003 (source: Marktest LDA).
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3.3.3.4 Site popularity
The importance of a site can be derived from the total number of incoming links
that it receives from other sites (Wu & Aberer, 2004). An highly ranked site
might not host highly ranked contents. For instance, some online newspapers
receive a large number of incoming links to many distinct news pages, but as
news are interesting and are in many cases available for only a short period of
time, they never get to be highly ranked contents.
Broder et al. (2000) analyzed the graph structure of the web through two
large crawls of 200 million pages each. They considered each page as a node and
each hypertext link as an edge on the graph. They found that 91% of the pages
were reachable from one another by following either forward or backward links
after computing an algorithm that ﬁnds weak components in the graph.
The results obtained for the Portuguese Web were obtained through a diﬀerent
methodology, because only the links between distinct sites were considered and
weak components were not detected in the graph. Each Portuguese site is a
node and each link between contents on two diﬀerent sites an edge. 73% of the
sites were connected to another site, by following links in both directions. This
result contrasts with the one obtained by Broder et al. (2000), showing that the
connectivity of the graph may decrease on a smaller portion of the web, such as
the Portuguese Web.
Figure 3.14 presents the distribution of the number of incoming links per site.
Considering the graph directed, with links followed only in their real direction,
only 45% of the sites were reachable from another site, which leaves a majority
of sites (55%) that are never linked (orphan sites). These sites were found by the
crawler because they were part of the seeds.
Table 3.9 presents the 10 Portuguese sites that received most incoming links.
These results were compared with a list of 495 selected sites, accessed from the
homes of a panel of Portuguese users, during the period when the crawl was per-
formed (Marktest, 2003). 50% of all the sites accessed by the panel of Portuguese
users were part of the Portuguese Web. There is correlation of 0.527 between
the number of users and links to the Portuguese sites. This shows that the most
linked sites are also usually more visited by the users of this community web.
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Table 3.10 presents the 40 sites that received most distinct users. The ma-
jority (27) of these popular sites are hosted under the .PT domain. There was a
high number of accesses to sites that are automatically contacted by tools. For
instance, when users type URLs of sites that are not found, Internet Explorer au-
tomatically redirects their requests to auto.search.msn.com by default. These
sites appear as overrated in usage statistics.
At ﬁrst sight, it is surprising that the site www.fccn.pt, which occupies the
ﬁrst position in Table 3.9, is not present in the list of the 495 sites accessed by the
users. A deeper analysis revealed that 96% of the links to the FCCN (National
Foundation for Scientiﬁc Computing) site were originated on sites hosted under
the .RCTS.PT domain and almost all of them (99%) pointed to the FCCN home
page (www.fccn.pt/). The RCTS network (Network for Science, Technology
and Society) is also managed by FCCN. It is composed by over 11 000 sites
from several public institutions, specially schools, hosted under the .RCTS.PT
domain. FCCN automatically generated a site on the RCTS network for every
school in the country, initially composed by a single page containing its address,
e-mail and, a link to www.fccn.pt/. The content of these sites was supposed to
be replaced by contents produced by the schools, but in most cases that didn't
happen. As a result, the default site prevailed, generating a high number of links
to the FCCN site from these sites.
3.4 Conclusions
This chapter presented a study on the characterization of the sites, contents and
link structure of the Portuguese Web. It proposed a selection criteria that covers
this web with high precision and is simultaneously easy to conﬁgure as a crawling
policy.
This chapter proposed solutions for the situations on the web that may bias
web statistics. This shows that a web characterization depends on the used
crawling technology and conﬁguration. The interpretation of statistics of data
gathered from a national web is beyond a mathematical analysis. It requires
knowledge about web technology and social reality of a national community.
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Studies like this are interesting to others who need to characterize commu-
nity webs and may help in the design of software systems that operate over the
web. Web archivers can better estimate necessary resources and delimit portions
interesting for archival. Web proxies can be more accurately conﬁgured by ad-
ministrators. Crawlers can be improved through suitable architectures and con-
ﬁgurations. Finally, web search engines that index data from optimized crawlers
can improve their coverage of the web leading to better search results.
A question that was not completely answered is how diﬀerent is the Portuguese
Web from the global web. The obtained results suggest that the Portuguese Web
has similarities and diﬀerences with other portions of the web. However, these
diﬀerences may have been caused by the distinct research methodologies used in
previous works, which often are not detailed enough. Moreover, because the web
is permanently evolving, the diﬀerences may result from samples being gathered
in diﬀerent periods of time. One way to answer this question would be to crawl
the Portuguese Web and the general web simultaneously using the same crawler
conﬁguration. Unfortunately, the resources to execute such an experiment were
not available during the period of this research.
Although the characterization of the Portuguese Web, may not be represen-
tative of other web portions, it is representative of the data that would populate
a WWh of the Portuguese Web because the extraction stage of the web data
integration process was reproduced on the sampling methodology.
One snapshot is not enough to model all the characteristics of the web. Some
of them must be analyzed through periodic sampling. The next chapter discusses






The information available on the web is permanently changing. Despite the
ephemeral nature of web data, there is persistent information that prevails for
long periods of time. Models of web data persistence are essential tools for the
design of eﬃcient Web Warehouses that repeatedly collect and process web data.
The lack of models and up-to-date characterizations of the web frequently
postpone important design decisions for a late development stage. For instance,
a Web Warehouse (WWh) could be designed to use a delta storage mechanism
in order to save on storage space (Gomes et al., 2006b). However, its eﬃciency
would be jeopardized in practice because delta storage mechanisms are built on
the assumption of persistency of object identiﬁers and do not cope with web
contents identiﬁed by short life URLs.
This chapter models the persistence of information on the web using two
metrics: the persistence of URLs and the persistence of contents. These metrics
cannot be modelled through the analysis of a single snapshot of the web. So,
several snapshots of a national web (the Portuguese Web) gathered for three
years were studied. Besides these models, the study provides updated statistics
on technological and structural characteristics of the web, and a characterization
of persistent information.
This chapter is organized as follows: the next section describes the experi-
mental setup used in this research work. Section 4.2 models the persistence of
URLs and Section 4.3 the persistence of contents. Section 4.4 analyzes the re-
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Crawl Median Size Nr. of URLs Nr. of sites
id. date (GB) (millions)
1 2002-11-06 44 1.2 19 721
2 2003-04-07 129 3.5 51 208
3 2003-12-20 120 3.3 66 370
4 2004-07-06 170 4.4 75 367
5 2005-04-12 259 9.4 83 925
6 2005-05-28 212 7.3 81 294
7 2005-06-18 288 10 94 393
8 2005-07-21 299 10.2 106 841
Table 4.1: Statistics of the crawls in the data set.
lation between these two metrics and Section 4.5 draws the conclusions of this
evaluation.
4.1 Experimental setup
Web data persistence was modelled through the analysis of eight crawls of the
Portuguese Web gathered between 2002 and 2005. Table 4.1 presents the median
date of harvesting of the pages, the total size of the downloaded contents, the
number of URLs and sites successfully visited.
Each new harvest of a crawl was seeded with the home pages of the sites
successfully harvested in the previous one. The crawler iteratively downloaded
and followed links to URLs, visiting at most once each one of them. Ideally, the
crawls should be successively larger, tracking web growth. However, Crawl 6 was
stopped before it was ﬁnished due to hardware problems. The pairs of crawls
that did not present an increasing number of contents were excluded from the
analysis.
Robustness measures against hazardous situations for harvesting, such as spi-
der traps, were imposed. The crawler harvested at most 5 000 URLs per site,
following links from the seeds until a maximum depth of ﬁve in a breadth-ﬁrst
mode. The content sizes were limited to 2 MB and had to be downloaded within
one minute. The length of the URLs was limited to a maximum of 200 charac-





















Figure 4.1: Lifetime of URLs.
97% of the contents were HTML pages, which is not surprising since this is the
dominant textual format on the web (Heydon & Najork, 1999).
4.2 URL persistence
The URLs are the identiﬁers of the resources available on the web and the basis
of its structure. Hence, a WWh must be designed to manage URLs eﬃciently. A
model for predicting the lifetime of URLs enables the deﬁnition of data structures
and algorithms to manage them at an early stage of the system's development.
4.2.1 Lifetime of URLs
There are several situations that lead to the bulk disappearance of URLs: web-
masters migrate their servers to diﬀerent technological platforms, entire sites are
shut down and session identiﬁers generate new URLs for each visit.
An URL was considered persistent if the referenced content was successfully
downloaded in two or more crawls, independently from content changes. The
URLs that were not linked from any page could not be found by the crawler
and would hardly be found by a web user through navigation. Thus, they were
considered dead.
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Figure 4.2: Reasons for URL death.
Figure 4.1 shows the relation between the percentage of persistent URLs and
their age. The age for a persistent URL found in each pair of crawls is given
by the diﬀerence in days between the median dates of the crawls. For instance,
Crawl 1 was executed in November 2002 and Crawl 3 was executed in December
2003. Hence, the URLs of Crawl 1 that persisted until Crawl 3 were 409 days
old and 24% of these URLs persisted between the two crawls. Most URLs have
short lives and the death rate is higher in the ﬁrst months. However, a minority of
URLs persists for long periods of time. The lifetime of URLs follows a exponential
function trend line with an R-squared value of 0.9063. The function estimates
the probability of an URL being available given its age. The half-life of URLs
is the time that it takes to 50% of the URLs in a data set to die. The obtained
results showed that the half-life of URLs is 60 days.
A previously proposed model to estimate the frequency of change of pages
assumed that URLs persisted in time as identifers (Cho & Garcia-Molina, 2003).
The model for estimating URL persistence presented in this section complements
that work by estimating the time span under which the assumption is valid.
4.2.1.1 URL death
An URL was considered dead if it was not referencing a content in the last crawl
(8th), but was successfully harvested previously. A site was considered dead if it
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did not provide at least one content.
Figure 4.2 presents the main reasons found for URL death. The xx axis repre-
sents the time elapsed in days between the pairs of crawls analyzed. Considering
an interval of 54 days between crawls. For 78% of the dead URLs, the corre-
sponding site was alive but did not link to them. This suggests that the URLs
were replaced by new ones. For 21% of the dead URLs, the corresponding sites
were also found dead. The percentage of URL deaths due to site's disappearance
increased with time.
While harvesting, operational problems like network failures may occur. On
average, only 0.4% of the URLs were considered dead due to these problems,
most of them because the referenced content could not be downloaded within
one minute. URL unavailability identiﬁed through HTTP errors represents on
average 0.8% of the causes of URL death, but these errors become more visible in
shorter intervals, 3.5% of the URLs in Crawl 7 presented HTTP errors in Crawl 8
(33 days of interval). The most common HTTP errors were File Not Found (404),
Internal Server Error (500) and permanent or temporary redirections (301, 302).
Notice that the crawler also visited the target URLs of the redirections. Spinellis
(2003) studied the reasons of death among the URLs cited from research articles
and witnessed similar results.
The obtained results suggest that the main causes of URL death are the
frequent replacement of URLs and site death, independently from the source
of citation.
4.2.1.2 Lifetime of sites
The lifetime of sites was also studied. For each crawl, the percentage of sites
that were still alive in subsequent crawls was identiﬁed. The age of a site is the
diﬀerence between the dates of the visits to obtain the crawls. Figure 4.3 shows
that over 90% of the sites younger than 100 days were alive, but this percentage
decreased to 30-40% among those older than 700 days.
The half-life of sites is 556 days, which is signiﬁcantly larger than the half-
life of URLs. Hence, a WWh can be designed to reuse information about a site
although their URLs may disappear. For instance, consider a site that migrates
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Figure 4.3: Lifetime of sites.
to a new content management system, causing the replacement of most of its
URLs. The information kept in a WWh about the site, such as the description
of its content, does not need to be updated, although most of the previous URLs
of the site no longer reference contents.
4.2.2 Characteristics of persistent URLs
The characteristics of an URL can predict its persistence. Crawl 8 was used as
baseline to characterize persistent URLs in the evaluated data set. The URLs in
the baseline that persisted from previous crawls were identiﬁed and their feature
distributions were compared. The age of an URL is the diﬀerence in days between
the date of the crawl and the date of the baseline (which is 0 days old).
4.2.2.1 Dynamic URLs
URLs containing embedded parameters are commonly generated on-the-ﬂy by the
referrer page to contain application speciﬁc information (e.g. session identiﬁers).
These URLs are frequently used just once. The URLs containing embedded
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Figure 4.4: Distribution of dynamic URLs.
The URLs were extracted from links in pages, so dynamic URLs resultant
from the input of values in forms were not considered. The ﬁrst column identiﬁed
with age 0 shows that 55% of the URLs in the baseline were dynamic and 45%
were static. The second column presents the distribution of static and dynamic
URLs that persisted from Crawl 7 until the baseline. As the date of the baseline
was 2005-07-21 and the date of Crawl 7 was 2005-06-18, the persistent URLs
have an age of 33 days. The presence of dynamic URLs decreases smoothly as
they grow older: 46% of the URLs 33 days old were dynamic, but this percentage
decreased to 26% among URLs 988 days old.
The obtained results show that static URLs are more persistent than dynamic
URLs, although there are dynamic URLs that persist for years.
4.2.2.2 URL length
Figure 4.5 presents the relation between the length and the persistence of URLs.
It shows that URLs shorter than 50 characters are more persistent than longer
ones. This observation is consistent with the results presented on the previous
Section, because dynamic URLs were longer (average 77.1 characters) and less
persistent than static URLs (average 49.2 characters). An analysis of a sample
of these URLs revealed that very long URLs tend to be used in poorly designed
sites that are quickly remodelled or deactivated.
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Figure 4.5: Distribution of URL length (number of characters).
4.2.2.3 Depth
The depth of an URL is the minimum number of links followed from the home
page of the site to the URL. The URLs at lower depths are usually the most
visited. One may hypothesize that they should be more persistent because broken
links are easier to detect. However, Figure 4.6 describes the distribution of the
URLs per depth and shows that depth did not inﬂuence URL persistence.
An analysis of these persistent URLs revealed that they can be found at
diﬀerent levels of depth according to the structure of the site. There are sites
presenting a deep tree structure, while others have a shallow and wide structure.
So, an URL with depth = 3 may be deep in one site but not in another.
4.2.2.4 Links
Authors use links to reference information related to their publications. The
number of links that an URL receives from external sites represents a metric of
importance, while links internal to the site are navigational.
Figure 4.7 describes the distribution of the URLs that received at least one
link from another site. 98.5% of the URLs in the baseline did not receive any link.
However, the presence of linked URLs among persistent URLs slightly increased
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Figure 4.6: Distribution of URL depths.
with time. It raised from 1.5% among URLs aged 33 days to 9.6% among URLs
988 days old. There are two possible explanations for this fact. First, persistent
URLs are more likely to accumulate links during their lifetime. Second, the
number of links to an URL increases its measure of popularity in search engines
and the owners of popular URLs take special care in preserving them because of
their commercial value.
4.3 Lifetime of contents
A WWh needs to periodically update the information collected from the web. A
model that determines the lifetime of a content enables measuring the freshness
of the information kept and the schedule of refreshment operations.
Fetterly et al. (2003) observed a set of pages for 11 weeks and observed that
the age of a content is a good predictor of its future persistence. This section
presents a study on content persistence for a longer period of time.
The deﬁnition of a boundary for deciding if a content has changed enough
to imply its refreshment from the web is highly subjective. It was assumed
that any change in a page generates a new content to study the persistence of
contents on the web. Contents were identiﬁed by comparing their ﬁngerprints
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Figure 4.7: Distribution of linked URLs.
between crawls, independently from the URLs that referenced them. For each
crawl, the percentage of contents that were still available on the following ones
was computed.
Figure 4.8 summarizes the percentages of persistent contents according to their
age. Just 34% of the contents 33 days old persisted, but 13% of the contents lived
approximately one year. The lifetime of contents matches a logarithmic function
with an R-squared value of 0.8475. This function enables the estimation of the
contents percentage that remain unchanged within a collection of pages given its
age. The half-life of contents is the time that it takes to 50% of the contents in
a data set to change or disappear. The obtained results suggest that the half-
life of contents is two days. Most contents have short lives, but there is a small
percentage that persists for long periods of time.
4.3.1 Characteristics of persistent contents
The characteristics of contents inﬂuence their persistence. Modelling persistent
contents enables the design of web warehouses, which may be tuned to the charac-
teristics of the data collections processed. For instance, a model on the persistence
of web data can be used to tune the refresh policy according to the lifetime and
characteristics of the cached information.
This section presents an analysis of ﬁve features that characterize persistent
contents. Crawl 8 was the baseline to derive feature distributions. Each of these
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Figure 4.8: Lifetime of contents.
features will now be dissected.
4.3.1.1 Dynamic contents
Dynamic contents are generated on-the-ﬂy when a web server receives a request.
They became popular because they enable the eﬃcient management of instance
data in databases, independently from publishing formats (e.g. online shops).
A WWh can beneﬁt from applying diﬀerent storage policies for static and
dynamically generated contents gathered from the web. The URLs containing
embedded parameters referenced dynamic contents and the remaining were static.
Figure 4.9 shows that 55% of the contents in the baseline, harvested in July,
2005, were dynamically generated, a ﬁgure superior to the 34% witnessed by
Castillo (2004) in May, 2004. The presence of dynamic contents decreased to
32% among contents 33 days old and to less than 9% among contents older than
579 days. The conclusion derived from the results is that in the long term the
static contents are more persistent than dynamic contents.
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Figure 4.9: Distribution of dynamically generated contents.
Author Date of the sample %Unknown
Douglis et al. (1997) 1997-? 21%
Brewington & Cybenko (2000) 1999-03 35%
Bent et al. (2004) 2003-07 44%
Baseline 2005-07 64%
Table 4.2: Evolution of the presence of unknown dates in the Last-Modiﬁed
header ﬁeld.
4.3.1.2 Last-Modiﬁed date
The Last-Modiﬁed date allows to detect if a content has changed since a pre-
vious visit without having to download it. This meta-data can be used to im-
plement refresh policies in web warehouses. For instance, cache entries can be
invalidated based on this information. Webmasters are encouraged to disable
the Last-Modiﬁed ﬁeld for pages that change frequently (The Apache Software
Foundation, 2004). So, the simple presence of this information for a content can
be an indicator of its persistence.
Figure 4.10 shows that the contents with an associated Last-modiﬁed date
are signiﬁcantly more persistent than those with an unknown date of last mod-
iﬁcation. Web servers returned unknown values for 64% of the contents in the
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Figure 4.10: Distribution of contents with known Last-Modiﬁed dates.
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Figure 4.11: Content age calculated through Last-Modiﬁed and crawl dates.
baseline. Table 4.2 presents the results obtained in previous works and shows
that the usage of the Last-modiﬁed header ﬁeld tends to decrease.
Web warehouses should not rely blindly on the Last-Modiﬁed date because it
can provide erroneous values. The web server's clock may not be correctly set or
the ﬁle date may have been updated with no associated change to its content. The
ages of the contents derived from the Last-Modiﬁed header ﬁeld were compared
with the ages calculated from the dates of harvest to measure the presence of
Last-Modiﬁed dates that underestimated the longevity of contents on the web
(see Figure 4.11).
The line connecting the squares in Figure 4.12 shows that the number of con-
tents older than the Last-Modiﬁed date increased with age. One reason for this
87



















Figure 4.12: Contents that present underestimated ages due to erroneous
Last-Modiﬁed dates.
result might be that older contents are more liable to experience site reorgani-
zations that move them to diﬀerent locations and update timestamps without
causing changes in the contents. These operations commonly cause changes in
the URLs. Hence, the ages were recomputed for the contents that maintained
the same URL (line with triangles) and the number of erroneous Last-Modiﬁed
dates dropped signiﬁcantly for contents older than 100 days.
The obtained results show that contents with an associated Last-Modiﬁed date
are more persistent. The presence of inaccurate Last-Modiﬁed dates increases
among elder contents, but it is less visible among contents that maintain the
same URL. Hence, a WWh should be designed assuming that the contents with
a known Last-Modiﬁed date are more persistent, but the supplied date is not a
reliable source of information for the elder contents.
4.3.1.3 Content length
Figure 4.13 presents the size distribution of contents. The presence of small
contents increased with age, 27% of the contents in the baseline were smaller
than 10 KB, but this percentage increased to 74% among the contents 988 days
old.
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4.3 Lifetime of contents
Doc size analysis of PT9 against previous crawls
DUPS KB
interval ]0,1] ]1,10] ]10,100[ ]100,2000] Sum sameConten
PT9,PT9 0 390848 2420125 7206633 260195 10277801 10273292
PT8,PT9 33 301451 1455853 1705059 98863 3561226 3390300
PT7,PT9 54 179818 885750 815078 54310 1934956 1995379
PT6,PT9 100 235722 1008055 846807 62092 2152676 2160786
PT5,PT9 380 83297 412876 261325 28147 785645 785636
PT4,PT9 579 63941 240064 146953 16169 467127 467115
PT3,PT9 836 44143 164296 74375 11767 294581 294566
PT2,PT9 988 17268 56287 25755 360 99670 99667
PT1,PT9 1091 3101 8547 4239 71 15958 15956
0.7380076
URLs






















Figure 4.13: Distribution of content size (KB).
The obtained results show that small contents are more persistent than bigger
ones. This conclusion is consistent with the observation by Fetterly et al. (2003)
that large pages change more often than smaller ones.
4.3.1.4 Depth
The contents kept at low depths are the most reachable. Empirically, they should
change often to include new advertisements or navigational links within the site.
The contents kept deep in the sites are frequently archives of persistent informa-
tion.
Figure 4.14 shows that the depth distribution is maintained regardless of the
contents' age. Some sites change their contents frequently (e.g. online auctions),
while others keep them unchanged (e.g. online digital libraries), regardless of
depth. Thus, the obtained results show that depth is not a predictor of content
persistence.
4.3.1.5 Site size
The size of a site is the number of contents that it hosts. One may argue that
only large sites, such as digital archives, maintain contents online for long periods
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Depth analysis of PT9 against previous crawls
DUPS
interval 0 1 2 3 4 5
PT9,PT9 0 104274 705782 2647589 2722576 2386601 1682933 10249755
PT8,PT9 33 61202 334971 1041898 825148 683855 438993 3386067
PT7,PT9 54 52879 215892 678582 460041 364567 220675 1992636
PT6,PT9 100 47543 213017 596282 546228 463437 291429 2157936
PT5,PT9 380 27358 82647 182324 219052 192823 112220 816424
PT4,PT9 579 17833 42935 104526 135703 99566 63445 464008
PT3,PT9 836 8529 18431 46579 76223 66892 53275 269929
PT2,PT9 988 6082 9206 23598 38875 10345 6976 95082
PT1,PT9 1091 2142 3580 8852 3892 2160 1507 22133
interval 0 1 2 3 4 5
PT9,PT9 0 104274 705782 2647589 2722576 2386601 1682933 10249755
PT8,PT9 33 61202 334971 1041898 825147 683852 438992 3386062
PT7,PT9 54 52879 215891 678582 460040 364562 220672 1992626
PT6,PT9 100 47543 213017 596282 546228 463436 291426 2157932
PT5,PT9 380 27358 82646 182324 219051 192818 112217 816414
PT4,PT9 579 17833 42934 104526 135702 99562 63445 464002
PT3,PT9 836 8529 18431 46579 76223 66892 53274 269928
URLs
interval 0 1 2 3 4 5 Sum
PT9,PT9 0 104274 705782 2647589 2722576 2386601 1682933 10249755
PT8,PT9 33 83759 498951 1941751 1622713 1340704 813153 6301064
PT7,PT9 54 75682 330011 1314859 870661 701441 447495 3740203
PT6,PT9 100 76293 362691 1379807 1079216 851408 536306 4285821
PT5,PT9 380 59377 180151 487282 378667 305450 194981 1606288
























Figure 4.14: Distribution of content depth.
Notes
Será q os sites grandes têm mais ou menos preocupação q os pequenos em manter antiga 
informação online?
Nos sites grandes existem docs que ficam mais facilmente esquecidos online (Apache doc). 
Nos pequenos os autores actualizam todas as páginas mais frequentemente.
o q isto dá é: o numero de sites que continham 1 url persistente.
Os sites grandes são mais susceptiveis a reorganizações q podem causar o 
desaparecimento de URLs q os pequenos.






















Figure 4.15: Distribution of site size.
of time. In this case, there would be a prevalence of large sites among persistent
contents.
Figure 4.15 describes the distribution of the site sizes. The sites that hosted a
single content were mainly home pages of sites under construction that were never
ﬁnished. The percentage of sites that hold more than 100 persistent contents
tends to slightly decrease with time but the general distribution of the site sizes
does not signiﬁcantly change. The conclusion is that the distribution of the
number of persistent contents per site is similar to the one found on a snapshot
of the web.
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Figure 4.16: Persistent contents that maintained the same URL.
4.4 Relation between URL and content persistence
Previous work on the study of the evolution of the web focused on the change
of contents under the same URL, assuming that the unavailability of an URL
implied the death of the referenced content (Cho & Garcia-Molina, 2003; Fetterly
et al., 2003). However, a change of a site's name modiﬁes all the correspondent
URLs without implying changes on the referenced contents. Lawrence et al.
(2000) witnessed that for almost all invalid URLs found in academic articles
it was possible to locate the information in an alternate location. Figure 4.16
quantiﬁes the presence of persistent contents that maintained the same URL.
Over 90% of the persistent contents younger than 100 days maintained the same
URL. However, this relation tends to decrease as contents grow older, on average
only 58% of the contents older than 700 days maintained the same URL. These
results show that the assumption that the death of an URL implies the death of
the referenced content is inadequate in long-term analysis.
The permanent change of contents on the web may lead to believe that most
URLs reference several diﬀerent contents during their lifetime.
Figure 4.17 depicts the relation between persistent URLs and persistent con-
tents. 55% of the URLs 33 days old referenced the same content during their
91

















Figure 4.17: Persistent URLs that maintained the content.
lifetime. This percentage does not vary much as URLs grow older. The results
show that persistent URLs tend to reference persistent contents.
4.5 Conclusions
Web data models help on important design decisions in the initial phases of WWh
implementation projects. This chapter presented models for the persistence of
information on the web, analyzing the lifetime of URLs and contents, and the
characteristics of web data that inﬂuence them. The persistence of information
on the web was studied through the analysis of a set of 51 million pages harvested
from a national community web. These data diﬀer from those in previous studies,
as it was built from exhaustive harvests of a portion of the web during several
years, regardless of page importance or the selection bias of documents kept by
topic-speciﬁc digital libraries.
I believe that a collection generated by exhaustive harvests of a national com-
munity web is representative of the persistence of information on the general
web, because it includes a broad scope of sites that represent distinct genres (e.g.
blogs, news, commercial sites). However, a national community web may diﬀer
from the general web in other aspects, such as language usage.
92
4.5 Conclusions
Author Age URL Model
persistence estimation
Koehler (2002) 1.9 years 50% 17%
Cho & Garcia-Molina (2000a) 1 month 70% 60%
Fetterly et al. (2003) 2.8 months 88% 47%
Ntoulas et al. (2004) 1 year 20% 26%
Digital Libs.
Spinellis (2003) 1 year 80% 26%
Markwell & Brooks (2003) 4.7 years 50% 5%
Lawrence et al. (2000) 1 year 77% 26%
Table 4.3: Comparison of URL persistence with the estimation derived from the
obtained model.
Author Age Content Model
persistence estimation
Brewington & Cybenko (2000) 100 days 50% 23%
Cho & Garcia-Molina (2000a) 1 day 77% 55%
Fetterly et al. (2003) 7 days 65% 41%
Ntoulas et al. (2004) 1 year 10% 15%
Table 4.4: Comparison of content persistence with the estimation derived from
the obtained model.
The lifetime of URLs and contents follows a exponential distribution. Most
URLs have short lives and the death rate is higher in the ﬁrst months but there is
a minority that persists for long periods of time. The obtained half-life of URLs
was two months and the main causes of death were the replacement of URLs and
the deactivation of sites. Persistent URLs are static, short and tend to be linked
from other sites and depth did not inﬂuence URL persistence.
Table 4.3 shows that the obtained results contrast with previous work and
evidence a quicker decay of URLs. However, they strengthen conclusion from
Koehler (2002) that once a collection has aged suﬃciently, it becomes more
durable in time.
The half-life of contents is just two days. The comparison of the obtained
results with previous works suggests that the lifetime of contents is decreasing
(see Table 4.4). Typically, persistent contents are not dynamically generated,
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are small and have an associated Last-Modiﬁed date. However, the presence of
contents with known Last-Modiﬁed dates has been decreasing in the past years,
which is consistent with the conclusion that the lifetime of contents is decreasing.
Inaccurate Last-Modiﬁed dates increased among elder contents but they were less
visible among those that maintained the same URL. Persistent contents were not
related to depth and were not particularly distributed among sites. About half
of the persistent URLs referenced the same content during their lifetime.
The next chapter discusses how the derived models for the Portuguese Web
inﬂuenced the design of the WWh that stores it.
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Chapter 5
Designing a Web Warehouse
The Web is a powerful source of information, but its potential can only be har-
nessed with applications specialized in aiding web users. However, most of these
applications cannot retrieve information from the web on-the-ﬂy, because it takes
too long to download the data. Pre-fetching the required information and storing
it in a Web Warehouse (WWh) is a possible solution. This approach enables the
reuse of the stored data by several applications and users.
AWWh architecture must be adaptable so it may closely track the evolution of
the web, supporting distinct selection criteria and gathering methods. Meta-data
must ensure the correct interpretation and preservation of the stored data. The
storage space must accommodate the collected data and it should be accessible to
humans and machines, supporting complementary access methods to fulﬁll the
requirements of distinct usage contexts. These access methods should provide
views on past states of the stored data to enable historical analysis.
This chapter discusses the design of a WWh prototype named Webhouse. The
information harvested from the Portuguese Web and described on the previous
Chapters was integrated in Webhouse while it was being developed to study the
inﬂuence of web characteristics in the design of a WWh. Figure 5.1 presents the
high-level architecture of Webhouse. There are two main components: the Viúva
Negra crawler (VN) is responsible for extracting and loading contents into the
Versus repository. The Versus repository provides high performance structured
access to meta-data and extensible storage space to keep contents.
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Figure 5.2: Versus architecture.
The focus of the chapter is on the design of the Webhouse prototype, dis-
cussing the extraction, loading and management of web data. It is organized as
follows: Section 5.1 describes the Versus repository. It discusses the management
of contents, addressing in particular the problem of duplication among web collec-
tions. It also presents the data and operational models that support the system,
enabling the quick development of distributed client applications. Section 5.2
describes the design of the VN crawler. Section 5.3 discusses how some situations
on the web can degrade the performance of a WWh. Finally, Section 5.4 presents
the main conclusions derived from the development and operation of Webhouse.
5.1 The Versus repository
Figure 5.2 represents the Versus repository architecture. It is composed by the
Content Manager and the Catalog. The Content Manager provides storage space
for the contents (Gomes et al., 2006b). The Catalog provides high performance
access to structured meta-data. It keeps information about each content, such
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as the date when it was collected or the reference to the location where it was
stored in the Content Manager.
5.1.1 Content Manager
Web warehousing involves a large amount of data and claims for storage systems
able to address the speciﬁc characteristics of web collections. The duplication
of contents is prevalent in web collections. It is diﬃcult to avoid downloading
duplicates during the crawl of a large set of contents, because they are commonly
referenced by distinct and apparently unrelated URLs (Bharat & Broder, 1999;
Kelly & Mogul, 2002; Mogul, 1999a). Plus, the contents kept by a WWh have
an additional number of duplicates, because it is built incrementally and many
contents remain unchanged over time, being repeatedly stored (see Chapter 4).
The elimination of duplicates at storage level after a crawl is terminated can be
executed in batch by ﬁnding and deleting duplicates. However, disk I/O opera-
tions are expensive. First, every content is written to disk during the crawl, then
read for comparison with others to identify duplicates and ﬁnally deleted, if it is
a duplicate. Considering that a WWh may hold billions of contents and new ones
are frequently being loaded, this approach can be prohibitively time consuming.
The identiﬁcation of duplicates is an appealing feature to identify replicas or save
on storage space, but it must not jeopardize the WWh performance.
This section describes the design of the Versus Content Manager. It discusses
the elimination of exact and partial duplicates and presents the mechanism im-
plemented to detect if a content is a duplicate before it is stored on disk.
5.1.1.1 Elimination of partial duplicates in a WWh
Delta storage or encoding, is a technique used to save space that consists on
storing only the diﬀerence from a previous version of a content (MacDonald,
1999). There are pages that suﬀer only minor changes, such as the number of
visitors received or the current date. Delta storage enables storing only the part of
the content that has changed, eliminating partial duplicates. Versioning systems,
such as CVS (Berliner, 1990), assume that objects change in time maintaining a
descendence tree under an unique identiﬁer (ﬁle name). However, duplication of
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pages referenced by diﬀerent identiﬁers (URLs) is prevalent on the web and using
delta encoding to store them causes continuous duplication in independent trees.
Plus, each tree holds few versions of a content, because URLs are highly transient
(see Chapter 4). A WWh may need to preserve contents for long periods of time.
Delta storage also raises preservation issues, because the retrieval of a content
kept in delta format must be rebuilt by traversing the descendence tree. These
algorithms are software dependent and a corruption on the tree may turn the sub-
sequent versions of the content inaccessible. Moreover, delta storage algorithms
can only process a limited set of content formats. A delta storage algorithm that
processes an HTML ﬁle may not be eﬀective when applied to a Macromedia Flash
movie, so it is highly dependent on technological changes of the formats used for
web publishing. Delta storage imposes expensive comparisons to detect partial
duplications between a content in the descendence tree and the content to store.
These comparisons executed while contents are being intensively loaded could
originate a serious bottleneck in a WWh.
The elimination of partial duplicates to save storage space was analyzed in
two studies by You & Karamanolis (2004) and Denehy & Hsu (2003). In the
ﬁrst study the authors compared intra-ﬁle compression against inter-ﬁle com-
pression using delta encoding and data chunking. These techniques are used
to save storage space within a set of contents by eliminating partial duplicates.
However, they require additional meta-data to reconstruct the original contents,
which may become a preservation problem if the meta-data is lost. The authors
also evaluated several techniques with distinct data sets and concluded that none
of them presented optimal results for all data sets. For the data set containing
pages, compressing each page independently causes just an increase of 4% over
the best result presented (using delta encoding).
In the second study, Denehy & Hsu (2003) evaluated diﬀerent methods for
detecting partial duplicates and proposed a system that stores unique blocks of
data with a conﬁgurable replication level. The evaluations were mainly ran over
an email corpus. Although emails contain attachments of formats commonly
found on the web, inferring that the best method (sliding window) would be as
eﬃcient in a web corpus would be arguable.
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Figure 5.3: Storage structure of a volume: a tree holding blocks on the leafs.
Both studies suggested that eliminating partial duplicates in distributed sys-
tems would raise new problems. However, web warehouses require distributed
storage systems to cope with the large amounts of web data.
In conclusion, eliminating partial duplicates in a WWh repository is not rec-
ommended because the mechanisms for eliminating them at the storage level
cannot be eﬃciently applied in large-scale distributed storage systems. Never-
theless, eliminating partial duplicates could be useful to save space while storing
small collections of contents harvested from the web within short intervals of
time. Given the heterogeneity of the content formats found on the web, a WWh
repository should also support independent compression algorithms according to
the content's format.
5.1.1.2 Data model
The data model of the Webhouse Content Manager relies on three main classes:
instance, volume and block. The instance class provides a centralized view of a
storage space composed of volumes containing blocks. Each block keeps a con-
tent and related operational meta-data. The signature is the number obtained
from applying a ﬁngerprinting algorithm to the content. A contentkey contains
the signature of the content and the volume where it was stored. A block holds
an unique content within the volume. It is composed by a header and a data
container (see Figure 5.3). The data container keeps the content. The header
contains information about the software version, the content's original size in
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bytes and a reference counter that keeps track of the diﬀerence between the stor-
age and delete requests performed on the content, allowing independent clients
to share the same instance without interfering with each other. The header also
speciﬁes the algorithm used to compress the content, enabling the coexistence
of several compression types within the volume and the application of suitable
algorithms according to the content's format. The storage structure of a volume
is a tree containing blocks on its leafs. Figure 5.3 illustrates a storage structure
with depth = 3. The nodes within each level of depth are identiﬁed by num-
bers represented in hexadecimal format from 0 to FF. The tree depth can change
within the volumes that compose an instance, according to the storage capacity
of the node.
5.1.1.3 An algorithm for eliminating duplicates
The location of a block within the volume tree is obtained by applying a function
called sig2location to the content's signature. Assuming that the signature of
a content is unique, two contents have the same location within a volume if
they are duplicates. Consider a volume tree with depth n and a signature with
m bytes of length. Sig2location uses the (n - 1) most signiﬁcant bytes in the
signature to identify the path to follow in the volume tree. The ith byte of
the signature identiﬁes the tree node with depth i. The remaining bytes of the
signature (m-n-1) identify the block name on the leaf of the tree. For instance,
considering a volume tree with depth 3, the block holding a content with signature
ADEE2232AF3A4355 would be found in the tree by following the nodes AD, EE
and leaf 2232AF3A4355.
The detection of duplicates is performed during the storage of each content,
ensuring that each distinct content is stored in a single block within the instance.
When a client requests the storage of a content, the system performs a sequence
of tasks:
1. Generate a signature s for the content;
2. Apply sig2location to the signature and obtain the location l of the corre-
sponding block;
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3. Search for a block in location l within the n volumes that compose the
instance, multicasting requests to the volumes;
4. If a block is found in volume, the content is considered to be a duplicate
and its reference counter is incremented. Otherwise, the content is stored
in a new block with location l in the volume identiﬁed by s mod n;
5. Finally, a contentkey referencing the block is returned to the client.
The mod-based policy used to determine the volume where to store a con-
tent divides the load equally among the volumes. However, clients can deﬁne
the volume where to store each content implementing alternative load-balancing
policies. This way, in the presence of heterogeneous nodes, clients can impose
higher workloads on those with higher throughput.
The elimination of duplicates at storage level is transparent to the clients
because they just order the storage of a content and receive the correspondent
contentkey, independently from if the content was identiﬁed as a duplicate.
A client retrieves a content by supplying the corresponding contentkey. The
Content Manager decomposes the contentkey, identiﬁes the signature of the con-
tent and the volume that hosts the correspondent block. The location of the block
in the volume is obtained by applying sig2location to the signature. Finally, the
content stored in the block is decompressed using the algorithm speciﬁed in the
block's header, and the content is returned to the client.
The delete operation is also invoked with a contentkey as argument. The
location of the block is executed by following the same process as for the retrieve
operation. If the reference counter contained in the header of the block is set to
one, the block is deleted. Otherwise, the reference counter is decremented. Since
the location of the content is determined by the contentkey, the volume where the
content is stored is directly accessed, both for the retrieve and delete operations.
Therefore, the performance of these operations is independent from the number
of volumes that compose an instance.
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5.1.1.4 Fake duplicates
Theoretically, if two contents have the same signature they are duplicates. How-
ever, ﬁngerprinting algorithms present a small probability of collision that causes
the generation of the same signature for two diﬀerent contents (Rabin, 1979).
Relying exclusively on the comparison of signatures to detect duplicates within
a large collection of contents, could cause some contents to be wrongly identiﬁed
as duplicates and not stored. These situations are called fake duplicates.
The probability of occurrence of collisions depends on the ﬁngerprinting algo-
rithm, but it is extremely small in most cases (less than one in one million). On
the other hand, a WWh holds millions of contents so a fake duplicate may occur.
The remote possibility of loosing a content is acceptable for most people, but it
could be disquieting for a librarian in charge of preserving an unique content of
great historical importance. I believe that the probability of loosing a content due
to a disk error or bug on the underlying software (e.g imported software libraries
or hardware drivers) is higher than the probability of ﬁngerprint collisions. Nev-
ertheless, the Content Manager supports three modes for the store operation to
fulﬁll the requirements of applications that may need absolute certainty that fake
duplicates do not occur: force-new, regular and compare.
When using the force-new mode, the elimination of duplicates is switched oﬀ
and a new block is created to store each content. This semantic is useful if one
knows that the collection does not contain duplicates.
The regular mode (default) detects a collision if two contents have the same
signature, but diﬀerent sizes. In this case, an overﬂow block is created to keep
the content. However, the success of this heuristic depends on the distribution
of the content sizes and collisions will not be detected among contents with the
same size. The distribution of sizes for a sample of 3.2 million Portuguese pages
revealed that the probability of two random pages having the most frequent size
is 4.15 x 10−6. Assuming that the probability of two pages having the same size
and the probability of ﬁngerprint collision between them are independent events,
the obtained results indicate that the comparison of sizes can substantially reduce
the occurrence of fake duplicates without requiring longer ﬁngerprint signatures
or additional meta-data.
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The compare mode relies on size and bytewise comparison of the contents to
detect collisions. If two contents have the same signature but diﬀerent sizes, or
have the same size but are not byte equal, a collision is detected. Fake duplicates
never occur when using this store mode.
5.1.1.5 Content Manager architecture
The Versus Content Manager presents a distributed architecture composed by a
set of autonomous nodes that provide disk space with no central point of coordi-
nation, extending storage capacity by adding new nodes without imposing major
changes in the system. Although network ﬁle systems also provide distributed
access to data, they are executed at operating system kernel level and require ad-
ministrative privileges to be installed and operated (Rodeh & Teperman, 2003).
On its turn, the Content Manager is platform independent and runs at application
level without imposing changes in the conﬁguration of the underlying operating
system. Peer-to-peer ﬁle systems, such as Oceanstore (Rhea et al., 2003), are
designed to manage a large and highly variable set of nodes with small storage
capacity, distributed over wide-area networks (typically the Internet). This raises
speciﬁc problems and imposes complex intra-node communication protocols that
guarantee properties such as security, anonymity or fault tolerance that unneces-
sarily limit throughput on controlled networks. An experiment performed by the
authors of Oceanstore showed that it is on average 8.3 times slower than NFS
(Callaghan et al., 1995) on a local-area network (LAN).
The Versus Content Manager has a diﬀerent scope. It assumes that nodes
have large storage capacity, are located within the same LAN, and changes on
the conﬁguration of the set of storage nodes are unfrequent. The collections
managed by the Content Manager contain millions of contents with identical
probabilities of being read; therefore, caching mechanisms are not eﬀective. The
design assumes that all the nodes have similar distance costs to the clients and
there are no malicious clients. The system tolerates faults of storage nodes, but it
does not provide automatic recovery and full availability of the contents kept in
the faulty nodes. However, the Content Manager provides methods that enable
the implementation of replication policies within an instance.
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Figure 5.4: Architecture of the Versus Content Manager.
Figure 5.4 depicts the architecture of the Content Manager. An instance is
composed by a thin middleware library, the connector object and the volume
servers. Clients access an instance through a connector object that keeps refer-
ences to the volumes that compose the instance. A change in the composition
of the instance, such as the addition of a new volume, implies an update of the
connector. Each volume server manages the requests and executes the correspon-
dent low-level operations to access the contents. The contents are transmitted
between the library and the servers in a compressed format to reduce network
traﬃc and data processing on the server.
5.1.1.6 Implementation
The storage structure of a volume was implemented as a directory tree over
the ﬁlesystem where the blocks are ﬁles residing at the leaf directories. The
block header is written in ASCII format so that it can be easily interpreted,
enabling access to the content kept in the block independently from the Webstore
software. A 64-bit implementation of Rabin's ﬁngerprinting algorithm was used
to generate the content signatures (Rabin, 1979). The Content Manager supports
Zlib as the built-in compression method, but other compression algorithms can
be included. This way, contents can be compressed using adequate algorithms
and accommodate new formats. The connector object was implemented as an
XML ﬁle. The library and the volume servers were written in Java using JDK
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Figure 5.5: Versus Content Manager data model.
1.4.2 (6 132 lines of code). The communication between them is through Berkeley
sockets. Currently, clients access volume servers in sequence, (a multicast protocol
is not yet implemented). Volume servers are multi-threaded, launching a thread
for handling each request. Volume servers guarantee that each block is accessed
in exclusive mode through internal block access lists.
5.1.2 Catalog
This section describes the data model that supports the Catalog and the oper-
ational model that enables parallel loading and access to the data stored in the
Versus repository.
5.1.2.1 Data model
Figure 5.5 presents the UML class model of the Catalog. This model is generic
to enable its usage for long periods of time independently from the evolution of
web formats. Plus, it also enables the usage of the repository in contexts diﬀerent
from Web Warehousing. For instance, it can be applied to manage meta-data on
the research articles kept in a Digital Library. However, it is assumed that the
contents are inserted into the repository in bulk loads.
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The Source class identiﬁes the origin of the content, for example an URL on
the web. Each Version represents a snapshot of the information gathered from
a Source. The Versions that were stored in the repository in the same bulk load
are aggregated in Layers. A Layer represents the time interval from its creation
until the creation of the next one. This way, time is represented in a discrete
fashion within the repository, facilitating the identiﬁcation of contents that need
to be presented together, such as a page and the embedded images. The Property
class holds property lists containing meta-data related to a Version. The use
of property lists instead of a static meta-data model, enables the incremental
annotation of contents with meta-data items when required in the future. The
Content and Facet classes reference contents stored in the Content Manager. The
former references the contents in their original format and the latter alternative
representations. For instance, a Content is an HTML page that has a Facet that
provides the text contained in it. Facets can also provide storage for current
representations of contents retrieved earlier in obsolete formats. Versus supports
merging the Content, Facets and meta-data of a Version into a single Facet in
a semi-structured format (XML), so that each content stored in the Content
Manager can be independently accessed from the Catalog. There are contents
that are related. For instance, pages have links to other pages. The Reference
class enables the storage of associations of Versions that are related to each other.
5.1.2.2 Operational model
A Versus client application is composed by a set of threads that process data
in parallel. Each application thread does its speciﬁc data processing and Versus
is responsible for managing and synchronizing them. The operational model of
Versus was inspired on the model proposed by Campos (2003). It is composed
by three workspaces with diﬀerent features that keep the contents meta-data:
Archive (AW). Stores meta-data permanently. It keeps version history for the
contents to enable the reconstruction of their earlier views. The AW is an
append-only storage, the data stored cannot be updated or deleted;
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Group (GW). Keeps a temporary view of the meta-data shared by all applica-
tion threads. It enables the synchronization among the application threads
and data cleaning before the archival of new data;
Private (PW). Provides local storage and fast access to data by application
threads. Private workspaces are independent from each other and reside on
the application threads addressing space.
An application thread can be classiﬁed in three categories according to the
task it executes:
Loader. Generates or gathers data from an information source and loads it into
Versus;
Processor. Accesses data stored in Versus, processes it and loads the resulting
data;
Reader. Accesses data stored in Versus and does not change it, neither generates
new information.
The data stored is partitioned to enable parallel processing. A Working Unit
(WU) is a data container used to transfer partitions of meta-data across the
workspaces. The Working Units are transferred from one workspace to another
via check-out and check-in operations (Katz, 1990). When a thread checks-out
a WU, the corresponding meta-data is locked in the source workspace and it is
copied to the destination workspace. When the thread ﬁnishes the processing
of the WU, it integrates the resulting data into the source workspace (check-in).
The threads that compose an application share the same partitioning function.
There are two classes of Working Units:
Strict. Contain exclusively the Versions that belong to the Working Unit. Strict
Working Units should be used by applications that that do not need to
create new Versions;
Extended. The Extended Working Units may also contain Versions that do not
belong to the WU, named the External Versions.
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The check-outs are executed in the same way for Strict and Extended Working
Units. The partitioning function is applied to the source workspace to determine
which Versions belong to the WU, then they are copied to the destiny workspace.
A conﬂict arises when a thread tries to check-in a Version that was previ-
ously inserted by another thread. Conﬂicts never occur during the check-in of
Strict Working Units, because the thread acquired exclusive access to all the Ver-
sions belonging to the WU when it executed the check-out operation. Thus, the
check-in can be performed very eﬃciently, transferring Versions in batch with-
out any further testing. However, conﬂicts may occur during the check-in of
the External Versions contained in the Extended Working Units. If an External
Version conﬂicts an existing one, the conﬂict is automatically resolved under a
First-come First-served policy: the meta-data and content correspondent to the
External Version are discarded. The advantage of using Extended Working Units
is that application threads can work in a completely independent fashion until
the check-in, even if they have to create Versions belonging to other Working
Units.
The partitioning function used to create Working Units is deﬁned according
to the characteristics of data to fulﬁl the requirements of the applications. For
instance, if each thread of an application needs to process a page plus the pages
it links to, the WU must contain these data. However it must be disjunctive:
one Version belongs to one partition at most. On the other hand, the partition-
ing function must create Working Units with a size adequate to the resources
available to support Versus. Ideally, the Working Units should contain a ﬁxed
amount of meta-data, but this may not be compatible with the requirements
of the applications. Hence, the partitioning function must be carefully chosen to
avoid the creation of partitions with very skewed sizes. Abnormally large Working
Units can exhaust the resources available to support a thread's PW (e.g. mem-
ory) and originate very long check-in and check-out operations. On the other
hand, extremely small Working Units can overload Versus with synchronization
operations, compromising the performance beneﬁts of using parallel processing,
because synchronization tasks may take longer than the processing of the Working
Units.
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Figure 5.6: Accessing information stored in Versus.
Access
Figure 5.6 depicts the access to information stored on the Catalog. Each
workspace provides diﬀerent access levels to the meta-data. The Archive Work-
space provides centralized access to all the archived Versions. The applications
deﬁne the timespace of the Versions they want to access through a Resolver ob-
ject. For instance, an application can use a Resolver that chooses the last Version
archived from each Source. The Group Workspace also provides centralized ac-
cess to the stored information but it holds at most one Version from each Source.
It does not provide historical views on the data. The Private Workspaces are
hosted on the application threads and keep one WU at a time enabling parallel
processing. The Archive and Group Workspace should be hosted on powerful
machines while the Private Workspaces can be hosted on commodity servers.
The workﬂow of a parallel application that accesses data stored in Versus is the
following:
1. The application checks-out the required meta-data from the AW to the GW;
2. Several application threads are launched in parallel. Each one of them starts
its own PW and iteratively checks-out one WU at a time, processes it and
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executes the check-in into the GW. The contents cannot be updated after
they are set and any change on a content must be stored as new Facet;
3. When there are no unprocessed Working Units the new data kept in the
GW is checked-in into the AW.
The contents are not transferred in the check-out operations, they are retrieved
on-demand from the Content Manager. There are two assumptions behind this
design decision. The ﬁrst is that the contents belonging to a WU represent
an amount of data much larger than the corresponding meta-data. To enable
quick transfers of contents during the check-outs, it would be necessary to use
faster network links between the workspaces. Plus, the application threads would
require more storage space to keep the contents locally.
The second assumption is that application threads do not need to process
all the contents belonging to a WU or they may be exclusively interested on
analyzing the meta-data. Thus, checking-out the contents in advance would be a
waste of resources.
Load
Figure 5.7 depicts the loading of data into Versus. The meta-data is loaded by
the application threads into the Private Workspaces, while the contents are stored
in the Content Manager that eliminates duplicates at storage level. However,
if a content is identiﬁed as a duplicate, the corresponding meta-data, such as
URL, is still stored in the Catalog PW. This way, the Webhouse clients can later
access the warehoused collection independently from the elimination of duplicates
mechanism. The work ﬂow of a parallel application that loads information into
Versus is the following:
1. The application creates a new empty layer on the GW;
2. Several parallel threads are launched. Each one of them starts its own PW
and iteratively checks-out one empty WU, loads it with meta-data extracted
from the Sources and executes the check-in into the GW;
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Figure 5.7: Loading data into Versus.
3. When there are no unprocessed Working Units the new data kept in the
GW is checked-in into the AW.
The references to the new contents loaded into the Content Manager are kept
as meta-data in the PW. If an application thread fails before the check-in, for
instance due to a power failure, the references to the contents would be lost,
originating orphan contents that could not be later accessed. Versus provides
recovery methods to restart the processing of a Working Unit and remove the
orphan contents if an application thread fails. Versus also supports direct loads
to the Group or Archive Workspaces but they should be used for small amounts
of data because parallel loading is not supported.
5.1.2.3 Implementation
The Catalog was mainly implemented using the Java environment and relational
database management systems (DBMS). The AW and GW were implemented
using Oracle 9i DBMS (Oracle Corporation, 2004). The advanced administra-
tion features of this DBMS, such as partitioning or query optimizations, enable
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the conﬁguration of the system to be used in the context of Web Warehousing,
addressing eﬃciently the processing of large amounts of data. The use of the
SQL language for data manipulation enabled the reuse of the code in the three
kinds of workspaces, although each one also had particular data structures and
optimization proﬁles.
The PW used HyperSonicSQL DBMS (HyperSonicSQL). It is written in Java
and can be conﬁgured to run in three modes:
Memory. The DBMS runs inside the client application. The data is kept ex-
clusively in-memory. If there is failure of the client application the data is
lost;
File. The DBMS runs inside the client application but the data is stored in ﬁles;
Client/server. The DBMS and client applications run independently and com-
municate through a network connection using JDBC. The data can be kept
in memory or in ﬁles.
The PW was implemented using the memory-mode because it provide faster
responses and it was assumed that failures of the clients were not frequent. The
choice of HyperSonicSQL for implementing the PW imposed that each application
thread could not host more than one PW at a time because HyperSonicSQL only
supports one database instance within each Java Virtual Machine. The Catalog
clients access the information in the workspaces using a application programming
interface (API) written in Java using JDK 1.4.2 (4 526 lines of code). This API
accesses the databases using the Java Database Connectivity interface (JDBC)
and hides the underlying technologies from the client applications. The Catalog
also enables the submission of direct commands to the database management
systems to take advantage from their advanced features.
5.2 The VN crawler
A WWh crawls data from the web to extract new information. The permanent
evolution of the web and the upcoming of new usage contexts demands continuous
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Partitioning DNS Use keep-alive Avoid server Reuse site Independency
strategy caching connections overloading meta-data
IP ++ ++ ++ + 
Site + + + ++ ++
Page     ++
Table 5.1: Comparison of the partitioning strategies.
research in crawling systems. Kahle (2002), the founder of the Internet Archive,
revealed that their commercial crawler is rewritten every 1218 months to reﬂect
changes in the structure of the web. Although a crawler is conceptually simple,
its development is expensive and time consuming, because most problems arise
when the crawler leaves the experimental environment and begins harvesting the
web.
This section discusses crawling. First, it presents the requirements for a
crawler and discusses how the web characteristics inﬂuence the choice of a suit-
able partitioning function for the URL space. Then, it presents a ﬂexible and
robust crawler architecture that copes with distinct usage contexts. Finally, it
provides a detailed description of hazardous situations to crawling and discusses
solutions to mitigate their eﬀects.
5.2.1 Partitioning strategies
A suitable partitioning function that divides the URL space across the set of
Crawling Processes that compose a distributed crawler must be chosen according
to the characteristics of the portion of the web being harvested. Otherwise, the
requirements for a crawler may not be fulﬁlled. Three partitioning strategies were
analyzed: IP, site and page partitioning (see Chapter 2). The number of URLs
contained in a partition should be ideally constant to facilitate load balancing.
The page partitioning is the most adequate according to this criterion. The
IP partitioning tends to create some extremely large partitions due to servers
that host thousands of sites, such as Geocities (www.geocities.com) or Blogger
(www.blogger.com). The site partitioning is more likely to create partitions
containing a single URL, due to sites under construction or presenting an error
message. Thus, the eﬃciency of the IP and site partitioning is more dependent on
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the characteristics of the portion than page partitioning. Table 5.1 summarizes
the relative merits of each strategy, which are characterized by the following
determinants:
DNS caching. A CP executes a DNS lookup to map the site name contained
in an URL into an IP address, establishes a TCP connection to the corre-
spondent web server and then downloads the content. The DNS lookups
are responsible for 33% of the time spent to download a content (Habib &
Abrams, 2000). Hence, caching a DNS response and using it to download
several contents from the same site optimizes crawling. A CP does not ex-
ecute any DNS lookup during the crawl when harvesting an IP partition,
because all the URLs are hosted on the IP address that identiﬁes the par-
tition. A site partition requires one DNS lookup to be harvested because
all its URLs have the same site name. A page partition contains URLs
from several diﬀerent sites, so a CP would not beneﬁt from caching DNS
responses;
Use of keep-alive connections. Establishing a TCP connection to a web server
takes on average 23% of the time spent to download a content (Habib &
Abrams, 2000). However, HTTP keep-alive connections enable the down-
load of several contents reusing the same TCP connection to a server (Field-
ing et al., 1999). A page partition contains URLs hosted on diﬀerent servers,
so a CP does not beneﬁt from using keep-alive connections. On the other
hand, with IP partitioning an entire server can be crawled through one sin-
gle keep-alive connection. When a crawler uses site partitioning, a single
keep-alive connection can be used to crawl a site. However, the same web
server may be conﬁgured to host several virtual hosts. Then, each site will
be crawled through a new connection;
Server overloading. In general, a crawler should respect a minimum interval of
time between consecutive requests to the same web server to avoid overload-
ing it. This is called the courtesy pause. Page partitioning is not suitable to
guarantee courtesy pauses, because the URLs of a server are spread among
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several partitions. Thus, if no further synchronization mechanism is avail-
able, the Crawling Processes may crawl the same server simultaneously,
disrespecting the courtesy pause. The page partitioning requires that each
CP keeps track of the requests executed by the other ones to respect the
courtesy pause. With IP partitioning, it is easier to respect the courtesy
pause because each CP harvests exclusively the URLs of a web server and
simply needs to register the time of the last executed request to respect it.
A crawler using site partitioning respects at ﬁrst sight a minimum interval
of time between requests to the same site but, a server containing virtual
hosts may be overloaded with requests from Crawling Processes that har-
vest its sites in parallel. On the other hand, a web server containing virtual
hosts should be designed to support parallel visits to its sites performed
by human users. Hence, it should not become overloaded with the parallel
visits executed by the Crawling Processes;
Reuse of site meta-data. Sites contain meta-data, such as the Robots Exclu-
sion ﬁle, that inﬂuences crawling. The page partitioning strategy is not
suitable to reuse the site's meta-data because the URLs of a site are spread
across several partitions. With the IP partitioning, the site's meta-data
can be reused, but it requires additional data structures to keep the corre-
spondence between the sites and the meta-data. Notice however that this
data structure can grow considerably, because there are IP partitions that
contain thousands of diﬀerent sites generated through virtual hosting. On
its turn, when a crawler is harvesting a site partition, the site's meta-data
is reused and the crawler just needs to manage the meta-data of a single
site;
Independency. The site and page partitioning enable the assignment of an URL
to a partition independently from external resources. The IP partitioning
depends on the DNS servers to retrieve the IP address of an URL and it
cannot be applied if the DNS server becomes unavailable. If the site of an
URL is relocated to a diﬀerent IP address during a crawl, two invocations
of the function for the same URL would return diﬀerent partitions. In this
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case, the URLs hosted on the same server would be harvested by diﬀerent
Crawling Processes.
5.2.2 Crawler architecture
This section details the design of the VN crawler. It was designed as a Versus
client application to take advantage of the distribution features provided by the
Versus repository. VN has a hybrid Frontier, uses site partitioning and dynamic-
pull assignment:
Hybrid frontier. Each CP has an associated Local Frontier where it stores the
meta-data generated during the crawl of a partition. The meta-data on the
seeds and crawled URLs is stored on the Global Frontier. A CP begins
the crawl of a new site partition by transferring a seed from the Global
to its Local Frontier (check-out). Then, the URLs that match the site
are harvested by the CP. When the crawl of the partition is ﬁnished, the
correspondent meta-data is transferred to the Global Frontier (check-in).
A CP successively checks-out a partition containing a seed, harvests the
corresponding information from the web and checks-in the resultant meta-
data, until there are no unvisited seeds in the Global Frontier;
Site partitioning. Besides the advantages discussed in the previous Section,
three additional reasons lead to the adoption of the site partitioning strat-
egy. First, a CP frequently accesses the Local Frontier to execute the URL-
seen test. As Portuguese sites are typically small and links are mostly
internal to the sites (see Chapter 3), the Local Frontier can be maintained
in memory during the crawl of the site to optimize the execution of the
URL-seen test. Second, web servers are designed to support access pat-
terns typical of human browsing. The crawling of one site at a time enables
the reproduction of the behavior of browsers, so that the the actions of the
crawler do not disturb the normal operation of web servers. Third, site par-
titioning facilitates the implementation of robust measures against spider
traps;
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Figure 5.8: VN architecture.
Dynamic-pull assignment. The Global Frontier assigns partitions to Crawling
Processes as they pull them. The Global Frontier guarantees that a site is
never harvested simultaneously by two Crawling Processes. The Global
Frontier identiﬁes each partition with the site's hash and manages three
lists: i) sites to crawl; ii) sites being crawled and; iii) sites crawled. When
a CP checks-out a partition, it is moved from the ﬁrst to the second list.
The checks-in moves the partition from the second to the third list.
Figure 5.8 describes VN's architecture. It is composed by a Global Frontier, a
Manager that provides tools to execute administrative tasks and several Crawling
Nodes (CNodes). The Manager is composed by:
 The Seeder that generates seeds to a new crawl from user submissions, DNS
listings and home pages of previously crawled sites and inserts them in the
Global Frontier;
 The Reporter that gets statistics on the state of the system and emails them
to a human Administrator;
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Figure 5.9: Sequence diagram: crawling a site.
 The Crawling Processes and the corresponding Local Frontiers ;
 One Volume that stores the harvested contents;
 One Watchdog that restarts the Crawling Processes if they are considered
dead (inactive for a given period of time).
The scheduling of the execution of the Crawling Processes within a CNode is
delegated to the operating system. It is assumed that when a CP is blocked, for
instance while executing IO operations, another CP is executed.
5.2.2.1 Crawling algorithm
Crawlers get a seed to a site and follow the links within it to harvest its contents.
They usually impose a depth limit to avoid the harvesting of inﬁnite sites (Baeza-
Yates & Castillo, 2004). There are three policies to traverse links within a site
(Cothey, 2004):
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Best-ﬁrst. The crawler chooses the most relevant URLs to be crawled ﬁrst ac-
cording to a given criteria as, for instance, their PageRank value (Brin &
Page, 1998);
Breadth-ﬁrst. The crawler iteratively harvests all the URLs available at each
level of depth within a site;
Depth-ﬁrst. The crawler iteratively follows all the links from the seed until the
maximum depth is achieved.
The best-ﬁrst policy is aimed to select relatively small sets of high-quality
pages to save system resources, such as bandwidth. These pages are usually
spread across diﬀerent sites which could jeopardize the advantages of using site
partitioning. However, Najork & Wiener (2001) showed that in practice breadth-
ﬁrst and best-ﬁrst policies yield high-quality pages. The breadth-ﬁrst policy
presents the advantage of being simpler to implement than best-ﬁrst and avoids
server overloading (Chakrabarti et al., 2002). Crawlers impose a limit on the
number of URLs visited within each site as a robustness measure against inﬁnite
sites. Assuming that the most relevant pages are located at shallower levels of
depth, when using the depth-ﬁrst approach the maximum number of URLs for a
site may be achieved before a signiﬁcant part of important pages were harvested.
Thus, the VN Crawling Processes harvest information from the web visiting one
site at a time in a breadth-ﬁrst mode. Figure 5.9 details the stages of this process.
The crawl of a new site begins when the CP checks-out a seed. The CP downloads
the "robots.txt" ﬁle (Robots Exclusion Protocol) and then, iteratively harvests
one URL at a time from the site until there are no URLs to visit (loop). The CP
launches a Collector thread that downloads and processes information referenced
by an URL. The Collector requests the HTTP headers of the URL to check if the
content should be downloaded. For instance, if the content is an MP3 ﬁle and the
selection criteria deﬁnes that only HTML pages should be harvested, the content
is not downloaded. Then, the content is parsed to extract various meta-data,
such as links to other pages. The extraction and storage of meta-data from the
contents during the crawl while they are stored on memory, avoids redundant
processing by the Versus client applications that will latter process the web data.
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Finally, the Collector returns the content and extracted meta-data to the CP.
This information is analyzed by a Classiﬁer that checks if the content matches
the selection criteria. If the content is considered relevant, it is stored in a Volume
and the meta-data is inserted in the Local Frontier, otherwise it is discarded. The
CP sleeps after crawling each URL to execute a courtesy pause. When the CP
ﬁnishes visiting the site, it checks-in the partition.
5.2.2.2 Fault management
To face hazardous situations while crawling the web and possible hardware prob-
lems on the underlying cluster of machines, VN was designed to tolerate faults
at diﬀerent levels in its components.
A CP launches an independent thread (Collector) to execute sensitive tasks,
such as the download, meta-data extraction and parsing of a content. The CP
terminates the execution of the Collector after a limited time. Hence, a fault
caused by the harvest and processing of a single content does not compromise the
crawl of the remaining contents at the site. However, this imposes the overhead
of launching a new thread to crawl each URL.
The Crawling Processes are independent from each other and the failure of one
of them does not inﬂuence the execution of the remaining. However, they depend
on the Global Frontier for synchronization. A CP operates independently from
the Global Frontier between the check-out and the check-in events. A fault of the
Global Frontier causes a gradual degradation of the system because the Crawling
Processes will continue harvesting until the check-in is tempted. As a result,
there is an interval of time when it is possible to recover the Global Frontier
without stopping the crawl. For instance, if a network cable is disconnected
from the machine hosting the Global Frontier, the incident can be solved without
inﬂuencing the progress of the crawl.
The contents can be stored locally on the same machine that hosts the CP or
remotely on any other machine that hosts a Volume. Therefore, if the Volume
used by a CP fails, for instance because it exhausted its storage capacity, the CP
can be quickly set to store contents on remote Volumes, without requiring any
data migration.
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Figure 5.10: Deep vs. home page seeding policies.
5.2.2.3 URL-seen test
The URL-seen test is executed in two steps: ﬁrst, when the URLs are inserted
in the Local Frontier and upon the check-in to the Global Frontier. 81.5% of the
links embedded in pages reference URLs internal to its site (Broder et al., 2003).
The URL-seen test for internal URLs is done locally because all the seen URLs
belonging to the site are covered by the Local Frontier. So, when the CP ﬁnishes
harvesting the site, it can check-in the internal URLs to the Global Frontier
without further testing. However, the URL-seen test for the external URLs must
be executed against all the URLs in the Global Frontier during check-in, because
the URLs may have been inserted there meanwhile by another CP. Thus, the
URL-seen test for external URLs is an expensive operation and the number of
external URLs to check-in should be minimized. Nonetheless, the external URLs
are important because they are potential seeds to newly found sites. There are
three policies for the insertion of external URLs in the Frontier:
Home page. The home page policy assumes that all the contents within a site
are accessible through a link path from its home page. Hence, a CP replaces
every external URL by its site home page before inserting it in the Local
Frontier (see Figure 5.10). The home page policy reduces the number of
external URLs to check-in. However, if a CP cannot follow links from the
home page, the remaining pages of the site will not be harvested;
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Deep link. A deep link references an external URL diﬀerent than the home page.
The deep link policy assumes that there are pages not accessible through
a link path from the home page of the site. The CP inserts the external
URLs without any change in the Local Frontier to maximize the coverage
of the crawl. For instance, in Figure 5.10 the URL www.othersite.com/
orphan.html is not accessible from the home page of the site but it is linked
from the site www.mysite.com. However, if the external URL references a
content without links, such as a postscript document, the crawl of the site
would be limited to this content. Some authors believe they make pages
unavailable by removing the internal links to them, forgetting that external
pages may maintain links to these pages. The deep link policy enables the
crawling of these supposedly unavailable pages and may expose them in
search engine results;
Combined. Follows deep links but always visits the home page of the sites. This
policy is intended to maximize coverage. Even if a deep link references a
content without links, the remaining site accessible through a link path
from the home page will be harvested.
VN supports the home page and combined policies. As an optimization,
when VN is conﬁgured to follow the home page policy, it discards the external
URLs hosted on the sites contained in the seeds of the crawl, because they were
already inserted in the Global Frontier by the Seeder. Discarding external URLs
contained in the initial seed list breaks the deep link and combined policies,
because a link may reference a page from a site contained in the initial seed list
that is not accessible from the home page.
I believe that in general, the adoption of the combined policy provides a
marginal gain of coverage against the home page policy because pages are usually
accessible through a link path from their home pages. Hence, the home page
policy is suitable for most crawling contexts, while the combined policy should
be used when coverage needs to be maximized, such as to execute exhaustive
crawls of corporate intranets.
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5.2.2.4 Optimizing bandwidth usage
Invalid URLs reference contents that cannot be downloaded. Many URLs ex-
tracted from pages are invalid and they degrade the performance of a crawler
because it will waste resources trying to harvest them. Thus, visits to invalid
URLs should be minimized. They can be pruned using the following strategies:
Discarding malformed URLs. A malformed URL is syntactically incorrect
(Berners-Lee et al., 2005). Malformed URLs are most likely caused by a
typing errors. For instance, an URL containing white spaces is syntacti-
cally incorrect. However, there are web servers that enable the usage of
malformed URLs;
Discarding URLs that reference unregistered sites. The site name of an
URL must be registered in the DNS. Otherwise, the crawler would not be
able to map the domain name into an IP address to establish a connection
to the server and download the content. Thus, an URL referencing an
unregistered site name is invalid. However, testing if the site names of
the URLs are registered before inserting them into the Frontier imposes an
additional overhead on the DNS servers.
Duplicates occur when two or more diﬀerent URLs reference the same content.
A crawler should avoid harvesting duplicates to save on processing, bandwidth
and storage space. The crawling of duplicates can be avoided through the nor-
malization of URLs:
1. Case normalization: the hexadecimal digits within a percent-encoding triplet
(e.g., "%3a" versus "%3A") are case-insensitive and therefore should be
normalized to use uppercase letters for the digits A-F;
2. Percent-Encoding Normalization: decode any percent-encoded octet that
corresponds to an unreserved character;
3. Convert site name to lower case: the domain names are case insensitive
thus, the URLs www.site.com/ and WWW.SITE.COM/ reference the same
content;
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4. Convert relative to absolute ﬁle paths : For instance, www.site.com/dir/..
/index.html to www.site.com/index.html;
5. Remove identiﬁcation of the HTTP default port 80 : For instance, change
www.site.com:80/index.html to www.site.com/index.html;
6. Add trailing '/' when the path is empty : The HTTP speciﬁcation states
that if the path name is not present in the URL, it must be given as '/'
when used as a request for a resource (Fielding et al., 1999). Hence, the
transformation must be done by the client before sending a request. This
rule of normalization prevents that URLs, such as www.site.com and www.
site.com/, originate duplicates;
7. Remove trailing anchors : anchors are used to reference a part of a page (e.g
www.site.com/file#anchor). However, the crawling of URLs that diﬀer
only on the anchors would result in repeated downloads of the same page;
8. Add preﬁx "www." to site names that are second-level domains : the fol-
lowing section will show that most of the sites named with a second-level
domain are also available under the site name with the preﬁx "www.";
9. Remove well-known trailing ﬁle names : two URLs that are equal except
for a well known trailing ﬁle name such as "index.html", "index.htm", "in-
dex.shtml", "default.html" or "default.htm", usually reference the same
content. The results obtained in experiments crawling the Portuguese Web
showed that removing these trailing ﬁle names reduced the number of du-
plicates by 36%. It is technically possible that the URLs with and without
the trailing ﬁle reference diﬀerent contents. However, situations of this kind
were not found in the experiments. The conclusion is that this heuristic does
not reduce the coverage of a crawler noticeably.
A request to an URL may result in a redirect response, (3** HTTP response
code), to a diﬀerent one named the target URL. For instance, the requests to
URLs like www.somesite.com/dir, where dir is a directory, commonly result
in a redirect response (301 Moved Permanently) to the URL www.somesite.
com/dir/. Browsers follow the redirects automatically, so they are not detected
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by the users. A crawler can also automatically follow a redirect response to
download the content referenced by the target URL. However, both the redirect
and the correspondent target URLs reference the same content. If they are linked
from pages, the same content will be downloaded twice. Automatically following
redirects during a crawl increased the number of duplicates by 26%. On the
other hand, when a crawler does not follow redirects, it considers that a redirect
is equivalent to a link to an URL. The crawler inserts both the redirect and target
URLs in the Frontier: the former is marked as a redirect and the target URL is
visited to download the content. The number of URLs inserted in the Frontier
increases, approximately by 5% (Castillo, 2004; Gomes & Silva, 2005; Heydon &
Najork, 1999), but duplicates are avoided.
5.2.2.5 Implementation
The VN web crawler integrates components developed within the XLDB Group
and external software. It was mainly written in Java using jdk1.4.2 (3 516 lines
of code), but it also includes software components implemented in native code.
The Crawling Processes use hash tables to keep the list of duphosts and the DNS
cache. The Parser was based on WebCAT, a Java package for extracting and
mining meta-data from web documents (Martins & Silva, 2005b). The Classiﬁer
used to harvest the Portuguese Web includes a language identiﬁer (Martins &
Silva, 2005a). The Robots Exclusion ﬁle interpreter was generated using Jlex
(Berk & Ananian, 2005). The Seeder and the Cleaner are Java applications.
The Reporter and Watchdog were implemented using shell scripts that invoke
operating system commands, such as ps or iostat.
VN was designed as a Versus client application to take advantage of the distri-
bution features provided by the repository. The Local Frontiers of the Crawling
Processes were implemented using the Versus Private Workspaces. The Global
Frontier was implemented using the Versus Group Workspace. The Content Man-
ager supports the Volumes used to store the harvested contents.
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5.3 Coping with hazardous situations
The web is very heterogeneous and there are hazardous situations to crawling
that disturb the extraction of web data to be integrated in a WWh. Some of
them are malicious, while others are caused by mal-functioning web servers or
authors that publish information on the web without realizing that it will be
automatically processed. Crawler developers must be aware of these situations
to design robust crawlers capable of coping with them.
The description of hazardous situations to crawling is scarce in the scien-
tiﬁc literature, because most experiments are based on simulations or short-term
crawls that do not enable their identiﬁcation. Hazardous situations are commonly
ignored in academic studies because the scientiﬁc hypotheses being tested assume
a much simpler model of the web than observed in reality. Hence, the detection
of hazardous situations on the web is a recurrent problem that must be addressed
by every new system developed to process web data. Moreover, new hazardous
situations arise as the web evolves, so their monitoring and identiﬁcation requires
a continuous eﬀort.
This section describes hazardous situations found on the Portuguese Web
and discusses solutions to mitigate their eﬀects. First, it presents examples of
situations that cause unnecessary downloads and degrade the performance of a
crawler. Then, it describes contents that are hard to be automatically processed
and frequently prevent crawlers from following their embedded links to other
contents. Finally, it discusses heuristics to detect sites with diﬀerent names that
provide the same contents (duphosts), causing the crawl of a large number of
duplicates.
5.3.1 Spider traps
Heydon & Najork (1999) deﬁned a spider trap as an URL or set of URLs that
cause a crawler to crawl indeﬁnitely. In this thesis the deﬁnition was relaxed and
situations that signiﬁcantly degrade the performance of a crawler were also con-
sidered as spider traps, although they may not originate inﬁnite crawls. Initially,
the pages dynamically generated when a server received a request were pointed as
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the general cause of spider traps and they were excluded from crawls as a preven-
tive measure (Cho et al., 1998). However, dynamic pages became very popular
because they enable the management of information in databases independently
from the format used for publication. It was estimated that there are 100 times
more dynamic pages than static ones (Handschuh et al., 2003). Thus, preventing
a crawler from visiting dynamic pages to avoid spider traps would exclude a large
parcel of the web.
Some webmasters create traps to boost the placement of their sites in search
engine results (Heydon & Najork, 1999), while others use traps to repel crawlers
because they spend the resources of the web servers. Spider traps bring disad-
vantages to their creators. A trap compromises the navigability within the site
and human users get frustrated if they try to browse a spider trap. Plus, search
engines have a key role in the promotion of web sites, and they ban sites contain-
ing traps from their indexes (Cho & Roy, 2004; Olsen, 2002). There are several
examples of spider traps and possible solutions to mitigate their eﬀects:
DNS wildcards. A zone administrator can use a DNS wildcard to synthesize
resource records in response to queries that otherwise do not match an exist-
ing domain (Mockapetris, 1987). In practice, any site under a domain using
a wildcard will have an associated IP address, even if nobody registered
it. DNS wildcards are used to make sites more accepting of typographical
errors in URLs because they redirect any request to a site under a given
domain to a default doorway page (ICANN, 2004). The usage of DNS
wildcards is hazardous to crawlers because they enable the generation of
an inﬁnite number of site names to crawl under one single domain. More-
over, it is not possible to query a DNS server to detect if a given domain
is using wildcards. However, a crawler should be able to know that a given
site is reached through DNS wildcarding before harvesting it. To achieve
this, one could execute DNS lookups for a set of absurd sites names under
a domain and check if they are mapped to the same IP address. If they
are, the domain is most likely using a DNS wildcard. This way, a black
list of domain names that use DNS wildcards could be compiled and used
to prevent crawlers from harvesting them. However, many domains that
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use DNS wildcarding also provide valuable sites. For instance, the domain
blogspot.com uses DNS wildcarding but also hosts thousands of valuable
sites;
Malfunctions and inﬁnite size contents. Malfunctioning sites are the cause
of many spider traps. These traps usually generate a large number of URLs
that reference a small set of pages containing default error messages. Thus,
they are detectable by the abnormally large number of duplicates within
the site. For instance, sites that present highly volatile information, such
as online stores, generate their pages from information kept in a database.
If the database connection breaks, these pages are replaced by default er-
ror messages informing that the database is not available. A crawler can
mitigate the eﬀects of this kind of traps by not following links within a
site when it tops a number of duplicates. A malfunctioning site may start
serving contents with a higher latency. This situation would cause that
a crawler would take too much time to harvest its contents, delaying the
overall progress of the crawl. To prevent this, a crawler should impose a
limit on the time to harvest each URL.
There are also inﬁnite size contents, such as online radio transmissions, that
cause traps if a crawler tries to download them. A crawler may truncate the
content if it exceeds a maximum limit size. Notice that contents in HTML
format can be partially accessed if they are truncated, but executable ﬁles
become unusable;
Session identiﬁers and cookies. HTTP is a stateless protocol that does not
allow tracking of user reading patterns by itself. However, this is often
required by site developers, for instance, to build proﬁles of typical users.
A session identiﬁer embedded in the URLs linked from pages allows main-
taining state about a sequence of requests from the same user. According
to web rules, a session identiﬁer should follow a speciﬁc syntax beginning
with the string "SID:" (Hallam-Baker & Connolly, 2005). But in practice,
the session identiﬁers are embedded by developers in URLs as any other
parameters. Session identiﬁers have lifetimes to prevent that diﬀerent users
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are identiﬁed as the same one. A session identiﬁer replacement causes that
the URLs linked from the pages are changed to include the new identiﬁer.
If the crawl of a site lasts longer than the lifetime of a session identiﬁer, the
crawler could get trapped harvesting the new URLs generated periodically
to include the new session identiﬁers. The replacement of session identiﬁers
also originates duplicates, because the new generated URLs, reference the
same contents as previously crawled (Douglis et al., 1997). A crawler may
avoid getting trapped by stop following links within the site when a limit
number of duplicates is achieved. This heuristic fails if the pages of the site
are permanently changing and the new URLs reference distinct contents.
In this case, the insertion of new links within the site should be stopped
when a limit number of URLs crawled from the site is achieved.
Cookies have been replacing session identiﬁers embedded in URLs (Bent
et al., 2004). A cookie is a piece of data sent by the site that is stored
in the client and enables tracking user sessions without URL changes. A
crawler able to process cookies is less prone to fall in traps caused by session
identiﬁers embedded in URLs. It was observed that 27% of the Portuguese
Web URLs contained well-known session identiﬁer parameter names (ph-
psessid, sid, sessionid). Interestingly, 95% of them were hosted in sites
developed with PHP engines. A visit to some of these sites revealed that
the links of the pages were changed by the web server to contain session
identiﬁers when the HTTP client did not accept cookies. VN was enhanced
to accept cookies and the percentage of URLs containing session identiﬁers
dropped to 3.5%. This also had the noteworthy eﬀect of reducing the av-
erage URL length from 74 to 62 characters, which saved space on the data
structures in the Frontiers;
Directory list reordering. Apache web servers generate pages to present lists
of ﬁles contained in a directory. This feature is used to easily publish ﬁles
on the web. Figure 5.11 presents a directory list and its embedded links.
The directory list contains 4 links to pages that present it reordered by
Name, Last-Modiﬁed date, Size and Description, in ascendent or descendent
order. Thus, if a crawler follows all the links embedded in a directory
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Figure 5.11: Apache directory list page and the linked URLs.
list page, it will harvest the same information referenced by 8 diﬀerent
URLs. Moreover, a directory list enables browsing a ﬁle system and may
accidentally expose contents that were not meant to be published on the
web. A crawler could get trapped if harvesting, for instance, temporary ﬁles
periodically generated in a directory. A crawler could exclude URLs that
reference directory listings to avoid traps but they are frequently used to
publish valuable contents, such as open-source software and documentation;
Growing URLs. A spider trap can be set with a symbolic link from a directory
/spider to the directory / and a page /index.html that contains a link to
the /spider directory. Following the links will create an inﬁnite number of
URLs (www.site.com/spider/spider/...) (Jahn, 2004). Although, this
example may seem rather academic, these traps exist on the web. There are
also advertisement sites that embedded the history of the URLs followed
by an user on the links of their pages. The idea is that when users reach
a given page they stop browsing and the URL that referenced the page
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contains the history of the URLs previously visited. This information is
useful for marketing analysis. The problem is that a crawler never stops
"browsing" and it gets trapped following the generated links. Hence, a
crawler should impose a limit on the length of the URLs harvested.
5.3.2 Hard to interpret contents
Crawlers interpret the harvested contents to extract valuable data such as links or
texts. If a crawler cannot extract the linked URLs from a page, it will not be able
to iteratively harvest the web. The page text is important for focused crawlers
that use classiﬁcation algorithms to determine the relevance of the contents, for
instance, a focused crawler could be interested in harvesting contents containing a
set of words. However, the extraction of data from contents is not straightforward
because there are situations on the web that make contents hard to interpret:
Wrong identiﬁcation of media type. The media type of a content is identi-
ﬁed through the HTTP header ﬁeld Content-Type. HTTP clients choose the
adequate software to interpret the content according to its media type. For
instance, a content with the Content-Type application/pdf is commonly in-
terpreted by the Adobe Acrobat software. However, sometimes the Content-
Type values do not correspond to the real media type of the content (Gomes
et al., 2006a) and a HTTP client may not be able to interpret it correctly.
An erroneous Content-Type response can be detected through the analysis
of the extracted data. A page that does not contain any links raises the
suspicion that something went wrong. If the text extracted from a content
does not contain words from a dictionary or does not contain white spaces
between sequences of characters, the content may have been incorrectly
interpreted. If a crawler identiﬁes an erroneous Content-Type response it
may try to identify the correct type to enable the correct interpretation of
the content. The format of a content is commonly related to the ﬁle name
extension of the URL that references it. This information can be used to
automatically identify the real media type of the content. However, the us-
age of ﬁle name extensions is not mandatory within URLs and the same ﬁle
name extension may be used to identify more than one format. For example
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the extension .rtf identiﬁes contents in the application/rtf and text/richtext
media types. The media type could also be guessed through the analysis of
the content. For instance, if the content begins with the string <html> and
ends with the string </html> it is most likely an HTML page (text/html
media type). However, this approach requires speciﬁc heuristics to each of
the many media types available on the web and identifying the media type
of binary ﬁles is a complex task;
Malformed pages. A malformed content does not comply with its media type
format speciﬁcation, which may prevent its correct interpretation. Mal-
formed HTML contents are prevalent on the web. One reason for this is
that authors commonly validate their pages through visualization on their
browsers, which tolerate format errors to enable the presentation of pages to
humans without visible errors. As a result, the HTML interpreter used by a
crawler should also be tolerant to common syntax errors, such as unmatched
tags (Martins & Silva, 2005b; Woodruﬀ et al., 1996);
Cloaking. A cloaking web server provides diﬀerent contents to crawlers than to
other clients. This may be advantageous if the content served is a more
crawler-friendly representation of the original. For instance, a web server
can serve a Macromedia Shockwave Flash Movie to a browser and an alter-
native XML representation of the content to a crawler. However, spammers
use cloaking to deceive search engines without inconveniencing human vis-
itors.
Cloaking may be also unintentional. There are web servers that, when in the
presence of an unrecognized client, return a page informing that the client's
browser does not support the technology used in the site and suggest the
usage of an alternative browser. A crawler may identify itself as a popular
browser to avoid suﬀering from this cloaking situation. However, this solu-
tion violates the principles of politeness and webmasters could confuse the
consecutive visits of a crawler with an attack to their sites;
JavaScript-intensive pages. JavaScript is a programming language created to
write functions, embedded in HTML pages that enable the generation of
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presentations that were not possible using HTML alone. The AJAX (Asyn-
chronous JavaScript And XML) libraries contributed to the widespread us-
age of this language in pages (Paulson, 2005). It is becoming common to
ﬁnd pages where normal links are JavaScript programs activated through
clicking on pictures or selecting options from a drop-down list (Thelwall,
2002).
A JavaScript program may build a link or a text to be accessed through a se-
ries of computational steps. However, writing an interpreter to understand
what a JavaScript program is doing is extremely complex and computa-
tionally heavy. As consequence, the extraction of data from pages written
using JavaScript is hard and crawlers usually identify the embedded URLs
using pattern matching. For instance, they identify an URL embedded in
a JavaScript program if it begins with the string "http://".
5.3.3 Duplicate hosts
Duplicate hosts (duphosts) are sites with diﬀerent names that simultaneously
serve the same content. Technically, duphosts can be created through the repli-
cation of contents among several machines, the usage of virtual hosts or the
creation of DNS wildcards. There are several situations that originate duphosts:
Mirroring. The same contents are published on several sites to backup data,
reduce the load on the original site or to be quickly accessible to some
users;
Domain squatting. Domain squatters buy domain names desirable to speciﬁc
businesses, to make proﬁt on their resale. The requests to these domains
are redirected to a site that presents a sale proposal. To protect against
squatters, companies also register multiple domain names related to their
trade marks and point them to the company's site;
Temporary sites. Web designers buy domains for their customers and point
them temporally to the designer's site or to a default "under construction"
page. When the customer's site is deployed the domain starts referencing
it.
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The detection of duphosts within a web data set can be used to improve in-
formation retrieval algorithms. For instance, search engines can avoid presenting
the same information published in duphosts as diﬀerent search results. Crawlers
should avoid crawling duphosts to save on bandwidth and storage space. Previous
works presented algorithms to detect duphosts within a set of contents harvested
from the web (Bharat et al., 2000; da Costa Carvalho et al., 2005). However,
preventing a crawler from harvesting duphosts is more diﬃcult than detecting
them on a static data set, because a list of duphosts extracted from a previously
compiled web collection may not reﬂect the current state of the web. Sites identi-
ﬁed as duphosts may have meanwhile disappeared or started presenting distinct
contents.
Next, this section presents heuristics to identify duphosts within a data set
and describes an experiment to evaluate their application in crawling. The ex-
perimental data set was composed by 3.3 million pages crawled from 66 370 sites.
The intersection of content ﬁngerprint signatures between sites was compared to
derive a list of pairs of duphosts, where the ﬁrst site is considered a replica of
the second one, designated as the original. The election of the original within a
pair of duphosts is arbitrary because they both provide the same contents. Three
heuristics were considered to detect if two sites were duphosts:
SameHome. Both sites present equal home pages. The home page describes the
content of a site. So, if two sites have the same home page they probably
present the same contents. However, there are home pages that permanently
change their content, for instance to include advertisements, and two home
pages in the data set may be diﬀerent although the remaining contents of
the sites are equal. On the other hand, there are temporary sites within the
data set composed by a single transient "under construction" home page,
that in a short notice after the data set was built, begin presenting distinct
and independent contents;
SameHomeAnd1Doc. Both sites present equal home pages and at least one
other equal content. This approach follows the same intuition than the
SameHome for the home pages but tries to overcome the problem of tran-
sient duphosts composed by a single page;
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Heuristic Invalid % of Precision Relative
IP duphosts coverage
SameHome 6.7% 4.8% 68% 6.6
SameHomeAnd1Doc 4.4% 3.9% 92% 2.1
Dups60 4% 3.7% 90% 2.5
Dups80 4.1% 2.2% 92% 2.0
Dups100 4.7% 0.4% 94% 1.0
Table 5.2: Results from the ﬁve approaches to detect duphosts.
DupsP. Both sites present a minimum percentage (P) of equal contents and
have at least two equal contents. Between the crawl of the duphosts to
build the data set, some pages may change, including the home page. This
approach assumes that if the majority of the contents are equal between two
sites, they are duphosts. A minimum of two equal contents was imposed to
reduce the presence of sites under construction.
Five lists of duphosts were extracted following the heuristics SameHome,
SameHomeAnd1Doc, and DupsP considering levels of duplication of 60%, 80%
and 100%. The proposed heuristics were evaluated by simulating their applica-
tion on a crawl executed 98 days after the creation of the data set. Table 5.2
summarizes the obtained results. A DNS lookup was executed for each site on
the duphosts lists and excluded those that did not have an associated IP address
because a crawler would not be able to harvest them. On average 4.8% of the
pairs were no longer valid because one of the duphosts did not have an associated
IP address (column Invalid IP). The 3rd column of Table 5.2 presents percentage
of the total number of sites in the data set that were replicas identiﬁed through
each heuristic after the IP check. On average, 1 841 replicas were identiﬁed, which
represents 2.8% of the sites found within the data set. In order to measure the
precision of each heuristic, 50 random pairs of duphosts were chosen from each
list and visited simultaneously to verify if they still presented the same contents
(Precision column). The lowest number of pairs detected (Dups100) was used as
baseline to compare coverage (Relative coverage column). The SameHome heuris-
tic achieved the maximum relative coverage (6.6 ) but the lowest precision value
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Domain % duphosts % sites
level avoid lost
2nd level 30% 4%
3nd level 17% 16%
Table 5.3: Consequences of the normalization of the usage of the WWW preﬁx
in site names.
(68%). When it was imposed that at least one content besides the home page
must exist on both sites (SameHomeAnd1Doc), the relative coverage decreased
to 2.1 but the precision improved to 92%. The Dups100 heuristic detected sites
that shared all the contents and it achieved the highest precision of 94%. The
remaining 6% of the pairs referenced sites that were no longer online, although
they still had an associated IP address. As the threshold of duplication decreased,
more replicas were identiﬁed, maintaining the precision over 90%, (see 2nd and
3rd lines of Table 5.2).
The SameHome heuristic is an inexpensive way to detect duphosts because it
requires the comparison of just one page per site. However, it is the most prone
to identify transient duphosts originated by single-page sites under construction.
The detection of duphosts imposes an overhead on the crawler and avoiding the
crawl of a duphost containing one single page may not pay-oﬀ. The SameHome-
And1Doc overcomes this problem at the cost of comparing more contents per
site. The number of duphosts decreases as the threshold of duplicates required
between sites increases. At the same time, precision is improved. Due to the
permanent changes that occur on the web, I believe that the eﬀectiveness of the
proposed heuristics to avoid the crawl of duphosts depends on the the age of the
data set used to extract the list of duphosts.
The most common reason for duphosts is the existence of site names that just
diﬀer on the preﬁx "www.". 51% of the names of the duphosts detected on the
previous experiments diﬀered just on this preﬁx. It is recommended that World
Wide Web site names begin with the preﬁx "www." (Barr, 1996). So, one way to
avoid the crawl of duphosts is to normalize the URLs to visit by appending the
"www." preﬁx when it is not present. However, there are site names that use a
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diﬀerent preﬁx and this change could generate invalid site names, excluding valid
URLs from the crawl.
An experiment was performed to evaluate the application of this heuristic
to prevent duphosts. The experimental data set was composed by two lists
of second-level domains (e.g. domain.pt) and third-level domains (e.g. subdo-
main.domain.pt) from the oﬃcial registries. A list of home page URLs referencing
the domain names and the domain names with the preﬁx "www." was generated
and crawled. Table 5.3 presents the obtained results. The normalization heuris-
tic applied to the second-level domains avoided the crawl of 30% of duphosts
and 4% of the sites were excluded because they were not available with a name
containing the "www." preﬁx. For the third-level domains, just 17% of the sites
were duphosts due to the usage of the "www." preﬁx and 16% were lost due to
the normalization process. The results suggest that the success of appending the
preﬁx "www." to avoid duphosts depends on the domain level of the site name.
5.4 Conclusions
Web warehouses are powerful tools to help users harnessing web data. This
chapter presented the architecture of a WWh that addresses all the stages of
web data integration, from the extraction of information from the web to its
staging for mining applications. The proposed architecture was validated through
the development of a prototype named Webhouse. This chapter focused on the
extraction of information from the web and its management within a WWh.
Webhouse was designed considering the characteristics of web data. The in-
formation harvested from the Portuguese Web was integrated in Webhouse during
its development to study the inﬂuence of web characteristics in the design of a
WWh. The results obtained while modelling the Portuguese Web and previous
works showed that duplication is prevalent. Hence, it should be considered in the
design of a WWh. However, existing storage techniques, based on the persistence
of content identiﬁers that enable the elimination of partial duplicates, are not
adequate to Web Warehouses, because:
 URLs are highly transient;
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 Raise problems for the preservation of the stored data;
 Cannot be eﬃciently applied in large distributed storage systems.
The main components of Webhouse are the Versus repository and the VN
crawler. Versus supports versioning, parallel operation and meta-data manage-
ment. Previous works on web repositories focused mainly on the design of systems
that enable high-performance access to large amounts of contents (hundreds of
TB). The research performed to design Versus had a diﬀerent scope, because it
aimed to deﬁne a ﬂexible system architecture that enables its application to a
broader range of usage contexts. Versus supports complex access methods over
the meta-data, such as relational algebra operators.
The extraction of web data was studied to design the VN crawler. This chap-
ter presented a novel architecture for a scalable, robust and distributed crawler,
an analysis of methods for partitioning the URL space among the processes of a
distributer crawler and techniques to save on bandwidth and storage space. There
are important architectural choices that must be made, and the decisions are in-
ﬂuenced by the crawling application requirements and characteristics of the web.
The standard URL normalization process is insuﬃcient to avoid the download
of duplicates and can be improved with additional rules adequate to crawling.
Several situations on the web hazardous to crawling have been investigated and
solutions to mitigate their eﬀects were proposed. These hazardous situations were
presented in the context of crawling, but they aﬀect HTTP clients in general. So,
the presented solutions can be used to enhance other systems that process web
data, such as browsers or proxies.
The next chapter presents the results obtained while validating the compo-




The Webhouse prototype was designed to study the inﬂuence of web characteris-
tics in the design of Web Warehouses. The proposed architecture was iteratively
developed and validated following an Engineering approach (Zelkowitz & Wal-
lace, 1998). Several versions of the system were successively released until its
design could not be signiﬁcantly improved. The ﬁnal version of the system was
subject to several experiments to validate its eﬃciency.
The data used to validate Webhouse was obtained through controlled and
observational methods. The controlled methods were used to validate the Web-
house components individually. Replicated experiments measured diﬀerences be-
fore and after using a new component. Dynamic analysis experiments collected
performance results in the production environment of the tumba! search engine.
The execution of experiments based on simulations with artiﬁcial data was min-
imized, because the web is hardly reproducible in a controlled environment and
the obtained results might not be representative of the reality.
The data collected to validate Webhouse as a complete system was mainly
gathered using observational methods. Webhouse was validated using a case
study approach during the development of a search engine for the Portuguese
Web. Data was obtained to measure the eﬀectiveness of each new version of the
system. The ﬁnal version of Webhouse was used in several projects to collect
feedback on its performance (ﬁeld study validation method).
This chapter presents the obtained results. Section 6.1 presents the evaluation
results of the VN crawler. Section 6.2 describes the experimental results of the
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Conﬁg. Nr. of machines CPU Mem. Disk speed Storage
(GHz) (GB) (rpm (GB)
1 1 2 x P4-2.4 4 SCSI 10 000 5 x 73
2 4 1 x P4-2.4 1.5 IDE 7 200 2 x 180
3 2 2 x P4-2.4 2 IDE 7 200 5 x 250
4 1 2 x P3-1.26 1 SCSI 15 000 2 x 18
5 1 2 x P3-1.26 4 SCSI 10 000 5 x 73
Table 6.1: Hardware used to support crawling experiments.
Versus Content Manager. Section 6.3 describes applications of the Webhouse
prototype. Finally, Section 6.4 draws the conclusions of this validation.
6.1 Crawler evaluation
This section presents the results obtained from experiments performed while har-
vesting the Portuguese Web with the VN crawler. These crawls ran in June
and July, 2005, with the purpose of evaluating the crawler's performance. The
analysis of the results enabled the detection of bottlenecks, mal-functions and
helped on tuning the crawler's conﬁguration according to the characteristics of
the harvested portion of the web.
6.1.1 Experimental setup
Table 6.1 summarizes the hardware conﬁgurations of the nine machines used to
support VN in the experiments. For instance, a machine with Conﬁguration 1
had two Pentium4 processors running at 2.4 GHz, 4 GB of memory and ﬁve SCSI
disks running at 10 000 rotations per minute, each one with 73 GB of storage
space. All the machines use the RedHat Linux operating system with kernel
version 2.4. The machine with Conﬁguration 5 hosts the Global Frontier and the
remaining host CNodes. The machines were inter-connected through a 100 Mbps
Ethernet and accessed the Internet through a 34 Mbps ATM connection shared
with other customers of the data center where they were hosted.
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VN was conﬁgured to use the home page policy and gather contents from
several media types convertible to text. It collected statistics for web characteri-
zation, stored original contents for archival and extracted texts for indexing. The
thresholds that prevent VN from getting trapped in hazardous situations were
determined based on the obtained model for the Portuguese Web (see Chapter 3):
 At most 5 000 URLs were crawled per site;
 The URL depth was limited to ﬁve;
 The size of the contents was limited to 2 MBs;
 There was a limit number of 10 duplicates per site, 60 seconds to download
each content and 200 characters for the URL length;
 The Crawling Processes were considered dead and restarted by the Watch-
dogs if they remained inactive for more than ﬁve minutes;
 A courtesy pause of two seconds between requests to the same site was
respected. Users frequently visit subsequent pages with a time gap of one
second (Cockburn &McKenzie, 2001) and a page contains on average 20 em-
bedded images that must also be downloaded (Jaimes et al., 2003; Marshak
& Levy, 2003; Wills & Mikhailov, 1999). Assuming that a browser executes
these downloads sequentially, the time interval between its requests to the
server is just 0.05 seconds. Based on these results, the deﬁned courtesy
pause for VN imposes less load on the web servers than human browsing.
6.1.2 Performance comparison
This Section presents a performance comparison based on the results published in
related work. Table 6.2 summarizes these results. This comparison must be taken
with a grain of salt because the experiments were run using diﬀerent setups and
in diﬀerent periods of time. Results gathered on diﬀerent periods of time require
diﬀerent interpretations because the web is permanently evolving. For instance,
the Googlebot in 1998 harvested 34 pages per second and VN harvested 25 pages
per second, in 2005. However the size of web pages has grown and 34 pages in
141
6. VALIDATION
Crawler Number of Internet Nr. downloads Data % downloads Simulation
name machines (Mbps) /second KB/s dups. /URLs results
Googlebot 5 ? 34 200 ? 31% No
Kspider 1 8 15 360 ? 92% No
Mercator 4 100 112 1 682 8.5% 87% No
Polybot 4 45 77 1 030 13% 85% No
Ubicrawler 5 116 ? ? ? ? Yes
VN 9 34 25 738 7% 80% No
WebBase 1 1 000 6 000 111 000 ? ? Yes
Webgather 4 ? 7 ? ? ? No
Table 6.2: Performance comparison between crawlers.
1998 corresponded to 200 KB of data, while 25 documents in 2005 corresponded
to 768 KB. The usage of simulations that can be reproduced for diﬀerent crawlers
is too restrictive, because they cannot reproduce the upcoming hazardous situa-
tions on the web that degrade the crawler's performance in practice. Simulations
cannot realistically test the robustness of the crawlers or if their actions are in-
commodious to web servers. The download rate of a crawler while harvesting the
real web tends do be signiﬁcantly lower than the one obtained on simulations.
The developers of the Googlebot estimated that it could execute 100 downloads
per second (600 KB/s) but in practice it did not surpass 34 downloads per sec-
ond. The performance of the Kspider was initially measured by crawling a ﬁxed
set of 400 000 URLs and the obtained results suggested that the crawler could
download 618 pages per second (6MB/sec.) using four machines. However, the
results obtained from a crawl of eight million pages from the Thai web suggest
that the download rate would have been of just 232 downloads/sec using four
machines. The WebBase crawler achieved an outstanding performance of 6 000
downloads per second. However, the harvested documents were not written to
disk and the paper suggests that the pages were harvested from sites accessible
through a 1 Gbps LAN.
Nonetheless, VN's performance while crawling the Portuguese web was com-
pared with the results presented in previous studies. Its performance is close to
the one presented by other crawlers but it was hosted on a larger number of ma-
chines (nine). However, VN had the additional overhead of extracting and storing
meta-data during the crawl. The speed of the connection to the Internet must
be considered to analyze crawling performance. The 3rd, 4th and 5th columns of
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Table 6.2 show that the most performant crawlers used the fastest connections to
the Internet. So, this might be also a reason why VN presented a lower download
rate than the most performant crawlers.
The performance of a crawler is usually synonymous of its download rate,
but there are other features that should be considered. The %dups. column of
Table 6.2 presents the percentage of duplicates harvested by the crawlers. The
results show that the eﬀorts to minimize the download of duplicates, saving on
bandwidth and storage space, yield good results in practice. VN crawled the
smallest percentage of duplicates (23% of the contents were duplicates in its ﬁrst
release). A crawler should also minimize the number of visits to URLs that do
not reference a downloadable content. The downloads/URLs column of Table 6.2
presents the ratio between the number of downloads and the URLs visited. VN
was conﬁgured as a focused crawler of the Portuguese web and discarded contents
considered irrelevant. However, the ratio of downloads/URLs is close to the one
achieved by the remaining crawlers, which did not discard any contents.
6.1.3 Bottlenecks
The Global Frontier is the central point of coordination of VN. So, it is a potential
bottleneck that may compromise the scalability of the crawler. The scalability
of the VN architecture was tested by measuring the number of downloads and
amount of data crawled within 24 hours, with an increasing number of Crawling
Processes spread across several machines. A new machine hosting 20 Crawling
Processes was added to the cluster daily. Figure 6.1 presents the obtained results.
VN scaled until 160 Crawling Processes executing 2 169 831 downloads in one
day (63 GB). This shows that the architecture is scalable and the Global Frontier
is not a bottleneck within the observed range.
The duration of the main operations executed during the crawl and the load
they imposed on the underlying operating system and hardware were also moni-
tored. The objective of these experiments was to detect bottlenecks in the compo-
nents of VN. The experimental setup was composed by 4 machines with Conﬁgu-








































































































































Figure 6.3: Duration of the operations.
presents the amount of data crawled within 24 hours by each set of Crawling Pro-
cesses. The download rate increased from 1 to 10 Crawling Processes. The system
tools indicated that the CPU of the machine was exhausted at this point. How-
ever, the number of downloads still increased until 20 Crawling Processes. For
30 Crawling Processes there is a clear performance degradation. The Watchdogs
were monitored to detected if dead Crawling Processes considered dead (those
inactive for more than ﬁve minutes) due to resources starvation caused by the
operating system scheduler but no relation between the events was found.
Figure 6.3 shows the average duration of the operations executed by the Crawl-
ing Processes. The StoreOriginal and StoreText series present the time spent to
store the contents and the corresponding extracted texts in the Volume. The
Processing series includes parsing of pages, check-operations, interpretation of
the Robots Exclusion Protocol (REP) and meta-data extraction. The Download
series includes the establishment of a connection to a web server, the download of
the header and content. Before executing a request to a site, the CP checks that
the conﬁgured courtesy pause of two seconds was respected. If it was not, the CP
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Number Nr. of WR requests Avg. queue length Avg. time (ms) Nr. of sectors
of CPs p/second of the requests for requests to written p/sec.
(w/s) (avgqu-sz) be served (await) (wsec/s)
1 0.5 0.2 36.2 17.2
10 22.6 10.9 410.4 409.4
20 39.7 49.7 811.2 667.7
30 48.0 92.9 1299.8 821.3
Table 6.3: Disk I/O analysis of the Volume using iostat. The name of the
column on the iostat report is presented in parenthesis.
sleeps for the remaining time, yielding its execution. The CourtesyPause series
represents the time elapsed since the CP decided to sleep until it was executed
again. The results show that with one CP running on a machine, most of the
time is spent on Download operations and executing the CourtesyPause. The
percentage of time spent in the storage operations was 1.2%. However, the load
of the storage operations increased along with the number of Crawling Processes.
For 30 Crawling Processes, the storage operations spent 64.8% of the execution
time.
Table 6.3 presents an analysis of the disk accesses. It shows that the disk
throughput could not cope with the load imposed by the Crawling Processes.
The size of the queue of the requests waiting to be served (3rd column) grew as
the number of requests issued to the device increased (2nd column). Surprisingly,
it was observed that the time spent in the CourtesyPause increased to 40.8%
until 20 Crawling Processes and then dropped to 4.6% for 30 Crawling Processes.
The reason for this phenomenon is that when a machine hosts just one CP,
the operating system executes the CP immediately after the courtesy pause is
reached. However, the time that a CP waited to be executed after performing
the courtesy pause increased with the load on the machine because there were
other processes scheduled to run before it. For 30 Crawling Processes, the average
time for requests to be served was 1.2998 seconds, a value close to the conﬁgured
courtesy pause of two seconds. Hence, the time elapsed between two requests due
to disk latency to the same site frequently achieved two seconds and the Crawling
Processes did not need to execute courtesy pauses.
The Processing operations use mainly the CPU and access data kept on mem-








































Figure 6.4: Evolution of a Portuguese-web crawl.
by the load imposed on the machines. The obtained results show that disk access
became a bottleneck in the crawler before bandwidth was exhausted. The conclu-
sion it that designing a crawler to be deployed on cheap hardware requires addi-
tional attention to optimizing disk accesses. I believe that the storage throughput
could be improved by using an alternative implementation of the Volumes that
would cache larger blocks of data in memory and wrote them sequentially to disk.
However, this approach would require the usage of additional memory.
6.1.4 Robustness
The robustness of a crawler is measured by the number of pages downloaded over
a large period of time. A crawler may achieve an outstanding download rate
in one day and do not crawl a single content on the next, because it crashed
due to some unexpected problem. VN was set up to execute a complete crawl
of the Portuguese Web to evaluate its robustness. The crawl was bootstrapped
with 152 000 seeds generated from a previous crawl. There were 140 Crawling
Processes hosted across seven machines.
Figure 6.4 represents the evolution of the crawl. VN collected a total of 10.3
million contents totalling 299.3 GB in eight days. During the crawl several prob-
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File Tool OK Conversion Timeout Max. Type not 404 Other
extension error size allowed
.ppt, .pps xlhtml 19% 54% 1% 15% 1% 9% 2%
.xls xlhtml 19% 60% 13% 1% 0% 6% 1%
.rtf unrtf 25% 33% 2% 1% 0% 38% 1%
.swf webcat 36% 53% 1% 0% 5% 4% 1%
.doc antiword 54% 33% 2% 1% 0% 8% 2%
.ps ghostscript 59% 6% 25% 3% 0% 5% 2%
.pdf xpdf 74% 8% 4% 4% 1% 7% 2%
.txt - 90% 0% 5% 0% 0% 4% 1%
.html, .htm webcat 94% 0% 0% 0% 0% 4% 2%
Table 6.4: Analysis of text extraction eﬃciency.
lems occurred on the machines, like operating system crashes, which required
reboots or disks that ran out of space. However, the crawl never stopped. VN
crawled on average 1.1 million contents per day (37.2 GB) and the peak down-
load rate achieved was 1 734 573 contents (53.2 GB). Figure 6.4 shows that the
download rate started to decrease on day 7. The reason for this fact is that VN
was conﬁgured to crawl ﬁrst the sites referenced by the seeds and then begin the
expansion phase. In this phase, it harvests new sites found through URL ex-
traction to expand the boundaries of the Portuguese Web. The number of pages
matching the selection criteria falls sharply once the crawler enters the expansion
phase because most of the pages visited outside the .PT domain were not written
in the Portuguese language (79%).
The obtained results show that VN presented a steady download rate before
the expansion phase, which validates its robustness to hazardous situations on
the web as well as operational problems that occurred on the underlying system
setup.
6.1.5 Text extraction
VN extracted texts from the harvested contents and classiﬁed them to determine if
they match the selection criteria (written in the Portuguese language). However,
VN could not extract text from the 37% of the contents that were not in the
HTML format. The objective of this experiment was to measure the eﬀectiveness




Table 6.4 describes the ﬁle extension of the contents, the tool used to ex-
tract text from them, the percentage of contents successfully converted to text
and the identiﬁed causes of failure. The text extraction process mostly failed
for the contents in proprietary formats. Only 19% of the Microsoft Powerpoint
presentations (.ppt, .pps) and Microsoft Excel worksheets (.xls) were successfully
converted to text. One reason for this is that the owners of the formats frequently
release new versions for commercial purposes and the conversion tools used by
the VN crawler could not extract text from the most recent versions. The column
timeout shows that 25% of the postscript contents (.ps) and 13% of the Microsoft
Excel worksheets (.xls) could not be converted to text within one minute. The
column max. size presents the percentage of the contents that were larger than
the conﬁgured limit of 2 MB. Most of the ﬁles were smaller than this limit but
15% of the Powerpoint presentations were larger. These ﬁles are large because
they usually contain many illustrations. The type not allowed column shows that
5% of the ﬁles with extension .swf were not identiﬁed by the web servers with
the expected media type application/x-shockwave-ﬂash, 32% of these ﬁles did not
return any type on the Content-Type header ﬁeld, 56% returned the media type
application/octet-stream and the remaining 12% presented other media types.
The MIME speciﬁcation states that the media type application/octet-stream is
to be used in the case of uninterpreted binary data, in which case the simplest
recommended action is to oﬀer to write the information into a ﬁle for the user
(Freed & Borenstein, 1996b). Hence, this media type does not seem adequate for
ﬂash movies, which must be interpreted by a speciﬁc software and are written
following a proprietary format.
The conclusion is that VN requires more eﬃcient tools for extracting text from
contents in proprietary formats. However, there are still contents that cannot be
converted to text because their web servers provide erroneous identiﬁcations for
their media types. When a crawler is setup to execute an exhaustive crawl of
contents with diﬀerent media types, the limit thresholds should be conﬁgured
according to each media type. For instance, the maximum size allowed for Pow-
erpoint presentations should be higher than for HTML pages.
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Parameter Limit % Sites % URLs
Nr. of duplicates 10 duplicates 1.6% 
Nr. of URLs 5000 URLs 0.8% 
URL depth 5 11.3% 
Download time 60 seconds  0.4%
Size 2 MB  0.1%
URL length 200 characters  1%
Table 6.5: Percentage of sites and URLs that exceeded limit values.
6.1.6 Tuning thresholds
A portion of the web presents speciﬁc characteristics and a crawler should be
tuned to improve its performance according to them. On the previous experi-
ments, VN was conﬁgured with limit values for several parameters to avoid haz-
ardous situations. Periodically, these thresholds must be reviewed and updated
to reﬂect the evolution of the web. However, the decision to update requires
human reasoning. If the limits were achieved due to hazardous situations they
should not be updated.
Table 6.5 describes the limits imposed and the percentage of URLs or sites
whose crawl was stopped by reaching one of the limits. The maximum number of
duplicates was overcome by 1.6% of the sites. A sample of 10 of these sites was
humanly analyzed and they all contained spider traps. The number of sites that
contained more than 5 000 URLs was just 0.8%, which conﬁrms previous ﬁndings
(Brandman et al., 2000). The maximum depth was achieved in 11.3% of the sites.
A visit to a sample of these sites revealed that the limit depth was not related to
any hazardous situation. Hence, this threshold should be updated. The results
obtained by Liu (1998) suggested that the timeout of a web client should not
be longer than 10 seconds. Table 6.5 shows that only 0.4% of the Portuguese
URLs took longer than 60 seconds to be downloaded and processed to extract
meta-data. These results suggest that the performance of the crawler could be
improved by reducing the timeout value, without excluding valid contents. Only
0.1% of the contents achieved the maximum size of 2 MBs and just 1% of the
URLs were longer than 200 characters.
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In a nutshell, the conclusion derived from this experiment is that the limits
for most of the parameters were adequate, except for the maximum URL depth,
which should be increased on subsequent crawls of the Portuguese Web.
6.2 Versus content management
Web Warehouses require storage systems able to address the speciﬁc character-
istics of web collections. One peculiar characteristic of these collections is the
existence of large amounts of duplicates. The Versus Content Manager was de-
signed to eﬃciently manage duplicates through a manageable, lightweight and
ﬂexible architecture, so that it could be easily integrated in existing systems.
This section presents the results gathered from four experiments ran on the
Content Manager against NFS. These replicate its application in several usage
contexts. NFS was chosen as baseline, because it is widely known and accessible,
enabling the reproducibility of the experiments.
6.2.1 Experimental setup
The experimental setup consisted on Pentium4 at 2.4 GHz machines with Red
Hat Linux 9.0. The disks were IDE ATA 100, 7200 rpm, managed by a software
RAID 5 controller. Clients in Java were developed for each one of the experiments.
The Content Manager clients executed the operations through the invocation of
methods available in the API library and the NFS clients used the JDK IO library
to execute equivalent operations on a remote directory mounted on the local ﬁle
system. The data set used in the experiments was composed by 1 000 distinct
HTML pages with a total size of 19.2 MB gathered from a previous crawl of the
Portuguese Web.
6.2.2 Retrieving
In this experiment, a Versus Content Manager volume server was loaded with the
pages from the data set and all the generated contentkeys were kept. Then, these
contentkeys were split among the clients that retrieved the corresponding contents

















Figure 6.5: NFS read vs. Versus Content Manager retrieve.
hosting ﬁve clients was added to stress the server. For the NFS test, an equivalent
procedure was followed: the ﬁles were stored keeping the corresponding paths and
the clients were launched to read them in parallel. Before each measurement, the
NFS volumes were re-mounted to prevent caching of the ﬁles.
Figure 6.5 presents the total time that the clients took to read all the contents.
The results show that the Content Manager is on average 68% faster than NFS for
read operations. The total time for executing the task remained constant for more
than 10 parallel clients with the Content Manager and more than ﬁve clients with
NFS, which shows that the NFS server exhausted its response capacity sooner
than the Content Manager volume server.
6.2.3 Deleting
The data set was loaded into the Versus Content Manager and NFS volumes and
the references to the contents were split among the clients, as described in the
previous experiment. First, the clients were launched in parallel to delete the
contents from the data set. Then, the data set was loaded twice in the Content
Manager to create a situation where all the contents stored were duplicates and
the clients were relaunched to delete them.
Figure 6.6 compares the total time that the clients took to delete the con-
tents. The Content Manager is on average 67% faster than NFS when deleting
duplicates because only the reference counter is decremented in this case. When
deleting the block it is 60% faster than NFS. I believe that the Content Manager
outperforms NFS because it uses a lighter protocol of communication and does
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Figure 6.6: NFS remove vs. Versus Content Manager delete.
not have the overhead of maintaining caches of ﬁles and associated meta-data,
such as permissions. Both the NFS and Content Manager servers reached their
maximum throughput with 10 clients.
6.2.4 Storing
The data set was split among the clients that stored it in the Versus Content
Manager and NFS. For each set of clients, the data set was stored twice in the
Content Manager to compare the times spent creating blocks to store new con-
tents against adding references to duplicates. The NFS volume was exported with
the sync option, which does not allow the server to reply to requests before the
changes made by the request are written to disk (same behavior as the Content
Manager). The experiments on NFS had to be restarted several times due to
crashes of the Java Virtual Machines that were running the clients. The causes
of this problem could not be exactly determined, but as this situation never oc-
curred with the Content Manager clients, I suspect that the crashes were due to
an incompatibility between the JDK IO library and NFS.
Figure 6.7 presents the total times spent storing the contents in Content Man-
ager and NFS. As expected, the store operation is faster for storing duplicates













































































































Figure 6.8: Time spent to store the data set presenting increasing levels of
duplication.
to the volume servers and the creation of new blocks is not required. For du-
plicates the Content Manager outperformed NFS by 82%. For the new ones, it
outperformed NFS on average by 50%, from 5 to 20 clients. However, it seems to
reach its saturation point at 15 clients, while NFS stands 25 clients. The reason
for this is that as the Content Manager is faster than NFS, it reached the server's
disk throughput peak performance earlier as the number of clients rose.
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6.2.5 Semantics of the store operation
The objective of this experiment was to measure the performance of the three
diﬀerent modes available for the store operation: regular, compare and force-new.
The level of duplication was gradually increased by 20% within the data set and
10 clients were launched. Each client stored the data set using in turn each one
of the three modes.
Figure 6.8 presents the obtained results. The semantics of the force-new
mode is similar to the NFS write operation, given that it does not put any eﬀort
in eliminating duplicates. However, it took almost half of the time to ﬁnish
the task. As the level of duplication increased, the compare and regular modes
presented the best results. The compare mode is slower than the regular, because
it avoids fake duplicates through bytewise comparison, while the regular mode
compares only the sizes of the contents. When there was not replication within
the data set, all the three modes performed the same way. The conclusion is that
the overhead of detecting duplicates within a volume is insigniﬁcant. Besides
saving disk space, this experiment showed that the proposed mechanism for the
elimination of duplicates increases the storage throughput of the system when it
manages collections containing duplicates.
6.3 Webhouse applications
This section describes the main applications of Webhouse, covering the features
and operation of the tumba! search engine. It also describes how Webhouse
was used in several other research experiments, discusses selection criteria to
populate a national web archive and describes the use of Webhouse in a web
archive prototype.
6.3.1 The tumba! search engine
The lack of context in queries to global search engines causes that users in diﬀerent
communities expect diﬀerent results for the same query (Silva, 2003). Tumba! is
a search engine designed and developed by the XLDB Group of the University of
Lisbon (xldb.fc.ul.pt). Its main objective is to provide better search results
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to the users of the Portuguese Web, by using information sources about Portugal
and applying knowledge about the characteristics of the Portuguese Web contents
in the design of the system.
In November, 2002 the tumba! search engine was released to the public as a
free public service (available at www.tumba.pt). The service has been improved
and maintained by graduate students of the research group. Tumba! supports
several features besides ﬁnding the pages that contain a given term:
Advanced search. Tumba! supports several operators that enable the combi-
nation of several words in a query, so that users can submit more expressive
queries. It supports exact searches to ﬁnd pages that contain a speciﬁc
phrase, site searches that enable the restriction of the search to a given
domain and Boolean operators among search terms;
Content properties. Each indexed content has associated meta-data required
by the search engine. Some of these meta-data can also be accessed by the
tumba! users. For instance, users can access the stored version of a content
(cache) and ﬁnd the pages that link to and from it;
Related pages. This service provides a ranked list of pages, related to a content
(Martins, 2004);
Clustering. Some query terms are vague or have several diﬀerent meanings.
The clustering feature groups search results in categories so that users can
choose which ones stratify best their information needs (Martins & Silva,
2003);
Geographical searches. There are pages on the web that have information
about geographical locations. Tumba! identiﬁes the geographical scope of
pages and enables searching within a geographical location, such as, ﬁnding
the home page of a traditional food restaurant in Lisbon (Silva et al., 2006);
Mobile device interface. A simpler search interface adapted to devices such as
WAP phones or PDAs. This feature is specially useful to help users ﬁnding
pages of services close to their location (Freitas et al., 2006);
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Figure 6.9: Tumba! web interface.
Query spell-checker. Misspelled words are common in queries to search en-
gines. The spell-checker selects the best choice among the possible correc-
tions for a misspelled term and suggests it to the users (Martins & Silva,
2004a);
Connection to external tools. Tumba! is connected to external services that
complement its searching features. Users can access free online dictionaries
of Portuguese, hear the pronunciation of terms (a cooperation with INESC's
L2F group) or ﬁnd publications of Portuguese authors in a database of the
National Library (Borbinha et al., 2003).
Figure 6.9 presents an example a search result provided by tumba!. Users
submit the search terms in a web form. They can use advanced search operators
to relate several terms and choose if they want to receive clustered results by
ticking the check-box next to the form box. The page titles and the snippets of
the pages where the search terms occur are presented on the left side of the results
page. Bellow each snippet the users can follow links that enable the access to the
content properties or related pages. On the right side of the results page there
































Figure 6.10: Webhouse role in the tumba! search engine.
Figure 6.10 presents the architecture of the tumba! search engine. Webhouse
is one of its main components. It is responsible for harvesting the contents from
the Portuguese Web, store them along with the correspondent meta-data and,
after each crawl is ﬁnished, provide access to all the web mining applications that
process the stored data. For instance, the SIDRA system accesses the web data
to build indexes that enable quick searches (Costa, 2004). The models derived
for the Portuguese were also applied in the ranking algorithms to provide better
search results. The Geo-scope assigner processes the text extracted from each
content to derive its geographical scope.
The tumba! search engine was a valuable test bed for Webhouse validation, be-
cause it has several applications with diﬀerent web data processing requirements.
Tumba! ran with success for three years using several releases of Webhouse. On
average it provided around 4 000 searches per day and its users came from all the
world, but mainly from Portugal and Brazil.
6.3.1.1 Supporting research experiments
The data gathered during the development of Webhouse and the system itself were
used as experimental platform to support research in other ﬁelds. The WPT03
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is a textual corpus compiled from the Portuguese Web using Webhouse (Cardoso
et al., 2005c). The main objective of the creation of this corpus is to provide
an experimental test collection to be used in Natural Language Processing. The
WPT03 package also includes tools to facilitate the automatic processing of the
data and a query log from the tumba! search engine compiled during six months.
The WPT03 corpus was used in several research studies, contributing to:
 The execution of a statistical study of linguistic metrics of the Portuguese
contents (Martins & Silva, 2004b);
 The creation of a database containing lexicon tables that can be used in
the construction of gazetteers, ﬁnding semantically related elements and
implementing word-sense disambiguation techniques based in clustering al-
gorithms (Sarmento, 2006);
 The identiﬁcation of geographical entities on the Portuguese Web (Santos
& Chaves, 2006);
 The evaluation of web partitioning methods based on geographical criteria
to distribute URLs in a distributed crawler (Exposto et al., 2005);
 The evaluation of a question answering system (Costa & Sarmento, 2006).
A new corpus containing data gathered with Webhouse in 2005 (WPT05) is
scheduled for release in 2007.
The Cross-Language Evaluation Forum (CLEF) initiative aims to support
the development and enhancement of digital library applications that support
European cross-language retrieval (DELOS, 2006). It has been organizing system
evaluation campaigns annually since 2000, creating test-suites that enable system
benchmarking and stimulating collaboration between researchers. Each campaign
is composed by several tasks directed to evaluate diﬀerent type of systems. The
CLEF organization provides a test collection to the participants and they load it
to their systems to perform the designated task. In the end, the results obtained
by each system are compared and published. The XLDB Group has been using
Webhouse has experimental platform to store and access the test collections of
CLEF tasks since 2004:
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Ad hoc. This task aims to evaluate system performance on a multilingual col-
lection of plain text news documents but the participants can also choose
to participate on monolingual subtasks. The XLDB Group participated in
the mono and bilingual tasks to evaluate several components of the tumba!
search engine (Cardoso et al., 2004, 2005a, 2006);
WebCLEF. This task uses a test collection built through the crawl of govern-
mental sites in Europe (EuroGOV collection) to evaluate retrieval systems
in a web environment. The XLDB Group participated in this task and
detected problems with the EuroGOV collection that may have inﬂuenced
the evaluation results (Santos & Cardoso, 2005);
GeoCLEF. Geographical Information Retrieval systems (GIR) retrieve informa-
tion considering spatial awareness. GeoCLEF aims to evaluate these sys-
tems in a multi-lingual environment. The XLDB Group has participated in
this task since its ﬁrst edition in 2005 (Cardoso et al., 2005b; Martins et al.,
2006). Besides providing a experimental platform for this task, Webhouse
provided data about the Portuguese Web that contributed to the generation
of a geographic knowledge base and the creation of the ﬁrst geographical
ontology for Portugal (Chaves et al., 2005).
6.3.2 The Tomba web archive
Never before in the history of mankind so much information was published. How-
ever, it was never so ephemeral. Web documents such as news, blogs or discussion
forums are valuable descriptions of our times, but most of them will not last longer
than one year (see Chapter 4). If the current contents are not archived, the fu-
ture generations could witness an information gap in our days. The archival of
web data is of interest beyond historical purposes. Web archives are valuable
resources for research and could also provide evidence in judicial matters when
oﬀensive contents are no longer available online.
The archival of conventional publications has been directly managed by human
experts, but this approach cannot be directly transposed to the web, given its
size and dynamics. I believe that web archiving must be performed with minimal
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human intervention, but this is a technologically complex task. The Internet
Archive collects and stores contents from the world-wide web. However, it is
diﬃcult for a single organization to archive the web exhaustively while satisfying
all needs, because the web is permanently changing and many contents disappear
before they can be archived. As a result, several countries are creating their own
national archives to ensure the preservation of contents of historical relevance to
their cultures (Day, 2003).
Conceptually, a web archive is an instance of a WWh. It harvests and stores
large collections of contents gathered from the web and provides access to them.
However, a web archive requires speciﬁc selection criteria to collect contents of
historical relevance that must be preserved for long periods of time. This section
discusses strategies for selecting contents for a national web archive and presents
a system's architecture based on Webhouse. This architecture was validated
through a prototype named Tomba that was loaded with a total of 57 million
contents (1.5 TB) gathered from the Portuguese Web during 4 years.
6.3.2.1 Selection criteria for historical relevance
Web archivists deﬁne strategies to populate web archives according to the scope
of their actions and the resources available. An archive can be populated with
contents delivered from publishers or harvested from the web. The delivery of
contents published on the web works on a voluntary basis in The Netherlands,
but it is a legislative requirement in Sweden (National Library of Australia, 2006).
However, the voluntary delivery of contents is not motivating for most publishers,
because it requires additional costs without providing any immediate income. On
the other hand, it is diﬃcult to legally impose the delivery of contents published
on sites hosted on foreign web servers, outside a country's jurisdiction. The
absence of standard methods and ﬁle formats to support the delivery of contents
is also a major drawback, because it inhibits the inclusion of delivery mechanisms
in popular publishing tools. Alternatively, a web archive can be populated with
contents periodically harvested from the country's web. However, deﬁning the




The broad selection criteria adopted for the tumba! search engine (see Chap-
ter 3) may not be adequate to populate a national web archive. The main objec-
tive of a search engine is to provide relevant and up-to-date results to its users
and not to preserve data for historical purposes. A search engine can adopt
broad selection criteria that include many irrelevant contents because used rank-
ing mechanisms exclude those contents from search results. A search engine has
storage requirements less demanding than a web archive because its web collec-
tion is periodically refreshed and the old contents are discarded. On its turn, a
web archive builds its web collection incrementally and must adopt a narrower se-
lection criteria to select contents with historical relevance and save storage space.
An experiment was performed to discuss alternative selection criteria for a
national web archive. A crawl of 10 million Portuguese contents performed for
the tumba! search engine in July, 2005 was used as baseline to compare various
selection policies. The analyzed selection criteria were derived from controversial
subjects among the web archiving community.
Exclude Blogs. Blogs have been introduced as frequent, chronological publica-
tions of personal thoughts on the web. Although the presence of blogs is
increasing, most of them are rarely seen and quickly abandoned. According
to a survey, "the typical blog is written by a teenage girl who uses it twice
a month to update her friends and classmates on happenings on her life"
(Perseus Development Corp., 2004), which hardly matches the common re-
quirements of a document with historical relevance. On the other hand,
blogs are also used to easily publish and debate any subject, gaining popu-
larity against traditional sites. Blogs that describe the life of citizens from
diﬀerent ages, classes and cultures will be an extremely valuable resource
for a description of the current times (Entlich, 2004).
A site was identiﬁed as a blog in the baseline if it contained the string "blog"
on the site name. The obtained results showed that 15.5% of the contents
in the baseline would have been excluded from a national web archive if
Blogs were not archived. 67% of the blog contents were hosted under the
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Figure 6.11: Distribution of contents per domain from the Portuguese Web.
Country code Top Level Domains. There are two main classes of top-level
domains (TLD): generic (gTLDs) and country code (ccTLDs). The gTLDs
were meant to be used by particular classes of organizations, such as .COM
for commercial organizations, and are administrated by several institutions
world wide. The ccTLDs are delegated to designated managers, who op-
erate them according to local policies adapted to best meet the economic,
cultural, linguistic, and legal circumstances of the country. Hence, sites with
a domain name under a ccTLD are strong candidates for inclusion in a na-
tional web archive. However, this approach excludes the contents related to
a country hosted outside the ccTLD. Figure 6.11 presents the distribution
of contents from the Portuguese Web per domain and shows that 49% of
its contents are hosted outside the ccTLD .PT. There were identiﬁed two
main reasons found for ﬁnding such a large amount of Portuguese contents
outside the ccTLD. The ﬁrst is that the gTLDs are cheaper and faster to
register. The second is that most popular blogging sites are hosted under
the .COM domain, which increases the number of contents from a national
web hosted outside the country code TLD. For instance, Blogspot held 63%
of the Portuguese blogs.
Physical location of web servers. The RIPE Network Management Database
provides the country where an IP address was ﬁrstly allocated or assigned
(RARE, 1992). One could assume that the country's web is composed by
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Table 6.6: Prevalence of media types on the Portuguese Web.
the contents hosted on servers physically located on the country. However,
the obtained results showed that only 39.4% of the IP addresses of the
baseline were assigned to Portugal.
Select media types A web archive may select the types of the contents it will
store depending on the resources available. Preservation strategies must be
implemented according to the format of the contents. For instance, preserv-
ing contents in proprietary formats may require having to preserve also the
tools to interpret them. The cost and complexity of contents preservation
increase with the variety of media types archived. Hence, web archivists
focus their eﬀorts on the preservation of contents with a selected set of me-
dia types. Table 6.6 presents the coverage of selection strategies according
to the selected media types. 83 diﬀerent media types have been identiﬁed.
However, a web archive populated only with HTML pages, JPEG and GIF
images would cover 95.2% of a national web.
Ignore robots exclusion mechanisms Web archives and search engines use
crawlers to gather contents, but publishers may forbid their harvesting
through the Robots Exclusion Protocol and ROBOTS meta-tag (Koster,
1994). Search engines present direct links to the pages containing relevant
information to answer a given query. Some publishers only allow the crawl
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of the site's home page to force readers to navigate through several pages
containing advertisements until they ﬁnd the desired page, instead of ﬁnding
it directly from search engine results. One may argue that the public inter-
est of preserving history should overcome private interests and the archive
crawlers should ignore these exclusion mechanisms to achieve the maximum
coverage of the web. However, the exclusion mechanisms are also used to
prevent hazardous situations as discussed in Chapter 5. So, ignoring the
exclusion mechanisms may degrade the performance of an archive crawler.
The obtained results show that 19.8% of the Portuguese sites contained
the Robots Exclusion Protocol ﬁle (robots.txt), but they forbade the crawl
of just 0.3% of the URLs. 10.5% of the pages contained the ROBOTS
meta-tag but only 4.3% of them forbade the indexing of the page and 5%
disallowed the following of links. The obtained results suggest that ignor-
ing exclusion mechanisms does not signiﬁcantly increase the coverage of a
national web crawl. However, this behavior may degrade the crawler's per-
formance, because exclusion mechanisms are also used to prevent crawlers
against hazardous situations.
6.3.2.2 Architecture
Figure 6.12 describes the architecture of the Tomba web archive. The components
in grey are part of the Webhouse software package.
Gatherer. Collects contents and integrating them in the archive. The Gatherer,
composed by the Loader and the VN crawler, integrates web data in the
Repository. The Loader was designed to support the delivery of contents by
publishers and receive previously compiled collections of contents. Ideally,
VN would crawl a page and the referenced contents sequentially to avoid
that some of them become unavailable meanwhile. However, sequentially
crawling all the contents referenced by a page degrades the crawler's per-
formance, as discussed in Chapter 5. Crawling the contents of one site at a
time in a breadth-ﬁrst mode and postponing the crawl of external contents
until the corresponding sites are visited, is a compromise solution that en-
























Figure 6.12: Architecture of the Tomba web archive.
site are crawled in a short notice, without requiring additional bandwidth
usage (Marshak & Levy, 2003);
Versus repository. Stores the contents and their correspondent meta-data. The
general data model of the Catalog (see Chapter 5) was mapped to the con-
text of web archiving. The Source corresponds to an URL and a Version
corresponds to a crawl of the referenced content. Each Layer corresponds
to a crawl of the web. The Property lists keep meta-data about each Ver-
sion, such as the date of crawl or its media type. The Content references
the contents in their original format and the Facets are used to keep the
contents in obsolete formats in alternative up-to-date formats. There are
contents that can be used in the preservation of others. For instance, a page
containing the speciﬁcation of the HTML format could be used in the future
to interpret contents written in this format. The Reference class enables
the storage of associations of these contents. Each new snapshot of the web
is kept in the Group Workspace during the crawl and then it is checked-in
into the Archive Workspace, where it is appended to the previous ones;
Preserver. Provides tools to manage and preserve the archived data. Repli-
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cation is crucial to prevent data loss and ensure the preservation of the
archived contents. The replication of data across mirrored storage nodes
must consider the available resources, such as disk throughput and net-
work bandwidth. A new content loaded into the archive can be immedi-
ately stored across several mirrors, but this is less eﬃcient than replicating
contents in bulk. Considering that an archive is populated with contents
crawled from the web within a limited time interval, the overhead of repli-
cating each content individually could be prohibitive. The Replicator copies
the information kept in a Volume to a mirror in batch after each crawl is
ﬁnished. The Dumper exports the archived data to a ﬁle using three alter-
native formats:
1. The WARC format, proposed by the Internet Archive to facilitate the
exportation of data to other web archives (Kunze et al., 2006);
2. An XML based format to enable ﬂexible automatic processing;
3. A textual format with minimum formatting created to minimize the
space used by the dump ﬁle.
The dissemination of the archived contents as public collections is an indi-
rect way to replicate them outside the archive, increasing their chance of
persisting into the future. The main obstacles to the distribution of web
collections are their large size, the lack of standards to format them in order
to be easily integrated in external systems, and copyright legislation that
requires authorization from the authors of the contents to distribute them.
Obtaining these authorizations is problematic for web collections having
millions of contents written by diﬀerent authors. The archived contents in
obsolete formats must be converted to up-to-date formats to maintain their
contents accessible. The Converter iterates through the contents kept in
the Repository and generates Facets containing alternative representations
in diﬀerent formats. The Manager allows a human user to access and alter
the archived information;
Archivist. Human intervention must be minimized in web archiving. However,
it cannot be completely excluded. The Archivist is a human expert that
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Figure 6.13: Tomba web interface.
manages preservation tasks and deﬁnes selection criteria to automatically
populate the archive;
Searcher. Enables human users to easily access the archived data. It provides
four alternative access methods: Term Search, Proxy Navigation, URL His-
tory or Page Flashback. The Term Search method ﬁnds contents containing
a given term. The contents are previously indexed to speed up the searches.
The Proxy Navigation method enables browsing the archive using a web
proxy. The URL History method ﬁnds the versions of a content referenced
by an URL. The Page Flashback mechanism enables direct access to the
archived versions of a content from the web being displayed on the browser.
The user just needs to click on a toolbar icon and the versions of the page
archived in Tomba will be immediately presented.
6.3.2.3 Web interface
Designing a web interface to access archived data is not straightforward. Fig-
ure 6.13 presents the public web interface of Tomba, implemented to support
the URL history access method (available at tomba.tumba.pt). This section
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discusses the requirements of the methods used to access the archived data and
presents the solutions adopted on the Tomba web interface.
Search for URL aliases. Navigation within the archive begins with the sub-
mission of an URL in the input form of the Tomba home page. In general,
multiple diﬀerent URLs reference the same resource on the web and it may
seem indiﬀerent to users to submit any of them. If only exact matches on
the submitted URL were accepted, some contents might not be found in
the archive. Hence, Tomba expands each submitted URL to a set of URLs
that are likely to reference the same resource, and then searches for them.
For instance, if a user inputs the URL www.tumba.pt, Tomba will look
for contents harvested from the URLs: www.dlig.org/, dlib.org, www.
dlib.org/index.html, www.dlib.org/index.htm, www.dlib.org/index.
php, www.dlib.org/index.asp;
Time awareness. An archived content may contain code that when interpreted
by a browser redirects the user to the current web. For instance, the HTML
meta-tag "refresh" embedded in a page redirects the browser to a diﬀerent
URL after the page was loaded. It is not possible to anticipate all the sit-
uations that may cause redirections to outside the archive. So, users must
be aware of the time space of the contents they are browsing. The Tomba
visualization interface displays on the left frame the archive dates of the
available versions of a content. The most recent version of the content is
initially presented on the right frame and users can switch to other ver-
sions by clicking on the associated dates, enabling a quick tracking of the
evolution of a content. The presentation of the archived contents within a
frame allows to visually identify a redirection to the current web because
these contents are presented outside the frame. This approach diﬀers from
the one adopted by the Internet Archive that presents all the contents in a
new window and a user must detect the redirections to the current web by




Reproduce original layout and link navigation. The navigation within the
archived data should reproduce the behavior of the web. However, the con-
ditions in which the contents were originally published on the web may not
be reproducible by the archive. For instance, the archive cannot reproduce
the results of queries to databases. Nonetheless, web archives should try to
mimic the original layout of the contents and enable users to follow links
to other contents within the archive, when activating a link on a displayed
page. For this purpose, Tomba archives the contents in their original for-
mats, but modiﬁes them before presentation. The contents are parsed and
the URLs to embedded images and links to other contents are replaced to
reference the archived contents. When a user clicks on a link, Tomba picks
the version of the URL in the same Layer of the referrer content and displays
it on the right frame along with the references to other versions on the left
frame. A user may retrieve an archived content without modiﬁcations by
checking the box original content below the submission form (Figure 6.13).
This is an interesting feature for authors who want to recoverer old versions
of a content;
Correct erroneous meta-data. There are web servers that provide erroneous
meta-data on the HTTP headers. Some of these meta-data can prevent
the content from being correctly interpreted and presented to the user.
For example, consider a page written using the ISO-8859-1 character set
encoding. If the web server indicates that the page was written using the
UTF-16 character set encoding, a browser would be unable to correctly
present the page. A web archive tries to reproduce an archived content
by providing the meta-data received from the web servers. However, if
this information was incorrect and the archived content is not correctly
presented to the user, it would seem that there is a mal-function within the
archive. Hence, a web archive should try to correct erroneous meta-data
before presenting contents to its users. Tomba tries to correct erroneous
character set identiﬁcations before presenting contents through the analysis
of the meta-tags embedded in the pages;
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Block access to contents. A web archive loaded with large amounts of data
gathered from the web may contain oﬀensive contents that should not be
reproduced by the archive. For instance, some contents should not be repro-
duced due to the country's copyright legislation. Hence, the user interface
must be able to quickly block access to contents. Tomba provides an exclu-
sion mechanism that allows to block immediately the public access to a list
of contents.
The URL History access method has three main limitations. First, users may
not know which URL they should input to ﬁnd the desired information. Second,
the short life of URLs limits their history to a small number of versions. The
Tomba prototype was loaded with 10 incremental crawls of the Portuguese Web
but on average each URL referenced just 1.7 versions of a content. Third, the
replacement of URLs may not be possible in pages containing format errors or
complex scripts to generate links. If these URLs reference contents that are still
online, the archived information may be presented along with current contents.
The Term Search and Navigation complement the URL History, but they have
other limitations. The Term Search ﬁnds contents independently from URLs
but some contents may not be found because the correspondent text could not
be correctly extracted and indexed (Drugeon, 2005). The Navigation method
enables browsing the archive without requiring the replacement of URLs because
all the HTTP requests issued by the user's browser must pass through the proxy
that returns contents only for archived contents. However, it might be hard to
ﬁnd the desired information by following links among millions of contents.
6.4 Conclusions
This chapter presented the experimental results obtained to validate Webhouse.
It described experiments ran to evaluate the performance and scalability of the
VN crawler and the Versus Content Manager, and the application of Webhouse in
several real usage scenarios. The obtained results showed that the performance of
Webhouse components enable the use of this WWh on data mining applications
in a broad scope of usage contexts.
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VN has been used in the past 4 years, having crawled over 54 million contents
(1.5 TB). Its crawling activities originated just two complaints during this period
of time, which shows that the adopted politeness measures were successful. The
obtained results showed that VN is robust and scalable. The upcoming of large
capacity disks at low prices helped crawlers extending its storage capacity. How-
ever, the storage throughput did not follow the pace of the disk's capacity and
latency is a potential bottleneck that must be carefully addressed in the design
of crawlers.
The experiments ran on the Versus Content Manager showed that it outper-
formed signiﬁcantly NFS in read, write and delete operations. The Content Man-
ager is platform-independent and runs at the application level. Its source code
and the clients used to gather the presented results are available for download at
http://webstore.sourceforge.net/. The obtained results showed that the al-
gorithm for eliminating duplicates saves space and increases storage throughput.
Webhouse was successfully applied to support a search engine for the Por-
tuguese Web, publicly available at www.tumba.pt since 2002, which provides a
broad scope of search features. Webhouse was used as experimental platform to
develop and evaluate data mining applications. Plus, the data gathered during
the development of Webhouse enabled the creation of test collections used in
research activities.
Webhouse was also used to support a national web archive prototype named
Tomba (available at tomba.tumba.pt). This chapter discussed the design and
selection strategies to populate a national web archive. No criteria alone provides
the solution for selecting the contents to archive. Thus, combinations must be
used. The costs and complexity of the preservation of contents increase with the
variety of media types archived, but archiving contents of just three media types
(HTML, GIF and JPEG) reduced the coverage of a national web by only 5%.
This is an interesting selection criterion to simplify web archival, in exchange for
a small reduction on the coverage of the web. Designing a web user interface for
a web archive is also a challenging task. There are alternative access methods
but none of them is complete by itself, so they must be used in conjunction to




The web is a powerful source of information, but additional tools to help users in
taking advantage from its potential are required. One of the problems that these
tools must address is how to cope with a data source which was not designed to
be automatically interpreted by software applications. Web warehousing is an
approach to tackle this problem. It consists on extracting data from the web,
storing it locally and then, providing uniform access methods that facilitate its
automatic processing and reuse by diﬀerent applications. This approach is con-
ceptually similar to Data Warehousing approaches, used to integrate information
from relational databases. However, the peculiar characteristics of the web, such
as its dynamics and heterogeneity, raise new problems that must addressed to
design an eﬃcient Web Warehouse (WWh).
In general, the characteristics of the data sources have a major inﬂuence on the
design of the information systems that process the data. A major challenge in the
design of Web Warehouses is that web data models are scarce and become quickly
stale. Previous web characterization studies showed that the web is composed of
distinct portions with peculiar characteristics. It is important to accurately deﬁne
the boundaries of these portions and model them, so that the design of a WWh
can reﬂect the characteristics of the data it will store. The methodology used
to sample the web inﬂuences the derived characterizations. Hence, the samples
used to model a portion of the web must be gathered using a methodology that
emulates the extraction stage of the web data integration process.
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Previous works focused on architectural aspects of crawlers and warehouses.
There are high-performance crawlers that enable the quick refreshment of the data
kept in a WWh. Web Warehousing projects produced complete systems able to
harvest, store and provide access to large amounts of web data. However, most
research in these domains assumed that the web is uniform. This assumption is
not supported by the results obtained in web characterization studies.
This thesis addressed the problem of web modelling and studied the inﬂuence
of web characteristics in Web Warehouses design. The research was conducted
following mainly an experimental methodology. A model for the Portuguese Web
was derived and considering it, a WWh prototype named Webhouse was devel-
oped. This thesis contributed to answer the following research questions:
Which features should be considered in a model of the web? The char-
acterization of the sites, contents and link structure of a web portion is
crucial to design an eﬃcient Web Warehouse to store it. Some features de-
rived from the analysis of the global web may not be representative of more
restricted domains, such as national webs. However, these portions can be
of interest to large communities and characterizing a small portion of the
web is quite accessible and can be done with great accuracy. Some web
characteristics, such as web data persistence, require periodical samples of
the web to be modelled. These metrics should be included in web models
because they enable the identiﬁcation of evolution tendencies that are deter-
minant to the design of eﬃcient Web Warehouses, which keep incrementally
built data collections.
How can the boundaries of a portion of the web be deﬁned? A set of se-
lection criteria delimits the boundaries of a web portion and it is deﬁned
according to the requirements of the application that will process the har-
vested data. The selection criteria should be easily implemented as an au-
tomatic harvesting policy. Selection criteria based on content classiﬁcation
and domain restrictions revealed to be suitable options.
What can bias a web model? The methodology used to gather web samples
inﬂuences the obtained characterizations. In the context of Web Ware-
housing, crawling is an adequate sampling method because it is the most
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commonly used in web data extraction. However, the conﬁguration and
technology used in the crawler, and the existence of hazardous situations on
the web inﬂuences the derived models. Thus, the interpretation of statistics
gathered from a web portion, such as a national web, is beyond a math-
ematical analysis. It requires knowledge about web technology and social
reality of a national community.
How persistent is information on the web? Web data persistence cannot
be modelled through the analysis of a single snapshot of the web. Hence,
models for the persistence of URLs and contents of the Portuguese Web
were derived from several snapshots gathered for three years. The lifetime
of URLs and contents follows a exponential distribution. Most URLs have
short lives and the death rate is higher in the ﬁrst months, but there is a
minority that persists for long periods of time.
The obtained half-life of URLs was two months and the main causes of
death were the replacement of URLs and the deactivation of sites. Persis-
tent URLs are mostly static, short and tend to be linked from other sites.
The lifetime of sites (half-life of 556 days) is signiﬁcantly larger than the
lifetime of URLs. The obtained half-life for contents was just two days.
The comparison of the obtained results with previous works suggests that
the lifetime of contents is decreasing. Persistent contents were not related
to depth and were not particularly distributed among sites. About half of
the persistent URLs referenced the same content during their lifetime.
How do web characteristics aﬀect Web Warehouses design? Web data
models help on important design decisions in the initial phases of Web
Warehousing projects. Duplication of contents is prevalent on the web and
it is diﬃcult to avoid the download of duplicates during a crawl because the
duplicates are commonly referenced by distinct and apparently unrelated
URLs. A collection of contents built incrementally presents an additional
number of duplicates because many contents remain unchanged over time
and are repeatedly stored. Hence, eliminating duplicates at storage level in
a WWh is an appealing feature. However, the mechanisms adopted for the
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elimination of duplicates must address URL transience that may prevent
the implementation of algorithms based on historical analysis.
Web data persistence inﬂuences the deﬁnition of data structures and al-
gorithms to manage them in a WWh. Models that help predicting web
data persistence enable measuring the freshness of the information kept
and scheduling refreshment operations. A WWh that keeps information for
long periods of time must also address preservation issues to maintain the
stored information accessible after it is no longer available on-line.
The extraction of information from the web is a very sensitive task, be-
cause the software component responsible for it must address unpredicted
situations. Web models enable the identiﬁcation of hazardous situations on
the web and contribute to the design of robust crawlers. A WWh must
present a distributed architecture to face the large size of the web. Web
characteristics inﬂuence the partitioning strategies adopted to perform load
balancing among the processes that compose a WWh.
This thesis mainly addressed the extraction and loading of web data into a
WWh. Several versions of Webhouse were iteratively developed until its design
could not be signiﬁcantly improved (Engineering validation approach). Webhouse
proved to present a ﬂexible and eﬃcient architecture that enabled its usage in
broader scopes than Web Warehousing. The problem of designing eﬃcient Web
Warehouses is complex and required combining knowledge from diﬀerent ﬁelds.
This research provided contributions in Web Characterization, Crawling, Web
Warehousing and it was also an useful tool that contributed to support other
research studies.
7.1 Limitations
This thesis presented a thorough study of the characteristics of the Portuguese
Web. However, it was not clear if the same results would be achieved in other
webs. Perhaps the characteristics of the sites and their content depends more on
the methodology used to sample the web than on the community they belong to.
Although the characterization of the Portuguese Web may not be representative
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of other web portions, it was representative of the data that populated Webhouse.
The web model could be extended with metrics, such as, the importance of sites
and content based on popularity algorithms (Page et al., 1999), the characteris-
tics of contents belonging to speciﬁc categories (newspapers, web portals, digital
portals, digital libraries) or the presence of partial duplicates. The experimental
data sets used in the experiments were mainly composed by textual contents. It
would be interesting to study data sets containing a wider range of media types.
The amount of information available on the web is extremely large. The Web-
house prototype proved to be eﬃcient when processing relatively small amounts
of data. However, designing a WWh able to harness petabytes of data would
raise new problems that could not be studied with the resources available for
this research. The Versus repository was designed to be used in a broader scope
than just Web Warehousing. Although it presented satisfactory results in the
performed experiments while processing web data, I believe that a large-scale
web repository would require an architecture assuming that it would store web
contents exclusively. This assumption would enable deeper system optimizations
to support large-scale Web Warehouses.
This thesis assumed a pull-model to perform web data extraction, in which
a crawler actively harvests information and loads it into a repository. However,
push-models, such as RSS feeds (RDF Site Summaries) (W3C, 2003), are gaining
popularity and they should be addressed in the architecture of a WWh. The
storage throughput of the harvested contents and the meta-data extraction from
contents in proprietary formats are the main problems of the current version
of Webhouse. These aspects could be improved by studying alternative storage
techniques and conversion tools.
Currently, systems like Hadoop (The Apache Software Foundation, 2006) pro-
vide useful experimental platforms to validate research in Web Warehousing.
However, when this research began, the oﬀer of Web Warehousing software was
very limited and I had to develop Webhouse to support it. Webhouse was imple-
mented using oﬀ-the-shelf database management systems to save on development
time. It was shown that these systems can be used to support Web Warehouses.
However, they must be adequately conﬁgured and tuned, requiring deep knowl-
edge about the functioning of the DBMS. In the end, a question remains: is it
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easier to develop speciﬁc solutions from scratch to implement a Web Warehouse
or to conﬁgure and optimize a DBMS to support the required functionalities. I
believe that it depends on the background knowledge of the developers.
7.2 Future Work
The amount and diversity of data available on the web tends to increase. Thus,
research related to the creation of tools able to harness this information should
remain very active in the next years.
This thesis addressed the identiﬁcation and modelling of a national commu-
nity web. As the web continues to grow, I believe that research on community
webs will gain more importance, because most users access a limited set of infor-
mation sources related to the communities they belong. More accurate national
community webs could be deﬁned by combining crawling policies with geograph-
ical tools. It would also be interesting to crawl samples of community webs and
the general web simultaneously using the same crawler conﬁguration to determine
the diﬀerences among them.
In future work, it would be interesting to study the inﬂuence of popularity in
web data persistence and combine multiple features that inﬂuence persistence in
a weighted model, sensitive to the peculiar characteristics of web collections. I
suspect that images have higher persistency than textual contents. So, another
important direction would be to study the persistence of a broader scope of media
types.
Hazardous situations to the automatic processing of web data were docu-
mented in this thesis. However, some of them could not be completely solved
and new ones keep appearing. The identiﬁcation of new hazardous situations on
the web and the mitigation of their eﬀects in web data processing systems is a
required research activity.
A main problem in the design of Web Warehouses is that most web data is not
generated having automatic interpretation in mind. This research tried to solve
this problem by mitigating the perverse eﬀects that low-quality data has on Web
Warehouses. On the other hand, one could try to investigate how to increase the
quality of the contents published on the web to facilitate its automatic processing.
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The main objective of the Semantic Web is to create this machine-interpretable
web (W3C, 2004), but its implementation has been too slow in practice. The
success of the web was due to its simplicity. This enabled the widespread of web
publications. I believe that the proposed models to support the Semantic Web
are too complex to be a replacement of the existent web. One alternative way to
increase the contents quality could be the creation of tools that help publishers
in the identiﬁcation and solution of problems with their contents.
Search engines and web archives are deeply related to web warehousing. This
research raised my interest on the ranking mechanisms used by search engines.
The PageRank algorithm used by Google is commonly identiﬁed as the key to
the success of this search engine (Page et al., 1999). However, it was presented
in 1998 and I believe that the current mechanisms used by Google do not match
this initial proposal mainly because search engines must prevent against web
spammers that try to manipulate these well-known ranking algorithms. The study
and application of web models is essential to derive new ranking algorithms.
The information kept in the repositories of search engines is periodically re-
freshed to update the indexes and the old one is discarded. The storage require-
ments of these repositories are relatively small and there is no need for interaction
among them, because search engines are maintained by independent and rival en-
terprises. The main objective of search engines is to provide a small set of relevant
results to a user search, independently from the number of pages existent on the
web that may contain that information. Thus, search engines do not need to
perform exhaustive harvests from the web.
On their turn, web archives have more demanding requirements for WebWare-
houses than search engines. Web archives need to perform exhaustive crawls of
the web and have high storage requirements, because they need to preserve large
web collections built incrementally. Web archiving is a daunting task and I be-
lieve that the cooperation among international institutions could make it easier.
My vision of the future of web archiving is having several institutions responsible
for the preservation of the data published in independent web portions. Merging
all the portions would correspond to the global web space. This way, the cov-
erage of web archival would increase and the eﬀort required to archive the web
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would be divided across national or international organizations avoiding dupli-
cations. One way to assign web archiving responsibilities could be to delegate
them to the registrars that administrate the top-level domains. Each registrar
would become responsible for archiving the contents published in the sites hosted
under its top-level domain. However, this approach would probably cause the
increase of the price of domain registrations and domain owners would have to be
charged according to the amount of contents they publish. Nonetheless, the web
is global and users could be interested in ﬁnding historical contents world-wide.
Although the gathering, storage and preservation could be spread across several
web archives, users should be able to easily access information in all of them.
One possible approach to achieve this could be having a standard and uniform
access method supported by all web archives, independently from the underlying
technology. Users could employ a tool that communicates with the web archive
access mechanisms and merges the obtained results. This approach is similar to
meta-search, which merges results gathered from several search engines (Chignell
et al., 1999). However, meta-search engines have not been very successful, mainly
because the results returned by diﬀerent search engines are quite similar and the
relevance of the merged results is not signiﬁcantly better than the one obtained
through query on a single search engine. On its turn, web archives would return
very diﬀerent results because each one of the archives holds a diﬀerent portion of
the web. The searches could be reﬁned by users to restrict results. For instance,
by selecting the source web archives or content languages. The widespread usage
of Web Warehouses to support global web archiving raises new and stimulating
problems in several research areas:
 Research in P2P systems enabled content sharing over the Internet (Dabek
et al., 2001). Web archives should be collaborative to avoid redundant
eﬀorts. Thus, they would need to communicate with each others, most
likely through the Internet. The communication in Wide-Area Networks is
a complex task and research in protocols that enable eﬃcient comunication
among Web Warehouses would be interesting;
 Grid computing aims to create world-wide distributed and collaborative
clusters of computers that enable mass processing mainly to support re-
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search. For instance, to process data generated by satellites (Hoschek et al.,
2000). Web warehousing also requires the processing of large amounts of
data and the application of Grid computing research in distributed Web
Warehouses could be a possible direction for future work;
 Web search has been evolving in the past years. However, searching in his-
torical web collections raises new problems that are far from being solved.
After a few years of archiving, a web archive would easily hold many
petabytes of data. Engines able to search among these data are required.
Moreover, retrieving relevant information in historical collections is not triv-
ial. The ranking algorithms used to ﬁnd relevant documents within a single
snapshot of the web cannot cope with web collections incrementally built
(Berberich et al., 2006). For instance, in general, the PageRank algorithm
assumes that each content is identiﬁed by one URL and the contents that
receive more links are the most important. In a web collection incrementally
built, the same URL may be referencing many contents and determining
the relative importance of contents gathered in diﬀerent periods of time is
not straightforward;
 Finding ways to preserve web data is not trivial. For instance, it is unclear
which meta-data or tools must be kept to ensure the access to the archived
contents in the future. The deﬁnition of adequate preservation strategies
and standards that enable the replication of contents among several Web
Warehouses is an open issue.
I think that the success of web archiving initiatives depends on the advances
provided by Web Warehousing research. Web modelling will have a key role in
this research ﬁeld because the characteristics of web data inﬂuence the design of
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