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I. INTRODUCTION
Convective transport in porous media is an important process with many engineering and industrial applications.
1 One current focus lies in the sequestration of CO 2 , the long-term storage of CO 2 in brine-saturated underground aquifers, motivating numerous recent studies into convective mixing. 2 Upon injection, the buoyant CO 2 -rich fluid is initially trapped by a low-permeability cap-rock; mixing with the ambient brine facilitates more effective trapping mechanisms, such as dissolution of the CO 2 and 'residual trapping' within the rock. 2 Over geological timescales, CO 2 may precipitate as carbonates due to a series of reactions [3] [4] [5] with minerals in the host rock (known as 'mineral trapping') thus providing more stable storage.
Natural analogues, where CO 2 in solution has been in contact with the mineral formation over geological periods, confirm that mineral trapping is a well-founded concept. 6, 7 The reaction timescales span many orders of magnitude, 8, 9 and although there is a lack of background data on the exact reaction rates, there is usually one controlling reaction during the mineralisation process that limits the production of precipitate. 10 The long timescales associated with mineral trapping make conducting large-scale experiments difficult, emphasising a need for accurate numerical and theoretical studies of the problem.
Uncertainties in the physical and chemical structure of the host rock, however, make modelling the problem complicated. Studies of simplified systems, in which fundamental processes can be investigated in detail, provide an important foundation on which to build larger-scale simulations. The convective fingering arising in classical Rayleigh-Bénard porous-medium convection incorporates flow varying over different length-scales, which when coupled with reactions varying over widely disparate time-scales places great demands on computations attempting to integrate chemistry and flow; for a review of current literature on reactive flow see Emami-Meybodi et al. 11 There is therefore significant interest in deriving low-order models that accurately capture the primary physical features of the flow.
Previous authors have studied the evolution of one-sided Rayleigh-Bénard porous-medium convection at large Rayleigh number Ra (where molecular diffusion is weak in comparison to convective flow -the flow regime applicable to CO 2 sequestration 12 ): a chemically inert solute introduced at the upper surface of the flow domain dissolves into the interstitial fluid, raising its density, generating convective mixing and resulting in solute being transported away from the source. Initially a diffusive boundary layer forms with a vertical concentration profile approximated by an error function. The diffusive layer subsequently loses stability and the system proceeds through successive convective regimes that have been described in detail by Slim 1 , Ennis-King and Paterson 13 , Riaz et al. 14 , Pau et al. 15 and Backhaus et al. 16 amongst others. Once convection is fully established, the flow is characterised by a thin dynamic boundary layer at the top of the flow domain, below which large, slender plumes penetrate downwards. The large plumes transport solute away from the boundary layer and create an upwelling of dilute solvent between the plumes. New plumes are created in the boundary layer and grow before being swept horizontally across the boundary layer, driven by the recirculation of the dilute solvent, towards the centre of the large plumes. As long as the plumes are shorter than the domain depth, the flux per unit length of solute into the domain, measured by a Sherwood number Sh, remains approximately constant 1, 15, 17 at Sh ≈ 0.017Ra. The solute transfer rate begins to fall after the plumes have penetrated to the base of the domain.
1,18
In the presence of a reactive mineral substrate that is abundant relative to a dilute dissolved solute, the reaction can be described using first-order kinetics, at least over intermediate time scales. [19] [20] [21] [22] In this case the flow is parametrized by Ra and a Damköhler number Da (a dimensionless reaction rate). The reaction creates a sink of solute in the domain and, at sufficiently large Da, limits the vertical penetration depth of the solute. At sufficiently large
Ra the system establishes a statistically constant convective state in which the net flux of solute into the domain is balanced by the net loss of solute due to reaction, 19 with the dynamic boundary layer regulating the flux of solute into the bulk. 20 When Da is sufficiently small, the domain saturates with solute and the reaction can be further approximated as zeroth-order, the problem being parametrized 19, 20 by DaRa 2 . Alternatively, when the reaction is rapid in comparison to convective mixing, the vertical penetration depth of the solute is limited by the reaction; the first-order system is described by the depth-independent parameter has reached a statistically steady-state. However the flux also has a strong dependence on Da. At sufficiently large Da, simulations suggest that the flux is identical (at leading order)
to that arising in classical one-sided Rayleigh-Bénard convection during intervals when the lower boundary has no influence, 1 providing evidence that the flux in this regime is restricted
by the boundary layer. 20 At smaller Da, however, as solute fills the domain, the concentration outside the boundary layer rises and the flux across the boundary layer falls. Ward et al.
20
showed how the solute flux is related to this concentration via a parameter that measures the excitability of the boundary layer (see (13) Here we exploit an upscaling framework developed for first-order reaction 20 to assess the effect of a second-order chemical reaction on the evolution of convective plumes as they penetrate into the domain; the model we use is described in Section II. In Section III we present numerical simulations for cases in which the substrate is depleted slowly or rapidly in comparison to convective mixing, and describe the effects of changing Da. We then compare these results to solutions of approximate low-order models derived in Section IV, yielding predictions of solute transfer rate, the rate of substrate depletion and the timeevolving penetration depth of the plumes. While the model we address has been simulated previously, 10, 12 we provide here a much more comprehensive survey of parameter space and identify key scaling properties of the flow.
II. MODEL
We consider the dissolution of a solute, C, in an ideal two-dimensional homogeneous porous medium (a solid matrix that is fully saturated with fluid) in which the solute undergoes a second-order reaction C + S → P, where species S is fixed in the host matrix and is depleted through its reaction with species C, leaving the porosity, φ, and the permeability, K, of the porous medium unchanged. Species C (but not the product P) increases the solution density. Once species S is depleted from the interface between the fluid and porous matrix, the reaction terminates there and, as a result, the zone of reaction moves elsewhere.
We assume the rate at which species S is depleted is linearly proportional to C * , the number of moles of species C per unit volume of saturating fluid, and to S * , the number of moles of reacting mineral S per unit volume of the porous medium, as a fraction of S * I , the number of moles of reacting mineral initially present at the surface of the solid matrix per unit volume of the porous medium. The rate of change of species S results from the loss due to the surface reaction with species C via
where α is a rate constant. The system is governed by (1), the convection-diffusion-reaction equation, the continuity equation and Darcy's law
where 
subject to the boundary conditions
where L = L * /H is the aspect ratio of the flow domain, and the dimensionless parameters are the Rayleigh, Damköhler and 'storage' numbers 
Equations (4, 5) depend on Ra, Da, Ω and L; in this study L is taken to be fixed and Ra
1.
We define the Sherwood number, Sh, a dimensionless measure of the solute flux per unit length across the upper boundary, by
with the corresponding dimensional flux per unit length being (φDC * /H)Sh.
Integrating (4b), subject to (5), yields measures of the total number of moles of dissolved
C dxdz, and of the total number of moles of surface reactant in the host
so that
Simulations reported below are summarised using a set of representative variables, defined as follows. We use a horizontal average · to describe vertical solute distributions. The plume penetration depth z 0 is estimated numerically as the minimum value z for which C ≤ 0.01; when C | z=1 is nonzero we take z 0 = 1. We estimate the horizontal wavenumber of convective plumes by definingC = C − C and computing
Close to the boundary near z = 0, C decreases monotonically with z before reaching a turning point. The depth of the boundary layer is estimated numerically as z λ = min
and the corresponding concentration of C at the edge of the boundary layer is determined as
A measure of the number of moles per unit width of depleted reacting mineral is defined as
For later reference, we note that for Ra 1, Sh is well approximated 20 by
when Ω = 0 and the convection is in a statistically steady state. Here ∆ c is a parameter (with value in the range [15] [16] [17] [18] [19] [20] characterising the excitability of the dynamic sub-surface boundary layer.
A. Numerical method
Equations (4b, 4c, 5, 7) were solved using a spectral method, 27 approximating C, ψ and S by N Chebyshev polynomials of the first kind (satisfying the vertical boundary conditions) in the z-direction and evaluating the governing equations at the Chebyshev collocation points
. . , N . Fourier series, with M modes, were used to approximate the solutions in the horizontal direction, enforcing periodic boundary conditions along the vertical boundaries. Solutions are assumed to be of the form
Solving (4b, 4c, 5, 7) in Fourier space decouples the system into M linear equations, each of order N , which were solved in time using a leapfrog scheme; 20 this requires solutions at time steps n − 1 (C n−1 , ψ n−1 , S n−1 ) and n, (C n , ψ n , S n ) in order to evaluate solutions at step n + 1. The advection term in (4b) and the nonlinear reaction term in (4b, c) were evaluated at time step n and transformed into Fourier space to give the nonlinear terms Conv n and React n respectively. The mth components of (4b, c) were then solved using
, where D zz , I, and δt are the second-order differential operator acting on the rescaled Chebyshev polynomials, the identity matrix and the time step, respectively. Having solved (15) for m = −M/2 . . . , M/2, the mth component of the stream function was obtained using
For all simulations we used the initial condition C(x, z, 0) = cosh(700(1 − z))/ cosh(700),
S(x, z, 0) = 1, ensuring C initially decays quickly and smoothly over z; the forward Euler method was used to obtain the second initial condition for the leapfrog scheme. We also applied the Robert-Asselin filter to (15) to suppress any computational modes resulting in time-splitting instability. 28 Solutions to (4b, 4c, 5, 7) with Ω = 0 for horizontally-averaged concentration profiles and Sh (using (8)) were compared with previously published results.
20
Equations (9, 10) were also used as computational checks on the numerical scheme. The numbers of Chebyshev and Fourier modes were increased, and the time-stepping interval decreased, until the measured quantities where statistically equivalent.
III. NUMERICAL SIMULATIONS
All the simulations presented below were conducted with Ra = 5000 and L = π. We provide detailed illustrations of the flow at small and large Ω and then describe the effects of changing Da and Ω independently. Simulations will be compared to approximations from simplified models in Section IV below.
A. Slow substrate degradation: Da = 1, Ω = 0.01
Small Ω represents the case in which species S is initially abundant relative to the solute, implying that the substrate concentration falls relatively slowly as the solute decays.
Simulations of (4, 5) for Da = 1, Ω = 0.01 reveal a diffusive layer that forms and quickly loses stability to convective fingering at t ≈ 0. the limit Ra → ∞ for S = 1 (and also reported for high-Ra one-sided convection in the absence of chemical reaction 1, 15 ). The simulations lie sufficiently close to this asymptotic threshold, and appear sufficiently insensitive to the local depletion of the S field, to suggest that the solute transfer into the domain is regulated primarily by the dynamic boundary layer near z = 0, at least while the bottom of the domain has no influence on the overall flow. for which the flux of C into the domain remains approximately constant, M C and M increase accordingly at a roughly constant rate. Once the plumes touch the bottom of the domain (point I in Figure 5 ), the system starts to shut down, with Sh falling and λ rising. At the start of the shut-down phase, S is totally depleted near the top of the domain, leaving only small regions of unreacted substrate at the bottom of the domain between the plumes (Figure 3(f ) ). Thereafter the amount of remaining S decreases until it is fully depleted at t ≈ 5500 (the crosses labelled II in Figure 5 indicate the minimum time at which M > 0.99). Large Ω represents the case in which the species S is initially present at low concentrations relative to the solute, implying that the substrate can be depleted rapidly once solute is added to the domain. Equation (4c) demonstrates that, when Ω is large, the substrate degrades quickly in regions where both S and C are present. The rapid reaction promotes the formation of sharp interfaces separating regions where C > 0 and S = 0 from those in which C = 0 and S = 1. We illustrate this with simulations of (4, 5) for Da = 1 and Ω = 25
shown in Figures 6, 7 ; the evolution of the macroscopic features of the flow field is illustrated in Figure 5 .
As in the small-Ω example, the flow has an initial transient phase during which a diffusive boundary layer loses stability to convective fingering ( Figure 6 The substrate is rapidly depleted where the plumes descend, leaving areas between the plumes where S is unreacted (Figure 7(b, c) ). Once the plumes reach the bottom of the domain, solute spreads horizontally across the lower boundary ( Figure 6(d) ), depleting S and leaving isolated pockets of unreacted S (Figure 7(e, f ) ). Thereafter, as saturated solvent recirculates to the top boundary layer, Sh falls, λ rises and there is an increase in the rate of change of M C ( Figure 5 ). As the domain saturates with solute, the isolated pockets of S decrease in size (Figure 7 (e)) until S is totally depleted at t ≈ 15.4 (point II in Figure 5 ).
Once chemically inert, the system shuts down at a rate comparable to the previous example ( Figures 5(e, f ) ). linearly with respect to z. Although the reaction zone is thin, the distribution of S is patchy at later times (Figure 7 ), increasing the vertical dispersion of the S field. The stream function increases in magnitude over later times with the most vigorous flow moving towards the centre of the domain. In contrast to the example shown in Figures 1-4 , for
large Ω the plumes erode pronounced channels in the S field which appear to suppress 
C. The effect of changing Da
Simulations for different values of Da provide insight into the dependence of the flow structure on reaction rate. We return to the case in which the substrate is abundant relative to the solute (Ω = 0.01) but now consider variation in the reaction rate relative to the convective timescale. We first demonstrate that the dynamic boundary layer near z = 0 continues to regulate the flux of solute into the domain. When Da 1 and Ω 1, the reaction is sufficiently slow for the plumes initially to fill the domain in a manner reminiscent of one-sided convection, before eventually the solute concentration equilibrates across the domain; thereafter it elevates slowly as the substrate is depleted. Figure 10 shows horizontally-averaged profiles of C and S during this final phase for Da = 0.001 and Ω = 0.01; the dotted curves show for comparison the solutions to the simplified model derived in Section IV B below. Figure 10 shows that C and S are almost uniform in the bulk of the domain while evolving slowly with respect to t.
To illustrate the dynamics of this slow evolution, the macroscopic features of the timeevolving flow for Da = 0.01, Ω = 0.01 and Da = 0.001, Ω = 0.01 are illustrated in Figure 11 .
During the initial box-filling phase in both cases (prior to the point marked I in Figure 11 Figures 11(a, b, d) ); for smaller Da the domain is more saturated with solute in the balanced state. Finally, over very long timescales, the substrate is depleted, causing λ, M and M C to rise and Sh to fall as the convection slowly shuts down. Decreasing Da increases the timescales for the substrate to become fully depleted (labelled by II in figure 11 ) and for the domain to fully saturate with C ( Figures 11(c, d) ). In contrast to Figure 5 (for Da = O(1)), Figure 11 shows (for Da 1) a substantial increase in the time from the plumes first encountering the base of the domain (labelled I in Figure 11 ) to total depletion of S (II).
D. The effect of changing Ω
We saw in Figure 7 how, when the initial dimensional concentration of substrate is much smaller than the dimensional concentration of solute at the upper boundary (so that Ω 1), depletion of S is rapid relative to the timescale for convection and the reaction is limited to an elongated interface between the solute and the unreacted substrate. In contrast, the reaction zone can occupy the full domain when the substrate is abundant relative to the solution (Ω 1, Figure 10 ). We conclude this section by exploring the effect of changing Ω on the overall dynamics.
Simulations at different values of Ω with Da = 1 show that the penetration depth of the plumes increases approximately linearly in time (Figure 12(a) ). The data are plotted to illustrate a scaling relationship for large Ω derived and discussed in Section IV C below.
Increasing Ω shortens the time for plumes to penetrate to the bottom of the domain, although there is little change in this time for Ω greater than about 25 ( Figure 12 
IV. REDUCED MODELS FOR Ra 1
We now extend our previous analysis 20 of the single-species problem (Ω = 0) to provide approximations of the flow dynamics at high Ra when the substrate degrades slowly (0 < Ω 1), rapidly (Ω 1) and when the overall reaction is slow compared to convective timescales (Da 1). We focus on the structure of the slender plumes beneath the boundary layer, representing the thin dynamic boundary layer near z = 0 in terms of parameters J 0 and λ that we extract from simulations. We exploit the observation that, as long as the plumes are shorter than the depth of the domain, the dynamic boundary layer adjusts to maintain and M = z 0 using (48b).
A. A simplified model for slow depletion, Ω 1
We first assume that Ω 1 Ra with Da = O(1), so that the substrate is sufficiently abundant for its concentration to change relatively slowly compared to the timescale of convective mixing. We focus first on the time during which plumes descend but are yet to interact with the bottom of the domain. We assume solutions to (4, 5) are of the form
where C, and S are ensemble averages evolving over the slow timescale τ , and C = ψ = S ≡ 0. Here we assume that convective motion over timescales t = O(1), involving plumes that fluctuate laterally, leads to mixing that yields the proposed decomposition, i.e. the ensemble average acts as both a horizontal average and an average over the fast convective timescale t. Furthermore, when Ω 1, simulations indicate that this mixing suppresses horizontal concentration gradients in the S field (compare Figures 4(b) and (e)), although convective motions maintain strong horizontal gradients in the C field. Since the plumes are slender structures, we neglect vertical diffusion in comparison to horizontal diffusion, so that (7) reduces to ψ xx = −C x . Assuming zero mean vertical flow, it follows that
and (4b, c) becomes
Taking the ensemble average of (19) gives
and the difference between (19) and (20) gives
We can scale out Ra and Da by defining the new variables z =ẑ/Da, x =x/(RaDa) 1/2 , ψ =ψ /(RaDa) 1/2 and t =t/Da, so that (18), (20) and (21) becomê
The vertical flux then satisfies (13)) the mass balance becomes
Equivalently, DaM τ = J 0 : we use Figure 9 (a) to estimate J 0 ≈ 0.02 when Ra = 5000, slightly in excess of the expected asymptotic value 0.017 for Ra → ∞.
Equation (22e) implies that perturbations S are weak when Ω 1. Setting S = ΩŜ and neglecting terms of O(Ω), (22) becomesψ
and (22e) decouples from (24) . By losing the time derivative in (24b), we lose a description of the transient development of the C field. We seek solutions of (24) on the domain 0 < ẑ <ẑ 0 (τ ), imposing the boundary conditions
We seek the depth of the plumeẑ 0 (τ ) as a function of the parameters λ and J 0 .
for somex 0 (τ ) andk(τ ), and substituting into (24) giveŝ
For g to be as large as possible without growing exponentially, we assume Cẑ +k 2 + S = 0, where g = 0, so that gt = 0 and ft = 0. With (24), (25) and (27), we obtain
Taking S = 1 inẑ >ẑ 0 , to leading order the amount of depleted substrate per unit width reduces to
Differentiating with respect to τ , and using (28a) with the boundary conditions S(ẑ 0 , τ ) = 1, g(ẑ 0 ,t, τ ) = 0, we recover (23) as
Assuming J 0 is constant and that M = 0 at τ = 0, (28c) and (30) give
Combining (28a) and (31) and settingẑ = ζẑ 0 (τ ), the nonlinear free-boundary problem (28) is mapped onto the fixed domain 0 < ζ < 1 as
with
Because λ and J 0 take prescribed values, (32, 33) is parameter-free, consistent with the collapse of data in Figure 9 (b).
At ζ = 0, C = λ and (32b) gives S τ = −λS, implying that the substrate decays exponentially near the upper boundary. As ζ → 1−, expanding S as power series in (1 − ζ) in (32a, b) gives
Because this approximation neglects vertical diffusion, the piecewise linear distribution of C will be smoothed by neglected diffusive effects. However (34) explains the quadratic leading-edge structure of S evident in Figure 3 (c), for example.
We solved (32, 33) using a numerical scheme outlined in Appendix A. This was validated by comparison with early-and late-time asymptotic approximations, described respectively in Appendices B and C. In particular, we find that
The early-time solution exhibits a weak singularity that propagates from the plumes' leading edge into the main flow domain (Figure 13 below) ; the late-time solution exhibits a travellingwave structure, with reaction confined to a zone at the plumes' leading edge (Figure 14 below). For plumes to be slender we need k 2 z
and RaΩt 1 at late times. In addition, the approximation fails when the plumes first encounter the base of the domain, requiring t < 1/J 0 Ω.
Solutions of (32, 33) We now extend the analysis in the previous section to describe features of the flow when Da 1. In this case, we replace (25b) with a no-flux condition g 2 = 0 at z 0 = 1 (i.e.
z 0 = Da), requiring us to solve for S and C over what is effectively a very short domain. Figure 10 shows that changes in C and S are weak across the domain, so that we can assume C ≈ λ to leading order (which varies slowly in time, Figure 11 ). Equations (27a, b) then 
which implies that J 0 = λSDa, and combining this with (13) gives
Substituting (38) into (36c) then yields
with initial condition S = 1 in (38), implying λ → 1 as τ → ∞. Integrating (39) with respect to τ gives λ with a constant of integration corresponding to a shift in time, τ 0 .
Solutions of (38, 39) using ∆ c = 16 and τ 0 = 0.25 for Da = 0.01 and τ 0 = 0.07 for Da = 0.001 give predictions of λ, Sh and M (illustrated in Figure 11 ). The simplified model captures remarkably well the increase in λ and M and the decay of Sh at late times. obtained from (4, 5) (solid curves) with solutions of (38, 39) (dotted curves), capturing the increase in C and decay of S with respect to t at late times.
C. A simplified model for rapid degradation, Ω 1
We now develop a more ad hoc, but nevertheless useful, model describing the rapid depletion of S in the limit Ra 1, Ω 1 with Da = O(1). In this limit, the substrate is initially present in low concentrations relative to the solute and is immediately degraded as it encounters solute. As illustrated in Figure 7 , the S field partitions into distinct chemically inert regions either side of a thin reactive region. While this interface remains continuous as the plumes descend, it is highly irregular, andS is no longer small compared to the horizontal average (Figure 8e ). Even so, we find that a Reynolds decomposition such as (17) still yields valuable predictions. The calculation that follows lacks the rigour of Sections IV A, B
and should be interpreted more as a scaling argument than a rational asymptotic derivation, although the resulting predictions are surprisingly accurate.
First, it is helpful to recall the specialised case in which the interface is uniform at z = z 0 (t) and that, as the interface advances slowly into unreacted substrate, there is a dominant balance between reaction and diffusion, with C = 0 and S = 1 ahead of z = z 0 (a region denoted "+") and C > 0, S = 0 behind ("−"). The intermediate reactive region is governed
Integrating across the thin reactive zone in which CS > 0, assuming that S enters the front (+) of the reactive zone with advective flux z 0t , while C enters the rear (−) with diffusive flux −Ra −1 C z (at a much greater rate than it is advected out), the solute flux is
We now return to the slender plume approximation, 20 assuming S is completely depleted in the bulk of the plumes (in 0 < z < z 0 (t)) but ensuring that the plumes deliver a solute flux of magnitude z 0t /Ω at the base, consistent with (41). (We do not match the plume region directly to the thin reaction zone, but rely instead on the requirement that fluxes must balance over an intermediate boundary layer.) As before, we assume the boundary layer at z = 0 maintains a fixed solute flux J 0 and subsurface average concentration λ. Then, in the plume region, we consider (4, 5) without the reaction and vertical diffusion terms, and set
where the bar now denotes a horizontal average. The solute transport and Darcy equations give respectively
which are satisfied by
For g to be neutrally stable (44) gives
where C(0) = λ is constant. The vertical flux satisfies J = −ψ x C + O(Ra −1 ) and so 
which combine to yield z 0t = 2J 0 Ω/(2 + Ωλ). Thus at large times we obtain the approxima-
For Ω 1, (48) reduces to Ω-independent limits k 2 = Raλ 2 /(2J 0 t) and z 0 = 2J 0 t/λ. The parameter Ω measures the relative amounts of solute and substrate. Small Ω corresponds to abundant substrate, which consequently takes a long-time to degrade completely.
For Da of order unity we have derived a novel nonlinear free-boundary problem (32, 33) describing the slow erosion of the substrate, formulated as an integro-differential equation (in one space coordinate and time) coupled to algebraic conditions. Figure 4 shows that the reduced model agrees well with simulations. For 1 Da Ra 1/2 with Ω 1, the flow initially resembles the Ω = 0 limit, but S then starts to decay over a slow timescale. For large Ω, when the solute is scarce, a more traditional (and thinner) reaction front emerges. Descending plumes erode vertical channels in the substrate and the pattern of the S field is strongly heterogeneous (Figure 7) . Nevertheless, an approximation based on horizontal averaging still proves useful (Figure 8) . Again, the convection enters a shut-down phase soon after plumes reach the base of the domain ( Figure 5 , Ω = 25), which takes place in order unity time (on the convective timescale).
Numerous features of real geological formations have been neglected in this study, in particular changes to porosity and permeability of the host matrix as a result of the surface reaction with the solute 29, 30 and transport of the reacting mineral due to the flow.
31,32
We also neglect heterogeneity and anisotropy of the host material, 33,34 heterogeneity of the source, 35 solute dispersion 36 and three-dimensionality. 15, 37 However we anticipate that many of the physical processes described here will be applicable to flows in more realistic practical applications. 
