Abstract-In this brief paper we present an overview of the TSC-mTOR pathway and its importance in neurodegenerative disease (ND). We illustrate the influence of ND on dendritic spine morphology. Then we discuss some details of functional gene networks (FGN) and use this information to propose an image driven systems biology approach for the construction of a FGN for ND. We conclude on its importance and the prospective outcome of our study.
I. INTRODUCTION
Rapamycin was discovered in 1975 when it was extracted from the soil bacteria Streptomyces hygroscopicus [1] . It was categorized as a fungicide and later realized as a strong immunosuppressant. In the early nineties the cellular target of rapamycin was revealed, mainly through systematic studies in yeast and mammals [1] [2] [3] . It was named mTOR as the mammalian target of rapamycin. Since that time efforts are high to discover its role in disease, signaling and regulation. In the same decade two other genes were identified from patients suffering from the autosomal dominant tumor syndrome, tuberous sclerosis complex (TSC disease). It was later shown that they function as the major signaling hub towards mTOR. In the last decades a tight pathway around these two components has been established and we illustrate it in Figure  1 . It integrates the cell growth related insulin pathway in which IRS, PI3K, PTEN and AKT are major contributors [2] . Another important input is sensing of stress, such as glucose deprivation, hypoxia or muscle concentration. This is mainly detected by AMP and signaled over AMPK. The tumor suppressor gene LBK1 is another important input to AMPK. The pathway also integrates nutrition information over amino acids, and Rheb seems to be one of the main contributors here [4] . The main function is exhibited by mTOR that activates the two molecules S6K and 4EBP1, leading to an enhanced translation capacity and cell growth. More extensive overviews about this complex pathway can be found in [3, 5, 6] . It is responsible for a great variety of human diseases, ranging from benign hematomas to some of the most fatal cancers (indicated in Figure 1 ). Rapamycin as an inhibitor of mTOR is gaining lots of attention and three homologues, having more favorable pharmacokinetics and solubility properties, are currently in clinical trials, mainly for the treatment of cancer [3, 5] . However, in our current work we are particularly interested in ND and discuss the role of the TSC-mTOR pathway in this disease in the next section. In the *This work was supported in part by the NIH Grant R01 LM009161. Dominik Beck is partially supported by the UNSW IPRS scholarship.
third section the importance of dendritic spines in ND and their detection through automated imaging is emphasized. The fourth section describes FGN and their application to infer loss of function phenotypes and genes of similar function. The built information is used through the following section to propose an image guided approach for the construction of a FGN of ND. In the last section we conclude the paper. Fig. 1 . This figure illustrates the core TSC-mTor pathway, as discussed in the text. The green signaling path relates to disease such as the Cowden syndrome, Bannayan Riley Rucvalcaba, Proteus syndrome and Lhermitte-Duclos. The purple signaling cascade relates to disease such as Familial cardiac hypertrophy, the Wolf-Parkinson-White syndrome and the Peutz-Jeghers syndrome. The blue signaling path relates to the tuberous sclerosis complex disease, affecting multi-organs and often leading to neurologic disorders. The red part is active in different types of cancers including ovarian, gastrointestinal, breast, sporadic and gall bladder and nonsmall cell carcinoma in the lung. A detailed overview about disease relating to this pathway is given in [6] .
II. GENE FUNCTION ANALYSIS OF DENDRITIC SPINES BY COMBINED GENE KNOCKDOWNS AND IMAGE ANALYSIS
In our current study we aim to discover a border FGN of ND. We base our approach on the uniting property that many ND, either with or without known TSC-mTOR involvement, affect neurological morphology including dendritic spines and the dendritic tree [7] [8] [9] [10] . In most neuronal cells dendritic spines are found along the main shaft, where they provide a micro compartment for segregating postsynaptic chemical responses. They are believed to be the main integrator for postsynaptic excitatory inputs and basically four different shapes exist (thin, stubby, mushroom and cup shaped). In the course of time and due to environmental and molecular factors (overview in [11] ) they can change their density, number and different morphological features (e.g. length, size, shape, and the geometry of the spine neck and its length) within minutes or days. A number of morphological variations can be found in human ND, including diseases related to the TSC-mTOR pathway mentioned above and others e.g. ageing or mental retardation [12] [13] [14] [15] [16] [17] [18] the activation of glutamate receptors with calcium regulation, cytoskeleton remodeling, membrane trafficking, protein synthesis and degradation, and trans-synaptic signaling [11] . Reviews about dendritic spines, including details of structure, the relation between structure and function, disease and molecular pathways can be found in [7, 11, 18, 19] . The molecular basis and functional effects of different genes on neurons can be studied by gene knockdowns using e.g. RNA interference (RNAi) followed by neuronal imaging. Famous imaging systems in this area include fluorescence life confocal laser scanning or a two-photon laser scanning microscopy [20, 21] . After the images are taken they have to be analyzed and morphological changes quantitated. In this manner different groups have studied the effects of different genes on dendritic spine morphology and an overview about some experiments is given in Table 1 . RNAi density [29] However, since the quantitation part mostly remains a semi-automatic computer based approach it is always subjected to a user dependent bias. Similar to other application, e.g. microarray studies, these user and lab dependent bias makes it very difficult to compare and to integrate such results. Additional this approach is very labor and time intensive. Therefore our group has developed the neuroinformatics application neuron image quantitator (NeuronIQ). This software presents a whole pipeline performing dendritic spine detection, quantification and analysis. It therefore allows for fully automatic and objective image quantification. The software is freely available from our website at neuroniq.cbi-platform.net and an overview about the algorithms, evaluation and further references are given in [21] .
III. INTEGRATIVE GENE NETWORK CONSTRUCTION AND

INTERFERENCE
In the life sciences many different data types, drawn from a rich pool of experiment, exist and all present different biological or biochemical views. In order to gain the best understanding of the functional dependencies of a certain condition (such as a disease or biological process) one wants to make use of all this information. Integrated FGN try to cover and combine information from all levels into a single probabilistic graph. This is possible as data is integrated by function and thus a link between two genes means that they share similar function. The function criteria allows diverse data types, e.g. pinched from interference (like similar expression profiles) or explicit data (like physical interaction) to be integrated [30] . It is even possible to combine data over different organisms (e.g. using homologues) [31] .
In order to construct such a network the first step is to access the quality of each dataset to be included. The quality can be judged against a benchmark, consisting of two gene sets, one including interactions with high confidence and the other interactions with very low confidence [32] [33] [34] . These sets can e.g. be based on a GO annotation group or the connections in KEEG [30] . An odds ratio can thus be calculated comparing how well the dataset reflects both gene groups. The odds ratio is normalized against the expected value of a randomly selected gene network. With these quality values the FGN can be constructed. It is represented by a weighted undirected graph FGN = (V, E), where the vertices V represent genes and the edges E represent interactions. Each interaction carries a weight which represents the probability or quality that the connection is really true. Initially edges are set between all nodes that have an interaction in one of the integrated datasets. The weight of an edge is calculated as combination of the normalized odds ratios. In the seldom cases, when the used datasets are statistically independent, a simple sum is adequate for the combination [30] . In all other cases more complex Bayesian statistics or other probabilistic measures have to be used [32] [33] [34] [35] [36] . After adjusting the weights the network construction is finished.
It can be validated in the common machine learning framework, e.g. using a cross validation approach comparing the model, or its inference, with datasets not used in its construction (an example based on ROC curves can be found in [34] ) . Based on the validation a quality level can be assigned.
The inference functionality is however very limited and based merely on its gene connectivity. Therefore, the function of one or ideally many genes is required for inference. If such a set is available, the function of the known genes can be assigned to all its connectives. Furthermore knockdowns of connected genes are likely to result in a similar phenotype. This FGN ability has been shown in yeast [37] and mammalian models [30] where genes with high connectivity show good correlation with loss of function phenotypes. A recent study mentioned that about 20% of the identified genes in a network guided screen effectively suppressed the investigated phenotype [30] . The authors stated that, on contrast, a random wetlab screen is only 0.9% efficient. Thus the approach can be used to guide wetlab experiments, especially in situation with time and financial constraints.
IV. IMAGE BASED GENE NETWORK CONSTRUCTION FOR ND
We have discussed that the TSC-mTOR pathway is involved in ND, however its concrete role is not understood yet. A uniting concept between different ND is that they affect the morphology of neurons, including those of dendritic spines. In collaboration with an experimental group we studied the effects of overexpressed and inhibited mTOR on dendritic spines [22] . In the current literature similar experiments for different conditions are reported. Using our software tool NeuronIQ we are able to objectively quantify the morphology of dendritic spines from such images. In combination with the given gene knockdown conditions theses features supply us with a wealthy dataset of direct phenotypic features given by where M is the number of genes and N the number of image features. We assume that knockdowns of genes sharing a similar function will ultimately lead to similar or the same phenotypic changes. This is much similar to the hypothesis that genes with similar expression under different conditions are assumed to have the same or similar function. However, it represents a different view on the data on a higher level e.g. not prone to posttranslational modifications. Therefore, we propose that genes with similar function can be inferred from their image features. This can be done by any of the standard pattern classification methods, such as clustering or support vector machines and is illustrated as the red part in Figure 2 . We further propose to construct a FGN using our small knowledgebase of genes and their phenotypic effects. Such a knowledgebase is indeed critical for any inference in FGN. Therefore, we propose to integrate protein-protein interactions, ND relevant interactions and microarray as well as SNP array data.
Starting from the gene groups we can identify their possible interaction partners, integrating the commercially available database Ingenuity www.ingenuity.com. The protein-protein (PPI) interactions for the extracted set of expressed genes can be derived from other freely available databases such as HPRD www.hprd.org, IntAct www.ebi.ac.uk/intact/, DIP dip.doe-mbi.ucla.edu/dip/ and many others. It is worth mentioning that after these extractions the resulting PPI is often filtered and only interactions supported by at least two lines of evidence are further considered. However, in the spirit of the FGN discussed above, we integrate all available interactions and leave it to the final investigator, which level of confidence he requires. Another feature of Ingenuity allows us to search diseases that have a relation to the candidate genes previously extracted. In our current study we restrict this search to ND and seek all genes related to these diseases. We exclude genes that show no relation to any of our candidates and keep the remaining to further grow our network. At this stage we can combine the two graphs generated from the two PPI approaches. Once the related ND are identified in Ingenuity we perform a literature search to extract microarray and SNP array experiments. Such datasets can for example be obtained by browsing the gene expression omnibus (GEO) from the website of the National Center for Biotechnology Information ncbi.nlm.nih.gov/geo/.In the last step we integrate these datasets and use them to refine the weights in the FGN, as briefly discussed above.
The final network is than thought to have comprehensive coverage due to the integration of genes, showing similar or equal function on the phenotypic level, the integration of direct interactions as obtained for PPI analysis and the integration of data from pathways related to ND -which is the focus of our study. Furthermore, it is thought to be reliable due to the integration of functional image features, microarray and SNP experiments. Additionally, further levels of knowledge can be integrated by literature searches. The constructed network can now readily be used to infer genes that cause phenotypic variations similar to those from the knockdown experiments that lead to the initial neuronal images. This gives us a variety of discovery options. First, a network based in silica screen to identify genes that might cause the phenotypic changes of interest can be performed, using our image knowledge base. It is clear that any result has to be screened in a wetlab, but as discussed above a significantly lower number of experiments needs to be performed, leading to reduced costs and enhance efficiency. A particular interesting discovery would be a gene which causes the same dendritic spine phenotype, as inhibiting mTOR in ND. This gene would than either be involved upstream in the TSC-mTOR pathway or could be a potential downstream target. As mentioned earlier this pathway is connected to a variety of signals and its inhibition often leads to unexpected effects. Therefore, downstream targets of mTOR are of high interest. We mentioned that mTOR is the functional hub in the TSC-mTOR pathway and different clinical trials of mTOR inhibitors (mainly rapamycin analogues) are currently underway. However, the focus of these trails is on the treatment of cancers. A broader view on the role of the TSC-mTOR pathway in ND might therefore suggest possible therapeutical effects of mTOR inhibitors in these diseases.
V. CONCLUSIONS
We have described how a high-quality FGN can be inferred from high content screening data by integrating different data sources. In particular we propose to use dendritic spine image features, PPI, models of ND, gene and SNP expression profiles. The work presents a new angle on network construction which we call image based systems biology. It starts from an image and systematically integrates different data sources to assemble a probabilistic graph of gene functions. A main drawback of our approach is the accessibility and quality of neuronal images from different labs. We currently focus on the retrieval of image data, the construction of the network and more sophisticated techniques for data integration.
