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We present a theory of (semi)star operations for torsion-free mod-
ules. This extends the analogous theory of star operations on do-
mains as in [R. Gilmer, Multiplicative Ideal Theory, M. Dekker, New
York, 1972] and its generalization to semistar operations studied
in [A. Okabe, R. Matsuda, Semistar operations on integral domains,
Math. J. Toyama Univ. 17 (1994) 1–21], and recovers some closure
operations deﬁned on modules. We investigate some properties of
(semi)star operations on a given module over a domain D and their
relation with the properties of some classes of semistar operations
induced on D .
Among other things, this leads to a connection between semistar
operations on the D-module and localizing systems on the do-
main D .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The theory of star operations on integral domains, as presented in [12, Section 32], has proven
to be a powerful tool for studying several relevant classes of integral domains and for unifying the
treatment of various classical concepts. The foundation of this theory can be traced back to the work
on multiplicative systems of ideals by W. Krull, H. Prüfer, and E. Noether started around 1930. Besides
the case of domains, another aspect of this theory was developed, by using the language of ideal
systems, for commutative monoids, with an approach which emphasizes the purely multiplicative
aspect of the theory (cf. for instance [13]).
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provided a new insight in the theory of star operations and ideal systems. Many authors have inves-
tigated the possible extension to the semistar operations setting of different aspects of the classical
context.
In this paper we go further, generalizing the theory of star operations to the case of torsion free
modules over an integral domain. More precisely, we give an axiomatic approach which comprises
the semistar aspect in the module setting. A ﬁrst consideration of “star-type” operations on modules
has been done by Kirby [16]. Also, Wang Fanggui and McCasland [20] have extended the w-operation
to modules, and Escoriza and Torrecillas have studied in a series of papers some properties of multi-
plication modules with respect to a torsion theory (see for example [3] and [4]).
Our purpose is to explore this topic in the light of the more recent development of this theory on
domains as presented in [6].
The ﬁrst section contains the basic properties of the theory. Section 2 is devoted to the semistar
operation context over torsion free modules. We establish a connection between the semistar opera-
tions on a module and the localizing systems on the base ring. We show that the general theory does
not work so nicely as in the case of domains, since for example, a semistar operation of ﬁnite type,
in the context of modules, does not necessarily induce a localizing system of ﬁnite type. Moreover,
we introduce and study some families of semistar operations induced on the base ring by a semis-
tar operation on a given module. This allows some natural connections with the domains setting.
One of the main problem in the theory of star operations on domains is the stability under ﬁnite
intersection. In [6] the authors established an order preserving bijection between stable semistar op-
erations and localizing systems, which preserves the property of being of ﬁnite type. In Section 4 we
explore the stability for semistar operations on modules. We show that, as in the case of domains,
stable semistar operations on torsion free modules are exactly the ones issued by localizing systems.
However, the proof of this result is not similar to the one for domains and needs the introduction of
new techniques. As a consequence, we establish an order preserving bijection between stable semis-
tar operations on a D-module M and stable semistar operations on a given domain D , under which
the ﬁnite type condition is preserved. In the ﬁnal section, we study some cancellation properties of
star operations on modules and their relation with the properties of the underlying domain, as the
properties of being a Prüfer semistar multiplication domain or a semistar almost Dedekind domain.
2. D-star operations
Throughout this paper D is an integral domain with quotient ﬁeld K . Recall that a D-module M is
torsion free if the torsion submodule of M is trivial. In this case, M = M ⊗D K is a K -vector space.
Let M be a torsion free D-module. We denote by S(M) (resp., S f (M)) the set of all submodules
(resp., ﬁnitely generated submodules) of M . Let N ∈ S(M), we say that N is an M-fractional D-
module if there exists α ∈ D , α = 0, such that αN ⊆ M . We denote by F (M) (resp., F f (M)) the set
of all M-fractional D-modules (resp., ﬁnitely generated M-fractional D-modules). We have S(M) ⊆
F (M) ⊆ S(M) and S f (M) = F f (M). The additional notations S×(M), F×(M) and F×f (M) will be
used when the zero submodule is not included.
Let M be a torsion free D-module. A mapping  : F (M) → F (M),N → N , is called a D-star opera-
tion on M if, for all λ ∈ D and for all N, P ∈ F (M), the following properties hold:
(1) M = M;
(2) (λN) = λN;
(3) N ⊆ P implies N ⊆ P ;
(4) N ⊆ N and N := (N) = N .
For N ∈ F (M), we say that N is a -module if N = N .
Remark 2.1. (1) Since M is torsion free, the condition (2) is equivalent to the condition:
(2)
′ For each λ ∈ K and N ∈ F (M), (λN) = λN .
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on S(M) rather than on F (M). Using property (2), one can see that these two ways to deﬁne the
notion of D-star operation are equivalent. However, the fractional approach offers more richness and
ﬂexibility. Also, from (2) and (4), the zero submodule is the unique module satisfying N = (0).
This proves that one can deﬁne the notion of D-star operation on F×(M). Finally, when M is the zero
module, the theory of D-star operations is trivial, in all the paper we avoid this case.
(3) The conditions (3) and (4) are well-known properties deﬁning the concept of closure opera-
tor, which generalizes that of the classical topological closure operator.
Example 2.2. Let M be a torsion free D-module.
(1) d : F (M) → F (M),N → N deﬁnes a D-star operation on M called the identity operation on M .
(2) Let {Dα}α be a family of overrings of D such that M =⋂α MDα (e.g., if M is a Dα-module for
each α). Then N → N =⋂α NDα is a D-star operation on M . Moreover, we have NDα = NDα for
each α.
(3) Let S ⊆ F (M) (nonempty) such that:
(i) M is an intersection of elements of S .
(ii) If A ∈ S , then αA ∈ S for each α ∈ K .
For N ∈ F (M), set N =⋂{A | A ∈ S, N ⊆ A}. Then the map N → N deﬁnes a D-star operation on M .
(4) An important particular case of the D-star operation deﬁned in (3) is obtained when S =
{αM; α ∈ K }. In this case, the induced D-star operation is called the v-operation of M and denoted
by vM (or simply by v). For N ∈ F (M) we have NvM =
⋂{αM | N ⊆ αM, α ∈ K }.
The v-operation on modules extends the well-known v-operation on domains. For N, P ∈ S(M)
and E a D-submodule of K , recall the following well-known colon operations: (N : P ) = {λ ∈ K | λP ⊆
N} is a submodule of K , and (N : E) = {x ∈ M | Ex ⊆ N} is a submodule of M. One can easily prove
the formula NvM = (M : (M : N)) for each N ∈ F×(M).
(5) Let M be a graded D-module. For each submodule N of M , consider the homogeneous sub-
module Nh generated by the homogeneous components of elements of N . Then the map: N → Nh
deﬁnes a D-star operation on M . Note that this operation can be deﬁned as in (3) taking S to be the
set of all M-fractional D-submodules A such that αA ⊆ M is homogeneous for some 0 = α ∈ D . In
this case, a D-submodule of M is an h-module if and only if it is homogeneous.
Example 2.3. If K is a ﬁeld and V is a two-dimensional K -vector space, it is very easy to determine all
the K -star operations on V . In fact, let  be a K -star operation on V . Clearly (0) = (0) and V  = V .
It remains to see how  acts on the set {Uα} of all one-dimensional sub-vector spaces of V . It is clear
that U α = Uα or U α = V . Moreover, the choice of U α is independent of the choice of U β , for α = β
and so any of these choices gives a K -star operation.
For an integral domain D with quotient ﬁeld K , recall that a map  : S×(K ) → S×(K ), E → E ,
is called a semistar operation on D if, for all λ ∈ K , λ = 0, and for all E, F ∈ S×(K ), the following
properties hold:
(1) (λE) = λE;
(2) E ⊆ F implies E ⊆ F ;
(3) E ⊆ E and E := (E) = E .
The concept of a semistar operation on a domain was introduced by Okabe and Matsuda [17] as
a generalization of that of star operation [12, Section 32]. The main development of this theory was
made by Marco Fontana in collaboration with many authors (see for example [5,6,8–10]). Note that
in the deﬁnition of semistar operation the zero module is not allowed, but as we have mentioned in
Remark 2.1(2) this is not particularly restrictive. Thus  is a star operation on D if and only if  is
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Example 2.4. Let M = D[X] be the ring of polynomials over D . Let I be a nonzero ideal of D ,
then (I[X])vM = I v [X], where v is the v-operation on the domain D . Indeed, we have (I[X])vM =⋂{xD[X]; I[X] ⊆ xD[X], x ∈ K } = (⋂{xD; I ⊆ xD, x ∈ K })D[X] = I v [X].
Now, let N ∈ F×(M), then NvM = C(N)v [X], where C(N) = ΣC( f ), the fractional ideal of D gen-
erated by the coeﬃcients of all the polynomials f ∈ N . As a matter of fact, clearly N ⊆ C(N)[X],
so NvM ⊆ C(N)v [X]. For the reverse inclusion, let f ∈ N and α ∈ K such that N ⊆ αD[X]. Then
C( f )[X] ⊆ αD[X], and hence C(N)[X] ⊆ αD[X]. Therefore C(N)v [X] ⊆ NvM .
Note that in this example the D-star operation vM on M = D[X] is not a star operation on D[X]
regarding its ring structure, since (XD[X])vM = D[X] = X(D[X])vM = XD[X]. In other words, the con-
dition (2) in the deﬁnition of a D-star operation is more ﬂexible than its analogue in the domains
setting.
Proposition 2.5. Let M be a torsion free D-module and  a D-star operation on M. Then for all N, P ∈ F (M)
and every family {Ni}i of elements of F (M):
(1) (ΣNi) = (ΣNi );
(2)
⋂
Ni = (
⋂
Ni )
;
(3) For each fractional ideal I of D , (IN) = (IN);
(4) (N : P ) ⊆ (N : P ) = (N : P ).
Proof. The proofs of (1) and (2) are similar to the case of star operations on domains, see [12, Propo-
sition 32.2].
(3) The inclusion (IN) ⊆ (IN) is clear. Let λ ∈ I , then λN = (λN) ⊆ (IN) . Hence IN ⊆ (IN) ,
and by (3) and (4), (IN) ⊆ (IN) .
(4) Since N ⊆ N and P ⊆ P  it follows that (N : P ) ⊆ (N : P ) and (N : P ) ⊆ (N : P ). For the
inclusion (N : P ) ⊆ (N : P ), let λ ∈ (N : P ). Then λP ⊆ N , so (λP ) ⊆ N = N . Hence λP  ⊆ N .
Remark 2.6. (1) Let  be a star operation on a domain D and I a -ideal of D . Consider the structure
of D-module of I . Then F (I) = F (D) and  is trivially a D-star operation on I (0 = 0). Conversely,
a D-star operation I on a nonzero ideal I induces a star operation on the overring R = (I : I) of D
for which I is a star ideal in R . Indeed, ﬁrst note that F (R) = F (I) coincide with the set of fractional
ideals of R . We have (I : I)I I ⊆ ((I : I)I I)I = ((I : I)I)I = II = I . So RI ⊆ R . Hence RI = R . For
J ∈ F×(R), we have J I R ⊆ ( J I R)I = ( J R)I = J I ; hence J I ∈ F×(R). Some special cases of this
star operation have been considered in [15] and [18].
(2) Let M be a torsion free D-module and S ⊆ F (M) such that
(i) M ∈ S;
(ii) S is closed under arbitrary intersection;
(iii) If A ∈ S , then αA ∈ S for each α ∈ K .
Given a D-star operation  on M , the set of fractional star modules F (M) = {A ∈ F (M) | A = A}
satisﬁes the conditions (i)–(iii) (cf. Proposition 2.5 (2)). Conversely, given a set S ⊆ F (M) with prop-
erties (i)–(iii), then the map S : N → NS = ⋂{A ∈ S | N ⊆ A} deﬁnes a D-star operation on M
(cf. Example 2.2(3)). As a natural example, let τ be a topology deﬁned on M such that the zero
module and M are closed subsets and the multiplication by a scalar (elements of K ) is a continuous
map. If S is the set of all closed M-fractional submodules, the D-star operation S is the classical
topological closure operator, that is NS = N for each N ∈ F (M).
More generally, let A ⊆ F (M) be nonempty. Consider the family S of M-fractional submodules
consisting of arbitrary intersections of the form
⋂
αA, where α ∈ K and A ∈ A∪{M}. Then S satisﬁes
the conditions (i)–(iii), and hence each submodule in A is a star module for A := S . We call the
D-star operation A the D-star operation generated by A.
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if, for each N ∈ F (M), N =⋃{F ; F ⊆ N, F ∈ F f (M)}. If  is a D-star operation on M , we can deﬁne a
D-star operation of ﬁnite type on M , denoted by  f , as follows: N → N f , where N f =⋃{F ; F ⊆ N,
F ∈ F f (M)}, for each N ∈ F (M). The D-star operation  f is called the ﬁnite type D-star operation as-
sociated to . Note that F  = F  f for each F ∈ F f (M) and  is of ﬁnite type if and only if  =  f . In
particular, ( f ) f =  f .
Example 2.7. (1) The identity operation is of ﬁnite type and it is easily seen that the h-operation
deﬁned in Example 2.2(5) on graded D-modules is also of ﬁnite type.
(2) The D-star operation of ﬁnite type v f deﬁned from the v-operation on M will be called the
t-operation and denoted by tM (or just by t). This generalizes the notion of t-operation deﬁned on
domains.
(3) The following method, inspired by module systems approach on monoids [14], permits the
construction of D-semistar operations of ﬁnite type on a given torsion free D-module M . Consider a
map  : S f (M) → F (M), such that the following properties hold:
(i) N ⊆ M ⇒ N ⊆ M ,
(ii) N ⊆ P  ⇒ N ⊆ P  ,
(iii) (λN) = λN , for each N, P ∈ S f (M) and λ ∈ D .
Then there exists a unique D-star operation of ﬁnite type ′ on M such that N′ = N for each
N ∈ S f (M). If N ∈ F f (M), let 0 = λ ∈ D such that λN ⊆ M , then N′ := (1/λ)(λN) . For N ∈ F (M),
N
′ := ⋃{F ′ ; F ⊆ N, F ∈ F f (M)}. The details are similar to the case of module systems, see
[14, Theorem 2.4].
We can deﬁne a partial order on the set of D-star operations on M as follows:
1  2 if N1 ⊆ N2 for each N ∈ F (M).
The following proposition is a translation of the analogous results for star operations on integral
domains [6, Proposition 1.6]:
Proposition 2.8. Let M be a torsion free D-module and 1 and 2 two D-star operations on M. Then
(1) 1  2 ⇔ (N1 )2 = (N2 )1 = N2 , for each N ∈ F (M).
(2) 1  2 ⇒ (1) f  (2) f .
(3) For each D-star operations  on M,  f  .
(4) For each D-star operations  on M,  vM , and hence  f  tM .
Proof. The proofs of (1)–(3) are similar to the case of domains.
(4) Let N ∈ F (M), we have NvM =
⋂{xM | N ⊆ xM, x ∈ K }. Let x ∈ K such that N ⊆ xM , then
N ⊆ (xM) = xM , and hence N ⊆ NvM . So  vM . The other statement follows from (2). 
3. D-semistar operations and localizing systems
Let M be a torsion free D-module. A D-semistar operation on M is a map  : S(M) → S(M),
N → N , such that for all λ ∈ D and for all N, P ∈ S(M), the following properties hold:
(′1) (λN) = λN;
(′2) N ⊆ P implies N ⊆ P ;
(′3) N ⊆ N and N := (N) = N .
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we do not assume that M = M . However, since F (M) = S(M) and M = M (by ′3) , a D-semistar
operation on M is a D-star operation on M.
This concept is the analogue, for modules, of that introduced by Okabe and Matsuda for do-
mains [17]. Due to its ﬂexibility, the notion of D-semistar operation is an appropriate approach for
studying and extending the theory of star operations on modules.
Example 3.1. Let M be a torsion free D-module.
(1) The identity operation d, as a D-star operation on M, deﬁnes a D-semistar operation on M .
(2) For N ∈ S×(M), set Ne = M and (0)e = (0). Then the map e: N → Ne deﬁnes a trivial D-
semistar operation on M .
(3) Let {Dα}α be a family of overrings of D . For N ∈ S(M), set N =⋂α NDα . The map N → N
is a D-semistar operation on M . Moreover, we have NDα = NDα for each α. In particular, if R is
an overring of D , then N → RN (change of the base ring) is a D-semistar operation on M denoted
by {R} .
More generally, if for each α, α is a Dα-semistar operation on DαM , then N → N =⋂α(NDα)α
deﬁnes a D-semistar operation on M . In addition, (NDα)α = (NDα)α , for each N ∈ S(M) and
for each α. In particular, if {α} is a family of D-semistar operations on M then the intersection of
the α ’s, denoted ∧α , is a D-semistar operation on M .
(4) Let W be a subspace of the K -vector space M. For N ∈ S×(M), set NW = N + W and
(0)W = (0). Then W is a D-semistar operation on M . If W = 0, then W = d, the identity opera-
tion, and if W = M, W = e, the trivial D-semistar operation. In general this D-semistar operation
has no analogue in the domains setting.
Remark 3.2. (1) Note that, since a D-semistar operation on M is a D-star operation on M, all the
properties considered in Section 2 for D-star operations apply to D-semistar operations. In particular,
Proposition 2.5(3) can be extended to D-semistar operations as follows: (EN) = (EN) , for each
submodule E of K and for each N ∈ S(M).
(2) A D-semistar operation on M is of ﬁnite type if it is a ﬁnite type D-star operation on M. If 
is a D-semistar operation on M , then the D-star operation of ﬁnite type  f on M, associated to ,
is a D-semistar operation of ﬁnite type on M . For instance, the D-semistar operations d, e and W
deﬁned in Example 3.1 are of ﬁnite type.
(3) Let M be a torsion free D-module and  a D-semistar operation on M . Since (M) = M ,
 induces a D-star operation on M , denoted by ˙. Conversely, given a D-star operation on M we can
extend it to a D-semistar operation on M by considering the map e deﬁned by:
Ne = N, if N ∈ F (M);
Ne = M, if N ∈ S(M)  F (M).
Note that Me = M . We call this D-semistar operation, the trivial D-semistar extension of . We remark
then in general this is not the only way to extend a D-star operation to a D-semistar operation
[6, Remark 1.5(b)].
We have the following characterization of D-semistar operations (cf. [16]).
Proposition 3.3. Let M be a torsion-free D-module and  : S(M) → S(M) a mapping such that (0) = (0).
Then  is a D-semistar operation on M if and only if (N : P ) = (N : P ) for each N, P ∈ S(M).
Proof. Suppose that  is a D-semistar operation. For the inclusion (N : P ) ⊆ (N : P ), see Proposi-
tion 2.5(4). Let λ ∈ K such that λP ⊆ N , then (λP ) ⊆ N . By (′1)–(′3), we get λP  ⊆ N . Hence
(N : P ) ⊆ (N : P ). Conversely, assume that, for each N, P ∈ S(M), (N : P ) = (N : P ). In partic-
ular, (N : N) = (N : N). So 1 ∈ (N : N), that is N ⊆ N . Also (N : N) = (N : N), and hence
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we prove (′1). Let λ ∈ K and N ∈ S(M). We have λN ⊆ (λN) , so λ ∈ ((λN) : N) = ((λN) : N),
hence λN ⊆ (λN) . Also, (1/λ)(λN) ⊆ N for λ = 0. So (λN) ⊆ λN for λ = 0. Hence (λN) = λN ,
for each 0 = λ ∈ K . The case λ = 0 follows from the assumption (0) = (0). 
Let F be a multiplicative system of ideals of D . The module of fractions of a module M with
respect to F , is deﬁned to be the D-submodule of M, MF = {x ∈ M | xI ⊆ M, for some I ∈ F}. A
well-known multiplicative system is the one associated to a multiplicatively closed subset of D . Let S
be a multiplicatively closed subset of D , then F = {I; I ∩ S = ∅} is a multiplicative system of D , and
MF = S−1M . An important class of multiplicative systems is that of localizing systems. A family of
ideals F of D is called a localizing system if the following conditions hold:
(SL1) If I ∈ F and J is an ideal of D such that I ⊆ J , then J ∈ F ;
(SL2) If I ∈ F and J is an ideal of D such that ( J :D iD) ∈ F for each i ∈ I , then J ∈ F .
The multiplicative system deﬁned from a multiplicatively closed subset of D is a localizing system.
If P is a prime ideal of D , then FP = {I; I  P } is a localizing system of D and MFP = MP . More
generally, if  ⊆ Spec(D) (the spectrum of D), then F() =⋂{FP ; P ∈ } is a localizing system of
D and MF() =⋂P∈ MP . To avoid uninteresting cases, we assume that every localizing system is
non-trivial, i.e., (0) /∈ F and F is nonempty.
Finally, recall that a multiplicative system of ideals F is of ﬁnite type if for each I ∈ F , there exists
a nonzero ﬁnitely generated ideal J ∈ F with J ⊆ I .
Proposition 3.4. Let M be a torsion free D-module and F a localizing system of D.
(1) For N ∈ S(M), the map: N → NF = NF deﬁnes a D-semistar operation on M.
(2) If F ′ is a localizing system of D such that F ⊆ F ′ , then F  F ′ .
(3) If F is a localizing system of ﬁnite type, then F is a D-semistar operation of ﬁnite type.
Proof. (1) The only statement which needs proof is the equality (NF )F = NF , N ∈ S(M). Let
x ∈ (NF )F , then there exists I ∈ F such that xI ⊆ NF . So, for each i ∈ I , there exists J i ∈ F such
that xi J i ⊆ N . Hence J i ⊆ ((N :D Dx) : iD). Therefore (N :D Dx) ∈ F (by SL1 and SL2). Moreover,
x(N :D Dx) ⊆ N , hence x ∈ NF . Thus (NF )F ⊆ NF and it follows that (NF )F = NF .
(2) It is straightforward.
(3) Let N ∈ S(M) and x ∈ NF = NF . Since F is of ﬁnite type, there exists J ∈ F , ﬁnitely gen-
erated, such that J x ⊆ N . Set P := J x. Then P is a ﬁnitely generated submodule of N and x ∈ P F .
Hence F is a D-semistar operation of ﬁnite type. 
By Proposition 3.4, to each localizing system F of D we can associate a D-semistar operation F
on M . Conversely, given a D-semistar operation  on M and N ∈ S(M), let:
FN =
{
I ideal of D
∣∣ (IN) = N}.
Proposition 3.5. Let M be a torsion free D-module,  a D-semistar operation on M and N ∈ S(M). Then:
(1) FN is a localizing system of D;
(2) If 1  2 are two D-semistar operations on M then F1N ⊆ F2N ;
(3) If  is of ﬁnite type and N is ﬁnitely generated then FN is of ﬁnite type;
(4) For a cyclic submodule N = Dx, x ∈ M, set Fx := FN . Then Fx = Fy for each 0 = x, y ∈ M linearly
dependent over K .
Proof. (1) Let I ∈ FN and J ⊆ D an ideal of D . If I ⊆ J , then IN ⊆ J N ⊆ N . Hence ( J N) =
(IN) = N , that is J ∈ FN . Now, assume that ( J :D iD) ∈ FN for each i ∈ I . We need to show that
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iN ⊆ ( J N) , and hence IN ⊆ ( J N) . Thus ( J N) = (IN) = N , since I ∈ FN . Therefore FN is a local-
izing system.
(2) is clear.
(3) Let I ∈ FN . Assume that N = Dn1 + Dn2 + · · · + Dnt . Since N ⊆ (IN) and  is of ﬁnite type,
for each i = 1,2, . . . , t there exists a ﬁnitely generated module Ni ⊆ IN with ni ∈ Ni . Since Ni is
ﬁnitely generated, it is easy to see that there exists a ﬁnitely generated ideal J i of D , J i ⊆ I , such that
Ni ⊆ J iN ⊆ IN . Let J := J1 + J2 + · · · + Jt . Then N1 + N2 + · · · + Nt ⊆ J N ⊆ IN ⊆ N . It follows that
N = Dn1 + Dn2 + · · · + Dnt ⊆ N1 + N2 + · · · + Nt ⊆ (N1 + N2 + · · · + Nt ) = (N1 + N2 + · · · + Nt) ⊆
( J N) ⊆ N . So, J ∈ F(N), J ⊆ I and J is ﬁnitely generated. Hence FN is of ﬁnite type.
(4) Straightforward. 
Remark 3.6. (1) Note that when M = D , FD = {I ideal of D | I = D} is the usual localizing system
associated to the semistar operation  on the domain D ([6]). Moreover, for each nonzero ideal J ⊆ D ,
FJ = {I ideal of D | (I J ) = J } is a localizing system of D .
(2) The inequality FM   does not hold in general as in the setting of domains. Indeed, set M = K
and assume that D is a proper subring of K . Consider the identity operation d on M (as a D-semistar
operation). Then FdM is the set of all nonzero ideals of D . So D
FdM = K ; while Dd = D  K .
(3) Note that by the example in (2), if  = d is the identity D-semistar operation on M , not nec-
essarily FdM = {D}. However, if D is local, by Nakayama’s lemma it is easily seen that FdN = {D}, for
each N ∈ S f (M).
(4) A converse of Proposition 3.4(1) holds in some sense. Let F be a multiplicative system of ideals
of D . Recall that the saturation of F is the multiplicative system F¯ = {I ideal of D | J ⊆ I, J ∈ F}.
Consider the map F . Clearly F = F¯ . We claim that: F is a D-semistar operation on M if and
only if F¯ is a localizing system. Indeed, let N = Dm be a cyclic submodule of M . Then FFN is a
localizing system. On the other hand, one can easily see that (Im)F = IFm for each ideal I of D .
Thus F ⊆ FFN , and hence F¯ ⊆ FFN . Also FFN ⊆ F¯ , since M is torsion-free. Hence F¯ = FFN is a
localizing system. Analogous results for module systems and for star operations on domains can be
found in [14, Theorem 4.3] and in [1, Theorem 3.7].
To overcome the problem in Remark 3.6(2), we consider the set:
F = {I ∣∣ (IN) = N, for each N ∈ S(M)}.
It is clear that F =⋂N∈S(M) FN . Note also that F = {I | (N : I) ⊆ N, for each N ∈ S(M)}.
Proposition 3.7. Let M be a torsion free D-module and  a D-semistar operation on M. Then
(1) F is a localizing system;
(2) F =⋂m∈M Fm = {I ideal of D | (Im) = (Dm) for each m ∈ M};
(3) If 1  2 are two D-semistar operations on M then F1 ⊆ F2 .
Proof. (1) This follows from the fact that the intersection of localizing systems is a localizing system
[7, Lemma 5.1.2].
(2) The inclusion F ⊆⋂m∈M Fm is clear. Let I ∈
⋂
m∈M Fm . We have to show that I ∈ FN for each
N ∈ S(M). Let x ∈ N and 0 = λ ∈ D such that m = λx ∈ M . Since I ∈ Fm it follows that m ∈ (Im) . So
x ∈ (Ix) ⊆ (IN) . Therefore N ⊆ (IN) . Hence I ∈ FN .
(3) Follows from Proposition 3.5(2). 
Remark 3.8. (1) Again, if M = D and  is a semistar operation on D , F is the localizing system
associated to  in the domains setting [6].
(2) If d is the identity operation on M then Fd = {D}. Indeed, let 0 =m ∈ M . Then Fd ⊆ Fdm . Thus,
if I ∈ Fd then Im = Dm. Hence I = D , since M is torsion free.
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Proof. Let I ∈ F and 0 = m ∈ M . Then (Im)F = (Dm)F if and only if IF = DF , if and only if
I ∈ F . 
Proposition 3.10. Let M be a torsion free D-module and  a D-semistar operation on M. Then F  .
Proof. Let N ∈ S(M) and x ∈ NF . There exists I ∈ F such that Ix ⊆ N . Since by hypothesis (Ix) =
(Dx) it follows that x ∈ (Ix) ⊆ N . Hence NF ⊆ N . 
Let  be a D-semistar operation of ﬁnite type on the torsion-free D-module M . If M = Dx is cyclic
the localizing system F is of ﬁnite type, since F = Fx (Proposition 3.5). But in contrast with the
domains setting [6], the localizing system F is not in general of ﬁnite type, even if M is a free
module of ﬁnite rank.
Example 3.11. Let D be a domain with Spec(D) not Noetherian (e.g., the polynomial ring in inﬁnitely
many indeterminates over a ﬁeld). Let M be a non-cyclic torsion-free D-module and P a prime ideal
of D , which is not the radical of a ﬁnitely generated ideal. For each 0 = p ∈ P , consider the multi-
plicative system Sp = {pkD; k 0}. Denote by F0 the localizing system of all nonzero ideals of D and
by Fp the saturation of Sp , 0 = p ∈ P . For 0 = p ∈ P , Fp is a localizing system of ﬁnite type, since
N → NFp = NSp is a D-semistar operation (cf. Remark 3.6 (4)), and the ﬁniteness condition follows
from the fact that Sp is of ﬁnite type. Now, let e, f ∈ M be two linearly independent elements over K .
Consider the family {xp}p∈P , where xp = pe + f . The xp ’s are mutually linearly independent over K .
Fix q ∈ P . Let  be the map on S(M) deﬁned as follows. For N ∈ S(M):
(a) If dimK (KN)  1, then KN = Kx for some x ∈ N , we have two cases: (i) If xp ∈ KN for some
p ∈ P , in this case KN = Kxp , we set N = NFp . (ii) If the case (i) fails, we set N = NFq .
(b) If dimK (KN) 2, we set N = M.
It is not diﬃcult to check that  is a D-semistar operation of ﬁnite type on M . By Proposition 3.7,
F =⋂x∈M Fx . Let 0 = x ∈ M. If x ∈ Kxp for some p ∈ P , Fx = Fxp = Fp , and Fx = Fq otherwise.
Hence F =⋂p∈P Fp . We claim that F is not of ﬁnite type. Indeed, clearly P ∈ F . If there exists
J ∈ F , ﬁnitely generated, such that J ⊆ P we would have J ∈ Fp for each p ∈ P . It follows that for
each p ∈ P there exists k 0 such that pk ∈ J . The result is P = √ J , a contradiction.
Next, we introduce and investigate some key semistar operations on the base ring D , induced
by a given D-semistar operation on a D-module. This establishes a connection between the case of
domains and the case of modules.
Let M be a torsion free D-module and  a D-semistar operation on M . Fix N ∈ S(M). For each
submodule E of K , set E(N) = ((EN) : N).
Proposition 3.12. Let M be a torsion free D-module,  a D-semistar operation on M and N ∈ S(M). Then
(1) (N) deﬁnes a semistar operation on D;
(2) For each submodule E of K , (EN) = (E(N)N);
(3) For each D-semistar operations 1  2 , 1(N) 2(N);
(4) F(N) = FN .
Proof. (1) We use Proposition 3.3. Clearly 0(N) = 0. Now let E, F be submodules of K . We have F ⊆
((F N) : N) = F (N) , so (E(N) : F (N)) ⊆ (E(N) : F ). On the other hand, we have ((EN) : F N)((F N) :
N)N ⊆ (EN) . So ((EN) : F N)F (N) ⊆ E(N) and hence (((EN) : N) : F ) ⊆ (E(N) : F (N)). Therefore
(E(N) : F ) ⊆ (E(N) : F (N)). Thus (N) deﬁnes a semistar operation on D . The remaining properties
(2)–(4) are easy to prove. 
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(2) Let M = D[X] and  = vM , like in Example 2.4. Let I be a nonzero fractional ideal of D . We
have I(M) = ((I D[X])vM : D[X]) = (I v D[X] : D[X]) = I v . In addition, one can show that, for a nonzero
non-fractional D-submodule E of K , E(M) = K . Then, vM(M) = v is the semistar operation v on D .
(3) For the identity operation d on M , d(M) is not necessarily the identity operation on D . To
see this, take M = I an ideal of D such that (I : I)  D (e.g. the maximal ideal of a pseudo-valuation
domain, which is not a valuation domain) and d the identity D-semistar operation of I . Then, Dd(I) =
((I D)d : I) = (I : I)  D . However, for a cyclic submodule N , d(N) = d.
(4) Let  be a semistar operation on D and I an ideal of D . Then (I) is a new semistar operation
on D deﬁned by J (I) = ((I J ) : I). Moreover, (D) = .
(5) Let F be a localizing system on D . Consider the D-semistar operation  = F on M . One can
easily check that (Dx), 0 = x ∈ M, is the semistar operation on D induced by F .
Proposition 3.14. Let M be a torsion free D-module and  a D-semistar operation on M. Let N ∈ S f (M).
Then ( f )(N) = (N) f . In particular, if  is of ﬁnite type on M then (N) is of ﬁnite type on D.
Proof. We ﬁrst show that ( f )(N) is of ﬁnite type. Let E be a D-submodule of K and x ∈ E( f )(N) .
Then xN ⊆ (EN) f . Since  f is of ﬁnite type and N is ﬁnitely generated, there exists N1 ﬁnitely
generated, N1 ⊆ EN such that xN ⊆ N f1 . It is easy to see that N1 ⊆ F N , with F ⊆ E ﬁnitely generated.
Thus xN ⊆ (F N) f and so x ∈ F ( f )(N) . Hence ( f )(N) is of ﬁnite type. Now, we have  f   then
( f )(N) (N) (by Proposition 3.12). So ( f )(N) (N) f . To prove the other inequality, let x ∈ E(N) f .
Then there exists F ⊆ E ﬁnitely generated such that x ∈ F (N) . But F (N) = ((F N) : N) = ((F N) f : N),
since N is ﬁnitely generated. Hence x ∈ F ( f )(N) ⊆ E( f )(N) . Thus (N) f  ( f )(N). The last statement
is clear. 
Now, consider the semistar operation on D , D := ∧  (N) , where N varies over the set S(M)
(Example 3.1(3)), that is, D is the semistar operation deﬁned by E → ED :=⋂N∈S(M) E(N) , for each
D-submodule E of K . Clearly D  (N) for each N ∈ S(M). Moreover, if 1  2 are two D-semistar
operations on M then (1)D  (2)D (Proposition 3.12(3)).
For x ∈ M, set x := (xD). One can easily check that, if 0 = x, y ∈ M are linearly dependent over
K then x = y . Thus D = ∧m∈Mm .
Example 3.15. (1) Let M = D[X] and  = vM as in Example 2.4. We have already shown that (M) = v
is the v-operation of D . Thus D  v . In fact we have D = v . To see this, it suﬃces to show that
v  (vM)h , for each h ∈ D[X]. Let E ∈ S×(K ). Using Example 2.4, one can easily check that (Eh)vM =
(EC(h))v [X] = (EvC(h))v [X] = (Evh)vM . Hence Ev ⊆ ((Eh)vM : h) = E(vM )h .
Note that it is not true in general that (vM)D = v , for arbitrary D-module M . As a matter of
fact, let D = Z and M = Q. Let I be a nonzero ideal of Z and 0 = x ∈ Q. Then I(vQ)x = ((Ix)vQ : x),
moreover, (Ix)vQ = (Q : (Q : Ix)) = Q. Hence I(vQ)x = Q. Therefore, I(vQ)Z = Q = I v = I .
(2) If  is the identity operation on a torsion free module M , then D = d, the identity operation
on D . Indeed, ﬁx 0 = m ∈ M . Let x ∈ ID . Since D  m , it follows that x ∈ Im = (Im : Dm). Thus
xm ∈ Im and, as M is torsion free, x ∈ I . Thus ID ⊆ I and so D = d.
(3) If  = F is a D-semistar operation on a module M induced by a localizing system F , D is
the semistar operation on D induced by F . This is an easy consequence of Example 3.13(5).
The next result is the analogous for semistar operations on modules of [12, Proposition 32.2(c)].
Proposition 3.16. Let M be a torsion free D-module and  a semistar operation on M. Then (EN) = (ED N)
for each submodule E of K and for each N ∈ S(M).
Proof. By Proposition 3.12(2), (E(N)N) = (EN) , for each N ∈ S(M). Then, (EN) ⊆ (ED N) ⊆
(E(N)N) = (EN) , and so the statement is proved. 
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Proof. It is straightforward. 
Corollary 3.18. Let M be a torsion free D-module and  a semistar operation on M. Then F = FD .
Proof. Follows from Propositions 3.7(2), 3.12(4) and Lemma 3.17. 
Remark 3.19. If  is a D-semistar operation of ﬁnite type over a ﬁnitely generated module M , the
semistar operation D is not in general of ﬁnite type, even if M is a free module of ﬁnite rank.
Indeed, let D , M , and  be as in Example 3.11. By Corollary 3.18, if D were a semistar operation of
ﬁnite type, then F = FD would be of ﬁnite type by [6, Proposition 3.2(2)], a contradiction. So, in
general, ( f )D = (D) f .
4. Stability
Let M be a torsion free D-module and  a D-semistar operation on M . We say that  is stable if
(N ∩ P ) = N ∩ P  for each submodules N, P ∈ S(M). The identity operation is stable and the trivial
operation e is not stable.
The problem of stability for semistar operations on domains has been completely solved. Namely,
a semistar operation  on D is stable if and only if  = F [6, Theorem 2.10]. The proof of this result
cannot be extended directly to the module setting. However, by introducing some new techniques we
prove that also stable D-semistar operations are issued from localizing systems. First, we show that a
D-semistar operation induced by a localizing system is stable.
Proposition 4.1. Let M be a torsion free D-module and F a localizing system of D. Then F is a stable D-
semistar operation.
Proof. Let N, P ∈ S(M). The inclusion (N ∩ P )F ⊆ NF ∩ PF is clear. Let x ∈ NF ∩ PF , then there
exist I, J ∈ F such that xI ⊆ N and x J ⊆ P . So, xI J ∈ N ∩ P . Since F is multiplicative, I J ∈ F . It
follows that x ∈ (N ∩ P )F . Hence (N ∩ P )F = NF ∩ PF . 
By Proposition 3.9, if  = F , for some localizing system F , then  = F . For an arbitrary D-
semistar operation , always F   (Proposition 3.10). As we have seen, in the context of domains,
we have equality if and only if  is stable. The next two propositions are a ﬁrst step to investigate
this question for modules.
Proposition 4.2. Let M be a torsion free D-module and  a D-semistar operation on M. Then the following
conditions are equivalent:
(1)  = F , and hence  is stable;
(2) ((N :D x)P ) = ((N :D x)P ) , for all N, P ∈ S(M), x ∈ M;
(3) ((N :D x)y) = ((N :D x)y) , for all N ∈ S(M), x, y ∈ M;
(4) (P  : (N :D x)) = (P  : (N :D x)), for all N, P ∈ S(M), x ∈ M.
Proof. First, we note that, if F is a localizing system then (N :D x)F = (NF :D x), for each N ∈ S(M)
and for each x ∈ M, where (N :D x) = (N : x) ∩ D = {λ ∈ D | λx ∈ N}. We have only to show the
inclusion “⊇”. Let λ ∈ D such that λx ∈ NF . Then there exists I ∈ F such that λxI ⊆ N . Thus λI ⊆
(N :D x), so λ ∈ (N :D x)F . Hence (N :D x)F = (NF :D x).
(1) ⇒ (2) Set F := F . We have ((N :D x)P ) = ((NF :D x)P )F = ((N :D x)F P )F = ((N :D x)D P ) =
((N :D x)P ) , by Example 3.15(3) and Proposition 3.16.
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(3) ⇒ (1) Proposition 3.10 implies that we have only to prove that, given N ∈ S(M), N ⊆ NF . So,
let x ∈ N . Then D = (N :D x). For each y ∈ M, (Dy) = ((N :D x)y) = ((N :D x)y) . Thus (N :D x) ∈ F
and x ∈ NF = NF .
(1) ⇒ (4) We have (P  : (N :D x)) = (PF : (N :D x)) = (PF : (N :D x)F ) = (PF : (NF :D x)) =
(P  : (N :D x)).
(4) ⇒ (1) Let N ∈ S(M) and x ∈ N . Then 1 ∈ (N :D x). We next show that (N :D x) ∈ F . Let
P ∈ S(M). We have (P  : (N :D x)) = (P  : (N :D x)) = P  . So (P : (N :D x)) ⊆ (P  : (N :D x)) = P  ,
for each P ∈ S(M). Let N ′ ∈ S(M). By taking P = (N :D x)N ′ , we get N ′ ⊆ ((N :D x)N ′ : (N :D x)) ⊆
((N :D x)N ′) . From the arbitrary choice of N ′ , it follows that (N :D x) ∈ F . Thus, since x(N :D x) ⊆ N ,
x ∈ NF . Therefore N ⊆ NF . The other inclusion follows from Proposition 3.10. 
Another version of (1) ⇔ (3) in Proposition 4.2 was established in [16, Theorem 1]. Also, Proposi-
tion 4.2 extends and improves the case of domains (cf. [6, Theorem 2.10]).
Proposition 4.3. Let M be a torsion free D-module and  a D-semistar operation on M. The following condi-
tions are equivalent:
(i)  = F , and hence  is stable;
(ii) (N :D P )D = (N :DD P ), for all N ∈ S(M), P ∈ S f (M);
(iii) (N :D x)D = (N :DD x), for all N ∈ S(M), x ∈ M.
Proof. (i) ⇒ (ii) Note that D is stable (Example 3.15 and Proposition 4.1), and the localizing system
associated with D is F (Corollary 3.18).
Let λ ∈ (N :D P )D (in particular, λ ∈ DD ). Then there exists J ∈ F such that λ J ⊆ (N :D P ).
Thus λP J ⊆ N and so λ ∈ (N :DD P ). Conversely, if λ ∈ (N :DD P ), λP ⊆ NF . Since P is ﬁnitely
generated, there exists J ∈ F such that λP J ⊆ N . So, λ J ⊆ (N :K P ) and λ ∈ (N :K P )D ∩ DD =
(N :D P )D (by the stability of D ).
(ii) ⇒ (iii) is obvious.
(iii) ⇒ (i) We have to prove only that N ⊆ NF . So, let x ∈ N . It follows that 1 ∈ (N :DD x) =
(N :D x)D . Hence (N :D x) ∈ FD = F and so x ∈ NF . 
Lemma 4.4. Let M be a torsion free D-module and  a stable semistar operation on M. Then, for each x ∈ M,
x is a stable semistar operation on D.
Proof. Let E, F ∈ S(K ). Since M is torsion free it follows that (E ∩ F )x = Ex ∩ F x. Thus (E ∩ F )x =
(((E ∩ F )x) : x) = ((Ex∩ F x) : x) = ((Ex) ∩ (F x) : x) = ((Ex) : x) ∩ ((F x) : x) = Ex ∩ F x . 
Lemma 4.5. Let D be an integral domain and {α}α∈A a family of stable semistar operations on D. Then ∧α
is a stable semistar operation of D.
Proof. Let E, F ∈ S×(K ). Then (E ∩ F )∧α = ⋂α(E ∩ F )α =
⋂
α(E
α ∩ F α ) = ⋂α Eα ∩
⋂
α F
α =
E∧α ∩ F∧α . 
Proposition 4.6. Let M be a torsion free module and  a stable semistar operation on M. Then D is a stable
semistar operation on D.
Proof. This follows from Lemmas 4.4 and 4.5, since D = ∧m∈Mm . 
Remark 4.7. As we will see in Example 4.10, the converse of Proposition 4.6 does not hold in general.
However, in the case of cyclic D-modules we have an equivalence. Indeed, let M be a cyclic D-module
generated by m (m = 0) and  a D-semistar operation on M . Note that in this case D = m . Let
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submodule E of K . Let N = Em, E submodules of K . Then N = (N :m)m = ((Em) :m)m = EDm. It
follows that  is stable if and only if D is stable.
We next introduce and study a key concept which is involved in the problem of stability for
modules. We say that a semistar operation  on M is compatible with residuation (or has (CR)-
property) if
(
(N : x)x) = ((N : x)x)
for each x ∈ M and N ∈ S(M).
In the case of domains every semistar operation is trivially compatible with residuation. For mod-
ules, the identity operation and the D-semistar operations deﬁned by  = F , where F is a localizing
system, are compatible with residuation (see Proposition 4.2(3)).
Lemma 4.8. Let M be a torsion free D-module and  a D-semistar operation on M. Then  has (CR)-property
if and only if (N : x)x = (N : x) for each x ∈ M and for each N ∈ S(M).
Proof. Assume that  has the (CR)-property. We have (N : x)x = (((N : x)x) : x) = (((N : x)x) : x).
Hence (N : x) ⊆ (N : x)x . For the other inclusion, we have ((N : x)x) ⊆ N , so (((N : x)x) : x) ⊆
(N : x). Hence (N : x)x ⊆ (N : x). Conversely, we have (N : x)x = (((N : x)x) : x) = (N : x). So
(N : x)x ⊆ (((N : x)x) : x)x ⊆ ((N : x)x) . Hence ((N : x)x) ⊆ ((N : x)x) . The other inclusion is
clear. 
Theorem 4.9. Let M be a torsion free D-module and  a D-semistar operation on M. Then the following are
equivalent:
(i)  is stable;
(ii)  has (CR)-property and x is stable for each x ∈ M.
Proof. (i) ⇒ (ii) First, we show that  has (CR)-property. Let x ∈ M and N ∈ S(M). Set P = Kx. Then
N ∩ P = (N : x)x and N ∩ P = (N : x)x. Since  is stable, then (N ∩ P ) = (N ∩ P ) = N ∩ P  , hence
((N : x)x) = ((N : x)x) . Thus  has (CR)-property. The second statement is Lemma 4.4.
(ii) ⇒ (i) Let N, P ∈ S(M). The inclusion (N ∩ P ) ⊆ N ∩ P  is clear. Let x ∈ N ∩ P  . Since 
is compatible with residuation it follows that ((N ∩ P ) : x) = ((N ∩ P ) : x)x = ((N : x) ∩ (P : x))x .
Moreover, x is stable, since x = m for some m ∈ M . Hence ((N ∩ P ) : x) = (N : x)x ∩ (P : x)x . Now,
from the (CR)-property and Lemma 4.8, we get ((N ∩ P ) : x) = (N : x)∩ (P  : x) = ((N ∩ P ) : x) = D .
So x ∈ (N ∩ P ) . Hence (N ∩ P ) = N ∩ P  . 
Example 4.10. An example of a D-semistar operation  which is not stable such that x is stable for
each x ∈ M.
Let M be a torsion free D-module with dimK (M) = 3. Let M = Ke + K f + K j, where {e, f , j} is
a basis of M. Set W = K (e − j) and consider the D-semistar operation W on M . Let N = Ke + K f
and P = K f + K j. We have NW = P W = M, hence NW ∩ P W = M. But, (N ∩ P )W = (K f )W =
K f + W = M. So W is not stable. Now, let 0 = x ∈ M and E ∈ S×(K ). If x /∈ W , Ex = E . Indeed,
let λ ∈ Ex = ((Ex)W : x), then λx ∈ (Ex)W = Ex + W , so that λ ∈ E . Hence Ex = E . If x ∈ W then
Ex = ((Ex)W : x) = (W : x) = K . Thus x is stable for each x ∈ M. In particular, D = ∧x is stable.
Moreover, in this case, D = x = d (the identity operation on D), for each x ∈ M \ W .
Lemma 4.11. Let M be a torsion free D-module and  a stable D-semistar operation on M. Then the following
hold:
(1) For each N ∈ S(M), N ⊆ KN.
(2) For each x ∈ M and for each submodule E of K , (Ex) = Ex x.
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N ∩ P  = 0 (it contains x), which is impossible since  is stable.
(2) We have Ex x = ((Ex) : x)x ⊆ (Ex) . For the other inclusion, by (i) we have (Ex) ⊆ Kx. Let
z ∈ (Ex) , then z = λx for some λ ∈ K . Since λx ∈ (Ex) it follows that λ ∈ ((Ex) : x) = Ex . Therefore
z = λx ∈ Ex x. Hence (Ex) = Ex x. 
Proposition 4.12. Let M be a torsion free D-module and  a stable D-semistar operation on M. Then, for each
nonzero elements x, y ∈ M, x = y .
Proof. The only case to consider is when x and y are linearly independent over K . By Lemma 4.4
the following semistar operations on D , x , y and x−y are stable. Denote by Fx , Fy and Fx−y
their associated localizing systems, respectively. We ﬁrst show that Fx−y ⊆ Fx . Suppose on the
contrary that there is an I ∈ Fx−y with I /∈ Fx . Set N = Dx and P = Ix + Dy. N and P are two D-
submodules of M. Clearly, N ∩ P = Ix. So (N ∩ P ) = (Ix) = Ix x = IFx x (Lemma 4.11). We claim that
x ∈ P  . Clearly, I(x − y) ⊆ P , so (I(x − y)) ⊆ P  . On the other hand, again by Lemma 4.11, we have
(I(x − y)) = IFx−y (x − y) = DFx−y (x − y) (since I ∈ Fx−y). Hence x − y ∈ P  . Since y ∈ P ⊆ P  it
follows that x ∈ P  , which proves the claim. Now, we have x ∈ N ∩ P  and by stability, x ∈ (N ∩ P ) =
IFx x. Since M is torsion free it follows that 1 ∈ IFx , that is I ∈ Fx , a contradiction.
Thus Fy = Fx−(x−y) ⊆ Fx , since x and x − y are linearly independent. Similarly, Fx ⊆ Fy . Hence
Fx = Fy and x = y . 
We have already seen that if  is a D-semistar operation of ﬁnite type on M , the localizing system
F and the semistar operation D are not in general of ﬁnite type. Proposition 4.12 allows us to show
that this is true when  is stable.
Corollary 4.13. Let  be a stable D-semistar operation on M. If  is of ﬁnite type then F is of ﬁnite type and D
is of ﬁnite type.
Proof. By Proposition 4.12, we have D = x and F = Fx , for each 0 = x ∈ M. The results now
follow from Propositions 3.5(3) and 3.14. 
Now we are in a position to state our main theorem:
Theorem 4.14. Let M be a torsion free D-module and  a D-semistar operation on M. Then  is stable if and
only if  = F .
Proof. The “if” condition follows from Proposition 4.1. For the “only if” condition, we show that 
satisﬁes the property (iii) of Proposition 4.3.
Let 0 = x ∈ M and N ∈ S(M). By Proposition 4.12, D = x . Moreover, by Theorem 4.9,  has
(CR)-property and x is stable. Hence (N : x)x = (N : x) (Lemma 4.8). Thus (N :D x)D = (N :D x)x =
((N : x) ∩ D)x = (N : x)x ∩ Dx = (N : x) ∩ DD = (N :DD x). 
Remark 4.15. An interesting particular case of Theorem 4.14 is when we consider the D-semistar
operation {R} , where R is an overring of D . Recall that {R}: N → RN , N ∈ S(M). Then we get the
following equivalences which characterize ﬂatness:
(1) For each N, P ∈ S(M), R(N ∩ P ) = RN ∩ RP ;
(2) {R} is stable, that is, for each N, P ∈ S(M), R(N ∩ P ) = RN ∩ RP ;
(3) R = DF and F = {I ideal of D | I R = R};
(4) The extension D ⊆ R is ﬂat.
This extends a similar result proved for submodules of K (cf. [6, Proposition 2.6] and [19, Propo-
sition 1.2]). Also, note that some of this equivalences are well known for arbitrary modules. Let us
S. El Baghdadi, G. Picozza / Journal of Algebra 321 (2009) 2365–2383 2379give a proof in our context. For (1) ⇔ (2) remark that the statement in (1) is equivalent to the same
statement by taking N, P ∈ F f (M). Moreover, since {R} is of ﬁnite type, one can easily check that
this is equivalent to the stability of {R} . The equivalence (2) ⇔ (3) follows from Theorem 4.14. For
(3) ⇔ (4), see [7, Proposition 5.1.10 and Remark 5.1.11(b)].
Remark 4.16. (1) An important class of stable D-semistar operations are those satisfying  = F()
for some  ⊆ Spec(D). That is N = ⋂P∈ NP , for each N ∈ S(M). Such D-semistar operations
are called spectral. Spectral semistar operations for domains are completely characterized in [6, Sec-
tion 4]. Namely, a semistar operation  is spectral if and only if  is stable and F = F() for some
 ⊆ Spec(D). By Corollary 3.18 and Theorem 4.14, a similar characterization for spectral D-semistar
operation follows.
(2) Theorem 4.14 and Proposition 3.9 show that, as in the context of domains (see [6]), the map
 → F , is an order preserving bijection between the set of stable D-semistar operations on a torsion
free D-module M and the set of localizing systems on D , with inverse F → F . Moreover, Corol-
lary 4.13 shows that the ﬁniteness condition is preserved under this bijection. In particular, there is
a bijection between the set of all stable semistar operations (of ﬁnite type) on D and the set of all
stable semistar operations (of ﬁnite type) on a given torsion free D-module.
For a localizing system F , consider the multiplicative system (F) f = {I ∈ F | J ⊆ I,
J ∈ F ﬁnitely generated}. It is well known that (F) f is a localizing system and that F is of ﬁnite
type if and only if F = (F) f [6].
Given a D-semistar operation on a torsion free module, two semistar operations which play an
important role in the problem of stability for domains can also be deﬁned in the context of modules,
namely,  = F and ˜ = (F) f . Note that since F = F and F ˜ = (F) f (Proposition 3.9) it follows
that  =  and ˜˜ = ˜. In the following proposition we collect some other properties of these D-
semistar operations, which generalize the case of domains (cf. [6, Section 3]).
Proposition 4.17. Let M be a torsion free D-module and  a D-semistar operation on M.
(1) ˜  .
(2) ˜ f = ˜.
(3)  =  if and only if  is stable.
(4)  = ˜ if and only if  is stable and of ﬁnite type.
(5) If 1  2 are two D-semistar operations then 1  2 and ˜1  ˜2 .
(6) If ′ is a D-semistar operation such that ′   and ′ is stable, then ′  . If, in addition, ′ is of ﬁnite
type then ′  ˜.
Proof. (1) This follows from the fact that (F) f ⊆ F and Proposition 3.10.
(2) Clearly (F f ) f ⊆ (F) f , let us show the reverse inclusion. Let I ∈ (F) f . Then there exists
J ⊆ I ﬁnitely generated such that ( Jm) = (Dm) for each m ∈ M . But ( Jm) = ( Jm) f and (Dm) =
(Dm) f , so J ∈ F f , and hence J ∈ (F f ) f . Hence I ∈ (F f ) f . Thus ˜ f = ˜.
(3) It is Theorem 4.14.
(4) If  = ˜,  is stable since it is induced by a localizing system (Theorem 4.14). Since (F) f is of
ﬁnite type,  = ˜ is of ﬁnite type by Proposition 3.4(3). Conversely, if  is stable  = F and since it
is also of ﬁnite type, F is of ﬁnite type (Corollary 4.13), so F = (F) f . Thus  = (F) f = ˜.
(5) It follows from Proposition 3.7(3).
(6) This follows from (3)–(5). 
Proposition 4.18. Let M be a torsion free D-module and  a D-semistar operation on M. Then
(1) ()D = (D).
(2) (˜)D = (˜D).
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semistar operation on D , induced by the localizing system F .
(1) We have ()D = F = FD = (D), by using Corollary 3.18.
(2) Note that F (˜)D = F ˜ = (F) f = (FD ) f , by Corollary 3.18. Since (˜)D is stable by Proposi-
tion 4.6, we have (˜)D = F (˜)D = (FD ) f = (˜D). 
Remark 4.19. (1) Note that by Corollary 3.18 we have N = ⋃{(N : I) | ID = DD } and N ˜ =⋃{(N : J ) | J D = DD , J ﬁnitely generated}, for each N ∈ S(M).
(2) By the proof of Proposition 4.17 (2) we have (F) f ⊆ F f . Contrary to the case of domains
[6, Corollary 3.8], this is not an equality in general, see Remark 3.19.
(3) Note that, since a localizing system F of ﬁnite type is spectral (i.e., F = F() for some subset
 of the spectrum of D) ([6, Proposition 4.3]), a non-trivial D-semistar operation  which is stable
and of ﬁnite type ( = ˜) is always spectral. This follows from Corollary 4.13 and Remark 4.16(1).
By Proposition 4.18 and Corollary 3.18 it follows that the set  of primes deﬁning ˜ is the same
which deﬁnes (˜D), so one can take  to be the set of quasi-(D) f -maximal ideals (see for example
[10, Corollary 2.7]).
(4) Note that, by the considerations in (3), since {R} is of ﬁnite type, the conditions in Remark 4.15
are equivalent to “{R} is spectral”.
5. Star cancellation
In this section we study some cancellation properties of D-semistar operations on modules. In the
following M is a non-trivial torsion free D-module and  a D-semistar operation on M .
A nonzero (fractional) ideal I of D is (M, )-cancellative (or -cancellative) if, for each P , Q ∈
F×(M), (I P ) = (I Q ) ⇒ P  = Q  . In the case when P and Q are assumed to be ﬁnitely gener-
ated, we say that I is ﬁnitely -cancellative. An invertible ideal is -cancellative for any D-semistar
operation on  on M . Note that if  = d we get the classical cancellation concept.
The following deﬁnitions extend their analogue on domains (cf. [8,12]):
(i) We say that  is D-cancellative if each nonzero (fractional) ideal of D is -cancellative.
(ii) The D-semistar operation  is D-arithmetisch brauchbar (D-a.b.) if each I ∈ F×f (D) is -
cancellative.
(iii) The D-semistar operation  is D-endlich arithmetisch brauchbar (D-e.a.b.) if each I ∈ F×f (D) is
ﬁnitely -cancellative.
When  is a semistar operation on a domain D , we simply say that  is cancellative (resp., a.b.,
e.a.b.) if  is D-cancellative (resp., D-a.b., D-e.a.b.). Note that: D-cancellation ⇒ D-a.b.⇒ D-e.a.b.
Moreover, if  is of ﬁnite type then D-a.b.⇔ D-e.a.b.
Proposition 5.1. Let I be a nonzero ideal of D. The following are equivalent:
(i) I is -cancellative [resp., ﬁnitely -cancellative];
(ii) For each P , Q ∈ F×(M) [resp., P , Q ∈ F×f (M)], (I P ) ⊆ (I Q ) ⇒ P  ⊆ Q ;
(iii) For each N ∈ F×(M) [resp., N ∈ F×f (M)], ((IN) : I) ⊆ N .
Proof.
(i) ⇒ (ii) If (I P ) ⊆ (I Q ) , we have (I Q ) = ((I P ) + (I Q )) = (I P + I Q ) = (I(P + Q )) . Then
Q  = (P + Q ) , hence P  ⊆ Q  .
(ii) ⇒ (iii) We have (I((IN) : I)) ⊆ (IN)∗ , so ((IN) : I) ⊆ N∗ , and hence ((IN) : I) ⊆ N . For the
assertion on ﬁnitely -cancellative, take F ⊆ ((IN) : I) ﬁnitely generated. Then (I F ) ⊆ (IN) implies
F ⊆ N (by (ii)), and hence ((IN) : I) ⊆ N .
(iii) ⇒ (ii) If (I P ) ⊆ (I Q ) . Then I P ⊆ (I Q ) implies that P ⊆ ((I Q ) : I). Hence P ⊆ Q  .
(ii) ⇒ (i) is clear. 
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[resp., D-a.b.] then (N) is cancellative [resp., a.b.] for each N ∈ F×(M). If  is D-e.a.b. then (N) is e.a.b. for
each N ∈ F×f (M).
Proof. We prove it for  D-cancellative. Assume (I J )(N) ⊆ (I H)(N) , for some I, J , H ∈ F×(D)
and N ∈ F×(M), that is, ((I J N) : N) ⊆ ((I HN) : N). We have I J ⊆ ((I J N) : N) ⊆ ((I HN) : N)
and so (I J N) ⊆ (I HN) . It follows that ( J N) ⊆ (HN) , since  is D-cancellative. Thus, J (N) =
(( J N) : N) ⊆ ((HN) : N) = H(N) and (N) is cancellative. The statement for D-a.b. and D-e.a.b.
semistar operations can be proved analogously. 
Corollary 5.3. If  is D-cancellative [resp., D-a.b., D-e.a.b.] then D is cancellative [resp., a.b., e.a.b.].
Proof. Again we prove it only for D-cancellation. Assume (I J )D ⊆ (I H)D , for some I, J , H ∈ F×(D).
For each N ∈ S×(M), we have that (I J )(N) ⊆ (I H)(N) , since D  (N). Thus, by Proposition 5.2,
J (N) ⊆ H(N) , for each N ∈ S×(M). Hence, J D ⊆ HD , by the deﬁnition of D . Note that the submod-
ule N can be chosen cyclic. 
We recall that, if ∗ is a non-trivial semistar operation on a domain D , D is a ∗-almost Dedekind
domain if each localization at a quasi-∗ f -maximal ideal is a DVR, or, equivalently, if ∗˜ is cancellative
[2, Section 2].
Proposition 5.4. Let D be an integral domain, which is not a ﬁeld, let M be a torsion free D-module, and let 
be a non-trivial D-semistar operation on M. Then ˜ is D-cancellative if and only if D is a D-almost Dedekind
domain.
Proof. Assume that ˜ is D-cancellative. By Corollary 5.3, (˜)D is cancellative. But (˜)D = (˜D) (Propo-
sition 4.18) and so D is a D -almost Dedekind domain by [2, Theorem 2.14]. Conversely, let I ∈ F×(D)
and P , Q ∈ F×(M) with (I P )˜ = (I Q )˜ . Recall that ˜ is spectral and can be deﬁned by the set of
quasi-(˜)D -maximal ideals of D (Remark 4.19). In this case, for N ∈ S(M), N ˜ =⋂NDP , where P
runs over the set of quasi-(˜)D -maximal ideals. Let P be a quasi-(˜)D -maximal ideal of D . Then
DP is a DVR. We have (I P )DP = (I Q )DP and so P DP = Q DP , since I is principal in DP . Hence
P ˜ = Q ˜ . 
When  is the identity operation on M (in this case, ˜ is the identity operation on M and D is
the identity operation on D) we get:
Corollary 5.5. The following are equivalent:
(i) D has the cancellation property with respect to M: I P ⊆ I Q ⇒ P ⊆ Q , I ∈ F×(D) and P , Q ∈ F×(M);
(ii) D is an almost Dedekind domain.
In the classical context (i.e., d-operation on domains) a strong case of the cancellation property is
the invertibility. In the following we study invertibility of ideals of D with respect to a D-semistar
operation on a torsion-free D-module M .
Let N ∈ F×(M). We say that a nonzero fractional ideal I of D is -invertible modulo N , if
((II−1)N) = N . Since (II−1)(N) = (((II−1)N) : N), we see that I is -invertible modulo N if and
only if I is (N)-invertible. We say that the ideal I is -invertible if it is -invertible modulo N , for
each N ∈ F×(M). We have (II−1)D =⋂N∈S×(M)(II−1)N , hence I is -invertible if and only if it is
D -invertible. Note that a -invertible ideal is -cancellative.
We call the domain D an (M, )-multiplication domain if each nonzero ﬁnitely generated ideal
is  f -invertible. This concept extends that of Prüfer ∗-multiplication domain (P∗MD), for a given
semistar operation ∗ on D , [5]. By the above, a domain D is a (M, )-multiplication domain if and
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see [11]). When  = ˜ we can say something more (cf. [5, Theorem 3.1]):
Theorem 5.6. Let M be a torsion free D-module and  a D-semistar operation on M. The following are equiv-
alent:
(i) D is a (M, ˜)-multiplication domain;
(ii) ˜ is D-e.a.b.;
(iii) (˜D) is e.a.b.;
(iv) D is a P D MD.
Proof. (i) ⇒ (ii) Follows from the fact that if an ideal is ˜-invertible it is ˜-cancellative.
(ii) ⇒ (iii) It follows from Proposition 4.18 and Corollary 5.3.
(iii) ⇒ (iv) See [5, Theorem 3.1].
(iv) ⇒ (i) Since a PDMD is a P(˜D)MD [5, Theorem 3.1] and ˜D = (˜)D , we have that each ﬁnitely
generated ideal of D is (˜)D -invertible and so D is a (M, ˜)-multiplication domain. 
When  is the identity operation, we have the following corollary:
Corollary 5.7. The following are equivalent:
(i) D has the cancellation property with respect to M: I P ⊆ I Q ⇒ P ⊆ Q , I ∈ F×f (D) and P , Q ∈ F×f (M);
(ii) D is a Prüfer domain.
Remark 5.8. (1) Note that when ( f )D = (D) f (e.g., if  is stable), D is a (M, )-multiplication domain
if and only if D is a PDMD. This follows from the fact that a (D) f -domain is a PDMD.
(2) In the version of Theorem 5.6 for integral domains [5, Theorem 3.1], one obtains the additional
equivalent condition that  f is stable and e.a.b. The following example shows that this condition in
our context is not equivalent in general to the four conditions in Theorem 5.6. Let M := Ze+Z f +Z j,
the free module on Z generated by three elements. Let W = Q(e − j) and consider the D-semistar
operation  := W on M . Note that  is of ﬁnite type. By Example 4.10,  is not stable (the CR-property
is not satisﬁed) and Z = d. Also, (˜Z) = d. Since Z is a PID, it is a (M, ˜)-multiplication domain and
 is Z-e.a.b.
If we assume that  f has the (CR)-property, the problem mentioned in Remark 5.8(2) does not
occur. Moreover, we obtain that in this case the notions of (M, )-multiplication domain and (M, ˜)-
multiplication domain coincide.
Theorem 5.9. Let M be a torsion free D-module and  a D-semistar operation on M. Assume that  f has the
(CR)-property. The following are equivalent:
(i) D is a (M, )-multiplication domain;
(ii)  f is stable and D-e.a.b.;
(iii) D is a (M, ˜)-multiplication domain.
Proof. (i) ⇒ (ii) Since D is an (M, )-multiplication domain, each ﬁnitely generated ideal of D is
( f )N -invertible for any N ∈ F×f (M). Since ( f )N = (N ) f (Proposition 3.14), D is a PNMD for each
N ∈ F×f (M). In particular, D is a PxMD for each 0 = x ∈ M. So ( f )x = (x) f is stable for each
0 = x ∈ M ([5, Theorem 3.1]). Since  f has (CR)-property,  f is stable by Theorem 4.9. The fact that
 f is D-e.a.b. is clear.
(ii) ⇒ (iii) If  f is stable, then  f = ˜. So ˜ is D-e.a.b. and D is a (M, ˜)-multiplication domain by
Theorem 5.6.
(iii) ⇒ (i) Follows from the fact that ˜  f . 
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