Abstract. This paper investigates quasi-Newton updates for equality-constrained optimization in abstract vector spaces. Using a least-change argument we derive a class of rank-3 updates to approximations of the one-sided projection of the Hessian of the Lagrangian which keeps the symmetric part positive definite. By imposing the usual assumptions we are able to prove 1-step superlinear convergence for one of these updates. Encouraging numerical results and comparisons with other previously analyzed updates are presented.
Introduction and Background
Quasi-Newton methods for nonlinear optimization problems have been studied extensively since the late 60s. While there are a number of updates and convergence analyses for the unconstrained case (see, e.g., [10] and [4] ), the constrained case has only been discussed more recently, e.g., in [6] , [22] , [7] , [19] and [14] , and in Peter Fenyes' Ph.D. thesis [11] .
The motivation for this study came mainly from a paper by Todd [26] , where he derives different well-known updates for unconstrained problems in the setting of abstract vector spaces. The question is whether this "higher level" methodology can be extended and used to derive quasi-Newton updates for constrained optimization problems. It turns out that the approaches used in [22] , [19] and other papers, even though they seem to work well in a practical setting, lack this theoretical motivation. In this first paper we explain our ideas and examine the local convergence behavior of the resulting algorithms. The next step of ensuring global convergence will be left for a subsequent paper [27] .
We begin by giving a very brief introduction to the problem and the necessary background for quasi-Newton methods; for a more extensive discussion as well as alternate formulations and derivations the reader is referred to [22] . The problem in question is the general equality-constrained nonlinear programming problem: Goodman's main result in [17] is that the Z obtained from an implementation of the QR-factorization of A(x)
can be extended to a smooth matrix function Z defined in a neighborhood of x, with the property that the Jacobian of r from (1.4) evaluated at x is
where W (x, π) = ∇ xx L(x, π) and π x is the solution to
i.e., the least-squares estimate of the Lagrange multiplier at x. The Newton step s N for (1.4) now is given by 6) or, using the QR-factorization (1.5) of A(x)
, (1. 7) with s N = Y (x)s Y + Z(x)s Z . At this point we make the following (standard) assumption on the data:
Quasi-Newton methods are usually employed in a setting where the gradients are readily available to the algorithm but second-order information is either prohibitively expensive or simply not available. Since A(x) is assumed to be available at each iteration point x k , we see from (1.6) that we only need to keep and update an approximation B k to Z(x k )
T W (x k , π x k ) to be able to generate quasi-Newton steps. The resulting general quasi-Newton algorithm is described as Algorithm 1 below. The function update deserves a little more comment. There are a number of ways to set up quasi-Newton equations (see, e.g., [22] for many possibilities) which differ mostly in the choice of s k and right-hand-side y k . We will see later that for our particular choice of update we need s k = x k+1 − x k and y k = Z T k+1 (g k+1 − (g k − A k π k )).
Choose x 0 , B 0 , T OL and evaluate f 0 , g 0 , c 0 , A 0 .
Evaluate f k+1 , g k+1 , c k+1 , A k+1 .
B k+1 ← update(B k , s k , y k ). Set k ← k + 1. end while Algorithm 1: The local quasi-Newton framework.
It is easy to see that the algorithm is independent of the particular choice of Z, and so we can assume that Goodman's smooth Z is chosen from now on. In practise and for the convergence results to go through it is sufficient for Z to be Lipschitz-continuous (cf. also [5] , Section 5.1). Before moving on to explaining our ideas we review previous work in this area. Nocedal & Overton [22] propose either using a rank-one Broyden update on B k ≈ Z T k W k or focusing on (1.7) and simply keeping a (positive definite) approximation to Z T W Z while ignoring the unsymmetric part Z T W Y (i.e., they set B k Y k = 0 in the algorithm and effectively decouple the s Z -step from the s Y -step). They are able to prove local 1-step superlinear convergence in the first case and 2-step superlinear convergence in the latter case by using an update condition that only updates the
for appropriately chosen parameters η, ν > 0 (k is the iteration index). Gurwitz [19] extends the second approach of Nocedal & Overton by keeping and updating approximations to both Z T W Z and Z T W Y , using a symmetric and a Broyden update respectively. However, to prove local convergence she needs to use two update conditions similar to the one in (1.8). She proves 2-step superlinear convergence for her algorithm. One unresolved issue with these approaches is that since these conditions depend on the iteration index and several parameters, it is not immediately clear how to use these updates in a global setting.
Coleman and Fenyes [7] propose updating Z T W Z using the well-known and widely used BFGS update and Z T W Y with Broyden's update. They satisfy quasi-Newton equations and prove local R-superlinear convergence; however, their approach is not scale-independent.
One of the very first approaches for reduced Hessian approximations came from a paper by Coleman and Conn [6] . They evaluate gradient information at an intermediate point (
and then update a positive definite approximation to Z T W Z. Subsequent papers on this algorithm (e.g., [5] ) prove local 2-step superlinear convergence. We will show in Section 4 how all three of these approaches fit into our framework.
Yet other authors (e.g., [1] , [20] , see also many references in [7] ) consider updating the full Hessian of the (possibly augmented) Lagrangian function. However, these approaches are quite different in flavor from ours and we shall not describe them in detail here.
Our aim in this paper is to derive a quasi-Newton approach to solving (1.4) that keeps an approximation to all of Z T W while maintaining a positive definite approximation to Z T W Z and which guarantees a 1-step superlinear convergence rate while making only standard assumptions on the problem data.
The remainder of this paper is organized as follows: After having dealt with the preliminaries in this section, in Sections 2 and 3 we outline the derivation of the family of updates that are the main subject of this paper. Section 4 discusses a good choice of the parameterŷ, which was left open from the preceding sections. Section 5 covers the convergence analysis and hence shows that the choice ofŷ proposed in the previous section was indeed a good one; and, finally, Section 6 contains some illustrative numerical results that demonstrate the effectiveness of our approach. Since some of the intermediate calculations are rather long (but nonetheless quite straightforward) we have collected a few of these technical lemmas as well as some standard theorems from the classical literature in appendices.
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Derivation of an update
For the next few sections we revert to the abstract setting (and notation) introduced in [26] . Just as in the unconstrained case the advantage of this generality is that we can derive a whole class of updates simply by considering different inner products and hence different ways of measuring the size of the update.
The given problem is a general equality-constrained optimization problem; it will now be written using the following notation:
where φ : X −→ IR and γ : X −→ Y are nonlinear functions and X and Y are general real (finite-dimensional) vector spaces. We notice that in Algorithm 1 in each iteration the iterate step s is decomposed into two components, a "null-space component" s Z and a "range-space component" s Y . To incorporate this structure into our abstraction we define a lower-dimensional space L and a one-to-one linear mapping i : L −→ X such that iL ⊂ X is the null space of a local linearization of γ. L will stay the same over all iterations, with the change in constraint gradients when moving from one iterate to the next reflected in a change of the linear mapping i. Similarly, we can choose a complementary spacē L and a one-to-one linear mappingī :L −→ X such that
(īL is "the range space of the constraint gradients"). It is clear from (2.2) that the iterate space X can now be identified with L ×L. Suppose now γ is a linear operator from X to L * (the dual of L) which approximates the reduced second derivative (in x) of the Lagrangian L at a given point (x, π x ) (i.e., β is an approximation to "Z T W "). We can now write the quasi-Newton equation as
where s ∈ X is the difference of current and previous iterate and y ∈ L * is a projection into the dual of the null space of the difference of the corresponding first derivative operators. The problem and hence the setting for the rest of this paper is now: Given a current approximation β, a step s ∈ X and y ∈ L * , find a new approximation β + (at a new iterate x + = x + s) such that the quasi-Newton equation (2.3) is satisfied. Additionally, we would like to have β + self-adjoint and positive definite on the null space iL. Also, β + should inherit as much as possible of the already accumulated curvature information in β, i.e., it should differ from β by "as little as possible." Using (2.2) we get that for any z ∈ X we can now certainly find (ℓ z ,l z ) ∈ L ×L such that
We can now redefine β to act on L andL separately, i.e., set β : L×L −→ L * and rewrite the quasi-Newton equation (2.3) as
The requirement that β be self-adjoint and positive definite on the null space L can now be stated more precisely: we want β + (·, 0) to be self-adjoint and positive definite, i.e., (β + (ℓ, 0),
However, (2.5) is still not in a form that we recognize from the unconstrained setting and can easily work with. We now reformulate the quasi-Newton equation one last time by introducing a parameterŷ ∈ L * splitting (2.5) into two dependent equations:
for all z ∈ X, and so (2.5) becomes
At this point we leave the question of whichŷ to choose open -all of one of the next sections is dedicated to trying to find a good answer. To be able to use the tools introduced in [26] we impose the following
That is, we assume that L and L * are identified, and similarlyL andL * . Also implicit is the assumption that the problem is well-scaled in both L andL, or that there are "natural" scales (inner products) in both these spaces and hence in X. We will later define other inner products on L which can be dependent on the iterates.
To be able to measure the size of operators and obtain least-change updates we introduce "reference" bases B L = {b 1 , b 2 , . . . , b t } ⊂ L of L and BL = {b t+1 ,b t+2 , . . . ,b n } ⊂L ofL s.t. B = {ib 1 , ib 2 , . . . , ib t ,īb t+1 , . . .īb n } is a basis for X. Having defined these we automatically obtain a basis for the full space:
We can now define norms for the two operators µ and ν defined above in the following way:
Assumption 3 Both B L and BL are orthonormal bases.
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Now we can use the results in Section 4 of [26] to find that, assumingŷ is a given vector, the (unique) solution to the problem
is the space of self-adjoint linear operators from L to L * ) is given by the PSB update [24] :
Similarly, from Section 3 of [26] , we find that, for given parameterŷ, the solution of the problem
and hence the natural (least-change) update for ν is the ("first") Broyden update [2] :
By putting these two together we get the following rank-3 update for β, which obviously still depends on the specific choice of the parameterŷ:
(2.9)
Changing the inner product
An alternative to measuring the size of µ and ν as in equations (2.7) and (2.8) arises if we have a self-dual space M with the same dimension as L and a regular linear mapping δ :
, the inner product on M effectively induces a new inner product on L. The norm of µ in (2.7) can now be redefined via this new inner product:
Similarly, we can get
We will study concrete choices for δ later, different δ will yield different updates.
We can also and accordingly rewrite the quasi-Newton equations (2.6) as:
By setting
we can now apply the ideas from the previous section to µ ′ , ν ′ etc. and get least-change updates of the following form (again, we assume thatŷ is given for now):
Notice that the update of ν is unaffected by this change in coordinates (not surprisingly). This gives an overall update for β (depending on the choices ofŷ and δ):
We can now consider several special cases of this arising from specific choices of δ:
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Case 1: The simplest case: choose δ such that δδ * = id, the identity mapping, and M = L. The we get the same PSB-type update (2.9) as in the last section. The inner product here is the same one whose existence we assumed in the previous section. Case 2: Since µ is assumed to be positive definite, we can find δ and M such that µ = δδ * . The resulting update of µ then corresponds to a complementary version of Greenstadt's E 1 -corrector [18] :
Overall we get that
Case 3: Provided that ŷ, ℓ s > 0 we could choose δ in a way that δδ * ℓ s =ŷ (e.g., δδ * a factorization of µ + ). Then we get
The update of µ we get here is a DFP-type ( [8] , [13] ) update, which keeps µ positive definite in each iteration and is known to have very attractive numerical properties in the unconstrained setting. It will turn out in the next paragraph that we can always chooseŷ in a way such that ŷ, ℓ s > 0 and hence the update is well-defined. Case 4: [26] remarks that a choice of δ such that δδ
1/2 leads to a BFGS-type ( [3] , [12] , [15] , [25] ) update:
The BFGS update is usually considered to be the most successful update in unconstrained minimization; in this setting, however, it creates difficulties in the derivation of a "good" choice ofŷ, as we shall see later. At this point, however, its derivation does not differ much from the other updates.
Choosingŷ
The previous sections all assumed that the parameterŷ from the reformulated quasi-Newton equations (2.6) was given. We now investigate a "good" choice for this parameter. As pointed out at the end of this section, other authors have proposed an iteration-independent choice ofŷ. We will now derive a different choice based on a least-change calculation and will argue in the following section that it is indeed a sensible choice. Clearly, if we want to have any hope of getting good convergence behavior of the overall update, we would like to have the linear operators µ and ν stay "wellconditioned" in some sense. In other words (and looking once again at (2.6)), if ℓ s is small in norm, thenŷ should be small and µ should be hardly updated at all. Similarly, ifl s is small, thenŷ should be close to y and ν + should be close to ν. So our intuition tells us that a sensible choice ofŷ would look somewhat like a convex combination of β(ℓ s , 0) and y − β(0,l s ), depending on the relative sizes of ℓ s andl s .
To simplify the following rather extensive formulas a bit, we introduce some notation: λ := δδ * ℓ s , ℓ s andλ := (l s ,l s ). We can now prove the following Proposition 1. The following choice ofŷ minimizes |β + − β| B L×L ,B L for the general update formula (3.2):
Proof: See Appendix A. ⊓ ⊔ Note first of all that if λ = 0, then theŷ in (4.1) reduces to β(ℓ s , 0) = 0, and hence the symmetric part µ is not updated at all. Similarly,λ = 0 implieŝ y = y, in which case ν remains unchanged (ν + = ν) and β(·, 0) absorbs all of the update. Overall, we can interpret this expression forŷ as a convex combination of [y − β(0,l s )] and β(ℓ s , 0) plus a correction term that depends on δ and hence on the choice of the inner product on L and which vanishes for either ℓ s = 0 or ℓ s = 0.
Another feature of this choice ofŷ is that terms likeŷ − β(ℓ s , 0) and y −ŷ − β(0,l s ), which appear in the general update formula (3.2) simplify tô
Let's now look at the specific choices of δ as in Section 3.
Case 1: We get the "optimal" choice for the PSB-type update (2.9) from (4.1) by setting δδ * = id, the identity mapping:
where λ = (ℓ s , ℓ s ) andλ = (l s ,l s ). Case 2: By substituting δδ
where now λ = β(ℓ s , 0), ℓ s andλ = (l s ,l s ). Case 3: This case requires a more detailed consideration of the exact argument since at first glance this might seem circular. The argument is, in a way, similar to the derivation in [26] of the DFP-update: we fix δ, derive an "optimal" (in some way)ŷ for any fixed δ and then choose δ such that δδ * ℓ s =ŷ. Now (4.1) becomes an equation withŷ on both sides:
and so
Finally, we get
Performing a quick sanity check yields that for λ = 0 we getŷ = β(ℓ s , 0) = 0, while forλ = 0 we getŷ = y − β(0,l s ) = y. We can derive a closed form expression for λ from (4.4):
which gives us a quadratic in λ:
The solutions to this have the form:
(4.8) Notice that these solutions are always real, and that ifλ > 0 and ℓ s = 0, the product of these solutions is always negative. In this case there is a unique solution
(4.9) which is positive, which in turn implies that the DFP-type update (3.4) is well-defined with β + (·, 0) positive definite. Ifλ = 0 then λ DFP reduces to λ DFP = y, ℓ s (the other solution being λ = 0). This case is very similar to the unconstrained minimization case, consequently the same techniques known from the unconstrained case (i.e., an Armijo-Goldstein-type line-search) can be used to ensure that the update preserves positive-definiteness. Finally, if ℓ s = 0 then λ = 0 is clearly the root of (4.7) of interest, so that overall the formula (4.9) is valid in all cases. Note: Easy algebraic manipulation leads to the observation that the denominator from (4.5)
can be rewritten (assuming ℓ s = 0 and just using (4.6)) as
and is thus strictly positive. Case 4: This is where the aforementioned difficulties with the BFGS-type update arise. Here we have been unable to obtain a closed-form expression forŷ, owing to the interdependent choices ofŷ and δ.
We summarize our findings of the last two sections in the following Theorem 1. Let L andL be inner product spaces, and let the inner product on L be defined via another inner product space M and a regular linear mapping
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The choice ofŷ proposed in Proposition 1 looks somewhat asymmetric in ℓ s andl s since the expressions in the denominators give twice as much weight to the range space part as to the null space part. This comes from the fact that we're performing a rank-2 update on the null space part and only a rank-1 update on the unsymmetric part. In fact, if for a moment we interpret our derivation in matrix notation, we're effectively solving the problem instead. A simple modification of the proof in the appendix would then lead to the following choice ofŷ, which is "more symmetric" in ℓ s andl s (by, effectively, pushing the asymmetry into the correction term):
(4.10) For all practical (and analytical) purposes, however, (4.1) and (4.10) are equivalent, so we will focus on our original choice.
To end this section we briefly mention the approaches proposed in [7] , [19] and [22] and try to put them into this framework.
The update by Nocedal and Overton [22] can be seen as setting ν ≡ 0 andŷ = y, then updating µ with either DFP or BFGS. Gurwitz [19] proposes updating both µ and ν, but her updates only satisfy the quasi-Newton equations (2.6) asymptotically. Ifŷ 1 and y−ŷ 2 denote the right hand sides of the first and second quasi-Newton equations respectively, then she setsŷ 1 = y andŷ 2 = β(ℓ s , 0).
Coleman and Fenyes [7] in some sense come closest to what we propose here by considering updating µ with BFGS and ν using the Broyden update. Even though they never view their updates this way, they effectively chooseŷ to bê [7] ); and so, interestingly enough, they seem to have found an answer to our problems in Case 4 of this section. However, this approach is not scale-invariant and cannot be motivated in a similar way to our updates. They also consider updating µ with a DFP-update but fail to find an appropriate right hand sideŷ which will keep the update well-defined at all iterations.
Convergence Analysis
We now turn back to the more familiar notation already introduced in the introductory section. Let's first "translate" the update formulae derived in the previous section into the notation of the introduction. As mentioned before we denote our quasi-Newton matrix which approximates Z T W by B. The previous section relied on the existence of a linear operator i that takes elements of L into X. The obvious matrix to use as this operator here is Z (even though one could think of saving the cost of computing Z and choosing a non-orthonormal null-space basis instead). Similarly we can write Y instead ofī. We can rewrite the equation (2.4) as the well-known decomposition
Now, even though β and β + operate on the same spaces, the mapping between L and X (as well as the one betweenL and X) changes from iteration to iteration. In the general update formula (3.2) we have that
In the usual context this should be interpreted in the following way:
Since β + operates on L ×L at the new iteration point, we should interpret an expression like β + (ℓ s ,l s ) as
Let's consider first Case 1 (i.e., the PSB-type update for the symmetric part). We can rewrite the whole update (2.9) using the clarification from above as follows:
and
For Case 3 (i.e., the DFP-type update) we obtain
. Notice that, in both cases, B + Z + inherits the symmetry property from BZ. One of the classic ways of proving convergence of quasi-Newton algorithms is to use the tools provided by Broyden, Dennis and Moré [4] and bound the "deterioration" in the approximation matrix. Since we're effectively dealing with two updates combined into one we could hope to apply the well-established bounded deterioration results for the DFP, PSB and Broyden updates to our case and hence get a local convergence result. It is not too surprising, however, that without imposing some sort of additional constraint on the choice ofŷ this analysis will not go through. A useful definition is the following one from the Dennis-Broyden-Moré analysis:
(see also (C.5)). More specifically, we'll be using σ 1 (x, x + ) and σ 1/2 (x, x + ). We can now formulate a general convergence theorem as follows:
Theorem 2. Let Assumption 1 hold, and let {x k } and {B k } be given by Algorithm 1 with T OL = 0. Assume that Z k = Z(x k ) is generated by Goodman's procedure. In addition assume that for some constant C 1 > 0 and in each iteration of the algorithm the parameterŷ satisfies the following two conditions:
for some p > 0. Then there exist ε > 0 and δ > 0 such that if x 0 − x * ≤ ε and B 0 − Z(x * ) T W (x * , π * ) ≤ δ, then Algorithm 1 with either the PSB-like (2.9) or the DFP-like (3.4) update rule is well-defined and x k → x * at a one-step Q-superlinear rate.
(Note that since all norms on finite-dimensional vector spaces are equivalent we can use any norms that are convenient in the proofs and the results hold true for all norms).
Proof. The main tool we use here is the classic bounded deterioration Theorem C.2. By looking at (1.6) and (C.4) we observe that we need to bound the deterioration of
Since A is assumed to be a differentiable function, we only need to obtain a bound on B + − B * . A slight generalization of the standard convergence theorems (stated as Theorem C.4) allows us to combine the well-known bounded deterioration results for the Broyden-, DFP-and PSB-updates to bound the overall deterioration of the update matrices. The superlinear convergence rate is then easily obtained using Theorem C.1. ⊓ ⊔ Corollary 1. If we make the same assumptions as in the previous theorem,
in the update yields local and 1-step superlinear convergence.
Proof. We obtain this immediately by observing that this choice ofŷ satisfies the estimate (5.5).
⊓ ⊔ The strategy outlined in the corollary corresponds to a Coleman-Conn-type technique [6] ; it involves re-evaluating the gradients at the intermediate point
This, of course, makes the term "1-step superlinear convergence" misleading: the "main" iterates do converge at that speed but since we need gradient information at the midpoints we really only get 2-step superlinear convergence. Also, it should be pointed out that the original Coleman-Conn proposal was to only keep an approximation of the symmetric part whereas we require an approximation to all of Z T W , so our result here is in fact somewhat weaker that what was proved in [6] .
We can, however, get a satisfactory convergence statement about the PSBlike update and the corresponding choice ofŷ proposed in Section 4: .2) is welldefined and x k → x * at a one-step Q-superlinear rate.
Proof. We again make heavy usage of the theorem by Broyden, Dennis and Moré which is stated as Theorem C.2 in Appendix C. Assume that ε < 1 so that, with x − x * < 1 and
To apply this theorem we essentially need to show that the deterioration bound (C.4) on D − D * holds for our update, where here
is known exactly in the algorithm and is assumed to be differentiable, so we need to bound the deterioration in B only.
Corollary B.1 states that the update (5.1) can be rewritten as
Using the definition B * := Z T * W * we get that To simplify the following formulae we set P Z := (Z + − Z), P Y := (Y + − Y ), and
Note that the differentiability of Z and Y imply the existence of a constant C 2 such that P ≤ C 2 s . We can now rewrite the last equation further as
We proceed by bounding (5.6)-(5.8) individually and in norm. We can apply the well-known Theorem C.3 to bound (5.6) and get the existence of a constant
(5.9)
Bounding (5.7) and (5.8) in norm requires more (tedious) work and is done in Lemmas B.2 and B.3, the first of which shows the existence of a constant C 4 > 1 such that:
Lemma B.3 gives a bound on (5.8):
We can now finally combine (5.6)-(5.8), (5.9), (5.11) and (5.13) to get the existence of constants α 1 and α 2 such that
is true for all iterations. Hence (C.4) holds for our update (2.9), and we get linear convergence as a consequence.
To bound the convergence rate more we need to do (even) more work, and although the proof of superlinear convergence is almost identical to the proof of the second part of Theorem 5.2 in [10], we give it here for the sake of completeness. We set η k = B k − B * F and use (5.10) and the bounded deterioration result together with the fact that for all a, b ∈ IR with a > b > 0, (
forcing {ψ k } to converge to zero. Hence
and so the Dennis-Moré criterion (C.3) for superlinear convergence is fulfilled. ⊓ ⊔ The proof above takes, unfortunately, what could be considered a "bruteforce" approach that is hard to interpret geometrically. Obtaining a bounded deterioration result for the DFP-type update seems to be more even more difficult, so at this point we just outline a summary of the approach we have considered. The main difficulty lies in the fact that the reference norm (i.e., the norm with respect to which the update is a least-change update) changes from iteration to iteration. An obvious choice of a matrix norm in which to obtain bounded deterioration would be the following
where
Using standard matrix perturbation results (Theorem 2.3.4. in [16] ) we can show that, under suitable assumptions,
which, however, seems not tight enough to obtain an overall deterioration bound of the form (C.4). Hence at this point we can only formulate the following Conjecture 1. Under the same assumptions as in the previous theorem, using the DFP-like update in Algorithm 1 yields 1-step superlinear convergence.
Even though so far we have no succeeded in proving a convergence result for the DFP-like update we believe that the mere existence of an update of this form which keeps a symmetric positive definite approximation of the reduced Hessian is valuable. In fact, [27] shows that search directions generated by this update are always descent directions for the quadratic penalty function, which in turn leads to a globally convergent line search algorithm.
Computational Results
To verify the computational efficiency of the new update we implemented a very simple local version of the basic quasi-Newton algorithm 1 in MATLAB and ran it on a Sun Ultra-Sparc workstation. We used the test problems given in [19] and [22] to make our algorithm comparable. In Table 1 we give the number of iterations that each of the different versions of the different algorithms took. In all problems except for P7 we set T OL = 10 −12 and obtained B 0 using a coarse finite-differencing procedure to obtain W 0 (with finite-differencing parameter h = 10 −2 ) and then pre-multiplying with Z T 0 . To get reasonable iteration numbers for P7 we raised the tolerance T OL to 10 −8 and made the initial approximation B 0 more accurate (setting h = 10 −5 ). We used the MATLABimplementation of the QR-algorithm with column pivoting, which seemed to yield smooth Z's (except for one problem, and there it didn't impede fast convergence at all).
We report the essential data for each of the problems. The problems with HS in their name come from the Hock/Schittkowski collection; we refer the reader to [21] for the complete formulations. The other problems were taken directly out of [22] and [19] . For the sake of brevity we only give six significant digits of the solutions we found -some of these are considerably more accurate than what was reported in [19] and [22] .
Solution: x * = (−.816497, −1.15470)
T . Starting point: 
Solution:
Solution: x * = (1.00000, 1. In Table 1 we display the number of iterations that the different algorithms took on these test problems. We compare our new update (using the DFP-like, the Greenstadt-like ("G") and the PSB-like updates of the symmetric parts), Nocedal & Overton's [22] update (using η = 1 and ν = .01 in (1.8), as they suggest), Gurwitz's [19] update (using η 1 = 10, η 2 = 1 and ν 1 = ν 2 = .01, as she suggests) and a pure Newton method that uses the exact second order information. All algorithms are purely local -no safeguards such as trust-regions or a line search were used. ** denotes a failure of some sort (caused usually by either singularity of Z T W Z or loss of full rank in A); this only happened in the pure Newton algorithm. If DFP or BFGS was chosen for the Nocedal/Overton or Gurwitz algorithms, we skip the update if y T s < 0. Overall we find that our algorithm does well, never performing significantly worse that the N/O variant and sometimes significantly better (of course we should mention in fairness that our algorithm requires more work per update and iteration). Problem P4 is interesting in the sense that we can observe 2-step superlinear convergence for the N/O case, while our algorithm converges 1-step superlinearly. For problems P6 and P11 we notice that our PSB-like update does not perform as well as, say, the DFP-or the Greenstadt-like variants. The reason for this is that apparently the starting point (and the initial approximation of the Hessian) are too far away from the optimal solution for fast convergence. Similar behavior was observed for Gurwitz's update when PSB was used for the symmetric part. Choosing a starting point that is closer to the optimal solution eliminates this difference between PSB and DFP.
A. Appendix: Proof of Proposition 1 Proposition A.1 (restatement of Proposition 1). The following choice of y minimizes |β + − β| for the general update formula (3.2):
(A.1)
Proof. We want to chooseŷ to minimize
If either λ = 0 orλ = 0, then the question of whatŷ to choose is trivial (and, as it turns out, also answered by (A.1)), so we can assume for now that both λ and λ are positive. Now we can assume without loss of generality (since the norms here are invariant under orthogonal basis transformations, see Theorem 2.1. in [26] ) that b 1 = λ − 1 2 ℓ s , and, similarly, thatb t+1 =λ
s . Then we get that
Let us first make Assumption 2 (B L and BL orthogonal). Then we obtain
This is a strictly convex function ofŷ, so it is uniquely minimized at a stationary point. Differentiating with respect toŷ and setting the derivative equal to zero gives
Moving the terms involvingŷ to the left-hand side we get
Taking inner products on both sides with ℓ s yields
Notice the nice symmetry here in the ℓ s direction! Substituting this into (A.2) finally gives:
In the more general case where δδ * = id we can perform the exact same steps as above using the definitions of µ ′ + , ν ′ + etc. and the inner product defined in M to getŷ
which is what was claimed in the proposition. ⊓ ⊔
B. Appendix: Technical Results
This section contains some of the very technical and cumbersome intermediate results we use in Section 5.
Lemma B.1. The general update formula (3.2) can be rewritten in the following form:
Proof. Using (4.1) (and (4.2), (4.3)) in (3.2) gives us Proof. Using the fact that A Proof. The structure of the left-hand side of the statement is identical to the one in Lemma B.2 (with E replaced by BP ), and we can use the work done there and the facts that AB 
where s = x k+1 − x k andŷ k satisfies the condition
for some p > 0. Then for each r ∈ (0, 1) there are positive constants ε(r) and δ(r) such that for x 0 −x * < ε(r) and D 0 −F ′ (x * ) M < δ(r) the quasi-Newton process defined above will converge.
Proof. This follows directly from the proof of, e.g., Theorem 5.3 in [4] by observing that (C.6) replaces the result of the Ortega-Rheinboldt theorem needed in the analysis.
⊓ ⊔
