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Abstract—Sparse sampling schemes have the potential to
dramatically reduce image acquisition time while simultaneously
reducing radiation damage to samples. However, for a sparse
sampling scheme to be useful it is important that we are
able to reconstruct the underlying object with sufficient clarity
using the sparse measurements. In dynamic sampling, each
new measurement location is selected based on information
obtained from previous measurements. Therefore, dynamic sam-
pling schemes have the potential to dramatically reduce the
number of measurements needed for high fidelity reconstructions.
However, most existing dynamic sampling methods for point-wise
measurement acquisition tend to be computationally expensive
and are therefore too slow for practical applications.
In this paper, we present a framework for dynamic sampling
based on machine learning techniques, which we call a supervised
learning approach for dynamic sampling (SLADS). In each step
of SLADS, the objective is to find the pixel that maximizes the
expected reduction in distortion (ERD) given previous measure-
ments. SLADS is fast because we use a simple regression function
to compute the ERD, and it is accurate because the regression
function is trained using data sets that are representative of
the specific application. In addition, we introduce a method to
terminate dynamic sampling at a desired level of distortion, and
we extended the SLADS methodology to sample groups of pixels
at each step. Finally, we present results on computationally-
generated synthetic data and experimentally-collected data to
demonstrate a dramatic improvement over state-of-the-art static
sampling methods.
I. INTRODUCTION
In conventional point-wise image acquisition, an object is
measured by acquiring every measurement in a rectilinear
grid. However, in certain imaging techniques one high fidelity
pixel measurement can take up to 0.05 to 5 seconds, which
translates to between 3.6−364 hours of acquisition time for an
image with 512 × 512 resolution. Examples of such imaging
techniques include X-ray diffraction spectroscopy [1], high
resolution electron back scatter diffraction (EBSD) microscopy
[2], and Raman spectroscopy, which are of great importance
in material science and chemistry
Sparse sampling offers the potential to dramatically reduce
the time required to acquire an image. In sparse sampling a
subset of all available measurements are acquired, and the
full resolution image is reconstructed from this set of sparse
measurements. In addition to reducing image acquisition time,
sparse sampling also has the potential to reduce the exposure
of the object/person being imaged to potentially harmful
radiation. This is critically important when imaging biological
samples using X-rays, electrons, or even optical photons [3],
[4]. Another advantage of sparse sampling is that it reduces
the amount of measurement data that must be stored.
However, for a sparse sampling method to be useful, it is
critical that the reconstruction made from the sparse set of
samples allows for accurate reconstruction of the underlying
object. Therefore, the selection of sampling locations becomes
critically important. All methods that researchers have pro-
posed for sparse sampling can broadly be sorted into two
primary categories: static and dynamic.
Static sampling refers to any method that collects measure-
ments in a predetermined order. Random sampling strategies
such as in [5], low-discrepancy sampling [6] and uniformly
spaced sparse sampling methods [7] are examples of static
sparse sampling schemes. Static sampling methods can also be
based on a model of the object being sampled such as in [8],
[9]. In these methods knowledge of the object geometry and
sparsity are used to pre-determine the measurement locations.
Alternatively, dynamic sampling refers to any method that
adaptively determines the next measurement location based on
information obtained from previous measurements. Dynamic
sampling has the potential to produce a high fidelity image
with fewer measurements because of the information available
from previous measurements. Intuitively, the previous mea-
surements provide a great deal of information about the best
location for future measurements.
Over the years, a wide variety of dynamic sampling meth-
ods have been proposed for many different applications. We
categorize these dynamic sampling methods into three pri-
mary categories — dynamic compressive sensing methods
where measurements are unconstrained projections, dynamic
sampling methods developed for specific applications where
measurements are not point-wise measurements, and dynamic
sampling methods developed for single pixel measurements.
In dynamic compressive sensing methods the objective at
each step is to find the measurement that reduces the entropy
the most. In these methods the entropy is computed using the
previous measurements and a model for the underlying data.
Examples of such methods include [10]–[12]. However, in
these methods the measurements are unconstrained projections
and therefore cannot readily be generalized for point-wise
sampling.
The next category of dynamic sampling (DS) methods in
the literature are those developed for specific applications
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2where the measurements are not point-wise measurements.
One example is [13], where the authors modify the optimal
experimental design [14] framework to incorporate dynamic
measurement selection in a biochemical network. Another
example is presented by Seeger et al. in [15] to select optimal
K-space spiral and line measurements for magnetic resonance
imaging (MRI). Then Batenburg et al. in [16] presents another
example for binary computed tomography, where in each
step the measurement that maximizes the information gain is
selected.
There are also a few DS methods developed specifically for
point-wise measurements. One example is presented in [17]
by Kovacˇevic´ et al. In this algorithm, an object is initially
measured using a sparse rectilinear grid. Then, if the intensity
of a pixel is above a certain threshold, the vicinity of that pixel
is also measured. However, the threshold here is empirically
determined and therefore is not robust for general applications.
Another point-wise dynamic sampling method was proposed
in [18]. Here, in each step the pixel which when measured
reduces the posterior variance the most is selected for mea-
surement. The posterior variance is computed using samples
generated from the posterior distribution using the Metropolis-
Hastings algorithm. However, Monte-Carlo methods such as
the Metropolis-Hastings algorithm can be very slow for cases
where the dimensions of the random vector are large. Another
shortcoming of this method is that it does not account for the
change of conditional variance in the full image due to a new
measurement.
In this paper, we present an algorithm for point-wise
dynamic sampling based on supervised learning techniques
that we first presented in [19]. We call this algorithm a
supervised learning approach for dynamic sampling (SLADS).
In each step of the SLADS algorithm we select the pixel
that maximizes the expected reduction in distortion (ERD)
given previous measurements. We estimate the ERD from
previous measurements using a simple regression function that
we train offline. As a result, we can compute the ERD very
fast during dynamic sampling. However, for our algorithm to
be accurate we need to train this regression function with
reduction in distortion (RD) values resulting from many
different measurements. In certain cases, where the image
sizes are large, computing sufficiently many entries for the
training database can be very time consuming. To solve this
problem we introduce an efficient training scheme that allows
us to extract many entries for the training database with just
one reconstruction. We empirically validate this approxima-
tion for small images and then detail a method to find the
parameters needed for this approximation when dealing with
larger images. Then we introduce a stopping condition for
dynamic sampling, which allows us to stop when a desired
distortion level is reached, as opposed to stopping after a
predetermined number of samples are acquired. Finally we
extend our algorithm to incorporate group-wise sampling so
that multiple measurements can be selected in each step of the
algorithm.
In the results section of this paper, we first empirically
validate our approximation to the ERD by performing ex-
periments on 64× 64 sized computationally generated EBSD
images. Then we compare SLADS with state-of-the-art static
sampling methods by sampling both simulated EBSD and real
SEM images. We observe that with SLADS we can compute
a new sample location very quickly (in the range of 1 -
100 ms), and can achieve the same reconstruction distortion
as static sampling methods with dramatically fewer samples.
Finally, we evaluate the performance of group-wise SLADS
by comparing it to SLADS and to static sampling methods.
II. DYNAMIC SAMPLING FRAMEWORK
In sparse image sampling we measure only a subset of all
available pixels. However, for a sparse sampling technique
to be useful, the measured pixels should yield an accurate
reconstruction of the underlying object. Dynamic sampling
(DS) is a particular form of sparse sampling in which each
new measurement is informed by all the previous pixel mea-
surements.
To formulate the dynamic sampling problem, we first denote
the unknown image formed by imaging the entire underlying
object as X ∈ RN . We then denote the value of the pixel at
location r ∈ Ω by Xr, where Ω is the set of all locations in
the image.
Now, we assume that k pixels have already been measured
at a set of locations S = {s(1), · · · , s(k)}. We then represent
the measurements and the corresponding locations as a k × 2
matrix
Y (k) =

s(1), Xs(1)
...
s(k), Xs(k)
 .
From these measurements, Y (k), we can compute an estimate
of the unknown image X . We denote this best current estimate
of the image as Xˆ(k).
Now we would like to determine the next pixel location
s(k+1) to measure. If we select a new pixel location s and
measure its value Xs, then we can presumably reconstruct a
better estimate of X . We denote this improved estimate as
Xˆ(k;s).
Of course, our goal is to minimize the distortion between
X and Xˆ(k;s), which we denote by the following function
D(X, Xˆ(k;s)) =
∑
r∈Ω
D(Xr, Xˆ
(k;s)
r ) , (1)
where D(Xr, Xˆ
(k;s)
r ) is some scalar measure of distortion
between the two pixels Xr and Xˆ
(k;s)
r . Here, the function
D(·, ·) may depend on the specific application or type of
image. For example we can let D(a, b) = |a − b|l where
l ∈ Z+.
In fact, minimizing this distortion is equivalent to maximiz-
ing the reduction in the distortion that occurs when we make
a measurement. To do this, we define R(k;s)r as the reduction-
in-distortion at pixel location r resulting from a measurement
at location s.
R(k;s) = D(X, Xˆ(k))−D(X, Xˆ(k;s)) . (2)
Notice that typically R(k;s) will be a positive quantity since
we expect that the distortion should reduce when we collect
3additional information with new measurements. While this is
typically true, in specific situations R(k;s) can actually be
negative since a particular measurement might mislead one
into increasing the distortion. Perhaps more importantly, we
cannot know the value of R(k;s) because we do not know X .
Therefore, our real goal will be to minimize the expected
value of R(k;s) given our current measurements. We define the
expected reduction-in-distortion (ERD) as
R¯(k;s) = E
[
R(k;s)|Y (k)
]
. (3)
The specific goal of our greedy dynamic sampling algorithm
will be to select the pixel s according to the following rule.
s(k+1) = arg max
s∈Ω
{
R¯(k;s)
}
(4)
Intuitively, equation (4) selects the next pixel to maximize
the expected reduction-in-distortion given all the available
information Y (k).
Once s(k+1) is determined, we then form a new measure-
ment matrix given by
Y (k+1) =
[
Y (k)
s(k+1), Xs(k+1)
]
. (5)
We repeat this process recursively until the stopping condition
discussed in Section IV is achieved.
In summary, the greedy dynamic sampling algorithm is
given by the following iteration.
k ← 0
repeat
s(k+1) = arg maxs∈Ω
{
R¯(k;s)
}
Y (k+1) =
[
Y (k)
s(k+1), Xs(k+1)
]
k ← k + 1
until Desired fidelity is achieved
In Section IV, we will introduce a stopping condition that
can be used to set a specific expected quality level for the
reconstruction.
III. SUPERVISED LEARNING APPROACH FOR DYNAMIC
SAMPLING (SLADS)
The challenge in implementing this greedy dynamic sam-
pling method is accurately determining the ERD function,
R¯(k;s). Our approach to solve this problem is to use supervised
learning techniques to determine this function from training
data.
More specifically, the supervised learning approach for
dynamic sampling (SLADS) will use an off-line training
approach to learn the relationship between the ERD and the
available measurements, Y , so that we can efficiently predict
the ERD. More specifically, we would like to fit a regression
function fθ(·), so that
R¯(s) = fθs (Y ) . (6)
Here fθs (·) denotes a non-linear regression function determined
through supervised learning, and θ is the parameter vector that
must be estimated in the learning process. Notice above that
we have dropped the superscript k since we would like to
estimate a function that will work for any number of previously
measured pixels.
Now, to estimate fθ(·) we must construct a training database
containing multiple corresponding pairs of (R(s), Y ). Here,
R(s) = D(X, Xˆ)−D(X, Xˆ(s)), where Xˆ is the best estimate
of X computed using the measurements Y , and Xˆ(s) is the
best estimate of X computed using the measurements Y along
with an additional measurement at location s.
Notice that since R(s) is the reduction-in-distortion, it
requires knowledge of the true image X . Since this is an
off-line training procedure, X is available, and the regres-
sion function, fθs (Y ), will compute the required conditional
expectation R¯(s). However, in order to compute R(s) for a
single value of s, we must compute two full reconstructions,
both Xˆ and Xˆ(s). Since reconstruction can be computationally
expensive, this means that creating a large database can be very
computationally expensive. We will address this problem and
propose a solution to it in Section III-A.
For our implementation of SLADS, the regression function
fθs (Y ) will be a function of a row vector containing features
extracted from Y . More specifically, at each location s, a p-
dimensional feature vector Vs will be computed using Y and
used as input to the regression function. The specific choices
of features used in Vs are listed in Section III-D; however,
other choices are possible.
From this feature vector, we then compute the ERD using
a linear predictor with the following form:
R¯(s) = fθs (Y ) = Vs θ. (7)
We can estimate the parameter θ by solving the following
least-squares regression
θˆ = arg min
θ∈Rp
‖R− Vθ‖2 , (8)
where R is an n-dimensional column vector formed by
R =

R(s1)
...
R(sn)
 , (9)
and V is given by
V =

Vs1
...
Vsn
 . (10)
So together (R,V) consist of n training pairs, {(Rsi , Vsi)}ni=1,
that are extracted from training data during an off-line training
procedure. The parameter θ is then given by
θˆ =
(
VtV
)−1 VtR . (11)
Once θˆ is estimated, we can use it to find the ERD for
each unmeasured pixel during dynamic sampling. Hence, we
find the k + 1th location to measure by solving
s(k+1) = arg max
s∈Ω
(
V (k)s θˆ
)
, (12)
4where V (k)s denotes the feature vector extracted from the
measurements Y (k) at location s. It is important to note that
this computation can be done very fast. The pseudo code for
SLADS is shown in Figure (1).
function Y (K) ← SLADS(Y (k), θˆ, k)
S ← {s(1), s(2), . . . s(k)}
while Stopping condition not met do
for ∀s ∈ {Ω \ S} do
Extract V (k)s
R¯(k;s) ← V (k)s θˆ
end for
s(k+1) = arg max
s∈{Ω\S}
(
R¯(k;s)
)
Y (k+1) =
[
Y (k)
s(k+1), Xs(k+1)
]
S ← {S ∪ s(k+1)}
k ← k + 1
end while
K ← k
end function
Fig. 1. SLADS algorithm in pseudo code. The inputs to the function are
the initial measurements Y (k), the coefficients needed to compute the ERD,
found in training, θˆ, and k, the number of measurements. When the stopping
condition is met, the function will output the selected set of measurements
Y (K).
A. Training for SLADS
In order to train the SLADS algorithm, we must form
a large training database containing corresponding pairs of
R(s) and Vs. To do this, we start by selecting M training
images denoted by {X1, X2, . . . , XM}. We also select a set
of sampling densities represented by p1%, p2%, . . . , pH%.
For image Xm and each sampling density, ph%, we ran-
domly select ph% of all pixels in the image to represent
the simulated measurement locations. Then for each of the
remaining unmeasured locations, s, in the image Xm, we
compute the pairs (R(s), Vs) and save them to the training
database. This process is then repeated for all the sampling
densities and all the images to form a complete training
database.
Figure 2 illustrates this procedure. Note that by selecting a
set of increasing sampling densities, the SLADS algorithm can
be trained to accurately predict the ERD in conditions where
the sampling density is low or high. Intuitively, by sampling a
variety of images with a variety of sampling densities, the final
training database is constructed to represent the behaviors that
will occur as the sampling density increases when SLADS is
used.
B. Approximating the reduction-in-distortion
While the training procedure described in Section III-A is
possible, it is very computationally expensive because of the
need to exactly compute the value of R(s). Since this compu-
tation is done in the training phase, we rewrite equation (2)
without the dependence on k to be
R(s) = D(X, Xˆ)−D(X, Xˆ(s)) , (13)
where X is known in training, Xˆ is the reconstruction using
the selected sample points, and Xˆ(s) is the reconstruction
using the selected sample points plus the value Xs. Notice
that Xˆ(s) must be recomputed for each new pixel s. This
requires that a full reconstruction be computed for each entry
of the training database. While this maybe possible, it typically
represents a very large computational burden.
In order to reduce this computational burden, we introduce
in this section a method for approximating the value of R(s)
so that only a single reconstruction must be performed in
order to evaluate R(s) for all pixels s in an image. This
dramatically reduces the computation required to build the
training database.
In order to express our approximation, we first rewrite the
reduction-in-distortion in the form
R(s) =
∑
r∈Ω
R(s)r ,
where
R(s)r = D(Xr, Xˆr)−D(Xr, Xˆ(s)r ).
So here R(s)r is the reduction-in-distortion at pixel r due to
making a measurement at pixel s. Using this notation, our
approximation is given by
R(s)r ≈ R˜(s)r = hs,rD
(
Xr, Xˆr
)
, (14)
where
hs,r = exp
{
− 1
2σ2s
‖r − s‖2
}
(15)
and σs is the distance between the pixel s and the nearest pre-
viously measured pixel divided by a user selectable parameter
c. More formally, σs is given by
σs =
mint∈S ‖s− t‖
c
, (16)
where S is the set of measured locations. So this results in the
final form for the approximate reduction-in-distortion given by
R˜(s) =
∑
r∈Ω
hs,rD
(
Xr, Xˆr
)
, (17)
where c is a parameter that will be estimated for the specific
problem.
In order to understand the key approximation of equa-
tion (14), notice that the reduction-in-distortion is proportional
to the product of hs,r and D
(
Xr, Xˆr
)
. Intuitively, hs,r
5Fig. 2. Illustration of how training data is extracted from one image in the training database. We first select p1% of the pixels in the image and consider
them as measurements Y . Then for all unmeasured pixel locations (s ∈ {Ω \ S1}) we extract a feature vector Vs and also compute R(s). We the repeat the
process for when p2, p3, . . . and ph% of the pixels are considered measurements. Here again Ω is the set of all locations in the training image and Si is the
set of measured locations when pi% of pixels are selected as measurements. All these pairs of
(
Vs, R(s)
)
are then stored in the training database.
s1 σ (s1 )
s2σ (s2 )
(a) Measurements
s1 
(b) hs1,r
s2 
(c) hs2,r
Fig. 3. This figure illustrates the shape of the function hs,r as a function of
r. (a) The red squares represent the two new measurement locations s1 and
s2, and the yellow squares represent the locations of previous measurements.
(b) The function hs1,r resulting from a measurement at location s1. (c) The
function hs2,r resulting from a measurement at location s2. Notice that since
σs1 > σs2 then the weighting function hs1,r is wider than the function
hs2,r .
represents the weighted distance of r from the location of the
new measurement, s; and D
(
Xr, Xˆr
)
is the initial distortion
at r before the measurement was made. So for example, when
r = s, then hs,r = 1 and we have that
R˜(s)s = D
(
Xs, Xˆs
)
. (18)
In this case, the reduction-in-distortion is exactly the initial
distortion since the measurement is assumed to be exact.
However, as r becomes more distant from the pixel being
measured, s, the reduction-in-distortion will be attenuated by
the weight hs,r < 1.
Figures 3(b) and (c) illustrate the shape of hs,r for two
different cases. In Figures 3(b), the pixel s1 is further from
the nearest measured pixel, and in Figures 3(c), the pixel s2
is nearer. Notice that as r becomes more distant from the
measurement location s, the reduction-in-distortion becomes
smaller.
C. Estimating the c parameter
In this section, we present a method for estimating the
parameter c used in equation (17). To do this, we create a
training database that contains the approximate reduction-in-
distortion for a set of parameter values. More specifically, each
entry of the training database has the form(
R˜(s;c1), R˜(s;c2), . . . , R˜(s;cn), V (s)
)
,
where c ∈ {c1, c2, . . . cn} is a set of n possible parameter
values, and R˜(s;ci) is the approximate reduction-in-distortion
computed using the parameter value ci.
Using this training database, we compute the n associated
parameter vectors θˆ(ci), and using these parameter vectors,
we apply the SLADS algorithm on M images and stop each
simulation when K samples are taken. Then for each of these
M SLADS simulations, we compute the total distortion as
TD
(m,ci)
k =
1
|Ω|D
(
X(m), Xˆ(k,m,ci)
)
, (19)
where X(m) is the mth actual image, and Xˆ(m,k,ci) is the
associated image reconstructed using the first k samples and
parameter value ci. Next we compute the average total distor-
tion over the M training images given by
TD
(ci)
k =
1
M
M∑
m=1
TD
(m,ci)
k . (20)
From this, we then compute the area under the TD curve as
the overall distortion metric for each ci given by
DM (ci) =
K∑
k=2
TD
(ci)
k−1 + TD
(ci)
k
2
, (21)
6where K is the total number of samples taken before stopping.
The optimal parameter value, c∗, is then selected to minimize
the overall distortion metric given by
c∗ = arg min
c∈{c1,c2,...cu}
{
DM (c)
}
. (22)
D. Local Descriptors in Feature Vector Vs
In our implementation, the feature vector Vs is formed
using terms constructed from the 6 scalar descriptors
Zs,1, Zs,2, . . . Zs,6 listed in Table I. More specifically, we take
all the unique second-degree combinations formed from these
descriptors to form Vs. This gives us a total of 28 elements
for the vector Vs.
Vs = [1, Zs,1, . . . , Zs,6, Z
2
s,1, Zs,1Zs,2, . . . , Zs,1Zs,6,
Z2s,2, Zs,2Zs,3, . . . , Zs,2Zs,6, . . . , Z
2
s,6].
The first two descriptors in Table I are the gradients of the
image computed from the measurement in the horizontal and
vertical directions. The second two descriptors are measures
of the variance for each unmeasured location. So the first four
descriptors quantify the intensity variation at each unmeasured
location. Then the last two descriptors quantify how densely
(or sparsely) the region surrounding an unmeasured pixel is
measured. In particular, the first of these descriptors is the
distance from the nearest measurement to an unmeasured pixel
and the second is the area fraction that is measured in a circle
surrounding an unmeasured pixel.
Fig. 4. The SLADS algorithm as a flow diagram. The inputs to the function
are the initial measurements Y (k), the coefficients needed to compute the
ERD, found in training, θˆ, and the set S containing the indices of the
measurements. When the stopping condition is met the function will output
the selected set of measurements Y (K).
IV. STOPPING CONDITION FOR SLADS
In applications, it is often important to have a stopping
criteria for terminating the SLADS sampling process. In order
to define such a criteria, we first define the expected total
distortion (ETD) at step k by
ETDk = E
[
1
|Ω|D
(
X, Xˆ(k)
)]
.
Measures of gradients
Gradient of the reconstruction
in horizontal (x) direction.
Zs,1 = D
(
Xˆsx+ , Xˆsx−
)
where, sx+ and sx− are pix-
els adjacent to s the horizontal
direction
Gradient of the reconstruction
in vertical (y) direction.
Zs,2 = D
(
Xˆsy+ , Xˆsy−
)
where, sx+ and sx− are pix-
els adjacent to s the horizontal
direction
Measures of standard deviation
Zs,3 =
√
1
L
∑
r∈∂s
D
(
Xr, Xˆs
)2
Here ∂s is the set containing
the indices of the L nearest
measurements to s.
Zs,4 =
∑
r∈∂s
w(s)r D
(
Xr, Xˆs
)
Here,
w(s)r =
1
‖s−r‖2∑
u∈∂s
1
‖s− u‖2
and ‖s − r‖ is the euclidean
distance between s and r.
Measures of density of measurements
Zs,5 = min
r∈∂s
‖s− r‖2
The distance from s to the
closest measurement.
Zs,6 =
1 +A(s;λ)
1 +A∗(s;λ)
Here A(s;λ) is the area of a
circle λ% the size of the image.
A∗(s;λ) is the measured area in-
side A(s;λ).
TABLE I
LIST OF DESCRIPTORS USED TO CONSTRUCT THE FEATURE VECTOR Vs .
THERE ARE THREE MAIN CATEGORIES OF DESCRIPTORS: MEASURES OF
GRADIENTS, MEASURES OF STANDARD DEVIATION, AND MEASURES OF
DENSITY OF MEASUREMENTS SURROUNDING THE PIXEL s.
Notice that the expectation is necessary since the true value of
X is unavailable during the sampling process. Then our goal
is to stop sampling when the ETD falls below a predetermined
threshold.
ETDk ≤ T
In order to make this practical, at each step of the SLADS
algorithm we compute
(k) = (1− β)(k−1) + βD
(
Xs(k) , Xˆ
(k−1)
s(k)
)
, (23)
where k > 1, β is a user selected parameter that determines the
amount of temporal smoothing, Xs(k) is the measured value
of the pixel at step k, and Xˆ(k−1)
s(k)
is the reconstructed value
of the same pixel at step k − 1.
Intuitively, the value of (k) measures the average level
of distortion in the measurements. So a large value of (k)
indicates that more samples need to be taken, and a smaller
value indicates that the reconstruction is accurate and the
7sampling process can be terminated. However, in typical
situations, it will be the case that
(k) > ETDk
because the SLADS algorithm will tend to select pixels to
measure whose values have great uncertainty.
In order to compensate for this effect, we compute a
function T˜ (T ) using a look-up-table (LUT) and stop sampling
when
(k) ≤ T˜ (T ).
The function T˜ (T ) is determined using a set of training
images, {X1, · · · , XM}. For each image, we first determine
the number of steps, Km(T ), required to achieve the desired
distortion.
Km(T ) = min
k
{
k :
1
|Ω|D
(
X, Xˆ(k)
)
≤ T
}
. (24)
Then we average the value of k for each of the M images to
determine the adjusted threshold:
T˜ (T ) =
1
M
M∑
m=1
(Km(T ))m . (25)
Selection of the parameter β allows the estimate of k to
be smoothed as a function of k. In practice, we have used the
following formula to set β:
β =

0.001
(
log2(5122)−log2(|Ω|)
2 + 1
)
|Ω| ≤ 5122
0.001
(
log2(|Ω|)−log2(5122)
2 + 1
)−1
|Ω| > 5122
where |Ω| is the number of pixels in the image.
Figure 4 shows the SLADS algorithm as a flow diagram
after the stopping condition in the previews section is incor-
porated.
V. GROUP-WISE SLADS
In this section, we introduce a group-wise SLADS approach
in which B measurements are made at each step of the
algorithm. Group-wise SLADS may be more appropriate in
applications where it is faster to measure a set of prede-
termined pixels in a single burst. So at the kth step, our
goal will be to select a group of measurement positions,
S(k+1) =
{
s
(k+1)
1 , s
(k+1)
2 , . . . s
(k+1)
B
}
, that will yield the
greatest expected reduction-in-distortion.
S(k+1) = arg max
{s1,s2,...sB}∈{Ω\S}
{
R¯(k;s1,s2,...sB)
}
, (26)
where R¯(k;s1,s2,...sB) is the expected reduction-in-distortion
due to measurements s(k+1)1 , s
(k+1)
2 , . . . s
(k+1)
B . However, solv-
ing this problem requires that we consider
(
N−|S|
B
)
different
combinations of measurements.
In order to address this problem, we introduce a method in
which we choose the measurements sequentially, just as we do
in standard SLADS. Since group-wise SLADS requires that we
make measurements in groups, we cannot make the associated
measurement after each location is selected. Consequently,
we cannot recompute the ERD function after each location
is selected, and therefore, we cannot select the best position
for the next measurement. Our solution to this problem is to
estimate the value at each selected location, and then we use
the estimated value as if it were the true measured value.
More specifically, we first determine measurement location
s
(k+1)
1 using equation (4), and then let S ←
{
S ∪ s(k+1)1
}
.
Now without measuring the pixel at s(k+1)1 , we would like
to find the location of the next pixel to measure, s(k+1)2 .
However, since s(k+1)1 has now been chosen, it is important to
incorporate this information when choosing the next location
s
(k+1)
2 . In our implementation, we temporarily assume that
the true value of the pixel, X
s
(k+1)
1
, is given by its estimated
value, Xˆ(k)
s
(k+1)
1
, computed using all the measurements acquired
up until the kth step. We will refer to Xˆ(k)
s
(k+1)
1
as a pseudo-
measurement since it takes the place of a true measurement
of the pixel. Now using this pseudo-measurement along with
all previous real measurements, we estimate a pseudo-ERD
R¯(k,s
(k+1)
1 ;s) for all s ∈ {Ω \ S} and from that select the next
location to measure. We repeat this procedure to find all B
measurements.
So the procedure to find the bth measurement is as follows.
We first construct a pseudo-measurement vector,
Y
(k+1)
b =

Y (k)
s
(k+1)
1 , Xˆ
(k)
s
(k+1)
1
s
(k+1)
2 , Xˆ
(k)
s
(k+1)
2
. . .
s
(k+1)
b−1 , Xˆ
(k)
s
(k+1)
b−1

, (27)
where Y (k+1)1 = Y
(k). Then using this pseudo-measurement
vector we compute the pseudo-ERD for all s ∈ {Ω \ S}
R¯(k,s
(k+1)
1 ,s
(k+1)
2 ,...s
(k+1)
b−1 ;s) = V
(k,s
(k+1)
1 ,s
(k+1)
2 ,...s
(k+1)
b−1 )
s θˆ.
(28)
where V
(k,s
(k+1)
1 ,s
(k+1)
2 ,...s
(k+1)
b−1 )
s is the feature vector that corre-
sponds to location s. It is important to note that when b = 1 the
pseudo-ERD is the actual ERD computed using the actual
measurements only. Now we find the location that maximizes
the pseudo-ERD by
s
(k+1)
b = arg max
s∈{Ω\S}
{
R¯(k,s
(k+1)
1 ,s
(k+1)
2 ,...s
(k+1)
b−1 ;s)
}
. (29)
Then finally we update the set of measured locations by
S ←
{
S ∪ s(k+1)b
}
. (30)
Figure 5 shows a detailed illustration of the proposed group-
wise SLADS method.
VI. RESULTS
In the following sections, we first validate the approximation
to the ERD, and then we compare SLADS to alternative
sampling approaches based on both real and simulated data.
We then evaluate the stopping condition presented in Section
8function Y (K) ← GROUP-WISE SLADS(Y (k), θˆ, k, B)
S ← {s(1), s(1), . . . s(k)}
while Stopping condition not met do
for b = 1, . . . B do
Form pseudo-measurement vector Y (k+1)b as shown in equation (27)
Compute pseudo-ERD R¯(k,s
(k+1)
1 ,s
(k+1)
2 ...s
(k+1)
b−1 ;s) from Y (k+1)b ∀s ∈ S using equation (28)
s
(k+1)
b = arg max
s∈{Ω\S}
(
R¯(k,s
(k+1)
1 ,s
(k+1)
2 ...s
(k+1)
b−1 ;s)
)
S ←
{
S ∪ s(k+1)b
}
end for
Y (k+1) =

Y (k)
s
(k+1)
1 , Xˆ
(k)
s
(k+1)
1
s
(k+1)
2 , Xˆ
(k)
s
(k+1)
2
...
s
(k+1)
b , Xˆ
(k)
s
(k+1)
b

k ← k + 1
end while
K ← k
end function
Fig. 5. Our proposed method for Group-wise SLADS. Here instead of just selecting 1 measurement in each step of SLADS, as we did in Figure 1, we now
select B measurement locations at each step.
IV and finally compare the group-wise SLADS method pre-
sented in Section V with SLADS. The distortion metrics and
the reconstruction methods we used in these experiments are
detailed in Appendices A and B. It is also important to note
that we start all experiments by first acquiring 1% of the image
according to low-discrepancy sampling [6].
A. Validating the ERD Approximation
In this section, we compare the results using the true
and approximate ERD described in Section III-B in order
to validate the efficacy of the approximation. The SLADS
algorithm was trained and then tested using the synthetic
EBSD images shown in Figures 6(a) and 6(b). Both sets of
images were generated using the Dream.3D software [20].
The training images were constructed to have a small size
of 64 × 64 so that it would be tractable to compute the
true reduction-in-distortion from equation (13) along with the
associated true regression parameter vector θˆtrue. This allowed
us to compute the true ERD for this relatively small problem.
We selected the optimal parameter value, c∗, using the
method described in Section III-C from the possible values
c ∈ {2, 4, 6, . . . 24}. Figure 7 shows a plot of DM (ci) versus
ci. In this case, the optimal parameter value that minimizes
the overall distortion metric is given by c∗ = 20. However,
we also note that the metric is low for a wide range of values.
Figure 8 shows the results of plotting the total distortion,
TDk, versus the percentage of samples for both the true re-
gression parameter, θˆtrue, and the approximate regression pa-
rameter, θˆ(c
∗). While the two curves are close, the approximate
reduction-in-distortion results in a lower curve than the true
reduction-in-distortion. This indicates that the approximation
is effective, but it is surprising that the approximate parameter
works better than the true parameter. We conjecture that this
suggests that there approximations in our models that might
allow for future improvements.
B. Results using Simulated EBSD Images
In this section we first compare SLADS with two static
sampling methods – Random Sampling (RS) [5] and Low-
discrepancy Sampling (LS) [6]. Then we evaluate the group-
wise SLADS method introduced in Section V and finally
we evaluate the stopping method introduced in Section IV.
Figures 9(a) and 9(b) show the simulated 512 × 512 EBSD
images we used for training and testing, respectively, for all
9(a) (b)
Fig. 6. Images used to compute regression coefficients and perform SLADS in the experiment detailed in Section VI-A. These images have 64× 64 pixels
each, and are synthetic EBSD image generated using the Dream.3D software. The images here are discretely labeled and the different colors correspond to
different crystal orientations. In particular, (a) shows the images that were used to find the regression coefficients and (b) shows the images on which SLADS
was performed.
c
0 5 10 15 20 25
D
ist
or
tio
n
M
et
ric
(D
M
)
2
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3
Fig. 7. Experimental results from the experiment we performed to pick
the best value for c in equation 16. The figure shows the overall distortion
metric of equation 21 computed from the 24 SLADS experiments for the
c = 2, 4, 6, . . . 24. The distortion metric is smallest when c = 20.
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Fig. 8. Experimental results from the experiments we performed to
empirically validate the approximation to the ERD. The curves show the
TD averaged over 24 different experiments versus the percentage of samples
when the true value of R(s) was used to estimate θ and when the approximate
value of R(s) was used to estimate θ. In this experiments we selected c = 20
to compute the approximate RD.
the experiments in this section. All results used the parameter
value c∗ = 10 that was estimated using the method described
in Section III-C. The average total distortion, TDk, for the
experiments was computed over the full test set of images.
Figure 10 shows a plot of the average total distortion, TDk,
for each of the three algorithms that were compared, LS, RS
and SLADS. Notice that SLADS dramatically reduces error
relative to LS or RS at the same percentage of samples, and
that it achieves nearly perfect reconstruction after approxi-
mately 6% of the samples are measured.
Figure 11 gives some insight into the methods by showing
the sampled pixel locations after 6% of samples have been
taken for each of the three methods. Notice that SLADS
primarily samples in locations along edges, but also selects
some points in uniform regions. This both localizes the edges
more precisely while also reducing the possibility of missing a
small region or “island” in the center of a uniform region. Al-
ternatively, the LS and RS algorithms select sample locations
independent of the measurements; so samples are used less
efficiently, and the resulting reconstructions have substantially
more errors along boundaries.
To evaluate the group-wise SLADS method we compare
it with SLADS and LS. Figure 12 shows a plot of the
average total distortion, TDk, for SLADS, LS, group-wise
SLADS with the group sampling rates of B = 2, 4, 8 and 16
performed on the images in Figure 9(b). We see that group-
wise SLADS has somewhat higher distortion for the same
number of samples as SLADS and that the distortion increases
with increasing values of B. This is reasonable since SLADS
without group sampling has the advantage of having the
most information available when choosing each new sample.
However, even when collecting B = 16 samples in a group,
the increase in distortion is still dramatically reduced relative
to LS sampling.
We then evaluate the stopping method by
attempting to stop SLADS at different distortion
levels. In particular, we will attempt to stop
SLADS when TDk ≤ TDdesired for TDdesired ={
5× 10−5, 10× 10−5, 15× 10−5 . . . 50× 10−5}. For each
TDdesired value we found the threshold to place on the
stopping function, in equation 23, by using the method
described in Section IV on a subset of the images in
Figure 9(a). Again we used the images shown in Figures 9(a)
and 9(b) for training and testing, respectively. After each
SLADS experiment stopped we computed the true TD value,
TDtrue, and then computed the average true TD value for
a given TDdesired, ¯TDtrue (TDdesired), by averaging the
TDtrue values over the 20 testing images.
Figure 13 shows a plot of ¯TDtrue (TDdesired) and
TDdesired. From this plot we can see that the experiments
that in general TDdesired ≥ ¯TDtrue (TDdesired). This is
10
(a) (b)
Fig. 9. Images used for training and testing in the experiment detailed in Section VI-B in which we compared SLADS with LS and RS. These images have
512 × 512 pixels each, and are synthetic EBSD image generated using the Dream.3D software. The images here are discretely labeled and the different
colors correspond to different crystal orientations. In particular, (a): shows the images that were used for training and (b): shows the images that were used
for testing.
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Fig. 10. In this figure we plot the average TD, ¯TDk , (averaged over 20
sampling experiments) versus the percentage of samples for the experiment
detailed in Section VI-B. The plot shows the ¯TDk curves that correspond to
SLADS, RS and LS. The images that were sampled in this experiment are
shown in Figure 9(b).
the desirable result since we intended to stop when TDk ≤
TDdesired. However, from the standard deviation bars we see
that in certain experiments the deviation from TDdesired is
somewhat high and therefore note the need for improvement
through future research.
It is also important to mention that the SLADS algorithm
(for discrete images) was implemented for protein crystal
positioning by Simpson et al. in the synchrotron facility at
the Argonne national laboratory [1].
C. Results using Scanning Electron Microscope Images
In this section we again compare SLADS with LS and RS
but now on continuously valued scanning electron microscope
(SEM) images. Figures 15(a) and 15(b) show the 128 × 128
SEM images used for training and testing, respectively. Using
the methods described in Section III-C, the parameter value
c∗ = 2 was estimated and again the average total distortion,
TDk was computed over the full test set of images.
Figure 16 shows a plot of TDk for each of the three
tested algorithms, SLADS, RS, and LS. We again see that
SLADS outperforms the static sampling methods, but not as
dramatically as in the discrete case.
Figure 14 shows the results of the three sampling methods
after 15% of the samples have been taken along with the
resulting sampling locations that were measured. Once more
we notice that SLADS primarily samples along edges, and
therefore we get better edge resolution. We also notice that
some of the smaller dark regions (“islands”) are missed by LS
and RS while SLADS is able to resolve almost all of them.
VII. CONCLUSIONS
In this paper, we presented a framework for dynamic image
sampling which we call a supervised learning approach to
dynamic sampling (SLADS). The method works by selecting
the next measurement location in a manner that minimizes
the expected reduction in distortion (ERD) for each new
measurement. The SLADS algorithm dramatically reduces
the computation required for dynamic sampling by using a
supervised learning approach in which a regression algorithm
is used to efficiently estimate the ERD for each new measure-
ment. This makes the SLADS algorithm practical for real-time
implementation.
Our experiments show that SLADS can dramatically outper-
form static sampling methods for the measurement of discrete
data. For example, SEM analytical methods such as EBSD [2],
or synchrotron crystal imaging [1] are just two cases in which
sampling of discrete images is important. We also introduced
a group-wise SLADS method which allows for sampling of
multiple pixels in a group, with only limited loss in perfor-
mance. Finally, we concluded with simulations on sampling
from continuous SEM images in which we demonstrated that
SLADS provides modest improvements compared to static
sampling.
APPENDIX
A. Distortion Metrics for Experiments
Applications such as EBSD generate images formed by
discrete classes. For these images, we use a distortion metric
11
(a) Original Image (b) RS: Sample locations (∼ 6%) (c) LS: Sample locations (∼ 6%) (d) SLADS: Sample locations
(∼ 6%)
(e) RS: Reconstructed Image (f) LS: Reconstructed Image (g) SLADS: Reconstructed Image
(h) RS: Distortion Image
(TD = 2.11× 10−2)
(i) LS: Distortion Image
(TD = 1.74× 10−2)
(j) SLADS: Distortion Image
(TD = 3.81× 10−6)
Fig. 11. This figure shows sample locations and reconstructions after 6% of the image in (a) was sampled using SLADS, RS and LS. Here (a) is the image
being sampled. (b), (c) and (d) show the images reconstructed from samples collected using RS, LS and SLADS respectively. (e), (f) and (g) are the distortion
images that correspond to (b), (c) and (d) respectively. A distortion image is defined as D
(
X, Xˆ
)
where X is the ground truth and the Xˆ is the reconstructed
image. Note that the distortion image only has values 0 and 1 since these are discretely labeled images (see Appendix A). (h), (i) and (j) are the measurement
masks that correspond to (b), (c) and (d) respectively.
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Fig. 12. In this figure we compare SLADS with Group-wise SLADS. In par-
ticular, we performed SLADS and Group-wise SLADS with B = 2, 4, 8, 16
on 20 simulated EBSD images shown in Figure 9(b) and then plotted
TDk versus the percentage of samples. We see that Group-wise SLADS
is comparable to SLADS and that as B gets larger the distortion for the same
number of samples gets larger. Note that SLADS is group-wise SLADS with
B = 1.
defined between two vectors A ∈ RN and B ∈ RN as
D (A,B) =
N∑
i=1
I (Ai, Bi) , (31)
where I is an indicator function defined as
I (Ai, Bi) =
{
0 Ai = Bi
1 Ai 6= Bi,
(32)
where Ai is the ith element of the vector i.
However, for the experiments in Section VI-C we used con-
tinuously valued images. Therefore, we defined the distortion
D (A,B) between two vectors A and B as
D (A,B) =
N∑
i=1
|Ai −Bi|. (33)
B. Reconstruction Methods for Experiments
In the experiments with discrete images experiments all
the reconstructions were performed using the weighted mode
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Fig. 13. This plot corresponds to the experiment performed
to evaluate the stopping method we presented in Section IV.
Here we plot ¯TDtrue (TDdesired) and TDdesired where
TDdesired =
{
5× 10−5, 10× 10−5, 15× 10−5 . . . 50× 10−5}.
¯TDtrue (TDdesired) was computed by averaging the TDtrue values over
10 experiments. Note that we also show the standard deviation bars for
¯TDtrue (TDdesired). From this plot we see that the stopping method on
average is accurate.
interpolation method. The weighted mode interpolation of a
pixel s is Xrˆ for
rˆ = arg max
r∈∂s
{∑
t∈∂s
[
(1−D (Xr, Xt))w(s)r
]}
, (34)
where
w(s)r =
1
‖s−r‖2∑
u∈∂s
1
‖s− u‖2
(35)
and |∂s| = 10.
In the training phase of the experiments on continuously
valued data, we performed reconstructions using the Plug &
Play algorithm [21] to compute the reduction-in-distortion.
However, to compute the reconstructions for descriptors (both
in testing and training) we used weighted mean interpolation
instead of Plug & Play to minimize the run-time speed of
SLADS. We define the weighted mean for a location s by
Xˆs =
∑
r∈∂s
w(s)r Xr. (36)
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(a) Original Image (b) RS: Sample locations
(∼ 15%)
(c) LS: Sample locations
(∼ 15%)
(d) SLADS: Sample locations
(∼ 15%)
(e) RS: Reconstructed Image (f) LS: Reconstructed Image (g) SLADS: Reconstructed Image
(h) RS: Distortion Image
(TD = 3.88)
(i) LS: Distortion Image
(TD = 3.44)
(j) SLADS: Distortion Image
(TD = 2.63)
Fig. 14. This figure shows sample locations and reconstructions after 15% of the image in (a) was sampled using SLADS, RS and LS. Here (a) is the
image being sampled. (b), (c) and (d) show the images reconstructed from samples collected using RS, LS and SLADS respectively. (e), (f) and (g) are the
distortion images that correspond to (b), (c) and (d) respectively. A distortion image is defined as D
(
X, Xˆ
)
where X is the ground truth and the Xˆ is the
reconstructed image. Note that the distortion image has values ranging from 0 to 255 since these are continuous 8 bit images (see Appendix A). (h), (i) and
(j) are the measurement masks that correspond to (b), (c) and (d) respectively.
(a) (b)
Fig. 15. Images used for training and testing in the experiment detailed in
Section VI-C in which we compared SLADS with LS and RS. These images
have 128 × 128 pixels each, and experimental collected SEM images. In
particular, (a) shows the images that were used for training and (b) shows
the images that were used for testing. These images were collected by Ali
Khosravani & Prof. Surya Kalidindi from Georgia Institute of Technology.
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Fig. 16. In this figure we plot the average TD, ¯TDk , (averaged over 4
sampling experiments) versus the percentage of samples for the experiment
detailed in Section VI-C. The plot shows the ¯TDk curves that correspond to
SLADS, RS and LS. The images that were sampled in this experiment are
shown in Figure 15(b).
