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ABSTRACT 
 
Optimizing Development Strategies to Increase Reserves in Unconventional Gas 
Reservoirs. (August 2010) 
Gulcan Turkarslan, B.S., Middle East Technical University 
Chair of Advisory Committee: Dr. Duane McVay 
 
 The ever increasing energy demand brings about widespread interest to rapidly, 
profitably and efficiently develop unconventional resources, among which tight gas 
sands hold a significant portion. However, optimization of development strategies in 
tight gas fields is challenging, not only because of the wide range of depositional 
environments and large variability in reservoir properties, but also because the 
evaluation often has to deal with a multitude of wells, limited reservoir information, and 
time and budget constraints. Unfortunately, classical full-scale reservoir evaluation 
cannot be routinely employed by small- to medium-sized operators, given its time-
consuming and expensive nature. In addition, the full-scale evaluation is generally built 
on deterministic principles and produces a single realization of the reservoir, despite the 
significant uncertainty faced by operators.  
 This work addresses the need for rapid and cost-efficient technologies to help 
operators determine optimal well spacing in highly uncertain and risky unconventional 
gas reservoirs. To achieve the research objectives, an integrated reservoir and decision 
modeling tool that fully incorporates uncertainty was developed. Monte Carlo simulation 
was used with a fast, approximate reservoir simulation model to match and predict 
production performance in unconventional gas reservoirs. Simulation results were then 
fit with decline curves to enable direct integration of the reservoir model into a Bayesian 
decision model. These integrated tools were applied to the tight gas assets of 
Unconventional Gas Resources Inc. in the Berland River area, Alberta, Canada. 
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CHAPTER 1 
INTRODUCTION 
 
1.1  Statement and Significance of the Problem 
The rapid growth in world energy demand and higher depletion rates of existing 
oil and gas reserves have initiated a gap between demand and supply (Zahid et al. 2007). 
To bridge this fast-growing energy gap and create a sustainable future energy supply, the 
global petroleum industry is investing heavily in exploration and development of 
unconventional energy sources.  
During the 1980s, implementation of federal tax credits and various technical 
development programs in North America accelerated the development of new 
technologies for unconventional natural gas exploration and exploitation. With the 
advancement of technology, along with increasing gas prices, there has been growing 
interest in shales, tight sands and coalbed methane during the past decade (Xiong and 
Holditch 2006).  
Among unconventional gas reservoirs in North America, tight sands hold the 
largest portion (Stark et al. 2007) and they represent an important source for future 
reserve growth and production. However, despite their tremendous reserve growth 
potential, tight gas reservoirs present significant technical and engineering challenges in 
characterization and exploitation, as well as uncertainties in production owing to 
complex heterogeneities and reservoir properties. Therefore, economic development of 
these assets remains risky. 1 
Functioning within this risky domain, it is imperative that operators make sound 
judgements and development decisions such as determining the optimal well spacing. 
When making such decisions, one should conserve capital, protect the environment by 
avoiding over drilling and profitably maximize production by quickly achieving the 
optimal well spacing.  
 
                                                 
This thesis follows the style and format of the SPE Journal. 
  
 
 
2
Examples of previous suboptimal development plans (McKinney et al. 2002) 
indicate potential losses of 50% in the asset value, which shows the importance of 
identifying the optimal well spacing early in the life of an unconventional gas field.  
Traditionally, determination of the optimal well spacing has been carried out 
through statistical comparison of the performance of wells drilled at different spacings, 
from several infill programs with 10-40 year time spans. Unfortunately, for emerging 
tight sand plays, due to the lack of historical infill programs there is insufficient data to 
utilize traditional statistical comparison methods for evaluating optimal well spacing. 
Moreover, we do not have the luxury to develop these fields in an upcoming 40-year 
time span.  
In summary, accelerating the development of unconventional gas reservoirs is 
critical to increase reserves and to meet the growing energy demand. Effective 
exploitation of these reservoirs can be achieved by developing fields at sufficiently 
dense well spacings, so that ultimate recovery is maximized while over drilling is 
avoided. Furthermore, the optimal well spacing must be reached early in the field’s life 
to minimize capital expenditures and maximize profit.  
 
1.2  Literature Review 
Rapid and cost-effective assessments of optimal development strategies in 
marginal tight gas fields, such as well spacing and completion practices are critical to 
increase reserves and accelerate production, while protecting the environment. However, 
optimization of development strategies in tight gas fields is challenging, not only 
because of the complexity involved in the evaluation due to the wide range of 
depositional environments and large variability in reservoir properties, but also because 
the evaluation often has to deal with a multitude of wells, limited reservoir information, 
and time and budget constraints.  
In recent years, the issue of determining optimal development strategies in tight 
gas fields has been followed with much interest in industry, and various authors have 
proposed techniques to address the challenges associated with geologic complexity of 
  
 
 
3
these reservoirs and methods of handling large numbers of wells and limited reservoir 
information.  
Newsham and Rushing (2001) introduced an integrated reservoir study including 
detailed geological, geophysical, petrophysical, reservoir engineering analyses and 
interpretations to evaluate infill drilling potential of a field and to determine optimal well 
placements. Unfortunately, such integrated studies cannot always be justified due to 
scarcity of data and marginal economics.   
As an alternative to performing an integrated reservoir study for large, low-
permeability gas reservoirs, some authors (Cipolla and Wood 1996; Guan and Du 2004; 
Guan and McVay 2004; Guan et al. 2002; Hudson et al. 2000; Hudson et al. 2001; Kyte 
and Meehan 1996; McCain et al. 1993; Voneiff and Cipolla 1996) proposed statistical 
moving window techniques to optimize the number and locations of wells to be drilled. 
While this technology can be a useful screening tool, the estimation errors for infill well 
performance can be quite significant as well interference effects become complicated 
and reservoir heterogeneity increases. 
To improve upon moving window methods, some authors (Gao and McVay 
2004; Cheng et al.  2006a; Cheng et al. 2006b; Cheng et al. 2008) suggested a 
simulation-based regression method combined with automated prediction to determine 
optimal well locations. The notable features of this method are (1) fast and cost-effective 
automatic history-matching and capability of handling hundreds of wells; (2) reliable 
reservoir characterization of large-scale heterogeneity for both permeability and pore 
volume and; (3) minimal data requirements. 
In this section, we present an extensive survey of those approaches regarding the 
determination of optimal development strategies in marginal tight sand reservoirs.   
 
1.2.1 Integrated Reservoir Studies 
Optimizing the development of low-permeability gas reservoirs is most 
accurately done by conducting a full-scale reservoir evaluation involving geological, 
geophysical, petrophysical and reservoir engineering analyses and interpretations. This 
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includes developing a geological model of the field, approximating distributions of static 
reservoir properties such as porosity and permeability, building and calibrating an 
accurate reservoir simulation model of the study area and utilizing it for the estimation 
and optimization of reservoir development. Although, the reliability and accuracy of this 
approach is quite high, it is not always favorable due its time-consuming and expensive 
nature.  
Rushing and Newsham (2001) presented an integrated work-flow process model 
to describe and characterize unconventional gas reservoirs. They modified and expanded 
the Petrophysical Integration Process Model (PPIM) of Gunter et al. (1997a, 1997b). The 
modified four-stage process model utilizes and integrates data from multiple and 
seemingly independent data sources; however, the key link among all data sources is the 
petrophysical model. Moreover, each stage of the process model both complements and 
supports other stages. 
Stage 1 is a geological assessment that defines large-scale architecture and 
geometry of the reservoir from interpretations of structural geology, depositional 
environment and stratigraphy to obtain an estimate of the reservoir volume potential at 
deposition. Based on lithology and sedimentary structure, lithofacies are derived from 
core data, meanwhile well logs are used to identify vertical distributions of lithologies. 
Pore-scale characterization of the rock and fluid systems are carried out in Stage 
2 based on the geologic framework context that was previously defined in Stage 1. For 
pore-scale characterization, petrographic observations on pore structure, texture, 
mineralogy and diagenesis are made. As a result of this characterization, rocks are 
categorized into several hydraulic rock types depending primarily on their unique 
porosity-permeability relationships and capillary pressure characteristics.  
Stage 3 is fundamentally an integration of the previously defined geological 
framework (Stage 1) and rock types (Stage 2) with formation evaluation techniques. This 
helps define reservoir flow units, seals and baffles which control fluid distribution and 
flow in the reservoir. For prediction of the vertical distribution of hydraulic rock types 
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along with their properties at each depth increment, petrophysical models formed on the 
basis of geophysical well log data are used. 
In Stage 4, the geological and petrophysical models obtained in Stages 1-3 are 
calibrated with various reservoir models. The objective of this stage is to develop three-
dimensional wellbore and reservoir flow models which can be employed in predicting 
future well performance and optimizing field development. 
Reservoir models are defined as multi-well flow models incorporating both large-
scale geological elements and small scale rock properties. Such models are useful for a 
variety of reasons. First, they provide a venue for optimizing well spacing through the 
analysis of production performance. Second, reservoir models could be used to evaluate 
targeted versus blanket infill drilling development practices. Third, they could serve as a 
means to quantify reserve growth in current production scenarios. Typically, reservoir 
models are classified into two as, stochastic and deterministic models. 
Reservoir models that are built on principles of statistics and probability are 
termed as stochastic models. Such models use distributions to provide information on 
geological structures and rock properties, along with estimates on corresponding 
uncertainties on these distributions. Stochastic models have a variety of applications 
including the capturing of large-scale geological elements and small-scale petrophysical 
properties, as well as incorporating all reservoir heterogeneities. Other applications 
could be listed as, quantification of probable sand continuity between wells and 
determining rock property anisotropies and their distributions between wells. Usually, a 
large number of grids with small dimensions are used in constructing reservoir models, 
so that the range and sensitivity of the model is suitable for capturing variations at all 
scales. It is important to note that, stochastic models incorporate only static properties. 
Deterministic models divide the reservoir into discrete grids; assign rock and 
fluid properties to each grid, and model vertical and horizontal fluid flow through the 
system. Since deterministic models employ larger grid blocks due to computational 
restrictions, properties from the finer-grid stochastic model are upscaled before being 
used in the coarse-grid deterministic models. Wellbore models; well stimulation 
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efficiencies in terms of fracture height, length, orientation, and conductivity; and 
hydrocarbon pore volume in pressure communication with the wellbore are also 
incorporated to the model. Major elements of a deterministic study include history 
matching field production, predicting future performance based on existing operating 
strategies and evaluating alternative operating and development strategies. 
History matching is an inverse process that adjusts wellbore and reservoir 
parameters based on the historical production data. Once the model performance is 
matched to the actual production profile, future performance can be predicted for both 
existing and alternative development strategies.  
Optimizing the development of low-permeability gas reservoirs is most 
accurately done by conducting a full-scale reservoir evaluation. This includes geological, 
geophysical, petrophysical and reservoir engineering studies, analyses and 
interpretations. Some key points in reservoir evaluation include, the development of a 
geological model of the field, approximating distributions of static reservoir properties 
such as porosity and permeability, developing and adjusting an accurate reservoir 
simulation model of the study area and utilizing it for the estimation and optimization of 
reservoir development. Although, the reliability and accuracy of this approach is quite 
high, it is not always favorable due its time-consuming and expensive nature. 
 
1.2.3 Moving Window Method 
As an alternative to conducting full-scale reservoir evaluations for large, low-
permeability gas reservoirs having large data sets, some researchers (Guan and McVay 
2004; Guan et al. 2002; Hudson et al. 2000; Hudson et al. 2001; Kyte and Meehan 1996; 
McCain et al. 1993; Voneiff and Cipolla 1996) conducted statistical moving window 
techniques to model variable well performance. 
Essentially, the moving window techniques perform a statistical analysis of 
production data using defined performance indicators which serve as proxies for 
reservoir properties, production response and reservoir pressure. Based on the 
comparison of performance indicators between new and old wells within areal windows 
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throughout the study area, judgments are made concerning interference between existing 
wells, areas of depletion and undrained acreage. These judgments are then used to 
optimize the location of infill wells for maximum recovery and drainage of the reservoir 
with the fewest number of wells. 
The moving domain technology incorporates a multitude of local analyses in 
areal windows each of equal size. The size of the window depends on the average 
spacing between data locations and on the dimensions of the study area. However, a 
margin of at least a few wells should be set within each window for a reliable calculation 
of summary statistics. When the number of wells in a window is less than a threshold 
value, then a regional or global regression is employed rather than a local regression, 
lowering prediction accuracy. 
The major advantages of the moving domain technology over the integrated 
reservoir studies are its speed and its reliance on simply well locations and production 
profiles, which makes it a preferable screening tool for large infill development projects. 
McCain et al. (1993) first introduced a statistical technique to determine the 
appropriate well density in complex, low-permeability gas reservoirs. This method is 
noteworthy, as it describes an objective way of comparing well performance, indicating 
regions that should be subjected to advanced analysis, and describing the areal locations 
where specific conclusions can be made.  
Importance is given on making a clear and thorough geological and petrophysical 
description, and judging the coherence of reservoir descriptions established via 
independent geological and reservoir engineering methods. 
This statistical technique is performed by building and analyzing graphs of well 
performance vs. date of first production. Well performance was characterized by the 
following productivity indicators: the maximum monthly production rate, the average 
monthly production rate for the best 12 consecutive months and the monthly production 
rate at the time a specific cumulative production was reached.  
McCain et al. (1993) divided the entire field into equal sized study units. Each 
study unit included 10 to 20 wells. The three performance indicators of each study unit 
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were then plotted against the date of first production and a least-squares straight line was 
fitted to each of the data sets. Slope of the line fitted to the well performance data could 
serve as an indicator for interference between wells. More explicitly, a negative slope is 
interpreted as a sign of depletion at infill well locations due to overlapping well drainage 
areas, whereas a slope of zero indicates identically performing wells. Evaluating slopes 
of the least-squares lines on the performance indicator plots, areas of depleted infill 
locations were determined. 
Voneiff and Cipolla (1996) improved the statistical method used by McCain et al. 
(1993) in their study on the Ozona field and named it “moving domain” technology. 
Basically, this technology appraises location and performance of existing wells to find 
evidence of depletion and to determine the optimal well spacing.  
The moving domain technology described by Voneiff and Cipolla can be applied 
in two phases. The first phase is a scoping study provides the preliminary infill 
estimates, areas of depletion, and areas required for detailed conventional engineering. 
The second phase involves a more detailed engineering evaluation to calculate drainage 
areas, undrained acreage, recovery per acre, and infill reserves. 
Guan et al. (2002) used a model-based analysis in each window. The model is 
based on a combination of the material-balance equation and the pseudosteady state flow 
equation, defined as,   
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0a , 1a , 2a  and 3a are the regression coefficients that are assumed to be constant 
for a moving window. 
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In this model, production rate (q), permeability-thickness product or reservoir 
quality (kh) and drainage area (A) are substituted by best year (BY), virgin best year 
(VBY) and well spacing, respectively. The moving window technology is based on this 
4D regression model that correlates BY vs. VBY, cumulative withdrawal per acre and 
well spacing. 
BY is simply the arithmetic average of the best 12 consecutive months of 
production, which often correlates well with long-term production. VBY is the BY of a 
well at virgin conditions and is determined by performing a 2D regression of BY vs. 
time. Well spacing is the area of voronoi polygon around each well based on x/y well 
locations.   
The first step of the moving window technology is performing the 2D regression 
of BY vs. time to determine the VBY used in the subsequent 4D regression. The next 
step is regressing BY on VBY, cumulative withdrawal per acre and well spacing of wells 
within each window to determine the corresponding regression coefficients. Once the 4D 
regression equation is established for each window, performance of a candidate infill 
well in that window can be estimated. 
Guan et al. (2002) provided a systematic assessment of the validity and accuracy 
of moving window technology in determining the optimum infill drilling strategy of 
low-permeability gas reservoirs. Performing a reservoir simulation study on an area of 
100 producing wells from a field in Canada, they generated synthetic production data 
sets to be analyzed in the moving window technique. To examine the impact of 
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heterogeneity on prediction accuracy of this model-based statistical approach, they built 
4 reservoir models with different degrees of heterogeneity but the same average 
permeability, 0.2 md. All the remaining parameters were kept the same for all cases. 
To quantify the accuracy of moving window technology in assessment of VBY, 
which serves as a proxy for kh in the 4D regression model, Guan et al. made a separate 
simulation run for each existing well in which they produced only that well for one year. 
Comparison of the VBY from the 2D regression to the VBY determined from simulation 
indicated that increased heterogeneity reduces the estimation accuracy. Accordingly, the 
best correlation was observed in the homogeneous reservoir model. 
The next step was to determine the accuracy of moving window technology in 
predicting the infill well performance. This was achieved by placing in each grid block a 
new well that is produced for one year following the end of the performance history and 
generating the distribution of incremental production attributed to a new well at any 
possible location in the area. To convert the simulation-based infill well performance 
estimates from cell to well basis, a surrounding region on the simulation grid was 
attributed to each well. A well’s region comprises all simulation cells closer to that well 
than to any other well. The arithmetic average of new well 1-year cumulative 
production, i.e. the infill BY, was then computed for each region and compared to the 
BY derived from the 4D regression model.  
Comparison of infill BY from the moving window technology and reservoir 
simulation for different degrees of reservoir heterogeneity indicated that although 
estimates of infill well performance are mostly erroneous in individual well basis, the 
moving window technology predicts the average infill well performance well. Another 
conclusion that was reached from this analysis was that the moving window technology 
looses its effectiveness as the reservoir heterogeneity increases. The technique employed 
by Guan et al. (2002) is based on three assumptions: 
The first assumption is that reservoir properties do not vary considerably within 
any moving window throughout the study area. As mentioned before, the reservoir 
model employed in this technique is established on a combination of the material 
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balance and pseudo-steady state flow equations, simplified by assuming that the 
reservoir is homogeneous within an individual moving window. The result is a 4D linear 
regression equation applied within each window. The second assumption is that 
completion and production techniques applied to each well are identical, regardless of 
when the well was drilled and completed.  
Another assumption of the moving window technique is that at least a few wells 
in each part of the study area have reached the boundary-dominated flow, which may 
take several years of production for a tight gas well. This is required to compute 
drainage area and recovery per acre. 
The analysis of moving domain technique in its entirety reveals three limitations 
of this method based on the three assumptions above.  
While the first assumption is reasonable for most reservoirs, there also exist 
reservoirs that have rapid and dramatic change in their properties within a small area. 
For instance, some labyrinth-type reservoirs are comprised of narrow channel-fill bodies 
and substantial changes in rock properties may occur between sand units in jigsaw-
puzzle reservoirs. In such cases, the estimations obtained by the use of moving domain 
technology may have errors and may not be reliable.  
Another limitation of moving domain technology is that, in case the performance 
of the new wells are worse than prior ones, there is  no clear indication of whether 
depletion or variation in rock properties have led to poor well performance. Moreover, 
various changes in completion and production technology over time could also suppress 
the effect of depletion.  
The last limitation of this technique is the requirement that a certain number of 
wells exist in each part of the field, and that they display adequate production history to 
experience boundary-dominated flow. This condition is necessary for accurate 
calculation of the drainage area and recovery per acre. However, typically some low-
permeability reservoirs require between 9 to 14 years to reach boundary-dominated flow. 
Therefore, moving window technology may not be applicable for some gas fields that 
have only short production profiles less than 10 years. 
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Despite these assumptions and limitations, this moving domain technique has 
been applied to the Ozona (Canyon) gas sands (Voneiff and Cipolla 1996), Milk River 
formation in Canada (Hudson et al. 2000), Cotton Valley in East Texas (Hudson et al. 
2001; McCain et al. 1993), Mesaverde formation in the San Juan Basin (Hudson et al. 
2001), and the Morrow formation in the Permian Basin (Hudson et al. 2001) to quantify 
infill potential. 
 
1.2.4 Simulation-based Regression 
To improve upon moving window methods, some authors (Cheng et al.  2006a; 
Cheng et al. 2006b; Cheng et al. 2008; Gao and McVay 2004) suggested combining 
conventional reservoir simulation with automated methods for assessment of infill 
potential in tight gas basins. Reservoir simulation inversion techniques aims to combine 
the greater accuracy of simulation-based methods with the short analysis times and low 
costs associated with statistical methods. 
The simulation-based inversion technology developed by Gao and McVay (2004) 
differs from typical simulation inversion applications in that, rather than focusing on 
small-scale, high-resolution problems; it focuses on large-scale, coarse-resolution studies 
consisting of thousands of wells. This technique consists of two major components: 
forward modeling and inverse modeling.  
The forward model used to calculate reservoir and well performance is a 
conventional 2D, single-phase, finite-difference gas reservoir simulator. This forward 
model is based on GasSim, a single-phase simulator for modeling real-gas flow in gas 
reservoirs. The main equations used in this simulator are, 
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The reservoir simulator calculates individual well and field-wide production 
responses based on input static geologic model and other available reservoir data. 
However, since the initial geologic model is derived from static data only, it should be 
adjusted to the dynamic response of the reservoir through history matching. 
Inverse modeling consists of an automatic history matching process that 
continuously adjusts reservoir properties until the best fit of calculated response to 
historical production data is achieved. The inversion of performance history is 
accomplished by sensitivity coefficient based algorithms, which requires the calculation 
of partial derivatives of production response variables with respect to reservoir 
parameters.  
Gao and McVay (2004) employed the modified generalized pulse-spectrum 
technique (MGPST) for sensitivity calculation. Since the sensitivity coefficients 
obtained by partially differentiating the 2D flow equation with respect to gridblock 
permeability, they can be calculated internally by the simulator during a forward model 
run. Usually, sensitivity coefficients are calculated based on only those gridblocks with 
wells on production. This is mainly because of the availability of production data for 
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history matching being limited to gridblocks with wells and at time steps after wells start 
producing. 
The procedure of simulation-based inversion is briefly described as follows: (1) 
run the forward model and calculate the sensitivity coefficients of production response; 
(2) perform inverse modeling to estimate the change in permeability required to honor 
production data and, update the permeability field correspondingly; and (3) assess infill 
drilling potential using forward modeling with the inverted permeability field. 
Cheng et al. (2006a, 2006b, 2008) advanced the simulation-based regression 
approach by implementing a sequential inversion of both reservoir permeability and pore 
volume distributions. Adding pore volume to the regression enhances the quality of the 
history match, improves the resolution of reservoir characterization and lays a 
foundation for reliable prediction of future performance and assessment of infill drilling 
potential.  
The sequential inversion of and infill assessment procedure is summarized briefly 
as follows: (1) run the forward model and compute the sensitivity coefficients of 
production response with respect to permeability; (2) perform inverse modeling to 
estimate the change in permeability required to honor production data and, update the 
permeability field accordingly; (3) run the forward model with the calibrated 
permeability field and determine the sensitivity coefficients of production response with 
respect to pore volume; (4) perform inverse modeling to estimate the change in pore 
volume required to honor production data and, update the pore volume field accordingly; 
(5) attempt to reach convergence between inversion on permeability and pore volume; 
(6) run several iterations until convergence between inversion on permeability and pore 
volume is reached and; (7) assess infill drilling potential using forward modeling with 
the inverted permeability and pore volume fields. 
Later on, Cheng et al. (2006a, 2006b) improved this inversion algorithm by 
calculating porosity from the permeability-porosity correlation after the permeability 
field is calibrated and, then using the updated porosity field in the inversion of pore 
volume. 
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1.2.5 Limitations of Existing Methods 
Among the existing methods, full-scale reservoir evaluation is the most accurate 
way to optimize development of unconventional gas reservoirs, but it is not routinely 
employed by small- to medium-sized operators given its time-consuming and expensive 
nature. On the other hand, while statistical moving-window and simulation-based 
regression techniques can provide rapid and cost-effective solutions, they employ 
deterministic principles and produce only a single representation of the reservoir. Hence, 
they do not account for uncertainties inherent in highly heterogeneous, complex 
reservoirs and quantify the risk involved in development decisions. Also, deterministic 
methods cannot model interdependencies present in tight gas reservoirs. Therefore, to 
model the production uncertainty and capture the impact of dependencies between 
parameters, a suitable approach would be to integrate stochastic and deterministic 
methods.  
Given the considerable amount of uncertainty associated with unconventional 
resources, practical and flexible decision models are also needed to evaluate multiple 
development scenarios and hence, to assess the full spectrum of potential economic 
outcomes. Such models provide operators strategic insights for making profitable 
investment decisions in the face of significant risk.  
Therefore, it is necessary to establish new methods which would allow 
assessment of optimal well spacing in a timely manner and also effectively manage 
uncertainties to achieve feasible development of unconventional reservoirs.  
 
1.3 Objectives 
The long-term objective of the overall project of which I am a part is to develop 
practical reservoir and decision modeling tools to help operators determine the optimal 
well spacing in highly uncertain and risky unconventional gas reservoirs as early in the 
reservoir life as possible. The technology and tools developed will be applied in UGR’s 
tight gas assets in the Berland River area, Alberta. 
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The specific objective of this research work is to develop a fast, approximate, 
probabilistic reservoir model that assesses uncertainty in key reservoir parameters and 
allows prediction of production profiles as function of well spacing. Use of a 
probabilistic model will also provide a venue for modeling dependencies between 
parameters such as porosity, permeability and net pay. The reservoir model needs to be 
fast since it will be combined with a decision model and run thousands of times. 
 
1.4 Organization of Thesis 
This research focuses on the development and calibration of a probabilistic 
reservoir model for UGR’s tight gas assets in Berland River area. Integration of this 
reservoir model with a Bayesian decision model will provide the basis for determining 
optimal well spacing for the area. The thesis is organized as follows: 
Chapter I presents an overview of the problem, provides a review of literature on 
the subject and states the project goals. Chapter II gives a brief review of the general 
geology, depositional environments and stratigraphy of the Berland River area and the 
Gething Formation. Chapter III reports the tools and applications used in the 
construction of the probabilistic reservoir model, describes the reservoir simulation and 
Monte Carlo techniques that were employed, and explains different reservoir models 
established on different decision contexts. Chapter IV discusses the variogram analysis 
conducted to determine correlation coefficients between pairs of well porosities, net pay 
thicknesses and permeabilities, which were then incorporated into the reservoir model. 
Chapter V discusses the decline curve analysis performed on the simulated production 
profiles to facilitate the integration of the reservoir and decision models. Chapter VI 
briefly describes the decision model and presents the preliminary results. Chapter VII 
presents the conclusions, discusses the limitations of the study, and provides 
recommendations for future work.  
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CHAPTER II 
GETHING RESERVOIR 
 
The technology and tools developed in this project will be used to determine 
optimal well spacing strategies for Deep Basin tight gas sands in the Berland River area, 
Alberta. Unconventional Gas Resources Canada Operating, Inc. (UGR) is an active 
operator in the area, and is our industry collaborator.  
In this chapter, a brief review of the general geology, depositional environments 
and stratigraphy of the study area are presented.   
 
2.1 Background 
The Berland River area is located on the edge of the Deep Basin of Western 
Alberta, Canada. Discovered in 1976, the Deep Basin of Alberta is considered as one of 
North America's giant gas fields with recoverable gas reserves ranging between 50 to 
150 Tcf (Masters, 1979).    
Fig. 1 shows the approximate location of the Berland River area. As with most 
tight gas fields, success depends upon identifying areas of good porosity and 
permeability, so-called sweetspots which are usually associated with coarse-grained 
sandstones and conglomerates (Smith et al. 1984). 
The study area encompasses approximately 236 km2 (58,240 acres and 91 
sections) and includes about 120 wells. Fig. 2 displays the Berland River base map in 
which regions outlined in blue show the sections where most of UGR’s wells are 
located.  
Fig. 3 depicts the stratigraphic view of the Berland River area. The various 
depositional environments are: 1) Cadomin - alluvial fan and plain, 2) Gething - fluvial 
deposits and flood plain, 3) Bluesky - shoreface sand and shales (Smith et al. 1984). The 
formation of interest in this study is the Gething. 
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Fig. 1—Location map showing the position of the study area relative to the Deep 
Basin of Alberta (Smith et al. 1984). 
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Fig. 2— Berland River base map. Regions enclosed in blue show the sections where UGR’s wells are located (provided 
by UGR).        
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Fig. 3—Stratigraphic column of the Lower Cretaceous (Smith et al. 1984). 
 
 
2.2 Gething Formation 
The Gething formation consists primarily of interbedded fine- to medium-grained 
sandstones, siltstones, mudstones and coal sediments (Fig. 4). The sequence is terrestrial 
and is described as a low relief interior drainage plain on the eastern flank of the 
Cordillera. 
Sandstones are fining upward or thin-bedded. Trough and planar cross-bedded, 
ripple-bedded and parallel-laminated sandstones are common. Plant material including 
fossil leaves, stems, logs, stumps, and other carbonaceous debris are also present. 
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Coalbeds exist throughout the Gething, and dinosaur foot prints have been discovered in 
Peace River. 
 
 
 
 
Fig. 4—Type logs of the various facies of the Gething Formation (Smith et al. 1984). 
The representative drainage pattern of the Gething sandstones is an active 
channel system that trended northeast at the time of deposition. With the burial of the 
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Fox Creek Escarpment by Gething sediments, there remained no local constraint on 
drainage which resulted in eastward expansion of the drainage plain. The physiography 
of this larger drainage system was a low-lying swampy plain with numerous shallow 
lakes and the area was heavily forested with conifers, cycads, and ferns. No evidence of 
marine sedimentation was observed in the study area although the coastline was not far 
away (Smith et al. 1984). 
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CHAPTER III 
PROBABILISTIC RESERVOIR MODEL 
 
The core of the technology developed in this work is a reservoir model that 
involves explicit modeling of subsurface uncertainty and an advanced decision model 
that fully incorporates uncertainty to optimally manage risk (Fig. 5).  
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Fig. 5 — Schematic illustration of the integrated reservoir and decision modeling 
tools  
 
The reservoir model uses (1) reservoir simulation techniques and (2) 
conventional Monte Carlo methods to predict production profiles with a wide variety of 
reservoir properties and under different development scenarios; (3) geostatistical 
techniques to model dependencies in production response among wells and; (4) decline 
curve analysis to specify the decline parameters that best capture production profiles. To 
integrate all the different techniques used in constructing the reservoir model and 
automate the performing of thousands of simulations, a VBA code was developed. In 
this way, the reservoir model can provide a full spectrum of production profiles under 
different downspacing scenarios. 
Once the reservoir model is established, it serves as a basis to construct a 
practical decision model. The decline parameters obtained from the decline curve model 
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will be inputs for the decision model which will yield estimates of the expected net profit 
under different scenarios. Hence, the model will allow operators to select the optimal 
development strategy with the objective of maximizing profitability.  
In this project, two probabilistic reservoir models that allow for two development 
stages (a primary development stage followed by one stage of downspacing) were built 
for the modeling studies of UGR’s tight gas assets in the Berland (Gething) reservoir. 
The first reservoir model is based on UGR’s specific development strategy in the 
Berland River area. The second model follows a more general approach based on 
simulating a variety of downspacing combinations to evaluate different development 
scenarios.  
In this chapter first the tools and applications used in the construction of the 
probabilistic reservoir model are reported. Then, the reservoir simulation and Monte 
Carlo techniques employed in the model are described and the input variables are 
presented. Finally, the two different models established on different decision contexts 
are discussed in detail.  
 
3.1 Monte Carlo Probabilistic Approach 
Most tight gas reservoirs are characterized by complex geological, geophysical 
and petrophysical properties and a high level of heterogeneity and hence, involve 
considerable uncertainty. Because of the large number of unknowns, a merely 
deterministic approach remains inadequate to quantify the range of variability in 
outcomes such as cumulative gas production or net present value and, therefore, to 
assess the risk associated with future performance predictions. Consequently, to model 
production uncertainties and quantify the risk involved in the development decisions, a 
suitable approach would be to integrate stochastic and deterministic methods. 
To address these issues, a stochastic modeling tool, @Risk from Palisade Group 
is coupled to CMG's full featured simulator, IMEX from Computer Modeling Group so 
that thousands of simulations can be run to evaluate combinations of unknown 
parameters within their ranges of uncertainty.  
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A single-well, one-layer, single-phase reservoir model was built for the modeling 
studies of Berland River (Gething) reservoir. The reservoir simulator was formulated for 
the analysis of hydraulically fractured gas wells.  
The Gething reservoir is a commingled, stratified multilayer system. In other 
words, there is no formation crossflow and vertical permeabilities of all layers are 
assumed to be zero. The flow capacity of such a system would be equal to the arithmetic 
sum of the flow capacities of all layers. Therefore, summing all the reservoir layers and 
representing them by a single simulation model layer will be a reasonable assumption.  
A VBA code was generated in Excel to perform thousands of simulations 
automatically. An example input file to be run in IMEX was created and uncertain 
parameters were defined by @Risk distribution functions. Fig. 6 is a block diagram 
representation of the applications and tools used in the construction of the Gething 
reservoir model. 
The uncertain parameters and their associated distributions involved in modeling 
of Berland River (Gething) reservoir are presented in Table 1.  The histograms and the 
corresponding probability distribution functions of these uncertain input variables 
obtained from a simulation of one thousand iterations are illustrated in Fig. 7.  
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Fig. 6— Block diagram representation of the applications and tools used in this 
study. 
  
 
Table 1— Uncertain input variables involved in the modeling of Berland River 
(Gething) reservoir (data from UGR). 
 
 
 
 
In addition to the parameters defined in Table 1, the average reservoir pressure is 
also uncertain since it is computed in the model by multiplying a constant pressure 
gradient with the formation depth which itself is an uncertain variable defined with a 
normal distribution.  
  
 
 
27
    
(a) (b) 
 
  
(c) (d) 
 
Fig. 7— Histograms and probability distribution functions of uncertain input 
variables used in the modeling of Berland River area: (a) Net pay, (b) Porosity, (c) 
Formation depth, (d) Reservoir size. 
 
 
The permeability model is based on a porosity-permeability relationship assumed 
to honor the heterogeneity and core data from the field. The correlation is given by,    
( )Porosity Gas*517.47exp*0071.0)( =mdk gas   
A scalar factor of 1.92 was added to this correlation to calibrate the simulation 
model to the well performance data. Applying the scalar factor and rearranging, 
( )0.0071ln Porosity Gas*517.47exp*92.1)( +=mdkgas  
Uncertainty is incorporated into the permeability model as well, by assigning a 
normal distribution to the porosity-permeability correlation defined above. The 
expression inside the exponential function is assigned as the mean of this normal 
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distribution and a standard deviation of 0.55 is used (data from UGR). As expected, the 
generated synthetic permeability data set shows a log-normal distribution (Fig. 8).  
 
 
     
      (a)                                  (b) 
Fig. 8— (a) Probability distribution plot (PDF), (b) cumulative distribution plot 
(CDF) of permeability.  
 
 
Fig. 9 shows the permeability cloud which was obtained from a simulation of one 
thousand iterations based on the described porosity-permeability correlation. The red 
line is the regression line computed deterministically at 6% and 12% gas porosity. The 
permeability-porosity cloud is represented by the black dots, and the trendline shows the 
least-squares regression through the cloud data. The overlapping regression lines 
indicate an excellent match between deterministic and probabilistic models.   
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Fig. 9—Porosity-permeability cloud. 
 
 
Reservoirs that originate in non-marine, channel (fluvial) environments such as 
the Berland River (Gething) reservoir are often characterized by laterally discontinuous 
sand bodies. The fluvial channel geometry is generally defined by its width/thickness 
(aspect) ratio. An aspect ratio of 7 was used in the modeling of the Berland River 
(Gething) reservoir.   
The reservoir model depicts a quarter of the section; however, during simulation 
the thickness is multiplied by four and extended to cover the entire section. 
Representative gridblocks in one quarter of the model are drawn (Fig. 10) to show the 
positions of the gridblocks’ centroids (centroid X and centroid Y) with respect to the 
well location, as well as the aspect ratio of the gridblocks. The model includes a 
hydraulic fracture near the wellbore, along the x-axis. To accurately model gas flow in 
the hydraulically fractured well, the hydraulic fracture is explicitly modeled by refined 
grids along the fracture and around the wellbore (Fig. 10).   
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           (a) 
 
                     (b) 
Fig. 10—Gridblocks model based on an aspect ratio of 7: (a) Grid Centroid X, (b) 
Grid Centroid Y. 
 
 
Other input parameters in the Berland River reservoir model are as follows; 
initial pore pressure gradient (0.28 psi/ft), water saturation (30%), reservoir temperature 
(90°C) and gas gravity (0.71). The hydraulic fracture has a length of 200 ft and an 
approximate width of 0.04 ft. The dimensionless fracture conductivity (FcD) used in the 
model is 1.3 (Table 2).  
y 
x 
z 
y 
x 
z 
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The fracture permeability is computed as,  
w
kLF
mdk fcDf
**)( =  
However, observing that an FcD of 1.3 resulted in extremely high fracture conductivities 
for the higher permeability wells, fwk was limited to a maximum value of 150 md-ft, 
which means that the fracture permeability, fk cannot exceed 3750 md. 
 
Table 2— Input parameters employed in the Berland River reservoir model (data 
from UGR). 
 
 
 
 
3.2    Reservoir Models for Different Decision Contexts 
3.2.1 First Reservoir Model 
The first reservoir model was established on UGR’s specific development 
decision for the Berland River (Gething) reservoir. In our discussions, UGR stated their 
interest in developing some specific sections in the left region that is enclosed in blue in 
the base map (Fig. 2). The intention was to drill one well in those sections and then 
decide on whether to downspace or not, based on the first stage production results. UGR 
considered the drilling of up to 3 additional wells in the second stage. 
The information provided by UGR and the base map of the Berland River area 
(Fig. 2) suggests that the study area is mainly developed on 320-acre spacing. 
Considering that there are already two wells in almost each section of the field, the 
reservoir model is built under the assumption that up to four more wells will be drilled in 
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a section. Among these, two will be in the same section as the existing wells, whereas 
the other two will be placed in neighboring sections (Fig. 11).  
 
 
 
 
Fig. 11— Schematic illustration showing possible existing and new well locations. 
 
 
The development decision modeled for the Gething reservoir is established on a 
two-stage downspacing with stage length of 1 year. In the first stage, a single well will 
be drilled in a section, which will increase the number of wells to three and reduce the 
well spacing to 213 acres in this section. As for the second stage, either no wells or up to 
three additional wells may be drilled. The first option is to continue production from 
existing wells, without including additional wells. The second option is to drill one new 
well, which marks the fourth well in that particular section, hence decreasing the well 
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spacing down to 160 acres. The third option is to drill two wells, one of them being in 
the section under consideration (fourth well in this particular section) and the other one 
in a neighboring section (third well in the neigboring section). The fourth option is 
similar to the third option except that one more well is drilled in another neighboring 
section (one well on 160 acre-spacing in the particular section, and two wells on 213 
acre-spacing in two different neighboring sections).   
The average reservoir pressure is computed in the model using a pressure 
gradient of 0.2 psi/ft which was reported in a reservoir characterization study of the 
Berland River area conducted by Schlumberger Data and Consulting Services, College 
Station, TX. This average reservoir pressure is designated as the initial pressure of the 
first stage. Since drainage interference is assumed to exist only within the same section, 
i.e., the section boundaries are assumed to be no-flow boundaries, the final pressure of 
the first well (Stage 1) is assigned as the initial pressure of the second well (Stage 2) 
while the reservoir pressure is assumed to be the initial pressure of the third and fourth 
wells (Stage 2).  
Simulation results quantify best-month gas production, stage-end average 
pressure, stage-end gas production and the discounted cumulative production for each 
well. Table 3 display example simulation results of the first reservoir model for Option 1 
where one well is drilled in Stage 1 and no additional wells are drilled in Stage 2.  
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Use of a reservoir simulation model with Monte Carlo techniques provided 
production estimations in forms of probabilistic distributions. Fig. 12 depicts the 
probability distribution plot of the discounted cumulative gas production of Well 1 on 
210 acre-spacing (Stage 1) which showed a log-normal distribution with a median of 
497.5 MMscf. Probability distribution plots of other production data sets are presented in 
Appendix A.  
Crossplots of Stage 1 vs. Stage 2 gas productions were generated to provide 
insights on dependencies between primary and secondary development plans. Fig. 13 
shows the crossplot of Stage 1 and Stage 2 gas productions for Option 2 where one well 
is producing in Stage 1 (Well 1) and one additional well (Well 2) is drilled in Stage 2. 
Remaining crossplots are included in Appendix B. 
The statistics (mean and standard deviation) of each production data set and the 
pairwise correlation coefficients between Stage 1 and Stage 2 productions are displayed 
in Table 4.    
The model described in this section was based on UGR’s specific development 
decision, and is important in showing the capability of our technology in adjusting to 
different decision contexts. 
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Table 3— Example simulation results of the first reservoir model for Option 1 (One well is drilled in Stage 1 and no 
additional wells are drilled in Stage 2). 
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Fig. 12— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 1 on 210 acre-spacing (Stage 1).  
 
 
 
 
Fig. 13— Crossplot of Well 1 (Stage 1) vs. Well 2 (Stage 2) 20-year discounted 
cumulative gas productions (Option 2). 
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Table 4— Statistics of stage-end gas productions (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2. 
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3.2.2 Second Reservoir Model 
The second reservoir model follows a more general approach and analyzes all 
possible two-stage downspacing combinations to study the effect of downspacing in the 
Berland River area, and to determine the optimal development strategy for the asset. 
More specifically, the decision context to be modeled consists of two development 
decisions: the primary and secondary well spacings. The intention is to start 
development on a specific well spacing and then decide on whether to downspace or not, 
based on the primary production results. For this purpose, first a preliminary model was 
developed and the feasibility of the approach was tested. Later, the preliminary model 
was revised to provide a complete, final reservoir model. The following sections discuss 
these models in detail. 
 
3.2.2.1 Preliminary Model 
The decision context behind the preliminary version of the reservoir model was 
to start development on 640, 320 or 160 acre-spacings and then, to decide on the 
secondary well spacing based on the primary production results. Therefore, the model is 
built to evaluate all possible two-stage downspacing combinations between 640, 320 and 
160 acres (Table 5). Four wells were modeled in a section and, depending on the 
downspacing alternative; the corresponding well(s) was/were simulated (Fig. 14). For 
instance, when downspacing from 640 acres (Stage 1) to 160 acres (Stage 2), 1 well is 
producing in Stage 1 and 3 more will be drilled in Stage 2. In this model, a fixed stage-
length of 2 years is used. Hence, Well 1 will produce for 2 years after which Wells 2 
through 4 will be drilled, and all will produce for another 2 years. 
To account for variability in reservoir properties at different well locations, all 
wells are modeled individually, but sampled from the same probabilistic distributions. In 
other words, the reservoir heterogeneity is modeled to a certain extent although a single-
well model is used. Spatial dependencies in reservoir properties are also modeled and 
incorporated into the reservoir model. 
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Table 5—Possible downspacing combinations evaluated in the preliminary 
reservoir model. 
 
 
 
 
640 320 160
640
320
160
320
160
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1
2
2
 +
 2
4
Wells 
1 - 4
Wells 
1 - 2
Well 1
Well 4
Well 1
Wells 
1 - 2
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1 - 2
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1 - 4
Wells 
1 - 4
 
 
Fig. 14— Possible two-stage downspacing combinations. Numbers on top of arrows 
indicate Stage 1 wells and additional Stage 2 wells. 
 
 
The average reservoir pressure is computed using the initial pore pressure 
gradient specified as 0.2 psi/ft by UGR and is assigned as the initial pressure of the first-
stage wells. On the other hand, based on an initial assumption that drainage interference 
is likely to exist throughout the section, the average pressure at the end of first stage is 
assigned as the initial pressure of second-stage wells.  
Once the reservoir model was established, a reservoir simulation of one thousand 
iterations was conducted to quantify best-month gas production, stage-end average 
pressure and stage-end gas production for each well (Table 6).  
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Table 6— Example simulation results of the preliminary reservoir model. In Stage 1, one well (Well 1) is producing on 
640 acre-spacing. In Stage 2, an additional well is drilled (Well 2) on 320 acre-spacing. 
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To test and validate this simple, preliminary model, simulated best-month and 
24-month productions were compared with actual field data. Comparison was made for 
simulated cases which include 2 wells, since the study area is mainly developed on 320-
acre spacing (Fig. 15). 
 
 
640 320320
320
1 + 1
2
Well 1
Well 1 Well 2
Well 1
Well 2
Well 1
Well 2
 
 
Fig. 15— Simulated cases used in the comparison. Wells labeled in red are 
compared with the actual field data. 
 
 
 Fig. 16 shows the cumulative distribution plots of the best-month and 24-month 
gas productions. The production distributions estimated by the reservoir model closely 
match the actual production distributions, which confirm the feasibility of the approach. 
Following the development and verification of the preliminary model, a more advanced, 
final model was developed which will be discussed in the next section. 
Fig. 17 depicts the probability distribution plot of the stage-end gas production of 
Well 1 on 640 acre-spacing (Stage 1) which showed a log-normal distribution with a 
median of 515 MMscf. Probability distribution plots of other production data sets are 
presented in Appendix C.  
We also generated crossplots of Stage 1 vs. Stage 2 gas productions to illustrate 
the dependency of Stage 2 on Stage 1 (Appendix D). Fig. 18 shows an example where 
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first and second stage productions of Well 1 on 640 acres are plotted against each other. 
Stage 2 exhibits strong dependence on Stage 1 with a correlation coefficient of 0.894.  
 
 
 
Fig. 16— Cumulative distribution plots of (a) best-month gas production and (b) 
stage gas production. 
 
 
Table 7 displays the statistics (mean and standard deviation) of each production 
data set and the pairwise correlation coefficients between Stage 1 and Stage 2 
productions.    
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Fig. 17— Probability distribution plot of stage-end average gas production for Well 
1 on 640 acre-spacing (Stage 1). 
 
 
 
 
Fig. 18— Crossplot of Stage 1 (640 acres) vs. Stage 2 (640 acres) gas productions. 
  
 
  
44
 
Table 7— Statistics of stage-end gas productions (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2. 
  
                               
  
 
 
45
3.2.2.2 Final Model 
This model follows the same approach used to develop the preliminary model, 
but with two major improvements. First, the downspacing alternatives also include 80-
acre spacing, allowing more development scenarios to be evaluated (Table 8). Second, 
production is forecasted over a total period of 20 years and each well’s production 
profile is estimated.  
 
 
Table 8—Possible downspacing combinations evaluated in the final reservoir 
model. 
 
 
 
 
This final version of the reservoir model is established assuming the drilling of 
up to 8 wells in a section (Fig. 19a). The wells are numbered according to the drilling 
sequence to be followed during development of Berland River area. For simplicity and 
shorter computation times, only four of the eight wells (Fig. 19b) are modeled.  
Wells 1 through 4 are assigned to well spacings of 640, 320, 160 and 80 acres, 
respectively. For each downspacing combination, only one well is used to represent all 
the wells that will be drilled at each stage (Fig. 20). For instance, when downspacing 
from 320 acres (Stage 1) to 80 acres (Stage 2), 2 wells are producing in Stage 1 and 6 
more will be drilled in Stage 2. In this case, Well 2 and Well 4 will be simulated to 
represent all Stage 1 and Stage 2 wells, respectively.  
Although a single-well model is used in the reservoir characterization of the 
Gething Formation, the heterogeneity is modeled by attributing different reservoir 
properties to each well. That is, each well were modeled individually but sampled from 
the same statistical distributions. 
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 (a)   (b) 
 
Fig. 19— Schematic illustration showing (a) possible well locations, (b) 
representative well locations.    
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Fig. 20— Possible two-stage downspacing combinations. Numbers on top of arrows 
indicate Stage 1 wells and additional Stage 2 wells. Wells 1 through 4 are the 
representative wells. 
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At first, the average reservoir pressure was assigned as the initial pressure of 
first-stage wells, whereas the initial pressure of second-stage wells were modeled 
probabilistically on the rough assumption that there may be 75% chance of 
communication (i.e., pressure interference) between the second- and first-stage wells, 
and 25% chance of no communication. This assumption was made based on a quick 
analysis of Berland River permeability maps, which reveal drainage interference roughly 
in three forth of the study area.  
To establish the probabilistic pressure model, a uniform distribution that 
generates random numbers between 0 and 1 was assigned for each well to represent its 
likelihood of having pressure interference with the adjacent wells. If the random number 
generated for a well by its @Risk uniform distribution function is lower than 0.25, the 
average reservoir pressure is designated as the initial pressure of this particular well; 
otherwise, the final pressure of the first stage- well(s) is/are assigned as the initial 
pressure of the same well.   
However, in reality pressure interference between first- and second-stage wells 
depends on the well spacing, i.e., number of wells drilled in a section and areas that are 
being drained by these wells. Therefore, one would expect a greater chance of 
communication between wells when the field is developed on a smaller spacing. In other 
words, as more wells are drilled, the probability of pressure interference increases. Also, 
the greater the reservoir size of each well, the higher the chance of communication 
between adjacent wells.  
Thus, to illustrate the effect of well spacing and drainage area on production 
interference, different probabilities representing pressure interference were assigned for 
each production scenario based upon well spacing and reservoir size of the first-and 
second-stage well/wells.  
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Completion efficiency of Berland River (Gething) wells was also modeled 
probabilistically. Based on information provided by UGR, a failure rate of 10% was 
assumed and incorporated into the reservoir model. To do so, a uniform distribution that 
generates random numbers between 0 and 1 is assigned for each well to represent its 
likelihood of having stimulation failure. If the random number generated for a well by its 
@Risk uniform distribution function is lower than 0.1, meaning that the fracture 
treatment failed, the fracture conductivity, fk is equal to the permeability; otherwise, it is 
defined by the following equation; 
w
kLF
mdk fcDf
**)( =  where cDF  is fixed at 1.3 and 
fk cannot exceed 3750 md. 
Once established, the reservoir model was run with 1-, 3- and 5-year stages to 
understand the trade-off between Stage 1 spacing and duration and illustrate how the 
value of learning about the primary development plan varies with stage length. Tables 9 
through 11 show example simulation results of the model for stage-lengths of 1, 3 and 5 
years, respectively.  
The remaining chapters (Chapter IV - correlation coefficients, Chapter V - 
decline curve model, Chapter VI - decision model) will all be based on the final 
reservoir model that was presented in this section.  
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Table 9— Example simulation results of the final reservoir model for a stage-length of 1 year. In Stage 1, one well (Well 
1) is producing on 640 acre-spacing. In Stage 2, three additional wells are drilled on 160 acre-spacing and represented 
by Well 3 in simulation. 
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Table 10— Example simulation results of the final reservoir model for a stage-length of 3 years. In Stage 1, one well 
(Well 1) is producing on 640 acre-spacing. In Stage 2, three additional wells are drilled on 160 acre-spacing and 
represented by Well 3 in simulation. 
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Table 11— Example simulation results of the final reservoir model for a stage-length of 5 years. In Stage 1, one well 
(Well 1) is producing on 640 acre-spacing. In Stage 2, three additional wells are drilled on 160 acre-spacing and 
represented by Well 3 in simulation. 
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CHAPTER IV 
CORRELATION COEFFICIENTS 
 
The motivation of this study was to build a reservoir model using fast simulation 
techniques paired with stochastic methods to provide production profiles within a wide 
range of reservoir properties and under multiple development scenarios. Stochastic 
methods include Monte Carlo simulation to quantify uncertainty in reservoir properties 
in forms of probabilistic distributions and geostatistical analysis to honor spatial 
variations of these reservoir properties within the reservoir.  
Previous chapters discuss the reservoir characterization study of the Gething 
formation where statistical distributions are attributed to uncertain parameters for a 
subsequent Monte Carlo simulation, and also present the stepwise development of the 
probabilistic reservoir model.  
In this chapter, the geostatistical analysis performed to provide spatial 
distribution of the reservoir properties is presented and the correlation coefficients 
incorporated to the reservoir model are reported. 
Since spatial variations of reservoir properties in the Gething tight gas formation 
are considered to determine dependencies in production response between wells for 
decision modeling, dependencies in reservoir properties were identified based on a 
geostatistical study performed by Schlumberger Data and Consulting Services, College 
Station, TX. A variogram analysis was conducted and, based on interwell distances, the 
correlation coefficients for porosity, permeability and net pay were computed, which 
were then incorporated into the probabilistic reservoir model.  
 
4.1 Variogram Analysis 
Variograms are the most widely used tools in geostatistics to investigate spatial 
variability of lithofacies and petrophysical properties. Building variograms in a 
particular direction provides insight in determining spatial distribution of some reservoir 
parameters such as porosity and permeability in that direction. A display that quickly 
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reveals directional anisotropies is a contour map of the sample variogram surface. 
Contour maps may serve as useful means of establishing the minimum and maximum 
continuity directions (Isaaks and Srivastava, 1989). 
A variogram analysis was performed for Berland River area to generate possible 
representations of porosity, permeability and net pay at interwell locations and determine 
the correlation coefficients between wells separated by specific distances. Then, 
examining the variogram maps created for the Gething D formation, the major and 
minor directions of continuity were determined and the corresponding variograms are 
plotted.  
Fitting a variogram model to each of these reservoir properties, the theoretical 
variograms were reproduced in an Excel spreadsheet for both major and minor directions 
of continuity. These theoretical variograms were plotted with their associated covariance 
and correlation functions.  
Porosity map and porosity variogram map of the Gething reservoir are shown in 
Fig. 21 and Fig. 22a, respectively. Based on the variogram map, the major and minor 
continuity directions for porosity are determined as 68° and 338°. The corresponding 
major and minor direction empirical variograms and the theoretical models fitted to 
these experimental variograms are shown in Figs. 22b and 22c. These empirical 
variograms are of exponential type with a sill of 1.055 and nugget of 0.034. The major 
range is established as 3913 m and the minor range as 2015 m. 
Fitting an exponential model to the empirical porosity variograms, the theoretical 
variograms are generated for both major and minor directions of continuity, along with 
their associated covariance and correlation functions (Figs. 22d and 22e). For the 
exponential variogram which is a commonly used transition model, the following 
standardized equation is used: 












−−+=
a
hCCh 3exp1)( 10γ    
where )(hγ is the semi-variogram, 0C  is the nugget which provides discontinuity at the 
origin, 1C  is the difference between sill (or covariance at 0 separation distance, )0(C ) 
  
 
 
54
and nugget, a is the range  providing a distance beyond which the variogram remains 
essentially constant and h is the separation or lag distance between pairs. 
To compute the covariance function of porosity represented in red in Figs. 22d 
and 22e, the relationship between variogram and covariance expressed 
as )()0()( hChC γ−=  is utilized. On the other hand, the correlation functions shown in 
yellow in Figs. 22d and 22e are derived from the covariance function using the 
formula )0(
)()(
C
hCh =ρ . 
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Fig. 21—Porosity map of the Gething reservoir (provided by Schlumberger 
Consulting Services on Berland River area). 
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Fig. 22—Variogram analysis for porosity: (a) Variogram map (distances are in 
meters),  (b) major and (c) minor direction empirical variograms, (d) major and (e) 
minor direction theoretical variograms with covariance and correlation functions 
(provided by Schlumberger Consulting Services on Berland River area). 
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Net pay map and net pay variogram map of the Gething reservoir are shown in 
Fig. 23 and Fig. 24a, respectively. According to the variogram map, the major and 
minor continuity directions for net pay are noted as 297° and 207°. The corresponding 
major and minor direction empirical variograms and the theoretical models fitted to 
these experimental variograms are shown in Figs. 24b and 24c. These experimental 
variograms are Gaussian with a sill of 0.952 and nugget of 0.116. The major range is 
established as 2570 m and the minor range as 2470 m. The relationship between 
variogram and covariance is used to compute the covariance function which is then 
employed to derive the correlation function.  
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Fig. 23—Net pay map of the Gething reservoir (provided by Schlumberger 
Consulting Services on Berland River area). 
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Fig. 24—Variogram analysis for net pay: (a) Variogram map (distances are in 
meters),  (b) major and (c) minor direction empirical variograms, (d) major and (e) 
minor direction theoretical variograms with covariance and correlation functions 
(provided by Schlumberger Consulting Services on Berland River area). 
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Permeability-thickness map and permeability variogram map of the Gething 
reservoir are shown in Fig. 25 and Fig. 26a, respectively. Based on this variogram map, 
the major and minor continuity directions for permeability are established as 264° and 
174°. The associated major and minor direction empirical variograms and the theoretical 
models fitted to these experimental variograms are shown in Figs. 26b and 26c. These 
empirical variograms are of spherical type with a sill of 0.997 and a zero nugget. The 
major range is determined as 2520 m and the minor range as 2430 m. 
A spherical model is fitted to the empirical major and minor direction variogram 
estimates of permeability and theoretical variograms are generated along with their 
associated covariance and correlation functions (Figs. 26d and 26e). The spherical 
variogram functions are computed based on the following standardized equation: 

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Fig. 25—Permeability-thickness map of the Gething reservoir (provided by 
Schlumberger Consulting Services on Berland River area). 
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      (d)                                                        (e) 
 
Fig. 26—Variogram analysis for permeability: (a) Variogram map (distances are in 
meters),  (b) major and (c) minor direction empirical variograms, (d) major and (e) 
minor direction theoretical variograms with covariance and correlation functions 
(provided by Schlumberger Consulting Services on Berland River area). 
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 Once the theoretical variograms are built, the corresponding covariance and 
correlation functions are computed based on aforementioned variogram-covariance and 
correlation-covariance relationships. 
 
4.2 Correlation Coefficients 
A variogram analysis is conducted to assess the spatial variations of reservoir 
properties within the Gething formation. Theoretical variogram, covariance and 
correlation functions are established for major and minor directions of continuity. 
Correlation functions are utilized to compute the correlation coefficients for porosity, 
permeability and net pay based on the planned well locations in a section.  
As discussed in Chapter III, while the Gething reservoir model is built based on 
the assumption that at most 8 wells will be drilled in a section, only 4 of those are 
modeled. Fig. 27 is a schematic illustration of the described well configuration with the 
4 representative wells and the separation distances between them.  
 
 
 
 
Fig. 27— Schematic illustration showing the representative well locations and the 
corresponding interwell distances in meters. 
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Tables 12 through 14 present the correlation matrices which display the 
correlation coefficients between all pairs of well porosities, net pay thicknesses and 
permeabilities.  These correlation coefficients are later incorporated to the reservoir 
model to account for dependencies in reservoir properties between wells. 
 
 
Table 12—Correlation matrix for porosity. 
 
 
 
 
Table 13—Correlation matrix for net pay. 
 
 
 
 
Table 14—Correlation matrix for permeability. 
 
 
 
 
 
 
  
 
 
62
CHAPTER V 
DECLINE CURVE MODEL 
 
Reservoir simulation combined with Monte Carlo techniques provided a practical 
and quick method to predict a multitude of production profiles with various reservoir 
properties, under different development scenarios. These production profiles will be 
incorporated to a flexible decision model and allow calculation of the expected net 
present value for each scenario which will be used as a means to decide on the optimal 
development strategy. To facilitate the integration of the reservoir and decision models, 
simulated production profiles are fit with decline curves. The regressed decline 
parameters are then used in the decision model along with their means, standard 
deviations and pairwise correlation coefficients to specify a joint probability distribution 
for each development scenario. 
This chapter provides background information on conventional decline curve 
analysis and describes the methodology followed in constructing the decline curve 
model in this work.  
 
5.1 Background 
Decline curve analysis is one of the most widely used techniques to predict future 
production performance and estimate reserves from available production data in 
conventional reservoirs. This technique is based on the assumption that the past 
production trend can be mathematically described by so-called Arps' rate-time equations 
and utilized to forecast future performance. Decline curve analysis may serve as an 
effective and powerful tool for reserve estimation and economic evaluation of an asset if 
applied under the appropriate conditions (Cheng et al. 2008).   
Conventional decline curve analysis applies to cases in which there is a single-
layer reservoir where the transient flow has died out and the well production is 
maintained at steady-state flow conditions with constant bottomhole pressure. It is 
important that the decline curve analysis is performed only after boundary-dominated 
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flow conditions are reached, that is when the change of reservoir pressure with time 
(dP/dt) is constant at all points for constant rate production. If the analysis were to be 
performed during transient flow conditions, predictions on future well performance 
would be inaccurate and misleading; since the effective drainage area of the well 
increases during this flow regime. Also there should not be any changes in completions. 
Under these conditions the Arps’ equations can be effectively used for decline curve 
analysis (Cheng et al., 2008). 
The three types of rate-time decline curves are (1) exponential decline, (2) 
hyperbolic decline and (3) harmonic decline. Detailed explanation on the first two 
methods will be provided next, whereas the last method will be omitted as it is beyond 
the scope of this work.  
 
5.1.1 Exponential Decline Curve 
Exponential decline which is also referred as constant percentage decline is the 
most commonly used Arps’ model defined by an exponential equation of the 
form bxaey = .  The equations used to interpret exponential decline curves are,   
(1) Production rate at time t, 
Dt
ieqq
−
=  
(2) Cumulative production, 
D
qqN ip
−
=    
where the decline rate, D  is expressed as, 
t
q
q
D
i
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




=
ln
 
The rate-time equation governing exponential decline includes two constants which are 
the initial production rate, iq  and the decline rate, D . The decline rate is the rate of 
change in production with respect to time and, for exponential decline, is constant for all 
time (Fattah 2006). 
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5.1.2 Hyperbolic Decline Curve 
 Hyperbolic decline occurs when the decline rate varies with producing time. The 
equations that define hyperbolic decline curves are, 
(1) Production rate at time t, 
( ) bii tbDqq /11 −+=  
(2) Cumulative production, 
( ) ( )bbii
b
p qqbD
q
N i −− −
−
=
11
1
   
The rate-time equation defining hyperbolic decline incorporates three constants, the 
initial production rate, iq  the initial decline rate, iD , which is defined at the same time as 
the initial production rate, and the hyperbolic exponent, b . The decline rate is no longer 
constant, but varies with time. The hyperbolic exponent is the rate of change of the 
decline rate with respect to time, or the second derivative of production rate with respect 
to time.  
The hyperbolic decline model often results in unrealistically high reserve 
estimates and a long lifetime since the curve continually flattens with time. In contrast, 
the exponential decline model yields more conservative reserve estimates and predicts a 
relatively rapid depletion compared to the hyperbolic decline model (Fattah, 2006).  
 
5.2 Applied Methodology 
Conventional practices of decline curve analysis in tight gas reservoirs pose 
significant technical challenges and may often result in unrealistic production forecasts 
and inaccurate reserve estimates (Cheng et al., 2008). It is typical for tight gas reservoirs 
to have production performances with rapid initial decline rates and lengthy transition 
flow periods. In our model, to account for long-duration transient effects inherent in tight 
gas reservoirs, the early production data are matched with a hyperbolic decline which 
later assumes an exponential form. Equations for the combined hyperbolic and 
exponential production decline used in our model are derived as, 
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(1) Hyperbolic Decline Segment 
The production rate at time t can be expressed as, 
( ) bii tbDqq /11 −+=    
The cumulative production, 
( ) ( )bbii
b
p qqbD
q
N i −− −
−
=
11
1
 
(2) Exponential Decline Segment 
 The initial exponential production rate may be obtained by substituting ot in the 
rate-time equation describing the hyperbolic decline,  
 
( ) boii tbDqq /11 −+=  
 The exponential decline rate, D , which will be constant during the exponential 
decline segment can be determined by, 
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 A production rate in the exponential decline segment can be expressed as:  
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Based on these equations and with the help of the Solver add-in of Excel, 
production profiles are matched with a decline curve. A VBA code automates the 
decline curve analysis of thousands of production profiles generated by random 
simulation runs of the reservoir model. The early production data during Stage 1 is 
acquired on a monthly basis and matched with a hyperbolic model; whereas, the rest of 
the performance history is collected on a yearly basis and matched using a hyperbolic 
decline that becomes exponential once boundary effects are felt (Fig. 28).  
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Fig. 28— Example of a simulated production profile from the reservoir model with 
3-year stage length: (a) Hyperbolic decline model fitted to the first 3 years of 
production (b) An early hyperbolic model transitioning to exponential, fitted to the 
20 years of production. 
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Decline parameters of Stage 1 (initial production rate iq , initial decline rate iD , 
and hyperbolic exponentb ) and Stage 2 ( iq , iD ,b  and transition time ot ) are determined 
along with their pairwise correlation coefficients to serve as inputs to the decision 
model.  
 
5.3  Results of Decline Curve Model 
As previously mentioned, the reservoir model was run with 1-, 3- and 5-year 
stages to illustrate how the value of learning about the primary development plan varies 
with stage length. Tables 15 through 17 show example decline curve results for stage-
lengths of 1, 3 and 5 years, respectively while Tables 18 through 29 present the 
important statistics of decline parameters (mean and standard deviation) and pairwise 
correlation coefficients between Stage 1 and Stage 2. 
These statistics (means, standard deviations and correlation coefficients) are 
input into the decision model.  The decision model processes these inputs and yields the 
optimal development strategy. 
The preliminary decision model that will be outlined in the following chapter 
only uses the initial production rate, iq  in the analysis. Fig. 29 shows the cumulative 
distribution plots of the first well’s 1 year- and 20 year- iq s (stage length is 1 year). The 
remaining CDF plots are provided in Appendix E. 
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                  (a) 
 
                  (b) 
 
Fig. 29 — Cumulative distribution plot of qi for Well 1, stage-length of 1 year: (a) 1 
year-qi (Stage 1),  (b) 20 year-qi (Stage 1 + Stage 2). 
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Table 15— Example decline curve results of the final reservoir model for a stage length of 1 year. In Stage 1, one well 
(Well 1) is producing on 640 acre-spacing. In Stage 2, three additional wells are drilled on 160 acre-spacing and 
represented by Well 3 in simulation. 
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Table 16— Example decline curve results of the final reservoir model for a stage length of 3 years. In Stage 1, one well 
(Well 1) is producing on 640 acre-spacing. In Stage 2, three additional wells are drilled on 160 acre-spacing and 
represented by Well 3 in simulation. 
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Table 17— Example decline curve results of the final reservoir model for a stage length of 5 years. In Stage 1, one well 
(Well 1) is producing on 640 acre-spacing. In Stage 2, three additional wells are drilled on 160 acre-spacing and 
represented by Well 3 in simulation. 
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Table 18— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 640-640, 640-320, 640-160 and 640-80 (stage length of 1 
year).     
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Table 19— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 320-320, 320-160 and 320-80 (stage length of 1 year).    
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Table 20— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 160-160 and 160-80 (stage length of 1 year).   
 
 
 
 
Table 21— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 80-80 (stage length of 1 year).    
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Table 22— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 640-640, 640-320, 640-160 and 640-80 (stage length of 3 
years).  
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Table 23— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 320-320, 320-160 and 320-80 (stage length of 3 years).    
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Table 24— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 160-160 and 160-80 (stage length of 3 years).    
 
 
 
 
Table 25— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 80-80 (stage length of 3 years).   
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Table 26— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 640-640, 640-320, 640-160 and 640-80 (stage length of 5 
years).  
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Table 27— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 320-320, 320-160 and 320-80 (stage length of 5 years).    
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Table 28— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 160-160 and 160-80 (stage length of 5 years).   
 
 
 
 
Table 29— Statistics of decline curve parameters (mean and standard deviation) and pairwise correlation coefficients 
between Stage 1 and Stage 2 for downspacing combinations of 80-80 (stage length of 5 years).   
 
  
 
 
CHAPTER VI 
DECISION MODEL 
 
The research team led by Dr. Eric Bickel (Industrial & Systems Engineering 
Department in University of Texas at Austin, UT) developed a practical and flexible 
decision model to evaluate a variety of two-stage development scenarios and assess the 
full spectrum of potential economic outcomes.  
The model follows a practical approach for capturing the dependence between 
these stages and determines an optimal strategy that exploits the information provided by 
primary stage production results from the reservoir simulation. Production results are 
integrated to the decision model using the decline curve analysis approach described in 
the previous chapter (Fig. 30). 
To fully model dependence between primary and secondary development plans, 
joint probability distributions of the decline parameters are constructed from a set of 
pairwise probability and correlation assessments. These distributions are then used to 
calculate the expected net present value which will form the basis of our decision.   
 
 
Reservoir    
Simulation
Production 
Profiles
Decline 
Parameters
(Qi, Di, b)
- Means
- Std devs
- Correlation Coeffs.
Decline Curve 
Analysis
Decision             
Model
Optimal 
Development 
Strategy
 
 
Fig. 30— Schematic outlining the approach used in the decision model. Production 
profiles from the reservoir simulation are input into the decline curve analysis to 
generate the decline parameters. Means, standard deviations and correlation 
coefficients of the decline parameters are then calculated and input into the 
decision model.  The decision model processes these inputs and yields the optimal 
development strategy. 
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This chapter briefly describes the decision model employed in this work and 
provides the results obtained from the model. The preliminary decision model that will 
be outlined in the following section only uses the initial production rate, iq  in the 
analysis and evaluates only the 1-year and 3-year results.  
 
6.1 Methodology 
  When making sequential development decisions, one needs to capture the 
dependence between stages and use the primary production results to make more 
informed decisions for the next stages. Fig. 31 shows the influence diagram for the 
decision on the development plan of the Berland River area. The net present value 
(NPV) is the objective variable, i.e., the quantitative criterion that will be maximized. In 
other words, the decision model selects the optimal development strategy with the 
objective of maximizing profitability. The optimal strategy consists of optimal primary 
and secondary well spacings which are decision variables in the influence diagram. 
Decline parameters provided in terms of probability distributions are the uncertain 
variables used in calculation of the expected NPV.  Fig. 32 shows a partial decision tree  
which demonstrates the structure of the sequential development program.  
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Fig. 31— Influence diagram for the Berland River area development plan decision. 
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Fig. 32— Partial decision tree for the Berland River area development plan. 
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The decline curve analysis results indicate that the initial production rates are 
log-normally distributed (Fig. 29). Therefore, first stage iq  values are transformed to fit 
a log-normal distribution by using the following equations,   








+
=
2
2σµ
emean
 
( )1. 2 −= σedevstd
 
( )22 σµ +e
 
The 90th, 50th and 10th percentiles (P90, P50 and P10) are also computed, which 
represent high, medium and low production rates at Stage 1 and are assigned with 
probabilities of 25%, 50% and 25%, respectively. These percentiles along with the 
pairwise correlation coefficients will be used in computing the conditional means and 
standard deviations of Stage 2 given Stage 1 to construct the joint probability 
distributions. The following equations are used in this calculation, 
( )y
y
x
xyx y µσ
σρµµ −+=|  
( ) 22|2 1 xyx σρσ −=  
 
After specifying the joint probability distribution of iq  over all possible 
combinations of outcomes, the corresponding cumulative productions are calculated at a 
discount rate of 10%. Based on the discounted cumulative production and price 
environment, the expected net present value (NPV) of future cash flows is determined 
for each scenario.  
 
6.2  Results of the Decision Model   
  The decision model has been employed in two different price environments (low 
and high) and results for each scenario are analyzed and compared. Table 30 shows the 
low price environment where gas price, marginal costs, fixed costs, drilling cost and 
discount rate are the major parameters. Based on these values, the decision model 
calculates the expected NPV for each scenario and selects the one with the highest. 
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Table 30— Low price environment. 
 
 
 
 
  Table 31 shows the decision model results in the low price environment, for 
stage length of 1 year. Results indicate that if the initial production iq  is high, the 
downspacing alternative that maximizes NPV is the 160 acre-spacing. This means that, 
the optimal strategy is to start development on 640 acres and downspace to 160 acres if 
high production is observed. However, if production is low, continuing development on 
640 acres would be the best choice. It is worthwhile to mention that, the dynamic 640-
acre strategy is better than the static 160-acre strategy by $660K (i.e., $2.09MM - 
$1.43MM = $0.66MM). 
  Similarly, Table 32 outlines the decision model results in the low price 
environment, for stage length of 3 years. It is seen that for the primary stage, 
development on 640 acres and for the secondary stage downspacing to 160 acres should 
be selected.  
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Table 31— Decision model results showing the optimal development plan in low 
price environment. Stage length is 1 year. 
 
 
 
 
  Comparing the results for stage lengths of 1 year and 3 years, it is seen that the 
expected NPVs for a 3-year stage is lower than a 1-year stage. Regardless, the dynamic 
(640-acre) strategy is still better than the static (160-acre) strategy (i.e., $0.72MM - 
$0.63MM = $0.09MM). 
  Next, the decision model is employed in the high price environment (Table 33), 
for stage length of 1 year. The decision model results indicate that, selecting 640-acre 
spacing for the primary stage and downspacing to 160-acre is the best option, unless low 
initial production is observed (Table 34).  
  However, in the high price environment and for a stage length of 3 years, the 
optimal development strategy is to start development on 160 acre-spacing and not to 
downspace (Table 35).  
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Table 32— Decision model results showing the optimal development plan in low 
price environment. Stage length is 3 years. 
 
 
 
 
Table 33— High price environment. 
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Table 34— Decision model results showing the optimal development plan in high 
price environment. Stage length is 1 year. 
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Table 35— Decision model results showing the optimal development plan in high 
price environment. Stage length is 3 years. 
 
 
 
 
In this chapter, a practical and flexible framework was presented which fully 
models the dependence between development stages and decides on the next stage based 
on the previous stage information. The decision model presented herein provides quick 
recommendations to operators on development strategies and will prove to be useful in 
determining an optimal development strategy. 
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CHAPTER VII 
CONCLUSIONS AND RECOMMENDATIONS 
 
7.1  Conclusions 
In this work, we developed a probabilistic reservoir model which allows 
prediction of production profiles under different development scenarios. These 
production profiles are integrated to a Bayesian decision model and allow calculation of 
the expected net present value for each scenario. To facilitate the integration of the 
reservoir and decision models, the simulated production profiles are fit with decline 
curves and the corresponding decline parameters are determined to serve as inputs to the 
decision model. The model distinguishes itself from existing technologies, by its speed, 
cost-effectiveness, ability to model production uncertainty and spatial dependence 
between wells. The integration of Monte Carlo techniques with reservoir simulations 
yields random combinations of the uncertain parameters, hence to permit the modeling 
of reservoir heterogeneity.  
A VBA code was developed which allowed thousands of simulations to be 
performed automatically; thereby providing a full spectrum of production profiles. 
Incorporation of these production profiles to the decision model rendered a tool that can 
offer recommendations to operators on selecting the optimal development strategy with 
the objective of maximizing profitability.  
The reservoir and decision modeling tools developed in this project were applied 
to UGR’s tight gas assets in Berland River, Alberta to determine the optimal well 
spacing in the area. The decision context modeled consisted of 2 development decisions: 
the primary and secondary well spacings. In particular, the plan is to start development 
on a specific well spacing (Stage 1) and then decide on whether to downspace or not 
(Stage 2) based on the primary production results. Also, to understand the trade-off 
between Stage 1 duration and spacing, results were evaluated for 2 different stage 
lengths (1- and 3- year).  
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The decision model was employed in two different price environments: In a low 
price environment, for both 1 and 3 year-stage lengths, the optimal strategy is 640 acres 
to start and then downspace to 160 acres if high production is observed. When a higher 
price environment is considered, for stage length of 1 yr, the optimal strategy is to select 
640 acres for primary stage and then downspace to 160 acres unless low production is 
observed. On the other hand, again in the high price environment but for stage length of 
3 yrs, the optimal strategy is to start development on 160-acre spacing and not to 
downspace. In terms of profitability, in the low price environment, the expected NPVs 
for a 3-year stage are lower than a 1-year stage; however, the opposite holds for the high 
price environment. 
 
7.2    Limitations 
 As with any modeling approach, the method presented in this study is also based 
on certain approximations. These approximations are the major cause for divergence of 
the model from the real case. Some limitations of the probabilistic reservoir model 
developed in this study are as follows: (1) The current single-well approach can model 
the reservoir heterogeneity to a certain extent but it cannot provide a full representation. 
(2) Pressure interference between wells cannot be modeled perfectly. (3) While the 
reservoir model is built based on the assumption that at most 8 wells will be drilled in a 
section due to lengthy simulation times, only 4 representative wells are modeled. 
However, modeling all the wells would yield more precise results. 
 
7.3  Recommended Future Work 
The reservoir model can be improved to model completion efficiency 
(stimulation failure) in more detail and the developed tool can be extended to yield the 
optimal well completion strategy in addition to the primary and secondary optimal well 
spacings.  
The reservoir model can be applied to other fields to confirm and extends 
functionality. Once the model’s applicability on other fields is verified and after further 
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refinements, the tools and methods developed in this project may be transformed into a 
fully functional and flexible software module used for determining optimal development 
strategies for unconventional tight gas reservoirs. 
In future research, a multi-well model approach can be investigated to better 
model the reservoir heterogeneity and the pressure interference between Stage 1 and 
Stage 2 wells. 
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NOMENCLATURE 
 
 
a  =  the range beyond which variogram remains essentially constant, m 
a0  =  regression coefficient used in the moving window technology 
a1  =  regression coefficient used in the moving window technology 
a2  =  regression coefficient used in the moving window technology 
a3  =  regression coefficient used in the moving window technology 
aC  =  main diagonal of coefficient Matrix A, scf . cp/psi2 . D 
aN, aW  =  north and west flow coefficient, scf . cp/psi2 . D 
aE, aS  =  east and south flow coefficient, scf . cp/psi2 . D 
A  =  well spacing, acre 
b  =  hyperbolic exponent 
B  =  formation volume factor, reservoir ft3/scf 
BY  =  best 12 consecutive months of production divided by 12, MSCM/M 
ct  =  total system compressibility, psi-1 
C0   =  nugget 
C1  =  difference between sill and nugget 
C1  =  intermediate result in the reservoir model of moving window technology 
C2  =  intermediate result in the reservoir model of moving window technology 
C3  =  intermediate result in the reservoir model of moving window technology 
C(h) =  covariance function 
d  =  right-side column vector of the 2D flow equation
 
D  =  decline rate, 1/year 
Di  =  initial decline rate, 1/year 
FcD  =  dimensionless fracture conductivity 
Gp  =  cumulative production, standard cubic feet 
h  =  lag distance between pairs, ft 
h  =  net pay thickness, ft 
J’  =  well index 
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k  =  permeability, md 
kgas  =  gas permeability, md 
kf  =  fracture permeability, md 
Lf  =  fracture length, ft 
Np  =  cumulative production, MMscf 
p  =  the vector of well block pressure, psi
 pi  =  initial reservoir pressure, psia 
pp  =  real-gas pseudopressure, m/Lt3 , psi2 /cp 
pwf   =  flowing bottomhole pressure, psi 
n
jpip ,
  
=  real-gas pseudopressure in (i,j) grid at n time step, m/Lt3 , psi2 /cp 
1
1,
+
−
n
jpip
  
=  real-gas pseudopressure in (i,j-1) grid at n+1 time step, m/Lt3 , psi2 /cp
 
1
,1
+
−
n
jpip
  
=  real-gas pseudopressure in (i-1,j) grid at n+1 time step, m/Lt3 , psi2 /cp
 
1
,
+n
jpip
  
=  real-gas pseudopressure in (i,j) grid at n+1 time step, m/Lt3 , psi2 /cp
 
1
,1
+
+
n
jpip
  
=  real-gas pseudopressure in (i+1,j) grid at n+1 time step, m/Lt3 , psi2 /cp
 
1
1,
+
+
n
jpip
  
=  real-gas pseudopressure in (i,j+1) grid at n+1 time step, m/Lt3 , psi2 /cp
 
q  =  production rate, Mscf/D 
qi  =  initial production rate, Mscf/D 
ro  =  equivalent radius of well gridblock, L, ft 
rw  =  wellbore radius, L, ft 
s  =  skin factor, dimensionless 
to  =  transition time, years 
T  =   temperature, T, ºR 
Tsc  =   temperature at standard condition, ºR 
∆t  =   timestep, t, days 
Vp  =  pore volume of gridblock, L3, ft3 
VBY  =  virgin best year, MSCM/M 
α  =  coefficient in the aC equation 
)(hρ   =  correlation function 
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)(hγ   =  semi-variogram 
µ  =  viscosity, cp 
φ   =  porosity, fraction 
w  =  fracture width, ft 
z  =  z factors 
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APPENDIX A  
ADDITIONAL PROBABILITY DISTRIBUTION PLOTS OF DISCOUNTED 
CUMULATIVE GAS PRODUCTION FOR THE FIRST RESERVOIR MODEL 
 
 
 
 
 
Fig. A1— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 1 on 210 acre-spacing (Stage 2 – Option 1). 
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Fig. A2— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 1 on 160 acre-spacing (Stage 2 – Option 2). 
 
 
 
 
Fig. A3— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 2 on 160 acre-spacing (Stage 2 – Option 2). 
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Fig. A4— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 1 on 160 acre-spacing (Stage 2 – Option 3). 
 
 
 
 
Fig. A5— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 2 on 160 acre-spacing (Stage 2 – Option 3). 
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Fig. A6— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 3 on 210 acre-spacing (Stage 2 – Option 3). 
 
 
 
 
Fig. A7— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 1 on 160 acre-spacing (Stage 2 – Option 4). 
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Fig. A8— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 2 on 160 acre-spacing (Stage 2 – Option 4). 
 
 
 
 
Fig. A9— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 3 on 210 acre-spacing (Stage 2 – Option 4). 
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Fig. A10— Probability distribution plot of 20-year discounted cumulative gas 
production for Well 4 on 210 acre-spacing (Stage 2 – Option 4). 
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APPENDIX B 
CROSSPLOTS OF STAGE 1 VS STAGE 2 DISCOUNTED CUMULATIVE GAS 
PRODUCTIONS FOR THE FIRST RESERVOIR MODEL 
 
 
 
 
 
Fig. B1— Crossplot of Well 1 (Stage 1) vs. Well 3 (Stage 2) 20-year discounted 
cumulative gas productions (Option 3). 
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Fig. B2— Crossplot of Well 1 (Stage 1) vs. Well 4 (Stage 2) 20-year discounted 
cumulative gas productions (Option 4). 
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APPENDIX C 
ADDITIONAL PROBABILITY DISTRIBUTION PLOTS OF STAGE GAS 
PRODUCTION FOR THE PRELIMINARY VERSION OF THE SECOND 
RESERVOIR MODEL 
 
 
 
 
 
Fig. C1— Probability distribution plot of stage-end average gas production for 
Well 1 on 640 acre-spacing (Stage 2, 640-640). 
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Fig. C2— Probability distribution plot of stage-end average gas production for 
Well 1 on 320 acre-spacing (Stage 2, 640-320). 
 
 
 
 
Fig. C3— Probability distribution plot of stage-end average gas production for 
Well 2 on 320 acre-spacing (Stage 2, 640-320). 
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Fig. C4— Probability distribution plot of stage-end average gas production for 
Well 1 on 160 acre-spacing (Stage 2, 640-160). 
 
 
 
 
Fig. C5— Probability distribution plot of stage-end average gas production for 
Well 2 on 160 acre-spacing (Stage 2, 640-160). 
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Fig. C6— Probability distribution plot of stage-end average gas production for 
Well 3 on 160 acre-spacing (Stage 2, 640-160). 
 
 
 
 
Fig. C7— Probability distribution plot of stage-end average gas production for 
Well 4 on 160 acre-spacing (Stage 2, 640-160). 
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Fig. C8— Probability distribution plot of stage-end average gas production for 
Well 1 on 320 acre-spacing (Stage 1). 
 
 
 
 
Fig. C9— Probability distribution plot of stage-end average gas production for 
Well 2 on 320 acre-spacing (Stage 1). 
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Fig. C10— Probability distribution plot of stage-end average gas production for 
Well 1 on 320 acre-spacing (Stage 2, 320-320). 
 
 
 
 
Fig. C11— Probability distribution plot of stage-end average gas production for 
Well 2 on 320 acre-spacing (Stage 2, 320-320). 
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Fig. C12— Probability distribution plot of stage-end average gas production for 
Well 1 on 160 acre-spacing (Stage 2, 320-160). 
 
 
 
 
Fig. C13— Probability distribution plot of stage-end average gas production for 
Well 2 on 160 acre-spacing (Stage 2, 320-160). 
 
113
  
 
 
 
 
Fig. C14— Probability distribution plot of stage-end average gas production for 
Well 3 on 160 acre-spacing (Stage 2, 320-160). 
 
 
 
 
Fig. C15— Probability distribution plot of stage-end average gas production for 
Well 4 on 160 acre-spacing (Stage 2, 320-160). 
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Fig. C16— Probability distribution plot of stage-end average gas production for 
Well 1 on 160 acre-spacing (Stage 1). 
 
 
 
 
Fig. C17— Probability distribution plot of stage-end average gas production for 
Well 2 on 160 acre-spacing (Stage 1). 
 
115
  
 
 
 
 
Fig. C18— Probability distribution plot of stage-end average gas production for 
Well 3 on 160 acre-spacing (Stage 1). 
 
 
 
 
Fig. C19— Probability distribution plot of stage-end average gas production for 
Well 4 on 160 acre-spacing (Stage 1). 
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Fig. C20— Probability distribution plot of stage-end average gas production for 
Well 1 on 160 acre-spacing (Stage 2, 160-160). 
 
 
 
 
Fig. C21— Probability distribution plot of stage-end average gas production for 
Well 2 on 160 acre-spacing (Stage 2, 160-160). 
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Fig. C22— Probability distribution plot of stage-end average gas production for 
Well 3 on 160 acre-spacing (Stage 2, 160-160). 
 
 
 
 
Fig. C23— Probability distribution plot of stage-end average gas production for 
Well 4 on 160 acre-spacing (Stage 2, 160-160). 
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APPENDIX D 
CROSSPLOTS OF STAGE 1 VS STAGE 2 GAS PRODUCTIONS FOR THE 
PRELIMINARY VERSION OF THE SECOND RESERVOIR MODEL 
 
 
 
 
 
Fig. D1— Crossplot of Stage 1 (640 acres) vs. Stage 2 (320 acres) gas productions. 
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Fig. D2— Crossplot of Stage 1 (640 acres) vs. Stage 2 (160 acres) gas productions. 
 
 
 
 
Fig. D3— Crossplot of Stage 1 (320 acres) vs. Stage 2 (320 acres) gas productions. 
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Fig. D4— Crossplot of Stage 1 (320 acres) vs. Stage 2 (160 acres) gas productions. 
 
 
 
 
Fig. D5— Crossplot of Stage 1 (160 acres) vs. Stage 2 (160 acres) gas productions. 
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APPENDIX E 
CUMULATIVE DISTRIBUTION PLOTS OF INITIAL PRODUCTION RATE, qi 
 
 
            
Fig. E1— Cumulative distribution plot of qi for Well 2, stage-length of 1 year: (a) 1 
year-qi (Stage 1),  (b) 20 year-qi (Stage 1 + Stage 2). 
(a) 
(b) 
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                (a) 
 
                (b) 
 
Fig. E2— Cumulative distribution plot of qi for Well 3, stage-length of 1 year: (a) 1 
year-qi (Stage 1),  (b) 20 year-qi (Stage 1 + Stage 2). 
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                (a) 
 
                (b) 
 
Fig. E3— Cumulative distribution plot of qi for Well 4, stage-length of 1 year: (a) 1 
year-qi (Stage 1),  (b) 20 year-qi (Stage 1 + Stage 2). 
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                (a) 
 
                (b) 
 
Fig. E4— Cumulative distribution plot of qi for Well 1, stage-length of 3 years: (a) 3 
year-qi (Stage 1), (b) 20 year-qi (Stage 1 + Stage 2). 
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                (a) 
 
                (b) 
 
Fig. E5— Cumulative distribution plot of qi for Well 2, stage-length of 3 years: (a) 3 
year-qi (Stage 1),  (b) 20 year-qi (Stage 1 + Stage 2). 
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                (a) 
 
                      (b) 
 
Fig. E6— Cumulative distribution plot of qi for Well 3, stage-length of 3 years: (a) 3 
year-qi (Stage 1),  (b) 20 year-qi (Stage 1 + Stage 2). 
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                (a) 
 
                           (b) 
 
Fig. E7— Cumulative distribution plot of qi for Well 4, stage-length of 3 years: (a) 3 
year-qi (Stage 1),  (b) 20 year-qi (Stage 1 + Stage 2). 
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                (b) 
 
Fig. E8— Cumulative distribution plot of qi for Well 1, stage-length of 5 years: (a) 5 
year-qi (Stage 1), (b) 20 year-qi (Stage 1 + Stage 2). 
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                (a) 
 
                (b) 
 
Fig. E9— Cumulative distribution plot of qi for Well 2, stage-length of 5 years: (a) 5 
year-qi (Stage 1), (b) 20 year-qi (Stage 1 + Stage 2). 
 
130
  
 
 
 
 
                (a) 
 
                (b) 
 
Fig. E10— Cumulative distribution plot of qi for Well 3, stage-length of 5 years: (a) 
5 year-qi (Stage 1), (b) 20 year-qi (Stage 1 + Stage 2). 
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                (a) 
 
                (b) 
 
Fig. E11— Cumulative distribution plot of qi for Well 3, stage-length of 5 years: (a) 
5 year-qi (Stage 1), (b) 20 year-qi (Stage 1 + Stage 2). 
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