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Nous exposons mithode qui permet de manipuler les structures combinatoires dans un environne- 
ment de programmation symbolique (en I’occurence Maple). Cette mbthode utilise le fait que ces 
structures peuvent &tre vues comme des repksentants des classes latkrales S,/H oti H est le 
stabilisateur de l’une des structure. 
1. Introduction 
Cette note se situe dans le cadre de la thkorie des esptces de structures (voir [S, lo]). 
Nous exposons ici une mtthode pour rep&enter et manipuler les structures appar- 
tenant A des espkes moltculaires (voir [lo]) dans l’environnement Maple. Cette 
mkthode est baske sur le fait que toute espke molkculaire M sur it points peut &tre vue 
comme l’ensemble des classes latkrales de S,/H oti S, est le groupe symttrique et H est 
le stabilisateur d’une M-structure quelconque. Une utilitk de ces programmes est de 
comparer deux espkes molkulaires d partir de structures qui appartiennent A ces 
espkces. On peut par exemple vlrifier si une espkce moltculaire dont les structures 
sont des graphes est isomorphe i une espkce dkfinie au moyen de classes la&ales dans 
S,. On trouvera dans [3] une utilisation de ces programmes pour ttendre la table [7] 
des espkes moltculaires sur les petites cardinalitts. 
Notre faGon de proclder nous donne la possibilitk de manipuler ces objets dans 
l’environnement fournit par le logiciel Maple. Nous rappelerons d’abord quelques 
notions de base de la thtorie des espkces moltculaires (pour plus de d&tails voir 
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[lo, 6,7]), puis nous dtcrirons la mtthode qui a ete implement&e en Maple. On peut 
aussi calculer le stabilisateur d’une structure, trouver la matrice qui represente le 
graphe du type de l’espece moleculaire a laquelle appartient une structure, determiner 
si les especes moleculaires auxquelles appartiennent deux structures sont isomorphes. 
On trouvera dans [2] plus de details concernant cette implementation et dans [4] une 
utilisation conduisant a la resolution d’equations differentielles combinatoires (dans 
Q[ [ zZ]] ) par coefficient indetermines. 
2. DCfinitions et rappels 
Soit M une espece moleculaire et U un ensemble de cardinalitt ~1. Le groupe 
symetrique SLI agit sur l’ensemble M[U] en posant C.S = M [o](s), oti OES~ et 
EM [ U]. On montre que M est moleculaire si et seulement si cette action de Su sur 
M[U] est connexe. Soit B({ 1,2, . . . . n}, U) l’ensemble des bijections de { 1,2, . . ., n} 
dans U. Designons par L, l’espece definie par L,[ U] = B( { 1,2, . . ., n>, U). Si H est un 
sous-groupe de S,, on d&nit une autre espece que l’on note LJH par 
L,IH={cpH: cp~B({ 132, . . ..n). U)}, 
le transport des structures le long d’une bijection 0 : U-t V, etant donne par 
(L/H) Cal (cpW= acpH. 
Les resultats suivant jouera un role primordial dans notre facon de decrire les 
structures: 
Proposition 2.1. Toute espkce molbculaire M est isomorphe 6 une esptce de type L,/H, 
OIYJ H est le sous-groupe stabilisateur d’une M-structure s quelconque sur l’ensemble 
{1,2 ,..., n}. 
On notera MH = L,/ H pour alleger la notation. 
Proposition 2.2. M, z M, si et seulement si H et K sont conjugub. 
En ce qui nous concerne, l’ensemble sous-jacent U sera toujours un sous-ensemble 
( 1,2, . . ., n} (c’est possible par transport de structure), de sorte que 
B((L2, . . . . n}, U)gS,,,. 
Ainsi une espece moleculaire peut @tre codte par un ensemble de classes laterales d’un 
sous-groupe dans S,. Notons enfin que toute espece moleculaire M est concentree sur 
une et une seule cardinalitt en ce sens que si 1 U I# n, alors M [ U] = 0 car il n’y a pas de 
bijections entre { 1,2, . . . . n} et U. 
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3. Reprksentation en Maple 
Avant de poursuivre, soulignons que les structures d’ordre lineaire et d’ensemble 
sont deja presentes dans Maple. Les premieres correspondent aux listes et s’ecrivent 
avec les “[ I”, quant aux ensembles, on les designe avec les “{ }“. Les expressions 
&rites avec les caracteres courier designent des instructions directement executables 
en Maple. 
La definition que nous donnons d’espece moleculaire plus haut suggere une ap- 
proche pour decrire les structure d’un type donne dans un ordinateur. 11 s’agit de 
coder les classes laterales de S,/K sous la forme de d’ensemble de permutations (oti 
K est le stabilisateur d’une des structures). Cette methode, bien que correcte, n’est pas 
la plus pratique. En effet, si dans un environnement de programmation interactif 
comme Maple, on desire comparer des structures ou en creer de nouvelles a partir de 
celles existantes, il est peu commode d’avoir a ecrire les ensembles de permutations qui 
forment certaines classes laterales. De plus, il n’est pas toujours evident de reconnaitre 
une structure a partir d’une classe laterale. 
Nous avons done mis au point une variante compacte de cette mtthode pour 
decrire une structure. L’expression Maple pour decrire une structure de l’espece cycle 
sera c (lisle d’objets) (le c signifie cycle). Par exemple, l’appel c(l,W, 3,4) decrira 
un cycle sur I’ensemble { 1,2,3,4}. Une structure (differente des ensembles et des 
ordres lineaires) sera dtfinie par une procedure Maple (voir [2]) dont les arguments 
sont les elements de l’ensemble sousjacent. Ces elements (ou points) peuvent eux- 
memes etre d’autres structures. Par exemple, une C,(X’)-structure sera definie par 
l’appel de la procedure c avec comme arguments trois ordres lineaire (listes) de deux 
points. Ainsi 
~0~41, c~31, c5m. 
represente une C3(X2)-structure. 
Comme on le voit, deux elements de base seront utilises pour representer des 
structures: d’une part les ensembles et les ordres lineaires, d’autre part des procedures. 
Une structure pourra etre composee simultantment d’elements des deux types. Nous 
donnons en appendice deux exemples de procedures. 
La forme d’un appel est la suivante: m(ti, t,, . . . . tk) od m est une M,-structure 
vivant sur k points, ti:= ti[ Vi] (pour i= 1, . . . , k) est une Ti-structure sur 1 Ui) points et 
Uic{ 192, ...) n} avec i#j =P U,nU, =@. L’ensemble Ui est l’ensemble sous-jacent a la 
structure ti. Notons que les structures ti peuvent etre des points, il suffit de considerer 
Ti [ Ui] avec ri =X, l’espece singleton et 1 Uil = 1. 
Le rtsultat retourne par la procedure qui reprtsente la M,-structure m sera cette 
meme procedure mais dont les arguments seront permutes en accord avec un systeme 
de representants des classes de { cpH: YES,}. Nous exploitons ici une caracteristique de 
la programmation symbolique permettant a une procedure de retourner comme 
valeur un appel a celle-m&me non-tvalue. Si I’ensemble { tl, t2, . . ., tk} des structures ti 
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est totalement ordonn6 B priori, soit 
9: (t1,t2, ..., h} + { L2, . . ..k} 
la fonction donnant le “rang” de chaque structure selon cet ordre. On peut voir 
{tl,t2 ,..., tk} comme une liste t:{1,2 ,..., k}+{t,,t, ,..., tk}. Alors o=got est une 
permutation de { 1,2, . . ., k}. Soit p le reprksentant de d dans Sk/H. 11 existe une unique 
permutation b telle que p = 0 0 /?. Le rtsultat produit par l’appel m( tl, tZ, . . ., tk) = m( t) 
sera 
= m(t,-l,,lj, 4-l,(2), . . ., klp(kJ. 
Remarquons que la permutation de l’ensemble (tl, t2, . ., tk} obtenue de 
m(t,-~,(l,,t,mlp(2)r . . . . tom1 pd est 
g(to-‘p)=(gt)a-lp=ao-‘p=p. 
Comme le montre ce qui suit, pour toute liste de structures tl , t2, . ., tk telles que les 
ensembles sous-jacents satisfont i #j G- Uin Uj = 8, on peut dCfinir un ordre total de 
faGon “cononique”. Posons ai:=min{ j: je Ui> (pour i= 1,2, . . . . k). Soit f l’unique 
bijection croissante 
f:{a l,...,ak} --)(1,2,...,k) 
alors f induit un ordre total sur les structures tl, tz, . . ., tk. Le rang g d’une structure ti 
est donn& par f (ai). De plus, posons o(i):=f (ui) (pour i= 1, . . . . k). I1 est facile de 
vkrifier que la permutation obtenue de cette faGon est bien dkfinie (ce qui dtcoule du 
fait que i #j 3 Uin Uj= 0). 11 suffit ensuite de choisir le reprksentant ( p) de la classe de 
CT dans Met de retourner m(t,~~,(,), to-lpc2), . .. . to-lp(kj ).Comme systtime de reprksentant 
on peut choisir les permutations (vues comme mots sur { 1,2, . . ., k}) minimales dans 
l’ordre lexicographique. L’exemple suivant illustre notre mtthode. 
Exemple 3.1. La prockdure c dCfinit une structure c de type cycle (C[n] zS,/C, od 
C,<S, dtsigne le groupe cyclique d’ordre n). En Maple l’expression 
c({2,3}, {‘7,5), {5,5j, (1,411; 
dtsigne une GT?~ 0 E,-structure. Nous avons 
t1= {2,3}, t2 = (7,812 t3 = (5,6), Lt=(L4), 
u1= {2,3), Uz = {7,8>, U3 = {5,6}, U,={l,4}, 
u1=2, u2=7, u3=5, u4=1, 
f(l)= 1, f (2) = 2, f(j)=39 f (7)=4. 
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et en prenant 
on calcule que 
de sorte que 
Done, c(t,, tZ, t3, t4) est &gal a c(t,, tl, tZ, t3) et l’appel ci-dessus produira: 
c({1,4), {2,3j, {‘7,5), (575)). 
L’effet produit sur les arguments est une rotation telle que l’ensemble qui contient le 
plus petit element se retrouve en premiere position. 
11 est possible d’effectuer d’autres operations sur les structures. Par exemple, nous 
avons ecrit une procedure qui permet de faire agir des permutations sur ces dernieres. 
Pour plus de details voir [a]. 
4. Conclusion 
Un genre particulier de structures est apparu au tours de l’tlaboration de ces 
programmes. Les structures appartenant aux esptces de la forme F(G) sont d&rites 
par des appels f (g ( U1 ), g ( U2 ), ., g (U, ) ), mais on peut tout aussi bien considerer 
une structure de la forme f(gi (U,), g2( I-J,), . . ., gk( U,)) oti au moins deux structures gi 
sont non-isomorphes. Nous nommerons provisoirement ces dernieres structures- 
mixtes. Celles-ci geniralisent la notion d’assemblhes injectives de F-structures denotes 
Ei”j( F) (voir [S]). Ce sont des assemblees de F-structures deux a deux non- 
isomorphes. Comme pour les structures ordinaires, l’action de S, sur une structure- 
mixte nous donne le multi-graphe du type de l’espece a laquelle appartient celle-ci. Un 
probleme interressant est d’ttablir des liens entre especes likes aux structures or- 
dinaires et celles likes aux structures-mixtes. 
5. Appendice: exemples de structures 
Les variables sigma et rho correspondent respectivement aux permutations B et 
p d&rites dans la Section 3. La procedure clLat calcule une classe laterale. La 
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prockdure pmin trouve le reprksentant dans une classe latkale (Lest la permutation 
qui est la plus petite dans l’ordre lexicographique). 
# Structure polygone. 
P:= proc( ) 
local sigma, rho, i, D; 
sigma:= perm Ind( args); 
# D est le sous-groupe dibdral. 
D:= diedral (nargs); 
rho := pmin (clLat (sigma, D) ); 
sigma: = prod( inv( sigma), rho); 
RETURN(evaln(P($(‘args[sigma[i]]’,’i’= 1 . nargs)))) 
end, 
# Structure de type (_J?C,)/Z, = S5/L (cf. [YY]) 
L:={CL2,3,4,51, C2,3,1,4,51, C3,1,2,4,51, 
C&1,3,5,41, C3,2?,1,5,41, Cl,3,%5,41}; 
S5L:= proc ( ) 
local sigma, rho, i; 
if nargs ( )5 then RETURN ( ) fi; 
sigma:= permInd(args); 
rho:= pmin (clLat(sigma,L)); 
sigma:=prod(inv(sigma), rho); 
RETURN(evaln(SSL($(‘args[sigma[i]]’,’i’= 1 . . nargs)))) 
end, 
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