In the era of big data, an important weapon in a machine learning researcher's arsenal is a scalable Support Vector Machine (SVM) algorithm. SVMs are extensively used for solving classification problems. Traditional algorithms for learning SVMs often scale super linearly with training set size which becomes infeasible very quickly for large data sets. In recent years, scalable algorithms have been designed which study the primal or dual formulations of the problem. This often suggests a way to decompose the problem and facilitate development of distributed algorithms. In this paper, we present a distributed algorithm for learning linear Support Vector Machines in the primal form for binary classification called Gossip-bAseD sub-GradiEnT (GADGET) SVM. The algorithm is designed such that it can be executed locally on nodes of a distributed system; each node processes its local homogeneously partitioned data and learns a primal SVM model; it then gossips with random neighbors about the classifier learnt and uses this information to update the model. Extensive theoretical and empirical results suggest that this anytime algorithm has performance comparable to its centralized and online counterparts.
Introduction
The evolution of large and complex collections of digital data has necessitated the development of scalable machine learning algorithms (Rajaraman and Ullman (2011), Bottou et al. (2007) , Bekkerman et al. (2011) ). These algorithms rely significantly on well established techniques of parallelization and distributed computing (Kargupta and Chan (2000) , Zaki and Ho (2000) , Tanenbaum and Steen (2006) , Lynch (1996) , Bertsekas and Tsitsiklis (1997) ). Parallel systems for machine learning are often tightly coupled including
In this paper, we present a consensus based linear Support Vector Machine algorithm for binary classification called Gossip-bAseD sub-GradiEnT solver (GADGET SVM). We assume that there is a network of computational units, each containing horizontally 2 partitioned samples of data instances. Nodes are capable of building support vector machine models from local data. They can update local models by exchanging information with their neighbors. The overall goal, is to learn at each node, a close approximation of the global function. Communication between nodes is permitted by use of a gossip-based protocol i.e. each node contacts a neighbor at random and exchanges information. The process continues until there are no significant changes 3 in the local weight vector. This algorithm is an anytime algorithm without any predefined termination criteria.
Organization The rest of this paper is organized as follows: Section 2 provides the background and related work; Section 3 presents the GADGET SVM algorithm and its theoretical foundations; Section 4 presents empirical results on real world data; Section 5 discusses directions of future work and concludes the paper.
Background

Support Vector Machines -A brief review
Formally, given a training set S comprising of feature vectors x i ∈ R n , i = 1, 2, · · · , N and binary labels y i ∈ {−1, +1}, the goal is to find a linear classifier of the form f (x) = w T i x i + b, b ∈ R, w ∈ R n . More generally, in the primal SVM formulation the goal is to find the minimizer of the problem 1 tolerance, where is usually user-defined.
2 Horizontal partitioning implies that each node has the same set of features or attributes.
3 measured by a user defined parameter l(w; (x j , y j )),
where l is the loss function defined as l(w; (x, y)) = max{0, 1 − y w, x } for hinge loss and λ is the SVM regularization parameter. The above is unconstrained and piecewise quadratic and can be written as a convex QP. The dual is also a convex QP in the variable α = (α 1 , α 2 , · · · , α N ) T given by
where K ij = (y i y j )x 
From a risk minimization perspective, Equation 1 can also be written as 
where R is a piecewise linear function.
Related Work
The problem of scaling Support Vector Machine (SVM) algorithms have been studied extensively (Osuna et al. (1997b,a) , Joachims (1998 ), Menon (2009 ) with a majority of the algorithms developing faster variants of the primal, dual or primal-dual formulations. In this section, we first present a recap of existing algorithms for solving the SVM optimization in primal and dual forms. Following this, we present scalable SVM algorithms including parallel and distributed variants which are more closely related to the current work. Mangasarian (2002) and Keerti et al. (Sathiya and DeCoste (2005) , Keerthi et al. (2006) ). Mangasarian (2002) presents finitely terminating Newton methods with (Armijo method) and without the step size parameter and Keerti et al. (Sathiya and DeCoste (2005) ) extend this work by performing exact line searches to determine the step size for L 2 loss functions. They also suggest methods to solve the primal SVM formulations using L 1 loss by approximating the loss using modified Huber and logistic regression (Zhang et al. (2003) ). Chapelle (2007) complements the literature by extending the above techniques to the non-linear case.
Other large scale primal SVM formulations have been solved by using Stochastic Gradient Descent (SGD, Menon (2009) which alternates between two phases -in the first, an unconstrained gradient is estimated. This is followed by solving an instantaneous optimization problem that trades off minimization of the regularization term while keeping close proximity to the result of the first phase.
Cutting-plane methods Yu (2009), Teo et al. (2007) ) build a piecewiselinear lower-bounding approximation of R(w, b) and Joachims and his colleagues (Joachims (2006) , Joachims and Yu (2009) ) study a specialized formulation for the case of the error rate and call it the "structural formulation" given by min w,ξ≥0
s.t. ∀c ∈ {0, 1} n :
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The above formulation has only one slack variable that is shared across all constraints.
Each constraint in this formulation corresponds to the sum of a subset of constraints from Equation 4. The 1 n n i=1 c i gives the maximum fraction of training errors possible over each subset and ξ is an upper bound on the fraction of training errors made. To speed up the convergence of the Cutting Plane Algorithm, Franc and Sonnenburg (2008) propose an Optimized Cutting Plane Algorithm for SVMs (OCAS) which aims at optimizing a reduced problem formulated from Equation 5 by substituting a piecewise linear approximation for R while leaving the regularization term unchanged. Finally, Chang et al. (2008) propose a coordinate descent method for solving primal L 2 -SVM which does not work for the L 1 SVM due to its non-differentiability.
To the best of our knowledge, none of the primal SVM formulations discussed above have been used in the context of distributed consensus based learning.
2.2.2. Dual Formulations. Vapnik (1995) shows that the training of a Support Vector Machine leads to the following quadratic optimization (QP) problem:
where each component α i corresponds to the Lagrangian multiplier of (x i , y i ). Equation 7 can be rewritten as:
where (Q) ij = y i y j K(x i , x j ) (Joachims (1999) ). The KKT conditions relate the primal and
We do not provide a review of scalable techniques for solving the dual SVM formulation -this being outside the scope of the current work, but an interested reader is referred to Stolpe et al. (2016) for a detailed overview. of battery-powered devices, which usually require algorithms whose primary focus is the preservation of energy. Syed et al. (1999) proposed a Distributed SVM algorithm which finds support vectors locally at each node and then sends them to a central server for processing. This approach is promising because it is both highly parallel, and worked on arbitrary topologies; however, it did not find the global optimal solution and its communication cost depended on the total size of its dataset. The algorithm was improved in Caragea et al. (2005) by allowing the centralized server to send the support vectors back to the distributed nodes and then repeating the process until a global optimum was achieved. Despite reaching optimality, this approach was slow due to extensive communication costs. Another approach, Cascade SVM (Graf et al. (2005) ) worked on a top-down network topology and quickly generated a globally optimal solution. In a similar vein to the Cascade SVM, Lu et al. (2008) The algorithm closest in spirit to ours is the consensus based Support Vector Machine algorithm proposed by Forero et al. (2010) . The fundamental differences are (1) the Alternating Direction Method of Multipliers DSVM (MoM-DSVM) solves the dual of the linear SVM formulation given by T thereby having a higher communication cost than the algorithm described here.
Finally, it must be noted that an earlier version of the GADGET SVM algorithm with two calls to the Push-Sum protocol at each node has been presented at a workshop (Hensel and Dutta (2009) ). This algorithm has been refined considerably and extensive theoretical and empirical contributions are presented in this paper.
Communication protocols -Gossip
Gossip based protocols are popular in distributed systems because of their fault tolerant information dissemination (Boyd et al. (2006) , Shah (2009) , Dimakis et al. (2010 Dimakis et al. ( , 2006 , Narayanan (2007) ). Dating back to early work in the database community Demers et al. (1987) , they provide a simple and effective information spreading strategy, in which every node randomly selects one of its neighbors for message exchange during the process of spread of information. They are more efficient than widely adopted information exchange protocols such as broadcasting and flooding. Gossip can be used for computation of sums, averages, quantiles, random samples and other aggregate functions and probabilistic guar- was first proposed by Bawa et al. (2003) wherein it is assumed that there is a network of n nodes, each containing a value x i . The goal is to compute the aggregate functions in a decentralized fault tolerant fashion. Kempe et al. (2003) extend this work further by demonstrating that these protocols converge exponentially fast to the correct answer when using uniform gossip.
Push-Sum
Each node maintains a sum s t,i = x i and weight w t,i = 1.
1. Let {(ŝ t−1,i ,ŵ t−1,i )} be all the pairs sent to node i in round t − 1.
2. Let w t,i = t−1ŵ t−1,i i.e. perform a sum of all weights received by node i in round
3. Let s t,i = t−1,iŝ t−1,i i.e. perform a sum ofŝ t−1,i currently at node i with those it received in round t − 1.
4. Choose shares α t,i,j for each j that node i wishes to communicate with.
is the current estimate of the average at node i at time t. Algorithm 1: Push-Sum
They present the Push-Sum algorithm (also presented in Algorithm 1 for completeness) which is used in this work for communication amongst nodes in the distributed setting for the GADGET SVM algorithm (presented in Section 3). It operates as follows -at all times t, each node i maintains a sum s t,i , initialized to s 0,i = x i , and a weight w t,i , initialized to w 0,i = 1. At time 0, it sends the pair (s 0,i , w 0,i ) to itself and in each subsequent time step t, each node i follows the protocol given as Algorithm 1 and updates the weight and sum. The algorithm, as presented, helps to estimate the average in the network. A simple extension to protocol Push-Vector where each node holds a vector v t,i instead of a sum s t,i
has also been presented in Kempe et al. (2003) .
The GADGET SVM Algorithm
The Gossip bAseD sub-GradiEnT solver for linear SVMs aims to solve Equation 1 
the concatenation of the local datasets. The goal is to learn a linear support vector machine on the global data set M , by learning local models at the sites and allowing exchange of information among them using a gossip based protocol. In this work, the local models are constructed using the Pegasos algorithm (Shalev-Shwartz et al. (2007)).
The implicit assumption is that updating a local model with insight from neighbors is likely to be cheaper than transferring data from all the sites to a central server and also prevents creation of a single point of failure in the distributed setting. We note that algorithms with this flavor have been studied in multi-agent systems Ozdaglar (2009), Nedić et al. (2010) ) and optimization literature (Ram et al. (2010) ), for general convex optimization problems using gradient descent and projection style optimization algorithms. Our algorithm extends this literature, by explicitly studying Support Vector
Machines in the horizontally partitioned setting with theoretical and empirical analysis. Node i's update of the local weight vector in the direction of descent
Network average weight vector
Loss at node i using weight vectorŵ
Loss estimated using weight vector w for t = 1 to T do (a) Choose an instance uniformly at random from the local dataset M i . Algorithm Description. The distributed SVM algorithm (described in Table 2 ) takes as input the following parameters: λ -the learning rate, T -the number of iterations to perform, and B -a doubly stochastic transition probability matrix. It proceeds as follows: each site S i builds a linear SVM model on its local data M i by learning a weight vector
i at iteration t of the algorithm. The approximate local lossL (t) i corresponding to the current weight vectorŵ (t) i is estimated. At iteration t + 1, the local weight vector is updated by taking a step in the direction of the sub-gradient. This intermediate weight vector,
, depends on the learning rate λ and the approximate loss estimated at iteration t.
In particular, it is updated by the following sub-gradient update rule:
Site S i then gossips the learntw . In general, the nodes are not expected to know τ mix , and a simple technique with multiplicative overhead for the nodes to calculate a stopping time for Push-Sum (assuming an upper bound on network diameter) has been proposed in work done by Kempe et al. (2003) .
We should note that the use of an approximate consensus protocol like Push-Sum is necessary because each node maintains an -accurate global solution sum without complete Author: Article Short Title Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the manuscript number!) 13 knowledge of the network. Providing nodes with this information is problematic because it is liable to change during operation, and requires additional communication than otherwise necessary.
Analysis
Before analyzing the GADGET algorithm, the notion of strong convexity and a subdifferential needs to be introduced. These are essential tools for obtaining bounds on the convergence rate of the algorithm in addition to understanding the convergence of the projected sub-gradient method and the network error. We will prove a lemma about the SVM loss function and then apply the relative error bounds of Push-Sum to obtain the true convergence rate.
Informally, a strong convex function is a function who's gradient is always changing, or equivalently the Hessian is always positive definite. Unfortunately, the SVM objective function is not differentiable and our analysis must rely on the following, more general, definition of strong convexity using sub-differentials. The following is the formal definition of strong convexity.
Definition 2. The sub-differential of f (x), denoted ∂f (x), is the set of all tangent lines which can be drawn under f (x). Moreover, each vector v ∈ ∂f (x) is called a sub-gradient
is the global average loss of the vector w, then we have
Proof:
The global hinge loss is equal to
Notice that if one of the max functions is zero (assume without loss of generality 1 − y i x i , w 2 ≤ 0), the difference of loss equation (for a particular feature) is less or equal to (1 − y i x i , w 1 ) − (1 − y i x i , w 2 ) 2 .
Further observing that if both losses are non-zero, we also arrive at this same equation, the difference in global loss simplifies to
x i , w 2 − w 1 2 . Finally, using the Cauchy-Schwartz inequality, we obtain our desired result. at all nodes i. Then, for any , the approximation error is ||
where 2 is the relative error in approximating average global loss through Push-Sum of loss on each node and 1 is the relative error in approximating the weighted sum of the weight (support) vector estimated at each node i.e.
i n iŵ
where we have used Lemma 2, Lemma 3, and the following:
Lemma 3 Let w (t) and u be two weight vectors, and lets ∇ t denotes the sub-gradient at
The proof follows from Lemma 1. in Shalev-Shwartz et al. (2007) .
Theorem 2 Assume that the conditions in Theorem 1 hold. Then it can be shown that
The proof is presented in the Appendix A.
Experimental Results
Aims
Our objective is to investigate empirically the utility of the GADGET SVM algorithm we have described. We intend to examine if there is empirical support for the conjecture that the performance of the Distributed model is better than that of the Centralized 5 model.
We are assuming that the performance of a model-construction method is given by the pair (A, T ) where A is an unbiased estimate of the predictive accuracy of the classifier, and T is an unbiased estimate of the time taken to construct a model. In all cases, the time taken to construct a model does not include the time to read the dataset into local memory.
Comparison of pairs (A 1 , T 1 ) and (A 2 , T 2 ) will simply be lexicographic comparisons.
Materials
Data The datasets used for our experiments are described below. All of them were obtained from the following website: http://leon.bottou.org/papers/ bordes-ertekin-weston-bottou-2005#data_sets except CCAT 6 , USPS, and Webspam datasets.
• CCAT: This is a text categorization task taken from the Reuters RCV1 collection.
The training set consists of 781265 examples, and the test set has 23148 examples. The original dataset has several topics associated with each example -this was transformed into a binary classification task by assigning a positive label to any example which had CCAT as one of its labels, and a negative label to all other examples. • Adult: The Adult dataset has been extracted from the census bureau database found at http://www.census.gov/ftp/pub/DES/www/welcome.html. The task is to predict whether a person makes above $50000 a year using 14 attributes that include race, sex, occupation and others. This dataset comprises of 32562 training examples and 16282 test examples.
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• MNIST: The MNIST handwritten digits dataset consists of 60000 training and 10000 test examples. It consists of images of size 28 × 28, and the task is to predict the digit represented by the image, which can lie between 0 and 9. To design a binary classification task, we choose to predict whether or not the digit 0 is present in the image. This results in training examples with a total of 784 attributes.
• USPS: This dataset 7 is obtained by scanning handwritten digits from envelopes by the U.S. Postal Service. Similar to the MNIST dataset, the label "0" versus the rest is used for designing a binary classification task.
• Webspam: The webspam or the Webb Spam corpus (Wang et al. (2012) ) consists of webpages that belong to the spam and non-spam categories. The unigram version of the dataset, which contains 350000 examples, and 254 features is used for our experiments.
We randomly split this data set into train and test partitions with a 2:1 ratio. The dataset contains 234500 train examples 115500 test examples.
The datasets and their properties are summarized in the 
Method
The following method was executed on each of the datasets mentioned above (Section 4.2):
1. A network of k nodes is setup using the Peersim simulator. present the plots of objective value and zero-one error versus train time of the distributed models.
The following details are relevant:
1. k = 10 in the experiments reported in this paper. Table 3 are averages (and corresponding standard deviations) over all the nodes in the network over five trials.
The accuracy and time reported in
3. The user-defined parameter is set to be 0.001.
4.
The λ values for all the datasets were chosen to be identical to benchmark tests performed in Shalev-Shwartz et al. (2007) , and can be found in Table 2 . Table 4 Comparison of the performance of GADGET SVM, SV M P erf and SVM-SGD. All algorithms are executed individually on each node of the network.
Comparison between GADGET SVM and state-of-the-art online SVM algorithms
We compare the performance of GADGET SVM to two state-of-the-art online SVM algorithms -SV M P erf Yu (2009), Joachims (2006) ) and SVM SGD (Bottou (2010 (Bottou ( , 1998 ). We chose these algorithms for the following reasons: (a) Since GADGET SVM is designed for primal SVM formulations, we preferred to compare it against stateof-the-art primal solvers with L 1 regularization. (b) Given that GADGET SVM uses a stochastic gradient descent method, its performance is compared against other SGD solvers.
We studied separately what would have happened if SV M P erf and SVM SGD received random instances which the algorithm classified -to enable this process, each node executed the algorithm and reported a test performance. This in effect means that the two online algorithms will execute in a "distributed" fashion, albeit, without communication amongst the nodes. To the best of our knowledge, there are no known theoretical guarantees on global convergence in these settings for either SV M P erf or SVM SGD. Thus this setting is somewhat different from the gossip-based consensus setting in which GADGET SVM is executed. However, this appears to be the best choice in terms of comparison of the proposed algorithm against other distributed algorithms 11 . than both SV M P erf and SVM-SGD. In three of the six datasets, SVM SGD has a better accuracy of prediction -however, multiple trials revealed a large standard deviation on this result. SVM SGD also proved to be faster than GADGET -this is expected since the gossip protocol uses additional information from nodes in the network which are then used to update local models. There is a higher communication overhead that the protocol needs to deal with in the distributed setting. SV M P erf was noted to take substantially longer than both GADGET SVM and SVM SGD. These results suggest that the GADGET SVM algorithm can provide comparable accuracy to state-of-the-art solvers within reasonable time to construct the model. This is very useful in distributed and resource constrained environments where centralization of data may not be an option and distributed algorithms are the norm.
Conclusions
We presented a distributed algorithm, GADGET SVM, for approximately minimizing the objective function of a linear SVM using the primal formulation. The algorithm uses a gossip-based protocol to communicate amongst distributed nodes. We derived theoretical bounds to show that the algorithm is guaranteed to converge and presented empirical results on seven publicly available data sets. Our results indicate that the accuracy of the distributed algorithm is comparable to state-of-the-art centralized counterparts (such as Pegasos) and online variants including SVM SGD and SVM Perf.
There are several directions for future work including studying the effect of other optimization algorithms (such as mini-batch variants of stochastic gradient descent, coordinate descent) on performance of distributed algorithm, extension to multi-class variants of SVMs, resilience to node failures, impact of the underlying network structure on the convergence of the algorithm and development of distributed gossip-based algorithms for non-linear SVMs. We are hope to address these in sequel.
B. Empirical Results
In this section, we present the results on the data sets taking into consideration the time taken to load the data sets. We compare the time taken by the distributed algorithm to converge on all nodes against a centralized execution on a single server by estimating Speed-up. Speed-up is defined as follows:
Speed-up = Time taken by the distributed algorithm to converge on all nodes Time taken by the centralized algorithm to converge
Our results indicate that in four of the seven datasets, GADGET outperforms the centralized algorithm with regard to time taken to load the data and build the model. In the remaining three datasets, the centralized algorithm is 1 − 3 times faster than the distributed algorithm. These three datasets are dense and have a large number of features. Our experiments reveal that GADGET outperforms the centralized algorithm when the number of instances is significantly larger than the number of features. Table 5 Comparison of the performance of GADGET SVM and centralized Pegasos on five data sets using the following metrics: accuracy of classification, time taken for the distributed algorithm versus the centralized including time to load data, and percentage of speed-up in execution time. The accuracy and time reported for GADGET is the mean over all the nodes in the network with the corresponding standard deviations. Epsilon at convergence = 0.00307, 0.00011, 0.00065, 0.00033, 0.01152 for the Adult, CCAT, MNIST, Reuters and USPS datasets respectively.
