I.
INTRODUCTION N many problems in signal processing, the vector of observations can be modeled as a superposition of a finite number of signals embedded in an additive noise. This is the case, for example, in sensor array processing, in harmonic retrieval, in retrieving the poles of a system from the natural response, and in retrieving overlapping echoes from radar backscatter. A key issue in these problems is the detection of the number of signals.
One approach to this problem is based on the observation that the number of signals can be determined from the eigenvalues of the covariance matrix of the observation vector. Bartlett [4] and Lawley [14] developed a procedure, based on a nFsted sequence of hypothesis tests, to implement this approach. For each hypothesis, the likelihood ratio statistic is computed and compared to a threshold; the hypothesis accepted is the first one for which the threshold is crossed. The problem with this method is the subjective judgment required for deciding on the threshold levels.
In this paper we present a new approach to the problem that is based on the application of the information theoretic criteria for model selection introduced by Akaike (AIC) and by Schwartz and Rissanen (MDL) . The advantage of this approach is that no subjective judgment is required in the decision process; the number of signals is determined as the value for which the AIC or the MDL criteria is minimized.
The paper is organized as follows. After the statement and formulation of the problem in Section 11, the information theoretic criteria for model selection are introduced in Section 111. The application of these criteria to the problem of detecting the number of signals and the consistency of these criteria are discussed in Sections IV and V, respectively. Simulation results that illustrate the performance of the new method for sensor array processing are described in Section VI. Frequency domain extensions and some concluding remarks are presented in Sections VI1 and VIII, respectively.
FORMULATION OF THE PROBLEM
The observation vector in certain important problems in signal processing such as sensor array processing [15] , [20] , [5] , [6] , [lo] , [ 121 , [22] , [25] , harmonic retrieval [15] , [12] , pole retrieval from the natural response [ l l ] , [24] , and retrieval of overlapping echos from radar backscatter [7] , denoted by the p X l vector x(t), is successfully described by the following model
where si( e ) = scalar complex waveform referred to as the ith signal A(@i) = a p X 1 complex vector, parameterized by an unknown parameter vector ai associated with the ith signal n( -) = a p X 1 complex vector referred to as the additive noise. We assume that the q (q < p ) signals sl ( e ) , * , sq( .) are complex (analytic), stationary, and ergodic Gaussian random processes, with zero mean and positive definite covariance matrix. The noise vector n( -) is assumed to be complex, stationary, and ergodic Gaussian vector process, independent of the signals, with zero mean and covariance matrix given by a21, where a2 is an unknown scalar constant and Z is the identity matrix.
A crucial problem associated with the, model described in (1) is that of determining the number of signals 4 from a finite set of observations x(tl), , x(tN).
A promising approach to this problem is based on the structure of the covariance matrix of the observation vector x( .).
To introduce this approach, we first rewrite (1) as
where A is the p X 4 matrix
and s(t) is the 4 X 1 vector
Because the noise is zero mean and independent of the signals, it follows that the covariance matrix of x( * ) is given by 
--... =
The number of signals q can hence be determined from the muZtiplicity of the smallest eigenvalue of R . The problem is that the covariance matrix R is unknown in practice. When estimated from a finite sample size, the resulting eigenvalues are all different with probability one, thus making it difficult to determine the number of signals merely by "observing" the eigenvalues. A more sophisticated approach to the problem, developed by Bartlett [4] and Lawley [14] , is based on a sequence of hypothesis tests. The problems associated with this approach is the subjective judgment needed in the selection of the threshold levels for the different tests.
In this paper we take a different approach. We pose the detection problem as a model selection problem and then apply the information theoretic criteria for model selection introduced by Akaike (AIC) and by Schwartz and Rissanen (MDL).
INFORMATION THEORETIC CRITERIA
The information theoretic criteria for model selection, introduced by Akaike [ l ] , [2], Schwartz [21] , and Rissanen [17] address the following general problem. Given a set of N observations X = {x(l), * * , x(N)} and a family of models, that is, a parameterized family of probability densities f(XlO), select the model that best fits the data.
Akaike's proposal was to select the model which gives the minimum AIC, defined by
where 6 is the maximum likelihood estimate of the parameter vector 0, and k. is tlie number of free adjusted parameters in 0. The first term is the well-known log-likelihood of tlie maximum likelihood estimator of the parameters of the model. The second term is a bias correction term, inserted so as to make the AIC an unbiased estimate of the mean KulbackLiebler distance betwey the modeled density f(Xl0) and the estimated densityf(Xl0).
Inspired by Akaike's pioneering work, Schwartz and Rissanen approached the. problem from quite different points of view. Schwartz's approach is based on Bayesian arguments. He assumed that each competing model can be assigned a prior probability, and proposed to select the model that yields the maximum posterior probability. Rissanen's approach is based on information theoretic arguments. Since each model can be used to encode the observed data, Rissanen proposed to select the model that yields the minimum code length. It turns out that in the large-sample limit, both Schwartz's and Rissanen's approaches yield the same criterion, given by MDL= -lOgf(XIS) t i k log N .
Note that apart from a factor of 2, the first term is identical to the corresponding one in the AIC, while the second term has an extra factor of 3 log N .
IV. ESTIMATING THE NUMBER OF SIGNALS To apply the information theoretic criteria to detect the number of signals, or equivalently, to determine the rank of the matrix 9, we must first describe the family of competing models, or density functions that we are considering. Regarding the observations x(tl ), * * * , x(tN) as identical and statisticaily independent complex Gaussian random vectors of zero mean, the family of models is necessarily described by the covariance matrix of x( e ) . Since our model's covariance matrix is given by (3), it seems natural to consider the following family of covariance matrices
where denotes a semipositive matrix of rank k , and u denotes an unknown scalar. Note that k E (0, l , -* . , p -l } ranges over the set of all possiblenumber of signals.
Using the well-known spectral representation theorem from linear algebra, we can express R(k) as where XI, . * , Xk and v,, * , V k are the eigenvalues and eigenvectors, respectively, of R @ ) . Denoting by d k ) the parameter vector of the model, it follows that With this parameterization we now proceed to the derivation of the information theoretic criteria for the detection problem. Since the observations are regarded as statistically independent complex Gaussian random vectors with zero mean, their joint probability density is given by Taking the logarithm and omitting terms that do not depend on the parameter vector d k ) , we find that the log-likelihood function L ( @ ) is given by
where R is the sample-covariance matrix defined by
The maximum-likelihood estimate is the value of d k ) that maximizes (12). Following Anderson [3] , these estimates are given by
where 1, > la * * * > lp and CI , * , Cp are the eigenvalues a,nd eigenvectors, respectively, of the sample covariance matrix R . Substituting the maximum likelihood estimates (13) in the log-likelihood (1 2), with some straightforward manipulations, we obtain Note that the term in the bracket is the ratio of the geometric mean to the arithmetic mean of the smallest p -.k eigenvalues.
The number of free parameters in d k ) is obtained by counting the number of degrees of freedom of the space spanned by d k ) . Recalling that the eigenvalues of a complex covariance matrix are real but that the eigenvectors are complex, it follows that d k ) has k t 1 t ' 2 p k parameters. However, not all of the parameters are independently adjusted; the eigenvectors are constrained to have unit norm and to be mutually orthogonal. This amounts to reduction of 2 k degrees of freedom due to the normalization and 2&k(k -1) degrees of freedom due to the mutua1.orthogonaIization. Thus, we obtain (number 'of free adjusted parameters)
The form of AIC for this problem is therefore given by
while the MDL criterion is given by
The number of signals d^ is determined as the value of k g (0, 1, * . -, p -I} for which either the AIC or the MDL is minimized.
V. CONSISTENCY OF THE CRITERIA
We have described two different criteria for estimating number of signals. The natural question is which one should be preferred. What can be said about the goodness of the estimates obtained by these criteria. One possible benchmark test is the behavior as the sample size increases. One would prefer an estimator that yields the true number of signals with probability one as the sample size increases to infinity. An estimator with this property is said to be consistent. By generalizing a method of proof given in Rissanen [18] and Hannan and Quinn [9] , we shall show that the MDL yields a consistent estimate, while the AIC yields an inconsistent estimate that tends, asymptotically, to overestimate the number of signals.
The consistency of the MDL is proved by showing that in the large-sample limit, MDL(k) is minimized for k = q. Taking first k < 4 , it follows from (17) that
Since the eigenvalues of the sample-covariance matrix lj (i = 1, + * * , 4 ) are consistent estimates of the eigenvalues of the true covariance matrix hi, it follows that in the large-sample limit the eigenvalues li (i = k t 1, -. , q ) are not ali equal with probability one. Therefore, by the arithmetic-mean geometricmean inequality it follows that in the large-sample limit This implies that the first term in (18) is negative with probability one in' the large-sample limit'. Similarly, by the generalized arithmetic-mean geometric-mean inequality w,A1 + w 4 , >AY'A,W2 w 1 t wa = 1 (20) it follows that in the large sample limit IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL.
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Note that the terms in the curly bracket are twice the loglikelihoods of the maximum likelihood estimator under the hypotheses that the rank of \k is q and k , respectively. Thus, their difference is the likelihood-ratio for deciding between these two hypotheses. From the general theory of likelihood ratios (see, e.g., Cox and Hinkley [8] ) it follows that the asymptotic distribution of this statistic is x' with number of degrees of freedom equal to the difference of the dimensions of the parameter spaces under the two hypothesis, i.e.,
Thus, as the sample size increase, the probability that the term in the curly bracket in (20) exceeds the first term in (20) is given by the area in the tail from
grees of freedom. Since the area in this tail approaches zero as the sample size increases, it follows that in the large-sample
is positive with probability one for k > q. Combining this with the previous result for k < q , it follows that MDL(k) has a minimum at k = q.
Repeating the above arguments for the AIC, it follows that in the large-sample limit and for k < q , the difference [AIC(q) -AIC(k)] is negative with probability one. However, for k > 4 , the difference [AIC(k) -AIC(q)] has nonzero probability to be negative even in the large-sample limit, since the tail from (k -4)(2p -k -q t 1) of the x2 distribution with (k -q ) ( 2 p -k -4 t 1) degrees' of freedom is definitely not zero. Hence, the AIC tends to overestimate the number of signals q in the large-sample limit.
We should note that from the analysis above it follows that any criteria of the form -log f(Xl4) t Q(N) k (23) where or(N) + 00 and or(N)/N+ 0 yields a consistent estimate of the number of signals.
VI. SIMULATION RESULTS
In this section we present simulation results that illustrate the performance of our method when applied to sensor array processing. By the well-known duality between spatial frequency and temporal frequency, these examples can also be interpreted in the context of harmonic retrieval. The examples refer to a uniform linear array of p sensors with 4 incoherent sinusoidal plane waves impinging from directions { G 1 , . . . ,
Gq}.
Assuming that the spacing between the sensors is equal to half the wavelength of the impinging wavefronts, the vector of the received signal at the array is then given by
where A(&) is the p X 1 "direction vector" of the kth wavefront.
and Q( e ) = random phase uniformly distributed on (0, 277) n( 0 ) = vector of white noise with mean zero and covariance u21. Note that this model is a special case of the general model presented in (1).
In the first example, we considered an array with seven sensors ( p = 7) and two sources (4 = 2) with directions-of-arrivals 20" and 25". The signal-to-noise ratio, defined as 10 log 1 /2u2, was 10 dB. Using N = 100 samples, the resulted eigenvalues of the sample-covariance matrix were 21.2359, 2.1717, 1.4279, 1.0979, 1,0544, 0.9432, and 0.7324. Observing the gradual decrease of the eigenvalues it is clear that the separation of the 3 "smallest" eigenvalues from the 2 "large" ones is a difficult task in which a naive approach is likely to fail. However, applying the new approach we have presented above yielded the following values for the AIC and MDL. The minimum of both the AIC and the MDL is obtained, as expected, for the 4 = 2.
In the second example, we added another source at 10" to the scenario described in the first example. Now the minimum of both the AIC and the MDL is obtained, correctly, for q = 3.
VII. EXTENSION TO THE FREQUENCY DOMAIN
The starting point of our approach was the time domain relation (1). However, in certain cases, especially in array processing, the frequency domain is more natural. As we shall show, our approach is easily extended to handle frequency-domain observations.
Consider the frequency domain analog of the time domain model (1); the observed vector is a Fourier coefficients vector expressed by 
. It has been shown that the MDL criterion yields a consistent estimate of the number of signals, while the AIC yields an inconsistent estimate that tends, asymptotically, to overestimate the number of signals.
The detection problem addressed in this paper is usually a part of a more complex combined detection-estimation problem, where one wants to estimate the number as well as the parameters Q 1 , * * . , Qi, of the signals in (1). Because of the computational complexity involved, the problem is usually solved in two steps: first the number of signals is detected, and then, with an estimate of the number of signals 6 at hand, the parameters of the signals are estimated. It should be pointed out, however, that in principle the AIC and MDL criteria can be applied to the combined detection-estimation problem [ 2 6 ] . The evaluation of the AIC and MDL in this case in-;elves th% computation of the maximum likelihood estimates 4 1 , . * * , @k, for every possible number of signals k E (0, 1, * * . , p -1). Solving this highly nonlinear problem for all Values of k is computationally very expensive. Nevertheless, if one is ready to pay the price, the gain in term of performance, especially in difficult situations such as low signal-to-noise ratio, small sample size, or closely "spaced" signals, may be significant.
