Introduction
The Cylindrical Algebraic Decomposition (CAD) algorithm (Collins, 1975; Caviness and Johnson, 1998) is the best currently known algorithm for solving many classes of problems related to systems of real polynomial equations and inequalities. It not only allows the elimination of quantifiers, but also provides an explicit description of the solution sets in terms of real algebraic functions. The CAD algorithm has been used in practice in several areas including control system design (Dorato et al., 1997; Jirstrand, 1997) , stability analysis (Hong et al., 1997) , multidimensional integration and graphical representation of semialgebraic sets, global optimization and assumption propagation in a computer algebra system (Strzeboński, 2005) .
In Achatz et al. (2008) , the algorithm is extended to solve decision problems for systems of real equations and inequalities that are exponential-polynomial in the first variable and polynomial in the remaining variables. This paper takes this idea further and shows how to compute full cylindrical descriptions of solution sets for systems involving more general functions of the first variable. The algorithm presented here finds a cylindrical decomposition of the solution set as long as it can solve univariate equations with functions from the algebra generated by the non-polynomial functions present in the input. In particular, the algorithm applies to systems that involve arbitrary exp-log functions (Strzeboński, 2008) or tame elementary functions (Strzeboński, 2009) in the first variable and are polynomial in the remaining variables.
Let us specify the problem more precisely.
Definition 1. A subfield K ⊆ R is a real computable field iff field operations, comparison and approximation to arbitrary accuracy can be performed algorithmically in K .
A continuous univariate function f :
(2) The zero set of f has form
(3) There is an algorithm which computes a i , b i , p j , c k , d k and r l .
An algebra A of continuous univariate functions is finitely solvable over K if each element of A is finitely solvable over K .
Examples of finitely solvable algebras over the field of real elementary constants are exp-log functions (Strzeboński, 2008) and, more generally, tame elementary functions (Strzeboński, 2009 ). The zero testing algorithm for elementary constants relies on Schanuel's conjecture for proof of termination.
where each ρ i,j is one of <, ≤, ≥, >, =, or ̸ =, is a system of equations and inequalities finitely solvable in x and polynomial in y 1 , . . . , y n iff there exist a real computable field K , an algebra A of univariate functions finitely solvable over K , functions f 1 , . . . , f m ∈ A and polynomials
. . , f m (x), y 1 , . . . , y n ).
The algorithm presented in this paper computes a representation of the solution set of S(x, y 1 , . . . , y n ) as a finite union of disjoint cells defined recursively as follows.
(
(2) A cell in R k+1 has the form
where r is a real continuous function, or r 1 (a 0 , a 1 , . . . , a k−1 ) < a k < r 2 (a 0 , a 1 , . . . , a k−1 )
where r 1 and r 2 are continuous functions, −∞, or ∞. Functions r, r 1 and r 2 that appear in Φ will be called cell bounds.
The cell bounds returned by the algorithm are compositions of real algebraic functions and functions f 1 , . . . , f m , more precisely, each cell bound has the form
where Root z,s p is the real algebraic function (Strzeboński, 1997 (Strzeboński, , 2006 given by the polynomial
and root index s. If functions f 1 , . . . , f m are analytic, then the cell bounds are analytic.
In the following sections, we give a description of the algorithm, discuss our implementation and report some empirical results.
Cylindrical decomposition algorithm
In this section, we present an algorithm computing cylindrical decomposition for systems finitely solvable in the first variable and polynomial in the remaining variables. The algorithm is the main contribution of this paper.
Algorithm 1 (CT1D, Cylindrical Decomposition for Systems Transcendental in the First Variable). Input: A system of equations and inequalities
finitely solvable in x and polynomial in y 1 , . . . , y n .
Output: A representation of the solution set of
as a finite union of disjoint cells.
(1) Find the common domain D ⊆ R of f 1 , . . . , f m .
(2) Use the variant of the cylindrical algebraic decomposition algorithm given in Strzeboński (2006) to find a description of the solution set of the system
as a finite number of disjoint cells with real algebraic function bounds. It suffices to construct only the set C of cells whose projection on R intersects D.
(3) Let P be the set of all polynomials p(x, t 1 , . . . , t k−1 , z), with 1 ≤ k ≤ m, such that Root z,s p appears in the description of C , and let
(4) Let C 1 be the set of projections of elements of C on R, and let
(5) Find the zero sets of all elements of F in U. 
. . , f m (x) in equations and inequalities describing the elements of C ′ . Note that each of the obtained equations and inequalities of the form
where ρ is =, < or >, is either always true or always false on each element of C R . Replace all such equations and inequalities with their truth values. (9) Return the cell descriptions that did not reduce to false.
Note that computing the truth values in step (8) does not require zero testing for nonalgebraic elements of K . To show this, let c ′ = c ∩ (c R × R m+n ) and let a be a sample point in c R . Let f (x) := p(x, f 1 (x), . . . , f k (x)).
Since f ∈ F , we know from the construction of C R whether f (a) = 0. From the construction of C we know that p(x, t 1 , . . . , t k ) is delineable as a polynomial in t k on the projection of c to R k and we know its real root structure. The knowledge of real root structure and the ability to compute coefficients to arbitrary precision allows to compute polynomial real roots to arbitrary precision, using methods of Strzeboński (2006) . Hence we can find arbitrarily accurate validated approximations of Root z,s p (a, f 1 (a) , . . . , f k−1 (a), z). This, combined with the knowledge of whether f k (a) is equal to one of the roots of p allows to decide the truth value of
Remark 3. The assumption that the algebra generated by f 1 , . . . , f m is finitely solvable is necessary to know á priori that the algorithm will succeed. The algorithm may be used without this assumption and it will succeed as long as it is able to compute the zero sets required in step (5). In the last section, we give examples in which the algebra generated by f 1 , . . . , f m is not finitely solvable, but the algorithm succeeds nevertheless.
A possible future research direction is to consider applying the theory of virtual roots (Gonzalez-Vega et al., 1998; Coste et al., 2005) to reduce the number of cells that appear in the computation.
Example 4. Find a cylindrical decomposition for
S(x, y) = exp(x)y 3 + y log(x) > 3x. Set f 1 = exp(x) and f 2 = log(x). The common domain of f 1 and f 2 is R + . Find a cylindrical algebraic decomposition of the solution set of the system S ′ (x, t 1 , t 2 , y) = t 1 y 3 + t 2 y > 3x for x > 0. The resulting collection C of cells is given by
where R 1,1 = Root z,1 (4z 3 + 243x 2 t 1 ) and R 2,k = Root z,k (t 1 z 3 + t 2 z − 3x). The cell bounds restricting t 1 are roots of the polynomial p 1 (x, z) = z and the cell bounds restricting t 2 are roots of the polynomials p 2 (x, t 1 , z) = 4z 3 + 243x 2 t 1 and p 3 (x, t 1 , z) = z. Hence, the set F in step (3) of the algorithm consists of three functions: f 1 = exp(x), f 2 = 4 log(x) 3 + 243x 2 exp(x) and f 3 = log(x).
The projection of each of the 9 cells on R is R + . The zero sets of the functions of F in R + are: ∅, {r} and {1}, where r is the only positive root of f 2 , r ≈ 0.217184263 . . .. The decomposition of R + consistent with all cell projections and zero sets of functions of F is therefore given by
and replace t 1 and t 2 with f 1 and f 2 in equations and inequalities describing the elements of C ′ . The obtained system of equations and inequalities has the form
. In each element of C R functions exp(x), log(x) − R ′ 1,1 and log(x) have constant signs, namely exp(x) is always positive, the signs of log(x) − R ′ 1,1 are {−1, 0, 1, 1, 1} and the signs of log(x) are {−1, −1, −1, 0, 1}. The final answer is obtained by replacing the first two terms in each conjunction in Φ with their truth values on the given element of C R . After combining x-cells for which Φ has identical shape we get the following cylindrical decomposition
Implementation and experimental results
We have implemented CT1D as a part of the Mathematica system. The implementation is a part of the general solver for quantified systems of equations and inequalities (Mathematica's Reduce command) and it calls Reduce recursively to solve univariate problems. Methods used to solve univariate transcendental equations include the exp-log real root isolation algorithm of Strzeboński (2008) , the tame elementary function real root isolation algorithm of Strzeboński (2009) , interval arithmetic methods as well as a collection of variable replacement heuristics. The experiments have been run on a 64-bit Linux computer with a 2.5 GHz Intel Xeon processor and 32 GB of RAM.
The range of problems which the CT1D algorithm can solve in practice is restricted by the complexity of the cylindrical algebraic decomposition (CAD) algorithm it uses and by the complexity of root isolation and sign determination for transcendental functions involved. If the input system contains n variables and m distinct transcendental functions, the complexity of the CAD call is doubly exponential in m+n. Complexity of root isolation and sign determination for transcendental functions depends on the type of function and the algorithms used. In practice, the algorithm can solve problems with the number of variables and polynomial degrees similar as in the examples given in this section, provided the generated univariate transcendental equations can be solved.
Example 5. Eliminate the quantifier from
The answer returned after 0.072 s is
where W k is the k-th branch of the Lambert W function (Corless et al., 1996) . 
The answer returned after 29.1 s is
where r 1 is the root of f + g at 0.1490022 . . ., r 2 is the root of f − g at 0.1583672 . . . and
The transcendental equations in x are solved using the exp-log root isolation algorithm of Strzeboński (2008) .
Example 7. Compute a cylindrical decomposition of the solution set of tan(exp(−x 2 ))y 2 − 2x tan(exp(−x 2 ))y + x 2 − tan(exp(−x 2 )) ≤ 0.
The answer returned after 2.71 seconds is
and r 1 and r 2 are roots of f (x) at −0.9192995 and 0.9192995. The transcendental equations in x are solved using the tame elementary function real root isolation algorithm of Strzeboński (2009) .
Example 8. Compute a cylindrical decomposition of the solution set of sin(x − cos(x))y 3 − x = 1 ∧ x 2 + y 2 ≤ 1.
The answer returned after 0.131 seconds is (x = −1 ∧ y = 0) ∨ (r 1 ≤ x ≤ r 2 ∧ y = Root z,1 (sin(x − cos(x))z 3 − x − 1))
where r 1 and r 2 are roots of  −1 (x−1) 3 (x+1) −sin(cos(x)−x). The transcendental equations in x are solved using interval arithmetic methods.
Example 9. Compute a cylindrical decomposition of the solution set of erf(x − cos(x + 1))y 2 − xyz = 1 ∧ x 2 + y 2 + z 2 ≤ 1.
The answer returned after 0.67 seconds consists of 10 cells. The transcendental equations in x are solved using interval arithmetic methods.
Example 10. Compute a cylindrical decomposition of the solution set of
The answer returned after 1.51 seconds consists of 9 cells. The transcendental equations in x are solved using a method which computes the number of roots in complex rectangles using Cauchy's integral theorem. The correctness of the result depends on results of numeric integration, but numeric integration needs only to be accurate enough to distinguish between small integers.
