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Abstract—With the dense deployment of millimeter wave
(mmWave) front ends and popularization of bandwidth-intensive
applications, shared backhaul in fiber-wireless (FiWi) networks
is still facing a bandwidth crunch. To alleviate the backhual
pressure, in this paper, caching capability is enabled at the edge of
FiWi networks, i.e., ONU-APs. As caching has a significant impact
on resource allocation, we reconsider performance optimization
and analysis in cache-enabled FiWi networks. Firstly, in the
cache-enabled FiWi network with mmWave, we formulate the
joint power allocation and caching problem, with the goal to
maximize the downlink throughput. A two-stage algorithm is
then proposed to solve the problem. At the first stage, a volume-
adjustable backhaul-constrained water-filling method (VABWF)
is proposed to derive the optimal power allocation for wireless
transmission at each ONU-AP. By reformulating the problem
as a multiple-choice knapsack problem (MCKP), we propose a
dynamic programming algorithm to approach the optimal power
allocation and caching strategies jointly at the second stage.
Secondly, to investigate the theoretical capacity of the cache-
enabled FiWi network with mmWave, we derive a upper bound of
the downlink throughput by analyzing properties of the average
rate of wireless links. Paticularly, we show that appropriate
power allocation for wireless transmission and caching at ONU-
APs is essential to achieve higher throughput. The numerical
and simulation results validate our theoretical analysis and
demonstrate the proposed algorithm can approach the analytical
upper bound.
Index Terms—Fiber-wireless networks, millimeter wave, back-
haul, caching, power allocation
I. INTRODUCTION
NOWADAYS, the Internet is foreseen to suffer from a severebandwidth crunch in the coming years [1]–[4]. According
to Cisco’s forecast [5], global Internet traffic will achieve a
three-fold increase over the next 5 years, and video applications
will be approximately 82% of all Internet traffic by 2022,
up from 75% in 2017. Evidently, supporting such increasing
demand for Internet traffic is then vital for future access net-
works. To cope with the growing bandwidth crunch in access
networks, fiber-wireless (FiWi) networks, as an integration
of fiber backhaul and wireless access, have emerged as a
promising solution to provide an efficient “last mile” Internet
access and have been widely deployed, especially in the field of
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multimedia communications [6]. In light of the complementary
technical merits of fiber backhaul and wireless access [7]–
[11], FiWi networks have attracted intensive research interests
over the past two decades, which attempt to combine high
capacity and reliability of fiber backhaul with high flexibility
and ubiquitous connectivity of wireless front ends [12].
To alleviate the bandwidth pressure at the wireless front
ends, the use of large-bandwidth at millimeter wave (mmWave)
frequency bands, between 30 and 300 GHz, becomes a promis-
ing solution for fifth generation (5G) cellular networks and
has attracted considerable attention recently [13]–[15]. In this
paper, we consider a FiWi network with mmWave, where
mmWave frequency bands are used for the wireless front ends.
In this network, the fiber backhaul bandwidth is shared by
all mmWave front ends. To cope with blockage effects of
mmWave links, the mmWave front ends are supposed to be
densely deployed to provide seemless coverage [16], [17].
With the popularization of bandwidth-intensive applications
(i.e., augmented or virtual reality, etc.), shared backhaul in the
FiWi network is still facing a bandwidth crunch.
Some research efforts have been devoted to next-generation
passive optical networks (NG-PONs) [18], [19], which aim
at increasing the capacity of state-of-the-art PON based fiber
backhual. However, existing optical network units (ONUs) and
optical line terminals (OLTs) are not directly compatible with
the technical specifications of NG-PONs [20], so ONUs and
OLTs must be replaced or upgraded to support NG-PONs,
which is a costly method at present. Fortunately, it has been
reported that a large amount of files especially high volume
video files in wireless networks are repeatedly requested [21]–
[23]. Based on this fact, we enable caching capability at the
edge of FiWi networks to alleviate the backhaul pressure.
However, in this case, caching has a significant impact on
resource allocation, and the performance of cache-enabled
FiWi networks should be reconsidered.
A. Related Works
1) Caching in optical fiber networks: There have been
growing recent researches towards data caching as an approach
for alleviating the bandwidth pressure in optical fiber networks.
In [3], an architecture consisting of an ONU with an associated
storage unit was proposed to save traffic in the feeder fiber
and improve the system throughput as well as mean packet
delays. In [24], a framework of software-defined PONs with
caches was introduced to achieve a substantial increase in
served video requests. In [25], a dynamic bandwidth algorithm
based on local storage video-on-demand delivery in PONs
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2was proposed, and the achievable throughput levels have been
improved when a local storage is used to assist video-on-
demand delivery. However, most of them mainly focus on
providing storage capacity in PONs to improve the network
throughput, so these methods cannot be directly applied to
FiWi networks.
2) Caching in mmWave networks: Data caching has also
been used to offload backhaul traffic in mmWave networks
[16], [26]–[28]. In [16], a cache-enabled mmWave small cell
network was proposed to achieve the maximum successful
content delivery probability. The cache-related coverage prob-
ability of a mmWave network was derived in [26], with the
aid of stochastic geometry. In [27], a two-tier heterogeneous
network consisting of both sub-6 GHz and mmWave BSs with
caches was proposed, where the authors considered the average
success probability (ASP) of file delivery as the performance
mertic and proposed efficient schemes to maximize the ASP
file delivery. The work in [28] investigated the performance
of cache-enabled mmWave ad hoc networks and demonstrated
the effectiveness of off-line caching with respect to blockages.
3) Power consumption in cache-enabled networks: Power
consumption has become one of the main concerns in both
optical and wireless communication networks due to the rapid
growth in Internet traffic, especially when involving caches in
networks, which introduces additional power consumption that
cannot be ignored. The power efficiency of different caching
hardware technology has been shown in [29]. As an example,
the commonly used storage medium high-speed solid state
disk (SSD) consumes about 5 W (Watt) of caching power
per 100 GB. In [30], a peer-to-peer based caching scheme
over passive optical networks is proposed to reduce traffic
in the core network and decrease the overall network power
consumption. In [31], the authors study the impact of deploying
video cache servers on the power consumption over hybrid
optical switching, and demonstrate a careful dimensioning
of cache size to achieve high power efficiency. In [32], the
authors studied whether local caching at base stations can
improve the energy efficiency by taking into account the impact
of caching power. In [33], an optimal caching scheme was
proposed to minimize the energy consumption in cache-aided
heterogeneous networks.
B. Motivation and Contribution
The aforementioned existing studies show that the impact
of caching on resource allocation has not been well studied
when caches are equipped at the edge of FiWi networks
(i.e., ONU-APs). Particularly, there exists no analytical work
on the capacity of cache-enabled FiWi networks. Due to the
significant impact of caching on resource allocation, achieving
optimal performance in cache-enabled FiWi networks is non-
trivial. Firstly, as fiber backhaul is shared by all wireless front
ends, resource allocation at ONU-APs are coupled. Secondly,
power and caching should be jointly optimized at ONU-APs. In
cache-enabled FiWi networks, power consumed for caching de-
pending on the memory size of caching files is non-neglected.
Therefore, there is a tradeoff between power allocated for
caching and that for wireless transmission at ONU-APs when
downlink throughput is considered. If more power is used
for wireless transmission, higher downlink throughput can be
achieved. In this case, with constrained power budget at ONU-
APs, less power will be allocated for caching, putting more
bandwidth pressure on fiber backhaul.
To combat above challenges in cache-enabled FiWi net-
works, we conduct performance optimization and analysis with
consideration of the significant impact of caching on resource
allocation. MmWave based wireless front ends are assumed in
this paper. The main contributions are summarized as follows.
• In a FiWi network with mmWave, we propose to equip
caches at ONU-APs to alleviate the backhaul pressure. In
the proposed cache-enabled FiWi network where both the
backhaul bandwidth and power budget at ONU-APs are
assumed to be constrained, we formulate the joint power
allocation and caching optimization problem as a mixed
integer nonlinear programming (MINLP) problem, with
the goal to maximize the downlink throughput.
• To solve the joint optimization problem, we propose
a two-stage algorithm. At the first stage, we propose
a volume adjustable backhaul constrained water-filling
method (VABWF) using convex optimization to derive
the expression of optimal wireless transmission power
allocation at each ONU-AP. At the second stage, we
reformulate the problem as a multiple-choice knapsack
problem (MCKP) by exploiting the highest-popularity-
first property of files. Then, a dynamic programming
algorithm based on the proposed VABWF method is
proposed to approach the optimal power allocation and
caching strategies.
• To investigate the theoretical capacity of the proposed
cache-enabled FiWi network with mmWave, we first de-
rive a tractable expression of the average rate of mmWave
links and find that increasing the average rate does
not necessarily improve the downlink throughput. Then,
we provide a theoretical upper bound of the downlink
throughput by utilizing the analytical properties of the
average rate. Simulation results demonstrate that the pro-
posed algorithm can approach the theoretical downlink
throughput upper bound.
The rest of this paper is organized as follows. We first
introduce the system model in Section II. In Section III, we
describe the proposed two-stage algorithm. In Section IV, we
give theoretical analysis on the downlink throughput upper
bound by exploiting the analytical properties of the average
rate of mmWave links. Numerical and simulation results are
shown in Section V and concluding remarks are provided in
Section VI.
II. SYSTEM MODEL
A. Network Model
The network model we propose is shown in Fig. 1. The
FiWi network with mmWave is divided into fiber backhaul
and multiple wireless networks based on mmWave front ends.
We adopt Passive Optical Network (PON) as fiber backhaul.
The optical line terminal (OLT) is located at the central office,
connecting to a passive optical splitter through the feeder fiber.
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Fig. 1. FiWi network architecture with caches at ONU-APs.
The passive optical splitter is connected to multiple ONUs
through the distribution fiber. In the FiWi network, each ONU
is collocated with an AP, and the integration of the ONU and
AP is called integrated ONU-AP. The ONU-APs are denoted
by an index set N = {1, 2, · · · , n, · · · , N}. We assume that
the backhaul constraint on the feeder fiber connecting the
passive optical splitter and the OLT is C.
At mmWave front ends, ONU-APs are assumed to be
spatially deployed according to a hexagonal cell planning.
For easy analysis, we approximate the hexagonal cell shape
as a circle with coverage radius D. User equipments (UEs)
are distributed in the coverage of ONU-APs. The spatial
distribution of the UEs is modeled as independent Poisson
point process (PPP) of density λ [32], [34]. We assume that
each UE is associated with the closest ONU-AP, and use
K = {1, 2, · · · , k, · · · ,K} to denote the UE index set. Each
UE is assumed to be associated with an ONU-AP in the fixed
way, thus we denote the set of UEs associated with ONU-APn
by Φn, n ∈ N .
We assume that directional beamforming is adopted at each
ONU-AP, and the main-lobe gain of using directional beam-
forming is denoted by G. Note that mmWave transmissions
are highly sensitive to blockage, so we adopt a two-state
statistical blockage model for each link as in [13], such that
the probability of the link to be LOS or NLOS is a function of
the distance between a UE and its serving ONU-AP. Assume
that the distance between them is r, then the probability that
a link of length r is LOS or NLOS can be modeled as
ρL(r) = e
−βr, ρN(r) = 1− e−βr, (1)
respectively, where β is the decay rate depending on the
blockage parameter and density [35]. Independent Nakagami
fading is assumed for each link. Parameters of Nakagami
fading NL and NN are assumed for LOS and NLOS links,
respectively. Besides, the existing literature has confirmed that
mmWave transmissions tend to be noise-limited and interfer-
ence is weak [36], [37]. Therefore, when UEk requests files
from its associated ONU-APn, the received SINR is given by
Υnk =
PnkhnkGr
−αm
σ2
, (2)
where Pnk is the transmit power allocated to UEk by ONU-
APn, hnk is the Nakagami channel fading which follows
Gamma distribution. The path loss exponent αm = αL when
it is a LOS link and αm = αN when it is an NLOS link. σ2
is the noise power of a mmWave link. Then the channel state
information (CSI) from ONU-APn to UEk is gnk = r−αnk hnk.
The wireless transmission rate from ONU-APn to UEk is given
by the Shannon’s theorem
Rnk = B log2 (1 + Υnk) , (3)
where B is the subchannel bandwidth for each UE.
B. ONU-AP Caching Model
Each ONU-AP is cache-enabled, and the cache size is
denoted by Q. The requested files are denoted by an index
set J = {1, 2, · · · , j, · · · , J}. We consider a proactive caching
model, where popular files are pre-cached in ONU-APs during
off-peak intervals (e.g., at night). If ONU-APn already caches a
requested file, it will respond to the request directly. Otherwise,
the file should be fetched from the Internet via capacity-
limited fiber backhaul. The size of each file is assumed to be
s bits1. The file popularity distribution of J files is modeled
as Zipf distribution, so the probability of the j-th ranked file
being requested by UEs is pj = j
−δ∑J
n=1 n
−δ , where δ is a
shape parameter that shapes the skewness of the popularity
distribution. Note that files requested by UEs that are not
cached at ONU-APs should be fetched from the Internet via
fiber backhaul. Given the cache decision on the j-th file at
ONU-APn as xnj , x ∈ {0, 1}, the expected fiber backhaul rate
of uncached files for UEs associated with ONU-APn can be
written as
Rbhn =
∑
k∈Φn
∑
j∈J
pj(1− xnj)Rnk. (4)
C. Power Consumption Model
The total power consumption at ONU-APn can be obtained
by leveraging the typical power consumption model of wireless
networks [32] and including the power used for caching as
P totaln =
∑
k∈Φn
ρPnk + P
ca
n + P
cc
n , (5)
where P can denotes the power consumed at ONU-APn for
caching. P ccn denotes the power consumed by circuits, which
is a constant depending on the circuit design, and ρ is a
coefficient that measures the impacts of power amplifier, power
supply and cooling. We use an energy-proportional model
for caching power consumption [33], [38], which has been
widely adopted in content-centric networking for efficient use
1For analytical simplicity, the size of each file is assumed to be equal. In
practice, if the file sizes are unequal, we can split the files into small partitions
of equal size, which can be regarded as files of equal size.
4of caching power. In this model, the consumption of caching
power is proportional to the total number of bits cached at an
ONU-AP, i.e., P can = ωΩn, where Ωn denotes the total number
of bits cached at ONU-APn, and ω is a power coefficient that is
related to the caching hardware and reflects the caching power
efficiency in watt/bit. In this work, we consider the common
caching device, high-speed solid state disk (SSD), for caching
files at ONU-APs. The value of ω for SSD is 6.25 × 10−12
watt/bit.
Each ONU-AP can adjust the transmission power and the
caching power to achieve higher throughput without violating
the maximum power constraint PM , namely, P totaln ≤ PM .
Here, for notational convenience, the circuit power P ccn is
omitted since it is a constant.
III. JOINT POWER ALLOCATION AND CACHING
In this section, we first formulate the joint power allocation
and caching problem. Then, we propose an optimal trans-
mission power allocation method, named VABWF method,
as the first stage of the proposed algorithm. To perform the
joint optimization of power allocation and caching, an efficient
algorithm based on dynamic programming is provided by
converting the problem into a standard MCKP as the second
stage of the proposed algorithm.
A. Problem Formulation
Our objective is maximizing the downlink wireless ac-
cess throughput for UEs by optimizing power allocation and
caching strategy at ONU-APs in the FiWi network. This is
formulated as follows,
P1: max
x,P
∑
n∈N
∑
k∈Φn
Rnk (6a)
s.t.
∑
k∈Φn
ρPnk + ω
∑
j∈J
xnjs ≤ PM ,∀n ∈ N , (6b)∑
n∈N
∑
k∈Φn
∑
j∈J
pj(1− xnj)Rnk ≤ C, (6c)
s
∑
j∈J
xnj ≤ Q, ∀n ∈ N , (6d)
Pnk ≥ 0, ∀n ∈ N ,∀k ∈ K, (6e)
xnj ∈ {0, 1}, ∀n ∈ N ,∀j ∈ J . (6f)
Constraint (6b) makes sure that the sum of caching and
transmission power does not exceed the maximum power
constraint PM . Constraint (6c) ensures that the backhaul occu-
pancy by uncached files should satisfy the capacity constraint
of fiber backhaul C. Constraint (6d) makes sure that the
total size of the files cached at ONU-APn should not exceed
its cache capacity Q. Constraint (6e) guarantees that the
transmission power is non-negative. Constraint (6f) means that
the cache decision on the j-th file at ONU-APn is a binary
variable xnj .
B. Optimal Transmission Power Allocation Method
Problem P1 is a typical Mixed Integer Programming (MIP)
problem, which is non-linear and non-convex. However, the
problem becomes a convex optimization problem if the caching
placement decision {xnj} is fixed and the backhaul constraint
(6c) is neglected, which can be written as
P2: max
P
∑
n∈N
∑
k∈Φn
Rnk (7a)
s.t.
∑
k∈Φn
ρPnk + ω
∑
j∈J
x◦njs ≤ PM ,∀n ∈ N , (7b)
Pnk ≥ 0, ∀n ∈ N ,∀k ∈ K. (7c)
The objective function (7a) is a strictly concave and increas-
ing function with respect to Pnk, and the inequality constraints
(7b) and (7c) are convex for a given caching solution {x◦nj}.
Therefore, problem P2 is a convex optimization problem. By
deriving the Karush-Kuhn-Tucker (KKT) conditions [44], we
can get the optimal solution to transmission power allocation.
The Lagrangian of P1 is given as
L(P ,µ, ε) =−
∑
n∈N
∑
k∈Φn
Rnk −
∑
n∈N
∑
k∈Φn
εnkPnk
+
∑
n∈N
µn
( ∑
k∈Φn
ρPnk + ω
∑
j∈J
xnjs− PM
)
,
(8)
where µ ∈ RN , ε ∈ RN×Kare Lagrangian multipliers. The
KKT conditions can be expressed as
∂L
∂Pnk
= − gnkB
(σ2 + gnkPnk) ln 2
+ ρµn − εnk = 0 (9a)
µn
( ∑
k∈Φn
ρPnk + ω
∑
j∈J
x◦njs− PM
)
= 0 (9b)
εnkPnk = 0, ∀n ∈ N ,∀k ∈ K (9c)
µn, εnk ≥ 0, ∀n ∈ N ,∀k ∈ K (9d)
where (9a) is a necessary condition for an optimal solution,
(9b) and (9c) represent the complementary slackness, and (9d)
represents the dual feasibility.
Lemma 1. The downlink throughput in the FiWi network is
maximized when the ONU-APs consume the maximum power,
i.e.,satisfy∑
k∈Φn
ρPnk + ω
∑
j∈J
xnjs = PM , ∀n ∈ N (10)
Proof. Suppose that there exists n ∈ N satisfying ∑
k∈Φn
ρPnk+
ω
∑
j∈J
xnjs < PM , then ONU-APn can increase its caching
power to PM −
∑
k∈Φn
ρPnk for a higher cache hit ratio with-
out reducing the sum rate of UEs associated to ONU-APn.
Through proof by contradiction, we get the conclusion that the
downlink throughput of the FiWi network is maximized when
the ONU-APs consume the maximum level of power.
Lemma 2. On the condition of total power constraint, files
with higher popularity should be cached preferentially for
maximizing the throughput in the FiWi network.
Proof. Suppose that {P ∗nk, x∗nj} is the optimal solution to
problem P1 with the corresponding downlink throughput Rdl
∗
,
5and {x∗nj} violates the popularity based caching policy men-
tioned in Theorem 2. Let {P ◦nk, x◦nj} be another set and {x◦nj}
satisfies
{
x◦nj
∣∣∣x◦nj ≥ x◦n(j+1),∑
j∈J
x◦nj =
∑
j∈J
x∗nj , ∀n ∈ N , ∀j ∈ J
}
.
(11)
Namely, {x◦nj} is the caching solutions that obey Lemma
2. As pj is monotonically decreasing with j, the cache miss
ratio satisfies ∑
j∈J
pj(1− x◦nj) <
∑
j∈J
pj(1− x∗nj). (12)
Note that {P ◦nk, x◦nj} satisfies
∑
j∈J
x◦nj =
∑
j∈J
x∗nj . With
constraint (10), we can obtain a set of transmission power
solutions that satisfy P ◦nk = P
∗
nk. With (12), {P ◦nk, x◦nj} is
ensured to satisfy the constraint (6c), and thus {P ◦nk, x◦nj} is
a solution to problem P1, with the corresponding downlink
throughput Rdl
◦
. By the optimality of {P ∗nk, x∗nj} to problem
P1, we have
Rdl
∗ −Rdl◦ ≥ 0. (13)
Since we have P ◦nk = P
∗
nk, the equality sign in (13) must hold,
which concludes that {P ◦nk, x◦nj} yields the optimal solution
to problem P1.
Proposition 1. For problem P1, the optimal transmission
power P ∗nk allocated to UEk by ONU-APn can be expressed
as
P ∗nk =
(
B
ρµn ln 2
− σ
2
gnk
)+
, (14)
where (·)+ = max(·, 0), and the corresponding Lagrangian
multiplier µn is
µn =
|Φn|B(
PM +
∑
k∈Φn
σ2
gnk
− ω ∑
j∈J
x◦njs
)
ρ ln 2
. (15)
Proof. By using Lemma 1 and the KKT conditions mentioned
above, we can obtain the expression for the optimal transmis-
sion power P ∗nk with respect to Lagrangian multipliers µn, as
shown in Eq. (14). Substituting Eq. (14) into Eq. (10), we can
obtain Eq. (15). Next, we prove that Eq. (14) still holds with the
backhaul constraint (6c). Suppose the optimal solution to prob-
lem P1 is {P ∗nk, x∗nj}, then
∑
k∈Φn
ρP ∗nk+ω
∑
j∈J
x∗njs = PM . Let
{P ◦nk, x∗nj} denote the solution that satisfies Eq. (14), which
indicates the maximum sum rate of UEs associated to ONU-
APn without the backhaul constraint and is expressed as
∑
k∈Φn
log2
(
1 +
gnkP
◦
nk
σ2
)
>
∑
k∈Φn
log2
(
1 +
gnkP
∗
nk
σ2
)
(16a)∑
k∈Φn
P ◦nk =
∑
k∈Φn
P ∗nk (16b)
From (16a) and (16b), we infer that there exists another set of
solutions {P ◦◦nk , x◦nj} satisfying Eq. (14) and can be expressed
as
∑
k∈Φn
log2
(
1 +
gnkP
◦◦
nk
σ2
)
=
∑
k∈Φn
log2
(
1 +
gnkP
∗
nk
σ2
)
(17a)∑
k∈Φn
P ◦◦nk <
∑
k∈Φn
P ∗nk (17b)
With Eqs. (10) and (17b), we obtain
∑
j∈J x
◦
nj >
∑
j∈J x
∗
nj .
According to Lemma 2 and (17a), we infer that the set of
solutions {P ◦◦nk , x◦nj} achieves a higher cache hit ratio without
reducing the downlink throughput. Therefore, we get the
conclusion that {P ◦◦nk , x◦nj} yields the optimal solution with
the backhaul constraint (6c) by using Eq. (14).
In Eq. (14), σ
2
gnk
is the inverse of channel gain normal-
ized by the noise variance σ2. Eq. (14) complies with the
form of water-filling method [39, Chapter 6]. We consider
a vessel whose bottom is formed by plotting those values
of σ
2
gnk
for each subchannel k. Then, we flood the vessel
with water to a depth Bρµn ln 2 . Note that the volume of
water is not fixed and it depends on the caching solution
{x◦nj}. For a given caching solution, the total amount of
water used is then PM − (ω
∑
j∈J x
◦
njs), and the depth of
the water at each subchannel k is the optimal transmission
power allocated to it. Proposition 1 guarantees that the optimal
solution to transmission power allocation still holds with the
backhaul constraint, so this method is called volume adjustable
backhaul-constrained water-filling method (VABWF).
C. Problem Reformulation and Solution
In the first stage, we obtain the optimal transmission power
allocation method based on VABWF method. In the sec-
ond stage, we propose a dynamic programming algorithm to
perform joint power allocation and caching optimization to
maximize the downlink throughput of FiWi networks.
By using Lemmas 1, 2 and the VABWF method, we can
reduce the solution space of problem P1 greatly. If we denote
the solution space of problem P1 as A, then
A =
{
{Pnk, xnj}
∣∣∣∣Pnk = ( Bρµn ln 2 − σ
2
gnk
)+
;
xnj ≥ xn(j+1), j ∈ J
}
. (18)
An element of A, denoted as Anj = {P ◦nk, x◦nj} ∈ A, should
satisfy ∑
j∈J
x◦nj = j. (19)
Let µ(Anj) denote whether Anj is chosen to be the solution,
i.e.,
µ(Anj) =
{
1, Anj is chosen to be the solution
0, otherwise (20)
Let ϕ(Anj) denote the backhaul bandwidth occupied by ONU-
APn with respect to solution Anj , which is defined as
ϕ(Anj) =

∑
k∈Φn
pj(1− xnj)Rnk
∣∣
Anj
, µ(Anj) = 1
0 , µ(Anj) = 0 (21)
6Likewise, let ν(Anj) denote the sum rate of UEs associated
to ONU-APn with respect to solution Anj ,which is defined as
ν(Anj) =

∑
k∈Φn
Rnk
∣∣
Anj
, µ(Anj) = 1
0 , µ(Anj) = 0 (22)
Then problem P1 can be converted into the problem of
determining the value of µ(Anj) with the aim of maximizing
the downlink wireless access throughput of the FiWi network
as follows,
P3: max
µ(Anj)
∑
n∈N
∑
j∈J
ν(Anj) (23a)
s.t.
∑
n∈N
∑
j∈J
ϕ(Anj) ≤ C, (23b)∑
j∈J
µ(Anj) ≤ 1, ∀n ∈ N ,∀j ∈ J , (23c)
µ(Anj) ∈ {0, 1}, ∀n ∈ N ,∀j ∈ J . (23d)
Problem P3 is in the form of a multiple-choice knapsack
problem (MCKP) [40, Chapter 11]. The problem is to choose
no more than one item from each class such that the profit
sum is maximized without exceeding the capacity C in the
corresponding backhaul limitation. Under the assumption that
the values of ϕ(Anj) and ν(Anj) are integers, we design
an efficient algorithm through dynamic programming based
on VABWF method as outlined in Algorithm 1. The reason
we adopt dynamic programming is that problem P3 has the
property of an optimal substructure as described in [41, Section
15.3].
Define R(n, c) to be the maximum downlink throughput of
the FiWi network where there exist only the first n classes
with backhaul limitation c. Then we can consider an additional
class to calculate the corresponding maximum throughput and
the following recursive formula describe how the iteratively
method is performed
R(n, c) = max
{{
R(n− 1, c− ϕ(Anj)) + ν(Anj)
}∪
{
R(n− 1, c)}∣∣∣c− ϕ(Anj) ≥ 0,∀j ∈ J}. (24)
Note that the constraint (23c) is satisfied by placing the
recursive formula in the innermost loop. In each iteration, we
choose the optimum solution to the given number of classes n
and bandwidth limitation c. The running time of Algorithm 1
is dominated by the c iterations of the second for-loop, each of
which contains at most J iterations to compute a new solution
of a subproblem. The N ONU-APs in the FiWi network leads
to N subproblems, and thus the overall time complexity is
O(NCJ).
IV. THROUGHPUT UPPER BOUND ANALYSIS
To investigate the capacity of the FiWi network with
mmWave, we attempt to obtain the downlink throughput upper
bound at ONU-APs. Such upper bound can also be used to
validate the effectiveness of the proposed algorithm in Section
III.
Algorithm 1: Dynamic Programming Algorithm for P3
Require: A, K, J , N , B, PM , Qn, gnk, ω, s, ρ, σ, δ;
Ensure: {P ∗nk, x∗nj}, and the downlink throughput Rdl;
1: for all Anj ∈ A,∀n ∈ N ,∀j ∈ J do
2: Calculate µn according to Eq. (15);
3: Pnk ⇐ ( Bρµn ln 2 − σ
2
gnk
)+;
4: Calculate ϕ(Anj), ν(Anj) according to Eqs. (21)
and (22);
5: end for
6: Calculate R(1, c), c = 0, 1, 2, · · · , C;
7: for n = 2;n ≤ N ;n+ + do
8: for all c ∈ {0, 1, 2, · · · , C} do
9: if c−min{ϕ(Anj)|∀j ∈ J } < 0 then
10: R(n, c)⇐ R(n− 1, c);
11: else
12: Update R(n, c) according to Eq. (24);
13: end if
14: if R(n, c) 6= R(n− 1, c) then
15: pi(n, c)⇐ arg maxj
{{R(n− 1, c)} ∪ {R(n−
1, c− ϕ(Anj)) + ν(Anj)}
}
;
16: end if
17: end for
18: end for
19: for n = N ;n ≥ 1;n−− do
20: if R(n, c) 6= R(n− 1, c) then
21: The optimal item index for the n-th class in the
case of backhaul bandwidth c is obtained by
pi(n, c), then let c⇐ c− ϕ(Anj);
22: end if
23: end for
24: Find the solution Anj according to pi(n, c) and Eq.(18)
in the reverse order of n;
25: return {P ∗nk, x∗nj}, Rdl;
A. Average rate of mmWave Links
Before obtaining the throughput upper bound, we firstly
analyze and derive the downlink average rate of mmWave
links. Since each UE is associated with the closest AP, the
probability density function (pdf) of r can be given by [32]
fr(r) =
2r
D2
. (25)
Under the assumption of knowledge of statistical CSI, the
average rate of mmWave links is the expectation with respect
to the random variable r and h, which can be written as [14],
[34]
τ = Er [EΥnk [log2(1 + Υnk)]]
=
∫ D
0
Eh[log2(1 + Υnk)]fr(r)dr
(a)
=
∫ D
0
∫ ∞
0
P
[
log2(1 +
PnkhGr
−αm
σ2
) > t
]
dtfr(r)dr,
(26)
where (a) holds because Υnk is a strictly positive random
variable.
7Proposition 2. The average rate of mmWave links is given by
τ(PTn , λ,D)
=
∫ D
0
∫ ∞
0
∑
i∈{L,N}
Ni∑
m=1
γ(m, r)e−ψ(P
T
n ,λ,D)fr(r)dtdr, (27)
where γ(m, r) = (−1)m+1(Nim)ρi(r), ψ(PTn , λ,D) =
mηir
αi (2t+G−1)
Ui+V PTn
, Ui =
GNi(D/2)
αi
Ni−1 , V =
G
σ2λpiD2 , P
T
n denotes
the total transmission power consumption at ONU-APn.
Proof. Please refer to Appendix A.
Although Eq. (27) is not in a closed-form, it can be effi-
ciently computed numerically as opposed to the usual Monte
Carlo methods that rely on repeated random sampling to
compute the results. Besides, we take into account the impact
of transmission power allocation on the network throughput
and assign the optimal transmission power levels to the users,
which maximizes the average rate of mmWave links. Note
that the variable PTn does not refer to the transmission power
assigned to a typical user, but to the total transmission power
consumption at ONU-APn. If the total transmission power
consumption is determined, according to Lemma 1, the caching
power consumption can be calculated. Then, the cache hit ratio
can be obtained, thereby obtaining the backhaul bandwidth
occupied by the UEs associated to ONU-APn, and this pro-
vides the theoretical guidance for trading the power allocated
to caching for that assigned to transmission.
B. Theoretical Downlink Throughput Upper Bound
In this subsection, we obtain a theoretical upper bound of the
throughput in FiWi networks by exploiting several analytical
properties related to the average rate derived above.
We first define the sum rate of UEs associated with ONU-
APn as
Rn , knτ(PTn , λ,D), (28)
where kn denotes the number of UEs associated with ONU-
APn. Then, the backhaul bandwidth occupied by these kn UEs
can be written as
Cn = (1− phitn )Rn = pmissn Rn, (29)
where phitn , p
miss
n denote the cache hit ratio and cache miss
ratio at ONU-APn, respectively. According to Lemma 2, phitn
can be calculated as
phitn =
⌊
Pcan
ω
⌋∑
j=1
pj =
⌊
PM−PTn
ω
⌋∑
j=1
pj . (30)
Note that phitn is a concave function of P
T
n . This is due to
the fact that pj < pj+1 according to the Zipf distribution
of file popularity, and files with higher popularity are cached
preferentially. Therefore, the cache hit ratio will decrease faster
as the transmission power increases (i.e., the caching power
decreases).
Lemma 3. τ(PTn , λ,D) is a monotonically increasing function
of PTn , and Cn is a monotonically increasing function of P
T
n .
Proof. According to (27), we know that τ(PTn , λ,D) is a
monotonically increasing function of PTn . With Eq. (30), we
can get that ∂p
miss
n
∂PTn
> 0. Since both positive-valued function
pmissn and τ(P
T
n , λ,D) increase with P
T
n , we can prove that
Cn is a monotonically increasing function of PTn .
In order to achieve a higher average downlink rate, the
transmission power allocated to UEs needs to be increased,
so it is intuitive that the average downlink rate monotonously
increases with the total transmission power. On the other hand,
the increase of transmission power results in the decrease of
caching power, which will cause more fiber backhaul band-
width occupancy. This gives us the insight that it does not make
sense to increase the transmission power when the backhaul
bandwidth becomes a bottleneck of the network throughput, so
increasing the transmission power does not necessarily increase
the network throughput.
Next, we would like to explore the relationship between
the sum rate of kn UEs associated with ONU-APn and
the backhaul bandwidth occupied by these UEs. Let Rn be
regarded as a function of Cn, i.e., Rn = f(Cn), then the
concavity property of f(Cn) can be found.
Lemma 4. For a given coverage radius D of ONU-APs and
density of UEs λ in the FiWi network, Rn is a concave function
of Cn.
Proof. Please refer to Appendix B.
The significance of the concave function is that it implies the
non-linear relationship between the fiber backhaul bandwidth
occupancy and the downlink throughput. Namely, the increase
of the fiber backhaul bandwidth occupancy results in a slower
increase of the wireless downlink throughput. Considering
that all the ONU-APs share the same throughput-limited fiber
backhaul, we get an insight that each ONU-AP should not
occupy much more backhaul bandwidth than other ones. This
is because a much higher backhaul bandwidth occupancy does
not lead to a much higher increase of wireless downlink
throughput. Thus, an intuitive approach would be to make all
the ONU-APs occupy equal fiber backhaul bandwidth such
that the wireless downlink throughput is maximized. It turns
out that this approach is valid when the UEs follow a uniform
spatial distribution, and this particular spatial distribution also
serves as a necessary and sufficient condition to ensure that
the actual throughput can reach the theoretical upper bound
derived below.
Proposition 3. The downlink throughput of the FiWi network
is upper-bounded by
R+ =min(λpiD2Nτ(PTn , λ,D), C+p
hit
n λpiD
2Nτ(PTn , λ,D)).
(31)
Proof. Please refer to Appendix C.
Proposition 3 provides the upper bound of the system down-
link throughput in cache-aided FiWi networks considering
the fiber backhaul bottleneck. Note that each AP consumes
the same amount of power PTn for transmission when the
throughput reaches the upper bound. In other words, the
8upper bound of the throughput is given by Eq. (31) as long
as the transmission power PTn for each AP is determined.
However, the transmission power is not given in our problem
formulation and it only needs to satisfy constraint (6b), i.e., not
exceeding the maximum power PM . Therefore, it is necessary
to determine the amount of transmission power to maximize
the downlink throughput. Based on Proposition 3, we then have
the following corollary.
Corollary 1. R+ is a concave function of PTn , and the
downlink throughput upper bound under the maximum power
constraint is the supremum of R+ with respect to PTn ∈
[0, PM ], i.e.,
R∗(Pnk, xnj) ≤ sup
PTn ∈[0,PM ]
{R+}. (32)
Proof. Please refer to Appendix D.
It should be noted that the throughput upper bound is
achievable in the case of a uniform spatial distribution of UEs.
However, due to the assumption of a more realistic scenario
where UEs are modeled as independent poisson point process
(PPP), UEs will be located closely together in certain areas
and far away in others, and thus the overall spatial distribution
of UEs is not uniform in most of the PPP-based realizations.
Considering this fact, we can see that the condition that the
equality sign holds in (42) (in Appendix C) cannot be satisfied,
which might make the actual downlink throughput be lower
than the theoretical upper bound.
Since the throughput upper bound is obtained, we can
calculate the corresponding cache capacity utilization, which
by definition can be expressed as
η =
1
ωQ
(
PM − arg max
PTn ∈[0,PM ]
{R+}
)
. (33)
This gives an analytical result on the appropriate average cache
capacity utilization when the downlink throughput reaches the
theoretical upper bound, and we will also compare it with the
simulation results in the next section.
V. NUMERICAL AND SIMULATION RESULTS
In this section, we present both numerical and Monte Carlo
simulation results to validate the theoretical analysis and the
performance of the proposed caching and power allocation
optimization algorithm under different FiWi network scenarios.
The performance is averaged over 1000 network deployments
in the Monte Carlo simulations, where UEs are scattered
based on independent PPPs. The simulation parameters are
summarized in Table I. To better assess the performance of
the proposed algorithm, which we refer to as volume ad-
justable backhaul constrained wafer filling-dynamic program-
ming (VABWF-DP) below, we compare it with three bench-
mark power allocation and caching algorithms as follows,
• Water Filling-Full Caching (WF-FC): Each ONU-AP
fully uses the cache capacity to store the most popular
files, and the classical water-filling method is used to
allocate transmission power to the UEs.
• Equal Power-Popularity First (EP-PF): Transmission
power is equally allocated to the UEs. Meanwhile, each
TABLE I
SIMULATION SETTING
Parameters Physical meaning Values
B Subchannel bandwidth 10MHz
C Fiber backhaul capacity 15Gbps
D Coverage radius of ONU-AP 100m
J Number of files 1000
N Number of ONU-APs 16
Q Cache size of each ONU-AP 40GB
PM Maximum total power for each
ONU-AP
8W
P ccn Circuit power at each ONU-AP 2W
s Size of file 100MB
NL/NN Nakagami fading parameter for
LOS and NLOS channel
3/2
αL/αN Path loss exponent of LOS and
NLOS channel
2/4
β Blockage density 0.002
δ Zipf parameter 0.8
λ Density of UEs 4× 10−4 /m2
ρ Transmission power coefficient 1.2
ω Caching power efficiency 6.25× 10−12W/bit
ONU-AP chooses the most popular files to cache, but
does not necessarily use the cache capacity in full.
• Water Filling-Random Caching (WF-RC): ONU-APs
randomly choose files to cache and transmission power is
also equally allocated to the UEs.
A. Validation of the Theoretical Analysis and Discussion
We first validate the analysis of the throughout upper bound
as well as the cache capacity utilization. Fig. 2(a) shows
the performance of downlink throughput for different fiber
backhaul bandwidths. For fair comparison, the average number
of UEs is set to be equal. It can be seen that the trend of
throughput upper bound of the theoretical analysis is consistent
with that of the simulation results. Specifically, when the fiber
backhaul bandwidth is relatively low, the downlink throughput
increases linearly with the fiber backhaul bandwidth, whereas
it increases slowly with a relatively high backhaul bandwidth.
We also observe that the downlink throughput is higher when
ONU-APs have smaller coverage radius D. Quantitatively, the
simulation results of the throughput have reached an average
of 94.8% of the theoretical upper bound. For the backhaul
bandwidth of 15 Gbps, the corresponding downlink throughput
is about 29.3 Gbps, 36.2 Gbps and 42.3 Gbps under three
different AP coverage radii, respectively. This corresponds to
a gain of about 95.3%, 141.3%, and 182.0% with respect to
a FiWi network without caches, respectively. Fig. 2(b) shows
the performance of the cache capacity utilization determined by
Eq. (33) and the simulation results for different fiber backhaul
bandwidths. As can be seen, the two sets of results match each
other very well for all the considered backhaul bandwidth C.
Full cache capacity is used in both theoretical analysis and
simulations when the fiber backhaul bandwidth is relatively
low, and the cache capacity utilization decreases as the fiber
backhaul bandwidth increases. Besides, less cache capacity is
used for a larger ONU-AP coverage radius.
Comparing Fig. 2(a) with Fig. 2(b), we find that the through-
put is lower when full cache capacity is used. This reflects
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Fig. 2. Comparison between theoretical analysis and simulation results with respect to C and D.
the impact of cache capacity on downlink throughput. Due
to the limited cache capacity on ONU-APs, even though full
cache capacity is used, the backhaul is still unable to carry all
the traffic of cache-missed files. Because of the insufficient
fiber backhaul bandwidth, it remains the bottleneck of the
system throughput. We find that the fiber backhaul is less
likely to become a bottleneck of the system throughput when
the coverage radius D of ONU-APs is large. This is because
the average distance between ONU-APs and UEs is farther,
resulting in smaller average rate of mmWave links, and thus
there is less demand for fiber backhaul bandwidth. On the
contrary, the average rate of mmWave links becomes large
when the coverage radius D is small. Considering the limited
cache capacity, the fiber backhaul is more likely to become
the bottleneck of the throughput. As long as the fiber backhaul
bandwidth increases to a certain value, the above problem will
not occur. It can be found that the cache capacity utilization
is reduced when the backhaul bandwidth is higher. This is
because there is no need to use full cache capacity at this
time, but rather to use more power for wireless transmission so
that the wireless link capacity is increased, thereby achieving
higher downlink throughput. In addition, although the UEs are
spatially randomly distributed in the simulations, the proposed
algorithm can approach the theoretical throughput upper bound
since we have proposed an optimal transmission power alloca-
tion scheme and a dynamic programming algorithm. As will
be shown later, the proposed algorithm outperforms existing
algorithms in terms of the system throughput.
In Fig. 3, we plot the numerical results of the throughput as
a function of the cache capacity utilization. It is not difficult
to find that we normally do not use full cache capacity when
the maximum downlink throughput is achieved, because using
too much or too little cache capacity will result in a decrease
in the downlink throughput. It should be noted that the cache
capacity utilization here is related to the transmission power
PTn in Eq. (31). For example, if the cache capacity utilization
is 0, the transmission power PTn equals the maximum power
PM , in which case all the files need to be acquired through the
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Fig. 3. Downlink throughput vs. Cache capacity utilization under different
D.
backhaul, so the downlink throughput cannot be higher than
the fiber backhaul bandwidth. Conversely, if the cache capacity
utilization is 100%, then the transmission power is minimized.
In this case, it is not the backhaul bandwidth, but the mmWave
link capacity becomes the bottleneck of the throughput due to
the limited transmission power. The goal of the Eq. (32) is
to find the value of transmission power PTn corresponding to
the optimal cache capacity utilization, such that the downlink
throughput is maximized. In addition, the downlink throughput
is higher for smaller coverage radius D of ONU-APs, and the
corresponding cache capacity utilization is increased, which is
consistent with the simulation results in Fig. 2(b). The reason
for this phenomenon is that the average rate of mmWave links
is higher when D has a smaller value, so more caches are used
to alleviate the backhaul bandwidth pressure.
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Fig. 5. Caching probability of files for different algorithms.
B. Comparison between the Proposed Algorithm and Existing
Algorithms
The average transmission power of an ONU-AP with differ-
ent algorithms are demonstrated in Fig. 4. It can be seen that as
the number of UEs increases or the coverage radius of ONU-
APs decreases, the proposed algorithm VABWF-DP tends to
use less transmission power PTn . This is reasonable because the
backhaul bandwidth pressure increases with more UEs and the
average rate of mmWave links increases with smaller ONU-
AP coverage radius. Hence, the proposed algorithm uses more
power for caching files to alleviate the backhaul bandwidth bot-
tleneck, which leads to a reduction in the transmission power.
In comparison, EP-PF takes the opposite tack to increase
the transmission power when the number of UEs increases,
while WF-FC uses fixed transmission power. As discussed
later in this subsection, the proposed algorithm outperforms
the benchmarks in terms of system throughput.
Fig. 5 shows the caching probability of files under different
algorithms. In the simulation, a total number of 400 files can
be cached if we use full cache capacity. By utilizing the
highest-popularity-first caching strategy proposed in Lemma
2, files indexed after 400 will not be cached. It can be seen
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Fig. 7. The performance of downlink throughput with respect to β.
that VABWF-DP adjusts the caching probability of each file
according to the network parameters (e.g., ONU-AP coverage
radius). For instance, when the coverage radius of ONU-APs
is large, most files will be cached with a lower probability,
which means that the average cache capability utilization is
lower. This is because the cache hit ratio does not need to be
high with a relatively low mmWave link capacity, and thus
more power is used for transmission to further enhance the
system throughput.
Next, we compare the proposed algorithm with the other
three algorithms in terms of the downlink throughput. Fig. 6
shows the performance of downlink throughput as the ONU-
AP coverage radius D varies. The average number of UEs is
set to be equal. It is observed that we achieve higher throughput
by using VABWF-DP at different ONU-AP coverage radii,
which can be explained by Figs. 4 and 5. As the coverage
radius increases, the proposed algorithm gradually increases
the transmission power and reduces the number of cached files,
which can provide more flexibility than the other algorithms
that cannot adapt to different network conditions.
The performance of the downlink throughput under different
blockage densities is shown in Fig. 7. The throughput de-
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Fig. 8. The performance of downlink throughput with respect to PM .
creases with the increase of blockage density, and VABWF-
DP achieves higher throughput than the other algorithms. It
can be observed that WF-FC achieves higher throughput than
EP-PF when the blockage density is relatively low. Otherwise,
WF-FC achieves lower throughput. This is due to the fact
that the mmWave links are more likely to be LOS links
when the blockage density is low, so the average rate of
mmWave links is high and it is beneficial to cache more files
to reduce the backhaul bandwidth pressure. However, with
the increase of blockage density, it is better to allocate more
transmission power to increase the rate of mmWave links for
higher throughput. In contrast, VABWF-DP is able to adjust the
power allocation and caching according to different blockage
densities, so the proposed algorithm is a blockage-aware power
allocation and caching method.
In Fig. 8, the performance of the downlink throughput under
different algorithms is shown, with the maximum total power
PM of an ONU-AP ranging from 5 W to 15 W. It can
be seen that VABWF-DP outperforms the other algorithms
under different maximum total powers, and the gap between
VABWF-DP and the upper bound of the theoretical analysis is
small. This is because the proposed algorithm can adaptively
adjust the transmission power and caching power of different
ONU-APs. Under the premise that the backhaul bandwidth
occupied by cache-missed files not exceeding the maximum
backhaul bandwidth C, the proposed algorithm maximizes the
transmission power to achieve higher system throughput. It
can be seen that the gap between VABWF-DP and WF-FC is
large when the maximum total power PM is low, but the gap
gradually decreases with the increase of PM .
This reflects the fact that VABWF-DP and WF-FC use a
more similar strategy as the maximum total power increases.
In other words, by adopting VABWF-DP, more caching power
is used with the purpose of mitigating backhaul bandwidth
pressure with the increase of maximum total power. It is
also observed that EP-PF fails to achieve higher throughput,
because it does not take into account the impact of either the
wireless channel conditions or the non-uniform spatial distri-
bution of UEs. In contrast, the proposed algorithm allocates
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Fig. 9. The performance of downlink throughput with respect to C.
more transmission power to UEs with better channel conditions
to improve the total throughput, and dynamically determines
the total transmission power to cope with the throughput
degradation due to the non-uniform spatial distribution of
UEs. Therefore, the throughput performance of the proposed
algorithm is close to the theoretical upper bound. The worst
performance occurs when WF-RC is adopted. This is due to the
fact that the highest-popularity-first caching strategy in Lemma
2 is not implemented, and thus the cache capacity cannot be
fully utilized, which results in a decrease in cache hit ratio and
limits the system throughput.
In Fig. 9, we evaluate the performance of different algo-
rithms as fiber backhaul capacity C varies. We can observe that
the throughput from the proposed algorithm is still the closest
to the theoretical upper bound. It is worth noting that in the
case of low fiber backhaul capacity, the throughput achieved by
using WF-FC is very close to that of the proposed algorithm,
which is consistent with the simulation results shown in Fig.
2(b). This observation suggests that increasing the cache capac-
ity utilization is an effective way to achieve higher throughput
when the backhaul bandwidth is low. However, WF-FC cannot
keep increasing the throughput as the backhaul bandwidth
increases. The reason is that the mmWave link capacity is
limited by the transmission power regardless of the increase
in backhaul bandwidth. In comparison, the proposed algorithm
uses more power for wireless transmission instead of caching,
thereby further increasing the capacity of wireless links and
obtaining throughput gain.
Fig. 10 shows the performance of downlink throughput
as the Zipf distribution parameter δ varies, which reflects
the performance under various file popularities. It can be
seen that the downlink throughput of the proposed algorithm
increases with parameter δ. This is reasonable because more
user requests centralize on a smaller number of files with a
larger δ, while the rest of the files are rarely requested, which
results in the increase of cache hit ratio and the reduction
of backhaul bandwidth occupancy. Therefore, the proposed
algorithm tends to cache fewer files, saving more caching
power to increase transmission power and achieving higher
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Fig. 10. The performance of downlink throughput with respect to δ.
throughput. In contrast, WF-FC fails to achieve higher through-
put despite the change of Zipf parameter δ. This indicates
that using full-cache algorithm is rather wasteful because the
files that are rarely requested are also cached in ONU-APs.
Thus, no more power can be used for wireless transmission,
limiting the system throughput. We also notice that EP-PF is
not even comparable to WF-FC. This indicates the importance
of transmission power allocation based on wireless channel
conditions of UEs, which has a great impact on the system
throughput. Therefore, the proposed VABWF-DP for power
allocation is more efficient in improving the throughput than
EP-PF in the case of sum power constraints of ONU-APs.
VI. CONCLUSION
In this paper, to cope with fiber backhaul bottleneck in
FiWi networks, we equipped ONU-APs with caches to improve
the system throughput. We illustrated the necessity of jointly
considering power allocation and caching to enhance the
network performance. We derived a closed-form expression
of optimal wireless transmission power allocation using the
proposed VABWF method. To perform the joint optimization
of power allocation and caching, we converted the problem
to a standard MCKP and designed a dynamic programming
algorithm to maximize the downlink throughput. To understand
the potentials of involving caches in FiWi networks, we then
theoretically analyzed the average rate of mmWave links
and obtained an upper bound of the downlink throughput.
We proved that the theoretical throughput upper bound is
achievable in the case of a uniform spatial distribution of
UEs. Numerical and simulation results showed that the pro-
posed algorithm significantly outperforms existing algorithms
in terms of system throughput and is a good approximation
of the derived throughput upper bound under different FiWi
network scenarios. The results conclude that an appropriate
allocation of transmission power and caching power is needed
to achieve higher throughput in FiWi networks.
In our future work, the scheduling in cache-enabled FiWi
networks will be implemented, since dynamic bandwidth al-
location (DBA) in FiWi integration presents a key issue for
providing efficient utilization for different traffic classes. At
the same time, the resource allocation should be reconsidered
since caching has a significant impact on ONU-AP schedul-
ing. A joint consideration of scheduling, caching and power
allocation at ONU-APs is a promising direction for improving
the efficiency of FiWi networks.
APPENDIX A
PROOF OF PROPOSITION 2
Considering that the mmWave link may be in the LOS or
NLOS state, according to the law of total probability, we have
P
[
log2(1 +
PnkhGr
−αm
σ2
) > t
]
=
∑
i∈L,N
ρi(r)P
[
log2(1 +
PnkhGr
−αi
σ2
) > t
]
=
∑
i∈L,N
ρi(r)P
[
h >
(2t − 1)σ2rαi
PnkG
]
. (34)
To allocate the optimal transmission power P ∗nk to UEk,
we refer to Eq. (14) instead of adopting an equal transmis-
sion power allocation scheme. Particularly, the expectation of∑
k∈Φn
σ2
r
−αi
nk hnk
in Eq. (15) is calculated as
E
[∑
k∈Φn
σ2
r−αink hnk
]
= λpiD2
(
D
2
)αi
σ2E
[
h−1
]
, (35)
where h−1 follows the inverse Gamma distribution [42], and
the expectation of h−1 can be calculated as
E[h−1] =
(Ni)
Ni
Γ(Ni)
∫ ∞
0
h−Nie−
Ni
h dh
=
Γ(Ni − 1)
Γ(Ni)
Ni =
Ni
Ni − 1 , i ∈ {L,N}, (36)
where Γ(·) is the gamma function. Substituting Eq. (14) into
Eq. (34) and using the fact that the average number of UEs
associated with ONU-APn is λpiD2, we have
P
[
h >
(2t − 1)σ2rαi
PnkG
]
= P
[
h >
rαi(2t +G− 1)
Ui + V PTn
]
(a)
= 1−
[
1− exp
(
−ηir
αi(2t +G− 1)
Ui + V PTn
)]Ni
(b)
=
Ni∑
n=1
(−1)n+1
(
Ni
n
)
exp
(
−nηir
αi(2t +G− 1)
Ui + V PTn
)
, (37)
where Ui =
GNi(D/2)
αi
Ni−1 , V =
G
σ2λpiD2 . (a) follows from the
tight lower bound of a Gamma random variable [43], and (b)
follows by using Binomial theorem and the assumption that Ni
is an integer. After some algebraic manipulations, the desired
proof is obtained.
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APPENDIX B
PROOF OF LEMMA 4
For all PTn ∈ (0, PM ), choose any PTn(1), PTn(2) that satisfies
PTn(1) < P
T
n(2). Since Cn is a monotonically increasing
function of PT , we have Cn
(
PTn(1)
)
< Cn
(
PTn(2)
)
and
pmiss
(
PTn(1)
)
< pmiss
(
PTn(2)
)
, then
R2n −R1n
C2n − C1n
=
R2n −R1n
pmissn
(
PTn(2)
)
R2n − pmissn
(
PTn(1)
)
R1n
<
R2n −R1n
pmissn
(
PTn(1)
)
R2n − pmissn
(
PTn(1)
)
R1n
=
1
pmissn
(
PTn(1)
) = f ′(Cn). (38)
By rearranging the terms in Eq. (38), we can obtain
R2n < R
1
n + f
′(Cn)(C2n − C1n), (39)
which is the first-order Taylor approximation [44] of f(Cn).
As it is always a global upper estimator of f(Cn), we can
conclude that f(Cn) is a concave function.
APPENDIX C
PROOF OF PROPOSITION 3
The downlink throughput can be calculated by adding up
the rates of all the UEs, which can be expressed as
R =
∑
n∈N
Rn =
∑
n∈N
f(Cn). (40)
By applying Jensen’s inequality, we obtain R ≤
Nf
(∑
n∈N Cn
N
)
, where the equality sign holds if and
only if all the ONU-APs occupy equal fiber backhaul
bandwidth denoted by C¯, i.e.,
Cn = C¯ = p
miss
n knτ(P
T
n , λ,D), n ∈ N . (41)
By substituting Eq. (41) into Eq. (28), and using the fact that
[pmissn (P
T
n )]
−1 is concave, we obtain
R = C¯
∑
n∈N
[pmissn
(
PTn )
]−1 ≤ C¯N[pmissn (∑n∈N PTnN
)]−1
,
(42)
where the equality sign holds if and only if all the ONU-APs
consume the same amount of transmission power, i.e.,
PTn = P
T , n ∈ N . (43)
Combining Eqs. (43) and (41), we can obtain that kn =
λpiD2, n ∈ N , which indicates that each ONU-AP serves the
same number of UEs. Plugging Eq. (41) into Eq. (42) and
substituting kn with λpiD2, we can obtain
R ≤ λpiD2Nτ(PTn , λ,D). (44)
Considering the constraint of fiber backhaul capacity, if
pmiss(PTn )λτ(P
T
n , λ,N) ≥ C, we have
R ≤ C + phit(PTn )λpiD2Nτ(PTn , λ,D). (45)
Taking the minimum of Eqs. (44) and (45) gives the desired
result.
APPENDIX D
PROOF OF COROLLARY 1
To prove the concavity property of R+, we first show that
phitτ(PTn , λ,D) is a concave function of P
T
n . According to
the analysis in Subsection IV-B, phit is a concave function of
PTn , and τ(P
T
n , λ,D) is a concave function of P
T
n . What we
need to prove is that the product of these two functions is still
a concave function of PTn . Taking the second order derivative
of phitτ(PTn , λ,D) with respect to P
T
n , we have
∂2
(
phitτ(PTn , λ,D)
)
∂(PTn )
2
=
∂2(phit)
∂(PTn )
2
τ(PTn , λ,D) + 2
∂phit
∂PTn
∂τ(PTn , λ,D)
∂PTn
+
∂2τ(PTn , λ,D)
∂(PTn )
2
phit. (46)
As ∂p
hit
∂PTn
< 0, ∂τ(P
T
n ,λ,D)
∂PTn
> 0, and ∂
2τ(PTn ,λ,D)
∂(PTn )
2 < 0,
∂2(phit)
∂(PTn )
2 < 0 due to the concavity properties, we can conclude
that
∂2
(
phitτ(PTn ,λ,D)
)
∂(PTn )
2 > 0, so phitτ(PTn , λ,D) is a concave
function of PTn . Let Φ1(P
T
n ) = λτ(P
T
n , λ,D), Φ2(P
T
n ) =
C + phitλτ(PTn , λ,D), since both Φ1 and Φ2 are concave
functions, then their pointwise minimum R+, defined by
R+(PTn ) = min
(
Φ1(P
T
n ),Φ2(P
T
n )
)
, (47)
is also concave due to the pointwise minimum operations that
preserve concavity of functions as described in [44]. In this
case, there exists a unique supremum with respect to PTn ∈
[0, PM ], which is the downlink throughput upper bound under
the maximum power constraint.
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