Abstract-This paper investigates the transport capacity of full-duplex ad hoc networks based on stochastic geometry. Unlike the more traditional half duplex nodes, full duplex wireless equipment can exchange data simultaneously over the same spectrum band. While full duplex transmission represents a promising mechanism to improve spectrum efficiency, the inevitable rise of interference from more transmitting nodes can also lower the rate of successful transmissions in ad hoc full duplex networks. We study the transport capacity of ad hoc full duplex networks by analyzing the successful packet decoding rate in both the physical link model and the protocol link model. We derive a new upper bound and a new lower bound for the network transport capacity, which can be used to lower complexity approximate analysis of the network transport capacity. We further determine the optimal transmission probability for maximizing network throughput and quantify the potential benefit of full duplex nodes. In both physical and protocol link models, our analysis shows that full duplex networks can nearly double the transport capacity against half duplex only with relatively small paired link distance. As the paired link distance grows, the transport capacity gain of full duplex networks begins to degrade.
IBFD [5] [6] [7] [8] can be attributed to recent technical development that promises to provide much better separation between transmit and receive signals to mitigate the powerful selfinterference (SI) effectively. Utilizing both passive and active self-interference suppression techniques [9] , SI suppression in IBFD point to point (P2P) system has been improved substantially in both separate antenna systems [5] , [10] , [11] and shared-antenna systems [12] [13] [14] . Specifically, the authors of [11] achieved median cancellation of 85 dB by combining passive, analog, and digital cancellation. Instead of using separate antennas for transmitting and receiving, a prototype of IBFD WiFi radio with one antenna and one specially designed circulator was proposed in [13] . Furthermore, a multipleinput multiple-output (MIMO) FD implementation (MIDU) has been implemented [14] . More detailed introductions of full duplex systems can be found in [15] and [16] .
Isolated and under perfect SI cancellation, single IBFD bi-direction link can achieve nearly twofold spectrum efficiency improvement over half duplex (HD) links. Within a multi-node shared spectrum network, however, the potential improvement in terms of spectrum efficiency is likely to fall below expectation because of increased co-channel interference (CCI) [17] , [18] . On one hand, IBFD transmission enables nearly 100% spectrum efficiency improvement and thus equal amount of throughput increase for each linked node pair. On the other hand, now that are twice as many active transmit nodes within each FD network, the resulting rise of CCI as well as residual SI at each receiver could severely degrade the signal to interference plus noise ratio (SINR), and consequently a loss of network performance in terms of successful packet decoding rate.
In the literature, progress has been made towards understanding the performance improvement in networks under managed access control such as one-way relay networks [19] , [20] , two-way relay networks [21] , [22] , cellular networks [18] , [23] [24] [25] , cognitive radio networks [26] [27] [28] and heterogeneous wireless networks [29] . However, to the best of our knowledge, owing to the random access nature of ad hoc networks, the spectrum efficiency of IBFD transmission in such networks has only received relatively scant coverage. Being one of the fundamental and challenging open problems in wireless communication networks, the performance of ad hoc IBFD networks is essential to analyze. Therefore, three important questions with respect to ad hoc IBFD networks are of interest:
• Under what conditions, IBFD nodes are able to achieve their maximum network capacity; • How much capacity gain IBFD nodes can achieve over half duplex nodes. In order to address these issues, several published works have already appeared to characterize the IBFD network performance, e.g., in terms of ergodic capacity of each paired node [30] , transmission capacity [31] , outage probability, and success probability [32] , [33] . Specifically, Ju et al. [30] investigated ergodic capacity of each paired link in IBFD bi-directional transmissions employing beamforming and demonstrated the sharp degradation of link performance with increasing network node density. Still, this work does not consider the capacity from the network perspective. Based on perfect SI cancellation and approximate distance knowledge, the authors of [31] investigated the transmission capacity of IBFD ad hoc networks with ARQ protocol and provided numerical results comparing full duplex and half duplex networks. Considering mixed IBFD and HD transmission modes, the authors of [32] analyzed the impact of IBFD on various ad hoc network performance metrics including success probability, signal-to-interference ratio (SIR), and target transmission rate of ad hoc networks. Most researches on performance evaluation of full duplex ad hoc network are based on synchronous scenario because of its analytical simplicity. However, it is important to stress that there exists a tradeoff between throughput loss and access complexity of the networks. As pointed out by [33] , at light data traffic loads, throughput loss is less significant, which makes unslotted access more attractive in view of its simplicity.
Recall that ergodic capacity focuses on channel throughput of each paired link without accounting for the overall network capacity improvement owing to the increased number of simultaneous transmitting nodes in FD networks. On the other hand, transmission capacity accounts for the target rate based on SINR threshold without considering the potential SINR improvement due to lower node density.
It was shown that the capability of a wireless network manifests itself not only in the information transmission rate, such as ergodic capacity and transmission capacity, but also in information transmission distance [34] . Consequently, the metric transport capacity was first introduced in [35] as the total bit-meters per second that a network can reliably support. Also, upper bounds of transport capacity in peer to peer networks are derived in [36] . Taking channel fading and pathloss attenuation into consideration, transport capacity of ad hoc networks was further investigated in [34] and [37] . Because transport capacity not only considers the ergodic capacity and distance of the paired links, but also incorporates the impact of node density [37] , we generalize the concept of transport capacity in [35] to IBFD ad hoc wireless networks. In particular, targeting the three important questions raised earlier, our main contributions in this work are:
• To evaluate IBFD ad hoc network performance in terms of transport capacity, we derive the probability density function (PDF) of received SINR by considering not only channel noise as well as residual SI, but also CCI from bi-direction link pairs under assumption of Rician fading we analyze the successful packet decoding rate (SPDR) under respective physical link model and protocol link model. By investigating the asymptotic properties of the transport capacity, we propose means to find the optimal performance under SPDR constraint; • To investigate the capacity performance gain by deploying IBFD nodes, we derive asymptotic results on performance comparison between IBFD and HD networks. Based on specific approaches used to address the analytical issues, we organize the presentation of the paper in a reasonable and logical order. We first present the ad hoc network model consisting of IBFD nodes in Section II. Section III introduces the performance metric of transport capacity while deriving an upper and a lower bounds to facilitate performance evaluation. We further analyze SPDR of the ad hoc network under both physical link model and protocol link model in Sec. IV. We further provide procedures to achieve optimal performance. Section V illustrates the network performance improvement of IBFD nodes in comparison with HD nodes. We further provide numerical and testing results in Section VI before concluding in Section VII.
II. NETWORK MODEL
Tab. I summarizes our basic notations in this work.
A. Network Model Descriptions
Consider an IBFD wireless ad hoc system as shown in Fig. 1 , in which there exist two different sets of nodes 
Without loss of generality, we assume each node is equipped with one transmit antenna and one receive antenna [4] . For simplicity, we let a k and b k denote the node positions. Each pair of a k and b k forms a bi-direction wireless link to exchange data directly. Let k = a k − b k denote the (Euclidean) distance between the k-th paired nodes.
Similar to [30] and [38] , we assume the network to be asymptotically large as M → ∞. We model A as a homogeneous stationary Poisson point process (HSPPP) with λ as the node density of the network. And the unit of λ is nodes/m 2 . Furthermore, we assume A and B to be simple, i.e. there exists no node in A ∩ B . For each a k , we let its corresponding link node b k be uniformly distributed within a radius of L m from a k . Given such a network model, b k ∈ B form another HSPPP based on displacement theorem [39] .
For this wireless random access ad hoc network, we select slotted Aloha access protocol, although generalization to other contention based MAC protocols should be straightforward. Given full duplex (FD) nodes 1 , both nodes in a bi-direction link can transmit and receive data over the same channel band simultaneously. To avoid potential communication congestion, each FD node may transmit with probability μ. Each independent transmission is assumed with identical transmit power.
One of the major challenges encountered in FD wireless systems lies in the effect of SI that leads to performance degradation. In order to overcome excessive SI, FD transceiver must adopt several innovative SI cancellation techniques, which can be classified into passive suppression and active cancellation methods [16] , including directional SI suppression [7] , RF isolation, and combined analog/digital cancellation [5] .
Since A is an HSPPP, the properties of nodes within this set is equivalent [40] . In other words, the characteristics of the FD ad hoc network can be investigated for a particular node a 0 without loss of generality. Also without loss of generality and for convenience, we let a 0 be at the origin and order the node indexes in A according to their distances to a 0 , such that ||a 1 || ≤ ||a 2 || ≤ · · · ≤ ||a M ||, for M → ∞. 1 To avoid ambiguity, hereafter, we use FD to refer to IBFD and HD to refer to half duplex and out-band full duplex, such as TDD and FDD.
B. Signal to Interference plus Noise Ratio
In the data exchanging in Fig. 1 , a 0 receives its desired signals from b 0 under interference from its neighboring nodes and its FD SI. Let κ > 2 be the large scale pathloss exponent and P 0 as the fixed transmission power with respect to reference distance d 0 = 1 [41] . Additionally, r a k and r b k represent the distances from a k and b k to a 0 , for k = 0, 1, 2, · · · , whose corresponding channel coefficients are denoted respectively as h a k a 0 and h b k a 0 . Specifically, h a 0 a 0 denotes the SI channel of a 0 .
In this paper, we assume that the SI suppression procedures only affect the SI but not other signals. Accordingly, the received signal of a 0 after SI cancellation can be expressed as
where n a 0 (t) denotes the additive white Gaussian noise (AWGN) at a 0 with zero mean and variance N 0 while ξ a 0 represents the residual SI after applying SI cancellation. For wireless nodes in urban environment, we assume h a k a 0 and h b k a 0 to be Rayleigh fading, except for the SI channel h a 0 a 0 . In other words, inter-node channels are assumed to be independent and identically distributed (i.i.d.) complex Gaussian random variables with zero mean and unit variance (CGZU). However, since an SI channel is between the transmitter and receiver of the same node, SI channel shall certainly consists of a strong direct path, along with some multipath effects because of local scatters that lead to channel fading. Hence, the SI channel of node a 0 can be represented as
where K is the factor that represents the ratio of the energy in the specular path to the energy from the local scatters andh is zero mean i.i.d. complex Gaussian random variable with unit variance. Note that this SI channel model is general enough to cover special cases of deterministic channel by setting K = ∞ as well as the unlikely Rayleigh fading channel by setting K = 0. We further normalize signals x a k and
Through combined passive suppression and active cancellation, as illustrated in Fig. 2 , the average power of the residual SI signals can be written as
in which is the SI power suppression factor, which characterizes the ability of FD nodes to cancel the loop-back interference. Hence, given full instantaneous channel state information at receiver (CSIR) of a 0 , its received SINR is where
in which 1 k is an indicator function for active k−th paired link such that Prob(
For notation simplicity, we divide those random factors that contribute to SINR into two independent product components as in (4): one is denoted by −κ 0 to represent the large-scale pathloss effect, whereas the other is denoted by β to represent the fast fading dependent component of the random SINR.
C. Maximum Transmission Distance
In practical ad hoc network designs, it is intuitive that the distance between any paired links should be bounded. Otherwise, if the transmission distance is too large, too many links will cause strong CCI to one another such that CCI will severely degrade the throughput performance of the networks. For this reason, we set the maximum transmission distance L m to limit the range of the paired links. When the two nodes are out of this range, we consider them unpairable. In practical network design, the distance value is mainly based on specific properties of wireless devices as well as network design considerations.
To broaden the practical value of our analysis, we introduce a parameter known as the bi-direction link scaling factor as ratio of the maximum transmission distance and the mean distance between the nearest interference neighbor, i.e. c =
L m
E{r a 1 } . This parameter makes our results scalable such that the results do not become invalid simply because of the L m value when analyzing the transport capacity of full duplex ad hoc networks. Given the HSPPP, the mean of the distance r a k in A can be derived as [40] E{r
is the Gamma function. In practical network applications, we could use the method in [42] to determine the distance distributions. Letting k = 1,
In fact, c is the maximum transmission distance normalized by the average neighbor distance within a network topology. Physically, c can be viewed as a coefficient describing the relationship between A and B . Clearly and intuitively, when c approaches 0, every node in A overlaps with the corresponding one in B . Conversely, A and B become more independent for larger c.
III. TRANSPORT CAPACITY ANALYSIS
In order to evaluate the performance of ad hoc network deploying FD nodes, we introduce the essential metric of transport capacity as the total bit-meters per second a network can reliably support. This performance metric was first proposed by [35] to represent the overall efficient distance of all the transmitted bits within the network transport. Hence, it is called transport capacity and literally defined as average maximum link distance weighted sum rate of communication over all pairs of nodes. Thus, unlike ergodic capacity or transmission capacity, transport capacity provides better performance metric by taking into consideration not only the ergodic capacity of each paired node but transmission distance as well. Consequently, the metric of transport capacity can offer helpful guidances for network designers.
As a result, we investigate the properties of transport capacity and further derive an upper and a lower bounds both with lower computation complexity.
A. Transport Capacity
As stated earlier, we assume the link of each node pair to be active with transmission probability μ. Hence, the spatial density of active nodes in each set equals μλ based upon the thinning property of HSPPP [43] . According to the definitions in [35] and further in [44] and [37] , the transport capacity of the FD ad hoc network in this work can be defined as
where f 0 ( ) and f β (x) are the PDF of 0 and β, respectively. The multiplicative factor of 2 in (7a) captures the FD transmission mode. With respect to the PDF of 0 , it is given as
Regarding random variable β, we have the following lemma:
Lemma 1: In our FD wireless ad hoc networks, the PDF of β can be expressed as
where the function
The proof is presented in Appendix A. However, (10) is too cumbersome for performance analysis. But before applying some practical approximations, we shall take a further exploration on the properties of R function as follows.
Corollary 1: The R function in (10) is a monotonic increasing function of L m (L m > 0) while its upper and lower bounds are given as
respectively, where ϕ =
Proof: The proof is presented in Appendix B. From Corollary 1, apparently, both upper and lower bounds exhibit similar forms. Therefore, whatever upper or lower bounds is chosen to approximate real transport capacity performance, we can use the general approximative form as
To this end, for network designers who are keenly interested in analytical results in order to develop network design guidelines, we provide accurate performance metric which can be numerically integrated. However, for those more concerned with fast performance assessment, we offer efficient approximations and bounds that are close to the true analytical performance but are much faster to compute and evaluate.
B. High SNR and Effective SI Cancellation
Due to the inevitable CCI, the performance evaluation of full duplex ad hoc network is quite interesting, especially when dense network is considered. In this work, we will mainly focus on the performance of ad hoc network with large network density.
Based on the assumption on R, the Laplace transform of I a 0 can be derived as E{e −x I a 0 } ≈ e −μλ x ϕ by substituting (12) into (46e). The PDF of β is then given by
Specifically, when considering the characteristic of SI channels, we have a corollary below.
Corollary 2: When the SI channels are deterministic, the PDF of β in (5a) is presented as
On the other hand, when the Rayleigh fading SI channels are considered, the PDF of β is derived as
The results can be easily obtained by applying respective limit operations to (13) , such as K → ∞ when SI channels are deterministic whereas K → 0 when Rayleigh fading SI channels are considered.
In many practical, particularly dense, ad hoc networks, background noise power is dominated by the CCI from neighboring nodes. For example, in 802.11n, the noise power over 40 MHz bandwidth is only −98 dBm [41] . Therefore, in non-sparse networks, e.g. λ > 10 −4 , the ratio N 0 /P 0 is exceedingly small such that λ
. On the other hand, the achievement of up to −110 dB of SI suppression over an 80 MHz bandwidth has been demonstrated [13] , implying ≈ 0. By taking advantage of such environment, we can approximate f β (x) of (13) as
As a result, the corresponding transport capacity in (7b) is reduced and simplified into
From the typical structure of L m , we can further simplify the transport capacity. Since we can write L m = 
From the derivations above, we find (18a) is linearly proportional to √ λ. The intuitive explanations are as follows. As mentioned in Sec. II-C, c describes the relationship between A and B . When c is fixed, the received SINR will be the same. When λ increases, the transmission distance of the paired link is scaled down by √ λ. However, the number of paired link nodes in unit area grows by a factor of λ. Consequently, the final transport capacity of the whole network grows in proportion to √ λ.
C. Upper and Lower Bounds of Transport Capacity
In the previous subsection, we have given the simplified C T . With the typical structure of L m , the derived C T consists of a double integration independent of λ. However, even with approximated PDF of β, it is still difficult and time consuming to compute the double integrations. Therefore, we shall find a simpler and faster way to provide guidances for designing ad hoc networks deploying FD nodes. In this subsection, we would derive an upper and a lower bounds of C T with lower computation complexity. But before derivations, we need to define the exponential integral function
and the lower incomplete Gamma function
Theorem 1: For transport capacity in (18a), given κ > 2 and κ = 3, an upper and a lower bounds can be found as
where w = 2μλ 
Proof: The proof is presented in Appendix C.
Specifically, when κ = 3, the capacity bounds can be obtained by applying limit operation to both bounds derived above. Hence, the asymptotic bounds functions g U (c) and
where the function H (m, s, x) is a special case of the Meijer's G-function [45] ,
From the upper and lower bounds derived above, it is easy to verify that
Heuristically, when c approaches to 0, even though the received SINR is extremely high, the transport capacity is close to 0 due to limited transmission distance. Conversely, when c tends to infinity, the transport capacity will diminish because the relative link distance is too long to reliably support any transmitted bits. With respect to the usefulness of both bounds, we can see that they are free of integrations and only consist of incomplete gamma functions and exponential functions. These functions can be easily determined using lookup tables. We shall demonstrate that the lower bound is quite tight. Consequently, there exist at least two advantages to utilize the bounds instead of real transport capacity integration functions.
• Owing to its tightness, the lower bound can be used to approximate the performance comparison of FD and HD networks for designing ad hoc nodes structures.
• In addition to their low computation complexity, the bounds can be used as an alternative way to determine the optimal transmission strategies, which will be discussed in the next section. The effectiveness and efficiency will be tested in Sec. VI.
IV. TRANSMISSION STRATEGY
Based on the derived transport capacity in FD ad hoc networks, we address the second essential problem to achieve maximum performance. Intuitively, larger transmission probability leads to higher density of simultaneous transmission nodes. However, the resulting CCI and signal congestion would significantly decrease the transmission rate between each paired link. Therefore, we analyze the SPDR in two separate cases and provide procedures to find the optimal transmission strategy constrained by the SPDR requirement.
A. Successful Packet Decoding Rate
In practical networks, the receivers often fail to recover the transmitted data because of channel distortions, channel fading, background noise, and interference. In such nonideal environment, it is important to consider the SPDR for network performance evaluation. Therefore, based on different receiving requirement at receivers, we shall analyze the SPDR in two separate cases: physical link model and protocol link model.
In the physical link model, received packet is viewed as successful reception only when its SINR is above the SINR threshold. In the protocol link model, the successfully decoding is considered as the absence of packet collisions at the receiver node. In other words, no other interference nodes are transmitting within the range of the signal receiver. Heuristically, the physical link model mainly focuses on cumulative interference from all possible nodes, whereas the protocol link model considers only interference nodes which are sufficiently close.
1) Physical Link Model:
In the physical link model, sent packets from node b 0 are successfully received by a 0 if
where η is the receiver SINR requirement to decode signals successfully.
Based on the PDF of 0 in (8) and the approximated one of β in (16), the SPDR S can be derived as
In particular, with the upper and lower bounds of R function in Corollary 1, the bounds of S in the physical link model can be derived as
2) Protocol Link Model: Unlike the physical link model, the protocol link model mainly focuses on the network topology, i.e. geometry requirement between each interfered nodes. Based on its definition, successful packet transmission in the protocol link model is achieved at receiver a 0 if 
whereas the lower bound can be obtained as
in which a = πμc 2 /4. Additionally, a simpler but looser lower bound yields
The proof is presented in Appendix D. With respect to numerical network performance evaluations, it is helpful to use either upper or lower bounds.
B. Optimal Transmission Strategy
When designing FD ad hoc networks, network density plays an important role for trade-off between the ergodic capacity of each paired link and the dominant CCI from other simultaneously transmission nodes. In this work, searching optimal network density is equivalent to finding the optimal transmission probability μ o which in turn maximizes the transport capacity of the whole network. We focus not only on transport capacity, but also on reliability of transmissions. Intuitively, higher transmission probability may potentially improve the total transport capacity, but at the same time lower the SPDR due to severe CCI or signal congestion. In this case, more transmission power and spectrum bandwidth is being wasted for unsuccessful transmission. Therefore, taking reliable transmission perspective into consideration, we formulate the optimization problem as
where S r is the minimum requirement of SPDR. Apparently, S is monotonically decreasing of μ. We can find a positive μ r satisfying S(μ r ) = S r . Thus, by combining (28b) and (28c), the constraint part of (28) yields 0 < μ ≤ min(μ r , 1). In order to find the optimal transmission probability so as to achieve the maximum transport capacity, we set the derivative of C T with respect to μ equals 0. Because the scalar in C T does not affect μ o and μ o > 0, the equality
And the problem is changed into computing the root of the equation above. C T is not a convex function of μ. However, we can search the optimal transmission probability by investigating the asymptotic properties of derivative of C T , which are given by
The results are intuitively reasonable from two aspects. On one hand, when no nodes are active, i.e. μ = 0, the transport capacity of the network remains 0. However, when μ is a small positive non-zero (even though it is still extremely small), the transport capacity should be larger than zero, which implies a large derivative at 0 + . On the other hand, when μ is asymptotically large, the transport capacity decreases and converges due to the substantial CCI from neighborhood. As a result, there must exist at least one local optimal μ, at which ∂C T ∂μ = 0. Intuitively, when μ grows from 0, the transport capacity increases sharply mainly because of the growing number of simultaneously transmission pairs. However, after reaching the peak transport capacity, the performance would drop with μ due to accumulative co-channel interferences, eventually approach 0. In practice, we could search the root of (29) from both directions. If both root solutions happen to coincide, then the corresponding value must be a peak of the transport capacity. The technique is also confirmed by the numerical simulation in Sec. VI. As a result, the procedures to find the optimal transmission probability can be summarized as: (a) Searching the positive μ m , which satisfies (29); (b) Finding the positive μ r , which is the root of S = S r ; (c) Computing the optimal transmission probability as μ o = min(μ m , μ r , 1).
V. COMPARISON OF FD AND HD NETWORKS
After transport capacity performance evaluation and the optimal transmission strategy searching, the last of the most important and interesting questions as outlined in the introduction section is how much FD ad hoc networks outperforms HD ad hoc networks. Even though HD nodes only utilize half degree of freedoms for transmission, either in time domain or frequency domain, they experience almost half of CCI from the neighboring nodes only. To address this question, we shall compare the transport capacity of both FD and HD ad hoc networks. For purpose of comparison, we have
as the ratio of optimal transmission probability and the transport capacity gain, respectively, in which 
With respect to the comparison, we have the asymptotic ratios illustrated as follows.
Corollary 3: In physical link model, the asymptotic results are given as
Proof: In the physical link model, when c approaches 0, the relative distance between interfering neighbors are too large in comparison with the corresponding link distance. In this case, the received interference from simultaneous transmitting neighbor nodes become negligible owing to the dominant power of received signals. Therefore, it is no longer necessary to require other nodes to lower their packet access probability to satisfy the target node's SPDR constraint. Hence, all the nodes will transmit all the time to achieve maximum transport capacity, which indicates
Also using L'Hôpital's rule, the asymptotic results hold,
On the other hand, as c grows, the optimal μ should satisfy either (29) or S(μ o ) = S r . As in (29) and the SPDR of physical link model in (23) , the derivatives are coincidently the function of product of μ and . Therefore, it is straightforward to see that
As a result, the asymptotic ratio of optimal transmission probability is given as
and the transport capacity gain can be derived smoothly as
From the corollary above, when c asymptotically grows, the transport capacity gain converges to 2κ/(2 + κ). Since κ is greater than 2 in this work, the conclusion is that the transport capacity of ad hoc networks with FD nodes is always higher than the ones with HD nodes. In particular, at higher carrier frequency, the scaled performance gap is bigger because of the larger transmitting pathloss. Moreover, in both FD and HD networks, when paired nodes are close to each other, i.e. when c is relatively small, every node prefers to transmit with full speed due to the dominant power of intended signals. As a result, the optimal transmission probability equals one in this circumstance. Similar conclusions can be also drawn from the performance comparison in the protocol link model. Consequently, regardless of the network density, full duplex network can outperform half duplex with wisely transmission probability selected, only if FD nodes can overcome the effects of loop-back interference.
VI. SIMULATION
In this section, we present some numerical results to illustrate the insight we can obtain from the analysis of transport capacity with SPDR constraint. We also provide evaluations of transport capacity with respect to different SPDR requirement in two separate scenarios. We further illustrate the approximation results based on the analysis of upper and lower bounds of transport capacity. Simulations are provided to show the performance comparison of FD and HD networks with respect to spatial density and scaled transmission radius. Unless specified otherwise, our simulation parameters are given as P 0 = 21 dBm, N 0 = −92 dBm, λ = 10 −2 , κ = 4, c = 1, d = 1.2, η = 0 dB, and = −70 dB.
A. Impact of Approximations
In our test setup, we apply several approximations: effective SI cancellation, channel noise evitable environment, and limited transmission radius scaler. On one hand, the R function in (10) consists of three integrations and thus is complex. However, as stated in Corollary 1, the bounds of R function are derived for computation facility. In order to measure the impact of asymptotic approximation on R function, we give the true value of R function under different circumstances in Fig. 3 as well as the upper and lower bounds. It is obvious that the gap between R function and its lower bound vanishes as network density increases. Furthermore, the decreasing of c positively impacts on the diminution of value difference. This is due to the fact that the distances from the two paired interfering nodes to a 0 can be viewed as identical when the paired nodes are close to each other.
On the other hand, in practical system, SI mitigation coefficient has been demonstrated to be as low as −73 dB [3] and further improved to −110 dB [13] . In addition to the SI cancellation coefficient, the background noise power for a 160 MHz bandwidth channel is limited to −92 dBm [41] . Therefore, given the dominant CCI, both channel noise and SI can be further wiped off from f β (x), which yields a simpler form of transport capacity in (17) . As illustrated in Fig. 4 , we assess the effect of channel noise and SI suppression residue on the performance under Rician fading SI channels with different parameters. We can easily find that when spatial density is large (e.g. λ > 10 −2 ), the simulated transport capacity performance for = −70 dB and N 0 = −90 dBm is almost the same as the one under perfect SI cancellation and channel noise free environment. In order to quantify the performance degradation, we also present results from two other benchmark simulations: one is for weaker SI mitigation ability ( = −40 dB) and the other is for stronger background channel noise (N 0 = −50 dBm). Due to severe conditions for the two benchmarks, their approximations are less accurate comparing with the true values. However, the true performances of transport capacity converge to the optimistic approximation rapidly with increasing λ. As a result, the approximations on PDF of the SINR with practical system parameters are demonstrated to have negligible effect on true transport capacities. Hence, we shall use the approximated transport capacity function in (17) in later simulations, unless specified otherwise. It may seem to a causal reader that our results, which are almost exponentially increasing with the network spatial density, contradict with the simulation results in other stochastic geometry based researches, e.g. [1] , [32] . This is mainly because we used a fixed parameter c. Recall that the parameter c makes our results scalable. Because the impact of the network density and the paired link distance on network performances should be jointly considered, we let c = 1 which represents a network neither very sparse nor very dense. Therefore, we choose to fix the relative parameter c to provide more meaningful performance evaluation.
B. Optimal Transmission Strategy
In the protocol link model, it is hard to derive the closedform of SPDR because of its involvement with dependency of A and B . As an alternative, we have derived the upper and lower bounds to approximate the rate. In Fig. 5 , we present the simulated SPDR through the Monte Carlo method, averaged over 100000 times, against the upper and lower bounds. From the comparison, it is clear that the SPDR decreases with increasing d because of the enlarged silent area. Additionally, the upper bound is much closer to the numerical results whereas the lower bound is looser. For experiment, we also plot the approximation one by averaging the upper and lower bounds as dashed star line in Fig. 5 . This simple approximation almost matches identically with the numerical result. Therefore, both the upper bound and this bound average are useful approximation to the SPDR.
Before computing the transport capacity, we have to apply some searching algorithms, (e.g. Newton method) to locate the (local) optimal transmission probability in order to maximize the network performance. Consequently, we evaluate the capacity performance against various transmission probabilities in Fig. 6 . As illustrated in the figure, the optimal transmission probability is always one when c is small owing to the dominant signal power. The received SINR is consequently much higher than the SINR threshold, resulting full speed transmission. However, for larger c, one has to reduce Transport capacity vs. transmission probability under various bi-direction link scaling factor with S r = 0. Fig. 7 . Transport capacity vs. SPDR requirement under various bi-direction link scaling factor in both scenarios. the probability of transmission in order to decrease CCI. As demonstrated in Fig. 6 , the peak of transport capacity shifts to small transmission probability when c grows.
To investigate the impact of SPDR requirement on the transport capacity in FD ad hoc networks, Fig. 7 shows the transport capacity under various bi-direction link scaling factors for both scenarios. When the requirement is weak, the performances remain nearly unchanged. However, as SPDR requirement grows, transport capacities drop sharply after some inflection points. This is mainly caused by the nodes having to lower their transmission probability to reduce CCI because of the SPDR requirement. Intuitively, the infection points can be numerically calculated as S(μ m ) for design considerations.
C. Upper and Lower Bounds of Transport Capacity
We have derived the upper and lower bounds of transport capacity. These bounds are not only easier to compute but also more helpful in analyzing and designing FD ad hoc networks. We compare the time needed for calculating true transport capacity as well as its upper and lower bounds, respectively, in Table II . From the comparative results, it is easy to find out that the bound evaluations consume much less time and thus have much lower computation complexity. After computing the approximated optimal transmission probability through upper and lower bounds and substituting them into transport capacity functions, we provide the results in Fig. 8 . Even though there still exist some gaps between the true transport capacity and its upper and lower bounds, the shapes and curves are almost the same, which implies similar derivative values. Therefore, it is reasonable to utilize the optimal transmission probability computed via bounds to maximize transport capacity. From the figures, the optimal probabilities found based on maximizing the bounds are quite close to the true optimal transmission probability for achieving the maximum true transport capacity. Thus this approach helps us obtain almost the true transport capacity results.
On the other hand, it can be observed that for transport capacity, the lower bound is tight. Hence, the lower bound can be directly utilized as an alternative way to evaluate the performance comparison of FD and HD networks, which will be detailedly discussed in the next subsection.
D. Comparison of FD and HD Networks
Practically, one of the most important and interesting questions is how much capacity gain can be achieved by switching to the FD mode from the HD mode. We use simulations to test transport capacity gain T C and provide the results in Fig. 9 . When c approaches 0, the insignificant CCI can be ignored. As a result, the pairwise ad hoc network is converted to P2P transmission system, leading naturally to 100% transport capacity improvement, i.e. T C = 2. However, as the parameter c grows, T C decreases almost linearly before finally reaches a lower limit. In the physical link model, regardless of η, T C converges to 2/(1 + ϕ), consistent with Corollary 3. However in the protocol link model, both true performance and its approximation share the similar performance regardless of d for smaller c, e.g., c < 0.4. From Fig. 9 , as c becomes larger, the transport capacity gain converges and higher value of d results in higher transport capacity gain. We also present the gain improvement by optimizing the lower bound. Recall that the lower bound is easier and faster to compute while its practicability has been demonstrated by the comparison in Fig. 8 . Thus, when assessing the transport capacity gain of FD networks over HD networks, we can use the lower bound to avoid the computation complexity with little loss of accuracy.
VII. CONCLUSION
This paper generalizes the concept and analysis of transport capacity to ad hoc FD network by combining SPDR with traditional transport capacity in ad hoc networks consisting of HD nodes. Based on the analytical probability density function of the received SINR, we derived the network transport capacity by considering self-interference, channel noises, and co-channel interference. We also derived an upper and a lower transport capacity bounds as simpler approximations to the transport capacity and can also be used to simplify the optimization of transmission probability. In both physical and protocol link models, FD ad hoc networks can achieve rather large transport capacity gain despite the doubling of interference sources in ad hoc FD networks. Numerical results are provided to demonstrate the performance enhancement of FD ad hoc networks.
APPENDIX A PROOF OF LEMMA 1
Consider β defined in (5a), Sec. III. Let the denominator of β be
In (4), X = |h b 0 a 0 | 2 is a χ 2 random variable with degree of freedom equals 2. Its PDF is simply f X (x) = e −x u(x). Let f (y) denote the PDF of . Then we have the cumulative distribution function (CDF) and PDF of β, respectively, as
Because of the independence of channel coefficients in , we have
Recall that, h a 0 a 0 is Rician such that the PDF of Y = |h a 0 a 0 | 2 is given as
where I 0 (x) is the modified Bessel function of the first kind with order zero. Hence,
Based on the definition of modified Bessel function, there exists
Direct substitution leads to
Following the method in [40] , E{e −x I a 0 } can be expressed as
where the equality of (46c) is from the independence of channel coefficients and their corresponding transmission distances. Specifically, the inner expectation is on the channel coefficients |h a k a 0 | and |h b k a 0 | whereas the outer expectation is on the transmission distances r a k and r b k . Additionally, (46d) follows from the independence and the exponential distribution of power pathloss of link channels while (46e) follows from the probability generating function of the HSPPP [40] , and the
Substituting (45) and (46e) into (41), it yields,
As a result, f β (x) can be derived in (9) .
APPENDIX B PROOF OF COROLLARY 1
Before proving the monotonic increasing property of R function in (10), we define another function R 0 ( ) as
Therefore, the R function can be rewritten as
Regarding R 0 ( ), with random variable substitutions as y = r cos θ, and z = r sin θ, it yields
After taking further derivative of R 0 ( ) with respect to , we have
where
Due to the property of f 2 (y, z), the equality holds
for any . Without loss of generality, we assume > 0, i.e. f 2 ( + , z) > 0. On the other hand, it is clear that f 1 (y, z) is monotonic increasing with respect to y > 0 when given z. In addition to the symmetric property of f 1 (y, z), there exits
Therefore, by combining (48) and (49), we have
for any positive . Considering the derivative of R 0 ( ), we have
Therefore, R 0 ( ) is monotonic increasing with respect to . After the proved monotonically increasing of R 0 ( ), it is straightforward to show the monotonic property of R function with respect to L m . The derivative of R function is derived as
Since is within 0 and L m and R 0 ( ) is monotonically increasing, there holds
which yields positive derivative of R function. Therefore, R function in (10) is monotonic increasing with respect to L m . The upper and lower bounds of R function are accordingly straightforward as
Here, we will show the steps to derive the lower bound. By using L'Hôpital's rule, the asymptotic results are derived as
Therefore, by switching the order of integrations and limit operations, (53) yields
By using the identity (y + 1) −2 = ∞ 0 te −(1+y)t dt, the integration part in (54) can be rewritten as
Substituting (55) into (54), we have lim
The results are reasonable because r a i ≈ r b i when L m approaches 0, which leads to
in which h k = |h a k a 0 | 2 + |h b k a 0 | 2 is a chi-square random variable with 4 degrees-of-freedom (DoFs). Then the same results can be derived through another method in [40] . The detailed derivations for upper bound are similar and thereby omitted for conciseness.
APPENDIX C PROOF OF THEOREM 1
Before deriving the upper and lower bounds of the transport capacity, we have such inequalities
log 2 (z) ≤ log 2 (1 + z) ≤ 1 + log 2 (z), when 1 ≤ z ≤ ∞,
and identities
where γ 0 is Euler-Mascheroni constant. By defining constant w = 2μλ 1/2 /c 2 , we rewrite the transport capacity in (18a) as 
Next, we will present the derivations for upper bound first. By applying (58a) and (58b), respectively, we have As a consequence, the upper bound can be obtained by integrating with respect to using (58c) and (58d): 
Since the large scale pathloss exponent is assumed to be not equal to 3, namely, ϕ = − (
and
Finally, substituting (61a) and (61b) into (60), the upper bound of C T of Theorem 1 can be found. The lower bound can be derived similarly and the details are omitted for conciseness.
APPENDIX D PROOF OF THEOREM 2
In this proof, we will derive the upper and lower bounds of SPDR in the protocol link model. Suppose for each pair of a k and b k , c k is denoted as the midpoint of link between a k and b k . Since both a k ∈ A and b k ∈ B are HSPPP, the C consisting of c k is also HSPPP [39] . Without loss of generality, we represent c a 0 as the closest node from C to a 0 , i.e.
When focusing on a 0 , based on geometric locations illustrated in Fig. 10 , all the interfering nodes will be out of range with radius D with 100% if c a 0 is at least D 2 + D+ 2 = D + 2 far away from a 0 . Therefore, the lower bound of S is defined as the probability that c a 0 is not in the disk with radius D + 2 centered at a 0 . Recall that because c k ∈ C is HSPPP, the probability should be e −πμλ(D+ /2) 2 given . As a result, the lower bound of SPDR in protocol link model yields 
