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Abstract
The k-path graph Pk(H) of a graph H has all length-k paths of H as vertices; two such
vertices are adjacent in the new graph if their union forms a path or cycle of length k + 1 in
H , and if the common edges of both paths form a path of length k − 1. In this paper we give a
(nonpolynomial) recognition algorithm for k-path graphs, for every integer k>2. The algorithm
runs in polynomial time if we are only interested in k-path graphs of graphs of high enough
minimum degree. We also present an O(jV j4)-time algorithm that decides whether for any input
graph G = (V; E) there exist some integer k>1 and some graph H of minimum degree at least
k+1 with G=Pk(H). If it is, we show that k and H are unique, extending previous uniqueness
results by Xueliang Li. ? 2000 Elsevier Science B.V. All rights reserved.
Keywords: Path graph; Recognition algorithm
1. Introduction
We call two length-k paths x0; x1; : : : ; xk and y0; y1; : : : ; yk of an (undirected) graph
H adjacent whenever their union forms a path or cycle of length k+1, and the common
edges form a path of length k − 1. In other words, they are adjacent if xi = yi+1 for
06i6k−1, or xi=yk−1−i for 06i6k−1, or yi=xi+1 for 06i6k−1, or yi=xk−1−i
for 06i6k−1. The k-path graph Pk(H) of a graph H has all length-k paths of H as
vertices, and two vertices are adjacent if the corresponding paths are adjacent by the
denition above. Note that what we call Pk(H) is denoted by Pk+1(H) in [2,4] and
[1], but we adopt the terminology used in [8]. Note also that in most of the papers
on k-path graphs, as in [2,4,5,8], a dierent denition is given, although exactly the
operator as dened above is intended, since all papers require Pk(Ck+1) = Ck+1. If
Pk(H) = G, then H is called a Pk -root of G. The well-known line graph of a graph
is just P1(G).
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Fig. 1. A graph and its k-path graphs.
See Fig. 1 for examples of k-path graphs.
Let  k denote the class of all graphs H where the start vertex x0 of every path
x0; x1; : : : ; xt of length less than k has at least two neighbors outside the path. Obviously
 1 2 3 : : : ; and (H)>k + 1 implies H 2  k .
A characterization of k-path graphs has been given in [2] and corrected in [5]. In
[4], several uniqueness results have been obtained, provided the minimum degrees of
the roots are large enough. In this paper, we give a new characterization of k-path
graphs and present a recognition algorithm for every k>2. The running time turns
out to be polynomial (O(jV j4)) if we require H 2 k . Note that the complexity of the
problem of recognizing k-path graphs of general graphs remains open for k>2. We
also extend Li's uniqueness results.
This is the extended journal version of a part of [7].
2. Bicliques of type >2
Throughout this paper we need the denition of a biclique as an inclusion-maximal-
induced complete bipartite subgraph. A biclique has type >k if it contains Kk;k .
Assume k>2. For every length-(k − 1) path x0; x1; : : : ; xk−1 of H , the paths of the
form y; x0; : : : ; xk−1 versus the paths of the form x0; : : : ; xk−1; z form an induced complete
bipartite graph in Pk(H); we denote it by (x0; x1; : : : ; xk−1). The set of all such graphs
partitions the edge set of Pk(H). If k63, then the four length-k subpaths of every
length-4 cycle C of Pk(H) form a C4 = K2;2, a biclique in fact, which we denote by
C . It turns out that these two types are the only possibilities for bicliques of type >2
in Pk(H):
E. Prisner /Discrete Applied Mathematics 99 (2000) 169{181 171
Lemma 1. Every induced C4 in Pk(H) is either contained in some P for some path
P of length k − 1 of H; or equals C for some 4-cycle C in H. The second case is
only possible for k = 2; 3.
Proof. Let X; Y; Z; U be the vertices of the induced C4 in Pk(H), say X = x; w1; : : : ; wk
and Y=w1; : : : ; wk ; y. If U=w1; : : : ; wk ; u, then Z=z; w1; : : : ; wk , and the C4 is contained
in (w1; : : : ; wk). Otherwise U = u; x; w1; : : : ; wk−1; then the only possibility for Z to be
adjacent to both Y and U is Z=w2; : : : ; wk ; : : : ; u; x; w1; : : : ; wk−2, which is only possible
for k=2 and u=y or for k=3 and x=y. In both cases X; Y; Z; U equals C for some
4-cycle C of H .
Therefore, a graph P is a biclique in Pk(H) if it contains K2;2.
Lemma 2. Let P1; P2 be paths of length k−1 in H; and let C1; C2 be cycles of length
4 in H.
(a) (P1) and (P2) have one or no common vertex; depending on whether or not
P1 [ P2 forms a path of length k.
(b) (C1) and (C2) have one or no common vertex for k=2; and no common vertex
for k = 3.
(c) (C1) and (P1) have two or no common vertices; depending on whether P1 is a
subpath of C1 or not.
We omit the straightforward proof.
3. A new characterization of k-path graphs
In what follows we need a variant of k-path graphs, which, at rst sight, may look
even more natural than the original one. The graph P0k(H) has all length-k paths as
vertices, and two vertices are adjacent whenever the corresponding paths form some
length-(k + 1) path in H . We call such paths strongly adjacent. Paths whose union
forms a length-(k +1) cycle may be adjacent but not strongly adjacent. Note also that
P01(H) = L(H) = P1(H), and P
0
k(H) = Pk(H) if there is no cycle of length k + 1
in H . In general, these graphs P0k(H) seem less tractable than path graphs, since the
vertices corresponding to the length-k paths containing a given path of length k − 1
no longer induce complete bipartite subgraphs. Instead every graph obtained from a
complete bipartite graph by deleting any matching may occur.
We also need the notion of polarized graphs >Pk(H)< and >P0k(H)<. They
contain a little more information, namely, for every vertex x of Pk(H) or P0k(H), cor-
responding to some length-k path X =a0; a1; : : : ; ak in H , the bipartition N (x)=M1(x)[
M2(x) of the neighbors of x according to whether they have the form b; a0; : : : ; ak−1 or
a1; : : : ; ak ; c is also given. Note that for k =1, both sets Mi(x) induce complete graphs,
whereas for k>2, both sets are independent.
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Fig. 2. The polarized 1-path graph of the graph of Fig. 1.
Fig. 3. The polarized graphs >P′2(H)< and >P2(H)< for the graph G in Fig. 1.
Fig. 2 depicts as an example the polarized line graph (i.e. 1-path graph) of the graph
G of Fig. 1. In Fig. 3, >P02(H)< and >P2(H)< are given. The polarization is
indicated by sampling all edges towards vertices in M1(x) at the north pole of the
vertex, and all other edges at the south pole, for every vertex x. In general, a polarized
graph >G< is a graph G = (V; E) together with sets M1(x); M2(x) whose union
equals NG(x), for every vertex x2V . Polarized graphs may be represented by jV jjV j
matrices with ai; j = 0 if vivj is no edge, and ai; j = (P(i; j); Q(i; j)), where P(i; j) and
Q(i; j) are nonempty subsets of f1; 2g, such that vj 2 Mt(vi) for t 2 P(i; j), vi 2 Mt(vj)
for t 2 Q(i; j).
The polarized intersection graph >
(Bi=(Si; Ti)=i 2 I)< of a system of complete
bipartite graphs has I as vertex set. Vertices i 6= j are adjacent if Bi \ Bj 6= ;. For
every i 2 I we dene M1(i) and M2(i) as the set of those indices j where Si \ Bj 6= ;
respectively Ti \ Bj 6= ;.
There is some dualization characterization of 2-path graphs [5], which can be ob-
tained by looking at vertices of H , and the length-2 paths with this vertex as middle
vertex. Another dualization, working even for general k>2, is obtained by looking at
the length-(k − 1) paths in H , and the length-k paths containing it.
Theorem 3. For integers k>2; G=Pk(H) if and only if there are induced complete
bipartite subgraphs (Bi=i 2 I) partitioning the edge set of E such that
(1) every two members Bi; Bj; i 6= j 2 I have at most one common vertex; and
(2) every vertex lies in exactly two of the graphs Bi; and
(3) >
(Bi=i 2 I)< ’>P0k−1(H)<.
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Proof. If G =Pk(H), then we take the graphs P, for all length-(k − 1) paths P of
H , as the graphs Bi. Conditions (1) and (3) follow by part (a) of Lemma 2. Condition
(2) follows since every length-k path has exactly two subpaths of length k − 1.
For suciency, assume the polarized graph >P0k−1(H)< equals >
(Bi=i 2 I)<
for some graph H . To prove that G = Pk(H), we have to give an isomorphism 
between these two graphs. By (2), every vertex x of G lies in two of the bicliques of
the cover, say Bi(x) and Bj(x). As adjacent vertices of 
(Bi=i 2 I), the corresponding
length-(k − 1) paths Pi(x) and Pj(x) in H are strongly adjacent. Their union is some
length-k subpath of H , which we denote by (x).
All that remains to show is that  is a graph isomorphism. The mapping  is
1− 1, since x 6=y 2 V (G) implies fi(x); j(x)g 6= fi(y); j(y)g by (1), and there is only
one way to generate a path of length k as a union of two paths of length k − 1. It
is surjective, since every length-k path P is the union of two length-(k − 1) paths.
These paths are strongly adjacent, thus the corresponding graphs Bi must contain some
common vertex x. Certainly (x) = P. Let nally x; y 2 V (G). If xy 2 E(G), then
without loss of generality xy 2 Bj(x) = Bj(y) by (1) and (2). In >
<; Bi(x) and
Bi(y) are neighbors of Bj(x), but in dierent sets in the bipartition of the neighborhood.
Therefore, the paths Pi(x) and Pi(y) have dierent intersections with Pj(x). Thus Pi(x) [
Pj(x) [ Pi(y) is a cycle or a path of length k + 1 in H , whence (x) and (y) are
adjacent. In the same way, if (x) and (y) are adjacent paths in H , then xy 2 E(G).
This characterization has two advantages | we get polarization, and the index is
lowered by one | and one disadvantage | recognizing P0k -graphs seems to be more
dicult than recognizing Pk -graphs. We shall see in the following that the disadvantage
vanishes if H 2  k+1 is assumed.
3.1. Recognizing polarized Pk - or P0k -graphs
What makes recognizing polarized Pk -graphs easier than recognizing mere Pk -
graphs? In >Pk(H)<, the complete bipartite graphs P are exactly the graphs of
the form Mi(x)  Mj(y), where y 2 Mi(x); x 2 Mj(y); i; j;2 f1; 2g. Thus computing
the bicliques and sorting out which of them stems from paths of length k − 1 is not
necessary. The only task is to compute these graphs Mi(x)Mj(y), test whether they are
induced complete bipartite, compute the polarized intersection graph, and test whether
this is a polarized P0k−1-graph.
Algorithm 1. POLARIZED Pk -GRAPH RECOGNITION ( ); (k>2)
Instance: A polarized graph >G<; ffM1(x); M2(x)g j x 2 Vg.
Question: Which graphs H 2   obey >Pk(H)<=>G<?
(1) For every x 2 V , test whether M1(x) \M2(x) = ;.
(2) For every x 2 V and every i 2 f1; 2g, where (x; i) is uncolored, do:
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 For every y 2 Mi(x), test whether x 2 Mj(x;y)(y) for some j(x; y) 2 f1; 2g.
 Color all these pairs (y; j(x; y)).
 Test whether all sets Mj(x;y)(y); y 2 Mi(x) are the same set S.
 Test whether for all elements z 2 S there is some index ‘(x; z) 2 f1; 2g with
M‘(x;z)(z) =Mi(x).
 Color all these pairs (z; ‘(x; z)).
 Sample the complete bipartite graphs (S;Mi(x)).
(3) If any of the conditions in (1) and (2) is not fullled, then >G< is not a
polarized Pk -graph.
(4) Compute the polarized intersection graph of the system of all the distinct (S;Mi(x)),
and apply POLARIZED P0k−1-GRAPH RECOGNITION ( ) to the resulting po-
larized graph.
Proposition 4. If polarized P0k−1-graphs can be recognized in time T
0
k−1(jV j); then
the running time of Algorithm 1 is O(jV j2) + T 0k−1(2jV j).
Proof. Step 1 can be done in time O(jV j2). Step (2) also only requires time O(jV j2),
since every pair (x; i) is checked only once, namely, when it is about to being col-
ored. To compute the polarized intersection graph of the system of pairs (S;Mi(x))
generated, all we have to do is nd every vertex x in the sets of the pairs, and join
the corresponding pairs by an arc. Every x occurs in at most two of these sets, thus
there are at most 2jV j of these pairs, yielding time O(jV j2) for the construction. The
resulting intersection graph has at most 2jV j vertices.
Note that this reduction of the recognition problem of polarized Pk -graphs to the
recognition problem of polarized P0k−1-graphs works without degree restrictions on the
graph H . However, this requirement on H is cruical in the polynomiality of the follow-
ing reduction of the recognition problem of polarized P0k -graphs to that of polarized
Pk -graphs:
If we dene equivalence relations y x z if y; z 2 Mi(x) for some common i 2 f1; 2g,
then polarized Pk -graphs have, for k>2, the following property:
(P) x y u; y u w implies y x w; x w u.
We want to achieve this property by adding as many edges as necessary. For any
polarized graph >G< and polarizations N (x) =M1(x) [M2(x); x 2 V , we dene a
polarized graph ]>G< with polarization
M˜i(x) : =fwj9y 2 Mi(x)9u 2 V : x y u and y u wg:
Obviously Mi(x) M˜i(x). These sets M˜i(x) are not necessarily the bipartitions of the
neighborhoods of some polarized graph, i.e. M˜1(x) \ M˜2(x) 6= ; is possible. But it is
not possible if >G< was some polarized P0k -graph:
Lemma 5. (a) >Pk(H)< can be obtained from ]>P0k(H)< by repeated applica-
tion of the following two operations:
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Fig. 4. Operations (i) and (ii) of Lemma 3:4.
(i) For 4 vertices x; y; z; w inducing 2K2; where without loss of generality M1(x) =
fyg; M1(y)=fxg; M1(z)=fwg, and M1(w)=fzg; add the edges xw; zy by putting
w into M1(x); z into M1(y); y into M1(z); and x into M1(w).
(ii) If two nonadjacent vertices x; y obey without loss of generality M1(x) = ;; and
without loss of generality M1(z) = fyg for every z 2 M1(y); then add the edge
xy by putting x into M1(y) and y into M1(x).
(b) For H 2  k+1; ]>P0k(H)<=>Pk(H)<.
See Fig. 4 for an illustration of operations (i) and (ii).
Proof. Let X Y U and Y U W for vertices X;U; Y and W of >P0k(H)<. Then the
corresponding paths must have the form X  x; v0; : : : ; vk−1; Y  v0; : : : ; vk−1; y; U 
u; v0; : : : ; vk−1; and W  v0; : : : ; vk−1; w. Then X and W are adjacent paths.
Let X  x0; x1; : : : ; xk be a path in H . A length-k path adjacent but not strongly
adjacent to X has without loss of generality the form X 0  x1; : : :, xk , x0. If there
are distinct vertices y 6= z 62 fx0; x1; : : : ; xkg with x1y; xkz 2 E(H), then X Z Y and
Z Y X 0 for Y  y; x1; : : : ; xk and Z  x1; : : : ; xk ; z. Thus, if we assume in the following
X and X 0 are not adjacent in ]>P0k(H)<, then either without loss of generality xk
has no neighbor outside x0; : : : ; xk−1 (case 1), or some vertex y is the only neighbor
of x1 or xk outside x0; : : : ; xk (case 2).
Both cases are impossible if H 2  k+1, since then both x1 and xk must have at least
two neighbors outside x0; x1; : : : ; xk , thus (b) is proven.
In Case 1, one of the bipartition sets of the neighborhood of X in ]>P0k(H)< is
empty. Moreover, for one of the bipartition sets M1(X 0) in ]>P0k(H)<, all elements
Y in M1(X 0) have one of their bipartition sets only containing X 0. Thus, we may
apply operation (ii). In Case 2, X and X 0 both have only one element in one of their
bipartition sets in ]>P0k(H)<. Moreover, Y and Y 0  x1; : : : ; xk ; y also have only X
and X 0, respectively, in one of their bipartition sets. Thus we apply operation (i) in
that case.
Algorithm 2. POLARIZED P0k -GRAPH RECOGNITION ( ); (k>2)
Instance: A polarized graph >G<.
Question: Which graphs H 2   obey >P0k(H)<=>G<?
(1) For every x 2 V , test whether M1(x) \ M2(x) = ;. If not, then >G< is not a
polarized P0k -graph.
(2) Compute ]>G< (i.e. for every edge uy do
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 Find i; j 2 f1; 2g such that u 2 Mi(y) and y 2 Mj(u);
 For every x 2 Mi(y) and every w 2 Mj(u) nd p; q 2 f1; 2g such that y 2
Mp(x) and u 2 Mq(w). Add x into Mq(w) and w into Mp(x).)
(3) For all polarized graphs obtainable from ]>G< by operations (i) and (ii) of
Lemma 5 do POLARIZED Pk -GRAPH RECOGNITION ( ).
Proposition 6. If polarized Pk graphs of members of  k+1 can be recognized in time
Tk(jV j); then the running time of POLARIZED P0k -GRAPH RECOGNITION ( k+1)
is O(jV j2jEj) + Tk(jV j).
Proof. Steps (1) and (2) require time O(jV j2) respectively O(jV j2jEj). Note that for
H 2  k+1, in step (3) of the algorithm we only have to treat one graph, namely ]>G<
itself. Therefore step (3) requires just time Tk(jV j) in that case.
For the beginning, recognition of polarized P1-graphs (i.e. polarized P01-graphs), we
could use any of the known linear-time recognition algorithms for line graphs [9,3].
However, since we have polarization, most of the work is already done. Thus we
simply have to compute the sets fxg[M1(x); fxg[M2(x), test whether fxg[Mi(x)=
fyg[Mj(y) if y 2 Mi(x) and x 2 Mj(y), identify these identical sets, and compute the
intersection graph H of the resulting system of distinct sets. If our original polarized
graph >G< is the polarized P1-graph, then >G<=>P1(H)<.
4. A local condition
The rst step in the algorithm presented in the next section will be to compute a list
of all bicliques of type>2. This list may have exponential length in general [6], but not
for k-path graphs for k>2. Actually, these k-path graphs obey some local condition,
under which the number of bicliques of type >2 is small and can be computed quickly.
Consider any edge xy in a graph G. Every biclique B  C of type >2 that contains
the edge xy (say x 2 B; y 2 C) must induce a complete bipartite graph in the graph
G(xy) induced by (N (y)nN (x))[(N (x)nN (y)) with BN (y)nN (x) and C N (x)nN (y).
On the other hand, if G(xy) can be obtained from the vertex disjoint union of several
complete bipartite graphs Bi Ci with BiN (y)nN (x) and CiN (x)nN (y) by adding
some edges inside N (y)nN (x) not connecting vertices inside the same Bi, and some
edges inside N (x)nN (y) not connecting vertices inside the same Ci, then the bicliques
of type >2 of G containing xy are just the graphs (Bi [ fxg)  (Ci [ fyg). This turns
out to be the case for k-path graphs. Let Kp;q be the graph obtained from Kp;q by
adding two new vertices w1; w2 and the edges v1w1; v2w2 for adjacent vertices v1; v2
in Kp;q.
Proposition 7. For every k>2; and every edge xy in some graph G=Pk(H); G(xy)
must be an induced subgraph of some Kp;q [ K2 [ ‘K1.
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Proof. Let X be the path a0; a1; : : : ; ak , and let Y be the path a1; : : : ; ak , ak+1. Let
C02; C1; B
0
2, and B1 be the sets of length-k paths in H of the form b, a0; : : : ; ak−1, or
a1; : : : ; ak ; c, or a2; : : : ; ak+1; d, or e; a1; : : : ; ak . By construction of the sets, N (x)=C1[C02
and N (y) = B1 [ B02. In the case k = 2 and a0 = a3, the vertex z corresponding to the
path Z  a1; a0; a2 is contained in both B02 and C02, and adjacent to both x and y in G,
hence we redene C2 =C02nfzg and B2 =B02nfzg. If we dene C2 =C02 and B2 =B02 in
the other cases (k>3 or k=2 and a0 6= a3), we have got four disjoint sets B1; B2; C1,
and C2 with N (x)nN (y) = C1 [ C2 and N (y)nN (x) = B1 [ B2. Every member of B1
is adjacent to every member of C1. Except for these edges, there is at most one edge
between N (x)nN (y) and N (y)nN (x), namely possibly the edge between a3; a0; a1 in
C2 and a2; a3; a0 in B2 if k=2, or the edge between a3; a0; a1; a2 in C2 and a2; a3; a4; a1
in B2 if k=3 and a0 =a4. Inside N (x)nN (y) is at most one edge possible, namely the
edge between a1; a0; a2 in C2 and a0; a2; a1 in C1, and the same holds for N (y)nN (x).
Therefore, xy is contained in at most 2 bicliques of type >2 of G, whence G
contains at most 2jEj such bicliques.
Proposition 8. Checking whether a graph G=(V; E) obeys the following `neighborhood
condition'
(NC) for every edge xy of G; the vertices of the edges between N (x)nN (y) and
N (y)nN (x) induce some Kp;q [ K2 or some Kp;q;
and if it does; computing all its bicliques of type >2 can be done in time O(jV j2jEj).
Proof. By the remark above, the bicliques of type >2 containing xy are generated by
the Kp;q and the other cross edge by adding xy. So, all we have to do is to nd these
graphs. To this end, we compute all connected components of the graph generated
by all edges between N (x)nN (y) and N (y)nN (x) in linear time. Only two of these
components may have more than one vertex, and only one of them more than two
vertices. Checking whether the vertex set of the union of these nontrivial components
induces the union of at most two complete bipartite graphs can be done in time O(jV j2).
Then the total time of the algorithm is O(jV j2jEj).
5. The recognition algorithm
Having a list of all bicliques of type >2 for our candidate graph G (see Section 2),
our next task is to nd out which bicliques of type >2 stem from paths and which
from 4-cycles. Lemma 2 is the key for the identication: We nd a coloring of the
bicliques of type >2 by two colors such that intersecting bicliques have the same,
respectively, dierent colors depending on whether they have one, respectively, two
vertices in common. Such a coloring can be found by breadth rst search in the
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intersection graph 
 of all these bicliques of type >2, and it is unique on every
component of 
, if it exists at all.
Every color class forming an edge partition of G, and containing all large bicliques
(those containing K2;3) may yield the bicliques stemming from paths in H .
For k>4 things are easier, since all bicliques of type >2 stem from paths. That is,
in our coloring above we should use only one color. For k = 3, the bicliques of one
color class should be pairwise vertex-disjoint.
If we are only interested in connected H 2  k , then all graphs P must be bicliques
of type >2. Then the intersection graph 
 of the bicliques of type >2 has just one
component, and the members of one color class must form an edge cover of G. For
connected H 2  k , there remains only an ambiguity for k =2, only if all bicliques are
K2;2's, and only if the bicliques of both colors partition the edge set. We shall show
that these conditions imply H = K3;3. Under these conditions, the graphs C partition
the edge set of Pk(H). Then H must be triangle-free such that every length-3 path
lies in a 4-cycle. This implies diam(H)62. If H is not bipartite, then choose some
shortest odd cycle x1; x2; : : : ; x2t+1; x1, t>2. Then x1 and x4 are adjacent by the condition
above, thus x1; x4; : : : ; x2t+1; x1 would be a shorter odd cycle, a contradiction. Thus H is
bipartite with bipartition V (H)=V1[V2. Then assume there were nonadjacent vertices
x 2 V1; y 2 V2. This contradicts diam(H)62, thus H must be complete bipartite. If
H contains K3;4, then some of the graphs (x0x1) contain K2;3. On the other hand,
the graphs K2;p do not belong to  2. The only remaining graph is H = K3;3. But for
H = K3;3, the set consisting of the graphs P is isomorphic to the structure consisting
of the graphs C , thus it does not matter which one we choose.
Finally, if it is determined which bicliques of type >2 stem from paths, and if
we are also interested in roots H 62  k , then complete bipartite graphs K1;p must be
included (in an edge-disjoint way) that cover the yet uncovered edges. In this case the
running time may explode.
Algorithm 3. k-PATH GRAPH RECOGNITION ( )
Instance: A graph G.
Question: Find all H 2   such that G =Pk(H).
(1) Test whether G obeys the neighborhood condition (NC), and if it does, compute
all bicliques of type >2. Test whether every edge lies in at most two of these
bicliques.
(2) Compute the intersection graph 
 of these bicliques Bi, weighting every edge by
the cardinality of the intersection. If k>4, and if some edge has weight 2, then
G 62 Pk( ).
(3) Compute the connected components of 
 by breadth rst search, thereby bicoloring
the vertices of every component such that adjacent vertices have the same color
i the edge weight is 1. If this is not possible, then G 62 Pk( ). If  = k , and if

 has more than one component, then G 62 Pk( k).
(4) For every choice of one color class in each component Q do:
 Check whether all bicliques containing K2;3 are chosen.
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 For every choice of stars K1;r partitioning the edges not contained in the cho-
sen bicliques do: If the chosen bicliques, together with the chosen stars obey
conditions (1) and (2) in Theorem 3, then apply POLARIZED P0k -GRAPH
RECOGNITION( ) for the resulting polarized intersection graph.
Theorem 9. Algorithm 3 is correct. In the  = k -variant; the running time is O(jV j4);
and there is at most one such H 2  k .
Proof. The correctness follows by the preceding remarks and Theorem 3 For the run-
ning time, we use induction on k. For the start, k = 1, we use any of the linear-time
line graph recognition algorithms in [9] or [3] as 1-PATH GRAPH RECOGNITION.
Let now k>2, and assume (k−1)-PATH GRAPH RECOGNITION ( k) requires time
O(jV j4). Step (1) can be done in time O(jV j2jEj) by Proposition 8. For Step (2) and
(3), rst we order the edges of G (for instance by BFS) as e1; e2; : : : ; em such that
each subgraph generated by e1; : : : ; ei is connected. This requires time O(jEj). Then we
order the bicliques of type >2 such that exactly the rst j(i) members contain one
of e1; : : : ; ei, for every 16i6jEj. This assures that each biclique has some common
vertex with the union of the bicliques that precede it in the list. If we color the bi-
cliques according to that list, we get uniqueness of the color at each step. Since there
are at most 2jEj such bicliques, the coloring requires time O(jEj2). Checking whether
a color class obeys the additional conditions can be done during this coloring. Finally,
the polarized intersection graph of the color class can be computed straightforwardly in
time O(jV j4), and the P0k -graph test also requires only time O(jV j4) by the induction
hypothesis and Proposition 6.
Let us illustrate the algorithm on the graph P3(G) in Fig. 1. There are 15 bicliques
of type >2, all K2;2's, 12 of one color, and 3 of the other. Therefore, G is not a
Pk -graph for k>4. Since the 12 K2;2's have common vertices, for k = 3 these must
be our (P)'s. Then there are just 6 uncovered edges in G, and all of them are
vertex-disjoint, thus they are the remaining P's. The polarized intersection graph of
this system of 12 + 6 induced complete bipartite graphs is the graph on the left of
Fig. 3. Therefore, G=P3(H) just for the graph G in Fig. 1. Note that for k=2, things
are more complicated, since then the other three K2;2's may stem from paths, and
then there are many ways to cover the remaining edges by induced complete bipartite
graphs.
6. The algorithm for k not xed
Since essentially our algorithms dier only in the call of the subroutine in step (4),
together they yield some single algorithm that tests whether for a given graph G there
is some integer k>2 and some graph H 2  k such that G = Pk(H). Crucial is that
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we have no choices provided we are only interested in roots H 2  k . The graph J
we are handling is a line graph (J = L(H)) just before we have revealed our rst pair
(k; H). It turns out that it makes no sense to proceed, looking for further pairs, since
L(H) cannot be the j-path graph of some member of  j (although k-path graphs may
be line graphs in general, as can be seen by considering cycles).
Lemma 10. For k>2 and H 2  k; Pk(H) is not a line graph.
Proof. Actually such a graph Pk(H) is not K1;3-free. Choose any length-k path x0;
x1; : : : ; xk in H. Since H 2 k , x0 has two neighbors y1; y2 distinct from x1; : : : ; xk−1, and
xk has two neighbors z1; z2 distinct from x1; : : : ; xk−1, we may assume y1 6= xk . Then the
vertices corresponding to the four paths x0; x1; : : : ; xk ; y1; x0; x1; : : : ; xk−1; x1; : : : ; xk ; z1;
and x1; : : : ; xk ; z2 induce a K1;3 in Pk(H). Therefore this graph cannot be a line graph.
Algorithm 4. Instance: A graph G.
Question: Find all pairs k>2; H 2  k such that G =Pk(H).
(1) Set ‘:=1.
(2) ‘:=‘+1. Test whether G obeys the neighborhood condition (NC), and if it does,
compute all bicliques of type >2. Test whether every edge lies in at least one
and in at most two of these bicliques.
(3) Bicolor these bicliques of type >2 such that intersecting bicliques are colored
dierently i the intersection contains more than one vertex. Find that color class
that
 contains all large bicliques (i.e. bicliques K2;3), and
 partitions the edge set of G, and
 covers every vertex of G twice.
(4) Compute the polarized intersection graph >J < of the family of colored bicliques.
Compute ]>J <. If J = L(H) is a line graph, then check whether H 2  ‘, G =
P‘(H), and output ‘ and H . Otherwise proceed with G:=J in step (1).
Theorem 11. Algorithm 4 is correct with running time O(jV j4).
Proof. Let J0 = G; J1; J2; : : : be the sequence of graphs handled. The algorithm ter-
minates, since jV (Ji+1)j6jV (Ji)j=2 as long as none of the conditions is violated |
every Bj contains at least 4 vertices, but every vertex lies in exactly two Bj. The
overall running time is O(jV j4) + O((jV j=2)4) +   =O(jV j4).
In this way we also obtain an extension of Li's uniqueness result in [4]:
Theorem 12. If G=Pk(H1) and G=Pj(H2) with H1 2  k and (j6k or H 2  j−k+1);
then k = j and H1 ’ H2.
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Proof. If also H2 2  j, then the result follows by the correctness of Algorithm 4.
Otherwise we run Algorithms 3 and 4 in parallel. Both proceed in the same way, since
all graphs obtained in Algorithm 4 are connected, without any choice of applying
operations (i) or (ii). But then the sequence of graphs obtained in Algorithm 3 must
be the same. Therefore, j>k, and the resulting line graph P1(H1) must be Pj−k+1(H2),
a contradiction to Lemma 10 for j>k and H 2  j−k+1.
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