Second-Order Optimality Conditions in Cone-Constrained Vector
  Optimization with Arbitrary Nondifferentiable Functions by Ivanov, Vsevolod I.
ar
X
iv
:1
41
1.
43
82
v1
  [
ma
th.
OC
]  
17
 N
ov
 20
14
Second-Order Optimality Conditions in
Cone-Constrained Vector Optimization with Arbitrary
Nondifferentiable Functions
Vsevolod I. Ivanov
July 9, 2018
Abstract
In this paper, we introduce a new second-order directional derivative and a second-order
subdifferential of Hadamard type for an arbitrary nondifferentiable function. We derive sev-
eral second-order optimality conditions for a local and a global minimum and an isolated
local minimum of second-order in unconstrained optimization. In particular, we obtain two
types results with generalized convex functions. We also compare our conditions with the
results of the recently published paper [Bednarˇı´k, D., Pastor, K.: On second-order condi-
tions in unconstrained optimization. Math. Program. Ser A, 113, 283–291 (2008)] and a
lot of other works, published in high level journals, and prove that they are particular cases
of our necessary and sufficient ones. We prove that the necessary optimality conditions
concern more functions than the lower Dini directional derivative, even the optimality con-
ditions with the last derivative can be applied to a function, which does not belong to some
special class. At last, we apply our optimality criteria for unconstrained problems to derive
necessary and sufficient optimality conditions for the cone-constrained vector problems.
Key words: Nonsmooth optimization· Optimality conditions· Second-order directional
derivative of Hadamard type · Second-order isolated minimizers · Strict local minimizers of
second-order · Generalized convex functions
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1 Introduction
In our opinion the main aim of nondifferentiable optimization is to extend some results to
as more as possible general classes of functions. The task to obtain optimality conditions
in unconstrained optimization is old. There are first- and second-order necessary and suf-
ficient conditions which concern several classes of functions (C1,1, C1, locally Lipschitz,
lower semicontinuous and so on) in terms of various generalized derivatives. For all of them
we should check that the function belongs to some special class, which is not easy some-
times. There are a lot of second-order generalized directional derivatives, whose necessary
and sufficient conditions for optimality have similar proofs (see, for example, the references
[2, 3, 4, 5, 6, 7, 8, 9, 13, 18, 19, 20, 22, 24, 25, 26, 27, 28]). This fact motivated us to find
another derivative such that these conditions follow from the second-order ones in term of it,
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the second-order necessary conditions and the sufficient ones in unconstrained optimization are
satisfied for arbitrary nondifferentiable function and the derivative coincides with the second-
order Fre´chet directional derivative in the case when the last one exists. They can be applied in
nonlinear programming, for example, for solving the problem with penalty functions or reduce
the problem to convex composite.
In this paper, we introduce a new second-order generalized directional derivative. We ob-
tain necessary and sufficient conditions for a local minimum and isolated local minimum of a
function in terms of this derivative. In the conditions, we suppose that the function is arbitrary
proper extended. Additionally, we derive second-order conditions, which are necessary and suf-
ficient for a given point to be a global minimizer. They concern a new class of invex functions.
We prove necessary and sufficient first-order conditions for a given point to be an isolated min-
imizer of order two of a strongly pseudoconvex function. Our generalized derivatives have the
advantage that the proofs of the optimality conditions are simple. On the other hand, they are
satisfied for arbitrary function, not necessarily with locally Lipschitz gradient, or continuously
differentiable, or locally Lipschitz, or continuous, even not necessarily semicontinuous. We
also compare our necessary and sufficient conditions with the respective ones in the references
[2, 3, 5, 6, 7, 8, 9, 13, 18, 19, 20, 22, 24, 25, 26, 27, 28]. We prove that the conditions in all these
works are simple consequences of our necessary and sufficient conditions. On the other hand,
the proofs given there are not so short sometimes. For example, the main result in the recently
published in the journal Mathematical Programming paper [4] is to extend the conditions for
an isolated local minimum in unconstrained optimization to l-stable functions. This is a class
of functions, whose lower Dini directional derivatives satisfy a property, which is analogous to
Lipschitz one. They include all C1,1 functions. We prove that the main Theorem 6 in this paper
follows from our Theorem 2 when the function is l-stable at the candidate for minimizer and
continuous near it. Therefore, it is not necessary to guess and check if the function is l-stable.
We also compare the necessary conditions in terms of Hadamard and Dini derivatives. We prove
that our conditions are preferable. They concern more functions.
At last, we obtain necessary and sufficient conditions for optimality in cone-constrained
vector optimization. In particular, our results are satisfied for problems with inequality and
equality constraints.
2 A new second-order directional derivative and subdiffer-
ential of Hadamard type
We suppose that E is a real finite-dimensional Euclidean space. Denote by R the set of reals
and R= R∪{−∞}∪{+∞}. Let us consider the following second-order directional derivative
at the point x ∈ E in direction u ∈ E of a given function f , defined in the space E, which was
introduced in [12]:
f [2]G (x;u) := liminft↓0,u′→u 2t
−2[ f (x+ tu′)− f [0]G (x;u)− t f [1](x;u)],
where f [0]G (x;u) := liminft↓0,u′→u f (x+ tu′) and
f [1]G (x;u) := liminft↓0,u′→u t
−1[ f (x+ tu′)− f [0]G (x;u)].
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The optimality conditions for unconstrained problems were derived for arbitrary nondifferen-
tiable function. Suppose that the function is twice Fre´chet differentiable. Then f [0]G (x;u) = f (x),
f [1]G (x;u) = ∇ f (x)(u) and
f [2]G (x;u) := liminft↓0,u′→u 2t
−2[ f (x+ tu′)− f (x)− t∇ f (x)(u)]. (1)
We obtain by second-order Taylor’s formula with a reminder in the form of Peano [1] that
f (x+ tu′) = f (x)+∇ f (x)(tu′)+ 1
2
∇2 f (x)(tu′)(tu′)+o(t2),
where limt↓0 o(t2)/t2 = 0. Therefore,
f [2]G (x;u) = ∇2 f (x)(u)(u)+ liminft↓0,u′→u 2t
−1[∇ f (x)(u′−u)].
It follows from here that if ∇ f (x) 6= 0, then f [2]G (x;u) 6= ∇2 f (x)(u)(u). Really, we have
f [2]G (x;u) = −∞ for every direction u ∈ E. Hence, f [2]G (x;u) is not exactly a derivative. Our
task is to define a second-order directional derivative such that the necessary conditions and the
sufficient ones in unconstrained optimization are satisfied for arbitrary nondifferentiable func-
tion and the derivative coincides with the second-order Fre´chet directional derivative provided
that the last one exists. How can we do this keeping the convergence u′ → u? A possible
decision is to denote v = (u′−u)/t and take v → 0. Thus, we obtain the derivative
f !!(x;u) := liminf
t↓0,v→0
2t−2[ f (x+ tu+ t2v)− f (x)− t∇ f (x)(u)].
This derivative and also higher-order ones were studied in the work [14]. In the present paper,
we develop another idea to replace in Equation (1) in the expression ∇ f (x)(u) the variable u by
u′. Thus, we obtain the derivative
f (2)− (x;u) = liminf
t↓0,u′→u
2t−2[ f (x+ tu′)− f (x)− t∇ f (x)(u′)].
We introduce a new second-order derivative and a second-order subdifferential, which are
based on the presented observation. Let X and Y be two linear spaces and L(X ,Y ) be the space
of all continuous linear operators from X to Y . Then denote by L1(E) the space L(E,R), by
L2(E) the space L(E,L1(E)). Consider a proper extended real function f : E→R∪{+∞}, that
is a function, which never takes the value −∞ and at least one value is finite. The domain of a
proper extended real function is the set: dom f := {x ∈ E| f (x)<+∞}.
Definition 1. The lower Hadamard directional derivative of a function f : E→ R∪{+∞} at a
point x ∈ dom f in direction u ∈ E is defined as follows:
f (1)− (x;u) = liminf
t↓0,u′→u
t−1[ f (x+ tu′)− f (x)].
It follows from this definition that, if f (1)− (x;u) is finite, then the direction u belongs to the
Bouligand tangent cone of the domain of the function f .
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Definition 2. Recall that the lower Hadamard subdifferential of the function f : E→R∪{+∞}
at the point x ∈ dom f is defined by the following relation:
∂ (1)− f (x) = {x∗ ∈ L1(E) | x∗(u)≤ f (1)− (x;u) for all directions u ∈ E}.
We introduce the following definitions:
Definition 3. Let f :E→R∪{+∞} be an arbitrary proper extended real function. Suppose that
x∗1 is a fixed element from the lower Hadamard subdifferential ∂ (1)− f (x) at the point x ∈ dom f .
Then the lower second-order derivative of Hadamard type of f at x ∈ dom f in direction u ∈ E
is defined as follows:
f (2)− (x;x∗1;u) = liminf
t↓0,u′→u
2t−2[ f (x+ tu′)− f (x)− tx∗1(u′)].
Definition 4. Let f : E→ R∪{+∞} be an arbitrary proper extended real function. Suppose
that x∈ dom f , x∗1 ∈ ∂ (1)− f (x). The lower second-order Hadamard subdifferential of the function
f : E→R∪{+∞} at the point x ∈ dom f is defined by the following relation:
∂ (2)− f (x;x∗1) = {x∗ ∈ L2(E) | x∗(u)(u)≤ f (2)− (x;x∗1;u) for all directions u ∈ E}.
The next claim follows from the given above discussion .
Proposition 1. Let the function f : E→ R be twice Fre´chet differentiable at the point x and
Fre´chet differentiable on some neighborhood of x with first- and second-order Fre´chet deriva-
tives ∇ f and ∇2 f . Then
f (1)− (x;u) = ∇ f (x)(u); ∂ (1)− f (x) = {∇ f (x)},
f (2)− (x;∇ f (x);u) = ∇2 f (x)(u)(u)
3 Optimality conditions for a local minimum and isolated lo-
cal minimum of second-order
In this section, we obtain optimality conditions for unconstrained problems in terms of the
introduced second-order derivative.
Theorem 1. Let x¯ ∈ dom f be a local minimizer of the function f . Then
f (1)− (x¯;u)≥ 0, f (2)− (x¯;0;u)≥ 0, for all u ∈ E. (2)
Proof. Since x¯ is a local minimizer, then it follows from the definition of the lower Hadamard
directional derivative that there exists a neighborhood N ∋ x¯ with f (x)≥ f (x¯) for all x ∈ N. Let
u ∈ E be an arbitrary chosen direction. Then f (x¯+ tu′)≥ f (x¯) for all sufficiently small positive
numbers t and for all directions u′, which are sufficiently close to u. It follows from here that
f (1)− (x¯;u)≥ 0. Therefore 0 ∈ ∂ (1)− f (x¯), because u ∈ E is an arbitrary direction.
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By the definition of the second-order lower derivative, using that 0 ∈ ∂ (1)− f (x¯) we obtain
that f (2)− (x¯;0;u) is well defined and
f (2)− (x¯;0;u) = liminf
t↓0,u′→u,
2 t−2[ f (x¯+ tu′)− f (x¯)]≥ 0
for all directions u ∈ E.
Remark 1. Condition (2) is equivalent to the following one:
0 ∈ ∂ (1)− f (x¯) and 0 ∈ ∂ (2)− f (x¯;0). (3)
The following definition is well known.
Definition 5. A point x¯ ∈ dom f is called an isolated local minimizer of second-order for the
function f : E→ R∪{+∞} iff there exist a neighborhood N of x¯ and a constant C > 0 with
f (x)> f (x¯)+C‖x− x¯‖2, ∀x ∈ N,x 6= x¯. (4)
Theorem 2. Let be given a proper extended real function f : E→ R∪{+∞} and x¯ ∈ dom f .
Then the following claims are equivalent:
a) x¯ is an isolated local minimizer of second-order;
b) the following conditions holds for all u ∈ E:
f (1)− (x¯;u)≥ 0 and f (2)− (x¯;0;u)> 0,u 6= 0; (5)
c) the following conditions
f (1)− (x¯;u)≥ 0, ∀u ∈ E (6)
and
u 6= 0, f (1)− (x¯;u) = 0, ⇒ f (2)− (x¯;0;u)> 0, . (7)
are satisfied.
Proof. It is obvious that the implication b) ⇒ c) holds. We prove a) ⇒ b). Let x¯ be an isolated
local minimizer of second-order. We prove that Conditions (5) hold. Suppose that u ∈ E is
arbitrary chosen. It follows from Inequality (4) that there exist numbers δ > 0, ε > 0 and C > 0
with
f (x¯+ tu′)≥ f (x¯)+Ct2‖u′‖2 (8)
for all t ∈ (0,δ ) and every u′ such that ‖u′−u‖< ε . Therefore
f (1)− (x¯;u) = liminf
t↓0,u′→u,
t−1[ f (x¯+ tu′)− f (x¯)]≥ liminf
t↓0,u′→u,
Ct‖u′‖2 = 0. (9)
According to Inequality (9) we have 0 ∈ ∂ (1)− f (x¯). It follows from (8) that
f (2)− (x¯;0;u) = liminf
t↓0,u′→u,
2t−2[ f (x¯+ tu′)− f (x¯)]≥ liminf
t↓0,u′→u,
2C‖u′‖2 = 2C‖u‖2 > 0
for all directions u such that u 6= 0.
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We prove c) ⇒ a). Suppose that conditions (6) and (7) hold. We prove that x¯ is an iso-
lated local minimizer of second-order. Assume the contrary that x¯ is not an isolated minimizer.
Therefore, for every sequence {εk}∞k=1 of positive numbers converging to zero, there exists a
sequence {xk} with xk ∈ dom f such that
‖xk − x¯‖ ≤ εk, f (xk)< f (x¯)+ εk‖xk − x¯‖2, (10)
It follows from (10) that xk → x¯. Denote tk = ‖xk − x¯‖, dk = (xk − x¯)/tk. Passing to a
subsequence, we may suppose that dk → d where ‖d‖= 1. It follows from here that
f (1)− (x¯;d)≤ liminfk→∞ t
−1
k [ f (x¯+ tkdk)− f (x¯)]≤ liminfk→∞ εktk = 0.
It follows from (6) that 0 ∈ ∂ f (x¯) and f (1)− (x¯;d) = 0. We have
f (2)− (x¯;0;d)≤ liminfk→∞ 2t
−2
k [ f (x¯+ tkdk)− f (x¯)]≤ liminfk→0 2εk = 0
which is contrary to (7).
4 Conditions for a global minimum of a second-order invex
function
The following question arises: Which is the largest class of functions such that the necessary
conditions from Theorem 1 become sufficient for a global minimum. Recently Ivanov [21]
introduced a new class of Fre´chet differentiable functions called second-order invex ones in
terms of the classical second-order directional derivative. They extend the so called invex ones
and obey the following property: A Fre´chet differentiable function is second-order invex if and
only if each second-order stationary point is a global minimizer. We generalize this notion to
arbitrary nondifferentiable functions in terms of the lower Hadamard directional derivatives of
second-order.
We recall the definition of an invex function [17]. We apply the lower Hadamard directional
derivative here.
Definition 6. A proper extended real function f : E → R∪ {+∞} is called invex in terms of
the lower Hadamard directional derivative iff there exists a map η : E×E→ E such that the
following inequality holds for all x ∈ dom f , y ∈ E:
f (y)− f (x)≥ f (1)− (x;η(x,y)). (11)
We introduce the following two definitions:
Definition 7. We call a function f : E→ R∪{+∞} second-order invex (for short, 2-invex) in
terms of the lower Hadamard derivatives iff for every x¯ ∈ dom f , x ∈ E with 0 ∈ ∂ (1)− f (x¯) there
are η1, η2, which depend on x¯ and x such that the following inequality holds
f (x)− f (x¯)≥ f (1)− (x¯;η1(x¯,x))+ f (2)− (x¯;0;η2(x¯,x)). (12)
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Definition 8. Let f : E→ R∪{+∞} be a given proper extended real function. We call every
point x¯ ∈ dom f such that
f (1)− (x¯;u)≥ 0, f (2)− (x¯;0;u)≥ 0, ∀u ∈ E
second-order stationary (for short, 2-stationary point).
Theorem 3. Let f : E→R∪{+∞} be a proper extended real function. Then f is second-order
invex if and only if each second-order stationary point x¯ ∈ dom f is a global minimizer of f .
Proof. Suppose that f is second-order invex. If the function has no stationary points, then
obviously every second-order stationary point is a global minimizer. Suppose that the function
has at least one second-order stationary point x¯, that is a point satisfying Definition 8. We prove
that it is a global minimizer. Let x be an arbitrary point from E. It follows from second-order
invexity that there exist ηi(x¯,x), i = 1,2 such that Condition (12) is satisfied. Since x¯ is a
second-order stationary point, then
f (1)− (x¯;η1(x¯,x))≥ 0, f (2)− (x¯;0;η2(x¯,x))≥ 0.
It follows from (12) that f (x)≥ f (x¯). Therefore x¯ is a global minimizer.
Conversely, suppose that every second-order stationary point is a global minimizer. We
prove that f is second-order invex. Assume the contrary. Hence, there exists a pair (x¯,x) ∈
dom f ×E such that 0 ∈ ∂ (1)− f (x¯) and the following inequality holds
f (x)− f (x¯)< f (1)− (x¯;y)+ f (2)− (x¯;0;z), ∀y ∈ E, ∀z ∈ E. (13)
First, we prove that f (x)< f (x¯). Let us choose in (13) y = 0, z = 0. We have
f (1)− (x¯;0)≤ liminf
t↓0
t−1( f (x¯+ t.0)− f (x¯)) = 0,
f (2)− (x¯;0;0) = liminft↓0,u′→0 2t−2[ f (x¯+ t.u′)− f (x¯)]≤ 0.
It follows from (13) that f (x)< f (x¯).
Second, we prove that
f (1)− (x¯;u)≥ 0, ∀u ∈ E. (14)
Suppose the contrary that there exists at least one point v ∈ E with f (1)− (x¯;v) < 0. The lower
Hadamard directional derivative is positively homogeneous with respect to the direction, that is
f (1)− (x¯;τu) = τ f (1)− (x¯;u) ∀x¯ ∈ dom f , ∀u ∈ E, ∀τ ∈ (0,+∞).
Then inequality (13) cannot be satisfied when y = tv with t being sufficiently large positive
number and z = 0, because f (2)− (x¯;0;0) ≤ 0 and f (x)− f (x¯) > −∞. Therefore, f (1)− (x¯;u) ≥ 0
for all u ∈ E.
Third, we prove that
f (2)− (x¯;0;u)≥ 0, ∀u ∈ E. (15)
Suppose the contrary that there exists v ∈ E with f (2)− (x¯;0;v)< 0. Then (13) cannot be satisfied
for all points y = 0, z = tv, where t is a sufficiently large positive number, because the lower
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Hadamard directional derivative of second order is positively homogeneous of second degree
with respect to the direction. Indeed, f (1)− (x¯;0) = 0, thanks to (14), and f (x)− f (x¯)>−∞.
The following is the last part of the proof. It follows from (14) and (15) that x¯ is a second-
order stationary point. According to the hypothesis x¯ is a global minimizer, which is impossible,
because f (x)< f (x¯).
In the next claim we show that the class of second-order invex functions includes all invex
ones in terms of the lower Hadamard directional derivative functions.
Proposition 2. Let f : E→ R∪{+∞} be an invex function. Then f is second-order invex.
Proof. It follows from Equation (12) that f is second-order invex keeping the same map η1 and
taking η2 = 0, because f (2)− (x¯;0;0)≤ 0.
The converse claim is not satisfied. There are a lot of second-order invex functions, which
are not invex. The following example is extremely simple.
Example 1. Consider the function f : R2 →R defined by
f (x1,x2) =−x21− x22.
We have f (1)− (x;u) =−2x1u1−2x2u2, where u = (u1,u2) is a direction. Its only stationary point
is x¯ = (0,0). This point is not a global minimizer. Therefore, the function is not invex. We have
(0,0) ∈ ∂ (1)− f (x¯) and f (2)− (x¯;0;u) = −2u21 − 2u22. It follows from here that f has no second-
order stationary points. Hence, every second-order stationary point is a global minimizer, and
the function is second-order invex.
5 Strongly pseudoconvex functions and second-order iso-
lated minimizers
Strongly pseudoconvex functions were introduced by Diewert, Avriel and Zang [11]. Their def-
inition assumes additionally strict pseudoconvexity. It was proved by Hadjisavvas and Schaible
[16] that in the differentiable case, strict pseudoconvexity of the function is superfluous; in other
words each function, which satisfies the next definition is strictly pseudoconvex.
Definition 9 ([16]). Let S be an open convex subset of E. A Fre´chet differentiable function
f : S → R is said to be strongly pseudoconvex iff, for all x ∈ S, u ∈ E such that ‖u‖ = 1 and
∇ f (x)(u) = 0, there exist positive numbers δ and α with x+δu ∈ S and
f (x+ tu)≥ f (x)+αt2, 0 ≤ t < δ .
In this section, we derive optimality conditions for an isolated minimum of order two of
a function, which satisfies the strong pseudoconvexity at some point only. We consider the
definition of a strongly pseudoconvex function in terms of the lower Dini directional derivative.
Definition 10. We call a function f : E→ R strongly pseudoconvex at the point x ∈ dom f iff
f ′D(x;u) = 0, u ∈ E, ‖u‖= 1 implies that there exist positive numbers δ and α with
f (x+ tu)≥ f (x)+αt2, ∀t ∈ (0,δ ).
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Definition 11. The first- and second-order lower Dini directional derivatives of a function f :
E→R∪{+∞} at the point x ∈ dom f in direction u ∈ E are defined as follows:
f ′D(x;u) = liminf
t↓0
t−1[ f (x+ tu)− f (x)].
f ′′D(x;u) = liminf
t↓0
2t−2[ f (x+ tu)− f (x)− t f ′D(x,u)].
The following notion extends the Lipschitz continuity of the gradient.
Definition 12 ([4]). A function f : E→ R is called ℓ-stable at the point x ∈ E iff there exist a
neigbourhood U of x and a constant K > 0 such that
| f ′D(y;u)− f ′D(x;u)| ≤ K ‖y− x‖‖u‖, ∀y ∈U, ∀u ∈ E.
Proposition 3 ([4]). Let the function f : E→ R be continuous on some neighborhood of x ∈ E
and ℓ-stable at x. Then f is strictly differentiable at x, hence Fre´chet differentiable at x.
The following mean-value theorem is due to Diewert [10].
Lemma 1. Let ϕ : [a, b]→ R be a lower semicontinuous function of one real variable. Then
there exists ξ , a < ξ ≤ b, such that
ϕ(a)−ϕ(b)≤ ϕ ′D(ξ ;a−b).
Lemma 2. Let f : E→ R be radially lower semicontinuous on some neighborhood of x ∈ E
and l-stable at x. Suppose that f ′D(x;u) = 0 for all u ∈ E. Then the following limit exists and it
equals 0:
lim
t↓0,h′→h
[ f (x+ th′)− f (x+ th)]/t2 = 0. (16)
Proof. By Diewert’s mean-value theorem, there exists θ ∈ [0,1) such that
f (x+ th′)− f (x+ th)≤ f ′D(x+ th+ tθ(h′−h); t(h′−h))
= t[ f ′D(x+ th+ tθ(h′−h);h′−h)− f ′D(x;h′−h)].
Since f is l-stable there exists K > 0 with
f ′D(x+ th+ tθ(h′−h);h′−h)− f ′D(x;h′−h)≤ tK‖h+θ(h′−h)‖‖h′−h‖.
Therefore
limsup
t↓0,h′→h
[ f (x+ th′)− f (x+ th)]/t2 ≤ 0. (17)
On the other hand, by mean-value theorem, there exists τ ∈ [0,1) such that
f (x+ th)− f (x+ th′)≤ f ′D(x+ th′+ tτ(h−h′); t(h−h′))
= t[ f ′D(x+ th′+ tτ(h−h′);h−h′)− f ′D(x;h−h′)].
Since f is l-stable there exists K > 0 with
f ′D(x+ th′+ tτ(h−h′);h−h′)− f ′D(x;h−h′)≤ tK‖h′+ τ(h−h′)‖‖h′−h‖.
Therefore
liminf
t↓0,h′→h
[ f (x+ th′)− f (x+ th)]/t2 ≥ 0. (18)
Then the lemma follows from (17) and (18).
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In the next theorem, we derive necessary and sufficient conditions for an isolated local
minimum of second-order of a strongly pseudoconvex function at some point x¯:
Theorem 4. Let the function f : E → R be continuous on some neighborhood of x¯ ∈ E and
ℓ-stable at x¯. Suppose that f is strongly pseudoconvex only at the point x¯. Then x¯ is an isolated
local minimizer of second-order if and only if ∇ f (x¯) = 0.
Proof. Let x¯ be an isolated local minimizer of second-order. We conclude from Proposition 3
that ∇ f (x¯) exists. Then it is obvious that ∇ f (x¯) = 0.
We prove the converse claim. Suppose that ∇ f (x¯) = 0, but x¯ is not an isolated local mini-
mizer of second-order. Therefore, for every sequence {εk}∞k=1 of positive numbers converging
to zero, there exists a sequence {xk}, xk ∈ dom f such that inequalities (10) hold. It follows
from here that xk → x¯. Denote tk = ‖xk − x¯‖, dk = (xk − x¯)/tk. Passing to a subsequence, we
may suppose that the sequence {dk}∞k=1 is convergent and dk → d, where ‖d‖= 1. Therefore
liminf
k→∞
t−2k [ f (x¯+ tkdk)− f (x¯)] = liminfk→∞ t
−2
k [ f (xk)− f (x¯)]≤ limk→∞ εk = 0. (19)
We have
f (x¯+ tkd)− f (x¯) = [ f (x¯+ tkd)− f (x¯+ tkdk)]+ [ f (x¯+ tkdk)− f (x¯)].
It follows from Lemma 2 and (19) that
liminf
k→∞
t−2k [ f (x¯+ tkd)− f (x¯)]≤ 0.
On the other hand, according to Definition 10
f (x¯+ tkd)≥ f (x¯)+αt2k
for all sufficiently large k. Hence,
liminf
k→∞
t−2k [ f (x¯+ tkd)− f (x¯)]≥ liminfk→∞ α = α > 0,
which is a contradiction.
The following example shows that Theorem 4 is not true for functions, which are not ℓ-
stable:
Example 2. Consider the function
f = |x2− 3
√
x41 |
3/2.
Of course, the point x¯ = (0,0) is a local and global minimizer, but it is not an isolated local
minimizer of order two. Even it is not a strict local minimizer, because f (x) = 0 for all x =
(x1,x2) over the curve x2 = x
4/3
1 . We have ∇ f (x¯) = (0,0). Simple calculations show that this
function is strongly pseudoconvex in the sense of Definition 10 at x¯. Let v = (v1,v2) be an
arbitrary vector, whose norm is 1. If v2 > 0 or v2 < 0, then
lim
t↓0
[ f (x¯+ tv)− f (x¯)]/t2 = lim
t↓0
f (tv)/t2 =+∞.
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If v2 = 0, then v1 =±1 and
lim
t↓0
[ f (x¯+ tv)− f (x¯)]/t2 = lim
t↓0
f (tv)/t2 = 1.
Therefore, for every v ∈ R2 there exists δ > 0 and C > 0 such that
f (tv)>Ct2 for all t ∈ (0,δ ).
The sufficient conditions of Theorem 4 are not satisfied, because f is not ℓ-stable at x¯. Indeed,
if we take x′k = (0,k−1), then ∇ f (xk) = (0,3/2k−1/2) and there do not exist K > 0 such that
‖∇ f (x′k)−∇ f (x¯)‖ ≤ K‖x′k − x¯‖
for all sufficiently large integers k. We have
lim
k→+∞
‖∇ f (x′k)‖/‖x′k‖=+∞.
We adopt the definition of a strongly pseudoconvex functions to proper extended real func-
tions in terms of the lower Hadamard derivative and derive optimality conditions for such func-
tions:
Definition 13. We call a proper extended real function f : E→R∪{+∞} strongly pseudocon-
vex at x ∈ dom f iff, for every d ∈ E such that ‖d‖ = 1 and f (1)− (x¯;d) = 0, there exist positive
numbers ε , δ , and α such that
f (x¯+ td′)≥ f (x¯)+αt2, (20)
for all t ∈ R and d′ ∈ E, ‖d′‖= 1 with 0 ≤ t < δ , ‖d′−d‖< ε .
Theorem 5. Let f : E→ R∪ {+∞} be a strongly pseudoconvex function at x¯. Then x¯ is an
isolated local minimizer of second-order if and only if and only if 0 ∈ ∂ (1)− f (x¯).
Proof. It follows from Theorem 1 that x¯ is an isolated local minimizer of second-order implies
0 ∈ ∂ (1)− f (x¯) and f (2)− (x¯;0;u)≥ 0, ∀u ∈ E.
Suppose that 0 ∈ ∂ (1)− f (x¯). We prove that x¯ is an isolated minimizer of second-order. As-
sume the contrary. Therefore, for every sequence {εk}∞k=1 of positive numbers converging to
zero, there exists a sequence {xk}, xk ∈ dom f such that inequalities (10) hold and xk → x¯. De-
note tk = ‖xk − x¯‖, dk = (xk − x¯)/tk. Without loss of generality we may suppose that dk → d,
where ‖d‖= 1. Therefore
f (1)− (x¯;d)≤ liminfk→∞ t
−1
k [ f (x¯+ tkdk)− f (x¯)]≤ liminfk→∞ εktk = 0.
By the assumption 0 ∈ ∂ (1)− f (x¯), we conclude from here that f (1)− (x¯;d) = 0. On the other hand,
by strong pseudoconvexity we obtain that there exist positive numbers ε , δ , and α such that
Inequality (20) is satisfied. for all t ∈ R and d′ ∈ E with ‖d′‖ = 1, 0 ≤ t < δ , ‖d′− d‖ < ε .
Hence,
f (2)− (x¯;0;d) = liminf
t↓0,d′→d
2t−2[ f (x¯+ td′)− f (x¯)]≥ liminf
t↓0,d′→d
2α = 2α > 0,
which is a contradiction.
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6 Necessary and sufficient conditions for cone-constrained
vector problems
Consider the multiobjective nonlinear programming problem
C-minimize f (x) subject to g(x) ∈ −K, (P)
where f : X → Rn and g : X → Rm are given vector-valued functions, defined on some open
set X ⊂ Rs, C and K are given closed convex cones with a vertex at the origin of the respective
space. We suppose that C ∈ Rn has nonempty interior int(C). Denote by S the feasible set, that
is
S := {x ∈ X | g(x) ∈ −K}.
Definition 14. A feasible point x¯ is called a weak local minimizer iff there exists a neighborhood
N ∋ x¯ such that there is no another feasible point x ∈ S∩N with f (x) ∈ f (x¯)− int(C).
Denote by a ·b the scalar product between the vectors a∈Rn and b∈Rn. Denote the positive
polar cone of C by C∗, that is
C∗ := {λ ∈ Rn | λ · x ≥ 0 for all x ∈C},
and the positive polar cone of C∗ by C∗∗.
We begin with some preliminary lemmas.
Lemma 3 ([15]). Let C be a nonempty closed convex cone in the n-dimensional space Rn,
whose vertex is the origin. Then C∗∗ =C.
Lemma 4. Let C be a closed convex cone, and x /∈ C. Then there exists λ ∈ C∗ such that
λ · x < 0.
Proof. Assume the contrary that λ · x ≥ 0 for all λ ∈C∗. It follows from here that x ∈C∗∗. On
the other hand, by Lemma 3, we have C =C∗∗, which contradicts the hypothesis x /∈C.
Lemma 5. Let C be a closed convex cone and x ∈C. Then x ∈ int(C) if and only if λ · x > 0 for
all λ ∈C∗ with λ 6= 0.
Proof. Let x ∈ int(C). We prove that λ · x > 0 for all λ ∈C∗ with λ 6= 0. Suppose the contrary
that there exists λ ∈C∗ with λ ·x≤ 0, λ 6= 0. It follows from the definition of the positive polar
cone that λ ·x = 0. There exists a number δ > 0 such that x−δλ ∈ int(C), because λ ∈Rn. By
λ ∈C∗ we have λ · (x−δλ )≥ 0. We obtain from here that λ = 0, which is a contradiction.
Let us prove the converse claim. Suppose that λ · x > 0 for all λ ∈ C∗ with λ 6= 0, but
x /∈ int(C). It follows from x /∈ int(C) that there exists an infinite sequence xk, converging to
x, such that xk /∈ C. It follows from Lemma 4 that there exists λk ∈ C∗ such that λk · xk < 0.
We conclude from here that λk 6= 0. Without loss of generality, we suppose that ‖λk‖ = 1 for
all positive integers k. Passing to a subsequence we could suppose that λk converges to some
point λ0 6= 0. Taking the limits when k → +∞, we obtain that λ0 · x ≤ 0. Since the polar cone
is always closed, we conclude that λ0 ∈C∗. We conclude from here that λ0 · x > 0, which is a
contradiction.
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Suppose that x¯ ∈ S is a weak local minimizer for the problem (P). Let us consider the func-
tion
F(x) := max{λ · [ f (x)− f (x¯)]+µ ·g(x) | (λ ,µ) ∈ Λ},
where Λ := {(λ ,µ) | λ ∈C∗, µ ∈ K∗, ∑ni=1 λ 2i +∑mj=1 µ2j = 1}.
Lemma 6. Suppose that x¯ ∈ S is a weak local minimizer for the problem (P). Then there exists
a neighborhood N ∋ x¯ such that F(x)≥ F(x¯) = 0 for all x ∈ N.
Proof. Using that x¯ is weakly efficient, we conclude that there exists a neighborhood N ∋ x¯ with
the property that there is no another feasible point x ∈ S∩N with f (x) ∈ f (x¯)− int(C). Let x be
an arbitrary point from N. Consider two cases:
Let x∈N∩S. Then f (x)− f (x¯) /∈−int(C). By Lemma 5 there exists λ ∈C∗, λ 6= 0 such that
λ · [ f (x)− f (x¯)]≥ 0. Let us take µ = 0. Without loss of generality we suppose that (λ ,µ) ∈ Λ.
Then it follows from the definition of the function F that F(x)≥ λ · [ f (x)− f (x¯)]≥ 0.
Let x ∈ N \ S. It follows from here that g(x) /∈ −K. According to Lemma 4 there exists
µ ∈ K∗ such that µ · g(x) > 0, µ 6= 0. Let us take λ = 0. Then without loss of generality we
can suppose that (λ ,µ) ∈ Λ. According to the definition of the function F , we have F(x) ≥
µ ·g(x)> 0.
Then taking into account both cases and that F(x¯) = 0, we have that F(x)≥ F(x¯) for every
point x ∈ N.
Theorem 6. Suppose that x¯ ∈ S is a weak local minimizer for the problem (P). Then
F(1)− (x¯;u)≥ 0, F
(2)
− (x¯;0;u)≥ 0 for all u ∈ E.
Proof. The theorem directly follows from Theorem 1 and Lemma 6.
For the problem
Rn+−minimize f (x) subject to x ∈ S,
where Rn+ is the positive orthant in Rn was introduced the following notion about isolated local
minimizers under the name strict local minimizer:
Definition 15 ([23]). A point x¯ ∈ S is called a strict local minimizer of order k iff there exists a
constant A > 0 and a neighborhood N of x¯ such that
( f (x)+Rn+)∩B( f (x¯),A‖x− x¯‖k) = /0, ∀x ∈ S∩N \{x¯}. (21)
Really, this definition is equivalent to the following one:
Definition 16. A point x¯ ∈ S is called an isolated local minimizer of order k iff there exists
a constant A > 0 and a neighborhood N of x¯ such that for every x ∈ S∩N \ {x¯} there exists
i ∈ {1,2, . . . ,n}, which depend on x, with
fi(x)> fi(x¯)+A‖x− x¯‖k, (22)
where ‖a‖ :=
√
∑ni=1 a2i .
Proposition 4. Definitions 15 and 16 are equivalent.
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Proof. Suppose that x¯ is an isolated local minimizer of order k in the sense of Definition 16,
but (21) does not hold. Therefore there exists a = (a1,a2, . . . ,an) ∈ Rn such that ai ≥ fi(x) for
every i and ‖a− f (x¯)‖ ≤ A‖x− x¯‖k. It follows from here that fi(x) ≤ fi(x¯)+A‖x− x¯‖k, which
is a contradiction to (22).
Suppose that x¯ is a strict local minimizer of order k in the sense of Definition 15, but (22)
does not hold. Therefore, for every constant A > 0 and every neighborhood N ∋ x¯ there exists
x ∈ S∩N \{x¯} such that
fi(x)≤ fi(x¯)+A‖x− x¯‖k, ∀i ∈ {1,2, . . . ,n}.
It follows from here that
( f (x)+Rn+)∩B( f (x¯),nA‖x− x¯‖k) 6= /0,
which is a contradiction.
We extend Definition 16 to the following notion in the case k = 1,2.
Definition 17. A feasible point x¯ is called an isolated local minimizer of order k, k = 1,2 for
the problem (P) iff there exist a constant A and a neighborhood N ∋ x¯ such that for all x ∈ S∩N
there is
λ ∗ ∈C∗, λ ∗ = (λ ∗1 , . . . ,λ ∗n ) 6= 0, ∑
i
(λ ∗i )2 = 1,
which depend on x, with
λ ∗ · f (x)≥ λ ∗ · f (x¯)+A‖x− x¯‖k.
Theorem 7. Let x¯ be a feasible point for the problem (P). Then the following claims are equiv-
alent:
a) x¯ is an isolated local minimizer of second-order;
b) the following conditions hold for all u ∈ E:
F(1)− (x¯;u)≥ 0 and F
(2)
− (x¯;0;u)> 0,u 6= 0; (23)
c) the following conditions
F(1)− (x¯;u)≥ 0, ∀u ∈ E (24)
and
u 6= 0, F(1)− (x¯;u) = 0, ⇒ F
(2)
− (x¯;0;u)> 0. (25)
are satisfied.
Proof. It is obvious that the implication b) ⇒ c) holds.
We prove a) ⇒ b). Let x¯ be an isolated local minimizer of second-order. We prove that
Conditions (23) hold. Suppose that u ∈ E is arbitrary chosen. It follows from the definition of
a second-order isolated minimizer that there exist a constant A and a neighborhood N ∋ x¯ such
that for every x ∈ S∩N there is λ ∗ ∈C∗, λ ∗ 6= 0, ∑ni=1(λ ∗i )2 = 1 with
λ ∗ · [ f (x)− f (x¯)]≥ A‖x− x¯‖2.
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If we choose µ∗ = 0, then (λ ∗,µ∗) ∈ Λ. By the definition of the function F we have
F(x)≥ λ ∗ · [ f (x)− f (x¯)]≥ A‖x− x¯‖2.
Therefore
F(1)− (x¯;u) = liminf
t↓0,u′→u,
t−1[F(x¯+ tu′)−F(x¯)]≥ liminf
t↓0,u′→u,
At‖u′‖2 = 0. (26)
According to Inequality (26) we have 0 ∈ ∂ (1)− F(x¯). It follows from here that
F(2)− (x¯;0;u) = liminf
t↓0,u′→u,
2t−2[F(x¯+ tu′)−F(x¯)]≥ liminf
t↓0,u′→u,
2A‖u′‖2 = 2A‖u‖2 > 0
for all directions u such that u 6= 0.
We prove c) ⇒ a). Suppose that conditions (24) and (25) hold. We prove that x¯ is an isolated
local minimizer of second-order. Assume the contrary that x¯ is not an isolated local minimizer
of second-order. Therefore, for every sequence {εk}∞k=1 of positive numbers converging to zero,
there exists a sequence {xk} with xk ∈ S such that
‖xk − x¯‖ ≤ εk, λ · [ f (xk)− f (x¯)]< εk‖xk− x¯‖2, ∀λ ∈C∗. (27)
Therefore xk → x¯. Denote tk = ‖xk − x¯‖, dk = (xk − x¯)/tk. Passing to a subsequence, we may
suppose that dk → d where ‖d‖= 1. It follows from the definition of the function F that
F(xk) = max{λ · [ f (xk)− f (x¯)]+µ ·g(xk) | (λ ,µ) ∈ Λ}.
Taking into account (27) and g(xk) ∈ −K we conclude that F(xk)≤ εkt2k . Hence
F (1)− (x¯;d)≤ liminfk→∞ t
−1
k [F(x¯+ tkdk)−F(x¯)]≤ liminfk→∞ εktk = 0.
It follows from (24) that 0 ∈ ∂F(x¯) and F(1)− (x¯;d) = 0. We have
F (2)− (x¯;0;d)≤ liminfk→∞ 2t
−2
k F(x¯+ tkdk)≤ liminfk→0 2εk = 0,
which is contrary to the assumption (25).
7 Comparison with some previous results
In this section, we review a lot of necessary and sufficient optimality conditions in unconstrained
optimization and prove that they follow from Theorems 1 and 2 as particular cases.
The following necessary conditions in terms of Dini derivatives are well-known:
Proposition 5. Let x¯ ∈ dom f be a local minimizer of the function f . Then
f ′D(x¯;u)≥ 0 for all u ∈ E (28)
and
f ′D(x¯;u) = 0 ⇒ f ′′D(x¯;u)≥ 0, (29)
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In the next claim and example we compare the lower Hadamard derivatives with the lower
Dini derivatives. If some point x do not satisfy the necessary conditions in terms of Dini deriva-
tives, then it is not a local minimizer. We prove that in this case Theorem 1 also detects that x is
not a local minimizer. In the example, we show that there exist functions such that Theorem 1
can reject the point as a possible minimizer, but Proposition 5 cannot.
Proposition 6. Let f : E→ R∪{+∞} be an arbitrary proper extended real function. Suppose
that x¯∈ dom f be a point such that (28) or (29) do not hold. Then at least one of the inequalities
(2) is not satisfied.
Proof. Suppose that there exists a direction u ∈ E such that (28) fails. Then
f (1)− (x¯;u)≤ f ′D(x¯;u)< 0
and the first inequality of (2) also fails.
Suppose that there exists a direction u ∈ E such that (29) is not satisfied. Then f (1)− (x¯;u)≤
f ′D(x¯;u) = 0. If there exists a direction v ∈ E with f (1)− (x¯;v) < 0, then (2) fails. Otherwise
f (1)− (x¯;v) ≥ 0 for all v ∈ E. Therefore f (1)− (x¯;u) = 0, 0 ∈ ∂ (1)− f (x¯) and f (2)− (x¯;0;u) is well
defined. We have
f (2)− (x¯;0;u)≤ liminf
t↓0
2 t−2[ f (x¯+ tu)− f (x¯)] = f ′′D(x¯;u)< 0,
because f ′D(x¯;u) = 0. Thus (2) also fails.
Example 3. Consider the function of two variables
f (x1,x2) =
{
−(x21 + x
2
2), if x2 = x21, x1 > 0,
0 otherwise.
The point x¯ = (0,0) is not a local minimizer. Easy calculations give that f (1)− (x¯,u) = 0 for every
direction u ∈ R2. Therefore (0,0) ∈ ∂ (1)− f (x¯). We have f (2)− (x¯,0, u¯) =−2, where u¯ = (1,0) and
Theorem 1 detects that x¯ is not a minimizer. On the other hand f ′D(x¯,u) = f ′′D(x¯,u) = 0 for every
direction u ∈ R2 and the lower Dini derivatives cannot detect that x¯ is not a minimizer.
In the paper [4], the authors introduced the so called l-stable functions and generalized
some earlier conditions for an isolated local minimum in unconstrained optimization to these
functions. We prove that the main result in this paper [4, Theorem 6] is a particular case of
Theorem 2.
Lemma 7 ([4]). Let f : E→ R be a continuous function on some neighborhood of the point
x ∈ E and l-stable at x. Then f is Lipschitz on a neighborhood of x.
Proposition 7 ([4]). Let f : E→ R be continuous on some neighborhood of x ∈ E and let f be
l-stable at x. If
f ′D(x;h) = 0 and f ′′D(x;h)> 0, ∀h 6= 0, (30)
then x is an isolated local minimizer of order 2 for f .
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Proof. Suppose that conditions (30) are satisfied. Then it follows from Lemma 7 that f is
Lipschitz on some neighborhood of x. Therefore, the lower Hadamard and Dini derivatives
coincide, that is f (1)− (x;h) = f ′D(x;h) = 0 for every h ∈ S. It follows from here that 0 ∈ ∂ (1)− f (x)
and f (2)− (x;0;h) exists. Equality (16) is satisfied by Lemma 2 It follows from here that
f (2)− (x;0;h) = liminf
t↓0,h′→h
2[ f (x+ th′)− f (x)]/t2
= liminf
t↓0,h′→h
2[ f (x+ th)− f (x)]/t2 = f ′′D(x;h),
which implies that f (2)− (x;0;h) = f ′′D(x;h) > 0 for each h ∈ S. Then, by Theorem 2, x is an
isolated minimizer of second order.
The following optimality conditions were derived in [13].
Proposition 8 ([13]). Consider a given function f : E→ R, which belongs to the class C1,1.
(Necessary conditions) Let x be a local minimizer of f . Then ∇ f (x) = 0 and for each u ∈ E it
holds f ′′D(x;u)≥ 0.
(Sufficient Conditions) Let the point x¯ satisfy the following conditions:
∇ f (x) = 0, f ′′D(x;u)> 0, ∀ u ∈ E,u 6= 0. (31)
Then x is an isolated minimizer of second-order. Conversely, every isolated minimizer of second-
order satisfies these conditions.
It follows from Lemma 2 that Proposition 8 is a corollary of Theorems 1 and 2. The condi-
tions for isolated local minimum are particular case of Proposition 7.
Consider the second-order lower directional derivative
f ′′BP(x;u,v) := liminf
t↓0
t−1[∇ f (x+ tu)(v)−∇ f (x)(v)].
The following result [3, Theorem 3.1] is a corollary of the sufficient conditions in Theorem
2:
Proposition 9 ([3]). Consider a given function f : E→ R, which belongs to the class C1,1 on
some neighborhood of x. If
∇ f (x) = 0, and f ′′BP(x;u,u)> 0, ∀u ∈ E\{0}, (32)
then f attains a strict local minimum at x.
Proof. Suppose that f satisfies Conditions (32). We prove that Conditions (31) also hold. De-
note ϕ(t) = f (x+ tu). It follows from here that ϕ ′(t) = ∇ f (x+ tu)(u) and ϕ ′(0) = 0. Then
f ′′BP(x;u,u) := liminf
t↓0
ϕ ′(t)/t, and f ′′D(x;u) = liminf
t↓0
2[ϕ(t)−ϕ(0)]/t2.
By Conditions (32) we have liminft↓0 ϕ ′(t)/t > 0. Therefore, there exist α > 0 and δ > 0 such
that
ϕ ′(t)> αt, ∀t ∈ (0,δ ).
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On the other hand
ϕ(t)−ϕ(0) =
∫ t
0
ϕ ′(s)ds >
∫ t
0
αsds = αt2/2.
Hence, by Proposition 8 and Theorems 2, x is an isolated minimizer of second-order. Therefore,
the function attains an isolated local minimum of second-order at x.
We will not generalize the necessary conditions in [3], because they are obtained in terms
of another second-order upper generalized derivative and the author’s proof is very short. We
should mention that Proposition 9 is an generalization of the sufficient conditions by Cominetti,
Correa [9, Proposition 5.2] and also [6, Proposition 6.2], [26, Theorem 5.1 (ii)], [27, Theorem
4.2 (ii)]. Therefore, these results are covered by our sufficient conditions.
In several papers, R. W. Chaney introduced and studied a second-order directional deriva-
tive; see, for example, [7]. We recall the definition of the derivative of Chaney.
It is called that a sequence {xk}, xk ∈E, xk 6= x converges to a point x∈E in direction u ∈E,
u 6= 0 iff the sequence {(xk− x)/‖xk − x‖} converges to u.
Let f : Rn → R be a locally Lipschitz function. Denote its Clarke generalized gradient at
the point x by ∂ f (x). Suppose that u is a nonzero vector in Rn. Denote by ∂u f (x) the set of all
vectors x∗ such that there exist sequences {xk} and {x∗k} with x∗k ∈ ∂ f (xk), {xk} converges to x
in direction u, and {x∗k} converges to x∗. Really ∂u f (x)⊂ ∂ f (x).
Definition 18 ([7]). Let f : Rn → R be a locally Lipschitz function. Suppose that x ∈ Rn,
u ∈ Rn, and x∗ ∈ ∂u f (x). Then the second-order lower derivative of Chaney f ′′−(x;x∗;u) at
(x,x∗) in direction u is defined to be the infinimum of all numbers
liminf 2[ f (xk)− f (x)− x∗(xk− x)]/t2k ,
taken over all triples of sequences {tk}, {xk}, and {x∗k} for which
(a) tk > 0 for each k and {xk} converges to x,
(b) {tk} converges to 0 and {(xk− x)/tk} converges to u,
(c) {x∗k} converges to x∗ with x∗k ∈ ∂ f (xk) for each k.
The following claims due to Huang and Ng [20, Theorems 2.2, 2.7 and 2.9] are important
necessary and sufficient conditions for optimality in unconstrained optimization. The necessary
conditions are generalizations of the respective results due to Chaney [7, Theorem 1], where the
function is semismooth.
Proposition 10 ([20]). Let f :Rn →R be a locally Lipschitz function. Suppose that f ′D(x;v)≥ 0,
for all v ∈ Rn. For u ∈ Rn with norm 1, if f ′D(x;u) = 0, then 0 ∈ ∂u f (x).
Lemma 8. Let f : Rn → R be a locally Lipschitz function. Suppose that x ∈ Rn and u ∈ Rn. If
0 ∈ ∂ fu(x) and 0 ∈ ∂ (1)− f (x), then f ′′−(x;0;u) = f (2)− (x;0;u).
Proof. Denote uk = (xk− x)/tk. Then
f ′′−(x;0;u) = liminf 2[ f (x+ tkuk)− f (x)]/t2k ,
where the limes infinimum is taken over all pairs of sequences {tk}, {uk}, which satisfy Condi-
tions (a) and (b) from Definition 18. It follows from here that
f ′′−(x;0;u) = liminf
t↓0,u′→u
2[ f (x+ tu′)− f (x)]/t2 = f (2)− (x;0;u),
which completes the proof.
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Proposition 11 ([20]). Let f : Rn → R be a locally Lipschitz function. Suppose that
f ′D(x¯;v)≥ 0, ∀v ∈ Rn, v 6= 0.
If f ′′−(x¯;0;u) > 0 for all unit vectors u ∈ Rn for which f ′D(x¯;u) = 0, then x¯ is a strict local
minimizer.
Proof. Since f is locally Lipschitz, then f (1)− (x¯;v) = f ′D(x¯;v) ≥ 0 for all directions v ∈ Rn.
Therefore 0 ∈ ∂ (1)− f (x¯). Suppose that f ′D(x¯;u) = 0 for some unit direction u. It follows from
Lemma 8 that
f (2)− (x¯;0;u) = f ′′−(x¯;0;u)> 0,
because by Proposition 10 we have 0 ∈ ∂u f (x¯). Then, according to Theorem 2 the point x¯ is an
isolated local minimizer.
It is seen that our proof is shorter than the proof in [20].
Proposition 12 ([20]). Let x¯ be a local minimum point of the locally Lipschitz function f and
u ∈ Rn with norm 1 such that f ′D(x¯;u) = 0. Then
0 ∈ ∂u f (x¯) and f ′′−(x¯;0;u)≥ 0.
Proof. Let f ′D(x¯;u)= 0 for some unit direction u. By Propositions 5 and 10, we have 0∈ ∂u f (x¯).
Then, by Lemma 8, f ′′−(x¯;0;u) = f (2)− (x¯;0;u). Thus the claim follows from Theorem 1.
Ben-Tal and Zowe introduced the following second-order derivative of a function f : E→R
at the point x ∈ E in directions u ∈ E and z ∈ E:
f ′′BZ(x;u,z) := lim
t↓0
t−2[ f (x+ tu+ t2z)− f (x)− t f ′(x;u)],
where f ′(x;u) := limt↓0 t−1[ f (x+ tu)− f (x)] is the usual directional derivative of first-order.
The following conditions are necessary for a local minimum in terms of the derivative of
Ben-Tal and Zowe [5]:
Proposition 13. Let x¯ be a local minimizer of f : E→ R. Then
f ′(x¯;u)≥ 0, ∀u ∈ E, (33)
f ′(x¯;u) = 0 ⇒ f ′′BZ(x¯;u,z)≥ 0, ∀z ∈ E. (34)
In the next result, we prove that Conditions (33) and (34) are consequence of (2):
Proposition 14. Let f : E→R and x¯∈E be a given function and a point respectively, such that
the derivatives f ′(x¯;u) and f ′′BZ(x¯;u,z) exist for all directions u ∈ E and z ∈ E. Then Conditions
(2) imply that (33) and (34) are satisfied at x¯.
Proof. Suppose that (2) holds. Then the inequality f ′(x¯;u)≥ f (1)− (x¯;u)≥ 0 implies that (33) is
satisfied. Let f ′(x¯;u) = 0. Then the chain of relations
f ′′BZ(x¯;u,z) = lim
t↓0
t−2[ f (x¯+ t(u+ tz))− f (x¯)]
≥ liminf
t↓0,u′→u
t−2[ f (x¯+ tu′)− f (x¯)] = 0.5 f (2)− (x¯;0;u)≥ 0
show that (34) is also satisfied for arbitrary z ∈ E.
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It was obtained by Auslender [2] (see Proposition 2.1 and Corollary 2.2) sufficient condi-
tions and necessary ones for an isolated minimum of second-order for a given locally Lipschitz
function. The necessary conditions are derived in terms of the upper Dini directional deriva-
tive and the sufficient ones in terms of the lower Dini directional derivative. The second-order
derivative, which is used in them, is not consistent with the classical second-order Fre´chet direc-
tional derivative. Both the necessary and the sufficient conditions are consequence of Theorem 2
taking into account that the function is locally Lipschitz and the Hadamard and Dini derivatives
coincide in this case.
Let f : X → R, be a given C1,1 function, defined on an open set X ⊂ Rn, and x0 ∈ X . The
generalized Hessian matrix of f at x0 [18], denoted by ∂ 2 f (x0), is the set of matrices defined as
the convex hull of the set
{M | ∃xi → x0 with f twice differentiable at xi and ∇2 f (xi)→ M}.
By construction ∂ 2 f (x0) is a nonempty compact convex set. The support bifunction of ∂ 2 f (x0)
is the second-order generalized derivative
f ′′HUSN(x;u,v) := limsup
x→x0,t↓0
t−1[∇ f (x+ tu)(v)−∇ f (x)(v)].
The following necessary conditions are Theorem 3.1 in [18]. We prove that it as a consequence
of Theorem 1.
Proposition 15. Let f be a C1,1 function on some open set X ⊂ Rn and x0 be a local minimizer
of f over X. Then for every direction d ∈ Rn there exists a matrix A ∈ ∂ 2 f (x0) such that
〈Ad,d〉 ≥ 0.
Proof. Suppose the contrary that there exists d ∈ Rn such that 〈Ad,d〉 < 0 for every matrix
A ∈ ∂ 2 f (x0). Since ∂ 2 f (x0) is nonempty and compact, then we have f ′′HUSN(x0;d,d) < 0.
Therefore
limsup
t↓0
t−1[∇ f (x0 + td)(d)−∇ f (x0)(d)]< 0.
Denote ϕ(t) = f (x0 + td). It follows from here that ϕ ′(t) = ∇ f (x0 + td)(d) and ϕ ′(0) = 0.
Then
limsup
t↓0
ϕ ′(t)/t < 0
Therefore, there exist α > 0 and δ > 0 such that
ϕ ′(t)<−αt, ∀t ∈ (0,δ ).
On the other hand
ϕ(t)−ϕ(0) =
∫ t
0
ϕ ′(s)ds <−
∫ t
0
αsds =−αt2/2.
It follows from here that
f ′′D(x;d) = liminf
t↓0
2[ϕ(t)−ϕ(0)]/t2 < limsup
t↓0
2[ϕ(t)−ϕ(0)]/t2 <−α < 0
This result contradicts Proposition 8 and Theorem 1.
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Sufficient conditions for optimality were not obtained in [18]. Therefore we have nothing
to compare with our results.
It is easy to prove the following necessary conditions by the arguments of Proposition 15:
Proposition 16. Let f be a C1,1 function on some open set X ⊂ Rn and x0 be a local minimizer
of f over X. Then
limsup
t↓0
t−1[∇ f (x0 + td)(d)−∇ f (x0)(d)]≥ 0, ∀d ∈ Rn.
Consider the second-order lower directional derivative [28]:
f ′′Y J(x;u,v) := sup
z∈X
limsup
t↓0
t−1[∇ f (x+ tz+ tu)(v)−∇ f (x+ tz)(v)].
Proposition 17 ([28]). Let f be a C1,1 function on some open set X ⊂ Rn and x0 be a local
minimizer of f over X. Then f ′′Y J(x;d,d)≥ 0 for every direction x ∈ Rn.
Proposition 16 is sharper than Propositions 15, 17 and the necessary optimality conditions
in the paper [3], also Theorem 7.1 in the paper [22], because they obviously follow from Propo-
sition 16.
In several papers Rockafellar studied the epi-derivatives, which were introduced by the same
author. We prove that the optimality conditions for unconstrained problems follow from our
results as particular case.
Definition 19 ([24]). Let a family of subsets St ⊂ E, which is parametrized (or indexed) by
t > 0, be given. One says that St converges to a subset S as t ↓ 0, written S = limt↓0 St , iff
S = limsup
t↓0
St = liminf
t↓0
St,
where limsupt↓0 St and liminft↓0 St are the upper Kuratowski-Painleve´ limit of sets and the lower
one.
Definition 20 ([24]). Consider a family of functions ϕ : Rn →R, where R= [−∞,∞]. One says
that ϕt epi-converges to a function ϕ : Rn →R as t ↓ 0, written
ϕ = epi− lim
t↓0
ϕt ,
iff the epigraphs epiϕt converge to the epigraph epiϕ in Rn ×R as t ↓ 0 in the sense of
Kuratowski-Painleve´.
Note that in this case ϕ must be a lower semicontinuous function, if it is a epi-limit. It
follows from this definition that
ϕ(ξ ) = limsup
t↓0
infξ ′→ξ ϕt(ξ
′) = liminf
t↓0
infξ ′→ξ ϕt(ξ
′),
where
limsup
t↓0
infξ ′→ξ ϕt(ξ
′) = lim
ε↓0
lim
τ↓0
sup
t∈(0,τ)
infξ ′∈ξ+εB ϕt(ξ
′),
liminf
t↓0
infξ ′→ξ ϕt(ξ
′) = lim
ε↓0
lim
τ↓0
inf
t∈(0,τ)
infξ ′∈ξ+εBϕt(ξ
′) = liminf
t↓0, ξ ′→ξ ϕt(ξ
′). (35)
Here B is the unit closed ball centered at the origin (see [24, p. 82]).
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Definition 21 ([24]). A function f is said to be epi-differentiable at a point x iff the first-order
difference quotient functions
ϕx,t(ξ ) = [ f (x+ tξ )− f (x)]/t for t > 0
have the property that the limit function f ′x := epi− limt↓0 ϕx,t exists and f ′x(0) > −∞. Then
the values f ′x(ξ ) are called first-order directional derivatives of f at x. A vector v ∈ E is a
epi-gradient of f at x iff f ′x(ξ )≥ 〈ξ ,v〉 for all ξ ∈ E.
Definition 22 ([24]). A function f is called twice epi-differentiable at x relative to a vector v iff
it is (once) epi-differentiable at x in the sense of the preceding definition and the second-order
difference quotient functions
ϕx,v,t(ξ ) = 2[ f (x+ tξ )− f (x)− t〈ξ ,v〉]/t2
have the property that the limit function f ′′x,v := epi− limt↓0 ϕx,v,t exists and f ′′x,v(0)>−∞. Then
the values f ′′x,v(ξ ) are called second-order (directional) epi-derivatives of f at x relative to v.
Proposition 18 ([25]). Let f : Rn →R be a lower semicontinuous function, and let x be a point
where f is finite and twice epi-differentiable
(a) (Necessary condition). If f has a local minimum at x, then 0 is an epi-gradient of f at x
and f ′′x,0 ≥ 0 for all ξ .
(b) (Sufficient conditions) If 0 is an epi-gradient of f at x and f ′′x,0 > 0 for all ξ 6= 0, then f
has a second-order isolated local minimum at x.
Proof. It follows from (35) that f (1)− (x;ξ ) = f ′x(ξ ), the set of epi-gradients coincides with
∂ (1)− f (x) when the function is epi-differentiable. Again, by (35), f (2)− (x;v∗;ξ ) = f ′′x,v∗(ξ ) when
the function is twice epi-differentiable. Therefore, the necessary conditions follow from Theo-
rem 1, the sufficient conditions follow from Theorem 2.
A similar notion was introduced by Cominetti [8], where the epi-convergence is replaced
by Mosco convergence of sets. The optimality conditions for unconstrained problems are also
particular case of Theorems 1 and 2.
The derivative, which were used in [19], do not coincides with the second-order classical
derivative. Therefore, it is not a real derivative. The conditions there cannot be generalized to
higher-order ones.
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