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Abstract
The Hamiltonian formulation of general relativity on a null surface
is established in the teleparallel geometry. No particular conditions
on the tetrads are imposed, such as the time gauge condition. By
means of a 3+1 decomposition the resulting Hamiltonian arises as a
completely constrained system. However, it is structurally different
from the standard Arnowitt-Deser-Misner (ADM) type formulation.
In this geometrical framework the basic field quantities are tetrads
that transform under the global SO(3,1) and the torsion tensor.
PACS numbers: 04.20.Cv, 04.20.Fy, 04.90.+e
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I. Introduction
The study of asymptotically flat gravitational waves is an important and
interesting issue in general relativity. It started with the pioneering work
of Bondi[1], which was subsequently generalized by Sachs[2]. It was soon
realized that the description of gravitational waves on a null surface facili-
tates the characterization of the true, independent degrees of freedom of the
gravitational field. This characterization may possibly be mandatory to the
quantization of gravity. Moreover, null surfaces play an important role in the
study of gravitational radiation.
Difficulties in working with the dynamics of null surfaces are well known.
The latter are characterized by the condition g00 = 0. However, if we naively
impose this condition in Einstein’s equations we spoil the six evolution equa-
tions, since these equations become exempt of second order time derivatives
and consequently the evolution becomes undetermined. Imposition of the
above condition in the variation of the Hilbert-Einstein action integral leads
to nine equations only. Therefore attempts have been made to arrive at a
well posed characteristic initial value problem.
The analysis of the initial value problem for asymptotically flat, nonra-
diating space-times is reasonably well understood. Moreover, the Arnowitt-
Deser-Misner (ADM) Hamiltonian formulation[3] is usually taken as a paradigm
to the study of the dynamics of spacelike surfaces. In contrast, there does not
seem to exist a widely accepted formulation of the characteristic initial value
problem, or of the corresponding Hamiltonian formulation, as we observe
from the vast literature on the subject. The initial value problem has been
analysed, for instance, in [4, 5, 6, 7, 8], whereas the Hamiltonian formulation
has been investigated both in a 2+2 decomposition ([9, 10]) and in a 3+1
decomposition ([11, 12, 13, 14]). In particular, the work of refs.[10, 13, 14] is
developed in the context of Ashtekar variables. While all of these approaches
add some progress to the understanding of the dynamics of the gravitational
field on null surafaces, we see that at the present time there does not exist
a definite, irrefutable Hamiltonian formulation which would, accodding to
Goldberg et. al.[13], display in an isolated form the true degrees of freedom
and the observables of the theory, in such a way that the dynamics of these
degrees of freedom is singled out from the dynamics of the remaining field
quantities.
In this paper we construct the Hamiltonian for the gravitational field on
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a null surface in the teleparallel geometry. The analysis of the dynamics
of spacelike surfaces in this geometry has already been carried out in [15].
However in that analysis the time gauge condition was imposed in order to
simplify the considerations. Since we cannot impose at the same time the
null surface and the time gauge conditions, the problem has to reconsidered
in a new fashion.
The analysis of the gravitational field in this geometrical framework has
proven to be useful, among other reasons because of the appearance of a
scalar density in the form of a divergence in the Hamiltonian constraint, and
which is identified as the gravitational energy density[16]. This expression for
the gravitational energy can be applied to concrete, physical configurations of
the gravitational field (see, for instance, refs.[16, 17, 18, 19]). In this paper we
obtain a similar structure. The four constraints of the theory contain each
one a divergence which altogether constitute a vector density, and which
strongly suggests a definition for the gravitational radiation energy. The
detailed analysis of this issue is not carried out here.
One achievement of this long term program is to demonstrate that gen-
eral relativity can be alternatively presented and discussed in the telepar-
allel geometry, without recourse to the Riemann curvature tensor or to the
Levi-Civita (metric compatible) connection. In this sense, this geometrical
framework allows an alternative understanding of the gravitational field.
In section II we present the Lagrangian formulation of the teleparallel
equivalent of general relativity (TEGR) in a way somewhat different from
what has been presented so far. In [15] the theory is formulated initially
with a local SO(3,1) symmetry, and in the Hamiltonian analysis, after fixing
the time gauge condition, it is concluded that in order to arrive at a set of
first class constraints it is necessary to transform the SO(3,1) into a global
symmetry group. In this paper the symmetry group is taken as the global
SO(3,1) from the outset. In section III we present the boundary conditions
for the tetrad components, assuming that the radiation is due to a localized
source. In section IV we present in detail the construction of the Hamiltonian,
obtained by a 3+1 decomposition. In the last section we present additional
comments and point out further developments.
Notation: spacetime indices µ, ν, ... and SO(3,1) indices a, b, ... run from 0 to
3. In the 3+1 decomposition latin indices from the middle of the alphabet
indicate space indices according to µ = 0, i, a = (0), (i). The tetrad field
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ea µ yields the usual definition of the torsion tensor: T
a
µν = ∂µe
a
ν − ∂νe
a
µ.
The flat, Minkowski spacetime metric is fixed by ηab = eaµebµg
µν = (−+++).
II. The Lagrangian formulation of the TEGR
In [15] the Lagrangian formulation of the TEGR is presented in terms of
the tetrad field and a spin connection ωµab. Both quantities transform under
the local SO(3,1) group but are not related, not even by the field equations.
The equivalence of the teleparallel Lagrangian with the Hilbert-Einstein La-
grangian holds provided we require the vanishing of the curvature tensor ten-
sor Ra bµν(ω). In the Hamiltonian analysis we conclude that the symmetry
group must be the global SO(3), and eventually the connection is discarded.
In this paper we will establish the Lagrangian density in terms of the
tetrad field only. The symmetry group is the global SO(3,1). The Lagrangian
density is given by
L(e) = −k eΣabcTabc , (1)
where k = 1
16piG
, G is Newton’s constant, e = det(ea µ), Tabc = eb
µec
νTaµν
and
Σabc =
1
4
(T abc + T bac − T cab) +
1
2
(ηacT b − ηabT c) . (2)
Tetrads transform space-time into SO(3,1) indices and vice-versa. The trace
of the torsion tensor is given by
Tb = T
a
ab .
The tensor Σabc is defined such that
ΣabcTabc =
1
4
T abcTabc +
1
2
T abcTbac − T
aTa .
The field equations obtained from (1) read
δL
δeaµ
= eaλebµ∂ν(eΣ
bλν)− e
(
Σbν aTbνµ −
1
4
eaµTbcdΣ
bcd
)
= 0 . (3)
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It can be shown by explicit calculations[15] that these equations yield Ein-
stein’s equations:
δL
δeaµ
≡
1
2
e
{
Raµ(e)−
1
2
eaµR(e)
}
.
In order to obtain the canonical formulation we need a first order differ-
ential formulation of (1). This is easily obtanained through the introduction
of an auxiliary field quantity φabc = −φacb. The first order differential for-
mulation of the TEGR is described by the following Lagrangian density,
L(e, φ) = k eΛabc(φabc − 2Tabc) , (4)
where Λabc is defined in terms of φabc exactly as Σabc in terms of T abc:
Λabc =
1
4
(φabc + φbac − φcab) +
1
2
(ηacφb − ηabφc) . (5)
Variation of the action constructed out of (4) with respect to φabc yields
Λabc = Σabc , (6)
which, after some manipulations, can be reduced to
φabc = Tabc . (7)
The equation above may be split into two equations:
φa0k = Ta0k = ∂0eak − ∂kea0 , (8a)
φaik = Taik = ∂ieak − ∂keai . (8b)
Taking into account eq. (7), it can be shown that the second field equation,
the variation of the action integral with respect to eaµ, leads precisely to (3).
Therefore (1) and (4) exhibit the same physical content.
In section IV we will make explicit reference to null surfaces. The theory
defined by (1) or (4) describes an arbitrary gravitational field, as there is
no restriction in the form of a Lagrange multiplier fixing some particular
geometry. Without going into details we just mention that if we impose the
condition g00 = 0 in (3) the resulting equation will still have second order
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time derivatives (note that this equation has one SO(3,1) and one space-time
index).
Before closing this section let us make a remark. The theory defined by
(1) and (2) has been considered in the literature, in a different context, as
the translational gauge formulation of Einstein’s general relativity[20]. It is
argued in this approach that (1) is invariant under local SO(3,1) transforma-
tions up to a total divergence. This divergence is then discarded, from what
is concluded that (1) exhibits local gauge symmetry. We do not endorse this
point of view. A careful analysis of this divergence (the last term of eq. (12)
of [20]) shows that in general it does not vanish for arbitrary elements of the
SO(3,1) group when integrated over the whole spacelike surface. Problems
arise if the SO(3,1) group elements fall off as const. + O(1
r
) when r → ∞.
Therefore the action is not, in general, invariant under such transformations.
Surface terms play a very important role in action integrals for the gravita-
tional field, so that one cannot arbitrarily add or remove them. Moreover,
if (1) were actually invariant under the local SO(3,1) group, then the theory
would have six additional constraints, which would spoil the counting of de-
grees of freedom of the theory (see eqs. (18), (19) and (31) ahead).
III. The boundary conditions
In order to guarantee that the space-time of a localized radiating source
is asymptotically flat we adopt the conditions laid down by Bondi[1] and
Sachs[2] for the metric tensor. The conditions on the tetrads are simply ob-
tained by constructing the tetrads associated with these radiating fields and
identifying the asymptotic behaviour when r →∞. Of course there is an in-
finity of tetrads that yield the same metric tensor. However, we will consider
a typical configuration and assume the generality of our considerations. For
simplicity we will consider in detail Bondi’s metric.
Bondi’s metric is not an exact solution of Einstein’s equations. In terms
of radiation coordinates (u, r, θ, φ), where u is the retarded time and r is a
luminosity distance, Bondi’s radiating metric is written as
ds2 = −
(
V
r
e2β − U2 r2e2γ
)
du2 − 2e2βdu dr− 2U r2 e2γdu dθ
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+r2
(
e2γ dθ2 + e−2γ sin2θ dφ2
)
. (9)
The metric above is such that the surfaces for which u = constant are null
hypersurfaces. Each null radial (light) ray is labelled by particular values
of u, θ and φ. At spacelike infinity u takes the standard form u = t − r.
The four quantities appearing in (9), V, U, β and γ are functions of u, r and
θ. Thus (9) displays axial symmetry. A more general form of this metric
has been given by Sachs[2], who showed that the most general metric tensor
describing asymptotically flat gravitational waves depends on six functions
of the coordinates.
The functions in (9) satisfy the following asymptotic behaviour:
β = −
c2
4r2
+ ...
γ =
c
r
+ ...
V
r
= 1−
2M
r
−
1
r2
[
∂d
∂θ
+d cotθ−
(
∂c
∂θ
)2
−4c
(
∂c
∂θ
)
cotθ−
1
2
c2
(
1+8cot2θ
)]
+...
U =
1
r2
(
∂c
∂θ
+ 2c cotθ
)
+
1
r3
(
2d+ 3c
∂c
∂θ
cotθ + 4c2 cotθ
)
+ ... ,
where M = M(u, θ) and d = d(u, θ) are the mass aspect and the dipole
aspect, respectively, and from the function c(u, θ) we define the news function
∂c(u,θ)
∂u
.
One possible realization of this metric tensor in terms of tetrad fields is
given by
eaµ =


−eβ(V
r
)
1
2 −eβ(V
r
)−
1
2 0 0
−r U eγ cosθ cosφ eβ(V
r
)−
1
2sinθ cosφ r eγ cosθ cosφ −r e−γ sinθ sinφ
−r U eγ cosθ sinφ eβ (V
r
)−
1
2sinθ sinφ r eγ cosθ sinφ r e−γ sinθ cosφ
r U eγ sinθ eβ (V
r
)−
1
2 cosθ −r eγ sinθ 0

 .
(10)
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From the expression above we obtain the asymptotic behaviour of the
tetrad components in cartesian coordinates:
e(0)0 ∼ 1 + O(
1
r
) + ... , (11a)
e(0)k ∼ 1 + O(
1
r
) + ... , (11b)
e(i)0 ∼ O(
1
r
) + ... , (11c)
e(i)k ∼ δik +
1
2
hik(
1
r
) + ... . (11d)
These expressions establish the boundary conditions for the tetrads. As
a final comment, we remark that if we make M = d = 0 in (9), Bondi’s
metric reduces to the flat space-time metric in radiation coordinates, and so
does expression (10) for the tetrads. It can be shown that in this case all
components of the torsion tensor vanish.
IV. The 3+1 decomposition
There are several fundamental differences between the analysis of this section
and the approach of Goldberg et. al.[13, 14]. In the latter, complex valued
field variables and an orthonormal set of null vectors adapted to a null surface
are employed. In contrast, we adopt ordinary, real valued tetrads. Never-
theless, the present analysis is conceptually the same as that developed in
[13, 14]. We conclude, however, that it is unecessary to establish a 3+1
decomposition for the tetrads, as it is normally done. The Hamiltonian for-
mulation arises naturally in terms of the four dimensional tetrad field and
its inverse, as we will see.
The Hamiltonian formulation is established from the first order differen-
tial Lagrangian density (4). Space and time derivatives appear only in Tabc.
Expression (4) can be rewritten as
L(e, φ) = −4keΛa0k e˙ak +4keΛ
a0k ∂kea0 − 2keΛ
aij Taij + keΛ
abc φabc , (12)
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where the dot indicates time derivative, and
Λa0k = Λabc eb
0 ec
k ,
Λaij = Λabc eb
i ec
j .
Thus the momentum canonically conjugated to eak is given by
Πak = −4k eΛa0k , (13)
Expression (12) is then rewritten as
L = Πak e˙ak − Π
ak ∂kea0 − 2keΛ
aij Taij + keΛ
abc φabc . (14)
In order to establish the Hamiltonian formulation we need to rewrite the
expression above in terms of eak,Π
ak and further nondynamical quantities.
However this is not a trivial procedure. In [15] the 3+1 decomposition of the
theory was possible, to a large extent because of the time gauge condition
e(i)
0 = e(0) k = 0. This condition resulted in a tremendous simplification of
the analysis. It is clear that we cannot impose simultaneously the time gauge
condition and the null surface condition. Therefore the present analysis will
be totally different from that of [15].
The construction can be formally carried out in two steps. First, we
substitute the Lagrangian field equation (8b) into (14), so that half of the
auxiliary fields, φaij , are eliminated from the Lagrangian. Second, we should
be able to express the remaining auxiliary fields, φa0k, in terms of the mo-
menta Πak. This is a nontrivial step.
We need to work out the explicit form of Πak. It is given by
Πak = k e
{
g00(−gkjφa 0j − e
ajφk 0j + 2e
akφj 0j)
+g0k(g0jφa 0j+ e
ajφ0 0j) + e
a0(g0jφk 0j+ g
kjφ0 0j)−2(e
a0g0kφj 0j+ e
akg0jφ0 0j)
−g0igkjφa ij + e
ai(g0jφk ij − g
kjφ0 ij) + 2(g
0ieak − gikea0)φj ij
}
. (15)
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From now on we impose the null surface condition
g00 = 0 .
The imposition of this condition at the end of the Legendre transform would
render infinities. Denoting (..) and [..] as the symmetric and anti-symmetric
parts of field quantities, respectively, we can decompose Πak into irreducible
components:
Πak = ea iΠ
(ik) + ea iΠ
[ik] + ea 0Π
0k , (16)
where
Π(ik) = k e
{
g0k(g0jφi 0j + g
ijφ0 0j − g
0iφj 0j)
+g0i(g0jφk 0j + g
kjφ0 0j − g
0kφj 0j)− 2g
ik g0jφ0 0j + ∆
ik
}
, (17a)
∆ik = −g0m(gkjφi mj+g
ijφk mj−2g
ikφj mj)−(g
kmg0i+gimg0k)φj mj , (17b)
Π[ik] = k e
{
−gimgkjφ0 mj + (g
img0k − gkmg0i)φj mj
}
≡ k e pik , (18)
Π0k = −2k e (gkjg0iφ0 ij − g
0kg0iφj ij) ≡ k e p
k . (19)
The crucial observation of this analysis is that only Π(ik) depends on the
“velocities” φa 0j . Π
[ik] and Π0k depend solely on φa ij = T
a
ij . Therefore we
can express only six of the “velocity” fields φa 0j in terms of the momenta
Π(ik). In order to find out which components of φa 0j can be inverted we
decompose the latter identically as
φa 0j = e
ai ψij + e
ai σij + e
a0 λj , (20)
with the following definitions:
ψij = ψji =
1
2
(φi0j + φj0i) ,
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σij = −σji =
1
2
(φi0j − φj0i) ,
λj = φ00j
Substituting (20) in (17a) we find that Π(ik) depends only on ψij :
Π(ik) = k e
{
2( g0kgimg0jψmj+g
0igkmg0jψmj−g
0ig0kgmnψmn−g
ikg0mg0nψmn)
+∆ik
}
. (21)
Therefore if terms like σij and λj appear in L, other than in Π
ak e˙ak, we would
have difficulties in performing the Legendre transform, because they cannot
be transformed into any momenta (Π[ik] and Π0k do not depend on them).
Fortunately, they do not appear. Let us rewrite L given by (14) in terms of
(15) and (20), assuming from now on that φa ij = T
a
ij . It is given by
L = Πak e˙ak + ea0 ∂kΠ
ak − ∂k(ea0Π
ak)
+k e(−
1
4
gimgnjT a mnTaij −
1
2
gjnT i mnT
m
ij + g
ikT j jiT
n
nk)
−
1
2
φa0k
{
Πak+ke[g0igjkT a ij−e
ai(g0jT k ij−g
jkT 0 ij)−2(e
akg0i−ea0gki)T j ij ]
}
.
(22)
The field φa0k appears only in the last line of the expression above. The
terms that appear together with Πak in this line exactly subtract the last
line of (15). It is possible to check by explicit calculations that the last line
of (22) can be written as
−
1
2
ψik (Π
(ik) − k e∆ik) . (23)
We can then proceed and complete the Legendre transform. In the present
case the latter amounts to expressing ψik in terms of Π
(ij). The inversion can
be made and leads to
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ψik =
1
2
{
g0m(g0igjk + g0kgji)P
mj −
1
2
(g0ig0kgmn + g0mg0ngik)P
mn
}
, (24)
where
P ik =
1
ke
Π(ik) −∆ik . (25)
Substituting (23) and (24) back in (22) we finally arrive at the primary
Hamiltonian H0 = pq˙ − L:
H0 = −ea0 ∂kΠ
ak + k e (
1
4
gimgnjT a mnTaij +
1
2
gjnT i mnT
m
ij − g
ikT j jiT
n
nk )
+ ke
1
2
(g0ig0mgnk −
1
2
g0ig0kgmn)P
mnP ik . (26)
Since equations (18) and (19) constitute primary constraints, they have
to be added to H0, and so the Hamiltonian becomes
H = H0 + αik (Π
[ik] − k e pik) + βk (Π
0k − k e pk) + γ g00 + ∂k(ea0Π
ak) .
(27)
The quantities αik, βk and γ are Lagrange multipliers.
Next we note that since the momenta {Πa0} are identically vanishing, they
also constitute primary constraints, which induce the secondary constraints
Ca ≡
δH
δea0
= 0 . (28)
In the proccess of varying H with respect to ea0 we only have to consider H0,
because variation of the constraints lead to the contraints themselves:
δ
δea0
(Π[ik] − k e pik) = −
1
2
(
eai(Π0k − k e pk)− eak(Π0i − k e pi)
)
, (29)
δ
δea0
(Π0k − k e pk) = −ea0 ( Π0k − k e pk ) . (30)
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As we will see, the evaluation of the constraints Ca according to (28) re-
veals the constraint structure of the HamiltonianH0. After a long calculation
we arrive at
Ca = −∂kΠ
ak + ke ea0
{
1
4
gimgnjT b mnTbij +
1
2
gjnT i mnT
m
ij − g
ikT j jiT
n
nk
+
1
2
g0i(g0mgnk −
1
2
g0kgmn)P
mnP ik
}
− ke eai
{
g0mgnjT b ijTbmn
+g0jTm niT
n
mj + g
njT 0 mnT
m
ij − 2g
0kT j jiT
n
nk − 2g
jkT 0 ijT
n
nk
}
+ke
{
eajgij(g0mgnk −
1
2
g0kgmn)P
mnP ik
+
1
2
g0i(g0mgnk −
1
2
g0kgmn)(P
mnγaik + P ikγamn)
}
. (31)
The quantity γaik appearing in (31) is defined by
γaik = eal
{
g0j(g0kT i lj+g
0iT k lj)−2g
0ig0kT j lj+(g
kjg0i+gijg0k−2gikg0j)T 0 lj
}
.
(32)
We immediately note that Ca satisfies the relation
ea0C
a = H0 . (33)
Therefore we can write the final form of the completely constrained Hamil-
tonian:
H = ea0C
a + αik (Π
[ik]− kepik) + βk (Π
0k− kepk) + γ g00 + ∂k(ea0Π
ak) .
(34)
Although ea0 appears as a Lagrange multiplier, it is also contained both
in H0 and in C
a. However, it is possible to check that ea0 is a true Lagrange
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multiplier. By just making use of the orthogonality relations of the tetrads,
it is possible to verify that the constraints Ca satisfy the relation
ea0
δCa
δeb0
= 0 ,
from what we conclude that variation of H given by (34) with respect to ea0
yields Ca plus the constraints on the right hand side of (29) and (30).
V. Comments
In the last section we have completed the 3+1 decomposition of the La-
grangian density (4) on a null surface. In this procedure all tetrad and
metric components are four dimensional quantities. We have not established
any decomposition for these fields, basically because it was not needed. Since
the tetrads do not obey any particular gauge condition, the nondynamical
component e(0)0 cannot be identified with the usual lapse function.
The final form of the Hamiltonian, eq.(34), is written as a sum of the
constraints of the theory. One major difference between this Hamiltonian
formulation and the ADM-type formulation is that in the latter the usual
vector constraint Hi is linear in the momenta[3], whereas here both C
(i) and
C(0) are linear and quadratic in Π(ik), in general.
The next step is the determination of the constraint algebra. The alge-
bra of the ten constraints, equations (18), (19) and (31), is expected to be
quite intricate. The analysis of [13, 14] showed the existence of second class
constraints. It is likely the same complication arises here. This issue will be
investigated in the near future.
As we mentioned in the introduction, one major motivation for the present
analysis is the establishment of an expression for the gravitational energy-
momentum vector density. In the present case this expression is restricted
to configurations of the gravitational field that describe gravitational waves.
Our previous experience on this subject lead us to conclude that the covariant
gravitational energy-momentum P a is given by
P a = −
∫
V
d3x ∂kΠ
ak . (35)
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As before[16], the integral form of the constraint C(0) = 0 can be interpreted
as an energy equation of the type H − E = 0. Expression (35) allows us to
compute the energy-momentum of the gravitational radiation field for an ar-
bitrary volume of the three-dimensional space. This analysis will be carried
out in the context of the Bondi and Sachs metrics and presented in detail
elsewhere.
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