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a b s t r a c t
A nonlinear shallow water equation, which includes the famous Camassa–Holm (CH) and
Degasperis–Procesi (DP) equations as special cases, is investigated. Provided that initial
value u0 ∈ Hs (1 ≤ s ≤ 32 ), u0 ∈ L1(R) and (1 − ∂2x )u0 does not change sign, it is shown
that there exists a unique global weak solution to the equation.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Degasperis and Procesi [1] investigated the family of third-order dispersive partial differential equations
ut + c0ux + γ uxxx − α20utxx = (c1u2 + c2u2x + c3uuxx)x, (1)
where c0, c1, c2, c3, α0 and γ are real constants. In [1], the authors found that there are only three equations that
possess the asymptotic integrability condition within this family: the KdV equation, the Camassa–Holm equation and the
Degasperis–Procesi equation. For α0 = c2 = c3 = 0, Eq. (1) becomes the well-known KdV equation [2–5]. If c1 = − c3
α20
and
c2 = c32 , Eq. (1) becomes the Camassa–Holm equation
ut − uxxt + 2kux + 3uux = 2uxuxx + uuxxx, k = constant. (2)
In fact, the Camassa–Holm equation arises as amodel describing the unidirectional propagation of shallowwaterwaves over
a flat bottom [6–8]. The equationwas originally derivedmuch earlier as a bi-Hamiltonian generalization of the Korteweg–de
Vries equation (see [9]). Constantin and Lannes [10], and Johnson [7] derived models which include the Camassa–Holm
equation (2). It has been found that Eq. (2) conforms with many conservation laws (see [11,12]) and possesses smooth
solitary wave solutions if k > 0 [8,13] or peakons if k = 0 [6,14]. Eq. (2) is also regarded as a model of the geodesic flow
for the H1 right invariant metric on the Bott–Virasoro group if k > 0 and on the diffeomorphism group if k = 0 (see
[15–22]). The local well-posedness, global existence, blow-up structures and the well-posedness of global weak solutions
of (2) have been given in [23–27]. The sharpest results for the global existence and blow-up solutions are found in [28,2].
The construction of the soliton solutions for Eq. (2) was presented in [29].
For c1 = − 2c3
α20
and c2 = c3 in Eq. (1), after rescaling, shifting the dependent variable and applying a Galilean boost [30],
it becomes the Degasperis–Procesi equation of the form
ut − utxx + 4uux = 3uxuxx + uuxxx, t > 0, x ∈ R. (3)
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By constructing a Lax pair, Degasperis, et al. [30] proved the formal integrability of Eq. (3). It was shown in [30] that
Eq. (3) has a bi-Hamiltonian structure with an infinite sequence of conserved quantities and that it admits exact peakon
solutions which are analogous to the Camassa–Holm peakons. Eq. (3) can be used as a model for nonlinear shallow water
dynamics and its asymptotic accuracy is the same as that for the Camassa–Holm shallow water equation. Dullin et al. [31]
showed that the Degasperis–Procesi equation can be obtained from the shallowwater elevation equation by an appropriate
Kodama transformation. Lundmark and Szmigielski [32] developed an inverse scattering approach for computing n-peakon
solutions to Eq. (3). The traveling wave solutions of Eq. (3) were investigated in Vakhnenko and Parkes [33]. Holm and
Staley [34] studied stability of solitons and peakons numerically. Indeed, the Degasperis–Procesi equation (3) has attracted
many scientists to discover its dynamics (see [3,35–39,32,5,40,41]). For example, Lin and Liu [42] proved the stability of
peakons for the Degasperis–Procesi equation (3) under certain assumptions. Yin [40] proved the local well-posedness of
Eq. (3) with initial data u0 ∈ Hs(R), s > 32 . The precise blow-up scenario and a blow-up result were derived in [40]. The
global existence of strong solutions and global weak solutions to Eq. (3) are studied in [41]. Recently, Lenells [38] classified
all weak traveling wave solutions. Matsuno [5] studiedmultisoliton solutions and their peakon limits. Analogous to the case
of the Camassa–Holm equation (2), Henry [37] andMustafa [43] showed that smooth solutions to Eq. (3) have infinite speed
of propagation. Coclite and Karlsen [3] also obtained global existence results for entropy solutions in L1(R)

BV (R) and in
L2(R)

L4(R). Most recently, Escher and Kolev showed in [35] that the Degasperis–Procesi equation can be reformulated as
a non-metric Euler equation on the diffeomorphism group of the circle (see also [36]).
For constants γ , c1 ≠ 0, c2 ≠ 0 and c3 ≠ 0 in Eq. (1), under suitable mathematical transforms and several restrictions
on its coefficients (see [10]), Eq. (1) is turned into the form
ut − utxx + (a+ b)uux = auxuxx + buuxxx, t > 0, x ∈ R, (4)
where a and b can be chosen as arbitrary positive constants. Also we notice that Eq. (4) is a special case of the shallowwater
wave equations derived by Constantin and Lannes [10]. Lai and Wu [44] obtained the existence of the strong solution for
Eq. (4) under the sign assumption imposing on the initial value. However, Lai and Wu [44] did not investigate the global
existence of its weak solutions.
The objective of this paper is to investigate Eq. (4). Using the estimates inHq(R) space with 12 ≤ q ≤ 32 , which are derived
from the equation itself, we prove that there exists a unique global weak solution to Eq. (4) if u0 ∈ Hs

1 ≤ s ≤ 32

, u0 ∈
L1(R), and (1− ∂2x )u0 does not change sign.
The rest of this paper is organized as follows. Section 2 states the main result of this work. Several lemmas are given in
Section 3. Existence and uniqueness of global weak solution is established in Section 4.
2. Main results
Firstly, we give some notations.
The space of all infinitely differentiable functions φ(t, x) with compact support in [0,+∞) × R is denoted by C∞0 .
Lp = Lp(R) (1 ≤ p < +∞) is the space of all measurable functions h such that ‖h‖pLp =

R |h(t, x)|pdx < ∞. We define
L∞ = L∞(R) with the standard norm ‖h‖L∞ = infm(e)=0 supx∈R\e |h(t, x)|. For any real number s, we let Hs = Hs(R) denote
the Sobolev space with the norm defined by
‖h‖Hs =
∫
R
(1+ |ξ |2)s|hˆ(t, ξ)|2dξ
 1
2
<∞,
where hˆ(t, ξ) = R e−ixξh(t, x)dx.
For T > 0 and nonnegative number s, let C([0, T );Hs(R)) denote the Frechet space of all continuous Hs-valued functions
on [0, T ). We setΛ = (1− ∂2x )
1
2 .
Defining
φ(x) =

e
1
x2−1 , |x| < 1,
0, |x| ≥ 1, (5)
and letting φε(x) = ε− 14 φ

ε−
1
4 x

with 0 < ε < 14 and uε0 = φε ⋆ u0, we know that uε0 ∈ C∞ for any u0 ∈ Hs with
s > 0. Notation (1− ∂2x )u ∈ N+(R) (or equivalently (1− ∂2x )u ∈ N−(R)) means that [(1− ∂2x )u] ⋆ φε ≥ 0 (or equivalently
[(1− ∂2x )u] ⋆ φε ≤ 0) for arbitrary sufficiently small ε > 0.
In order to study the existence of weak solutions for Eq. (4), we consider its Cauchy problem in the form
ut − utxx = −∂x

a+ b
2
u2

+ auxuxx + buuxxx
= −

a+ b
2
u2

x
+ b
2
∂3x u
2 − 3b− a
2
∂x(u2x),
u(0, x) = u0(x),
(6)
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where a > 0 and b > 0 are arbitrary constants and Λ = (1 − ∂2x )
1
2 . Making use of the first equation of problem (6), we
know ∫
R
u(t, x)dx =
∫
R
u(0, x)dx = constant. (7)
Definition 1. A function u(t, x) ∈ L2([0,+∞),Hs(R)) is called a global weak solution to problem (6) if for every T >
0, u(t, x) ∈ Hs(R), ut(t, x) ∈ Hs−1(R) and all ψ(t, x) ∈ C∞0 , it holds that∫ T
0
∫
R
[
−ut + utxx − ∂x

a+ b
2
u2

+ auxuxx + buuxxx
]
ψ(t, x)dxdt = 0
with u(0, x) = u0(x).
Now we give the main result of this work.
Theorem 1. Let u0 ∈ L1(R), u0(x) ∈ Hs, 1 ≤ s ≤ 32 and (1 − ∂2x )u0 ∈ N+(R) (or equivalently (1 − ∂2x )u0 ∈ N−(R)).
Then problem (6) has a unique global weak solution u(t, x) ∈ L2([0,+∞),Hs(R)) in the sense of distribution and ux ∈
L∞([0,+∞)× R).
3. Several lemmas
Lemma 1 ([45]). If r > 0, then Hr

L∞ is an algebra. Moreover
‖uv‖Hr ≤ c (‖u‖L∞‖v‖Hr + ‖u‖Hr ‖v‖L∞) ,
where c is a constant depending only on r.
Lemma 2 ([45]). Let r > 0. If u ∈ Hr W 1,∞ and v ∈ Hr−1 L∞, then
‖[Λr , u]v‖L2 ≤ c
‖∂xu‖L∞‖Λr−1v‖L2 + ‖Λru‖L2‖v‖L∞ .
Lemma 3. For any f1 ∈ L∞, f2 ∈ Hz with z ≤ 0, it holds that
‖f1f2‖Hz ≤ c‖f1‖L∞‖f2‖Hz for any z ≤ 0. (8)
Proof. In fact, for f1 ∈ L∞, f2 ∈ Hz and an arbitrary function h ∈ H−z with z ≤ 0, we have∫
R
f1f2hdx
 ≤ ‖f1‖L∞ ∫
R
|f2h|dx ≤ ‖f ‖L∞‖f2‖Hz‖h‖H−z ,
from which we obtain
‖f1f2‖Hz ≤ c‖f1‖L∞‖f2‖Hz for any z ≤ 0. 
Lemma 4 ([44]). Let u0(x) ∈ Hs(R) with s > 32 . Then the Cauchy problem (6) has a unique solution
u(t, x) ∈ C([0, T );Hs(R))

C1([0, T );Hs−1(R)),
where T > 0 depends on ‖u0‖Hs(R).
Lemma 5 ([44]). Let u0 ∈ L1(R), u0(x) ∈ Hs, s ≥ 3 and (1−∂2x )u0 ≥ 0 (or equivalently (1−∂2x )u0 ≤ 0). Then problem (6) has
a unique solution satisfying
u(t, x) ∈ C([0,∞);Hs(R))

C1([0,∞);Hs−1(R)).
For s ≥ 2, using the first equation of problem (6) gives rise to
d
dt
[∫
R
(u2 + u2x)dx
]
+ (a− 2b)
∫
R
(ux)3dx = 0, (9)
from which we have∫
R
(u2 + u2x)dx+ (a− 2b)
∫ t
0
[∫
R
(ux)3dx
]
dτ =
∫
R
(u20 + u20x)dx. (10)
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Lemma 6. Let s ≥ 3 and the function u(t, x) be a solution of problem (6) and the initial data u0(x) ∈ Hs, it holds that
‖u‖2H1 ≤
∫
R

u2 + u2x

dx
≤
∫
R
(u20 + u20x)dx+ |a− 2b|
∫ t
0
‖ux‖L∞‖u‖2H1dτ . (11)
For q ∈ (0, s− 1], there is a constant c depending only on q such that∫
R
(Λq+1u)2dx ≤
∫
R
[(Λq+1u0)2]dx+ c
∫ t
0
‖ux‖L∞
‖u‖2Hq + ‖u‖2Hq+1 dτ . (12)
If q ∈ [0, s− 1], there is a constant c depending only on q such that
‖ut‖Hq ≤ c‖u‖Hq+1

1+ ‖u‖H1

. (13)
Proof. Using ‖u‖2H1 ≤ c

R(u
2 + u2x)dx and (10) derives (11).
We write Eq. (4) in the equivalent form
ut − utxx = −
[
a+ b
2
u2
]
x
+ b
2
∂3x u
2 − 3b− a
2
∂x(u2x). (14)
Applying ∂2x = −Λ2 + 1 and the Parseval equality gives rise to∫
R
ΛquΛq∂3x (u
2)dx = −2
∫
R
(Λq+1u)Λq+1(uux)dx+ 2
∫
R
(Λqu)Λq(uux)dx.
For q ∈ (0, s−1], applying (Λqu)Λq on both sides of Eq. (14), noting the above equality and integrating the new equation
with respect to x by parts, we obtain the equation
1
2
d
dt
[∫
R
((Λqu)2 + (Λqux)2)dx
]
= −
∫
R
(Λqu)Λq
[
a+ b
2
u2
]
x
dx− b
∫
R
(Λq+1u)Λq+1(uux)dx
+ 3b− a
2
∫
R
(Λqux)Λq(u2x)dx+ b
∫
R
(Λqu)Λq(uux)dx. (15)
We will estimate each of the terms on the right-hand side of (15). For the first and the fourth term, using integration by
parts, the Cauchy–Schwarz inequality, and Lemmas 1 and 2, we have∫
R
(Λqu)Λq(uux)dx =
∫
R
(Λqu)[Λq(uux)− uΛqux]dx+
∫
R
(Λqu)uΛquxdx
≤ c‖u‖Hq (‖ux‖L∞‖u‖Hq + ‖ux‖L∞‖u‖Hq)+ 12‖ux‖L∞‖Λ
qu‖2L2
≤ c‖u‖2Hq‖ux‖L∞ , (16)
where c only depends on q. Using the above estimate to the second term yields∫
R
(Λq+1u)Λq+1(uux)dx ≤ c‖u‖2Hq+1‖ux‖L∞ . (17)
For the third term, using Lemma 1 gives rise to∫
R
(Λqux)Λq(u2x)dx ≤ ‖Λqux‖L2‖Λqu2x‖L2
≤ c‖u‖Hq+1 (‖ux‖L∞‖ux‖Hq)
≤ c‖u‖2Hq+1‖ux‖L∞ . (18)
It follows from (15)–(18) that
1
2
∫
R

(Λqu)2 + (Λqux)2

dx− 1
2
∫
R

(Λqu0)2 + (Λqu0x)2

dx ≤ c
∫ t
0
‖ux‖L∞
‖u‖2Hq + ‖u‖2Hq+1 dτ , (19)
which results in (12). Applying operator (1− ∂2x )−1 to multiply both sides of (14) yields the equation
ut = (1− ∂2x )−1
[
−

a+ b
2
u2

x
+ b
2
∂3x u
2 − 3b− a
2
∂x(u2x)
]
. (20)
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Multiplying both sides of Eq. (20) by (Λqut)Λq for q ∈ [0, s− 1] and integrating the resultant equation by parts give rise to∫
R
(Λqut)2dx =
∫
R
(Λqut)(1− ∂2x )−1Λq
[
−

a+ b
2
u2

x
+ b
2
∂3x u
2 − 3b− a
2
∂x(u2x)
]
dx. (21)
On the right-hand side of Eq. (21), we have∫
R
(Λqut)(1− ∂2x )−1Λq∂x

−a+ b
2
u2 − 3b− a
2
u2x

dx

≤ ‖ut‖Hq
∫
R
(1+ ξ 2)q−1dξ
∫
R
[
a+ b
2
u(ξ − η)u(η)+ 3b− a
2
ux(ξ − η)ux(η)] dη2
1
2
≤ c‖ut‖Hq
∫
R
c(‖u‖2Hq‖u‖2L2 + ‖ux‖2L2‖ux‖2Hq)
1+ ξ 2 dξ
 1
2
≤ c‖ut‖Hq‖u‖H1‖u‖Hq+1 , (22)
in which we have used Lemma 1. Since∫
R
(Λqut)(1− ∂2x )−1Λq∂2x (uux)dx = −
∫
R
(Λqut)Λq(uux)dx+
∫
R
(Λqut)(1− ∂2x )−1Λq(uux)dx, (23)
by using ‖uux‖Hq ≤ c‖u2‖Hq+1 ≤ c‖u‖L∞‖u‖Hq+1 ≤ c‖u‖H1‖u‖Hq+1 , we have∫
R
(Λqut)Λq(uux)dx
 ≤ c‖ut‖Hq‖uux‖Hq
≤ c‖ut‖Hq‖u‖H1‖u‖Hq+1 (24)
and ∫
R
(Λqut)(1− ∂2x )−1Λq(uux)dx
 ≤ c‖ut‖Hq‖u‖H1‖u‖Hq+1 . (25)
Applying (22)–(25) to (21) yields the inequality
‖ut‖Hq ≤ c‖u‖Hq+1

1+ ‖u‖H1

for a constant c > 0. 
Lemma 7. For s > 0, u0 ∈ Hs, it holds that
‖uε0x‖L∞ ≤ c‖u0x‖L∞ (26)
‖uε0‖Hq ≤ c, if q ≤ s, (27)
‖uε0‖Hq ≤ cε s−q4 , if q > s, (28)
‖uε0 − u0‖Hq ≤ cε s−q4 , if q ≤ s, (29)
‖uε0 − u0‖Hs = o(1), (30)
where c is a constant independent of ε.
The proof of this lemma can be found in [44].
Lemma 8. If u0 ∈ L1(R), it has
uε0 − ∂2uε0 ≥ 0 if u0 − u0xx ∈ N+(R), (31)
uε0 − ∂2uε0 ≤ 0 if u0 − u0xx ∈ N−(R). (32)
Proof. Using uε0 = φε ⋆ u0 =

R u0(x− y)φε(y)dy yields the desired results. 
Considering the problemut − utxx = −∂x

a+ b
2
u2

+ auxuxx + buuxxx,
u(0, x) = uε0(x),
(33)
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we know that its solution u depends on the parameter ε. We write uε(t, x) to represent the solution of problem (33). Using
Lemma 4 derives that uε(t, x) ∈ C∞([0, T ),H∞(R)).
Lemma 9 ([44]). If u0 ∈ Hs, s ≥ 3, such that (1− ∂2x )u0 ≥ 0 (or (1− ∂2x )u0 ≤ 0) and K0 = 2

R |u0|dx <∞, then there exists
a constant K > 0 such that the solution of problem (6) satisfies ‖ux‖L∞ ≤ K0.
Lemma 10. If u0(x) ∈ L1(R) and (1− ∂2x )u0 ∈ N+(R) (or (1− ∂2x )u0 ∈ N−(R)), there exists a positive constant K independent
of parameter ε such that
 ∂uε(t,x)∂x L∞ ≤ K .
Proof. Noting
∞
−∞ φε(x)dx = 1, we derive that∫ ∞
−∞
|uε0(x)|dx =
∫ ∞
−∞
∫ ∞−∞ u0(x− y)φε(y)dy
 dx
≤
∫ ∞
−∞
∫ ∞
−∞
|u0(x− y)φε(y)|dxdy
≤
∫ ∞
−∞
φε(y)dy
∫ ∞
−∞
|u0(x− y)|dx
≤ ‖u0‖L1 . (34)
Using the similar arguments in proving Lemma 9 in [44] and noting (34), we know that there exists a positive constant
K = 2‖u0‖L1 such that the lemma holds. 
Using Lemmas 4 and 8–10, we have
Lemma 11. Let u0 ∈ L1(R), u0(x) ∈ Hs, 1 ≤ s ≤ 32 and (1 − ∂2x )u0 ∈ N+(R) (or equivalently (1 − ∂2x )u0 ∈ N−(R)). Then
problem (33) has a unique solution satisfying
uε(t, x) ∈ C([0,∞);H∞(R)).
4. Well-posedness for global weak solutions
For 1 ≤ s ≤ 32 , applying Lemmas 6, 7 and 11, notation uε = u in inequalities (11)–(13) and using Gronwall’s inequality,
we obtain the inequalities
‖uε‖H1 ≤ ‖uε0‖H1e|a−2b|
 t
0 ‖uεx‖L∞dτ
≤ ‖u0‖H1e|a−2b|Kt , (35)
‖uε‖Hq ≤ c‖uε0‖Hq exp
[∫ t
0
‖uεx‖L∞
]
dτ
≤ c‖u0‖HqeKt (36)
and
‖uεt‖Hr ≤ ‖uε‖Hr+1

1+ ‖uε‖H1
 ≤ c‖u0‖Hr+1e(|a−2b|+K)t , (37)
where q ∈ (0, s], r ∈ (0, s − 1] and c is independent of ε. It follows from Aubin’s compactness theorem that there is
a subsequence of {uε}, denoted by {uεn}, such that {uεn} and their temporal derivatives {uεnt} are weakly convergent to
a function u(t, x) and its derivative ut in L2([0, T ],Hs) and L2([0, T ],Hs−1), respectively, where T is an arbitrary fixed
positive number. Moreover, for any real number R1 > 0, {uεn} is convergent to the function u strongly in the space
L2([0, T ],Hq(−R1, R1)) for q ∈ [0, s) and {uεnt} converges to ut strongly in the space L2([0, T ],Hr(−R1, R1)) for r ∈ [0, s−1].
The proof of existence for global weak solution. From Lemma 10, we know that {uεnx} (εn → 0) is bounded in the space
L∞. Thus, the sequences {uεn}, {uεnx} and {u2εnx} are weakly convergent to u, ux and u2x in L2([0, T ],Hr(−R1, R1)) for any
r ∈ [0, s− 1), separately. Hence, u satisfies the equation
−
∫ T
0
∫
R
u(gt − gxxt)dxdt =
∫ T
0
∫
R
[
a+ b
2
u2 + 3b− a
2
u2x

gx − b2u
2gxxx
]
dxdt (38)
with u(0, x) = u0(x) and g ∈ C∞0 . Since X = L1([0, T ] × R) is a separable Banach space and {uεnx} is a bounded sequence in
the dual space X∗ = L∞([0, T ]×R) of X , there exists a subsequence of {uεnx}, still denoted by {uεnx}, weakly star convergent
to a function v in L∞([0, T ]×R). As {uεnx}weakly converges to ux in L2([0, T ]×R), it results that ux = v almost everywhere.
Thus, we obtain ux ∈ L∞([0, T ]×R). Since T > 0 is an arbitrary number, we complete the global existence of weak solutions
to problem (6).
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The proof of uniqueness
Suppose that there exist two global weak solutions u(t, x) and v(t, x) to problem (6) with the same initial value
u(0, x) ∈ Hs(R), 1 ≤ s ≤ 32 , lettingw = u− v, we havewt = (1− ∂2x )−1
[
−a+ b
2
[w(u+ v)]x + b2∂
3
x [w(u+ v)] −
3b− a
2
∂x[wx(ux + vx)]
]
,
w(0, x) = 0.
(39)
Multiplying both sides of Eq. (39) byw, we get
1
2
d
dt
∫
R
w2dx ≤
a+ b2 + b2
∫
R
wΛ−2[w(u+ v)]xdx

+
b2
∫
R
w[w(u+ v)]xdx
+ 3b− a2
∫
R
wΛ−2[wx(ux + vx)]xdx

= I1 + I2 + I3 (40)
For I1, it has
I1 ≤ c
∫
R
wΛ−2[w(u+ v)]xdx
 ≤ c‖w‖L2‖Λ−2[w(u+ v)]x‖L2
≤ c‖w‖L2
∫
R
[∫
R
(1+ ξ 2)−12 w(ξ − η)(u+ v)(η)dη]2 dξ 12
≤ c‖w‖L2
∫
R

R |w(ξ − η)(u+ v)(η)|dη2
(1+ ξ 2) dξ

1
2
≤ c‖w‖L2(‖u+ v‖L2‖w‖L2)
≤ c‖u+ v‖H1‖w‖2L2
≤ c‖w‖2L2‖u0‖H1ecKt
≤ c‖w‖2L2 , (41)
where c depends on T , K and u0.
For I2, using Lemma 3, we have
I2 =
b2
∫
R
w[wx(u+ v)+ w(u+ v)x]dx

=
b2
∫
R

1
2
w2

x
(u+ v)dx+ ‖w‖2L2‖(u+ v)x‖L∞

≤
b2
∫
R

−1
2
w2

(u+ v)xdx+ ‖w‖2L2‖(u+ v)x‖L∞

≤ c‖w‖2L2‖(u+ v)x‖L∞
≤ c‖w‖2L2 . (42)
For I3, using Lemma 3, we have
I3 ≤ c‖w‖L2‖wx(ux + vx)‖H−1
≤ c‖w‖L2‖wx‖H−1‖ux + vx‖L∞
≤ c‖w‖L2‖w‖L2‖ux + vx‖L∞
≤ c‖w‖2L2 . (43)
Using (40)–(43), we get
1
2
d
dt
∫
R
w2dx ≤ c‖w‖2L2‖u0‖Hs , (44)
where c depends on T , K and u0. Applying w(0) = 0 results in ‖w‖2L2 = 0, from which we obtain u = v in the sense of
distribution.
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