Abstract. Let f be a transcendental meromorphic function and denote by J(f ) the Julia set and by I(f ) the escaping set. We show that if f has a direct singularity over infinity, then I(f ) has an unbounded component and I(f ) ∩ J(f ) contains continua. Moreover, under this hypothesis I(f ) ∩ J(f ) has an unbounded component if and only if f has no Baker wandering domain. If f has a logarithmic singularity over infinity, then the upper box dimension of I(f ) ∩ J(f ) is 2 and the Hausdorff dimension of J(f ) is strictly greater than 1. The above theorems are deduced from more general results concerning functions which have "direct or logarithmic tracts", but which need not be meromorphic in the plane. These results are obtained by using a generalization of Wiman-Valiron theory. This method is also applied to complex differential equations.
Introduction
For a function f meromorphic in the plane the Fatou set F (f ) is defined as the set where the iterates f n of f are defined and form a normal family, and the Julia set J(f ) is its complement. The escaping set I(f ) is defined as the set of all z ∈ C for which (f n (z)) is defined and f n (z) → ∞ as n → ∞.
While the main objects studied in complex dynamics are the Fatou and Julia sets, the escaping set also plays a major role in the iteration theory of entire functions, beginning with a paper by Eremenko [12] who proved that if f is an entire transcendental function, then I(f ) = ∅, ∂I(f ) = J(f ), I(f ) ∩ J(f ) = ∅ and I(f ) has no bounded components. Eremenko conjectured that in fact all components of I(f ) are unbounded. While this conjecture is still open, it is known that I(f ) has at least one unbounded component [36] . A detailed study of the escaping set of an exponential function was given by Schleicher and Zimmer [43] . In particular, they confirmed Eremenko's conjecture for such functions. Since then the conjecture has also been proved for certain more general classes of entire functions by Barański [2] , Rempe [30] and Rottenfußer, Rückert, Rempe and Schleicher [41] . Actually it was shown in [2, 41, 43] thatin the classes of functions considered -every point in I(f ) can be connected to infinity by a curve in I(f ). However, in [41] , an example of an entire function was given for which this is not true, even though, by the results in [30] , Eremenko's conjecture is satisfied for this function. This disproves a stronger form of Eremenko's conjecture. Among further results related to the escaping set of an entire function we mention [23, 26, 32, 42] .
For a meromorphic function f the set I(f ) was first considered by Domínguez [10] . She proved that again I(f ) = ∅, ∂I(f ) = J(f ) and I(f ) ∩ J(f ) = ∅. On the other hand, in this situation I(f ) need not have unbounded components. For example, for f (z) = 1 2 tan z we have I(f ) = J(f ), and this set is totally disconnected.
In general it can be said that the set I(f ) is much less useful for meromorphic functions with infinitely many poles than for entire functions. For example, in many of the recent studies (e.g., [35, 36] ) of the set I(f ) for entire f it turned out to be useful to consider the rate of escape to infinity for points in I(f ). For functions with infinitely many poles such escape rates are of limited use, since a point can escape to infinity arbitrarily fast by "jumping from pole to pole". However, some of the results about entire functions have been carried over to meromorphic functions with finitely many poles [10, 35, 38, 39] .
Here we single out a large class of meromorphic functions which may have infinitely many poles, but which still have dynamical properties similar to entire functions. More specifically, we consider meromorphic functions which have a direct singularity over infinity. (The definition of a direct singularity will be given at the beginning of Section 2.) Theorem 1.1. Let f be a meromorphic function with a direct singularity over infinity. Then I(f ) has an unbounded component. In general, I(f ) ∩ J(f ) need not have unbounded components, but the case where this does not happen can be characterized. Recall that if f is a transcendental meromorphic function and if U is a component of F (f ), then there exists, for each n ∈ N, a component of F (f ), which we call U n , such that f n (U ) ⊂ U n . If U m = U n whenever m = n, then U is called a wandering domain. We use the name Baker wandering domain to denote a wandering domain U of F (f ) such that, for n large enough, U n is a bounded multiply connected component of F (f ) which surrounds 0, and U n → ∞ as n → ∞. The first example of such a wandering domain was given by Baker [1] .
Theorem 1.3. Let f be a meromorphic function with a direct singularity over infinity. Then I(f ) ∩ J(f ) has an unbounded component if and only if f has no Baker wandering domain.
The proofs of the above results for entire functions (and also the proof that I(f ) = ∅ for entire f ) use Wiman-Valiron theory or the maximum principle and thus do not carry over to meromorphic functions with poles. Our main tools are results whose statements are similar to those of Wiman-Valiron theory [18] , or of Macintyre's theory of flat regions [25] . We will develop these results in Section 2, but the methods are quite different from those of Wiman, Valiron and Macintyre.
An important special class of meromorphic functions is the Eremenko-Lyubich class B consisting of those functions for which there exists R > 0 such that the inverse function of f has no singularity over {z ∈ C : |z| > R}. The main tool used to study this class of functions is the logarithmic change of variable, introduced to the subject by Eremenko and Lyubich [14] . In particular, they proved that if a transcendental entire function f belongs to the class B, then I(f ) ⊂ J(f ).
Entire functions in the class B have a logarithmic singularity over infinity. Many results proved about the class B hold more generally for functions with a logarithmic singularity over infinity, with proofs carrying over to this more general setting without change. This observation is not new. For example, the results in [32, 41] are already stated for functions with a logarithmic singularity over infinity, and not just for entire functions in class B.
However, there are some results for class B where the generalization from "entire in class B" to "meromorphic with a logarithmic singularity" is not so obvious. In particular, this applies to the following result, where the proof for entire functions used Wiman-Valiron theory. The paper is organized as follows. In Section 2 we recall the classification of singularities of the inverse function and state the results of Wiman-Valiron type which will be used when dealing with direct singularities over infinity. The proof of these results will be deferred until Sections 9-12. In Section 3 we discuss iteration within a "tract" associated to the direct singularity over infinity and prove two results about fast escaping points whose orbits lie eventually in the tract (Theorems 3.2 and 3.3) from which Theorem 1.1 immediately follows. While the results of Section 3 only require that the function is defined in a "tract", the following two sections are devoted to functions meromorphic in the plane. In particular, Theorems 1.2 and 1.3 will be corollaries to two results (Theorems 5.1 and 5.3) proved in Section 5. In Section 6 we consider functions with a logarithmic tract and prove results from which Theorems 1.4 and 1.5 follow. In Section 7 we discuss results of Teichmüller and Selberg which show that, under suitable additional hypotheses, a meromorphic function has a logarithmic or direct singularity if it has few poles in the sense of Nevanlinna theory. Some examples will be discussed in Section 8.
Finally we note that the results of Section 2 may be applied not only in complex dynamics, but also to complex differential equations. One such application will be given in Section 13.
Remark. After completion of the paper, Alex Eremenko kindly informed us that the idea of using Wiman-Valiron theory for meromorphic functions with direct tracts appears already in his paper [11] dealing with differential equations of Briot-Bouquet type. This paper contains a statement equivalent to our Theorem 2.2, but according to A. Eremenko his proof of this statement contains a gap. Our Theorem 2.2 fills this gap. Acknowledgement 1. We thank Alex Eremenko, Katsuya Ishizaki, Jim Langley, Lasse Rempe and the referee for very valuable comments.
Direct and logarithmic tracts
We denote the open disc of radius r around a point a ∈ C by D(a, r) and the closed disc by D(a, r). The open disc of radius r around a point a ∈ C = C ∪ {∞} with respect to the spherical metric is denoted by D χ (a, r).
We recall the classification of singularities of the inverse function of a meromorphic function due to Iversen [21] ; see [28, p. 289] . Let f be meromorphic in the plane and let a ∈ C. For r > 0 let U r be a component of the preimage f −1 (D χ (a, r)), chosen in such a way that r 1 < r 2 implies U r 1 ⊂ U r 2 . Then there are two possibilities:
(a) r>0 U r = {z} for some z ∈ C, or (b) r>0 U r = ∅. In case (a) we have a = f (z). If a ∈ C and f ′ (z) = 0 or if a = ∞ and z is a simple pole of f , then z is called an ordinary point. If a ∈ C and f ′ (z) = 0 or if a = ∞ and z is a multiple pole of f , then z is called a critical point and a is called a critical value. We also say f −1 has an algebraic singularity over a.
In case (b) we say that our choice r → U r defines a transcendental singularity of f −1 over a. A transcendental singularity over a is called direct if for some r > 0 we have f (z) = a for z ∈ U r . Otherwise it is called indirect. A direct singularity is called logarithmic if the restriction f : U r → D χ (a, r)\{a} is a universal covering for some r > 0.
Note that in case (b) there exists a curve γ tending to ∞ such that f (z) tends to a as z tends to infinity along γ. A value a for which such a curve exists is called an asymptotic value. In turn, if a is an asymptotic value and γ is the corresponding curve, then by choosing U r as the component of f −1 (D χ (a, r)) which contains the "tail" of this curve we obtain a transcendental singularity over a. Thus we see that f has a transcendental singularity over a if and only if a is an asymptotic value.
We note that over a point a there can be several singularities, of the same or of different types, and there may also be ordinary points over a. For example, the function f (z) = Γ(z) exp(z 2 ) has two transcendental singularities over ∞, with corresponding asymptotic paths being the positive and negative real axes. The singularity corresponding to the positive real axis is direct while the one corresponding to the negative real axis is indirect.
The domains U r appearing in the definition of a direct or logarithmic singularity are called tracts. In some of our results we will work only with the restriction of f to a tract, and it will be irrelevant how f behaves outside the tract. This motivates the following definition. Note that if f is meromorphic in the plane with a direct singularity over ∞, then f has a direct tract. In particular, every transcendental entire function has a direct tract. Similarly, if f has a logarithmic singularity over ∞, then f has a logarithmic tract.
We remark that the Denjoy-Carleman-Ahlfors Theorem [28, Section XI.4] says that a meromorphic function of finite order ρ can have at most max{1, 2ρ} direct singularities, and thus at most max{1, 2ρ} direct tracts, for each fixed value of R. In particular, a meromorphic function of order less than 1 can have at most one direct tract. Also, this holds if f is meromorphic and there is a sequence of Jordan curves γ n surrounding the origin and tending to ∞ on which f tends to ∞. In particular, this is the case for a meromorphic function with a Baker wandering domain.
For a nonconstant subharmonic function v :
is increasing, convex in log r and tends to ∞ as r tends to ∞; see [20, Chapter 2] . Hence
exists except perhaps for a countable set of r-values, and a(r, v) is nondecreasing. Note that if f, D, R are as in the above definition, then the function v : This result is due to Fuchs [16] . He proved only (2.4), but (2.5) follows from (2.4) since
for r > r 0 > 0 by (2.2). We include a proof of Theorem 2.1 in Section 9 for completeness and because we use the techniques in the proof later in the paper. We mention that a(r, v) cannot only be estimated in terms of B(r, v) from below as in (2.6), but also from above; see Lemma 6.10.
Our main tool to study functions with a direct tract is the following result, which is the main result in the paper. Here we say that a set F ⊂ [1, ∞) has finite logarithmic measure if 
We note that it follows from (2.
as r → ∞, r / ∈ F . We will need (2.10) in Section 6 and Section 13. Since a(r, v) → ∞ as r → ∞ by Theorem 2.1, since e h − 1 ∼ h as h → 0 and since τ > 1 2 is arbitrary, we see that conclusion (2.8) in Theorem 2.2 can be replaced by
again as r → ∞, r / ∈ F . The asymptotic relations (2.8), (2.10) and (2.11) are very similar to the main results of Wiman-Valiron theory (see, e.g., [18] ), except that the central index is replaced by a(r, v). However, our results do not even require f to be defined outside of the closure of the tract D whereas the Wiman-Valiron method requires that f is entire, since it is based on the Taylor series expansion. It follows from the example in [18, pp. 345 -346] that we cannot take τ = It is not difficult to see that z r f ′ (z r )/f (z r ) lies between the left and right derivative of B(r, v) with respect to log r and thus
if a(r, v) exists. (Actually, by a result of Blumenthal (see [49, Section II.3] ), the set of r-values where a(r, v) does not exist is discrete if v = log |f | for some entire function f , and Blumenthal's result extends to the case where v is as in Theorem 2.2.) With the above expression for a(r, v) the relation (2.11) was proved by Macintyre [25] for entire functions. While it is possible to relax the assumption that f is entire, it seems essential for his method that a certain disc around z r is in the domain of definition of f . The key conclusion of Theorem 2.2 therefore is that D(z r , r/a(r, v) τ ) ⊂ D and most of the proof of Theorem 2.2 is devoted to this fact. As in Wiman-Valiron theory, an important consequence of (2.8) or (2.11) is the following result, which can be deduced from them for example by Rouché's theorem. 
.
More precisely, log f is univalent in D(z r , αr/a(r, v)) and for γ > π the constant α can be chosen such that if r / ∈ F is sufficiently large, then log f (D(z r , αr/a(r, v))) contains the rectangle
where the branches of log and arg are chosen such that Im(log f (z r )) = arg f (z r ).
Theorem 2.3 is sufficient for our purposes, but we note that this statement can be strengthened by working with the disc D(z r , r/a(r, v) τ ), for 1 2 < τ < 1.
Iteration in a tract
Wiman-Valiron theory was the main tool in Eremenko's proof [12] that I(f ) = ∅ if f is a transcendental entire function. Using Theorem 2.3 instead of the Wiman-Valiron method in his argument, we obtain the following result.
We emphasize that we are not assuming here that f is defined in the whole plane, but only that the domain of definition of f contains D. However, the result appears to be new even for entire f . Neither Eremenko's argument based on the Wiman-Valiron method nor Domínguez's argument [10] based on the maximum modulus and a theorem of Bohr seem to give, for entire f , the existence of a point z 0 ∈ I(f ) such that f n (z 0 ) is in the same direct tract for all n. The conclusion of Theorem 3.1 is known, however, if D is a logarithmic tract [31] .
Proof of Theorem 3.1. We adapt the argument of Eremenko. Let F be the exceptional set arising in Theorems 2.2 and 2.3, with β = 4 in Theorem 2.3, and α chosen accordingly. For large r we have 1 2 |f (z r )|, 2|f (z r )| \ F = ∅ and |f (z r )| > 4r, by (2.4). Choosing r 0 / ∈ F large we can thus inductively define an increasing sequence (r n ) satisfying
Using (2.9) we see that the chosen point z 0 actually satisfies
for all n ∈ N}. In contrast to similar definitions in [6, 36] , the set A(f, D, ρ) depends on ρ. Note that
The following result, proved below, strengthens Theorem 3.1.
While the results in [6, 36] yield that for an entire function f there exists z 0 ∈ C satisfying |f n (z 0 )| ≥ M n (ρ, f ), where M (r, f ) = max |z|=r |f (z)|, with the exponent n indicating iteration with respect to the first variable, the result that z 0 can be chosen such that f n (z 0 ) is in the same direct tract of f for every n ∈ N is again new even for entire f . Proof of Theorem 3.2. We follow the proof of Lemma 2 in [6] . Fix ρ > ρ 0 . Since log M D (r) = B(r, v) is convex in log r we deduce from (2.4) that
for large r, say r ≥ r 0 > ρ. By Eremenko's argument there exists z 0 ∈ D satisfying (3.1) such that f n (z 0 ) ∈ D for all n ∈ N. We may assume that
for all n ∈ N and that
because otherwise we can replace z 0 by f k (z 0 ) for a sufficiently large k. We shall prove by induction that
Because of (3.4) and since r 0 ≥ ρ we see that (3.5) holds for n = 0. Suppose it holds for some n ≥ 0. Combining this with (3.2) and (3.3) we deduce that
, and thus (3.5) also holds with n replaced by n + 1. Of course, it follows from (3.5) that z 0 ∈ A(f, D, ρ).
Proof of Theorem 3.3. Let z 0 ∈ A(f, D, ρ). We follow the argument in [36] and denote by L n the component of
is a closed connected subset of C containing z 0 and ∞. It follows from the construction that we also have K \ {∞} ⊂ A(f, D, ρ). The component of A(f, D, ρ) containing z 0 thus also contains a component of K \ {∞}, and hence it is unbounded; see [29, p. 84] .
Remark. The arguments of this section can be used to show that if a function f has N tracts
Moreover, the set of all z with this property has an unbounded component.
If f has infinitely many tracts D 1 , D 2 , . . ., then not every sequence (s k ) in N is admissible. This occurs, for example, with the function f (z) = exp(exp z). Noting that the tracts of exp(exp z) are contained in half-strips {z ∈ C : Re z > 0, (2j − 1)π < Im z < (2j + 1)π} with j ∈ Z, we see that the question of when a sequence (s k ) is admissible is closely connected to the concept of an allowable itinerary considered in [8, Section 3] and [9] and many other papers on exponential dynamics.
Meromorphic functions with a direct tract
Let f be a transcendental function meromorphic in the plane which has a direct tract D, and let ρ > ρ 0 be as in the previous section. We define
is a variation of the set of fast escaping points of an entire function:
where R is so large that
It is known [6, 36] 
Note that for a given tract D, the set A(f, D) may not be a subset of A(f ); see Remark 2 at the end of this section. Using arguments as in [6, 36] one can show that the set A(f, D) does not depend on the choice of ρ, as long as ρ > ρ 0 . This justifies the notation where ρ is suppressed. It follows from Theorem 3.3 and arguments given in [36] that if f is entire, then all components of A(f, D) are unbounded.
In this section and the next we prove a number of properties of A(f, D) which are analogous to known properties of A(f ), when f is entire, and also to similar properties of meromorphic functions with a finite number of poles; see [6, 12, 36, 38] . Many proofs in these two sections are modifications of proofs in [38] and we do not always give full details.
We also define
and we recall from [5, Lemma 7] that any periodic Fatou component of f does not meet Z(f ). 
Theorem 4.1. Let f be a transcendental meromorphic function with a direct tract D. Then the following properties hold:
Proof. To prove part (a), let U be a component of F (f ) which meets A(f, D). By the complete invariance of A(f, D) we can assume that U meets A(f, D, ρ), for some ρ > 0, at a point z 0 say. Let ∆ 0 be a closed disc in U with centre z 0 . Then
By [35, Theorem 3(a)]
, for example, there exists C > 0 such that for all z ∈ ∆ 0 , and n = 0, 1, . . ., we have |f
we deduce that, for all z ∈ ∆ 0 and all sufficiently large n, 
We only indicate very briefly how such a function can be constructed. Let θ j : (1, ∞) → (0, 1 2 π) be continuous for j = 1, 2 and let Ω 1 = {re iϕ : r > 1, |ϕ| < θ 1 (r)} and Ω 2 = {re iϕ : r > 1, |ϕ − π| < θ 2 (r)}. There are several techniques for constructing an entire function f which has two tracts D 1 and D 2 which are "close" to Ω 1 and Ω 2 , provided the functions θ 1 and θ 2 are sufficiently "nice". One such technique is the Kjellberg-Kennedy-Katifi approximation method described in [19, Section 10.5], another one is via Cauchy integrals (see [15, Section VI.4] or [46] ). One also has control over the growth of f in the tracts by choosing the sizes of θ j (r) as r varies. In particular, one can arrange that M D 1 (r) is much bigger than M D 2 (r) in certain intervals and much smaller than M D 2 (r) in other intervals. In this way it is possible to construct f such that M n
Meromorphic functions and Baker wandering domains
In this section we prove some results about Baker wandering domains which, in particular, contain Theorems 1.2 and 1.3 as special cases. Recall that if U is a component of F (f ), then U n denotes the component of F (f ) such that f n (U ) ⊂ U n , and that a Baker wandering domain is a component U of F (f ) such that, for n large enough, U n is a bounded multiply connected component of F (f ) which surrounds 0, and U n → ∞ as n → ∞. We use the notation U to denote the union of a set U and its bounded complementary components. If U = U , then we say that U is full. Thus if f has a direct tract D and a Baker wandering domain, then A(f, D) has a single unbounded component which must meet both F (f ) and J(f ). We remark that there exist entire functions for which A(f, D) and I(f ) are connected, and I(f ) ⊂ J(f ); see [40] .
Next we give a sufficient condition for Baker wandering domains to exist. 
Remark. In particular, it follows from Theorem 5.3 that J(f ) has an unbounded component, and it is this statement which will be proved first.
To prove these results we use the concept of an outer sequence. Starting from a full open set G 0 (not necessarily connected), we carry out the following process. First, form B 0 = G 0 ∩ D, then take the image under f and finally fill in any bounded complementary components to obtain the full open set G 1 = f (B 0 ). Then we repeat this process to obtain a sequence (G n ) of full open sets, so long as this is possible. The following lemma shows that if G 0 is a large enough Jordan domain, then (G n ) is a sequence of Jordan domains whose boundaries tend to ∞. If G 0 satisfies the hypotheses of Lemma 5.1, then we say that the sets E n = C \ G n form an outer sequence for (f, D). (a) For n = 0, 1, . . . , the Jordan curve γ n = ∂G n surrounds {z ∈ C : |z| = r n }, where
Proof. Let R, v, z r and F be as in Theorem 2.3, with β = 4 and the corresponding value of α. Then choose r 0 > 0 such that D ∩ {z ∈ C : |z| = r 0 /4} = ∅,
each interval of the form (r, 2r), r ≥ r 0 /4, contains a point outside F, which is possible since F has finite logarithmic measure,
which is possible since a(r, v) → ∞ as r → ∞, 
Clearly f (B 0 ) is bounded and there are no components of f (B 0 ) which lie entirely outside the above annulus, since any such component would have to meet the circle {z ∈ C : |z| = R}.
Recall that, for n = 0, 1, . . . , the set E n denotes the complement of
We can now carry out this process with γ 1 and r 1 in place of γ 0 and r 0 , and continue repeatedly to produce the required sequences (G n ), (γ n ), (r n ) and (E n ) which satisfy parts (a)-(c).
Remark. The sequences (G n ), (γ n ) and (E n ) defined in Lemma 5.1 are related to sequences of sets introduced in [36] and [38] . For a transcendental entire function f the set
where ∆ is an open disc that meets J(f ), was defined in [36] and proved equal to the set A(f ) defined earlier. The above sequence (G n ) is a modification of the sequence f n (∆) . The definition of B(f ) was extended to transcendental meromorphic functions with a finite number of poles in [38] using the concept of an outer sequence.
Outer sequences give us an alternative way to prove that points are in A(f, D). A(f, D) , we can renumber U n so that where r 0 satisfies the hypotheses of Lemma 5.1. In particular, for n = 0, 1, . . ., we have U n ∩D = ∅, by Lemma 5.1, and |f (z)| > r 0 > R, for z ∈ U n , so U n ⊂ D.
Then take a Jordan curve γ 0 in U 0 surrounding 0 and define γ n , G n and E n as in Lemma 5.1 and B n = G n ∩ D. Clearly γ n ⊂ U n , for n = 0, 1, . . .. We now show that
To prove this we show that, for n ≥ 0, the curve γ n+1 lies outside γ n . If this is false, then γ n+1 lies inside γ n and hence G n+1 ⊂ G n . But then
By induction, G m ⊂ G n , for m > n, which contradicts Lemma 5.1(a).
Thus The proof of Theorem 5.3 is longer. We begin by showing that J(f ) has at least one unbounded component. First recall from [38, Section 6] some general properties of the family J of components J of J(f ). For J ∈ J , we again use the notation J to denote the union of J and its bounded complementary components, and we associate to each J ∈ J the set
Note that ∂Ω J is a subset of J(f ) since if z ∈ ∂Ω J , then each open neighbourhood of z must meet some component of J(f ). Also, each Ω J is connected. The following lemma shows that each set Ω J is full. Lemma 5.3 was proved in [38, Lemma 6 and its proof] under the assumption that f has a finite number of poles, but it was remarked there that it is essentially a topological result about a closed set in C.
Next we show that, with f and D as above, the sets Ω J cannot all be bounded. Proof. Suppose that all Ω J , J ∈ J , are bounded. Then all Ω J , J ∈ J , are compact and full by Lemma 5.3(a). Also note that any two Ω J are either disjoint or identical. We consider the set
Then it is a topological result (see [38, proof of Lemma 7] ) that U is nonempty, open and connected. Now U is evidently an unbounded subset of F (f ). Moreover U must be a component of F (f ), indeed the only unbounded component of F (f ) because any unbounded connected set must meet U . If D is a tract of f and v is the corresponding subharmonic function defined in (2.3), then v and hence f has asymptotic value ∞ by Iversen's theorem for subharmonic functions [20, Theorem 4.17] . Therefore U must be invariant under f , since f (U ) cannot be bounded. But we also know that U ∩ A(f, D) = ∅, by Theorem 3.3, so we obtain a contradiction to Theorem 4.2(a).
Next we relate Lemma 5.3 to the existence of Baker wandering domains.
Lemma 5.5. Let f be a transcendental meromorphic function with a direct tract. Then f has a Baker wandering domain if and only if Lemma 5.3(b)(ii) holds with
Proof. It is clear that if f has a Baker wandering domain, then C is the union of bounded sets of the form J n , n = 0, 1, . . . , where
Suppose, on the other hand, that, for some J ∈ J , the set Ω J = C is the union of bounded sets of the form J n , n = 1, 2, . . . , such that (5.6) holds.
Choose N so large that {z ∈ C : |z| = r 0 } ⊂ J N , where r 0 satisfies the hypotheses of Lemma 5.1. Then E = J(f ) ∪ {∞} is a closed subset ofĈ having J N and J N +1 amongst its components. Thus there is a simple polygon γ 0 separating J N and J N +1 , and lying in F (f ). Since γ 0 surrounds {z ∈ C : |z| = r 0 }, we deduce from Theorem 5.2 that the component U of F (f ) which contains γ 0 is a Baker wandering domain, as required.
It follows from Lemmas 5.3, 5.4 and 5.5 that if f and D are as above and f has no Baker wandering domains, then for some J ∈ J the set Ω J is unbounded and either Ω J = J ′ , for some J ′ ∈ J , or Ω J is a union of bounded sets of the form J n , J n ∈ J , and Ω J = C. In the former case, J(f ) certainly has an unbounded component, namely J ′ . In the latter case, Ω J is unbounded, open, connected and full. As in [38, page 240], we then deduce that the boundary of any complementary component of Ω J is an unbounded subset of J(f ), as required. Thus in either case J(f ) has an unbounded component.
To complete the proof of Theorem 5.3, we need another topological lemma.
Lemma 5.6. Let f be a transcendental meromorphic function with a direct tract D and suppose that (E n ) n≥0 is an outer sequence for (f, D), given by Lemma 5.1, with corresponding Jordan curves γ n . For n ≥ 1, let K n be a closed subset of J(f ) ∩ E n which meets γ n and whose components are unbounded. Then Proof. First,
by the complete invariance of J(f ), the continuity of f , and the fact that f −1 (E n ) ∩ ∂D = ∅. Also K n−1 meets γ n−1 ∩ D, by Lemma 5.1(b). Now let C be a component of K n−1 . Then f (C) is connected, so it is a subset of a component Γ of K n . The component of f −1 (Γ) which contains C is itself contained in K n−1 , by Lemma 5.1(c), so we deduce that C is a component of f −1 (Γ) which lies in E n−1 ∩ D. Because Γ is unbounded by hypothesis and f is holomorphic in D, the set C is unbounded. This completes the proof of Lemma 5.6.
To prove that A(f, D) ∩ J(f ) has at least one unbounded component, we apply Lemma 5.6 repeatedly. First we may assume that the outer sequence (E n ) is chosen in such a way that each γ n , n = 0, 1, . . . , meets an unbounded component of J(f ). Then, for n = 0, 1, . . . , let K 0 n denote the union of all the unbounded components of J(f ) ∩ E n . The set K 0 n is nonempty and meets γ n , and we can show that K 0 n is a closed set as in [38, proof of Lemma 9].
We deduce, by Lemma 5.6, that
which meets γ n−1 and whose components are unbounded. Applying Lemma 5.6 repeatedly in this way we obtain, for k = 0, 1, . . . , n, a closed subset K k n−k of J(f ) ∩ E n−k ∩ D, which meets γ n−k and whose components are unbounded. Clearly
is a nested sequence of continua inĈ, each meeting γ 0 and including ∞, whose intersection, K say, must be a continuum inĈ meeting γ 0 and including ∞. Thus any component Γ of
, so the proof of Theorem 5.3 is complete.
Functions with a logarithmic tract
Let f be a function with a direct tract D. We consider the set
for all n ∈ N}, whose definition does not require that f is defined outside of D. As with the set A(f, D) that we considered earlier, the set A ′ (f, D) does not depend on ρ, as long as ρ is chosen to be sufficiently large. The reason that we considered the set A(f, D) earlier (rather than the set A ′ (f, D)) was that, for an entire function, all the components of A(f, D) are unbounded whereas the set A ′ (f, D) may have bounded components; we give an example of such a function at the end of this section. In the current situation, however, the function f may not be defined outside of D and so it makes sense to consider the set A ′ (f, D). Note that, for a meromorphic function f with a direct tract D and for ρ large enough, we have
The main results of this section give estimates on the size of the set A ′ (f, D) when D is a logarithmic tract of f . We also note that the following result can be deduced from Lemma 6.4 below as in the proof of [34, Theorem A].
Theorem 6.3. Let f be a transcendental meromorphic function with a logarithmic tract D.
It follows from Theorem 6.1, Theorem 6.3 and (6.1) that if f is a transcendental meromorphic function with a logarithmic tract then the upper box dimension of I(f ) ∩ J(f ) (and so that of J(f )) is equal to 2. Hence, by [37, Theorem 1.2], the packing dimension of J(f ) is also equal to 2. This proves Theorem 1.4. On the other hand, Theorem 1.5 follows from Theorem 6.2, Theorem 6.3 and the fact that J(f ) is closed.
While our proof of Theorem 1.5 is based on the set of escaping points, Baranski, Karpinska and Zdunik [3] have recently shown that the set of points in the Julia set whose orbit is bounded and contained in a logarithmic tract also has Hausdorff dimension greater than 1, thereby giving an alternative proof of Theorem 1.5.
We now state a number of properties of functions with a logarithmic tract. Most of these results can be proved in a similar way to the analogous results for transcendental meromorphic functions in the class B. We then explain how Theorem 6.1 and Theorem 6.2 can be proved by making small changes to the proofs for meromorphic functions with finitely many poles in the class B.
First we note the following result. 
The next result can be proved in a similar way to the analogous result for meromorphic functions in the class B by using Lemma 6.1; see [33, Lemma 2.2], for example.
By repeatedly applying Lemma 6.3, we obtain the following.
Lemma 6.4. Let D be a logarithmic tract of f and let
Using Koebe's distortion theorem together with Lemma 6.3, the following result can be proved in the same way as the analogous result for entire functions in the class B; see [45, Lemma 2.6] .
) and satisfies, for each 0 ≤ k < n:
(1) for each K ≥ 4,
The next lemma gives information on the growth in a logarithmic tract. It can be proved in the same way as the analogous result for entire functions in the class B; see [37, Lemma 3.5] and also the similar argument we give at the end of Section 9.
Lemma 6.6. Let D be a logarithmic tract of f . There exist constants c = c(f ) > 0 and
We use the following result in the proof of Theorem 6.2; this requires a slightly different proof to that given for the analogous result in [39] . We use C(r) to denote the circle {z ∈ C : |z| = r}. C \ D(0, r) ) which contains z. Lemma 6.1 implies that D r is a logarithmic tract whose boundary Γ is an unbounded simple analytic curve on which |f (z)| = r. We have seen that D r ∩ C(r) = ∅ and, since D r is simply connected, it follows that Γ ∩ C(r) = ∅.
The following result will also be used in the proof of Theorem 6.2. This can be proved in the same way as the analogous result for meromorphic functions with finitely many poles in class B; see [39, Lemma 2.9] . (Note that by using Lemma 6.7 we are able to ensure that the pre-images of the annulus lie in the tract D.) In order to prove Theorem 6.1, we also need an estimate on the growth of the function a(r, v) which was defined in (2.2).
To do this we use the following well-known lemma about real functions, whose short proof we include for completeness. 
Proof. Defining E as the set of all x ≥ x 0 where (6.2) does not hold, we have
and the conclusion follows.
For a subharmonic function v we can take h(x) = a(e x , v) and H(x) = B(e x , v) in Lemma 6.9. With r = e x this yields the following result. We are now in a position to show how Theorem 6.1 can be proved by modifying the proof of [37, Theorem 1.1]. The following changes are needed for this proof to be applied to a function f with a logarithmic tract D instead of to an entire function in the class B.
1. In [37] we showed that the upper box dimension of the set A(f ) is equal to 2 when f is an entire function in the class B. The set A(f ) should be replaced by the set A ′ (f, D) throughout. The proof of [37, Theorem 1.1] uses the fact that the set A(f ) contains an unbounded closed connected set -Theorem 3.3 and (6.1) show that the set A ′ (f, D) also has this property.
2. In [37, Section 3] we gave several properties of entire functions in the class B. These properties also hold for functions with a logarithmic tract; see Lemmas 6.3, 6.4, 6.5 and 6.6.
3. The argument in [37, Section 5] develops the method of Eremenko based on Wiman-Valiron theory in order to construct a fast escaping orbit (f n (z 0 )) such that |f n+1 (z 0 )| ∼ M (|f n (z 0 )|, f ). The Wiman-Valiron estimates (5.3)-(5.5) in [37] can be replaced by (2.8) and (2.10). Throughout the argument, the central index N (r) should be replaced by a(r, v) and the maximum modulus M (r, f ) should be replaced by M D (r) to give an orbit f n (z 0 ) lying in D such that |f n+1 (z 0 )| ∼ M D (|f n (z 0 )|). In [37, Section 5], Lemma 5.1 is used to establish (5.10) and (5.11) which are then used to establish (5.16). It follows from (2.6) and Lemma 6.10 that the sequence (r n ) can be chosen so that the inequalities of (5.16) hold with N (r) replaced by a(r, v). (As in [37] , there is plenty of freedom in choosing the sequence (r n ) and so a set of finite logarithmic measure can be avoided.)
3. In the current context, the inverse function G which appears in the proof in [37] is defined in a similar way in relation to points on the orbit (f n (z 0 )), but now its image values lie entirely in the tract.
We now show how Theorem 6.2 can be proved by modifying the proof of [39, Theorem 3] . The following changes are needed for this proof to be applied to a function f with a logarithmic tract D instead of to a meromorphic function with finitely many poles in the class B.
1. In [39, Section 2] we gave several properties of functions with finitely many poles in the class B. The analogous results for functions with a logarithmic tract were stated at the beginning of this section.
2. In [39, Section 3] we studied a set I consisting of certain pre-images of a point z 0 in J(f ). Here we insist (as we may) that all these pre-images lie in the logarithmic tract D. Also, we choose the point z 0 to lie in A ′ (f, D).
3. In [39, Lemma 3.1], for each n ∈ N, we constructed 2 n simple curves γ n,i . By Lemma 6.7 and Lemma 6.8, we can choose each such curve so that it begins at a point in D. Since the image of the curve lies outside a large disc, it follows that the whole curve lies in D. As there are no poles in D and the image of the curve is unbounded, the curve must join a point in D to infinity as required.
Remark. As mentioned at the beginning of this section, there exists an entire function with a direct tract D such that A ′ (f, D) has a bounded component. An example with this property is given by f (z) = e z+2 − e − 1 and D = {z ∈ C : |f (z)| > R} if R > 0 is sufficiently small. We note that D is connected and hence a tract. It follows that the sets A(f, D) and A(f ), which were introduced in Section 3, are equal and have no bounded components. To see that A ′ (f, D) has bounded components we note that f (−1) = −1 while f (x) > x for x > −1. It is not difficult to deduce from this that (−1, ∞) ⊂ A(f, D). In fact, noting that f is conjugate to the function z → λe z for λ = e 1−e it can be deduced from the results in [8, 9] that (−1, ∞) is a component of A(f, D). Now f has a zero ξ ∈ (−1, 0) and there exists a unique η ∈ (ξ, ∞) with f (η) = R. It follows that (η, ∞) ⊂ A ′ (f, D), and since D) . However, if R is small enough then there exists x ∈ D∩(−1, ξ) satisfying f (x) ∈ (η, ∞) and |f (x)| > R. It follows that x ∈ A ′ (f, D), but the component of A ′ (f, D) which contains x is contained in (−1, ξ) and hence is bounded.
Results of Teichmüller and Selberg
It seems reasonable to expect that the dynamics of a meromorphic function with "few poles" are similar to that of an entire function. (In fact it was this question that motivated our work.) We will state two results of Teichmüller and Selberg which imply that this is indeed the case under suitable additional hypotheses.
Teichmüller's result [47] says that a meromorphic function in class B has a logarithmic singularity if it has few poles and if the multiplicity of the poles is uniformly bounded. Using the standard terminology of Nevanlinna theory [17, 28] Note that functions in class B whose poles have multiplicity at most N satisfy the hypothesis of Selberg's result. So a slightly weakened form of Teichmüller's result follows from Selberg's result: the hypothesis that m(r, f ) is unbounded has to be replaced by the hypothesis that m(r, f )/ log r is unbounded.
Examples
First we remark that it is easy to find a transcendental entire function which has a logarithmic tract but is not in class B. For example, the functions f (z) = exp(z 2 ) cos( √ z) and f (z) = exp(z 2 )/Γ(−z) are not in class B but each has a logarithmic tract which includes most of the negative real axis and a direct (non-logarithmic) tract which includes most of the positive real axis (apart from gaps near the the zeros of f ).
Here we give several examples, each with a direct tract and infinitely many poles.
Example 8.1. Let λ ∈ C \ {0} and
Then |f (z)| ≤ |λ|(e 2 + 1)/(e − 1) for Re z = 1 while |f (x)| → ∞ as x → ±∞ for x ∈ R. For R > |λ|(e 2 + 1)/(e − 1) we thus find that the set f −1 ( C \ D(0, R)) has at least two unbounded components, one containing the large positive numbers and one containing the large negative numbers. The component containing the large positive numbers is a direct tract, while the one containing the large negative numbers is not. Now, f is bounded on each line {z ∈ C : Re z = a} for a ≥ 1 and it is not difficult to check that f ′ has no zeros in {z ∈ C : Re z ≥ a} for large enough a > 0. Also f has no finite asymptotic values. Thus, for large enough R > 0 the direct tract containing the large positive numbers is actually a logarithmic tract. For all λ ∈ C \ {0}, the function f has a superattracting fixed point at 0. For λ > 1 the function has a Baker domain containing all large negative numbers. For λ = 1 there are infinitely many Baker domains in the left half-plane; see [33, Theorem 1] . Figure 1 shows the Julia and Fatou sets for the parameters λ = that Γ(z) and hence the functions Γ(z + a) are in class B and thus the direct tract is actually logarithmic. We note that the gamma function also illustrates the results of Section 7, since δ(∞, Γ) = 1.
The function Γ(z + 1) has an attracting fixed point at 1. The point 0 is in the basin of attraction of this fixed point, and since the gamma function is close to 0 in the left half-plane except for small neighbourhoods of the poles, large parts of the left half-plane are also contained in the attracting basin of 1.
The function Γ(z) also has an attracting fixed point at 1. However, 0 is not in the basin of attraction, but 0 is a pole. This explains the rather complicated structure of the Julia set in the left half-plane, which is mapped into a neighbourhood of 0. Figure 2 shows the Julia and Fatou sets of Γ(z) (left) and Γ(z + 1) (middle). The attracting basin of the fixed point at 1 is drawn white, the points tending to infinity in the logarithmic tract are black and the remaining points are grey. The range shown is given by −5 ≤ Re z ≤ 10, | Im z| ≤ 10. Example 8.3. Stirling's formula yields that the function f (z) = Γ(z + 1) cos(z) is bounded on the imaginary axis and that it is unbounded in the right half-plane. Thus f has a direct tract. We remark that f satisfies the hypotheses of Proposition 7.2.
We note that the tract of f is not logarithmic. This can be shown directly, but can also be deduced from general principles. For example, this follows since a hypothetical logarithmic tract would be simply connected. By symmetry and since the zeros of the cosine are not in a tract, the function f would then have two logarithmic tracts in the right half-plane. On the other hand, f has order one and hence it follows from the Denjoy-Carleman-Ahlfors Theorem [28, Section XI.4 ] that f can have at most one direct tract in a half-plane.
The Julia and Fatou sets of f are shown in the right picture of Figure 2 . The function has the attracting fixed point 0.6965 . . ., whose attracting basin is drawn white, while the points tending to infinity in the direct tract are black. The range shown is given by −5 ≤ Re z ≤ 10, | Im z| ≤ 10.
Proof of Theorem 2.1
We denote the Riesz measure of a subharmonic function u by µ u ; see [20, Section 3.5] . Proof. For z ∈ U ∪ int(γ) we have (see [20, Theorem 3.9] )
where E = supp(µ u ) ∩ int(γ) is compact and h is harmonic in U ∪ int(γ). We may assume that U ∪ int(γ) is simply connected. Differentiating we find that if z ∈ U , then
where g is holomorphic in U ∪ int(γ). Integrating along γ yields
The integral on the left is purely imaginary, and its imaginary part is the increase of the argument of log f (z) as z traverses the curve γ. Clearly, this increase is a multiple of 2π. The conclusion follows.
An immediate consequence of Lemma 9.1 is the following result. Proof. It follows from Lemma 9.1 that µ v (K) is a nonnegative integer, and the case µ v (K) = 0 is excluded since v is not harmonic on the boundary of K.
The following lemma is essentially Jensen's formula for subharmonic functions; see [20, Section 3.9] . Lemma 9.3. Let u : C → [−∞, ∞) be subharmonic, a ∈ C and r > 0. For t > 0 put n(a, t, u) = µ u (D(a, t) ). Then
In particular, taking a = 0 we obtain a lower bound for B(r, u) from Lemma 9.3. Another lower bound is given by the following result, which in slightly different form can be found in [19, p. 548] or [48, p. 117 ]. To state it we fix a domain D and, for a circle C(a, r) = {z ∈ C : |z − a| = r} which intersects D, we denote by rθ(a, r) the linear measure of the intersection. Let as r → ∞.
Proof of Theorem 2.1. As already mentioned after the statement of Theorem 2.1, (2.5) follows from (2.4). Thus it suffices to prove (2.4). Suppose first that the complement of D has infinitely many bounded components. It then follows from Lemma 9.2 that the function n(0, t, v) defined in Lemma 9.3 tends to ∞ as t tends to ∞. By Lemma 9.3 we have
and (2.4) follows. Suppose now that the complement of D has only finitely many bounded components. Since the complement of D is unbounded this implies that the complement of D has at least one unbounded component. For the function θ * defined before Lemma 9.4 we thus have θ * (0, t) ≤ 2π for all large t, say for t ≥ t 0 > 1. Lemma 9.4 now yields log B(r, v) ≥ π
and hence B(r, v) ≥ c √ r for some c > 0 and all large r. Again (2.4) follows.
Some estimates of harmonic measure
In this section and the next we give some auxiliary results that are needed in the proof of Theorem 2.2. The following estimate of harmonic measure can be found in [48, p. 112] . We mention that Lemma 9.4 is deduced from this estimate in [48] . We use the standard notation for harmonic measure and the terminology introduced before Lemma 9.4. Lemma 10.1. Let D ⊂ C be a domain, a ∈ D and r > 0. Let V be the component of D∩D(a, r) that contains a and let Γ = ∂V ∩ C(a, r). For 0 < κ < 1 we then have
The following result is known as the two constants theorem; see [28, Section III.2] , although our version is somewhat different from the one given there. 
To prove the lemma one has only to note that the right-hand side is a harmonic function which majorizes u on the boundary of V . Since u is subharmonic it thus majorizes u also in the interior of V .
Growth lemmas for real functions
The following result is a version of a classical lemma due to Borel and Nevanlinna; see [27] or [7, Section 3.3] .
Lemma 11.1. Let x 0 > 0 and let T : [x 0 , ∞) → (0, ∞) be nondecreasing. Let 0 < α < β. Then there exists a set E ⊂ [x 0 , ∞) of finite measure such that if x / ∈ E, then
Proof. Let E 1 be the subset of [x 0 , ∞) where (11.1) fails and let E 2 be the one where (11.2) fails, so that we can take E = E 1 ∪ E 2 . To estimate the size of E 1 we may assume that E 1 is unbounded. We choose
Recursively we then choose
It follows from this that T (x j ) → ∞, since otherwise there exists M > 0 with T (x j ) ≤ M for all j ∈ N and thus
for all j ∈ N, a contradiction. We shall prove by induction that there exists a constant c 1 > 0 such that
In order to do so we note first
for all j ∈ N, if c 1 is chosen small enough, say for c 1 ≤ c ′ . Next we note that there exists t α > 0 such that the function t → (1 + t −α )t increases for t ≥ t α . We now choose j 0 so large that T (x j 0 ) ≥ t α and c ′ j 0 1/α ≥ t α . Choosing c 1 such that c 1 j 0 1/α = t α we see that (11.3) holds for j = j 0 . Suppose now that (11.3) holds for some j ≥ j 0 . Then
Combining this with (11.4) we obtain
and thus we see that (11.3) holds for all j ≥ j 0 . Adjusting the value of c 1 if necessary we may thus assume that (11.3) is satisfied for all j ∈ N.
Since T (x j ) → ∞ and thus x j → ∞ as j → ∞ we have
and hence
To estimate E 2 we proceed similarly. We may assume that E 2 = ∅ and fix R > x 0 so large that
we see that the process stops and we obtain two finite sequences (z 1 , . . . , z N ) and (z ′ 1 , . . . , z ′ N ) with
With y j = z N −j+1 we thus have
and
As in the proof of (11.3) we see that for sufficiently small c 2 and large j the conditions T (y j ) ≥ c 2 j 1/α and T (y j+1 ) < c 2 (j + 1) 1/α are incompatible for large j, and as before we can deduce that there exists a positive constant c 2 independent of R such that
and thus meas E 2 < ∞.
We will apply this lemma to the derivative of a convex function Φ. We note here that a convex function has one-sided derivatives at all points and is differentiable except for at most countably many points. In the following result it will be irrelevant how we define the derivative at these countably many points, but to be definite we denote by Φ ′ the derivative from the right, which is then an increasing function. 
uniformly as x → ∞.
For differentiable Φ and for h in the range |h| ≤ C/Φ ′ (x) with a constant C > 0 this result was proved in [4, Lemma 2] .
Proof of Lemma 11.2 . Since Φ ′ is nondecreasing, lim x→∞ Φ ′ (x) exists. It is easy to see that (11.5) holds for all large x if this limit is finite. Hence we assume that lim x→∞ Φ ′ (x) = ∞.
We apply Lemma 11.1 with T = Φ ′ and some α satisfying
as x → ∞. The case −Φ ′ (x) −β ≤ h < 0 is analogous.
We apply Lemma 11.2 to Φ(x) = B(e x , v) where v is subharmonic and B is defined by (2.1). Then Φ ′ (x) = e x B ′ (e x , v) = a(e x , v). With r = e x and s = e x+h we obtain 
Proof of Theorem 2.2
We apply Lemma 11.3 for some β < 1 satisfying 1 2 < β < τ and we apply Lemma 6.10 for some ε > 0 such that (1 − β)(1 + ε) < 1. Let F be the union of the exceptional sets of these lemmas. We put ρ = 2ra(r, v) −τ whenever r is so large that a(r, v) = 0.
We consider the function We now show that D(z r , ρ) ⊂ D if r / ∈ F is sufficiently large. Suppose that there exists ξ ∈ D(z r , ρ) with ξ / ∈ D. We denote by K the component of the complement of D that contains ξ and distinguish two cases.
Case 1. K ⊂ D(z r , 256ρ). Then K intersects ∂D(z r , t) for ρ ≤ t ≤ 256ρ. Thus θ * (z r , t) ≤ 2π for ρ ≤ t ≤ 256ρ. Let V be the component of D ∩ D(z r , 512ρ) that contains z r and let Γ = ∂V ∩ ∂D(z r , 512ρ). Lemma 10.1 yields with κ = We again use the function u defined by (12.1) . For large r we have 0 / ∈ D(z r , 512ρ) so that the difference of u and v is harmonic in D(z r , 512ρ). Hence their Riesz measures in this disc coincide. Lemma 9.2 implies that the Riesz measure of K is a positive integer and thus n(z r , t, u) = n(z r , t, v) ≥ 1 for t ≥ 256ρ. Hence Re g(z)
for 0 < t < ρ/2. Since Re g(z) = u(z) we can now deduce from (12. 3) that if z ∈ D(z r , ρ/2) = D(z r , ra(r, v) −τ ), then g(z) → 0 as r → ∞, r / ∈ F . This yields (2.8). It follows from (2.8) and Lemma 11.3 |f (z r )| for z ∈ D(z r , ra(r, v) −τ ). The last two inequalities give (2.9).
Applications to differential equations
Wiman-Valiron theory has found many applications in the theory of differential equations in the complex domain, see, e.g., [22, 24, 50] . It seems plausible that (2.10) allows us to extend some of these results to meromorphic solutions with a direct singularity. We confine ourselves to giving one example of an application to differential equations. Another application of Theorem 2.2 to complex differential equations is given in [13] . In order to state our application, let f be meromorphic, n ∈ N, t j ∈ N 0 = N ∪ {0} for j = 0, 1, 2, . . . , n, and put t = (t 0 , t 1 , . . . , t n ). Define
with the convention that M (0) [f ] = 1. We call d(t) = t 0 + t 1 + · · · + t n the degree and w(t) = t 1 + 2t 2 + · · · + nt n the weight of M t [f ]. An algebraic differential equation is an equation of the form (13.1)
where the c t are polynomials and T is a finite index set.
Theorem 13.1. Let f be a transcendental meromorphic solution of (13.1) with a direct singularity over ∞. Let S be the set of all s ∈ T for which d(s) = max t∈T d(t). Then S has at least two elements. Let Λ be the set of all λ ∈ N for which there exists s ∈ S satisfying w(s) = λ. Suppose that t∈S,w(t)=λ c t = 0 for all λ ∈ Λ. Then the order of f is at least 1/ max(Λ).
For an entire function f this result can be found in [50, p. 64, p. 71] . The proof based on Wiman-Valiron theory extends to our setting without difficulty, but for completeness we include the argument below.
For an entire solution f , Wiman-Valiron theory also yields an upper bound for the growth of f . In particular, an entire solution has finite order. For a meromorphic solution with a direct singularity over ∞ we still find that the order in a direct tract is bounded, but the method does not give any information about what happens outside the tract.
