INTRODUCTION
The phenomenal growth of the Internet and the subsequent emergence of various data services has resulted in a major paradigm shift in network design and service provisioning. The traditional circuit-switched networks that support basic voice and supplementary services such as call forwarding are now expected to support packet-switched data services such as those enabled by high-speed Internet access as well. Not surprisingly, there are clear signs of industry transition toward a single network capable of supporting traditional voice services as well as emerging data services in an integrated fashion. This "unified" network is expected to bring about the benefits of economies of scale for both operators and end users. So future networks will be defined by an amalgamation of multiple, heterogeneous services.
The general trend in industry movement toward integrated services is clearly visible in the evolution of cellular network architectures as well. The cellular networks have experienced impressive growth in recent years, and with the convergence of wireless and the Internet inevitable, they are poised to be multi-service platforms supporting voice, video, and data services in the future. An important component of this evolution is quality of service (QoS) provisioning, which is crucial for the success of a variety of packet data services, especially in a bandwidth-constrained and error-prone environment such as a cellular network. Thus, it is important to address QoS in the emerging cellular network architectures.
This article describes the architectural principles and evolution of the proposed QoS architecture to Universal Mobile Telecommunication Systems (UMTS), as defined by Third Generation Parthership Project (3GPP) Release 1999 standards. The packet network model of the 3GPP Release 1999 is based on the evolution of the General Packet Radio Service (GPRS) which has also been adopted as the basis for the packet network model in the next-generation US-TDMA networks. Even though the air interface technology is different, the TDMA networks (with more than half a billion anticipated subscribers by 2004) also benefit from this evolution to the common core network based on the GPRS model. Indeed, these future third generation cellular systems will use disparate radio technologies and a common core network to bring a variety of packet data services.
We describe the general principles of QoS provisioning in the proposed architecture, identify the areas that need enhancements and describe proposed solutions, and provide a brief description of different service classes enabled by the QoS architecture. Whereas 3GPP2 is undertaking specifications for CDMA2000 systems, we focus only on 3GPP efforts on QoS.
The rest of this article is organized as follows. In the next section, we briefly describe the GPRS architecture for packet data services, outlining the existing support. We then describe the UMTS packet data QoS architecture in detail, providing a description of QoS bearer support, functional modules necessary for supporting QoS bearers, and QoS negotiation and 
BACKGROUND GENERAL PACKET RADIO SERVICE
The UMTS phase one architecture encompasses both circuit-switched networks through the evolution of the GSM, as well as packet-switched networks through the General Packet Radio Service (GPRS) evolution. Data networks -such as the Internet -interact with compatible packet-switched wireless networks through GPRS [1] . We therefore describe GPRS as the network concept for interaction with packet networks. The UMTS radio interface technology, known as Wide-band CDMA (W-CDMA; FDD and TDD modes), is different from the radio technologies used in GSM and GPRS, and is thus not an evolution from any existing radio system. GPRS is a network concept introduced to provide a more efficient access to external packet data networks from cellular networks. GPRS is based on packet transmission over the air interface and in the core network, and therefore allows more efficient resource utilization, especially while carrying bursty Internet traffic. GPRS defines a general framework for cellular connectivity to a variety of packet data networks, of which support for IP and X.25 networks is currently included in the specification. 1 GPRS introduces a backbone network for the cellular network based on IP, composed of new networks nodes as well as traditional packet network nodes such as a router, domain name server (DNS), firewall, etc. Figure 1 provides a network view of regular GPRS, as designed to complement a GSM network. As can be seen, GPRS introduces two main network elements to the existing infrastructure: the serving GPRS support node (SGSN) and the gateway GPRS support node (GGSN). These elements interact with each other and with the existing cellular network elements over a set of new interfaces and handle a variety of functions, including session management and mobility management. The SGSN handles terminal mobility and authentication functions, and is connected to the base station subsystem 2 (BSS) over a Frame Relay network on one side and to the GGSN over an IP backbone network on the other side. The authentication procedure is based on secret keys known by the home operator and stored in the user's SIM card. The GGSN, on the other hand, handles accounting of resource usage by the user flows apart from participating in mobility management. As far as the external IP networks are concerned, GGSN can be seen as an edge IP router providing connectivity to a particular IP subnetwork.
Other network elements in the infrastructure include the border gateways (BG), which are used to interconnect two intra-PLMN (Public Land Mobile Network) backbone networks via an inter-PLMN backbone network, and the firewalls (FW), which are used to protect the PLMN from unauthorized accesses. 
GPRS OPERATION AND PDP CONTEXTS
When a user wants to connect to GPRS, the user equipment (UE), such as a mobile station (MS), initiates a GPRS Attach procedure. As a part of this procedure, the user is made known to the SGSN, which then begins tracking the user equipment's location. Once attached to the network, a GPRS UE must activate a Packet Data Protocol (PDP) context in order to send or receive packet data. A successful PDP context activation leads to the establishment of a packet data session and mobility management states in the MS as well as in the network.
An instance of a PDP type, which describes the network layer protocol carried by GPRS, is called a PDP context, and is a virtual connection between the mobile station and the GGSN. A PDP context includes an identifier, such as an IP address for sending and receiving data, and a set of characteristics, such as QoS parameter values in a QoS profile. A PDP context carries all application traffic sourced from and destined for one IP address.
A PDP context activation is a request-reply procedure between an MS and a GGSN. A successful PDP context activation leads to an establishment of a GPRS "tunnel" between GGSN and SGSN. In other words, IP packets destined for an application using the particular PDP context are augmented with MS-and PDP-specific fields and tunneled using the GPRS Tunneling Protocol (GTP) to the appropriate SGSN. The SGSN recovers the IP packets, and based on the MS-and PDP-specific fields, forwards the packets toward the correct MS. Similar actions take place for MS-generated packets destined for a remote end-point. The GPRS Tunneling Protocol (GTP) is specified in detail in [2] When the PDP type is IP, GGSN may allocate an IP address using an implementation-specific method (e.g., using DHCP) and also return additional configuration parameters such as the address of a DNS server. During PDP context activation, QoS parameter values are negotiated, and this is discussed in the following section.
QOS APPROACH IN THE CURRENT GPRS SYSTEM
GPRS associates a set of QoS parameters, referred to as a QoS profile, to each PDP context. The QoS profile consists of five attributes: delay, service precedence, reliability, mean throughput, and peak throughput. The delay attribute indicates the acceptable transfer time of a packet from one edge of the GPRS system to the other edge measured at well-defined service access points (SAPs). Whereas the delay attribute affects the scheduling order of data packets belonging to different PDP contexts, the precedence attribute indicates the drop preference during network abnormalities, and the reliability attribute indicates the tolerance for error rates and subsequent level of support needed for packet re-transmission. The mean throughput and peak throughput attributes specify the average rate and the maximum rate, respectively, at which data is expected to be transferred during the remaining lifetime of an active PDP context [1] .
The GPRS network performs admission control based on the QoS profile requested in the PDP Context Activate message and the availability of resources. The actual algorithms used for admission control are not specified; however, these can be vendor-or operator-specific. A successful PDP Context Response implies the network agrees to provide the QoS requested in the QoS profile. 
RNC
When the PDP Context Activate succeeds, the SGSN maps the QoS profile defined for a PDP context into the appropriate Radio Link Control (RLC)/Medium Access Control (MAC) radio priority level and indicates to the MS which priority value it should use in uplink access. The MS uses this value and the reason for uplink access (i.e., signaling or data transmission) in the uplink access request. The BSS then determines the radio access precedence based on the information supplied by the MS. The SGSN can also map the accepted QoS profile into an appropriate IP QoS procedure (such as marking the Differentiated Services field with appropriate code-point) for QoS provisioning over the core network. The GGSN must perform a similar packet marking function in the reverse direction.
LIMITATIONS OF THE QOS APPROACH IN THE CURRENT GPRS SYSTEM
There are several limitations of the QoS approach in the current GPRS system that makes it infeasible for supporting real-time traffic [3] :
• For a given PDP address, only one QoS profile can be used. This means that all the application flows sharing the same PDP context are forced to experience QoS defined for the PDP context, and no perflow prioritization is possible. Furthermore, GPRS phase 1 specifications do not allow QoS re-negotiation to be initiated by the MS or the GGSN.
• The parameters in the QoS profile are vaguely specified in the standards, forcing ambiguity in interpreting implementations and thus raising inter-operability concerns. And since the GPRS radio is designed for best-effort traffic only, some of the parameter values, such as the delay attribute values, are practically un-implementable on an end-to-end basis within the PLMN.
• In GPRS phase 1, the BSS does not possess sufficient information to perform clever resource management for the data flows, or simply reserving resources for the higher priority flows. GPRS radio is capable of supporting best-effort traffic only. These limitations are addressed in the UMTS QoS model, which we describe next.
UMTS PACKET QOS ARCHITECTURE
The UMTS packet architecture, shown in Fig. 2 , addresses the aforementioned problems and facilitates new enhancements. In this architecture, the UMTS packet data system includes the user equipment (MS), UTRAN (UMTS Terrestrial Radio Access Network), 3G-SGSN, GGSN, the home location register (used for storing customer-specific information), possibly the service control point (used for controlling services such as call forwarding), and the border gateways. As can be seen, this UMTS packet architecture is evolved from GPRS. There are, however, some differences in the UMTS QoS approach compared to GPRS phase 1 specifications. The most important differences concerning QoS provisioning are shown in Table 1 .
There are two main QoS-related enhancements. First, the PDP context mechanism is improved to support multiple application flows and provide a more flexible QoS negotiation and set-up. Second, the BSS, which is known as UTRAN, is enhanced to support QoS for applications flows with the extension of GTP tunnels to the RNC. These two enhancements are expected to enable consistent end-to-end QoS provisioning in the UMTS network.
OVERVIEW OF DIFFERENT LEVELS OF QOS
In the UMTS architecture, a bearer service defines the characteristics and functionality established between communicating end-points to realize consistent network QoS for end-to-end services. UMTS control plane signaling is used to set up an appropriate bearer that complies with the end-to-end QoS requirements of applications within the UMTS network. Once an appropriate bearer is established, user plane transport and QoS management functions provide the actual bearer service support. The endto-end bearer service in UMTS is realized through a layered architecture shown in Fig. 3 [4] . As can be seen in Fig. 3 , each bearer service is a combination of one or more bearers available at the underlying layers. The different bearers are set up in conjunction with the PDP context activation procedure, which is described in more detail later in this article.
In the layered bearer model, terminal equipment (TE) such as a laptop, PDA, or mobile phone is connected to the UMTS network via a mobile station (MS 3 ): each TE uses a local bearer, for example a QoS-enhanced socket API, with the MS. The UMTS bearer, which is offered by the UMTS operator, provides the QoS inside the UMTS network and performs functions necessary for QoS interworking with the "external networks" that transport traffic between the two communicating end-points. The external bearer service is the QoS support available outside of the UMTS network, including the Differentiated Services, RSVPbased services, or simply the best-effort service.
The UMTS bearer service, consisting of the radio access bearer and the core network bearer, realizes QoS in the UMTS network. The radio access bearer service itself consists of a radio bearer service and an Iu-bearer service. The Radio Link Control's User-plane (RLC-U) layer between the RNC and the MS supports the radio bearer service. The Iu-bearer service provides transport services between RNC and SGSN. The core network bearer service provides transport services within the UMTS core network, e.g., between a SGSN and a GGSN. The core network bearer service is based on the UDP/IP datagram delivery in the UMTS backbone network.
The core network bearer service relies on a backbone network service, which may use different layer 2 and layer 1 transmission technologies.
It
UMTS QOS MANAGEMENT FUNCTIONS FOR BEARER SUPPORT
The various bearers can be realized in a functional architecture to provide end-to-end QoS for each PDP context. An adaptation of an architecture proposed in [4] to realize this end-to-end support is shown in Fig. 4 . We discuss briefly the control-plane and data-plane components of this architecture. Bearer Service Manager -A bearer service manager co-ordinates control plane signaling to establish, modify, and maintain the particular bearer service for which it is responsible. Each BS manager is typically a collection of multiple component managers that handle individual bearers, including UMTS, radio, Iu, and core network. A particular BS manager may perform QoS attribute translation. The UMTS BS manager in the MT provides functionality to translate UMTS QoS attributes into those supported by a local bearer and request local bearer services. The UMTS BS manager in the 3G-SGSN translates UMTS bearer attributes into RAB, Iu, and CN bearer attributes and requests the respective managers to provide the corresponding bearer services. Similarly, the UMTS BS manager in the GGSN translates UMTS attributes into CN and external bearer attributes and requests the respective BS managers to provide those services.
Admission Control
Each of the BS managers may consult the admission control entity before providing the bearer service. The BS manager in 3G-SGSN may also consult a subscription control entity.
Resource Manager -Each of the resource managers is responsible for managing access to resources in accordance with the particular bearer service. Thus, a resource manager provides support for QoS attributes required for a bearer service, and it may achieve this by such means as scheduling, bandwidth management, and power control.
Traffic Conditioner -The role of a traffic conditioner is to provide conformance of input traffic to the specification agreed in the bearer service. A traffic conditioner may achieve this by traffic shaping or traffic policing. In the MT, the traffic conditioner ensures uplink traffic confors Figure 3 . UMTS bearer support. Packet Classifier -The packet classifier in the MS assigns packets received from the local bearer service manager to the correct UMTS bearer based on such information as the DSCP, transport layer port numbers, security parameter index, etc. In GGSN, the packet classifier assigns packets received from the external bearer service manager to the appropriate UMTS bearer.
QOS TRAFFIC CLASSES AND PARAMETERS
In UMTS, supported traffic types are divided into four different service classes. This classification is based on individual delay, bit rate, bit error rate, and traffic handling priority requirements. The four currently defined classes are:
• Conversational class: Conversational class services are mainly for conversational real-time applications such as video telephony. Conversational class services can be supported by fixed resource allocation in the network, in which case this service class resembles constant bit rate services defined in ATM.
• Streaming class: Streaming class services are meant for streaming media applications, e.g., video downloading. For this class, a certain amount of delay variation is tolerable due to application level buffering. Streaming class service is a variant of the constant bit rate and real-time variable bit rate services of ATM.
• Interactive class: Interactive class is applicable for services requiring assured throughput. In order to ensure better response times for this class, a higher scheduling priority compared to the background class (described next) may be needed. Some examples include e-commerce, ERP, and interactive Web. Traffic flow prioritization is considered important within this service class.
• Background class services: Background class services are for traditional best-effort services such as background download of emails and files, calendar applications, etc. This traffic has the lowest priority among all the classes. The applicable QoS profile parameters for each class are shown in Table 2 [4] . Most of the parameters are self-explanatory, with the exception of maximum SDU size and SDU format information. The maximum SDU size defines the maximum packet size for the service data units (SDU), and is used for admission control and policing. Maximum SDU size allows variable SDU sizes below the maximum value. SDU format information defines a list of exact SDU sizes allowed for the application data units. This information is needed by the radio when operating in transparent RLC mode (e.g., in supporting real-time applications), which is beneficial from the spectral efficiency and delay perspective. The SDU error ratio, residual bit error ratio, and delivery of erroneous SDUs will mainly affect radio bearer parameter settings [4] .
QOS NEGOTIATION AND SET UP
A MS requests a certain QoS profile for a PDP context that may consist of values for traffic class, transfer delay, traffic handling priority, etc. The MS also supplies a filter for each PDP context that allows the GGSN to de-multiplex incoming packets destined for an MS to the correct PDP context [5] . Since multiple PDP contexts share a single IP address in UMTS, a filter provides the means for packet classification and facilitates per-PDP QoS provisioning. Since packet flows are unidirectional, both the MS and the GGSN maintain separate filters for packet classification. Example filter This filter approach allows a mobile terminal (possibly also via user interactions) to assign different applications to different traffic classes depending on their QoS requirements. In addition, the MS assumes the responsibility of choosing appropriate values for the QoS profile depending on a particular QoS supported in the external network.
In addition to the existing parameters, it is proposed in [6] to include separate bit rate values for the uplink and downlink transmissions. It is also proposed to provide the MS with the option of requesting both desired and minimum values for bit rates. The network elements should attempt to provide the desired value first, and then a value in the range (minimum, desired) and reject the PDP request if unsuccessful with both attempts.
PDP CONTEXT ENHANCEMENTS
In order to support a new application flow's QoS requirement, a new PDP context can be established as a derivative of an existing one. This "secondary" PDP context is a lightweight approach that inherits the majority of its attributes from the "primary" context, and results in the establishment of a separate radio access bearer as a GTP tunnel. In addition, a "default" PDP context without any associated flows is defined to allow packets not matching any PDP context to be carried to the MS.
The MS, SGSN, and GGSN can at any time modify the QoS profile of any PDP context. When a new application starts up, the MS determines if a PDP context with similar (e.g., equal or otherwise sufficient) QoS exists already. If such a PDP context exists, the new application flow can be mapped to the existing PDP context. Multiplexing the new application packets onto an existing PDP context may, however, require that the existing QoS profile of the PDP context be modified to accommodate the additional bit-rate requirement of the new flow in addition to the existing ones. If the new flow cannot be mapped to any of the existing PDP contexts, even with modification of the profiles, a new "secondary" PDP context needs to be activated.
The MS, SGSN, and GGSN can at any time also deactivate any PDP context. When the last PDP context associated to a PDP address is deactivated, the data transfer for this PDP address is disabled.
We conclude this section by observing that the PDP context activation procedure glues together various aspects of QoS provisioning in a UMTS network, including QoS request, admission control, and bearer set up.
SUPPORTING CORE NETWORK QOS DIFFERENTIATED SERVICES WITHIN THE UMTS NETWORK
A UMTS packet core network is an IP-based intra-or inter-operator network. In the simplest case, no specific QoS support below the GTP protocol needs to be implemented (e.g., when the capacity in the backbone network is assumed not to become the bottleneck of the system). On the other hand, the transmission medium at the packet core network could be ATM, or some other technology offering comprehensive perflow QoS support.
In this article, we propose to utilize IETF's Differentiated Services [7] on the Iu and Gn interfaces so that every UMTS traffic class can be mapped to suitable diffserv per-hop behaviors, such as expedited forwarding (EF), assured forwarding (AF), and best-effort using the appropriate DiffServ code points (DSCP). The mapping can be done in the RNC for uplink s data packets and in GGSN for downlink packets (and at SGSN if no direct routing is used). The mapping of traffic classes to code points "may" be standardized to ensure interoperability in a multiple-vendor environment. The use of Diffserv in the UMTS backbone implies that the RNC and the GGSN must have packet classification capabilities, preferably on a multifield basis, allowing them to classify packets based on fine-grain information such as the transport headers and even PDP state information. They must also have the ability to mark the packets correctly with appropriate DSCPs, which subassumes the traffic metering capability. In addition, packet shaping and/or policing functions may be employed for traffic agreement compliance.
Different UMTS networks are interconnected to each other via an IP-based network (dedicated link, shared inter-operator IP backbone network, etc.). Differentiated Services allows operators to configure their own equipment to support local and even experimental DSCPs, and associated packet treatment mechanisms. If local or experimental DSCPs are used within an operator's network, the border gateways must be able to correctly reset the code points as a part of conformance to the interoperator traffic conditioning agreements and subsequent service level agreements.
QOS INTERWORKING
The UMTS QoS model is designed to be independent of the external network and its specific QoS mechanisms. However, to ensure sufficient end-to-end support for QoS and to inter-work with existing IETF-defined QoS schemes, there is a need to provide mapping from the external QoS to UMTS internal QoS concepts. For example, it should be possible to provide support for RSVP and Differentiated Services as defined by the IETF within the UMTS QoS model.
In the UMTS architecture, this inter-working objective is met by burdening the MS with necessary QoS parameter mapping responsibility. The MS is responsible for identifying requirements when it establishes new PDP contexts on demand with the required QoS. The basic assumption here is that the MS understands specific external QoS mechanisms, such as RSVP, DiffServ, etc., and houses various applications that use them. Also, it is easier to upgrade an MS both in software and hardware. On the other hand, the UMTS network elements do not have to understand external QoS mechanisms and be upgraded often. Thus, it is important that the MS is able to represent the external QoS requirements in a form suitable for the UMTS QoS model. This is discussed in the next section.
QOS PARAMETER MAPPING
In order to provide consistent end-to-end QoS, the QoS parameters chosen should comply with the end-to-end requirements for an application flow. An application may use a suitable API for requesting QoS. As an example, the WinSock 2 API provides a QoS interface referred to as the Generic QoS API (GqoS). Among others, the following GQoS parameters are relevant here:
• Level of service guarantee -guaranteed, predictive, controlled load, and best effort.
• Source traffic description -specifications for the token rate (bytes/second), the token bucket size (bytes), and the peak bandwidth (bytes/second).
• Latency -upper limits on the amount of delay (=latency) and delay variation (both in microseconds). Independent GQoS parameters can be mapped to UMTS QoS parameters. Level of service guarantee maps fairly well to the UMTS traffic class definition, and peak bandwidth maps to the maximum bit rate attribute. Token rate cannot be directly derived because UMTS recognizes a guaranteed bit rate with different measurement periods. However, the use of guaranteed bit rate and traffic shaping at network boundaries can support the token bucket mechanism. Latency maps to the UMTS delay class, but UMTS does not currently recognize delay variation at all. This is because wireless channel conditions could change very rapidly, for example due to varying number of users within the same cell site, or speed of movement of the user, which complicates providing delay variation support.
The terminal applications can make use of the GQoS parameters along with a QoS signaling protocol. The UMTS layer in the terminal can then map the specified parameter values in the signaling protocol, such as RSVP, to those understood in the UMTS network. The details of mapping are left open for implementations. These mapped values are then used as parameters in the PDP context QoS profile specification.
CONCLUSION
In this article, we have described the emerging packet QoS architecture of next-generation cellular systems. The GPRS network model has been adopted in UMTS as well as in US-TDMA networks as the basis for packet data services. Although there are differences and enhancements, the PDP context model of GPRS is central to the provisioning of packet QoS and hence packet data services in both UMTS and nextgeneration US-TDMA networks. Thus, it is important to understand the PDP context model and its evolution for better supporting QoS and packet data services.
Even though we have focused on the UMTS architecture in this article, we note that there are no major differences with respect to the packet QoS model compared to US-TDMA networks. For a reference on GPRS and US-TDMA convergence, the reader is referred to [8] . We have described the UMTS bearer services, the QoS modules needed for realizing the bearer services, and a reference architecture with those components. We have described QoS negotiation, set up, and modification using the PDP context model, and some important enhancements to the PDP model. We have also described the UMTS core network QoS issues, such as supporting differentiated services, QoS inter-working and external network QoS parameter mapping. It is important to recognize that these various components are critical to supporting a variety of services with disparate requirements. Such services may include VoIP, e-commerce, streaming media services, music downloads, media-on-demand, MPEG-4-based applications, and many others apart from legacy e-mail, ftp, and telnet applications. In conclusion, the cellular networks must evolve to provide proper architecture and flexible mechanisms in order to support this wide range of services.
