Let (X j ) j≥1 be a stationary Gaussian long-range dependence process and let G : R → R p be a measurable function. We study the asymptotic behaviour of the multivariate sequential empirical process corresponding to the subordinated process (G(X j )) j≥1 . Similar to the case p = 1 the limiting process is given by the product of a deterministic function and a Hermite process. Examples of the Hermite rank are given.
Introduction, Assumptions and Main Results
Let (X j ) j≥1 be a stationary Gaussian process with EX 1 = 0 and EX 2 1 = 1. Moreover, let this sequence exhibits long-range dependence such that the covariance function r(k) = EX 1 X k+1 satisfies
where 0 < D < 1 and L is a function which is slowly varying at infinity. For any measurable functions G 1 , . . . , G p : R → R we consider the process (Y j ) j≥1 , where Y j is a random vector given by Y j := G(X j ) := (G 1 (X j ), . . . .G p (X j )).
In this discussion paper we study the asymptotic behaviour of the corresponding sequential empirical process
1 {G 1 (X j )≤x 1 ,...,Gp(X j )≤xp} − P (G 1 (X 1 ) ≤ x 1 , . . . ,
t ∈ [0, 1], x 1 , . . . , x p ∈ R. To simplify reading, we will start by introducing some notations. We denote by F the common distribution function of Y 1 and by F k the marginal distribution of G k (X 1 ). For an element (x 1 , . . . , x p ) ∈ R p we write x and by x ≤ y we mean x i ≤ y i , for all 1 ≤ i ≤ p. Now (2) can be written as
The Hermite polynomials (H n ) n≥0 , given by
form an orthogonal basis of L 2 (ϕ(x)dx), where ϕ is the standard normal density. Since (1 {·≤x } −F (x )) is square integrable for any x ∈ R p , we have the following representation
The Hermite coefficients are given by the inner product, i.e.
We call the index m(x ) of the first nonzero Hermite coefficient the Hermite rank of
It is our goal to show that the asymptotic behaviour of (R N (x , t)) is determined by the Hermite polynomal of order m := min{m(x ) : x ∈ R p }.
Theorem 1 (Reduction principle). Let (Y j ) j≥1 be defined as above. Then there exist constants C, κ > 0, such that for any 0 < ε ≤ 1
We will specify the factor d −1 N below. The statement of Theorem 1 is strongly associated to the reduction principle of Dehling and Taqqu (1989) in the case p = 1. They were the first who established such a theorem uniformly in x and t. Giraitis and Surgailis (2002) studied the reduction principle for the seqential empirical process of long-range dependent moving average data. Buchsteiner (2015) showed, that the reduction principle of Dehling and Taqqu is still valid, if the càdlàg space is equipped with a weighted supremum norm. In all cases the weak reduction principle can be applied to prove weak convergence of the normalized sequential empirical processs. In the current situation a limit theorem for the partial sum process of Hermite polynomials can be used, see Taqqu (1975 Taqqu ( , 1979 .
, equipped with the sup-norm, to
The process (Z m (t)) indexed on [0, 1] is called Hermite process. For m = 1 this process is a fractional brownian motion, but if m ≥ 2 (Z m (t)) is non gaussian, see Taqqu (1975 Taqqu ( , 1979 . The normalization factor d −1 N only depends on the Hermite polynomial of degree m, more precisely
It was shown by Taqqu (1975, Corollary 4 
Proofs
Studying the proof of Dehling and Taqqu (1989) for p = 1 in detail one conjecture, that in the multivariate case higher order moment bounds are needed. We show that this conjecture prove false by introducing suitable partitions of R p which will help us to control sup
We start by introducing the chaining points belonging to these partitions . For x ∈ R and j = 1, . . . , p we define
Each partition will consist of disjoint boxes, whose vertices are described by the upper coordinates. To simplify the identification of such a partition, we will classify these into different qualities.
Definition 1. i) A partition of R p is denoted by A l 1 ,...,lp , if its elements are of the form
The number of partitions of quality k can be calculated as
By (7), the total number of all partitions of quality less or equal K is given by
We denote these (K + 1) p − 1 partitions by A 1 , . . . ,
, where
Proof. For each x j , 1 ≤ j ≤ p, we have the chain
see Dehling and Taqqu (1989, p. 1778) . Therefore the sets A l (x ) are given by
Regarding (3) and (4) we define for A ⊂ R p
for disjoint sets A and B, we can use (9) to get the following representation
Lemma 2 will give us a second order moment bound for S N (n, A). It is due to Lemma 3.1. by Dehling and Taqqu (1989) .
Lemma 2. There exist constants γ > 0 and
Proof. Since the Hermite polynomials form an orthogonal basis of L 2 (ϕ(x)dx), the representation
Now along the lines of Lemma 3.1. by Dehling and Taqqu (1989) we get
which completes the proof. Proof. Let x ≤ y and set B := {s ∈ R : G(s) ≤ y , G(s) ≤ x } and B j := {s ∈ R :
Moreover,
Lemma 4. There exist constants ρ, C > 0, such that for all n ≤ N and 0 < ε ≤ 1 P sup
Proof. Since we want to use representation (10), we will start by bounding |S N (n, a x (K), x )|. (11) By using (10), (11) and
Remember, the elements A l (1), . . . A l (|A l |) of A l are disjoint. Therefore Lemma 2 yields P max
for 1 ≤ l ≤ (K + 1) p − 1. The last but one summand can be bounded in the same way. Similar to (9) and (10) each partition of quality K consists one element B l (x ) such that
With respect to (13) we get
Now let
This choice implies
and therefore
for any λ > 0. By using (12), (13), (14), (15) we get (16) is bounded by
which completes the proof.
To prove Theorem 1 and 2 we can use the proofs which were given by Dehling and Taqqu (1989) in the case of one dimensional observations.
The Hermite Rank
In order to use Theorem 2 for studying the asymptotic behaviour of R N (x , t) it is important to know the Hermite rank m of {1 {G(·)≤x } : x ∈ R p }. For p = 1 we usually have m ≤ 2, see Dehling and Taqqu (1989, pp. 1770) . Therefore the question arises, is there a connection between the Hermite ranks m j of {1 {G j (·)≤x} : x ∈ R} and m?
Lemma 5. Let m j be the Hermite rank of {1 {G j (·)≤x} : x ∈ R}, 1 ≤ j ≤ p, and let m be the Hermite rank of {1 {G(·)≤x } : x ∈ R p }. Then
Proof. For simplicity let m 1 = min{m j : 1 ≤ j ≤ p}. Then there exist x ∈ R s.t. E(1 {G 1 (X 1 )≤x} H m 1 (X 1 )) = 0. By dominated convergence we have
Therfore it exists an index n 0 so that E(1 {G 1 (X 1 )≤x,G 2 (X 1 )≤n 0 ,...,Gp(X 1 )≤n 0 } H m 1 (X 1 )) = 0 and this implies m ≤ m 1 . Example 1. Assume we have min{m j : 1 ≤ j ≤ p} = 1. Then we get by Lemma 5 m = 1. In other words, if there is at least one function G j s.t. {1 {G j (·)≤x} : x ∈ R} has Hermite rank 1 then R N (x , t) converges weakly to a fractional Brownian motion.
Example 2. Let p = 2, G 1 (s) = s 2 and G 2 (s) = 1 A (s), where A = (−∞, −c) ∪ (0, c) and c = (−2 ln(1/2)) 1/2 . Note that {s ∈ R : G 1 (s) ≤ x} ∈ {∅, A c , R} for all x ∈ R and Using numeric integration we get E(1 {G 2 (X 1 )≤x} H 3 (X 1 )) = 0 for 0 ≤ x < 1. This implies {1 {G 2 (·)≤x} : x ∈ R} has Hermite rank 3. Furthermore, we know by Dehling and Taqqu (1989, Example 2) that {1 {G 1 (·)≤x} : x ∈ R} has Hermite rank 2. Now we are in the special situation where the Hermite rank corresponding to the common observation is really smaller than 2, since E(1 {G 1 (X 1 )≤c 2 ,G 2 (X 1 )≤0} H 1 (X 1 )) = 
