Theory of Orbital Magnetization in Solids by Thonhauser, T.
International Journal of Modern Physics B
c© World Scientific Publishing Company
THEORY OF ORBITAL MAGNETIZATION IN SOLIDS
T. THONHAUSER
Department of Physics, Wake Forest University,
Winston-Salem, North Carolina 27109, USA.
http://www.wfu.edu/~thonhat
thonhauser@wfu.edu
Received 15 April 2011
In this review article, we survey the relatively new theory of orbital magnetization in
solids—often referred to as the “modern theory of orbital magnetization”—and its appli-
cations. Surprisingly, while the calculation of the orbital magnetization in finite systems
such as atoms and molecules is straight forward, in extended systems or solids it has
long eluded calculations owing to the fact that the position operator is ill-defined in such
a context. Approaches that overcome this problem were first developed in 2005 and in
the first part of this review we present the main ideas reaching from a Wannier function
approach to semi-classical and finite-temperature formalisms. In the second part, we de-
scribe practical aspects of calculating the orbital magnetization, such as taking k-space
derivatives, a formalism for pseudopotentials, a single k-point derivation, a Wannier in-
terpolation scheme, and DFT specific aspects. We then show results of recent calculations
on Fe, Co, and Ni. In the last part of this review, we focus on direct applications of the
orbital magnetization. In particular, we will review how properties such as the nuclear
magnetic resonance shielding tensor and the electron paramagnetic resonance g-tensor
can elegantly be calculated in terms of a derivative of the orbital magnetization.
Keywords: Magnetism; orbital magnetic moment and magnetization; solids; periodic and
extended systems; Berry phase; Wannier functions; Bloch functions; semi-classical; finite
temperature; pseudopotentials; Chern invariant; nuclear magnetic resonance; electron
paramagnetic resonance; first-principles; density functional theory.
1. Introduction
Magnetism is one of the oldest phenomena known to mankind. In the forms of lode-
stone and magnetite it is first mentioned as early as 4000 BC in Chinese writings.1
The name is often related to the Greek province of Magnesia where the mineral
was first mined, or to the shepherd Magnes, “the nails of whose shoes and the
tip of whose staff stuck fast in a magnetick field while he pastured his flocks.”1,2
However, it was not until the 19th century that scientists such as Oersted, Ampe`re,
Gauss, Faraday, and Maxwell took much of the mysticism out of magnetism and
put its theory on a stronger, classical scientific foundation. Magnetism’s quantum-
mechanical origin was then developed during the first half of the 20th century. Today,
many standard textbooks on the subject exist, courses in Electricity and Magnetism
are required for many undergraduate and graduate students, and magnetism is om-
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nipresent in today’s life through a vast amount of technical applications and gadgets
that rely on it. As such, it is rather surprising that, until just recently, no complete
fundamental theory for magnetism in solids existed.
Nowadays, it is well understood that magnetism in atoms and molecules orig-
inates from two distinct sources related to quantum-mechanics: the spin magnetic
moment and the orbital magnetic moment of the electrons.a Rigorous theories for
both parts exist at several levels, and thus, the calculation of magnetic moments
of atoms and molecules has become a standard procedure. The situation in solids
is similar; the quantity of interest here is the magnetization, i.e. the magnetic mo-
ment per volume. In parallel to atoms and molecules, the magnetization in solids
has two distinct contributions: the spin magnetization and the orbital magnetiza-
tion. However, while the first can be computed easily, the latter has eluded exact
calculation due to the lack of an appropriate theory. It was not until 2005 that
the corresponding theory was developed. Note that already for several decades the
two contributions can be determined separately through a combination of magneto-
mechanical measurements.3 In the present review article we focus on this relatively
new modern theory of orbital magnetization in solids, collecting the fundamental
derivations, its applications, and first results.
The focus of this review article is entirely on the orbital contribution to mag-
netism in solids—as the title emphasizes. For the purpose of this review article we
may refer to solids also as infinite, periodic, or extended systems, or simply as crys-
tals. The calculation of the orbital contributions in finite systems, i.e. atoms and
molecules, is well established and is not the subject of this review; it can readily be
found in standard textbooks.
This review article is organized in the following way: In Section 2, we explain
the importance of the orbital magnetization and its relation to several other proper-
ties of current interest. Section 3 contains the theoretical framework for the theory
of orbital magnetization. First, in Section 3.1, we focus on the difference between
finite systems and solids and explain the mathematical difficulties that arise in the
context of periodic systems. Then, we show several different derivations of the main
theory, from a Wannier function approach in Sections 3.2 and 3.3 to a semi-classical
(Section 3.4) and finite-temperature (Section 3.5) formalism, which can be extended
to interacting systems. Practical aspects of calculating the orbital magnetization in
solids are collected in Section 4. In particular, we review options for taking the
required k-space derivatives in Section 4.1 and how to perform calculations using
pseudopotentials in Section 4.2. We further review a single k-point formula (Sec-
tion 4.3), a Wannier interpolation scheme (Section 4.4), and DFT specific aspects
(Section 4.5). In Section 5 we summarize first results for calculations of the or-
bital magnetization in Fe, Co, and Ni. Finally, we review several applications of the
orbital magnetization in Section 6. In particular, Sections 6.1 and 6.2 focus on show-
aHere, we are neglecting the magnetic moment originating from the nuclear spins, which are usually
smaller by several orders of magnitude.
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ing how theories of nuclear magnetic resonance (NMR) and electron paramagnetic
resonance (EPR) can elegantly be expressed as derivatives of the orbital magneti-
zation. Other important derivatives are reviewed in Section 6.3. We conclude with
an outlook in Section 7.
2. Importance of the Orbital Magnetization
As pointed out in the introduction, magnetism in solids originates from two distinct
sources, i.e. spin magnetic moments and orbital magnetic moments. As such, the
orbital magnetization is a crucial part of the overall magnetization. The reason
why it has not attracted more attention in the past—and also the reason why
the condensed-matter/materials-science community “survived” without a theory for
it—is that in many common materials of everyday interest, the orbital contribution
is small compared to the spin contribution. In Fe, Co, and Ni for example, it is
only of the order of a few percent of the total magnetization;3 not surprising, its
effects have been neglected in the past. However, that is not to say that the orbital
magnetization is small in all materials and in other systems it can have a more
important effect and even cancel the spin magnetization.4–6 Overall, the orbital
magnetization is important in-and-of-itself for a complete description of magnetism
in solids.
Furthermore, a wealth of applications are directly related to the orbital magne-
tization. For example, a theory of solid-state NMR can conveniently be defined in
terms of a derivative of the orbital magnetization,7 discussed in detail in Section 6.1,
removing difficulties related to gauge-origin choices of previous methods. In a simi-
lar sense, the EPR g-tensor follows from a derivative of the orbital magnetization,8
as described in Section 6.2. Other derivatives relate to properties such as the mag-
netic susceptibility, the orbital magnetoelectric coupling and response,9–11 the spin
Hall conductivity,12 and the identification of non-abelian quantum Hall states.13
The modern theory of orbital magnetization is further important because of its
close connection to the modern theory of electric polarization in solids.14,15 In fact,
there is an underlying connection between these two theories through the physics of
the Berry phase,16 which has been discovered to thread through many different fields
of physics. This connection between Berry’s phase, the electric polarization, and the
orbital magnetization is thoroughly discussed in two other review articles.17,18
Orbital magnetization permeates all dimensions—it plays an important role in
zero-dimensional,19–23 one-dimensional,24–27 two-dimensional,28–35 and obviously
three-dimensional systems.4–6,36–44 The orbital magnetization is of interest in
adatoms,19,20 clusters and quantum dots,21–23 and in metal- and nano-wires.24–27 It
plays a role in graphene28–31 and the two-dimensional electron gas.32–34 It further is
significant for certain ferromagnets35 and antiferromagnets;36 in some ferromagnets
it can even compensate the spin magnetization, resulting in zero net magnetiza-
tion.4–6 The orbital magnetization is of importance in semiconductors,37 metallic
magnets,38 itinerant magnets,39 and superconductors.40,41 The orbital magnetiza-
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tion can play an important part in certain half-metals,42 Mott insulators,43 and
ordered alloys.44 It influences the thermoelectric, anomalous, and topological trans-
port,30,35,45 the magnetic susceptibility,35 as well as the anisotropic magnetoresis-
tance.46 Finally, it also shows interesting effects at interfaces,47 in the quantum Hall
fluid,48 in localized electrons,49 and in connection with the orbital polarization of
itinerant magnets.50
3. Theory of Orbital Magnetization in Solids
The theory of orbital magnetization was developed by two research groups indepen-
dently in 2005. Although their approaches are completely different, they complement
each other and the final expressions derived within each approach—which we have
indicated with boxes for easier reference—all come to agreement. In the following
sections we review the theory presented in the corresponding original manuscripts.
Note that we are consistently using Gaussian units throughout, which, at times,
deviates from the original manuscripts. However, before showing details about the
derivation of the theory of orbital magnetization in solids, it is instructive to take
a moment and consider the original problem.
3.1. What’s the problem?
As pointed out in the introduction, the calculation of orbital contributions to mag-
netism in atoms and molecules is rather straightforward. But, what makes its cal-
culation so difficult in solids?
If we consider a finite system, the orbital contribution to the magnetic moment
can be expressed in terms of basic quantities. In a simplified one-particle picture,
defining the velocity operator v as the commutator of the position operator r with
the system’s Hamiltonian H,
v = − i
~
[r, H] , (1)
the total orbital moment in Gaussian units becomes
morb = − e
2c
∑
n
fn 〈ψn|r× v|ψn〉 . (2)
Here, |ψn〉 are the eigenstates of H, fn is the occupation number, and −e and c are
the electronic charge and the speed of light, respectively. This is in parallel to the
classically defined moment caused by a current density J(r) in Gaussian units,51
morb =
1
2c
∫
d3r r× J = 1
2c
∫
d3r r× ρv , (3)
where in the last step we have explicitly included the charge density ρ(r). The
magnetization Morb can then be defined as the magnetic moment per unit volume
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V asb
Morb =
morb
V
= − e
2cV
∑
n
fn 〈ψn|r× v|ψn〉 . (4)
Equations (2) and (4) are valid for all finite systems, even when very large.
The essential difficulty for truly periodic systems becomes apparent when taking
the thermodynamic limit of Eq. (4). In such systems, the eigenstates |ψn〉 become
Bloch states |ψnk〉 with Bloch wave vector k, in-between which the position operator
is ill-defined since Bloch states are extended. It is tempting to try to solve the
problem by simply changing to a more localized basis, but this alone does not solve
the problem, as we will show in Section 3.2. Also, linear-response methods exist for
periodic systems that circumvent the problem in other ways, but they only allow
the calculation of magnetization changes, not of the magnetization itself.52–56
One might also hope to solve the problem from the point of view of the local
bulk current density J(r) and its relation to the magnetization. However, while the
eigenstates |ψnk〉 can be used to calculate J(r), it is often wrongly assumed that
this uniquely defines the magnetization. As Hirst has emphasized,57 the knowledge
of J(r)—even in principle—is insufficient to calculate the macroscopic orbital mag-
netization Morb. This can easily be seen from the following argument. Consistent
with Maxwell’s equations we can define the orbital magnetization densityMorb(r)
as57
c∇×Morb(r) = J(r) . (5)
However,Morb(r) can simply be replaced by anotherM′orb(r), i.e.
Morb(r)⇒M′orb(r) =Morb(r) +M0orb +∇ξ(r) , (6)
which has in addition a constant shiftM0orb and even the gradient of an arbitrary
function ξ(r), but nevertheless produces the same local bulk current density J(r).38
Hence, the macroscopic orbital magnetization Morb cannot be uniquely defined as
the cell average ofMorb(r). In this respect, the theory of orbital magnetization is
similar to the theory of electric polarization, where knowledge of the density ρ(r)—
even in principle—is insufficient to determine the electric polarization P.14,15,58
Since the calculation of the orbital magnetization in solids proves difficult, a
simple approximation is often used, referred to as muffin-tin approximation. Non-
overlapping muffin-tin spheres can be centered around the atoms in a solid. Within
these spheres, which are finite systems, the moment can then be calculated according
to Eq. (2). Often, the orbital magnetization indeed originates from regions near
the atom cores, making this approximation good when the magnetization is mostly
confined to the muffin-tin spheres and the interstitial contribution can be neglected.
This muffin-tin approximation has for example been used in Refs. [59, 60]. Now,
bThe definition of a magnetization, i.e. a magnetic moment per unit volume, is formally only
useful for periodic systems, but we use it here for finite systems representing a fragment of a
larger, crystalline system.
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having the full theory of orbital magnetization, we can assess the accuracy of this
approximation quantitatively, as done for Fe, Co, and Ni in Section 5.
3.2. Wannier function derivation of the orbital magnetization
For this first derivation of the orbital magnetization we limit ourselves to insulating
solids, described by a one-particle Hamiltonian with broken time-reversal symme-
try. We further restrict ourselves to spinless electrons, one (completely occupied)
bulk band, and vanishing Chern invariant.61,62 These restrictions are non-essential
and can easily be removed; a corresponding multi-band case, metallic systems, and
Chern insulators are discussed in Section 3.3. By assuming either a vanishing macro-
scopic field or an integral number of flux quanta per unit cell, the Bloch wave vector
k is guaranteed to be a good quantum number. Breaking of time-reversal symmetry
in such situations can occur through spin-orbit coupling to underlying ordered local
moments.61–65 We only focus on the main concepts of the Wannier function deriva-
tive here and refer the reader to the original manuscript in Ref. [66] for further
details.
We start by considering a finite sample, which we then make larger and larger
until it becomes a periodic solid. The orbital magnetization of the finite sample can
be calculated using Eq. (4). However, as discussed in Section 3.1, the thermodynamic
limit of this expression is not well-defined. In parallel to the situation of the electric
polarization, it is tempting to switch from the delocalized Bloch-like eigenstates
|ψn〉 in Eq. (4), which cause the problem, to well-localized orthonormal orbitals
|φn〉, simply by using the invariance of the trace. In the thermodynamic limit, the
|φn〉 deep inside the sample can then be associated with bulk Wannier functions
|R〉, where R is a lattice vector. Since Wannier functions are exponentially localized
in insulators,67–69 matrix elements of the position operator r are now indeed well
defined. It is at this point that this derivation relies on the restrictions described
above, as Wannier functions in metals or Chern insulators are not exponentially
localized.70
Surprisingly, simply evaluating Eq. (4) for a solid in-between the bulk Wannier
function |R〉 in the home unit cell, i.e. |0〉, does not result in the total orbital
magnetization.71 Instead, this leads to a contribution that corresponds to the local-
or self-circulation of a Wannier function
MLCorb = −
e
2cV0
〈0|r× v|0〉 , (7)
i.e. the circulation resulting from a Wannier function rotating around its center.
The volume V0 corresponds to the unit-cell volume. Note that the sum symbol
from Eq. (4) disappears because we have limited ourselves to only one occupied
bulk band, resulting in only one occupied Wannier function. Interestingly, the same
approach in the case of the electric polarization P, i.e. replacing |ψn〉 in the analog
of Eq. (4) with bulk Wannier functions 〈ψn|r|ψn〉 → 〈0|r|0〉, solved the problem
completely.14,15,58
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a) b) s 0 s’x
Fig. 1. a) 10×10 sample of the Haldane model.61 The currents −e〈φn|v|φn〉 associated with each
Wannier function are plotted using arrows at the corresponding Wannier centers r¯n = 〈φn|r|φn〉.
The itinerant current gives rise to an additional contribution MICorb to the orbital magnetization.
b) Horizontal slice of the same materials as in Fig. 1a, but infinitely long in the vertical y-direction.
(Reprinted with permission from Ref. [66]; c© 2005 American Physical Society).
The missing, second contribution to the magnetization arises from itinerant sur-
face contributions MICorb, which—even in periodic systems—have a remnant, fully
contained in the bulk band structure. To find this missing contribution, we need to
find the surface current caused by the itinerant circulation of the Wannier functions.
Note that bulk Wannier functions of the sample, as they correspond to fully occu-
pied bulk bands, cannot carry any current and thus cannot produce an itinerant
contribution. Surface Wannier functions, on the other hand, behave differently; they
are not eigenstates of the Hamiltonian and thus evolve over time. It is important
to note that this surface contribution is different from the simple textbook picture
where an array of current loops cancel inside a domain and only the surface cur-
rent remains. This itinerant contribution originates from the fact that the surface
Wannier functions or current loops themselves move around the surface!
To show this fact, the authors of the original article in Ref. [66] used a sim-
ple, two-dimensional tight-binding model.61 A finite system consisting of 10×10
unit cells of this hexagonal system is shown in Fig. 1a. This figure also shows re-
sults for the calculation of the itinerant current −evn = −e〈φn|v|φn〉 (indicated
by arrows) associated with each Wannier function, plotted at the Wannier centers
r¯n = 〈φn|r|φn〉. The current dies-off exponentially into the bulk, as bulk Wannier
functions do not carry any current. The surface current obviously gives an additional
contribution to the magnetization according to
MICorb = −
e
2cV
∑
n
r¯n × 〈φn|v|φn〉 . (8)
Below, we show how this itinerant surface contribution can be expressed as a
bulk property. To this end, we focus on the right edge of the sample displayed in
Fig. 1b. We use labels s and s′ to denote Wannier functions to the left and right of
the boundary at x0, respectively. The y-component of the current on the right edge
of the sample then becomes
Iy = − e
∆l
∑
s′
′〈φs′ |vy|φs′〉 = ie~∆l
∑
s′
′〈φs′ |[ry, H]|φs′〉 = − e
∆l
∑
s
∑
s′
′
v〈s,s′〉,y , (9)
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where we have used Eq. (1) and inserted a complete set of Wannier func-
tions in-between r and H. In the last step we used the notation v〈j,i〉 =
(2/~) Im 〈φi|r|φj〉〈φj |H|φi〉. Note that only Wannier functions that are within the
vertical extension ∆l of the strip contribute to the primed sum. In principle, the
first sum should run over all Wannier functions n, but the ones where n is within
the subset of s′ do not contribute to the overall current. Moving the boundary x0
deep into the bulk and using translational symmetry, the current in Eq. (9) becomes
Iy = − e
∆l
∑
Rx<x0
∑
R′x>x0
′
v〈0,R′−R〉,y = − e
2V0
∑
R
Rxv〈0,R〉,y , (10)
where we have further used the fact that there are exactly (R′x−Rx)∆l/V0 terms in
the sum with a given value of R′−R if R′x−Rx > 0 and zero otherwise. We divide
by 2 in order to extend the sum over all R. The z-component of the corresponding
magnetic moment then finally becomes
M ICorb,z = −
e
2c~V0
Im
∑
R
(
Rx〈R|ry|0〉〈0|H|R〉 −Ry〈R|rx|0〉〈0|H|R〉
)
, (11)
or more generally
MICorb = −
e
4cV0
∑
R
R× v〈0,R〉 , (12)
clearly expressing also the itinerant contribution MICorb as a bulk property.
The final step is to transform the expressions for MLCorb and M
IC
orb back to the
Bloch representation. With the definition of Wannier functions in terms of the cell-
periodic part of the Bloch functions |uk〉 = e−ik·r|ψk〉, i.e.
|R〉 = V0
(2pi)3
∫
d3k eik·(r−R) |uk〉 , (13)
the main result becomes, after some straightforward but tedious algebra,
Morb = M
LC
orb + M
IC
orb =
e
2~c
Im
∫
d3k
(2pi)3
〈∂kuk| × (Hk + Ek) |∂kuk〉 . (14)
Here, we have used the shortcuts ∂k ≡ ∂/∂k and Hk ≡ e−ik·rH eik·r; the Ek denote
the corresponding eigenvalues. This expression is reminiscent of a result found earlier
for the special case of the Hofstadter model.72
Equation (14) is the main result of this section. It gives the orbital magnetiza-
tion of a solid in terms of a Brillouin-zone integral over well-understood quantities.
Even in the final expression, the two contributions corresponding to the internal
circulation of bulk Wannier functions (containing Hk) and the net currents carried
by Wannier functions near the surface (containing Ek), are clearly distinguishable.
Note that the surface contribution can be written as
MICorb = −
e
2~c
∫
d3k
(2pi)3
Ek Ωk , (15)
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where Ωk = ∇k × Ak is the Berry curvature and Ak = i〈uk|∇k|uk〉 the Berry
connection—revealing the underlying relationship with the theory of the Berry
phase.16–18 It is interesting to note that both contributions to the orbital mag-
netization in Eq. (14) are individually gauge invariantc and thus are, in principle,
separately observable.73 However, this is only true for the simplified case of a single
occupied bulk band.
Although maximally localized Wannier functions were used to derive Eq. (14), in
the end the orbital magnetization can be written in terms of Bloch states—already
suggesting that this expression might also be true for systems where maximally
localized Wannier functions cannot be constructed, such as metals and Chern insu-
lators.70 In fact, in the next sections we will see that this is indeed the case.
3.3. Multi-band derivation of the orbital magnetization
and extensions to metals and Chern insulators
The derivation of the orbital magnetization in the previous section was limited in
that it only applied to insulators with vanishing Chern invariant and one occupied
bulk band. Not long after the original theory appeared in Ref. [66], these limitations
were removed in Ref. [73]. We review here the main results of Ref. [73] and refer
the reader to the original manuscript for further details.
The derivative of a theory of orbital magnetization for multi-band systems fol-
lows, in spirit, the outline of the previous section. We now assume that there
are several occupied bulk bands in the solid, indicated by the band index n in
|ψnk〉 = eik·r|unk〉, with occupation fnk. This leads to the existence of several Wan-
nier functions in each unit cell labeled by |nR〉. It is easy to see that, following
the same arguments from Section 3.2, one arrives at the same equations, with the
only difference being that the Wannier functions get an index and sums over bands
occur. In summary, Eqs. (7) and (12) turn into
MLCorb = −
e
2cV0
∑
n
〈n0|r× v|n0〉 , (16)
MICorb = −
e
4cV0
∑
nmR
R× v〈m0,nR〉 , (17)
which, after transformation back to Bloch states, becomes
Morb = M
LC
orb + M
IC
orb =
=
e
2~c
Im
∑
n
∫
d3k
(2pi)3
fnk 〈∂kunk| × (Hk + Enk) |∂kunk〉 . (18)
The main difference between Eq. (18) and Eq. (14)—besides the band indices
and sum over bands—is the fact that in the single-band case both contributions
cHere and in the following, we use the term gauge invariance to refer to the fact that a certain
property is independent of the choice of phase factors of the Bloch states. All physical observables
have to be gauge invariant in this sense.
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MLCorb and M
IC
orb by themselves are gauge invariant, while in the multi-band case
only their sum is. The corresponding proof goes beyond the scope of this review,
but is given in much detail in Ref. [73]. In the same reference, it is also shown that
terms in Eq. (18) can be regrouped such that the overall magnetization is again
written as a sum of two contributions, whereas each contribution itself is now gauge
invariant. This relationship is further investigated in Ref. [74], where it is shown—
through an elegant relation to the f -sum rule—that the two contributions can be
determined separately through a combination of gyromagnetic and magneto-optical
experiments.
Similar to the single-band case below Eq. (15), one can define a multi-band
Berry curvature as
Ωnk = i〈∂kunk| × |∂kunk〉 , (19)
which in turn allows for a simple definition of the Chern invariant
C =
1
2pi
∑
n
∫
d3k Ωnk . (20)
It can now easily be seen that Eq. (18) is invariant with respect to shifts in the energy
zero (as it must), as long as the Chern invariant vanishes, which we have assumed so
far. From this, one can heuristically find an expression for the orbital magnetization,
even for cases in which the Chern invariant is not zero, by simply enforcing the
constant energy shift invariance again. It follows that a suitable extension of Eq. (18)
is
Morb =
e
2~c
Im
∑
n
∫
d3k
(2pi)3
fnk 〈∂kunk| × (Hk + Enk − 2µ) |∂kunk〉 , (21)
where µ is the chemical potential. The factor of 2 in front of µ is necessary to
compensate the shift of the energy zero, which affects the Hamiltonian as well as
the eigenvalues.
Equation (21) together with (20) lead to
dMorb
dµ
=
e
c~(2pi)2
C , (22)
for any insulator and µ in the gap, suggesting that the magnetization changes
linearly with µ if the Chern invariant is non-zero. This peculiar result is a remnant of
the surface states present in Chern insulators70 and has been proven numerically.73
Without proof, but based on numerical simulations, it can also be shown that
Eq. (21) holds for metallic systems,73 and is thus a generally valid expression for
all solids. Its correctness is further supported by alternative derivations, which are
presented in the following sections.
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3.4. Semi-classical derivation of the orbital magnetization
Both of the previous sections derived a fully quantum-mechanical theory of the or-
bital magnetization in solids based on a transformation to well-localized Wannier
functions to circumvent the problems of the position operator in extended systems.
At the same time the Wannier function approach was developed, a separate research
group—completely independent—derived an identical expression of the orbital mag-
netization through very elegant arguments concerning the semi-classical equations
of motion for Bloch electrons, as described in detail in Ref. [75]. Its derivative,
presented below, and the derivations from the previous sections nicely complement
each other, each offering insight into certain aspects of the same physics that the
other cannot provide.
The derivation starts from the semi-classical equations of motion in Gaussian
units for an electron wave packet in band n, i.e.
r˙ =
1
~
∂Enk
∂k
− k˙×Ωnk , (23)
~ k˙ = −eE(r)− e
c
r˙×B(r) , (24)
where E(r) and B(r) are the external electric and magnetic field, respectively. For
simplicity, in the following we will assume spatially constant external fields. It is
interesting to note that the second term on the right hand side of Eq. (23) is often
overlooked in elementary textbooks. This “anomalous velocity” containing the Berry
curvature is important for properties such as the anomalous Hall conductivity.76
Closely linked to these semi-classical equations of motion is the phase-space
volume element ∆V = ∆r∆k, which Liouville’s theorem predicts to be conserved,
as is schematically depicted in Fig. 2. If we consider the equation of motion for the
volume element,77 (1/∆V)(d∆V/dt) = ∇r · r˙+∇k · k˙, and insert Eqs. (23) and (24)
we find for the time evolution of the volume element
∆V = ∆V0
1 + eB ·Ωnk/~c . (25)
Since Ωnk depends on k, it appears that the volume element changes during the time
evolution of the state variables (r,k), violating Liouville’s theorem. The situation
can be remedied by introducing a modified density of states
Dnk =
1
(2pi)3
(1 + eB ·Ωnk/~c) , (26)
such that the number of states in the volume element Dnk∆V is constant again.
Then, the expectation value of a physical observable O can be written as
〈O〉 =
∑
n
∫
d3k fnk Dnk 〈ψnk| O |ψnk〉 . (27)
For systems with time-reversal and inversion symmetry in the spatial wave function
the Berry curvature is zero and Eq. (27) does not reveal any new physics. But,
in systems where the Berry curvature is non-zero such as crystals with broken
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r
∆V
k
Fig. 2. Schematic depiction of the volume element ∆V =
∆r∆k in phase space (r,k). The volume element might
change its shape as a function of time, but the volume
itself is conserved according to Liouville’s theorem. (Figure
modeled after Ref. [78]).
time-reversal or inversion symmetry, Eq. (27) provides an elegant way to study
Berry-phase effects.
In the original paper, Ref. [75], the authors give several examples of how Eq. (27)
can be used to derive, in a simple manner, expressions for the electron density or the
anomalous Hall conductivity. In particular, it can be used to derive an expression
for the orbital magnetization. To that end, we describe an electron semi-classically
through a wave packet in Bloch band n. Such a wave packet is found to rotate about
its center of mass,79 leading to a magnetic momentd
mnk = − ie
2~c
〈∂kunk| ×
(
Hk − Enk
)|∂kunk〉 . (28)
In a weak magnetic field B, the band structure Enk = 〈ψnk|H|ψnk〉 changes to
Enk −mnk ·B. If we then express the total energy according to Eq. (27) as
E =
∑
n
∫
d3k
(2pi)3
fnk
(
1 + eB ·Ωnk/~c
)(
Enk −mnk ·B
)
, (29)
the orbital magnetization follows by the negative derivative of the energy with
respect to B in the zero field limit as
Morb =
e
2~c
Im
∑
n
∫
d3k
(2pi)3
fnk 〈∂kunk| × (Hk + Enk − 2µ) |∂kunk〉 , (30)
in perfect agreement with Eqs. (14) and (21).
Since this semi-classical derivation does not rely on the localization properties of
Wannier functions, it is valid for all insulators and metals alike, further supporting
the heuristic arguments from Section 3.3.
dNote that there is a factor of −1/2 missing in the original equation published in Ref. [79], as
pointed out in Ref. [75].
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3.5. Finite-temperature derivation of the orbital magnetization
and generalization to interacting systems
The derivatives of the orbital magnetization formula from the previous sections had
limitations in that they were either only valid for insulators or they were based
on semi-classical arguments. Here, we review a completely general derivation of
the same expression, which is free of these limitations and was first presented in
Ref. [80].
The starting point for this derivation is the thermodynamic definition of the
orbital magnetization
Morb = − 1
V0
(
∂ΩG
∂B
)
T,µ
, (31)
where ΩG = E−TS−µN is the grand canonical potential, B is the magnetic field,
and V0 is the unit-cell volume. The derivative is to be taken at constant temperature
T and chemical potential µ. It is convenient to first focus on the related quantity
M˜orb = − 1
V0
(
∂K
∂B
)
T,µ
, (32)
with K = E − µN . The original orbital magnetization can then be recovered by
integration of
M˜orb =
∂
∂β
βMorb , (33)
where β = 1/kT .
Next, we apply an external, slowly varying field B(r) with vector potential A(r)
and wave vector q, pointing in the zˆ-direction according to
B(r) = B cos(qy) zˆ , A(r) = −B sin qy
q
xˆ . (34)
At the end of this derivation, we will take the limit q → 0. If we consider the
original system to be described by the Hamiltonian H0 with Bloch eigenfunctions
ψnk and eigenvalues Enk, we can treat the magnetic field as a perturbation, e.g.
H = H0 +HB , with
HB =
e
2c
[
v ·A(r) + A(r) · v] . (35)
We can then define the grand-canonical ensemble energy density as
K(r) =
∑
n
∫
d3k
(2pi)3
fnk Re
[
ψ∗nk(r)K ψnk(r)
]
, (36)
where K is now the operator K = H−µN and K0 = H0−µN . Perturbation theory
yields in first order a change in K according to
∆K(r) =
∑
n
∫
d3k
(2pi)3
Re
[
∆fnk ψ
∗
nkK0 ψnk + fnk ψ
∗
nkHB ψnk
+ fnk
(
∆ψ∗nkK0 ψnk + ψ
∗
nkK0 ∆ψnk
)]
. (37)
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However, in linear order in B the change in K can also be written as
∆K(r) = −M˜orb ·B(r) , (38)
such that, through comparison of Eqs. (37) and (38), one can find an explicit ex-
pression for M˜orb. Note that the first two terms of Eq. (37) do not contribute to
M˜orb.
80 Inserting the first order change of the wave function ψnk in Eq. (37) and
taking the limit q → 0, one finds after some straightforward but tedious algebrae
M˜orb =
e
2~c
Im
∑
n
∫
d3k
(2pi)3
[
fnk 〈∂kunk| × (Hk + Enk − 2µ)|∂kunk〉
− ∂fnk∂Enk (Enk − µ)〈∂kunk| × (Enk −Hk)|∂kunk〉
]
. (39)
For T = 0, the derivative ∂fnk∂Enk becomes a δ-function of (Enk − µ) and the
second term in Eq. (39) vanishes, such that the remainder is in perfect agreement
with Eqs. (14), (21), and (30) from the previous sections. A finite temperature
expression can be simply derived through integration of Eq. (33) and yields
Morb =
∑
n
∫
d3k
(2pi)3
[
fnk mnk +
e
c~β
Ωnk ln
[
1 + e−β(Enk−µ)
]]
, (40)
where the Berry curvature Ωnk and mnk are defined in Eqs. (19) and (28), respec-
tively.
In Ref. [80] the authors go on to show that Eq. (40), besides being valid for
insulators with or without Chern invariants and metals at zero or finite temper-
atures, is also valid for weak and strong magnetic fields. It further is applicable
to interacting systems, provided that the single particle energies and wave func-
tions are computed using current and spin density functional theory (CSDFT).81
As such, Eq. (40) presents the most general derivation and concludes our review of
derivations for the theory of orbital magnetization.
4. Practical Aspects of Calculating the Orbital Magnetization
4.1. k-space derivatives
The expressions for the orbital magnetization in Eqs. (14), (21), (30), and (40)
contain the k-space gradient of the cell-periodic part of the Bloch function, i.e.
|∂kunk〉 with ∂k ≡ ∂/∂k, the evaluation of which is not necessarily trivial. In the
following, we review three practical options to compute this derivative.
The first option can be considered analytical and is based on standard pertur-
bation theory. The change of the states in first order to a k ·p perturbation can be
eNote that the cross product × is missing in the original expression in Eq. (13) of Ref. [80].
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expressed as a sum over states, i.e.
|∂kunk〉 =
∑
m6=n
|umk〉 〈umk|v|unk〉
Enk − Emk , (41)
where the velocity operator v is defined in Eq. (1). The disadvantage of this expres-
sion is that all states have to be included, even unoccupied ones. However, often
first-principles computer codes—to save compute time—do not calculate many un-
occupied states. Also, when plane waves are used, the sum converges very slowly and
becomes unpractical. Equation (41) is, however, useful in the context of localized
basis sets or tight-binding models, where the number of states is small. In particular,
this method has been used to calculate the results presented in Section 4.3.
The second option is numerical in nature, making use of the covariant deriva-
tive.82,83 The numerical derivative is not trivial, as can be seen from the following
example: let q be a vector that connects k with a nearby point in direction α. In
principle, we would then like to approximate the desired derivative as the finite
difference
|∂αunk〉 ≈ 1
2|q|
(
|unk+q〉 − |unk−q〉
)
, (42)
and the expression becomes exact in the limit of |q| → 0. However, numerically
this is not a well-defined quantity. While the states |unk+q〉 and |unk−q〉 can easily
be obtained through diagonalization of the Hamiltonian at these points, they in
general will have arbitrary and unrelated overall phase factors, depending on the
diagonalization routine used. Thus, simply numerically subtracting the states yields
unpredictable results.
The problem of the phase can be circumvented by replacing the normal derivative
with the covariant derivative82,83
|∂αunk〉 → |∂˜αunk〉 = Qk|∂αunk〉 . (43)
Here, Qk projects onto the empty states at point k and is defined as the com-
plement of Pk, i.e. Qk = 1 − Pk, which projects onto the occupied manifold
Pk =
∑occ
n |unk〉〈unk|. Note that the definition of a derivative on such a mani-
fold is not unique and the covariant derivative is a choice; other choices exist, which
also have components in the occupied states. We can then define dual states |u˜nk+q〉
as a linear combination of the occupied states |umk+q〉 at point k + q as
|u˜nk+q〉 =
∑
m
(S−1k,k+q)mn|umk+q〉 , (44)
where S is the overlap matrix
(Sk,k+q)nm = 〈unk|umk+q〉 . (45)
For sufficiently small q, S becomes nearly diagonal, containing only the arbitrary
overall phase factors of 〈unk| and |unk+q〉 in its diagonal elements. The covariant
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derivative can then simply be written as
|∂˜αunk〉 ≈ 1
2|q|
(
|u˜nk+q〉 − |u˜nk−q〉
)
, (46)
which is manifestly gauge independent in the sense that it does not depend on
the choice of phases for the |unk±q〉. It thus resolves the phase issue of Eq. (42)
and is numerically accessible. Note that the covariant derivative |∂˜αunk〉 still has
the same overall phase factor as |unk〉, which then cancels when evaluating matrix
elements such as the orbital magnetization. The effect that the overlap matrix plays
in canceling the arbitrary overall phase can be seen more clearly if only one band
is considered, as is done explicitly in Eq. (26) of Ref. [82].
The dual states enjoy the property of being orthogonal to the original states
〈unk|u˜mk±q〉 = δnm , (47)
from which follows immediately that
〈unk|∂˜αumk〉 = 1
2|q| (δnm − δnm) = 0 . (48)
In other words, the covariant derivative is orthogonal to the occupied states, as
evident by the projector Qk in Eq. (43).
The covariant derivative requires that the number of occupied states at k and
k ± q is the same, i.e. the material has to be an insulator. This is a remnant of
the fact that it was first developed in the context of the electric polarization,82,83
which is only defined in insulators. However, it is conceivable that the formalism of
the covariant derivative can be extended to metallic systems.
The third option for calculating k-space derivatives is based on linear-response
theory. If we multiply Eq. (41) from the left with Hk − Enk, we find(
Hk − Enk
)|∂kunk〉 = −Qnkv|unk〉 , (49)
where Qnk = 1 − |unk〉〈unk|. This is a Sternheimer equation, similar to Eq. (25)
in Ref. [84]. The advantage of this expression is that the expensive sum over all
states vanishes and the right hand side can be evaluated with only knowledge of
the occupied states. The equation then forms a linear system, which can easily
be inverted to find |∂kunk〉 by iterative algorithms, such as a conjugate-gradient
approach. This linear-response approach can be used to calculate the orbital mag-
netization in real, metallic systems and, in particular, has been applied to calculate
the orbital magnetization in Fe, Co, and Ni, discussed in Section 5.
4.2. Calculating the orbital magnetization
in a pseudopotential context
Many first-principles electronic-structure codes use plane waves as basis functions
for their many conveniences. However, to allow for a reasonable basis-set size the
true Coulombic potential of the ions is usually replaced by an effective potential, i.e.
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pseudopotential. Since the expressions for the orbital magnetization in Eqs. (14),
(21), (30), and (40) are strictly speaking only valid in an all-electron picture, they
have to be modified to be used within a pseudopotential framework. The corre-
sponding theory has been recently developed for the special case of norm-conserving
pseudopotentials in Ref. [8], and we present here a summary thereof.
In the pseudopotential formalism, the pseudo Hamiltonians H¯ and H¯k act on
the pseudo wave functions |ψ¯nk〉 and |u¯nk〉 with eigenvalues E¯nk. As a first approx-
imation, either of the expressions in Eqs. (14), (21), (30), or (40) can simply be
evaluated using the pseudo quantities H¯k, |u¯nk〉, and E¯nk instead of the all-electron
ones H, |unk〉, and Enk. This results—as we shall see in Section 5—in only a small
error in the orbital magnetization, on the order of a few percent.
The true wave functions can be recovered from the pseudo ones by means of
the projector augmented waves (PAW) transformation |ψnk〉 = T |ψ¯nk〉.85 In the
presence of magnetic fields, the PAW transformation has to be modified, resulting
in a gauge including projector augmented waves (GIPAW)86 formalism with the
corresponding transformation |ψnk〉 = TB |ψ¯nk〉.87 The pseudo Hamiltonian then is
given through H¯ = T †BHTB . If we define the orbital magnetization as the derivative
of the total energy,f it follows that
Morb = − 1
V0
∂Etot
∂B
∣∣∣∣
B=0
= − 1
V0
∑
n
∫
d3k
(2pi)3
fnk
∂
∂B
〈ψnk|H|ψnk〉
B=0
,
= − 1
V0
∑
n
∫
d3k
(2pi)3
fnk
∂
∂B
〈ψ¯nk|H¯|ψ¯nk〉
B=0
,
= − 1
V0
∑
n
∫
d3k
(2pi)3
fnk 〈ψ¯nk|∂H¯
∂B
|ψ¯nk〉
B=0
, (50)
where we have used the Hellmann-Feynman theorem in the last step. Explicitly
calculating the pseudo Hamiltonian through the GIPAW transformation, taking
the B derivative, and finally taking the B = 0 limit yields
Morb = M
bare
orb + ∆M
bare
orb + ∆M
para
orb + ∆M
dia
orb , (51)
withg
∆Mbareorb =
e
2~cV0
∑
nR
∫
d3k
(2pi)3
fnk 〈u¯nk|(R− r)× i
[
r−R, V NLR
] |u¯nk〉 , (52)
∆Mparaorb =
g′e
16m2ec
3V0
∑
nR
∫
d3k
(2pi)3
fnk 〈u¯nk|(R− r)× i
[
r−R, FNLR
] |u¯nk〉 , (53)
∆Mdiaorb = −
g′~e
16m2ec
3V0
∑
nR
∫
d3k
(2pi)3
fnk 〈u¯nk|ENLR |u¯nk〉 . (54)
fHere, we are not including the trivial spin-Zeeman term in the Hamiltonian; if we did, the energy
derivative would correspond to the total magnetization.
gNote that there is a factor of −1/V0 missing in Eqs. (10)–(13) in Ref. [8].
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Here, g′ ≈ 2.004 639,88 me is the electron mass, V NLR is the non-local part of the
pseudopotential in separable form, and FNLR and E
NL
R are the separable non-local
GIPAW projectors at atomic site R. If we denote the GIPAW projector as |p¯nR〉
and the all-electron and pseudo partial waves as |φnR〉 and |φ¯nR〉, respectively, the
latter terms can be written as
FNLR =
∑
nm
|p¯nR〉 σ ·
[
〈φnR|∇V × p|φmR〉 − 〈φ¯nR|∇V¯ × p|φ¯mR〉
]
〈p¯mR| , (55)
ENLR =
∑
nm
|p¯nR〉
[
〈φnR|r× (σ ×∇V )|φmR〉 − 〈φ¯nR|r× (σ ×∇V¯ )|φ¯mR〉
]
〈p¯mR| ,
where σ are the Pauli matrices and V and V¯ are the screened atomic all-electron
potential and the local pseudopotential, respectively.
The Mbareorb term on the right hand side of Eq. (51) is indeed the earlier derived
expression for the orbital magnetization—Eqs. (14), (21), (30)—simply evaluated
for the pseudo Hamiltonian H¯k and pseudo wave functions |u¯nk〉 with eigenvalues
E¯nk. This “bare” term is the largest contribution to the orbital magnetization and
the other terms in Eqs. (52)–(54) can be considered corrections to the bare value.
At first sight it might appear that these correction terms are plagued from the
same ill-definedness of the position operator r in periodic systems, as described in
Section 3.1. But, the calculation of these corrections is actually trivial—even in
extended systems—since the action of the non-local operators V NLR , F
NL
R , and E
NL
R
is non-zero only inside spherical regions around the atom at R.
First calculations of the orbital magnetization for Fe, Co, and Ni have been
carried out in Ref. [8] using this pseudopotential approach. We report results for
these calculations in Section 5, where Table 1 shows explicit results for all terms
that contribute to the orbital magnetization in Eq. (51).
4.3. Single k-point derivation of the orbital magnetization
The expression for the orbital magnetization in Eq. (21) is a k-space integral over
the Brillouin zone. The size of the Brillouin zone is inversely related to the size of
the unit cell in real space. As such, it is interesting to study how large a supercell
has to be such that the Brillouin-zone integral is reasonably well approximated by
a single k-point. Assuming a large supercell, in Ref. [89] an effective single k-point
expression is derived, which is particularly useful since most simulations for non-
crystalline systems, including Car-Parrinello simulations,90 are routinely performed
using a large supercell in combination with only one k-point. We present a simpli-
fied derivation here and refer the reader to the original manuscript in Ref. [89] for
further details.
The starting point is Eq. (21), slightly rewritten to include the antisymmetric
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tensor γαβ and the shortcut ∂α ≡ ∂/∂kα,h
Morb,γ =
∑
αβ,n
γαβ
e
2~c
Im
∫
d3k
(2pi)3
fnk 〈∂αunk|Hk + Enk − 2µ|∂βunk〉 . (56)
For a sufficiently large supercell of volume V , this expression can be approximated
by replacing the k-space integral by the single k-point k = 0,
Morb,γ ≈
∑
αβ,n
γαβ
e
2~cV
Im fn0 〈∂αun0|H0 + En0 − 2µ|∂βun0〉 . (57)
This approximation is possible because the integrand for the orbital magnetization
itself is gauge invariant.73 Note that the analog case of the electric polarization,
where only the integral as a whole is gauge invariant, is more complicated.91 If we
denote the shortest reciprocal lattice vectors of the supercell as bj and the derivative
in the same directions as ∂j , Eq. (57) can be written as
Morb ≈
∑
ijl,n
ijl bi|bj ||bl| e
2~c(2pi)3
Im fn0 〈∂jun0|H0 + En0 − 2µ|∂lun0〉 , (58)
where the k-space derivatives of |un0〉 can be understood as the finite difference
|∂lun0〉 = lim
λ→0
1
λ|bl|
(|unλbl〉 − |un0〉) . (59)
Such derivatives are numerically difficult due to gauge issues and special care has
to be taken as described in Section 4.1. Approximating this expression with λ = 1
and using the dual states defined in Eq. (44), the orbital magnetization becomes
Morb ≈
∑
ijl,n
ijl bi
e
2~c(2pi)3
Im fn0 〈u˜nbj |H0 + En0 − 2µ|u˜nbl〉 . (60)
Note that the matrix elements 〈un0| · · · |un0〉 and 〈u˜nbj | · · · |un0〉, due to the orthog-
onality of the dual states in Eq. (47), are purely real and vanish after taking the
imaginary part.
Since the periodicity in k-space is described by the vectors bj , the next nearest
neighbor points necessary for these derivatives can all be related to the k = 0 point
via |unbj 〉 = e−ibj ·r|un0〉. The resulting expression for the orbital magnetization is
thus indeed a single k-point formula in the sense that the Hamiltonian has to be
diagonalized only once at k = 0 to obtain the eigenvalues En0 and the states |un0〉;
the orbital magnetization can then be computed only based on these quantities.
The efficiency of this single k-point formula has been tested in the context of
a simple two-dimensional tight-binding model developed by Haldane.61 This model
has no macroscopic magnetization and breaks time-reversal symmetry through a
complex second-nearest neighbor hopping, resulting in staggered magnetic fluxes
that cancel throughout the unit cell. The convergence of the orbital magnetization
with respect to the size of the supercell can be seen in Fig. 3.
hThe corresponding expression, Eq. (2) in Ref. [89], has an erroneous minus sign, which propagates
through the remainder of that reference. Also, several sums over n are missing in Ref. [89].
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Fig. 3. Orbital magnetization of the Haldane model61 in
units of the Bohr magneton µB as a function of the su-
percell size L. The exact value is compared with the re-
sults obtained by evaluating the single k-point formula from
Eq. (60), using the numerical and analytical methods for
the k-space derivatives outlined in Section 4.1. (Reprinted
with permission from Ref. [89]; c© 2007 American Physical
Society).
4.4. Wannier interpolation of the orbital magnetization
An efficient, alternative numerical approach to evaluate the orbital magnetization
that targets metallic materials specifically is currently being developed.92 The basic
idea is to first perform an ab initio ground-state calculation on a relatively coarse
k-mesh that yields ground-state wave functions and energies. From these, partially
occupied disentangled Wannier functions are constructed,93 which then serve as a
compact tight-binding-like parameterization of the ab initio results. The Wannier
representation can then be used to interpolate quantities of interest on (almost)
arbitrarily fine k-meshes and evaluate the corresponding Brillouin-zone integrals
easily. This method of Wannier interpolation has been developed in the context of
the anomalous Hall effect in ferromagnets, where k-meshes of up to 300× 300× 300
grid points were necessary to converge the Brillouin-zone integral for the anoma-
lous Hall conductivity76—a quantity which has much in common with the orbital
magnetization. Although the Brillouin-zone integrand of the orbital magnetization
in Eqs. (14), (21), (30), and (40) is not as spiky as the one for the anomalous Hall
conductivity, a Wannier interpolation scheme still provides advantages. At the time
of writing, the corresponding manuscript discussing the interpolation of the orbital
magnetization in Ref. [92] is under review, and we refer the reader to the published
version—once available—for discussion, results, and further details.
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4.5. DFT specific aspects of calculating the orbital magnetization
The formalisms collected in this review article describe the calculation of the orbital
magnetization in periodic solids. As such, they can be used in conjunction with
any first-principles method suitable for solids. While other successful approaches
exist, density functional theory (DFT)94 has been the primary tool for modeling
many molecules and solids;95 in fact, the vast majority of all electronic-structure
calculations today are DFT.96 It is thus appropriate to consider some aspects of the
calculation of the orbital magnetization that are DFT specific.
One of the most important “ingredients” for DFT calculations is the exchange-
correlation functional used. As such, it is interesting to study which exchange-
correlation functional gives results for the orbital magnetization in best agreement
with experiment. However, since the theory of orbital magnetization in solids is
rather young, a systematic study of the orbital magnetization’s dependence on the
functional has not been performed yet. The results for Fe, Co, and Ni discussed in
the next section suggest a slightly better performance of PBE97 compared to LDA,98
but that might also be related to PBE’s better overall performance in solids.
However, even if we had access to the true exchange-correlation functional, DFT
is only guaranteed to produce the correct ground-state density; a similar claim for
the orbital currents cannot be made. Thus, in principle, the calculation of the orbital
magnetization—which is defined in terms of orbital currents—within DFT is not
guaranteed to yield correct results. It seems that a formulation that also includes
currents, such as current density functional theory (CDFT),81 should systematically
improve results for the orbital magnetization. But, it remains to be seen if appropri-
ate current functionals, in conjunction with CDFT, do indeed yield improved results
over standard DFT. Alternatively, time-dependent current density functional the-
ory (TD-CDFT)99,100 or the better developed time-dependent density functional
theory (TD-DFT)101 could in principle be employed. But again, at this point it
is not clear that they provide any practical advantage for calculating the orbital
magnetization over standard DFT. A somewhat more detailed discussion of these
aspects is given in Ref. [73].
5. Orbital Magnetization in Fe, Co, and Ni
Calculations of the orbital magnetization using the full theory have first been re-
ported in Ref. [8]. In that paper, the authors calculate the orbital magnetization of
Fe, Co, and Ni within DFT by evaluating Eq. (21) in the pseudopotential context of
Section 4.2, using the linear-response method for the k-space derivative described
in Section 4.1. This framework was implemented in the first-principles electronic-
structure code PWscf, which is part of the Quantum-Espresso package.102 At
the time of writing, this implementation is not yet publicly available.
Results for the orbital magnetization and its split-up into the bare and correc-
tion terms according to Eqs. (51)–(54) are collected in Table 1; values for Morb
are taken from Ref. [8] and values for the bare and correction terms are taken
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Table 1. Orbital magnetization of Fe, Co, and Ni in units of the Bohr magneton µB per atom
parallel to the spin, for different spin directions and different exchange-correlation (XC) functionals.
The total orbital magnetization is given by Morb = M
bare
orb + ∆M
bare
orb + ∆M
para
orb + ∆M
dia
orb,
where the contributions are defined in Eqs. (51)–(54). Values are taken from Ref. [8] and its
supplemental materials; see footnote in main text. Experimental values are taken from Refs. [3]
and [59]. (Reprinted with permission from Ref. [8]; c© 2010 American Physical Society).
Metal dir. exp. XC Morb M
bare
orb ∆M
bare
orb ∆M
para
orb ∆M
dia
orb
bcc-Fe
[001]∗ 0.081 PBE 0.0658 0.0639 0.0000 0.0016 0.0003
LDA 0.0642 0.0616 0.0005 0.0017 0.0004
[111] —
PBE 0.0660 0.0637 0.0005 0.0015 0.0003
LDA 0.0633 0.0609 0.0005 0.0015 0.0004
fcc-Co
[111]∗ 0.120 PBE 0.0756 0.0722 0.0018 0.0014 0.0002
LDA 0.0741 0.0706 0.0019 0.0014 0.0002
[001] —
PBE 0.0660 0.0629 0.0016 0.0013 0.0002
LDA 0.0642 0.0608 0.0016 0.0016 0.0002
hcp-Co
[001]∗ 0.133 PBE 0.0957 0.0908 0.0032 0.0014 0.0003
LDA 0.0924 0.0875 0.0032 0.0014 0.0003
[100] —
PBE 0.0867 0.0822 0.0028 0.0015 0.0003
LDA 0.0837 0.0792 0.0029 0.0013 0.0003
fcc-Ni
[111]∗ 0.053 PBE 0.0519 0.0494 0.0017 0.0007 0.0001
LDA 0.0545 0.0519 0.0019 0.0007 0.0000
[001] —
PBE 0.0556 0.0527 0.0022 0.0006 0.0001
LDA 0.0533 0.0505 0.0020 0.0007 0.0001
∗ denotes the experimental easy axis.
from the supplemental materials of the same reference.i The results clearly show
that, as pointed out in Section 2, the orbital magnetization in Fe, Co, and Ni is
indeed a small effect of only a few percent compared to their spin magnetization
of 2.083 µB (Fe), 1.523 µB (Co), and 0.518 µB (Ni).
103 It is also interesting to see
that the orbital magnetization is well described by the bare term Mbareorb alone and
the pseudopotential corrections ∆Mbareorb , ∆M
para
orb , and ∆M
dia
orb are usually small.
Although only a small effect, it can also be seen from these results that PBE gives
slightly better results than LDA. However, that might also be related to the better
performance of PBE in solids in general.
With the full theory of orbital magnetization available, we can now assess the ac-
curacy of the often-used muffin-tin approximation, mentioned in Section 3.1. In this
approximation, the orbital contribution can be simply calculated using Eq. (4), in-
tegrating over non-overlapping spheres centered around the atoms. Since the sphere
volumes are finite systems, the problem of the ill-defined position operator is cir-
iReference [8] and its supplemental materials only contain PBE results. The values for LDA results
were obtained from the authors of Ref. [8] through personal communication.
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Table 2. Orbital magnetization of Fe, Co, and Ni in µB/atom parallel
to the spin, for different spin directions. The total orbital magnetization
is here split up into contributions coming from the muffin-tin spheres, i.e.
Eq. (61), and the interstitial. Calculated values are taken from Ref. [8] and
experimental values are from Refs. [3] and [59]. (Reprinted with permission
from Ref. [8]; c© 2010 American Physical Society).
Metal dir. exp. Morb interstitial muffin tin
bcc-Fe
[001]∗ 0.081 0.0658 0.0225 0.0433
[111] — 0.0660 0.0216 0.0444
fcc-Co
[111]∗ 0.120 0.0756 0.0122 0.0634
[001] — 0.0660 0.0064 0.0596
hcp-Co
[001]∗ 0.133 0.0957 0.0089 0.0868
[100] — 0.0867 0.0068 0.0799
fcc-Ni
[111]∗ 0.053 0.0519 0.0008 0.0511
[001] — 0.0556 0.0047 0.0509
∗ denotes the experimental easy axis.
cumvented. In particular, one can calculate
MMTorb = −
e
2cV0
∑
n
∫
d3k
(2pi)3
fnk 〈unk|r× v|unk〉
MT
(61)
= − e
2cV0
∑
n
∫
d3k
(2pi)3
∫
MT
d3r fnk u
∗
nk(r)
[
r× (−i~∇+ ~k)/me
]
unk(r) ,
where we integrate inside all muffin-tin (MT) spheres in real space. This muffin-tin
contribution was calculated in Ref. [8] for a sphere radius of 2 Bohr. The interstitial
contribution is then defined as the total orbital magnetization minus the muffin-tin
contribution. Results for Fe, Co, and Ni are collected in Table 2. Surprisingly, the
results show that up to 34% of the orbital magnetization in Fe, up to 16% in Co, and
still up to 8% in Ni originate from the interstitial. As such, it is not surprising that
calculations of the orbital magnetization—using the muffin-tin approximation—
strongly underestimate the effect.59,60 These results, a posteriori, provide indeed a
strong justification for developing the complete theory of orbital magnetization.
The overall results for the orbital magnetization in Table 2 have also been con-
firmed with an independent implementation of the Wannier interpolation method
presented in Section 4.4 and Ref. [92]. On the other hand, preliminary calculations
by another group, using an implementation in the Wien2k code,104 disagree with
the results in Table 2; however, those results were never published.105
6. Applications of the Orbital Magnetization
While the orbital magnetization of materials itself is a useful concept, its change
is of much practical interest, as it can be related to several experimental probes.
The calculation of changes of the orbital magnetization has been possible for about
15 years now, using linear-response methods.52–56 But, now that the orbital mag-
netization itself can be calculated, numerous possibilities open up to develop new
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approaches—much simpler than linear-response methods—using finite differences.
Such approaches might prove particularly useful in situations where linear-response
calculations are cumbersome or impossible, or in conjunction with more complex
methods of treating exchange and correlation effects, such as hybrid functionals,
DFT+U, exact exchange, or beyond-DFT approaches. In the following sections we
focus on calculating the nuclear magnetic resonance shielding tensor and the electron
paramagnetic resonance g-tensor as a finite difference of the orbital magnetization.
6.1. Nuclear magnetic resonance as a derivative
of the orbital magnetization
Nuclear magnetic resonance (NMR) is one of the most important experimental tech-
niques used to determine the structure of molecules, liquids, and other disordered
systems; it has thus evolved into one of the most widely used methods in structural
chemistry.106,107 Similar to the orbital magnetization itself, methods to calculate the
NMR response for molecules and clusters, i.e. finite systems, were developed early
on in the quantum-chemistry community,108 but calculations for periodic solids were
impossible, as the inclusion of a constant magnetic field requires a vector potential
that breaks translational symmetry. While linear-response frameworks to calculate
the NMR shielding in solids have been available for a while,53,55,56 knowledge of the
orbital magnetization itself provides a much simpler way to calculate the shielding,
referred to as the converse NMR approach. The corresponding formalism is de-
scribed in detail in Ref. [7].
When a sample is put in an external magnetic field Bext, a field Bind is induced,
resulting in a total magnetic field of Btoti = B
ind
i + B
ext at the site of atom i.
The NMR shielding tensor σi for atom i is then defined as B
ind
i = −σi · Bext, or
equivalently as
σαβ,i = −
∂Bindα,i
∂Bextβ
. (62)
We now consider an artificial magnetic dipole mi at site i. Such a dipole would have
the energy E = −mi ·Btoti , which leads to
Btotα,i = −∂E/∂mα,i . (63)
Starting from Eq. (62), we can now use a thermodynamic relationship between
mixed partial derivatives and insert Eq. (63) to find
σαβ,i = −
∂
(
Btotα,i −Bextα )
∂Bextβ
= δαβ +
∂
∂Bextβ
∂E
∂mα,i
= δαβ +
∂
∂mα,i
∂E
∂Bextβ
= δαβ − V0 ∂Morb,β
∂mα,i
, (64)
where V0 is the unit-cell volume and we have written the macroscopic orbital mag-
netization as Morb,β = −(1/V0) ∂E/∂Btotβ . By doing so, in the last step we have
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made the assumption that the external field can be replaced by the total field, which
corresponds to a particular choice of geometry for the sample shape. However, the
results for other sample shapes can easily be recovered through knowledge of the
susceptibility.7
Equation (64) expresses the shielding tensor in terms of changes in the orbital
magnetization due to the presence of the artificial dipole mi, and finite differences
can readily be calculated. To that end, the dipole mi needs to be included in the
system’s Hamiltonian via its vector potential, for which a suitable form has been
derived7—a minimal change to existing codes, compared to a linear-response frame-
work. Note that this approach circumvents the difficulties related to including finite
external magnetic fields and the choice of gauge origin. In order to evaluate Eq. (64)
in a pseudopotential framework, a GIPAW transformation similar to Section 4.2 has
to be performed, which includes the vector potential of the artificial dipole in the
Hamiltonian; the corresponding framework has been derived in Ref. [109].
The converse NMR approach has been implemented in the first-principles
electronic-structure code PWscf, which is part of the Quantum-Espresso pack-
age.102 At the time of writing, this implementation is not yet publicly available.
Calculations have been performed within DFT by evaluating Eq. (64) through fi-
nite differences in the GIPAW pseudopotential context using the linear-response
method for the k-space derivative described in Section 4.1. This implementation
has already been successfully applied to calculate H, C, F, O, P, and Si NMR shifts
in a variety of systems such as small molecules, polycyclic aromatic hydrocarbons,
bulk water, and selected SiO2 crystals.
7,109,110
6.2. Electron paramagnetic resonance as a
change of the orbital magnetization
Electron paramagnetic resonance (EPR) is in nature similar to NMR, except that
the focus is on electronic spins instead of nucleic spins. Most stable molecules have
no unpaired electrons, such that EPR is limited to paramagnetic materials and is
thus less widely used. The property of interest is then the electron g-tensor. As in
the case of NMR, a linear-response framework exists to calculate the g-tensor.54
However, knowledge of the orbital magnetization allows for a direct calculation.8
The g-tensor deviation ∆gαβ from the free-electron value of ge = 2.002 319 can
be calculated through a change in the orbital magnetization as8,88
∆gαβ = − 1
µB
∂
∂Sβ
Morb,α , (65)
where S is the total spin. This approach has been used to study the microscopic
structure of radicals and paramagnetic defects in solids.8 In particular, calculations
have been performed at the DFT level by evaluating Eq. (65) through finite differ-
ences according to a spin flip in the GIPAW pseudopotential context described in
Section 4.2 using the linear-response method for the k-space derivative described in
Section 4.1. It is interesting to note that, while for the orbital magnetization the
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pseudopotential correction terms in Eqs. (52)–(54) play only a minor role (see Ta-
ble 1 on page 22), the correction terms play a more significant role when calculating
∆gαβ .
6.3. Other derivatives of the orbital magnetization
Derivatives of the orbital magnetization also play an important role in other areas
of condensed matter physics. We conclude this section with a non-exhaustive list,
mentioning several recent examples.
The magnetic susceptibility of a material is defined as the derivative of the total
magnetization with respect to an external magnetic field. As such, the derivative of
the orbital magnetization contributes to the magnetic susceptibility in general.52
Furthermore, in Ref. [12] the author links the spin-Hall conductivity in insulators
through a Strˇeda-like formula to the magnetic susceptibility, and in particular, to
the derivative of the orbital magnetization with respect to a magnetic field. Finite
differences calculations of the orbital magnetization were carried out for a simple
two-band model of graphene evaluating Eq. (21).
As pointed out in Ref. [13], it might be possible to identify non-abelian quantum
Hall states by experimental measurements of the temperature dependence of the
orbital magnetization. This is of particular interest in view of the recently developed
analytical formula for the temperature dependent orbital magnetization in Eq. (40).
In insulators with broken time-reversal and inversion symmetry, in first order an
electric field E can induce a magnetization M and a magnetic field B can induce
an electric polarization P. The coupling is described by the linear magnetoelectric
polarizability aαβ ,
11 defined as
aαβ =
∂Mβ
∂Eα
∣∣∣∣
B=0
=
∂Pα
∂Bβ
∣∣∣∣
E=0
. (66)
Orbital contributions to these derivatives are discussed in Refs. [9] and [10].
7. Conclusions and Outlook
The theory of orbital magnetization in solids is still in its infancy, being developed
only in 2005. Its “older brother”—the modern theory of electric polarization—has
been around for over a decade longer.14,15 The modern theory of electric polarization
was hugely successful, as the number of citations of its fundamental papers shows.
The theory was a breakthrough because it allows calculations of the polarization
as a bulk property, without the need for expensive calculations on slabs or clusters.
It is difficult to predict whether the theory of orbital magnetization will enjoy the
same level of success and widespread use; in light of the fact that magnetism in
many materials is well described with the spin contribution only, for which theories
have existed for a long time, it seems unlikely that it will.
However, the true success of the modern theory of electric polarization came
about when its formalism was widely available in first-principles electronic-structure
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codes. In fact, today its formalism is present in almost all of the popular and widely
used codes.18 Currently, the situation is different for the theory of orbital magneti-
zation. At the time of writing, prototype implementations only exist for the PWscf
part of the Quantum-Espresso package102 and Wien2k,104 which are not even
publicly available yet. Implementations in Vasp,111 Abinit,112 and Adf113 are in a
development stage. Once more implementations become widely available, the theory
of orbital magnetization can be expected to play an important role in condensed
matter physics and materials science.
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