Abstract. In this paper we formalize and prove a conjecture of Braverman about certain integrals on affine Laumon spaces. This provides a rank n generalization of a construction of Nekrasov about Ω−deformed N = 2 gauge theory with adjoint matter.
Introduction
Affine Laumon spaces appear naturally in geometic representation theory as small resolutions of singlarities of the all important Uhlenbeck spaces for the affine Lie algebra gl n . Uhlenbeck spaces appear in gauge theory as mathematical formulations of the spaces of U (n)−instantons. When one wants to compute partition functions in gauge theory, one basically computes integral of various cohomogy classes over Uhlenbeck spaces. Since the resolution of singularities is small, these integrals equal the corresponding integrals on affine Laumon spaces.
In this paper, we will use the smooth affine Laumon spaces not only to calculate, but to define integrals of the tangent bundle of the singular Uhlenbeck spaces. Concretely, the partition function for Ω−deformed N = 2 super-symmetric gauge theory with adjoint matter and a surface operator insertion equals the generating function: are formal monomials. The above integrals are taken in equivariant cohomology, so the generating function Z(m) has coefficients in C(x 1 , ..., x n , , ′ ), where x 1 , ..., x n are standard coordinates on the maximal torus of GL n , and , ′ are cooerdinates on P 1 × P 1 (this will all be explained in detail in section 2.2).
In [4] , Braverman asked to compute this generating function by relating it to a non-stationary deformation of the Calogero-Moser hamiltonian. This is the differential operator given by: 
The differential operator H has a unique eigenfunction:
where:
, and: λ = − (n − 1)n(n + 1) 24
Braverman conjectured that Z(m) must be very closely related to the eigenfunction (1.4) . This has already been proved in [9] in the case of finite Laumon spaces, i.e. when we set z n = 0. In this paper, we will prove it in the general case, as in the following theorem.
Theorem 1.5. The generating function Z(m) is given by:
where the formal series:
is called the Weyl determinant.
The main idea in the proof is to express Z(m) as the generalized character of an Ext operator A(m) as in [5] and [9] , and to then use the representation theoretic techniques of Kirllov and Etingof to compute it. This main effort required is to connect the geometry of A(m) with its representation theory. The structure of the paper is the following:
• in Section 2, we introduce affine Laumon spaces and discuss their properties.
• in Section 3, we introduce the Ext bundle E and the key operator A(m) it gives rise to. We state Theorem 3.6 which completely describes A(m).
• in Section 4, we use this description of A(m) to prove Theorem 1.5.
• in Appendix 1, we perform the main intersection theoretic computation of this paper and prove Theorem 3.6.
• in Appendix 2, we perform the main representation theoretic computation which gives rise to the hamiltonian (1.2).
The origins of this theory can be found in Nekrasov's paper [9] , where he introduces the generating function (1.1) in the case of gauge theory on a surface without insertions (in other words, integrating over the moduli space of rank n sheaves instead of the affine Laumon spaces). Some of the subsequent development has been discussed in the survey paper [4] , and a discussion aimed at physicists of the case at hand can be found in [1] .
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Affine Laumon spaces
2.1. Consider the surface S = P 1 × P 1 and the divisors:
A parabolic sheaf F is a flag of rank n torsion free sheaves:
on S, locally free around ∞, together with an isomorphism:
The above is called framing at ∞, and it forces:
On the other hand, c 2 (F i ) = −d i can vary over all non-negative integers, and we therefore call the vector d = (d 1 , ..., d n ) the degree of the parabolic sheaf.
The moduli space L d of rank n degree d parabolic sheaves is a smooth quasiprojective variety of dimension 2|d| := 2(d 1 +...+d n ) called the affine Laumon space.
2.2.
Let T ⊂ GL n denote the maximal torus, and let us consider the following action of T = T × C * × C * on L d : the maximal torus acts by linear transformations on the trivialization at ∞, while C * × C * act by scalar multiplication on the coordinates of P 1 × P 1 . One can then consider the equivariant cohomology groups:
. Here x 1 , ..., x n denote the standard coordinates on T , while and ′ denote the coordinates on the factors of C * × C * . We can look at:
which is an infinite-dimensional vector space over the field C(x 1 , ..., x n , , ′ ).
2.3.
For all i ≤ j, let us consider the locus of flags of parabolic sheaves:
where the notation
.., n}, and the quotients are supported at x of length 1 if k ≡ l mod n and 0 otherwise. Let us consider the proper maps:
which only remember the first (respectively last) parabolic sheaf in (2.1). For the degrees to work out, we need:
Moreover, it is a linear combination of l.c.i. varieties, so we can consider push-forward maps from it in intersection theory. Concretely, we define the operators:
2.4. Finally, we consider the operators of scalar multiplication:
This latter definition makes sense for all i ∈ Z, if we define d i = d i0 and
n ⌋ ′ , where i 0 is that number in {1, ..., n} that is congruent to i mod n. Then we have the following result ( [10] ): In the above theorem, the Lie algebra is:
with the linear basis given by c and:
.., n} where E ij denotes the elementary n × n matrix with 1 at the intersection of row i and column j and 0 everywhere else. All indices [i; j] will be taken modulo n, in the sense that [i; j] = [i + n; j + n]. We will often call e 
the loop generators. The reason we care about them is that the e ± i and the a ± k generate gl n as a Lie algebra, and they commute with each other. 
To any parabolic sheaf F ∈ L d we can associate a sheaf F ∈ M |d| :
The sum is not a direct sum, but it refers to the convex hull of all those sheaves as subsheaves of σ * F n . The sheaf F will be invariant under the natural action of G = Z/nZ on M |d| by multiplication on the second coordinate of S, so we get a map:
Conversely, given a G−invariant sheaf M G k , we can define its exp(2πil/n)−isotypical subsheaf: its sections are those sections of F on which (1) ∈ G acts as multiplication by this particular n−th root of unity. By definition, this sheaf is of the form σ * F l+1 (−lD) for some sheaf F l+1 on S. The sheaf property of F precisely imply that the F l paste to give a well defined parabolic sheaf. This gives up the opposite procedure to the map (3.1), so we conclude that:
or in other words that each Laumon space can be realized as (a connected component) of M G k .
3.2.
The Kodaira-Spencer isomorphism tells us that the tangent space at any point F ∈ M k is given by:
Therefore, the tangent space at F to the fixed locus L d of (3.2) is just the G−invariant part of the above vector space, namely:
We will often use the following notation for the above Ext space:
for any parabolic sheaves F , F ′ . Now, let us note that:
The first vector space above vanishes because of the twist by ∞, and the second vanishes by the same reason preceded by Serre duality. By a Theorem of Grothendieck, this implies that the spaces in the right hand side of (3.3) all have the same dimension as F ranges over L d , and this proves that L d is smooth of dimension 2|d|.
The exact same argument shows that the sheaf
is a vector bundle of rank |d| + |d ′ |. We define its Chern polynomial by the formula:
This polynomial gives rise to the operator:
3.4.
In a sense that will be made clear in Proposition 4.10, the generating function Z(m) of (1.1) is precisely the character of the operator A(m). This motivates our interest in this operator, and the essential technical result is the following theorem, to be proved in Appendix 1:
Theorem 3.6. The operator A(m) is a vertex operator, in the sense that it satisfies the following commutation relations with the operators of subsection 2.3: . There is a well-defined exponential map:
whose image is a subgroup P ⊂ GL + n . From Theorem 2.4, we see that the elements e + [i;j] act locally nilpotently on the cohomology group H, so we obtain a well-defined action of P on H. Elements of P can be written as n × n matrices with entries which are power series in z, such that the free term is an upper triangular matrix with all 1's on the diagonal. A particular example of such an element is:
The meaning of the above matrix is that we expand in positive powers of z. So for any g ∈ P , we can uniquely expand it in z and write it as:
The complex numbers g [i;j] will be called the matrix entries of g, and we have the following multiplication formula:
where we set by convention g [i;i−1] = 1.
4.2.
Under the action of Theorem 2.4, the cohomology group becomes isomrphic to the Verma module of gl n . This is the module freely generated by the elements e − [i;j] from a single vacuum vector v which is killed by the elements e + [i;j] , and which further satisfies:
One of the basic properties of the Verma module is that its endomorphisms are essentially determined by their commutation relations with the generators gl n , as in the following proposition: This Proposition will be proved in Appendix 2. Note that it readily implies that A(0) coincides with B of (4.2), since one can easily check that B satisfies the required commutation relations for m = 0.
4.3.
To describe A(m) in general, we need to find an endomorphism of H which satisfies the same commutation relations as A(m). Assume first that m ∈ N and consider the finite dimensional gl n −module S m = Sym mn (y 1 , ..., y n ), with the action given by c = 0 and:
This module can also be defined formally for m / ∈ N, but it will be infinitedimensional in general. Along the same lines with Proposition 4.4, one can prove that there exists a unique (up to a constant multiple) gl n −intertwiner:
We henceforth normalize Φ m such that Φ m (v) = v ⊗ (y 1 ...y n ) m + terms which involve lower weight vectors in H, where v denotes the vacuum vector.
4.4. Now we consider the linear map ev : S m −→ C given by setting y 1 = ... = y n = 1. One easily checks the following relations:
Theorem 4.8. The operator A(m) equals the following composition:
The proof is straightforward. From the commutation relations of B = A(0) as well as relations (4.6) -(4.7), one shows that the above composition satisfies the commutation relations (3.7) -(3.9). In fact, we constructed S m precisely so that this will happen. Then, we simply apply Proposition 4.4 to finish the proof. Proof The z d coefficient of the LHS of (4.11) is simply the trace of the endomorphism:
where
are the two projections. By the Künneth decomposition, this endomorphism is given by the cohomology class:
where the last isomorphism is Poincaré duality. Then the trace of our endomorphism, namely the LHS of (4.11), is given by:
where ∆ :
, as can be seen from relations (3.3) and (3.5). Therefore, the above equals the z d coefficient in the RHS of (4.11). 
(4.12)
Now, a straightfoward matrix multiplication (using the product formula (4.3)) shows that we have the following identity in P :
where g ∈ P is given by matrix entries:
where recall that z [i;j] = z i ...z j . Thus (4.12) yields:
where in the last equality we have used the fact that g commutes with the intertwiner Φ m . Since g ∈ P is a group element, we see that:
The reason why we have ev • g −1 in the above is because the trace has coefficients in S m . Indeed, recall that Φ m is an operator H −→ H ⊗ S m and therefore its trace will be valued in the module S m . The operator g −1 ∈ P acts on this module by the action (4.5):
But we can say more: because Φ m is an intertwiner, its character will lie in the weight zero subspace of S m . This subspace is one-dimensional and consists of constant multiples of the vector (y 1 ...y n ) m . So the above gives us:
where δ is the Weyl determinant defined in (1.6). The (4.13) implies: 
17)
where Y (m) is the eigenfunction of (1.4).
Appendix 1: Intersection Theory

5.1.
The purpose of this section is to prove Theorem 3.6. For a more compact notation, whenever we will write ±, then we define ε = 1 if the sign is + and ε = 0 if the sign is −. Then the desired relations (3.7) -(3.9) are rewritten as:
It is not hard to see that the first relation follows from the second once we add the next relation over all 1 ≤ i ≤ n and j = i + nk − 1: for j > i.
2)
The reason why we pick up a −c in the commutator of a − k is that h n+1 − h 1 = −c, by the convention of (2.3).
5.2.
Therefore, all we need to do is to prove (5.1) and (5.2). Consider the following moduli spaces: 
where E 1 (resp. E 2 ) are vector bundles on
with fibers: 
2 . Here, Q 
Therefore, the desired relations (5.1) and (5.2) (and thus the proof of Theorem 3.6) reduce to the following equalities of cohomology classes on
for all 1 ≤ i ≤ n, and:
for all j > i.
5.4.
We will now express the bundles Q in terms of the tautological sheaves W k = F k /F k−1 that were introduced in [7] . We will treat them like a black box in this paper, though a thorough study of them can be found in [10] .
Proposition 5.7. We have the following equalities in the equivariant
where T k now denotes the k−th tautological line bundle on
Proof We will prove these identities by restricting them to torus fixed points. As described in [7] , a torus fixed point of L d is indexed by a collection of non-negative integers:d
We will often use the notationd to refer to the fixed point itself. Also in [7] , it was shown that the torus character in RHom(d,d ′ (−∞)) equals:
Now consider a fixed pointd
, in other words one such that:
for some l i , ..., l j , while all otherd + 's equal the correspondingd − 's. Since RHom is additive, the torus character in Q
As seen in [10] , the second sum is precisely the torus character in W ∨ k+1 , while the first sum gives the character in k−th tautological bundle T k twisted by q. This ensures the first equality of (5.8). As for the second equality, the torus character in Q
The second sum in the torus character in W k , while the first sum gives the character in T ∨ k , and this proves the second equality of (5.8).
In particular, the above shows us that:
With the above proposition, we can rewrite the sought-for (5.5) and (5.6) as the following equalities of cohomology classes on
for 1 ≤ i ≤ n, and:
for i < j.
5.5.
We will need to develop a little bit more technology in order to proceed. Given two analytic functions P and Q in the variables z 1 , ..., z k , we define their convolution as the function:
where the contours C 1 ,...,C k are concentric around 0, with C 1 being the innermost one. If P and Q both vanish at ∞, convolution is commutative. Moreover, it satisfies the following easily checked property:
where | z means that we evaluate all the z 1 = ... = z k = z. Given such an analytic function Q(z 1 , ..., z k ), we define [Q] − to be the part of Q which vanishes at ∞, in other words we only keep the terms where the z i 's are raised to negative powers in its power series expansion. Now let:
, where the product goes over any set of pairs of indices (i, j), and a j i and b j i are any constants. We will write A i (z 1 , ..., z i , ..., z k ) for the above product if we leave out all terms containing z i . Then take two functions P and Q of z 1 , ..., z k , such that one of them (say P ) has at most simple poles at ∞ and the other one (say Q) vanishes at ∞. For all i, we will write P i and Q i for the functions in one less variable obtained as:
Lemma 5.13. In the above setting, we have the following relation:
Proof Let us consider the following function of the complex variables t 1 , ..., t k :
By definition, Res (0,...,0) F is the first term in the LHS of (5.14) and it is not difficult to see that the second term in the LHS is equal to Res (0,,...,0,∞) F . By applying the residue formula, we conclude that:
LHS (5.14) = −Res (0,...,0,z) F.
By changing variables t −→ z − t, we see that the first term in the RHS equals −Res (z,...,z) F and the second term in the RHS equals −Res (∞,z,...,z) F . Again applying the residue formula, one sees that RHS (5.14) = Res (0,z,...,z) F So to prove (5.14) we need to show that Res (0,...,0,z) F + Res (0,z,...,z) F = 0. This would follow from the residue formula, if we showed that Res (0,...,0,∞,z,...,z) F = 0 vanishes regardless of the position i ∈ (1, ...k) where the ∞ is placed. To see this, let us write the corresponding residue as:
C1
...
where all the integrals are centered around 0 now. There is no pole at s i = 0, because both P · Q and A are regular there and the denominator does not blow up. Therefore, the residue at (0, ..., 0, ∞, z, ..., z) is 0, and our relation (5.14) follows. ✷ 5.6. Now on to prove (5.10). Using (5.12), we can rewrite its LHS as:
In [10] , we compute the above push-forwards:
so we see that the LHS of (5.10) is equal to: − by the terms u 1 and u 0 , and it is easy to compute that:
so (5.15) reduces to:
which after consulting (5.9) coincides with the RHS of (5.10).
5.7.
The last relation we need to prove is (5.11), and (5.12) rewrites it as:
where | m means that we evaluate everything at m i = ... = m j = m and:
These latter quantities are computed in [10] , and we obtain for them the following results:
Then (5.16) is simply the particular case of Lemma 5.13 for:
6. Appendix 2: Representation Theory
Proof of Proposition 4.4:
Suppose there were another operator K : H −→ H which satisfies the same relations. It suffices to prove the following statement: if K(v) = terms of lower weight than the vacuum vector v, then K = 0. To prove this, first suppose that K(v) = 0. Then we can write: ..., we should be left with only a non-zero multiple of v plus terms of lower weight. On the other hand, because of the commutation relations (3.7) and (3.9), we can inductively show that we obtain a multiple of K(v), which by assumption is composed only of terms of lower weight than v.
Therefore, we must have K(v) = 0. Then we can use relations (3.8) and (3.9) to show inductively that K applied to any vector (e
.. · v equals 0. Since such vectors span V , we conclude that K = 0, as desired. ✷ 6.2. Proof of Proposition 4.16: This Proposition has been proved by Etingof and Kirillov for characters of sl n , and in the rest of this paper we will adapt their proof to the case of gl n . The main actor is the energy operator :
where the sum goes over all i ∈ {1, ..., n} and j ≥ i, and γ is a constant chosen in such a way that C kills the vacuum in the Verma module. 
Proof One sees that: The sums in the bottom row cancel each other out, and the top row is easy to compute:
As for the commutation relations with the loop generators, we see that: 
where D = ∂ 1 + ... + ∂ n is the total derivative of (1.3). However, we have the relation: where in the last equality we used the fact that Φ m is an intertwiner. The first term in the RHS of (6.5) equals:
where φ(i) = xi + i. By the same token, the second term in the RHS of (6. In the same way, we show that: 6.7. To prove the above relation, it is enough to compute the commutators involved, such as the straightforward relation:
A slightly more complicated computation is:
Now we compute: Plugging this into (6.9) gives us:
This last relation and (6.8) give us the desired (6.7). ✷
