The estimation of value at risk using univariate GARCH models is examined. A long history of the S&P 500 is used to compare these estimators with several other common approaches to value at risk estimation. The test results indicate that GARCH estimates are superior to the other methods in terms of the accuracy and consistency of the probability level. Although all of the GARCH models tested performed relatively well, the quality of the value at risk estimate does depend on which particular GARCH model is used. Weighting recent observations more heavily when fitting the GARCH model seems to be beneficial.
Introduction
Value at risk (VaR) has become very popular in risk management because it is an easily understood and obviously relevant concept. It is the amount of money that the portfolio is expected to lose more than over a set time horizon a given fraction of the time. For example if the distribution of tomorrow's expected gains and losses for our portfolio has 5% probability of losses greater than one million dollars, then one million dollars is the 1-day 5% VaR for the portfolio. Jorion (2000) provides an introduction to value at risk as well as discussing its estimation. The www.gloriamundi.org website comprehensively cites the value at risk literature as well as providing other VaR resources.
Even though explaining the concept of VaR is easy, creating the value is non-trivial. In statistical terms, the task is to provide a given quantile for a distribution that-since it continuously changes-is unobservable.
Since the task is difficult, it is sensible to test the quality of the procedures that are proposed. Here there is another problem-the best way to test a VaR estimator is to use a long history, a much longer history than it is typical to have. The present paper employs three test procedures which are increasingly comprehensive. These tests are applied to VaR estimators using almost 70 years of S&P 500 daily data.
The organization of the paper follows. Section 2 covers GARCH estimation of VaR. Section 3 presents the VaR estimators that are compared, and describes the data. Tests of the quality of the VaR estimators on the S&P data are given in sections 4, 5 and 6. Given the results from the pre-selected estimators, two additional estimators were tried-their quality is evaluated in section 7. Section 8 summarizes.
Value at Risk with GARCH
GARCH encompasses a broad class of models that estimate and predict volatility (plus correlations in the multivariate case). The original GARCH papers were Engle (1982) and Bollerslev (1986) . These along with several other articles are collected into Engle (1995) , while Bollerslev, Engle and Nelson (1994) survey the models. Two specific univariate models are fully described in section 3.
To estimate VaR using univariate GARCH, create a history of (daily) returns for the portfolio and then fit the model to these returns. The next step is to do a large number of simulations as many days ahead as the maximum time horizon that is of interest. Once the simulations are done, find the selected percentiles of the distribution of portfolio values within each simulated day. These estimators are similar to the filtered historical simulations of Barone-Adesi, Giannopoulos and Vosper (1999) . Pritsker (2001) evaluates the quality of the filtered historical simulations and other estimators.
Exhibit 1 is a small example simulation to make it clear how the simulation operates. This simulation generates only 5 paths and goes 4 days into the future. The task is to find the 20% VaR of a portfolio with initial value 100. First, each simulation is run independently. For example in simulation 1, it gains 4 on the first day, then gains 1, then loses 2, then gains 1. Once all of the simulations are run, each day is examined separately to find the selected percentile of the simulated portfolio values within that day. The selected percentiles are highlighted in the exhibit. Our estimated 20% values at risk are 2 for day 1, 0 for days 2 and 3, and 3 for day 4. Exhibit 1. Example simulation paths of the portfolio value. Exhibit 2 shows an example using this technique for each day up to ten days ahead and with three probability levels. For this example the starting value of the portfolio is assumed to be 100, that is, we are looking at percent losses. In many cases a graphical presentation of VaR like this will be more useful than a list of one or more numbers.
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Exhibit 2.
VaR from a univariate GARCH model. The simulation that produced Exhibit 2 generated 10,000 paths. The number of paths to simulate is determined by a trade-off between speed of computation and accuracy of results. The smaller the probability level, the more simulations needed to achieve a given accuracy. To see this consider generating 1000 simulations-a 5% probability means that there will be 50 points more extreme, but only 10 points more extreme for a 1% probability. Though it is not pursued in this paper, confidence intervals (assuming a correct model) for the value at risk estimate can be formed by using quantiles that surround the quantile of interest-see, for example, Pritsker (1997) .
The simulation of the GARCH model ideally uses the empirical distribution of the residuals. This allows the data to speak for themselves about the distribution of returns. Using the empirical distribution reduces concern about the shape of the distribution assumed in the model. The concern is not eliminated, however. The distribution that is assumed when the GARCH model is fit does have an effect on the distribution of the residuals. This effect is likely to become more important as the probability level for the VaR gets smaller.
An alternative GARCH estimator for VaR would merely use the predicted volatility given by GARCH and assume a distribution-thus reducing the computational burden. While this technique would likely perform better than many non-GARCH alternatives, the savings in time relative to the GARCH simulation method is unlikely to be worthwhile unless a large number of portfolios are to be examined. McNeil and Frey (2000) use GARCH in yet another way to get value at risk. They use GARCH to estimate the volatility, and extreme value theory to get tail probabilities.
GARCH simulation can easily provide an estimate of the mean shortfall as well as the value at risk. Mean shortfall, also known as mean excess loss, is the mean of all of the losses in excess of the value at risk. The mean shortfall is quite sensitive to distributional assumptions-the GARCH simulation attempts to circumnavigate such assumptions.
Multivariate GARCH models can also be used to estimate VaR. Univariate models, though, have several advantages. Clearly univariate models are simpler and often have fewer parameters to fit. Multivariate models require a long data history on all of the assets while univariate models can adjust the history when some assets have missing values. However, multivariate GARCH is useful when there are options in the portfolio-the underlying assets for the options can be simulated into the future and the options evaluated.
Estimators Studied
Quite a menagerie of methods have been suggested to estimate VaR, they run from assuming that all returns follow the Normal distribution to very elaborate simulation models. Pritsker (1997) studies a number of estimators. A total of 22 estimators are compared here.
Three distributional assumptions are made: the normal distribution, Student's t with 10 degrees of freedom, and Student's t with 5 degrees of freedom. For each of these distributions, four methods of producing the volatility are used. Three of these are exponential smooths, with smoothing parameters of 0.95, 0.97 and 0.99. A rolling estimate is also used which is the standard deviation of the previous 500 observations. For these 12 estimators the 10-day volatility is found by assuming independent observations-that is, the 1-day volatility is multiplied by the square root of 10.
Three simulation methods are performed, using the previous 500, 1000 and 2000 observations. The given quantile is selected from the window of data. This makes no distributional assumption, but implicitly assumes that volatility is constant over the window. (Actually it makes a somewhat stronger assumption.) The 10-day VaR is based on the (overlapping) 10-day returns.
Finally four different GARCH estimators are used. There are two models, and each are estimated using 1000 observations and 2000 observations. The parameters of the models are found using maximum likelihood. The first model is the GARCH(1,1) model assuming the normal distribution. The form of the model is:
where h t is the variance at time t conditional on past information, and ε t is the residual at time t. The three parameters in the equation are α, β and ω. These parameters are constrained to be positive in order to ensure that the conditional variance is always positive. There is also a parameter to estimate the mean of the series.
The second GARCH model examined is a components model introduced by Engle and Lee (1999) with a leverage effect as proposed by Glosten, Jagannathan and Runkle (1993) , and assuming that the errors follow a Student's t distribution with the degrees of freedom estimated. This model follows the two equations:
where the parameters to be estimated are ω, ρ, φ, α, β and λ. Again, h t is the conditional variance which is the quantity of interest. The first equation is the long-term component, the second equation combines the long-term and short-term components plus the leverage term. The notation e -means -e when e is negative and zero otherwise. There is a parameter for the mean of the series, making 8 parameters in total for the model.
The leverage term is often significant for equities, but tends to be zero for other asset classes. For a long-only equity portfolio, the leverage parameter would be expected to be positive-meaning that downward moves engender more subsequent volatility than upward moves of the same magnitude. Leverage is expected to be negative for a short equity portfolio. When the portfolio is long-short, then the leverage is likely to be smaller and may be of either sign.
The components model usually performs better on portfolios than the GARCH(1,1) model. Fitted components models tend to be more persistent than the GARCH(1,1) fit of the same data, in which case predictions from the components model will converge more slowly to their asymptote. The t distribution is also useful in achieving better fits-the degrees of freedom are often estimated to be in the range of 5 to 8 for daily returns.
All of the GARCH VaR estimates use 5000 simulations per day-the simulations use the empirical distribution of the residuals from the model. The parameters of the GARCH models are re-estimated every 10 trading days. A slight enhancement on the components model will be discussed in section 5, and further enhancements are presented in section 7.
The estimators are tested on the S&P 500 index. The data start on 17 April 1931 and end 29 December 2000. Because up to 2000 observations are used to estimate the models, the first test date is 21 April 1939. All tests are performed out of sample from the estimation-that is, the VaR estimates only use information that would have been available at the time that the estimate would have been made. The probability levels studied are 1% and 5% with each using a time horizon of 1 day and 10 trading days. The number of test days for the 1-day estimates is 15,510. The number of dates in the 10-day estimate tests is 1550-these are non-overlapping periods.
The 1-day 5% VaR for the test period as estimated by the 2000 observation components GARCH model is plotted in Exhibit 3. The crash of October 1987 is the most significant event during the period, though there are other quite significant events also.
Exhibit 3. S&P 500 1-day 5% VaR in percent as estimated by a GARCH model. 
Testing the Level
The most basic test of a value at risk procedure is to see if the stated probability level is actually achieved. If for a particular time point the actual loss is greater than the VaR, then we call this a "hit". The hits can be formed into a numeric series which is 1 for time points where there is a hit and 0 when there is not a hit. The mean of this series is the achieved level of the procedure.
If we assume the probability of a hit is constant, then the number of hits follows the binomial distribution. Thus it is possible to form confidence intervals for the level of the VaR estimate. In order for this test to be very sensitive, the expected number of hits can not be small. Even with decades of history, the confidence intervals have appreciable width. Exhibit 4 shows the achieved level and a 95% confidence interval for each of the 1-day VaR estimates. Bold entries in this and later exhibits indicate that the estimate can not be shown to be faulty at the 5% confidence level. Exhibit 5 presents levels and 95% confidence intervals for the 10-day VaR estimates-the final estimate will be explained in the next section. For the 1-day estimates, most of the estimators have an acceptable level at 5%, but at 1% most-except the GARCH estimators-have too many hits. Though assuming a t distribution in lieu of the normal helps, even the 5 degrees of freedom t gets too many hits. The simulation method using 2000 observations is the only estimator to pass this test in all four combinations of probability and time horizon. Though the GARCH estimators are consistently good at 1-day, they are getting too many hits at 10 days. The reason for this will be discussed in the next section.
Testing Consistency of Level
We want the achieved level of the VaR to be the stated level on average, but we also want to achieve the stated level at all points in time. One approach to testing the consistency of the level is to use the Ljung-Box portmanteau test (Ljung and Box, 1978) on the hit series of zeros and ones. When using Ljung-Box tests, there is a choice of the number of lags in which to look for autocorrelation. If the test uses only a few lags but the autocorrelation occurs over a long time frame, the test will miss some of the autocorrelation. Conversely should a large number of lags be used in the test but the autocorrelation is all in a few lags, then the test won't be as sensitive as if the number of lags in the test matched the autocorrelation. The tests of the 1-day 5% VaR are reliable, so it is possible to assess the quality of these estimates. While the GARCH estimates are not perfect, they perform very much better than the others-their Ljung-Box statistic is often an order of magnitude smaller than those for the other estimators. The components model is definitely better than the GARCH(1,1). As opposed to average hit rate where the simulation method with 2000 observations performed best, it is the worst for the 1-day VaR in terms of autocorrelation.
Exhibit 8 compares the hits in recent years from the components GARCH estimate using 2000 observations with those from the 500 observation simulation method. The cumulative hits from the GARCH method produce almost a straight line (though the results from Exhibit 7 indicate that it is probably not quite straight enough). In contrast the simulation method produces a large number of hits in 1986 and 1987 (even before the crash), and then has almost no hits in 1988 and 1989. This is the characteristic behavior of a volatility estimator that is too "stiff". It doesn't respond fast enough to increases in volatility, nor does it decrease fast enough as volatility subsides. The imperfect performance of the GARCH methods-especially the failure of the 10-day estimates to have good average level-was surprising at first glance. Some investigation led to Exhibit 11 which shows the rolling mean level of hits for the 2000 observation components GARCH estimate. There is a definite pattern that corresponds almost precisely to the amount of autocorrelation in the data as shown in Exhibit 12.
A permutation test was performed on the hit series. It showed that if the hits were randomly ordered, then there would be about a one in a thousand chance that the rolling mean would hit or exceed 14.5%, as it actually does. An additional estimate for the 10-day VaR was computed using the 2000-observation components GARCH model but with the addition of an AR(1) parameter for the returns. The AR parameter was constrained to be non-negative, in the belief that a negative estimate would likely be noise rather than an indication of truly negative autocorrelation. The results for this estimator given in Exhibits 5, 9 and 10 show an improvement. Exhibit 13 shows the rolling mean of hits for this new estimator. This is a definite improvement over the estimate that did not include the AR parameter. The rise up to 10% in the 70's may still be too large though-a permutation test shows a maximum of at least 10% to occur about 5% of the time.
Exhibit 13. 200-observation rolling mean of hits from 10-day 5% VaR estimate from components GARCH with AR estimate. 
Testing Predictability
There is another property that VaR procedures should possess in addition to constantly having the stated probability level-the hits should be unpredictable with all information available at the time that the estimate is made.
Suppose that our 1% VaR procedure has predictable hits. If the probability of a hit is greater than 1%, we should increase the VaR estimate. Likewise, we should decrease the VaR on days when the probability of a hit is less than 1%.
There is a trivial way to get a VaR that is clearly not what we want, yet exactly satisfies the testing criteria of the previous two sections. The VaR is declared to be some very large number except on days that are randomly chosen (with the given probability level) when the VaR is declared to be some very large negative number. Thus we are generating hits only on the randomly chosen days. To eliminate the behaviour that this pathological estimate takes to the extreme, the hits should not be predictable by the VaR estimate.
These non-predictability requirements are tested by the dynamic quantile test of Engle and Manganelli (1999) . This test is easy to perform as it is a simple function of the results of a least squares regression, and any variables that might be thought to influence the hits can be included. Should the test imply that there is predictability, the results of the regression can be examined to identify which variables have predictability.
The dynamic quantile test was performed for the S&P VaR estimates using an intercept, the VaR, 3 lags of the hits, the mean of the previous 50 hits, and the decades (the 1930's were put in with the 1940's, the 2000's in with the 1990's) for a total of 11 parameters. Thus the statistic for these tests follows a Chi-square with 11 degrees of freedom under the null hypothesis that there is no predictability. Exhibit 14 shows the test results for the 1-day VaR estimates, and Exhibit 15 contains the results for the 10-day estimates. For the 1-day VaR the GARCH estimates are again very much better than the others, yet they still show some predictability. In the 10-day case, the AR GARCH estimator appears to be superior to the rest.
Weighted GARCH Estimates
The GARCH estimators that were selected at the start of the simulation-while in general better than the other estimators-could be improved upon. After these results were seen, it was decided to investigate if weighted GARCH estimates would perform better. The hypothesis is that a GARCH model slowly evolving over time is a better model than a static GARCH. For example from Exhibit 12 it appears that the autoregression can change quite dramatically in a short period of time. Time-weighting the observations should keep the parameterization more up-to-date.
The components model with leverage and one autoregressive parameter was fit on a window of 2000 observations. The most recent observation was given three times the weight of the most ancient observation, and the weights were linear in between. Once the GARCH model was estimated, two forms of the simulation were performed. The first simulates in the usual way-each observation is selected with equal probability-while the second selects observations with the same weights as was used to fit the model. The method that weighted the simulation so that more recent standardized residuals are more likely to be selected is referred to as doubly weighted.
Exhibit 16 shows the confidence intervals achieved with these methods. The Ljung-Box tests are given in Exhibit 17, and the dynamic quantile tests in Exhibit 18. The only test that the weighted GARCH estimates do not pass is the dynamic quantile test for the 1-day 1% VaR. There is also a hint that the probability level for the 10-day 1% VaR may be too small. The doubly weighted estimator seems to have a slight advantage over the estimator that uses the weights in the GARCH estimation but not in the simulation. The regressions for the dynamic quantile test on the 1-day 1% VaR estimates were examined. It appears that there is predictability from VaR, the lag 1 hit, and possibly the decades.
Discussion
Though we don't want to make too sweeping of statements from the analysis of one dataset, there are at least tentative conclusions that can be drawn. When using traditional estimates of VaR, it appears to be a daunting task to find a combination of distributional assumption and volatility estimate to arrive at the stated probability level. It also appears that the desire to have the level constant throughout time can be at odds with getting the average level correct.
The simulation method has the nice property of not assuming a distribution, however, it does inherently assume constant volatility. This inherent assumption is onerous.
The univariate GARCH method gives quite good results-it keeps the good qualities of the simulation method while fixing its bad properties. Even so, the quality of the VaR estimate is sensitive to the quality of the GARCH model for the returns. Using time weights for the fitting of the GARCH model and the simulation appears to be valuable.
The CAViaR models of Engle and Manganelli (1999) are also likely to produce good quality estimates. These estimate the desired quantile directly rather than pulling the quantile out of an estimated distribution.
The S&P 500 data used to test the estimators is, in some ways, an easy case. There is not asynchronous data and it doesn't contain options, to name two common complications.
If the portfolio is global or multi-regional, then daily data will be asynchronous. For example if important news occurs in the afternoon New York time, then prices in New York will react to the news but Asia and Europe will be closed so they can only react when they next open. The significance of asynchrony is that the correlations between the assets appear to be smaller than they actually are. For portfolios that are all long (or all short) this will tend to have the effect of making VaR estimates too small. Burns, Engle and Mezrich (1998) provide a multivariate solution to asynchrony. It is possible that asynchrony could be suitably accounted for in univariate GARCH VaR estimates by adding a moving average term to the GARCH model, but this is a topic that needs to be researched.
The existence of options in the portfolio is probably a harder problem for univariate GARCH. A number of ad hoc approaches come to mind of how to adapt the approach to the existence of options. This is another avenue for further research.
