The spatial resolution of magnetic resonance images (MRI) is limited by the hardware capacity, sampling time, signal-to-noise ratio (SNR), and patient comfort. Recently, deep convolutional neural networks (CNN) have achieved impressive success in MRI super-resolution (SR) reconstruction. Increasing network depth or width can enlarge the receptive field to improve SR accuracy, however, it is impractical for MRI reconstruction in clinical applications because of high computational loads. To address this issue, we propose a novel dilated convolutional encoder-decoder (DCED) network to improve the resolution of MRI. We exploit three-dimensional (3D) dilated convolutions as encoders to extract high-frequency features. The dilated encoders capture wider contextual information by exponentially enlarging the receptive field, without introducing additional parameters or layers. Then we decode the features using deconvolution operations to alleviate gridding artifacts and restore fine details. To improve information flow, the encoders and decoders are aggregated into symmetrically connected blocks. The output of each block is passed to the final convolution layer, which facilitates to extract hierarchical features. In addition, we also exploit a geometric self-ensemble 3D wavelet fusion method to improve the potential performance of MRI SR. Experimental results on four public available brain datasets show that our proposed method outperforms NLM (non-local means), LRTV (low-rank and total variation) and current CNN-based SR methods, which demonstrates that our method achieves a new state-of-the-art performance in MRI SR task.
I. INTRODUCTION
Magnetic resonance (MR) imaging is widely used in medical diagnosis due to the properties of high contrast, non-invasion, and non-radiation. Magnetic resonance images (MRI) with high-resolution (HR) can provide rich anatomical details that are critical for accurate computer-aided radiological diagnosis and image post-processing. In clinical practice, however, hardware restrictions, signal-to-noise ratio (SNR), and patient motion artifacts often lead to the acquisition of low-resolution (LR) MRI. A highly efficient and scalable method to enhance the resolution of MRI is super-resolution (SR) reconstruction technique. This technique is widely used in many image
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processing tasks, such as medical imaging [1] , remote sensing [2] , [3] , and video processing [4] , where image details are greatly desired. The purpose of SR reconstruction is to estimate a desired HR image from one or multiple LR observations. SR problem is a heavily ill-posed and challenging research topic, since there exist various solutions to reconstruct an HR image from the given observations.
To address MRI SR problem, researchers have proposed a variety of techniques which are commonly divided into: interpolation-based [5] , reconstruction-based [6] , [7] and learning-based methods [8] - [10] . Traditional interpolation methods (e.g., nearest-neighbor, bilinear, and cubic) are simple to implement, but often lead to blocking and blurring artifacts. By exploiting rich image priors to simulate the process of MR imaging, reconstruction-based SR methods can flexibly reconstruct HR MRI, whereas it is difficult to choose a suitable regularization term. In a data-driven manner, learning-based SR methods are able to estimate complex mapping functions from training samples to reconstruct high quality HR MRI. Although significant progresses have been achieved, most of learning-based methods rely on manually designed feature representations, which hiders their further improvements in SR reconstruction accuracy. Recently, deep learning has delivered superior performance in addressing SR problem [11] , [12] . Deep learning-based SR methods can use multiple convolution filters to automatically extract features, with large receptive fields, to reconstruct HR images.
Deep learning methods delicately merge separate subproblems of SR reconstruction into one problem, and current attention mostly focuses on the use of convolutional neural networks (CNN). In [11] , the components of traditional sparse-coding SR methods [13] , [14] were jointly optimized in a three-layer CNN model. This method could perform SR reconstruction in the absence of prior knowledge and hand-crafted features. Inspired by the great success achieved by [11] , Pham et al. [15] investigated the usage of three-dimensional (3D) CNN to SR reconstruct brain MRI. Although consisting of three convolution layers, the method in [15] achieved a great performance improvement in MRI SR. By using the dense connectivity mechanism, Chen et al. [16] proposed a light-weight network to restore the HR details of structural brain MRI. Compared with relatively shallow networks, such as [15] and [16] , very deep CNN can grasp richer contextual information in large regions to improve the performance of MRI SR reconstruction.
Deep SR networks have evolved with the use of residual learning and dense connections. Pham et al. [17] used a deep 3D CNN model with residual learning to reconstruct SR MRI. The model exploited a very deep architecture with a large receptive field to acquire a powerful learning ability. To accelerate SR reconstruction, Du et al. [18] proposed a deep network consisting of densely connected convolution layers to extract multi-level features from original LR MRI. The authors used a deconvolution layer to upsample all feature maps at the end of the network. This method achieved state-of-the-art performance with less computing and memory requirements. Besides, the CNN with both local and global residual connections in [19] was used to reconstruct isotropic HR MRI from their anisotropic counterparts. With very deep architectures, CNN-based SR methods can expand the receptive field of the network to capture more contextual information over large image regions. As SR problem is inherently ill-posed, taking more image contexts into account can discover more clues to accurately infer the missing highfrequency components [20] .
Increasing the depth or filter size of the network could enlarge the receptive field, whereas it will introduce enormous parameters which lead to SR networks difficult to train. To address this issue, Kim et al. [21] proposed a deeplyrecursive SR method, in which the recursive convolution layers shared the weight parameters while maintaining the same receptive field. Tai et al. [22] stacked several residual recursive blocks to keep their SR model compact. The residual recursion strategy could deepen the network to improve the accuracy without adding any parameters. Later, Tai et al. proposed an extremely deep persistent memory network in another work [23] . The dense memory blocks used recursive units to extract multi-level features from large region of interest. However, the recursive SR network also required more convolution layers to maintain a large receptive field. Increasing the depth is not suitable for MRI SR reconstruction in clinical practice, since MRI are naturally three-dimensional, and the computational and memory consumption will increase exponentially as the network deepening. Besides, more stacks of convolution layers also consume more training tricks to reach the optimal solution.
The dilated convolution is a more efficient solution to expand the receptive field of network without increasing the depth or filter size. Huang et al. [24] demonstrated that dilated SR networks outperformed their non-dilated counterparts. The authors also found that different networks with the same receptive field can obtain similar results. With the same depth, the dilated model could capture wider context information and thus improved the SR performance. Lu et al. [25] proposed a dilated residual network to speed up SR reconstruction. The network comprised fewer layers, whereas it showed superior performance than the non-ditaled but deeper model. Similarly, Lin et al. [26] also found that moderately using dilated convolutions contributes to superior reconstruction performance. To extract multi-scale features, Zhang et al. [27] integrated normal convolutions and dilated convolutions into each layer. The mixed network could capture larger scale context information without incurring additional computational loads.
Although the dilated convolution has powerful ability to grasp wider context information, it may cause gridding artifacts due to the introducing of zeros in the convolution operation [28] . The gridding phenomenon is serious, especially when stacking convolutions with the same dilation factor. It is known that the purpose of SR problem is to recover the local fine details of the image, missing some local information during feature extraction may be detrimental to SR reconstruction accuracy.
To address this issue, we propose a dilated convolutional encoder-decoder (DCED) network to reconstruct HR MRI in this work. We use dilated convolutions as encoders to extract features, since they are able to take larger contextual information into account without introducing additional computation. Then deconvolution decoders are adopted to relieve the gridding artifacts and recover the details of image contents simultaneously. In order to alleviate the optimization difficulty and extract hierarchical features, we exploit symmetrical and local connections as well as a residual pathway to tune the architecture of DCED. The interpolated LR observation and the residual image produced by DCED are finally summed to generate the desired HR MRI. We have evaluated DCED on four public available brain MRI datasets and a real LR MR case. The experimental results show that DCED achieves a new state-of-the-art performance for MRI SR reconstruction.
Overall, the contributions of this work can be summarized as follows: (1) We propose a dilated convolutional encoder-decoder architecture to expand the receptive field of SR network and improve MRI reconstruction accuracy. The dilated encoder can extract features from large image regions. We explore the deconvolution decoder to alleviate gridding artifacts, which restores the HR details of MRI better than state-of-the-art CNN-based SR methods. (2) We propose to use symmetrical and local connectivity patterns to tune the network architecture. The symmetrical connections promote feature representations and gradients flow through the network effectively. The local skip connections allow the SR network to utilize multilevel features to recover HR MRI. (3) To maximize the potential performance of MRI SR, we exploit the geometric self-ensemble strategy and 3D Haar wavelet fusion method to produce high quality HR MRI. Experimental results demonstrate that our 3D wavelet-based approach is superior to the commonlyused averaging method when fusing multiple HR MRI into a high quality one. The rest of this paper is organized as follows. Section II provides a general mathematical model of SR reconstruction based on machine learning. Section III describes our proposed 3D encoder-decoder MRI SR network and the 3D wavelet fusion method. The implementation details, experimental results, and comparisons with state-of-the-art MRI SR methods are shown in Section IV. Finally, concluding remarks are given in Section V.
II. FORMULATION
SR reconstruction is the inverse of image degradation in which the relation between the HR image I HR and the observed LR image I LR can be written as:
where D (·) is the degradation function, ν is the observation noise. In general, D (·) refers to geometric transformation, blurring and downsampling operations. The restoration of I HR can be written as I HR = F (I LR ), where F (·) denotes the SR mapping function and can be considered as the inverse of D (·). In a supervised context, F (·) can be estimated with the following expression:
where θ denotes the parameter set of F (·), λR (·) is the regularization term and can be implicit in the supervised scenario.
In traditional SR techniques, such as sparse representation [9] , [10] , the reconstruction process of HR image is divided into several independent stages (e.g., feature extraction and reconstruction) which should be optimized independently. However, it is hard to achieve an overall optimization by independently optimizing each of the stage. In contrast, the process can be involved in a CNN model and jointly optimized, and the HR images are generated through the forward-propagated convolution operation. In this work, we focus on learning a high nonlinear residual SR mapping function F (·) using a novel 3D dilated encoderdecoder network (DCED). The overall architecture of the proposed SR network is shown in Fig. 1 .
III. PROPOSED METHOD
As depicted in Fig. 1 , DCED consists of three parts.
(1) The first two convolution layers extract initial feature representations from interpolated LR MRI. The features are then sent to the following block and the last layer of DCED.
(2) Dilated encoder-decoder blocks (EDBs), the main part of DCED, focus on recovering the details of HR MRI. In each EDB, the encoders and decoders are symmetrically connected to encourage feature maps and gradients to fluently flow across the network. (3) The last layer fuses the feature maps output from EDBs as a residual image. The HR MRI are finally generated by adding the interpolated image to the predicted residual image. In DCED, each layer (except for the last convolution layer) is followed by a rectified linear unit (ReLU) [29] for nonlinear responses. In addition, to maximize the potential accuracy of MRI SR, we also exploit a geometric self-ensemble 3D wavelet method to fuse multiple reconstructed HR MRI into a more accurate prediction.
A. DILATED ENCODER
MRI are inherently full of similarity and redundancy. To make full use of the property of MRI and capture the contextual information in large regions, DCED exploits 3D dilated convolutions as encoders to extract features. Since stacking too many dilated convolution layers together may cause gridding artifacts, we divide DCED into several EDBs. In each EDB, the dilated encoders are cascaded at the first part of the block, and the output of each encoder is passed to its following layer and mirrored decoder, as shown in Fig. 1 . Generally, normal discrete convolution operation * can be written as:
where f and k respectively denote the discrete signal and the discrete filter kernel of size (2r+1)×(2r+1), and the subscript represents the position of a discrete signal. As in [30] , the dilated convolution operation * d can be generalized as:
where d∈N + is the dilation factor. In (4), it can be considered that zeros are inserted into the kernel (skip of d-1 pixels) to evenly space the filter, which means one pixel in k corresponds to d pixels in f . The size of the region covered by * d , with a (2r+1)×(2r+1) kernel, is (2r×d+1)×(2r×d+1), which is the difference between * and * d . When d=1, no zeros are inserted into the filter, and thus traditional convolution can be regarded as a specific case of the dilated convolution. Therefore, the receptive field of the d-dilated convolution neuron with filter size of (2r+1)×(2r+1) can be generalized as (2r×d+1)×(2r×d+1). Since both r and d are positive integers, the dilated convolution can exponentially expand the receptive field of network, without increasing the depth and filter size. Fig. 2 shows a comparison between a twodimensional (2D) 3×3 non-dilated convolution kernel and its 2-dilated counterpart. We can see that the covered region of the dilated convolution is larger than that of the normal counterpart. Benefiting from the above property of the dilated convolution, DCED thus can capture neighbor voxels in large regions to infer the missing high-frequency components.
In EDBs, each encoder is composed of the 2-dilated convolutions with filter size of 3×3×3. To make sure that all feature maps have the same spatial size as the input, we symmetrically pad zeros around the boundaries before applying convolution operation. Greater dilation factors ensure the network to capture the contextual information in larger regions, whereas it is not always beneficial to accurately predict the missing high-frequency details [26] . The reason is that increasing the dilation factor needs padding more zeros to each side of feature maps, which may introduce border artifacts and counterbalance the benefits of enlarging the receptive field. Therefore, we use 2-dilated convolutions to extract features from large regions. Dilated convolution kernels can be considered sparse, and they extract image features in a checkerboard fashion, as shown in Fig. 2 . Thus, the dilated convolution operation may lose some local information. The problem gets worse when using large dilation factors, since the kernel may be too sparse to cover enough local information. As a result, using dilated convolutions may lead to gridding artifacts, and thus corrupt some high-frequency details of HR image, which is detrimental to learning an accurate LR-to-HR mapping function. Inspired by the work in [31] , we moderately apply 3D deconvolutions as decoders to alleviate the gridding artifacts. Besides, the receptive filed of top encoder may be very sparse if all dilated layers stacked together, thus we divide DCED into several blocks which consist of the dilated encoders and deconvolution decoders. The proposed framework is different from previous networks, such as [24] , [26] , [32] and [33] , that cascade all normal or dilated convolution layers together.
B. DEGRIDDING DECODER
Deconvolution can be interpreted as the inverse operation of convolution [34] , [35] , and it can adaptively learn diverse upsampling kernels from samples compared with traditional interpolation methods (e.g., nearest-neighbor, cubic, and B-spline). In this work, we use the deconvolutions with spatial size of 3 × 3 × 3 as decoders to eliminate the possible gridding artifacts caused by the dilated encoders. The decoders are grouped together at the second half part of each EDB, as shown in Fig. 1 .
In the deconvolution decoders, each voxel of the feature map is convolved with the filter, which produces multiple outputs. The overlapping outputs are fused by the element-wise addition to generate feature responses. In the deconvolution operation, the overlapping area is negatively correlated with the stride. In DCED, we set the stride of each deconvolution layer as 1 to maintain the largest overlapping area, which is beneficial to restore the primary details of image contents and relieve the gridding artifacts. The above deconvolution is a one-to-multiple convolution operation, and thus we place a convolution layer at the end of each EDB to compensate the image details. As stacking too many deconvolution decoders cannot lead to SR performance improvements [31] , we empirically set EDB depth to 6.
One may replace the above deconvolution with normal convolutions, which produces a fully convolutional SR network. Whereas we find that the network combining dilated convolutions and deconvolutions performs better when addressing the low-level image restoration problem. In such hybrid architecture, the convolution layers preserve primary image contents, and the deconvolution layers compensate and restore the details of HR image. The results in Section IV-B verify the effectiveness of our proposed encoder-decoder SR network.
C. SKIP CONNECTIONS
In EDBs, each dilated encoder layer and its corresponding mirrored decoder layer are contacted using a local symmetric connection (LSC), as shown in Fig. 1 . The output feature maps of each EDB are then propagated to the end convolution layer through a local connection (LC). In DCED, LSC and LC are realized by element-wise addition operations. The cross-layer connections pass feature representations at different levels in the forward-propagation, which encourages encoders and decoders to recover HR details. In addition, these connections also contribute to a better convergence by facilitating the back-propagation of the gradients.
SR methods mainly focus on recovering the high-frequency components of image, yet some raw details may get lost when passed through deep networks. It may reduce the learning efficiency of network [17] . We address this problem simply with residual learning [36] . The direct SR mapping function can be transformed to estimate the residual difference between the interpolated input and corresponding HR counterpart. It has been proved that learning the residual mapping can accelerate the training of network and lead to better SR performances [17] , [20] . In the training of DCED, the residual image is estimated as:
where F (·) refers to the forward-propagation of the network, and ↑ denotes the cubic interpolation upsampling method. The final predicted HR imageÎ HR thus can be expressed as:
where θ refers to the parameter set of DCED.
D. 3D WAVELET FUSION
In order to improve the potential accuracy of MRI SR, we adopt the self-ensemble strategy [37] and 3D Haar wavelet method to fuse multiple reconstructed MRI into a high quality one. The fusion procedure is shown in Fig. 3 . More specifically, we first rotate the original MRI along the axis direction with 90 • , 180 • and 270 • . The original MRI and its three augmentations are SR reconstructed using DCED method, and then the results are inversely rotated with corresponding angles. The above operations can make full use of the geometric self-similarity of MRI to produce four SR reconstructed MRI. We finally use a 3D Haar wavelet method to fuse the four HR MRI into a high quality image. The detailed waveletbased fusion process can be found in the below.
Each of the above reconstructed MRI is decomposed into eight subbands of low-and high-frequencies in the ''XYZ'' coordinates, using discrete wavelet transform (DTW) at the first decomposition level. These subbands can be denoted as HHH, HHL, HLH, . . . , LLL, where H and L respectively denote the high-and low-frequency elements of X, Y or Z direction. For example, #HL represents the subband containing high-and low-frequency information in the Y and Z directions, and # stands for H or L in the X direction. Let C m (i, j, k; ###) denote the wavelet coefficient of the position (i, j, k) in the subband that obtained from the result rotated (m − 1)×90 • , where m={1, 2, 3, 4}. In order to retain high-frequency components, we fuse the coefficient of HHH subbands via the rule (R1):
where C (·) refers to the coefficient of corresponding subband. For the other types of subbands, we fuse their coefficients through the following rule (R2):
where w m denotes the weight of C m . We can get eight subbands from the above fusion operations. Finally, the fused subbands are reconstructed into a high quality HR MR image through the inverse Haar wavelet transform (IWT). Although averaging multiple images into one is simple [37] - [39] , it may neglect the individual contribution of different features, such as low-and high-frequency information. In contrast, the wavelet transform can decompose an image into different frequency components, therefore one is able to retain meaningful features to produce a more accurate description [40] .
E. MODEL LEARNING
As the training of current deep networks is mainly based on mini-batch gradient descent optimizers, we split the training MRI into 3D patch pairs and then shuffle them. Let
HR } be the n-th LR and HR patch pairs of training dataset, we adopt the following mean squared error (MSE) as the loss function:
where N is the number of training patch pairs. The weights of deconvolution filers are randomly initialized using a Gaussian distribution with zero mean and standard deviation σ =0.001, and the weights of convolution filers are initialized with the MSRA method [41] . The initial biases of all layers are set to zero. We use Adam algorithm [42] with a fixed learning rate of 1e−4 and weight decay of 1e−5 as the optimizer. The mini-batch size is set to 32, and the momentum is fixed as 0.9.
IV. EXPERIMENTS
In this section, we evaluate the proposed DCED on normal and pathological MRI datasets, as well as the real LR MRI. We first introduce the implementation details, followed by the ablation investigations on the contribution of several components of DCED. After that, we present extensive experimental results and comparisons with state-of-the-art MRI SR methods.
A. IMPLEMENTATION DETAILS 1) DATASETS
We train DCED using 30 T1-weighted (T1w) MRI (KKI13 to KKI42) form the Kirby21 dataset [43] . Following [7] , [15] , [17] , we generate LR MRI using the isotropic downsampling method and the Gaussian kernel with 1 voxel standard deviation. The testing dataset consists of four freely available datasets: the Kirby21 dataset (KKI01 to KKI05), the ANVIL-adult dataset [44] , the pathological BraTS dataset [45] with gliomas, and the MSSEG dataset [46] with multiple sclerosis (MS) lesions. More information about these datasets is shown in Table 1 . We use these datasets to validate whether the proposed MRI SR method could recover the anatomical details of normal and pathological tissues.
2) TRAINING DETAILS
The LR MRI are first upscaled using the cubic kernel and then split into patches of size 31×31×31 with an overlap of 16. In DCED, all layers consist of filters with the spatial size of 3×3×3. We do not use any pooling layers, since they may discard some essential details when solving the SR problem. Before applying the convolution and deconvolution operations, we pad zeros around the boundaries to keep the size of all feature maps the same as that of the input. All training and testing are implemented using Caffe package [47] on an NVIDIA Titan XP GPU. Considering the restriction of our GPU memory, we set the number of EDB to 3 (L = 3), and the detailed architecture is shown in Table 2 . DCED is finally trained for 80 epochs with the Adam optimizer as described in Section III-E. The implementation associated with the proposed DCED can be accessed through https://github.com/JinglongDu/DCED.
3) METRICS
To quantitatively evaluate DCED and compare it against other methods, we use three commonly-used metrics including the peak signal-to-noise ratio (PSNR), structural similarity image metric (SSIM) [48] and normalized root mean squared error (NRMSE). In general, higher values of PSNR and SSIM, together with a smaller NRMSE metric indicate a superior SR reconstruction performance.
4) COMPARISONS
In the ablation experiment, we compare the convergence curve of DCED and that of other dilated SR networks [24] , [25] , [31] . We then compare DCED against traditional MRI SR methods: cubic interpolation method, NLM (non-local means) [6] , LRTV (low-rank and total variation) [7] , and the state-of-the-art CNN-based MRI SR methods, including SRCNN3D [15] , ReCNN [17] , DCSR [27] and DDSR [18] . Among them, ReCNN is the 3D version of VDSR [20] which is often used as the benchmark in SR research, and DCSR is a representative dilated network for natural image SR. We implement the above methods (except DCSR) using the codes provided by corresponding authors. The trained models of SRCNN3D, ReCNN and DDSR are downloaded from the websites of corresponding authors. DCSR is a photo-realistic image SR network, we retain its corresponding 3D version in the experiment. Since removing batch normalization layers does not degrade the SR performance [37] , we remove them form DCSR before retraining for fair comparison and saving GPU memory usage.
B. ABLATION INVESTIGATIONS
We here perform ablation experiments to study the influences of skip connections, filter numbers (width), network architectures, and the convergence curves of different dilated networks. To this end, we choose the straight dilated endocder-decoder network only with a residual connection as the baseline. To facilitate the ablation experiments, we use 10 scans form the Kirby21 dataset (KKI33 to KKI42) as the training samples. The results of the ablation study are reported in Fig. 4 . The effects of skip connections (LSC and LC) are provided in Fig. 4(a) . As can be seen, the baseline network (blue curve) converges quickly but finally reaches unsatisfactory PSNR values. However, the yellow and purple curves show that LSC can effectively improve the SR performance. Among the above two architectures tuned using LSC, LC lead to slightly lower but still comparable PSNR metrics, which is unlike the observation in [18] , [22] , [38] . This is probably because that LC cannot achieve its full potential in overly slim architectures. To verify this speculation, we further investigate the effect of filter numbers on these two architectures in the following experiment. Fig. 4(b) shows the convergence process of the networks with different widths. One can observe that increasing network width achieves superior performances, especially when using LC and LSC to enhance the information flow. The result verifies that LC can improve the SR performance as the network widening. Considering the above observations and our GPU memory constraint, we choose the architecture with LC and LSC as the skeleton of DCED and set the network width to 32.
Based on the framework tuned with LC and LSC, we further study the effects of dilated convolutions and encoder-decoder architecture. We replace the dilated encoders (DE) or deconvolution decoders (DD) with normal convolutions (NC). The results are reported in Fig. 4(c) . The blue curve shows that the network consisting of dilated convolution encoders and deconvolution decoders (DE+DD) performs better than other types of networks, including the normal convolutional architecture (NC+NC). It verifies that the 2-dilated encoders lead to higher PSNR values than normal convolution encoders. Compared with normal convolutions, deconvolution decoders (blue and yellow curves) are more suitable to alleviate the gridding artifacts and restore the HR details of MRI. This experiment verifies the effectiveness of the dilated convolutions and encoder-decoder architecture. In view of the above, we choose the 2-dilated convolutions as encoders and deconvolutions as decoders in the final DCED network.
To compare our proposed DCED with other dilated architectures, we retrain recent dilated SR networks, including DCNSR [24] , FDSR [25] , and RED [31] , with the same setting and training dataset. The results are displayed in Fig. 4(d) . It can be seen that the training process of DCED (LSC+LC) is more stable. The close-up views of the convergence curves show that DCED outperforms the compared dilated SR networks, which demonstrates the effectiveness of the proposed dilated encoder-decoder framework.
C. COMPARISON WITH STATE-OF-THE-ARTS
In this section, we compare DCED with both traditional methods and state-of-the-art CNN-based MRI SR techniques on normal and pathological MRI. Here, we provide both quantitative metrics (PSNR, SSIM, and NRMSE) and visual results for extensive comparisons.
1) RESULTS ON NORMAL MRI
To validate whether DCED could reconstruct normal tissue structures of HR MRI, we implement the evaluation on T1w cases (Kirby21 and ANVIL-adult datasets) acquired from healthy adults. Following SRCNN3D, ReCNN, and DDSR methods, we use 5 MRI from Kirby21 dataset (KKI01 to KKI05) as the testing dataset. The Kirby21 dataset was acquired from 21 healthy volunteers with no history of neurological conditions. The ANVIL-adult dataset consists of 7 scans acquired from young adults and was originally used in the assessment of brain segmentation techniques. Our training is implemented on 30 MRI from Kirby21 dataset, and we do not fine-tune DCED for fair comparison. Table 3 presents the average performance metrics on the non-pathological T1w MRI for the isotropic upscaling factor of 2. The best performances are marked in bold. It can be seen that CNN-based SR methods achieve dramatic performance improvements compared with cubic upsampling and traditional SR algorithms (NLM and LRTV). Among CNN-based techniques, our DCED method exhibits the best PSNR and SSIM measures. Although DCED has fewer layers (21-layer vs 23-layer) and parameters than DDSR, it has a far larger receptive field (61 3 vs 47 3 ). Compared with the dilated SR network DCSR, DCED adopts deconvolution decoders to restore HR details and gains superior reconstruction performances. The above observations indicate that our proposed dilated encoder-decoder architecture is more suitable to super-resolve MRI.
The qualitative results produced by DCED and compared techniques are visualized in Fig. 5 . Both the close-up views and real residual images of the zoomed area (red box) are presented for better visualization. We can easily observe that the proposed DCED method provides a more visually pleasing image quality than other methods. The image obtained from DCED clearly contains less blocking and blurring artifacts. Moreover, DCED preserves more clean contours and geometrical structures (e.g., the right occipital cortex) of tissues than compared methods, as shown in the zoomed area. Also, the real residual image produced by our method contains slightly fewer sharp textures, which verifies that DCED can recover HR MRI while maintaining a higher similarity to the ground truth image.
2) RESULTS ON PATHOLOGICAL MRI
We also use two pathological MRI datasets to evaluate DCED, and the training is implemented on normal MRI (Kirby21 dataset). The first pathological dataset was collected from glioma patients and originally used to evaluate tumor segmentation algorithms in the 2015 Brain Tumor Image Segmentation Challenge (BraTS). There are 220 highgrade glioma cases and 54 low-grade glioma cases in the BraTS dataset. These pathological scans were skull stripped, co-registered and resampled to 1.0mm isotropic resolution by the organizers. In the testing phase, we select 5 random T1c (T1-weighted contrast-enhanced) cases with low-grade gliomas to quantitatively compare different SR methods. The second pathological testing dataset was used as the training data in the MS segmentation (MSSEG) challenge [46] . Here, we evaluate SR methods using the unprocessed T1w volumes.
The average quantitative results over pathological MRI datasets are shown in Table 4 . Again, the values (in bold) of all metrics obtained by DCED are significantly higher than those of compared methods. In particular, DCED is superior to DDSR in terms of PSNR with large margins up 0.3dB and 0.16dB on two pathological datasets. Also, DDSR achieves obvious performance improvements in SSIM and NRMSE metrics. Besides, we can observe that DCED has higher robustness than the mixed convolutional DCSR method when reconstructing the details of tumor MRI.
We also select a T1c low-grade glioma case (T1c.41153) to visually compare the details obtained from the compared methods in Fig. 6 . It can be observed that the cubic interpolation, NLM, and LRTV methods trend to recover MRI with smooth edges and blurring artifacts. Among the CNN-based methods, DCED better reconstructs the tumor structures, producing the best visual image quality close to the ground truth. For instance, there is a continuous dark line (indicated by the red arrow) in the HR reference MR slice, but only DCED gives a credible approximation to this tissue structure. Besides, DCED also provides more pleasing visual structures (indicated by the blue arrow) of non-pathological tissue in the tumor case, although the SR reconstruction of MRI is still a challenging problem. The metrics below the image also confirm that DCED surpasses other compared methods. The qualitative and quantitative results show that DCED can reconstruct the HR detail of pathological cases even though only trained on MRI of normal anatomy.
3) RESULTS ON REAL LR MRI
To evaluate the effect of DCED on the real LR MRI, we use the proposed method and compared methods to reconstruct an T1w infant MR case without stimulating the degeneration (downsampling and blurring) of MRI. The case was acquired using a 1.0T Phillips HPQ scanner (TR=23ms, TE=6ms) with the voxel dimension of 1.04mm×1.04mm×1.6mm and matrix size of 256×256×155. Since there is no HR reference image available in reality, we here use the intensity profile of MR slice to compare different methods. Intensity profile reflects the change of intensity value at the interfaces between different tissues, thus can be used to compare the edge features of different reconstructed MRI.
The horizontal intensity profiles for an arbitrarily selected slice of the reconstructed MRI are shown in Fig. 7 . As the red dotted line shown, our proposed DCED method preserves the sharpest intensity profile changes of image edges. The closeup view of the selected region also verifies that DCED can recover better delineation of brain tissue edge features than compared methods. The analysis of intensity profiles shows DCED generates better results when reconstructing the real LR MRI.
4) RESULTS OF 3D WAVELET FUSION
In the experiment, we empirically set w 1 , w 2 , w 3 , and w 4 to 0.6, 0.1, 0.2, and 0.1. The 3D wavelet fusion results on Kirby21 dataset are shown in Table 5 . It can be found that the averaging fusion method can slightly improve the PSNR value, but it does not lead to the performance improvements of SSIM and NRMSE. By contrast, the wavelet fusion method obtains greater values in all three metrics. The observation demonstrates that the 3D wavelet fusion can retain more useful information than the commonly-used averaging method when integrating multiple reconstructed MRI into a high quality one. This is probably because the averaging method fuses MRI in voxel-level. However, the feature-based wavelet fusion method takes the individual contribution of different components (e.g., high-frequency information) into account.
5) RUNTIME AND GPU MEMORY COMPARISON
We compare the running time (network forward-propagation) and GPU memory consumption of CNN-based SR methods on a Linux workstation with an Intel Core i7 CPU (3.7GHz, 32GB RAM) and an NVIDIA Titan XP GPU. All the methods are implemented using the Matlab wrapper of Caffe [47] . The mean running time and GPU memory costs are reported in Table 6 . Since our GPU memory cannot support DCSR [27] to SR reconstruct the 44 × 44 × 44 MR patch with Caffe, we use the symbol ''-'' in the corresponding cells. SRCNN3D consists of only three layers (without padding zeros) and DDSR takes small size MRI as inputs, therefore, they maintain less running time and fewer GPU memory usages. Although ReCNN and DCED have similar depth (20-layer vs 21-layer), DCED is much faster and requires less storage space. The result indicates that DCED can use dilated convolutions to maintain a larger receptive field while requiring relatively fewer computation and memory resources. 
V. CONCLUSION
In this paper, we propose to reconstruct high-resolution MRI through a dilated encoder-decoder network. We combine dilated convolutions and deconvolutions to recover highfrequency information of MRI from the interpolated LR observation. The dilated convolutions expand the receptive field of the SR model to extract features, without introducing additional computational loads. The deconvolution operations are used to alleviate gridding artifacts and recover the details of HR MRI. Besides, we adopt proper local skips and residual learning to design our SR model. These connectivity patterns strengthen the propagation of features and gradients, which is helpful to restore MRI details and alleviate the training difficulty effectively. Moreover, we exploit the geometric self-ensemble 3D wavelet fusion method to further improve the performance of MRI SR reconstruction. Extensive experimental results on normal and pathological MRI show that our method achieves a new state-of-the-art SR reconstruction performance.
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