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reconstructionAbstract This paper addresses the problem of direction-of-arrival (DOA) and polarization estima-
tion with polarization sensitive arrays (PSA), which has been a hot topic in the area of array signal
processing during the past two or three decades. The sparse Bayesian learning (SBL) technique is
introduced to exploit the sparsity of the incident signals in space to solve this problem and a
new method is proposed by reconstructing the signals from the array outputs first and then exploit-
ing the reconstructed signals to realize parameter estimation. Only 1-D searching and numerical
calculations are contained in the proposed method, which makes the proposed method computa-
tionally much efficient. Based on a linear array consisting of identically structured sensors, the
proposed method can be used with slight modifications in PSA with different polarization
structures. It also performs well in the presence of coherent signals or signals with different degrees
of polarization. Simulation results are given to demonstrate the parameter estimation precision of
the proposed method.
 2015 The Author. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The polarization sensitive arrays (PSA) are able to collect the
signal energy in different polarization directions and they have
been widely used to improve the performance of direction-
of-arrival (DOA) estimation (see Refs.1–6 and the referencestherein). Many PSA with different polarization structures are
now available in practical systems, such as the co-centered
crossed-dipole pair (CCD) array, the co-centered orthogonal
loop and dipole (COLD) array and the electromagnetic vector
array (EVA) of super-resolution compact array radiolocation
technology (SuperCART). However, the research on DOA
estimation with PSA has lagged behind as many shortcomings
still remain in the existing methods.
When 2-D DOA estimation and joint polarization estima-
tion are required, the existing methods generally turn to the
multi-dimensional searching techniques as the parameters
can hardly be separated in the objective functions.7–9 Such a
computationally prohibitive searching procedure greatly
blocks the theoretical study and practical application of those
Fig. 1 Sketch of a linear COLD array.
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pler 1-D estimation problems.10,11 In addition, as more than
one parameter is usually concerned for each signal with the
PSA, a possibly confusion-inducing procedure of variable-
pairing is required for successful parameter estimation of mul-
tiple signals.7,10 Spatial and polarization smoothing techniques
have also been combined with the ordinary subspace-based
DOA estimation methods, so as to separate coherent sig-
nals.11,12 However, these techniques can be realized only with
particularly designed PSA, thus they have been blocked from
widespread applications. Similar constraints lie in the method
proposed for DOA estimation when completely and
incompletely polarized signals coexist,13 as it can be used only
on PSA with particular triangular geometries.
The sparsity of the incident signals in space is a comprehen-
sive property in various array applications. Previous research
based on the exploitation of such a property in scalar sensor
arrays has witnessed significant performance improvements,
especially in scenarios with low signal-to-noise ratio (SNR)
and much limited snapshots.14–19 Among the existing sparsity-
based DOA estimation methods, the ones based on the sparse
Bayesian learning (SBL) technique20,21 exceed their counter-
parts in DOA estimation precision in adequate scenarios.17–19
In this paper, the SBL technique is introduced to solve the direc-
tion and polarization estimation problem with PSA. By exploit-
ing the sparsity of the incident signals, the signal components
contained in the differently polarized array measurements are
reconstructed first, and then combined with respect to the
sources to estimate the parameters of interest. In order for nota-
tional facilitation, the proposed method is named reconstruc-
tion and combination of polarized signal components and
ReCoP for short. It avoids the computationally prohibitive
multi-dimensional searching procedure and the confusion-
inducing variable-pairing procedure. With very slight modifica-
tions, it can be used in various linear PSA consisting of identi-
cally structured sensors, such as CCD arrays, COLD arrays
and SuperCART, and it is also able to process coherent signals
and signals with different degrees of polarization.
The rest of the paper consists of six parts. Section 2 reviews
the observation model of the PSA, the SBL technique is intro-
duced in Section 3 to reconstruct the polarized signal compo-
nents, and those reconstructed signals are combined in
Section 4 to estimate the direction and polarization parame-
ters. Based on the differences during method implementation
between the proposed method and its counterparts, Section 5
highlights some special properties of the proposed method.
Section 6 demonstrates the performance of the proposed
method via simulations and Section 7 concludes the whole
paper.2. Model formulation
Suppose that K transverse electromagnetic waves impinge onto
an M-element PSA, the azimuths of the signals are
#1; #2; . . . ; #K 2 ½0; p, which are defined as the projections of
the incident signal directions on the x–y plane to the x axis,
and their elevations, defined as the signal directions to the z
axis, are u1;u2; . . . ;uK 2 ½0; p=2. The sketch of a linear
COLD array is shown in Fig. 1, where sðtÞ indicates the inci-
dent signal. When only 1-D DOA estimation is concerned,
one should set u1 ¼ u2 ¼    ¼ uK ¼ p=2.The output of the PSA at time t is
~xðtÞ ¼ ~A~uðtÞ þ ~vðtÞ ð1Þ
where ~A ¼ ½~a1;h; ~a1;v; ~~a2;h; ~~a2;v;    ; ~aK;h; ~aK;v, ~ak;h ¼ ak  wk;h,
~ak;v ¼ ak  wk;v,  represents the Kronecker product, the
subscripts ðÞh and ðÞv are used to indicate the horizontal
and vertical components, respectively, ak ¼ ½ej2pd1 cos#k sinuk=k;
ej2pd2 cos#k sinuk=k;    ; ej2pdM cos#k sinuk=kT stands for the phase-
shift vector depending on the array geometry, k is the signal
wavelength, dm denotes the distance between the mth sensor
and the reference point on the array axis, wk;h ¼ N~wk;h,
~wk;h ¼ ½ sin#k; cos#k; 0; cosuk cos#k; cosuk sin#k; sinukT,
wk;v ¼ N~wk;v, ~wk;v ¼ ½cosuk cos#k; cosuk sin#k; sinuk; sin#k;
 cos#k; 0T, N indicates the polarization dimensions that the
array selects from the EVA, e.g., N ¼ 1 0 0 0 0 0
0 0 0 1 0 0
 
for COLD arrays; ~uðtÞ ¼ ½uT1 ðtÞ; uT2 ðtÞ;    ; uTKðtÞT, ukðtÞ ¼
½sk;hðtÞ; sk;vðtÞT, sk;hðtÞ and sk;vðtÞ represent the polarized com-
ponents of the kth signal in two orthogonal polarization
directions; ~vðtÞ is the additive white Gaussian noise
independent of the signals with variance r2. For completely
polarized signals, sk;hðtÞ and sk;vðtÞ are linearly dependent as
ukðtÞ ¼ ½cos/k; sin/kejgk TskðtÞ, with /k and gk representing
the polarization angle and phase of the kth signal and skðtÞ
being the signal waveform.
By separating the outputs of the array elements with
identical polarization directions from ~xðtÞ, P measurement
vectors of x1ðtÞ; x2ðtÞ;    ; xPðtÞ 2 CM1 can be obtained as
follows:
xpðtÞ ¼
XK
k¼1
akðgTk;pukðtÞÞ þ vpðtÞ ¼ AwpðtÞ þ vpðtÞ
p ¼ 1; 2; . . . ;P ð2Þ
where P represents the number of polarization directions of
each array sensor, xpðtÞ ¼ Gp~xðtÞ, Gp ¼ IM  eTp , IM denotes
the identity matrix with dimension MM, ep 2 CP1 stands
for a vector with its pth element being the only non-zero
one of 1, gk;p ¼ ½wk;h;wk;vTep, wk;pðtÞ ¼ gTk;pukðtÞ, wpðtÞ ¼
½w1;pðtÞ;w2;pðtÞ;    ;wK;pðtÞT, A ¼ ½a1; a2;    ; aK, vpðtÞ ¼
Gp~vðtÞ. Eq. (2) indicates that the P measurement vectors
consist of signals impinging from the same K directions and
1720 Z. Liuindependent noise. As K is generally very small, those vectors
are much sparse from the perspective of spatial power
distribution.
In practical applications, N snapshots are collected by the
PSA at time instants of t ¼ t1; t2;    ; tN, the array output
matrices in different polarization directions can thus be
denoted by
Xp ¼ AWp þ Vp p ¼ 1; 2; . . . ;P ð3Þ
where Xp ¼ ½xpðt1Þ; xpðt2Þ;    ; xpðtNÞ, Wp ¼ ½wpðt1Þ;wpðt2Þ;
   ;wpðtNÞ and Vp ¼ ½vpðt1Þ; vpðt2Þ;    ; vpðtNÞ. Based on the
sparsity of the signal components in the P groups of polarized
measurements, the signals will be reconstructed first in
Section 3, and then combined for DOA and polarization
estimation in Section 4.
3. Reconstruction of polarized signal components
By extending the signal components in Eq. (3) to the potential
spatial space of the sources via zero-padding, one can yield
the spatially overcomplete formulation of the measurement
matrices as follows:
Xp ¼ AWp þ Vp p ¼ 1; 2; . . . ;P ð4Þ
where A ¼ ½aðn1Þ; aðn2Þ;    ; aðnLÞ, n ¼ cos# sinu, aðnÞ ¼
½ej2pd1n=k; ej2pd2n=k;    ; ej2pdMn=kT, n1; n2;    ; nL are L discrete
samples of n within [1,1] used to indicate the possible inci-
dent signals with moderately small quantization errors, which
satisfy n1 < n2 <    < nL; Wp ¼ ½wpðt1Þ;wpðt2Þ;    ;wpðtNÞ,
wpðtÞ is the zero-padded extension of wpðtÞ, Wp has nonzero
rows only corresponding to the aðnÞ’s associated with
n ¼ cos#k sinuk.14–19 As X1;X2;    ;XP consist of the signals
impinging from the same K directions, W1;W2;    ;WP share
identical sparsity profiles. The measurement matrices will be
decomposed on the discrete grid of ½n1; n2;    ; nL in this sec-
tion via sparse Bayesian reconstruction17–21 so as to recover
the signal components.
As the signal powers are distributed with unknown ratios in
different polarization directions, independent hyperparameters
should be introduced during the Bayesian reconstruction pro-
cess to represent the prior power spectrum of W1;W2;    ;WP
along their rows, i.e.,
wpðtÞ  Nð0; cpÞ t ¼ t1; t2;    ; tN ð5Þ
where cp 2 RL1, with its lth element of cp;l being inverse-
gamma distributed with parameters ðal; bp;lÞ, i.e.,
cp;l  IGðal; bp;lÞ / ðcp;lÞðalþ1Þ expðbp;l=cp;lÞ ð6Þ
By combining the above model assumptions with the
Gaussian distribution of the additive noise, one can conclude
in the probability densities of X1;X2;    ;XP with respect
to c1; c2;    ; cP, r2, a and B via straightforward mathematical
derivations, where a ¼ ½a1; a2;    ; aLT, B ¼ ½b1; b2;    ; bP,
bp ¼ ½bp;1; bp;2;    ; bp;LT. The qth iteration of the SBL tech-
nique when used to reconstruct X1;X2;    ;XP consists of the
following updates, which are derived following the guidelines
in,17–21
aðqþ1Þl ¼ aðqÞl þN ð7Þbðqþ1Þp;l ¼ bðqÞp;l þ
XN
n¼1
E½ðwðqþ1Þp;l ðtnÞÞ
2 ð8Þ
cðqþ1Þp;l ¼ bðqþ1Þp;l =ðaðqþ1Þl  1Þ ð9Þ
where wp;lðtÞ represents the lth element of wpðtÞ, wðqþ1Þp ðtÞ is
Gaussian distributed with mean lðqþ1Þp ðtÞ and variance Rðqþ1Þp ,
E½ðwðqþ1Þp;l ðtÞÞ
2 ¼ ðlðqþ1Þp;l ðtÞÞ
2 þ ðRðqþ1Þp Þl;l with E½ being the
expectation operator and ðÞl;l indicating the matrix element
on the lth row and lth column, and
lðqþ1Þp ðtÞ ¼ ððr2Þ
ðqÞÞ1Rðqþ1Þp AHxpðtnÞ ð10Þ
Rðqþ1Þp ¼ ððCðqÞp Þ
1 þ ððr2ÞðqÞÞ1 AH AÞ
1
ð11Þ
where CðqÞp ¼ diagðcðqÞp Þ and diagðÞ is the diagonalization oper-
ator. The update strategy of r2 can be obtained similarly as
that in Ref.19, i.e.,
ðr2Þðqþ1Þ ¼ ðr2ÞðqÞ þ 1
MNP
XP
p¼1
E kXp  AWðqþ1Þp k2
h i
ð12Þ
The updating process approaches a stationary state gradu-
ally, and the variable values are exported as their final esti-
mates when a predefined iteration termination condition is
achieved. The locations of the significant peaks in cp indicate
the signal directions.
As the spatial grids of n1; n2;    ; nL are obtained via dis-
crete sampling, quantization errors will be brought in if the
nl’s corresponding to the locations of the most significant
peaks in c1; c2;    ; cP are taken as the estimates of
cos#k sinuk directly. In order to eliminate such errors, the
reconstructed peak clusters around the signal directions gener-
ally consisting of several adjacent spectral lines should be
replaced with a single line to approximate the signal compo-
nents more compactly, which results in the following estimator
of cos#k sinuk
17–19:
s^k ¼ argmin
s
XP
p¼1
ln jQpj þ trðQ1p R^pÞ
h i
; k ¼ 1; 2; . . . ;K ð13Þ
where R^p ¼ 1
N
XHp Xp, trðÞ is the trace operator,
Qp ¼ Jp;k þ 1^pðsÞaðsÞaHðsÞ, aðsÞ is defined similarly as aðnÞ
in Eq. (4), Jp;k ¼ AkC^p;k AHk þ r^2IM, C^p;k ¼ diagðc^p;kÞ, c^p
and r^2 are the estimates of cp and r
2 when the SBL iteration
is terminated, Ak and c^p;k equal A and c^p, respectively, after
removing the vectors and elements associated with the kth peak
cluster (the peak clusters are selected in a similar way as that in
Refs.17–19; 1^pðsÞ stands for the coefficient of aðsÞaHðsÞ in Qp
obtained by minimizing the objective function in Eq. (13) for
particular s, which can be derived following 17–19:
1^pðsÞ ¼
aHðsÞJ1p;kðR^p  Jp;kÞJ1p;kaðsÞ
ðaHðsÞJ1p;kaðsÞÞ
2
ð14Þ
By scanning the scope of each peak cluster with required
precision, the values of the s’s that minimize Eq. (13) for each
signal are taken as the estimates of fcos#k sinukgk¼1;2;;K,
which are denoted by s^1; s^2;    ; s^K.
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obtain the power estimates of the K signals, denoted by
f1^p;kgk¼1;2;;Kp¼1;2;;P , embedded in the P groups of measurements.
The expression of 1^p;kaðs^kÞaHðs^kÞ can then be used to represent
the kth signal component in Qp, and then substituted into
Eq. (10) to recover the corresponding signal waveform within
Xp, which is denoted by s^
ðpÞ
k ¼ ½s^ðpÞk ðt1Þ; s^ðpÞk ðt2Þ;    ; s^ðpÞk ðtNÞ.
4. Estimation of direction and polarization parameters
4.1. DOA estimation
The model formulation given in Section 2 indicates that the
kth signal component within Xp at time t is
s
ðpÞ
k ðtÞ ¼ eTp ½wk;h;wk;vukðtÞ ð15Þ
Denoting
zkðtÞ ¼ ½sð1Þk ðtÞ; sð2Þk ðtÞ;    ; sðPÞk ðtÞ
T
Zk ¼ ½zkðt1Þ; zkðt2Þ;    ; zkðtNÞ
(
ð16Þ
and Uk ¼ ½ukðt1Þ; ukðt2Þ;    ; ukðtNÞ, then
Zk ¼ ½wk;h;wk;vUk ð17Þ
As ukðtÞ ¼ ½cos/k; sin/kejgk TskðtÞ for completely polarized
signals, Eq. (17) can be rewritten in a more concrete form in
such cases as follows,
Zk ¼ ½wk;h;wk;v½cos/k; sin/kejgk Tsk ð18Þ
where sk ¼ ½skðt1Þ; skðt2Þ;    ; skðtNÞ. Eqs. (17) and (18) indicate
that whatever the degrees of polarization (with the definition
given in Ref.13) are, the columns of Zk are embedded in the
subspace spanned by wk;h and wk;v, and the rank of Zk is 1 in
the case of completely polarized signals. Therefore, by denot-
ing the eigenvector of ZkZ
H
k corresponding to the largest eigen-
value by ck and Ck ¼ ½ck;wk;h;wk;v, one can easily conclude
that Ck is rank deficient and the smallest eigenvalue of C
H
k Ck
is 0. Such a conclusion holds for completely polarized, incom-
pletely polarized and unpolarized signals, but is usable only in
PSA with a polarization direction number no smaller than 3.
The linear PSA with polarization direction number being 1
or 2 can be used for 1-D DOA estimation only, where the
DOA estimates are obtained directly:
#^k ¼ cos1ðs^kÞ ð19Þ
In practical 2-D DOA estimation problems, only the esti-
mates of Zk and ck, denoted by Z^k and c^k, can be obtained
from the reconstructed signal components of fs^ðpÞk g
k¼1;2;;K
p¼1;2;;P .
The estimation error within c^k deviates C^k ¼ ½c^k;wk;h;wk;v
from a precise rank-deficient matrix, and the linear dependence
among ck, wk;h and wk;v should be tested by checking the dis-
tance between the smallest eigenvalue of C^Hk C^k and 0, which
leads to the following 2-D DOA estimator when the polariza-
tion direction number of the PSA is not smaller than 3,
½#^k; u^k ¼ arg min
#;u
jminðC^Hk C^kÞ; subject to cos# sinu ¼ s^k
ð20Þwhere jminðC^Hk C^kÞ stands for the smallest eigenvalue of C^Hk C^k.
Although both azimuth and elevation parameters are included
in the objective function in Eq. (20), they can be estimated via
1-D searching by exploiting the constraint of cos# sinu ¼ s^k.
For example, when scanning # within ½0; p, the value of u
can be determined according to u ¼ sin1ðs^k= cos#Þ, the pair
of # and u are then used to formulate wk;h and wk;v and calcu-
late jminðC^Hk C^kÞ, in this way the K signal directions are
obtained from Eq. (20) with K 1-D searching.
4.2. Polarization estimation
The polarization parameters of completely polarized signals
can also be estimated from the reconstructed signal compo-
nents. In the case of 2-D DOA estimation, one can conclude
from Eq. (18) that ck ¼ X1  ½wk;h;wk;v½cos/k; sin/kejgk T,
with X being the normalizing factor, thus
½ck;wk;h;wk;v
1
X1 cos/k
X1 sin/kejgk
2
64
3
75¼D Ckrk ¼ 0 ð21Þ
which indicates that rk ¼ ½1;X1 cos/k;X1 sin/kejgk T is
the eigenvector of Ck associated with the eigenvalue of 0. Such
a conclusion can be exploited to estimate the polarization
parameters based on the DOA estimates.
Denote the eigenvector of C^Hk C^k corresponding to the
eigenvalue of jminðC^Hk C^kÞ when ½#;u ¼ ½#^k; u^k by r^k, it can
be deemed as an estimate of rk=krkk2, thus the polarization
parameters of the kth signal can be estimated based on Eq.
(21):
/^k ¼ tan1 j^rkð3Þ=r^kð2Þj
g^k ¼ Argðr^kð3Þ=r^kð2ÞÞ
(
ð22Þ
where ArgðÞ is the argument operator.
When PSA with two polarization directions are used for
1-D DOA estimation of completely polarized signals, it also
holds that ck ¼ X1  ½wk;h;wk;v½cos/k; sin/kejgk T. By
substituting #^k ¼ cos1ðs^kÞ into wk;h and wk;v to calculate w^k;h
and w^k;v, then
X1½cos /^k; sin /^kejg^k T ¼ ½w^k;h; w^k;v1c^k ¼D r^0k ð23Þ
which finally concludes in the polarization parameter estimates
of
/^k ¼ tan1 j^r0kð2Þ=r^0kð1Þj
g^k ¼ Argðr^0kð2Þ=r^0kð1ÞÞ
(
ð24Þ5. Further discussions on ReCoP
5.1. Implementation scheme
During the proposition of the new method, many implementa-
tion details are buried in the discussions. The implementation
scheme is presented in Table 1 to make the method being more
comprehensive.
Table 1 Implementation scheme of ReCoP.
Implementation scheme of ReCoP
Input: ~xðt1Þ; ~xðt2Þ; . . . ; ~xðtNÞ
(1) Obtain X1;X2; . . . ;XP according to Eqs. (2) and (3)
(2) Repeat Eqs. (7)–(12) until convergence
(3) Estimate s^1; s^2; . . . ; s^K via Eq. (13) by combining Eq. (14)
DOA estimation:
(4) In 1-D scenarios, estimate source DOA via Eq. (19)
(5) In 2-D scenarios, for k ¼ 1; 2;    ;K
(5-1) Compute s^
ðpÞ
k ¼ ½^sðpÞk ðt1Þ; s^ðpÞk ðt2Þ; . . . ; s^ðpÞk ðtN Þ for p ¼
1; 2; . . . ; P in terms of their expectations via Eq. (10)
(5-2) Form Z^k according to Eq. (16)
(5-3) Eigen-decompose Z^kZ^
H
k to obtain its largest
eigenvector c^k
(5-4) Form w^k;h and w^k;v for each direction candidate dur-
ing 1-D directional searching based on the con-
straint cos# sinu ¼ s^k , and output #^k and u^k when
the smallest eigenvalue of C^Hk C^k is minimized
Polarization estimation:
(6) In 1-D scenarios, calculate w^k;h and w^k;v based on the DOA
estimates, combine w^k;h and w^k;v with the largest eigenvec-
tor of Z^kZ^
H
k , i.e., c^k to compute r^
0
k according to Eq. (23),
finally estimate the polarization parameters via Eq. (24)
(7) In 2-D scenarios, denote the eigenvector corresponding to
the minimized smallest eigenvalue of C^Hk C^k by r^k (which is
obtained in the step of (5-4)), then estimate the polariza-
tion parameters via Eq. (22)
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As the proposed method of ReCoP follows a much different
guideline from the previous counterparts, it also has some indi-
vidual properties that should be highlighted.
(1) Adaptation to different array structures. Given a linear
PSA consisting of identically structured sensors, no fur-
ther constraint is required on the array geometry or
polarization for the implementation of ReCoP. The only
difference of ReCoP when used in differently structured
PSA lies in the variation of N; it is
1 0 0 0 0 0
0 0 1 0 0 0
 
for CCD arrays,
1 0 0 0 0 0
0 0 0 1 0 0
 
for COLD
arrays and I6 for EMV arrays.
(2) Free of multi-dimensional searching. After reconstruct-
ing the polarized signal components from the array out-
puts, only an 1-D searching procedure is included in
ReCoP to realize 2-D DOA estimation based on Eq.
(20) and the other procedures are realized via numerical
calculations.
(3) Free of variable-pairing. The locations of the spectrum
peaks in c^1; c^2;    ; c^P associate the variables of interest
with respect to each signal automatically, and the direc-
tion and polarization parameters are then estimated by
taking the signals into consideration sequentially.
(4) Separation of coherent signals. In ReCoP, the polarized
signal components are recovered from the array outputs
via sparse reconstruction, which has been shown by pre-
vious researches to own much enhanced adaptation to
inter-signal correlation.14–19 Thus ReCoP is expected
to perform well in the coherent scenarios.(5) Adaptation to signals with different degrees of polariza-
tion. No assumption on the degree of polarization is
introduced for the signals when using ReCoP for DOA
estimation; it adapts to completely polarized, incom-
pletely polarized and unpolarized signals inherently
without any modifications.
6. Simulation results
Suppose that two equal-power signals impinge onto an
8-sensor linear PSA, and the array geometry is assumed to
be uniform and inter-spaced by half-wavelength to facilitate
the comparison between different methods. The 1-D DOA
and polarization estimation performance of ReCoP is
demonstrated first with COLD array by setting the signal
parameters as ð#;/; gÞ ¼ fð60	; 30	; 45	Þ; ð80	; 80	; 60	Þg.
Ten snapshots are collected by the array. During the spatial
reconstruction procedure, ReCoP selects the discrete grid as
fq1; q2;    ; qLg ¼ sinðf90	;89	;    ; 90	gÞ. The DOA esti-
mation precision is evaluated by the average root-mean-
square-error (RMSE) of the two signals, which is defined as
RMSE# ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
I K
XI
i¼1
XK
k¼1
ð#^ðiÞk  #kÞ
2
vuut ð25Þ
where I stands for the number of simulations in each particular
scenario and #^
ðiÞ
k the DOA estimate of the kth signal in the ith
simulation. The estimation precision of the polarization
parameters is evaluated by the RMSE of the angular distance
between the location of ð/k; gkÞ and its estimate on the
sphere.10 Previous methods of ESPRIT10 and Quaternion-
MUSIC (QMUSIC)8 are also implemented for performance
comparison.
As the SNR of the two signals vary from 0 dB to 20 dB, the
direction and polarization parameter estimation RMSE of
ReCoP, ESPRIT and QMUSIC obtained from 100 simula-
tions are shown in Fig. 2(a) and (b). ReCoP exceeds the other
two methods in parameter estimation precision in the given
scenarios and the predominance is very significant when the
SNR is lower than 10 dB. The average implementation times
of the three methods have also been compared during the sim-
ulations. The detailed time list has been excluded here due to
space limitation, but the statistical results show that ReCoP
spends about 10 s to obtain the DOA estimates in each
simulation, which is approximately half of the implementation
time of QMUSIC, but is much larger than that of ESPRIT
(less than 1 s). The QMUSIC method is computationally most
expensive because it requires multi-dimensional direction
searching. ReCoP and ESPRIT are implemented via 1-D
searching, but ReCoP is slower due to the iterative realization
of Eqs. (7)–(12).
Then fix the SNR of the two signals at 10 dB and vary their
correlation coefficient from 0 to 1, and then the DOA estima-
tion RMSE of the three methods obtained from 100 simulations
are shown in Fig. 3. ESPRIT and QMUSIC deteriorate signif-
icantly inDOA estimation precision for more heavily correlated
signals, and they even fail completely in coherent scenarios.
However, ReCoP shows much enhanced adaptation to corre-
lated and coherent signals and it achieves high-precision DOA
estimation even when the correlation coefficient approaches 1.
(a) Direction (b) Polarization
Fig. 2 Parameter estimation RMSE with COLD array.
Fig. 3 DOA estimation RMSE of correlated signals.
Fig. 4 2-D DOA estimation of coexisted completely and
incompletely polarized signals.
DOA and polarization estimation via signal reconstruction with linear polarization-sensitive arrays 1723The polarization parameter estimation precisions of the three
methods vary in a similar way as the DOA precisions, thus
the results are not listed here for conciseness.
In the following group of simulations, the COLD array is
replaced by an EMV array, so as to demonstrate the perfor-
mance of ReCoP in 2-D DOA estimation and separation of
coexisted completely and incompletely polarized signals. Thesignal azimuth and polarization parameters are kept
unchanged from the previous simulations, the elevations are
set to be 80 and 60, respectively, and their SNRs are fixed
at 10 dB. The degrees of polarization of the two signals10 are
set to be 1 and 0.5, which indicate that they are completely
and incompletely polarized signals, respectively. In such a sce-
nario with differently polarized signals, the previous methods
are not able to estimate the signal directions with linear
PSA.13 The 2-D DOA estimation results of ReCoP in 30 ran-
domly chosen simulations are shown in Fig. 4, where the red
markers indicate the true signal directions. The azimuth esti-
mation errors of ReCoP are all smaller than 1 and the eleva-
tion estimation errors are mostly smaller than 3.
7. Conclusions
(1) The signal components embedded in differently polar-
ized array measurements are reconstructed and com-
bined in this paper, so as to estimate the 1-D and 2-D
directions of signals with different degrees of polariza-
tion and the polarization parameters of completely
polarized signals.
(2) The proposed method is free of multi-dimensional
searching and variable-pairing. It adapts to polarization
sensitive linear arrays with different polarization direc-
tions if only the array sensors have identical structures.
(3) The proposed method also performs well in separating
coherent signals and signals with different degrees of
polarization.
(4) As is demonstrated by the simulation results, the direc-
tion and polarization estimation precisions of the pro-
posed method exceed its counterparts in scenarios with
typical settings, especially when the SNR is low.
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