The investigation of chaotic motions and cooperative systems offers a magnificent opportunity to involve modern physics in the basic course of mechanics taught to engineering students. In this paper, it will be demonstrated that the Zeeman machine can be a versatile and motivating tool for students to acquire introductory knowledge about chaotic motion via interactive simulations. The Zeeman catastrophe machine is a typical example of a quasi-static system with hysteresis. It works in a relatively simple way and its properties can be understood very easily. Since the machine can be built easily and the simulation of its movement is also simple, the experimental investigation and the theoretical description can be connected intuitively. Although the Zeeman machine is known mainly for its quasi-static and catastrophic behaviour, its dynamic properties are also of interest with its typical chaotic features. By means of a periodically driven Zeeman machine, a wide range of chaotic properties of the simple systems can be demonstrated, such as bifurcation diagrams, chaotic attractors, transient chaos, Lyapunov exponents and so on. This paper is organically linked to our website (http://csodafizika. hu/zeeman) where the discussed simulation programs can be downloaded. In a second paper, the novel construction of a network of Zeeman machines will be presented to study the properties of cooperative systems.
Introduction
The education of engineering students is based on classical physics (mechanics, electricity and thermodynamics); therefore, topics of modern physics can be discussed in a relatively short time. However, modern physical aspects of the subject have great importance in raising the interest of the students and motivating them to learn physics. In this paper, it will be demonstrated that the Zeeman catastrophe machine can be a versatile and motivating tool for students to get introductory knowledge about chaotic motion via interactive simulations.
Ever since Edward Lorenz discovered that simple nonlinear systems can produce inherently unpredictable behaviour, which is called chaotic motion, the interest in the theory of it has risen rapidly; much effort has been invested in integrating it into the graduate as well as the undergraduate curricula. Excellent introductory monographs are available that explain the basic ideas and concepts [2] and in which, a wide variety of simple mechanical systems producing chaotic behaviour are deployed [3] [4] [5] . Maybe, in light of these, it seems to be a superfluous effort to increase the number of examples of simple chaotic systems. Although the scepticism is reasonable, we think that the Zeeman machine has exceptional advantages as a teaching material. It will be proven that in spite of its simplicity, by investigating it, a broad range of the characteristics of chaotic motion can be covered, which generally needs the discussion of several different systems. The machine was originally prepared for the demonstration of the catastrophe phenomenon, which is a result of a quasi-static process. However, by applying a periodic driving force it produces chaotic motion, which can easily be studied both theoretically and experimentally. The initial enthusiasm and motivation of students are often lost when they are unable to understand the theory behind chaotic behaviour. The Zeeman machine provides an easily understandable theoretical background of various chaotic features and gives an insight into the dynamics of chaotic motion. Simulations of the motion help us to avoid too mathematical or abstract teaching and interactive programs support the exploratory activities of the students. However, the almost infinite richness of the Zeeman type models is revealed when the Zeeman machines are linked into a network. In a further paper, a novel construction of a network of Zeeman machines will be presented for studying the properties of cooperative systems.
Catastrophe phenomenon
Those systems whose temporal evolution (dynamics) is defined uniquely by rules are called deterministic systems. Catastrophe theory deals with the description of the quasi-static motion of those deterministic systems in which small continuous changes in one or more parameters cause abrupt discontinuous dramatic changes in the equilibrium state of the system.
Bent cards serve as a simple example. Hold a card bent between your fingers, with its convex side down as shown in figure 1 and begin pushing it with the index finger of your other hand slowly from the bottom up, so that the distance between your fingers holding the card does not change. We see that at first, the shape of the card changes only a little bit, but at one point (the tipping point), it suddenly 'snaps', its curve abruptly jumps into its reverse.
The small toy sold on the internet or in toy shops called the 'jumping disc' (figure 2) is based on the same phenomenon. This is essentially a bi-metal (two materials of quite different thermal expansion coefficients fit together) disc, which bulges towards one side at room temperature and towards the opposite side at body temperature. If the disc is heated by rubbing between your fingers and placed on a table with its convex side up, it will rest 'peacefully' for a few seconds while its temperature decreases. When cooled below a critical temperature, its shape suddenly 'snaps' to a shape concave viewed from above and implementing literally the leap from one state to another, jumps several meters high from the table. Study [6] gives a detailed description of the toy; a short video about it is shown on the website [7] .
Zeeman's catastrophe machine
The catastrophe machine bearing his name was created by E C Zeeman in the 1970s to illustrate and study catastrophe phenomena [8] . The device is very simple (anyone can build it) and can easily be studied quantitatively. Fix a flat disc of radius R with an axle at a point of a rigid sheet. Take two identical rubber strings with an unstretched length of L 0 , fasten one end of one of the rubber strings to the circumferential point P of the disc and the other end of the string, slightly stretching it, in point A of the sheet. Fasten one end of the other string at point P of the disc and let the other end hang free. In our experiments, we will move this end B in the plane of the sheet. For the quantitative description, establish a coordinate system in the plane of the sheet, whose origin is the centre of the disc, its x-axis is a straight line through points A and O (figure 3) and its y-axis is perpendicular to this straight line. (The coordinates of point A are (−A, 0).)
Let us study the behaviour of the system by slowly moving the end B of the L 2 rubber string parallel to the y-axis towards the x-axis starting from different B(x 0 , y 0 ) points. Make sure that in the meantime, the disc always stays in equilibrium.
If you do not wish to take time to build the catastrophe machine, you can use the great flash simulation on the site [9] to study the system. On the simulation, we see the machine rotated by 90
• relative to figure 3 ; the Cartesian coordinates are denoted with u instead of X and v instead of Y. The green point representing the free end B of the rubber string can be dragged with the cursor in the u-v plane. Meanwhile, pay attention to the movement of the blue (peripheral fixing) point P. The equilibrium can be characterized by the position of point P. This position can be clearly defined using the angle formed by the y-axis and the radius drawn from the axis of rotation of the disc to the point P. In most cases, we find that the position of the end B clearly defines the angle, which changes constantly as B is moved. By nearing the string end B towards the x-axis, then crossing it and moving away from it in the opposite direction, the absolute value of decreases, changes sign when crossing the axis and increases while moving away from it. However, a strange area bounded by four curved lines, which can be well designated experimentally, constitutes an exception. At any internal point of this area, the sign of the angle , which belongs to the equilibrium, can be either positive or negative. This area is called the bifurcation area ( figure 4(a) ). Whether the sign of the angle is positive or negative at any inner point of the bifurcation area, it is determined by where we crossed the border of the bifurcation area with the string end B and moved parallel to the y-axis. Outside the bifurcation area, the sign of the equilibrium is uniquely determined. The equilibrium angle preserves this sign after crossing the border; it keeps continuously changing while the string end is moved until it reaches the other border of the area. After crossing the border, the angle is abruptly changed. 
The hysteresis phenomenon and its importance
The experiments show that in the bifurcation area, the change in the angle determining the equilibrium is direction-dependent according to the movement of point B, the change happens differently when going from right to left than in the other way around (see it enlarged on figure 4(b) ). The change in the angle exhibits hysteresis. Hysteresis is an essential feature in the behaviour of nonlinear systems. Based on those above, we can also say that (within the bifurcation area) the system has a memory property; its status (the current value of the angle ) is determined by the system's past.
The memory property of the Zeeman machine is easy to follow quantitatively, so it provides a good analogy for systems with less clearly traceable properties.
It is easy to demonstrate that our brain (or thinking) (as a typical nonlinear system with memory properties) also exhibits the hysteresis phenomenon [10] . In figure 5 , you can see eight small drawings. If the drawings are displayed not at once but one after the other, it turns out that, depending on whether they are displayed right-to-left or left-to-right, we perceive a different figure on the drawings in the middle (in right-to-left order, we see a female nude figure and in left-to-right order, a cartoon man's head). Interpreting figure 5 reveals that the processing of visual information in our brains (analogous to the above) displays typical hysteresis-type behaviour.
Of course, our brain (thinking) cannot be described by the discussed deterministic system since it is a so-called complex system with an (extremely) high degree of freedom, i.e. it contains a large number of elements (so-called agents) that interact with each other and their surroundings (external stimuli); one of its essential features is that the global behaviour of the system exhibits characteristics significantly different from those of the individual elements (so-called cooperative features). In a further paper, the hysteresis phenomenon exhibited by a complex system is shown with model simulations.
Dynamics of the Zeeman machine
In catastrophe theory, we study the quasi-static properties of the Zeeman machine and the abrupt changes in its equilibrium state [11] . However, the dynamics of a Zeeman machine moving due to an external force also produce results showing very interesting chaotic properties [12] .
The equation of motion of the Zeeman machine can be derived from the Lagrangian equation [13] :
where L and are the Lagrangian of the system and the angular position of the disc of the Zeeman machine shown in figure 3, respectively. As we show in appendix A, the equation of motion of the system with the use of notations in figure 3 is
where L 0 is the unstretched length of the rubber strings, k is their stiffness constant and I is the moment of inertia of the disc. Henceforth, each quantity with a dimension of length will be expressed with the R radius of the disc, that is, dimensionless variables denoted by lowercase letters will be used:
With these new variables, the equation of motion is:
Here, a dissipative torque, which is proportional to the angular velocity, was intuitively enclosed to the right side of the equation for taking into account the effect of experimentally observed damping. Introducing the new t → I γ · t time variable, a totally dimensionless equation can be obtained:
γ 2 is a dimensionless parameter. According to the standard description of dynamic systems, this second order differential equation can be transformed to a first order system of differential equations:
where the angular velocity ω = d dt. The dissipative system described by these equations starting from an arbitrary initial condition ( 0 , ω 0 ) will reach an equilibrium position due to the continuous energy loss. The phase space of the system is only two-dimensional (with the variables angle and angular velocity), which is known to be too 'tight' for the chaotic motion to emerge. A much more interesting type of motion can be created if a periodic driving force is applied at the B end of the second rubber string. The excitation of the system has been investigated using the following types of driving force:
(a) a sinusoidal driving force of period T p is applied at the B end of the second string in the y direction. (b) The B end of the string is moving on a circle, the centre of which is on the x-axis. The period of motion is T p also.
As a consequence of the driving force, the system of differential equations has to be modified to the following form:
where:
The introduction of the periodic driving force increases the dimension of the phase space from two to three, as it is well known that in systems with three-dimensional phase space, chaotic motion can occur.
Numerical investigation of the dynamics
For the numerical investigations we have used the Dynamics Solver, which can be downloaded freely from the website [14] .
Our simulation-programs can be downloaded from the website [1] in the form of * .ds files and can be run with the Dynamics Solver.
General features of chaotic systems
Before presenting the results, the general features of chaotic systems will be summarized briefly.
The state of a system is represented by a point in the phase space. During the time evolution of the system, this point is moving on a trajectory in the phase space. It can be easily shown that the trajectory of a deterministic system cannot be a self-intersecting one. It is not easy to follow the trajectory in a multi-dimensional phase space; therefore, the trajectory is usually projected to a two-dimensional phase plane (figure 6(a)). Another possibility for displaying the motion on the trajectory is the Poincaré map ( figure 6(b) ), where the motion in the phase space is represented only by the points of intersections of the trajectory with a two-dimensional surface. These intersections do not form a continuous curve but a series of points. In case of a periodic external driving force it is plausible to use stroboscopic mapping, which is a special Poincaré mapping. In stroboscopic mapping, only those points of the trajectory are plotted that belong to the time moments of the integer multiple of the period of the driving force. In figure 6(c), the phase angle ϕ is plotted on a circle, while the other variables are represented at planes that are perpendicular to the circle. Since ϕ is proportional to time t, as the time elapses, the phase points are spiralling and wandering in planes perpendicular to the plane of the circular motion. Since the period of ϕ is 2π , the trajectory intersects again and again the phase plane chosen for mapping, so the stroboscopic picture is gradually displayed in this plane. Over a long time, the trajectories of dissipative systems tend to the so-called attractors. Attractors can be classified in three groups:
• a point attractor means a stable state of the system; • a periodic attractor is a stable limit cycle, when it is reached, the system begins to oscillate and it behaves periodically; • the strange attractor is a special attractor characterizing the chaotic behaviour of a system.
Trajectories coming from outside do not enter into the attractor, they are only touching it. Trajectories do not oscillate and they do not repeat any parts of themselves. The behaviour of the system is chaotic.
In the phase space of a system, various attractors can exist. When a control parameter of a system alters continuously and approaches its critical value then a smooth change in its value leads to a sudden change in the behaviour of the system. New attractors appear and older ones disappear. It is also possible that the stability of an attractor is changing. This latter case is the so-called bifurcation.
The bifurcation diagram shows after a long period of time the values of a (proper) phase variable of the system obtained by Poincaré or stroboscopic mapping as a function of the control parameter. These values, according to our expectations, belong to a stable attractor of the system, so the plot displays the structure of the attractor.
Dynamics of the Zeeman machine
In the following, the motion of the system and the structure of the attractor will be demonstrated by the projected trajectory and the stroboscopic map, respectively. First of all, the bifurcation diagram is presented because it can orient us in exploring the various attractors.
As was mentioned earlier, the B end of the second rubber string undergoes simple harmonic motion in the direction of the y-axis with a centre at the (x 0 , 0) point. The period and amplitude are T p and y 0 , respectively. It means that in equation (1), the variables of x and y should be replaced by x 0 and y 0 · sin 2π T p t , respectively. The system was investigated at c = 10; a = 6; l 0 = 3; y 0 = 0, 6; T p = 3 fixed parameters as a function of the x 0 control parameter.
The bifurcation diagram obtained is shown in figure 7 . (The simulation program can be found on our website [1] (zeeman_harmonic_bif.ds).) The initial conditions are for every x 0 control parameter value ( 0 = 0, ω 0 = 0, 0 = 0).
The bifurcation map shown in figure 7 is a typical example for chaotic systems. The sequence denoted by a corresponds to a limit cycle consisting of only one point on the stroboscopic map. The sequence denoted by b represents a limit cycle consisting of two points on the stroboscopic map, range c represents a four point limit cycle and so on. The development of such a type of bifurcation series is a typical precursor of chaotic behaviour.
The bifurcation diagram at d and e refers to a chaotic zone of motion belonging to the control parameters given. Here, the behaviour of the system cannot be predicted accurately, at least probabilistic predictions can be stated. Without going into the details of the chaotic zone, it is only mentioned that the chaotic zone is a finite one and after it, periodic behaviour appears again (f).
Using the bifurcation diagram, we can find proper values of the control parameter where the trajectories are worth depicting (zeeman_harmonic.ds at [1]). The diagrams in figure 8 show the trajectories in the − ω phase plane; they are labelled by the same letters as the corresponding regions of the bifurcation diagram in figure 7. 
The chaotic zone is represented in figures 8(d) and (e).
A more exact picture of the chaotic attractor can be obtained by applying a stroboscopic mapping (zeeman_harmonic_strob.ds file at [1]). Figure 9 shows a stroboscopic representation of the attractor exhibited in figure 8(e) at ϕ s = 0. In figures 9(b) and (c), the magnification of the territory bordered by the dashed line in figures 9(a) and (b), can be seen, respectively. These diagrams demonstrate perfectly the scale property of the chaotic attractor and show its Cantor fibre-like structure. Spontaneous symmetry breaking can be demonstrated with the 'sombrero model'. The sombrero is a Mexican hat ( figure 10(a) ), which has a full rotational symmetry. A ball which is put to the top of the hat has an unstable equilibrium position. The ball moving from the top gets in a stable equilibrium position in one point of the valley of the brim but nobody can predict the exact place of this point. More exactly, the place of the stable equilibrium is extremely sensitive to the initial conditions. The potential well formed by the hat and also the unstable equilibrium position of the ball have rotational symmetry, but the final stable position of it loses this symmetry. This is one of the most exciting phenomena of modern physics, inter alia it is the basis of the Higgs mechanism by which the mass of the elementary particles in the standard model is interpreted [15, 16] . It can be easily shown that the human brain also produces symmetry breaking. In figure 10(b) , we can perceive two formations, a white vase or two black facing faces. At a given moment our brain perceives randomly from the two possibilities. However, our perception is influenced by the pictures seen earlier. If we watched a lot of white figures with black backgrounds we perceive the vase and conversely having watched black pictures on white backgrounds, we perceive the black faces. This is the so-called psychological conditioning phenomenon. Previous learning processes can also influence our brain (imprinting). The relatively well known picture of 'love poem of dolphins' [17] is a good example of this since the majority of adults perceive it as an embracing couple whilst children see nine springing dolphins in it, because they have no previous sexual experiences. On website [18] is a spinningcat animation, which can be seen to rotate clockwise or anticlockwise randomly. Psychological conditioning gives an obvious possibility for the manipulation of our brain. Video [19] presents a brilliant and amusing example of how our brain can be governed with symmetry breaking to form a predetermined opinion in an important question.
Spontaneous symmetry breaking
Connected to figure 10(a), it was discussed that in the case of symmetry breaking, the initial conditions determine which of the possible asymmetric states will be the result of the process. In figure 11 , the attractors of the Zeeman machine can be seen with the same control parameter but of a different initial value ( 0 = −1, ω 0 = 0, 0 = 0), as is shown in figure 8.
Modelling phase transition
Comparing figures 8 and 11, it can be observed that attractors (a)-(d), labelled with the same letters in different figures, are central symmetric pairs of each other to the origin while attractors (e) and (f) are symmetric themselves to the origin, therefore they are the same in the two figures. This refers to the fact that symmetry breaking can occur only in a specified range of the control parameter; in other ranges, the attractor conserves the symmetry of the system. To understand this, it is worth plotting the bifurcation diagram at the initial values More accurately, the symmetry of the equilibrium of the system at lower values of the control parameter than the critical one is greatly different from those belonging to higher values. Such a type of changes is called phase transition. One of the well known examples of phase transition is the ferromagnetic-paramagnetic transition, where the critical parameter is the temperature and its critical value is the Curie temperature.
The butterfly effect
The sensitivity of the time evolution of a system on the initial conditions is also investigated customarily in chaotic systems. To study this effect, let us start a system with different but very close initial values and follow the deviation of the trajectories. This study can be visualized by the phase drop methods. In figures 13(a) and (b), the position of 2500 neighbouring phase points located initially in a circle of radius 0.01 around the origin of the − ω plane can be seen after 30 and 300 time steps, respectively (the control parameter is x 0 = 6,38 642). It is well observable that points which are originally in the immediate vicinity of each other are diverging very quickly. The small initial 'phase drop' spreads out strongly already after 30 time steps; after 300 time steps, it covers essentially the whole chaotic attractor.
Edward Lorenz expressed this extreme sensitivity with an example taken from meteorology. His famous question: 'does the flap of a butterfly's wings in Brazil set off a tornado in Texas?' was a title one of his lectures in 1972. This question led to naming the extreme sensitivity of a system on initial conditions as the butterfly effect, which is a very equivocal and remiss notion. The video [20] shows the butterfly effect in the famous Lorenz model, while video [21] gives a caricature of this frequently cited effect.
(a) (b) Figure 13 . Deviation of neighbouring phase points (x 0 = 6,38 642).
The butterfly effect mathematically means that trajectories starting from very close initial conditions diverge exponentially at the vicinity of the chaotic attractor:
where r (t ) is the distance of the phase points at an instant t and λ is the Lyapunov exponent, which is positive only if the motion is chaotic. (Points of the initial phase drop can move away from each other in a finite time because the possible states of the system form a finite area in the phase space.) If a system is defined by the
. . , x n ) equations, the time evolution of a small perturbation δx = (δx 1 , δx 2 , . . . , δx n ) at the phase point x = (x 1 , x 2 , . . . , x n ) can be described by:
where
is the Jacobian. The distance r (t ) can be expressed with the perturbation vector δx (t ) as
The number of Lyapunov exponents equals the dimension of the phase space. The biggest of the exponents can be determined numerically with the formula:
It is not easy to determine the Lyapunov exponent, because the Jacobian controlling the dynamics of the perturbation is a complicated function of the derivatives of equation (1). Therefore, instead of giving the exact mathematical expressions that are appropriate for the calculation of the exponent, we present a file for its simulation (zeeman_harmonic_lyapunov.ds at [1]). Figure 14 shows the Lyapunov exponent as a function of the control parameter x 0 , varying in the same range as in figure 7. 
Transient chaos
Permanent chaos, studied above, can exist for an arbitrarily long time period. In contrast to it, transient chaos is an interim chaotic motion occurring at a finite time interval after which the motion becomes periodic. Of course in case of transient chaos, chaotic attractors do not exist but a non-attracting chaotic saddle can be found that has zero measure and which can be approached arbitrarily closely by trajectories. Trajectories can permanently stay at its neighbour. A chaotic saddle is embodied by those trajectories that exhibit chaotic behaviour for a relatively long time. Figure 15 shows the trajectory of the sinusoidal driven system of parameters c = 0, 95; a = 6; l 0 = 3; y 0 = 0, 6; T p = 3 and of the x 0 = 6, 42 control parameter, starting from the initial state 0 = 0, ω 0 = 0, 0 = 0 (zeeman_harmonic_transient.ds). In figure 15(a) , the first 4600 time steps are represented; in figure 15(b) , the second 4600 can be seen. It can be observed that at the first stage the motion is chaotic, but at the later second stage, it is periodic. Starting with various initial conditions, the duration of the chaotic stage is different. In figure 16 , the stroboscopic map reflects in a little bit more of a demonstrative way these features of the motion (zeeman_harmonic_transient_strob.ds). The stroboscopic map of the first stage of the motion outlines almost perfectly the chaotic attractor, while the subsequent stage displays five discrete points, corresponding to a five cycle motion.
Motion excited by a circular motion
As mentioned earlier, in this case, the B end of the string is forced to move on a circle, the centre of which is on the x-axis. The period of the motion is T p . These mean that in the equation of motion (1), x and y should be changed to y 0 · cos The series of pictures in figure 18 shows the − ω phase planes belonging to the corresponding point of the bifurcation diagram in figure 17 (the alphabetic symbol of a picture agrees with that of the area on the bifurcation diagram).
In figure 19 , a magnified series of a stroboscopic map of the chaotic attractor can be seen (zeeman_circle_strob.ds at [1]). 
The dynamics of coupled Zeeman machines
The Zeeman machine discussed above is a dissipative system so it is not appropriate for studying the chaotic behaviour of conservative systems. Although the original version of the Zeeman machine is frictionless and therefore conserves the energy, its two-dimensional phase space is not wide enough to produce chaotic motion. An external driving force had to be introduced to increase the number of dimensions of the system. However, it seems to be a plausible idea, it is still a novelty, to use coupled Zeeman machines for the investigation of the chaotic behaviour of conservative systems. Figure 20 shows two coupled frictionless Zeeman machines, which forms a conservative system with a four dimension phase space. We also built coupled Zeeman machines, a photo of this can be seen in figure 21 ; in turn, the simulation can be found in zeeman_coupled_animation.ds at [1]. The equations of motion of the system (see appendix B) are the following: In conservative systems, there are no attractors and the character of motion depends on the initial conditions. In order to get an overview of the system's behaviour, Poincaré maps belonging to the same energy but corresponding to different initial conditions, should be plotted (zeeman_coupled.ds at [1]). From the four initial conditions ( 10 , 20 , ω 10 , ω 20 ), only three can be chosen freely, the fourth one should be determined from the expression of the energy:
where the sum of the kinetic and potential energy e is scaled in units of 
Summary
It was shown that Zeeman machines can serve as a versatile didactic tool for incorporating some modern physics into the introductory courses of the engineering and science education. The original version of the machine was applied to the illustration of the hysteresis phenomenon. The dynamics of the damped Zeeman machine shows transient chaos, while the periodically driven Zeeman machine and coupled Zeeman machines allow us to study a wide range of chaotic characteristics. The theoretical description and the interactive simulations of these systems develop a highly physical way of thinking in the students. By definition, the Lagrangian of the system is the difference between the kinetic (K) and the potential (P) energy of the system: L = K − V . Using the previously established coordinate system and notations, the kinetic energy of the system when the B end of the string is at P (X, Y ) point and the angular velocity of the disc˙ is:
The potential energy originates from the stretch of the rubber cords of stiffness [k] = Nm
and with unstretched length L 0 . Denoting with L 1 and L 2 the instantaneous length of the rubber strings, the potential energy is:
Consequently, the Lagrangian:
The Lagrangian depends on through the length of the rubber cords; therefore, it is necessary to determine the following derivatives:
With the use of these derivatives, we get: 
A.2. Equations of the motion of two coupled Zeeman machines
The equations are derived from the Lagrangian equation: d dt
The Lagrangian of the system using the notations in figure 20 is:
where,
is the kinetic energy of the discs of the same radii. Kinetic energy can be written by introducing the t → I kR 2 · t dimensionless time in the following form:
The potential energy of the rubber cords with the dimensionless variables In the Lagrangian, the 
