This paper is about Gaussian regression with random design, where the observations are i.i.d., it is known from Le Cam (1973, 1975 and 1986) that the rate of convergence of optimal estimators is closely connected to the metric structure of the parameter space with respect to the Hellinger distance. In particular, this metric structure essentially determines the risk when the loss function is a power of the Hellinger distance. For random design regression, one typically uses as loss function the squared L 2 -distance between the estimator and the parameter. If the parameter space is bounded with respect to the L ∞ -norm, both distances are equivalent. Without this assumption, it may happen that there is a large distorsion between the two distances, resulting in some unusual rates of convergence for the squared L 2 -risk, as noticed by Baraud (2002) . We shall first explain this phenomenon and then show that the use of the Hellinger distance instead of the L 2 -distance allows to recover the usual rates and to perform model selection in great generality. An extension to the L 2 -risk is given under a boundedness assumption similar to the one in Wegkamp (2003) .
Introduction
In this paper we study random design regression, i.e. a statistical framework in which we observe n i.i.d. random pairs (X i , Y i ) with Y i ∈ R, X i belongs to some measurable space X (typically a subset of R k ) and
where the random variables ε i are i.i.d., centered and independent of the X i s and s is an unknown function (parameter) to be estimated. We denote by µ the common distribution of the X i s and assume hereafter that the unknown parameter s belongs to some subset S of L 2 (µ) and that the distribution of ε i is normal with known variance σ 2 . This is the precise framework that we shall call Gaussian regression with random design, denoting by · and · ∞ the norms in L 2 (µ) and L ∞ (µ) respectively. Some specific problems connected with this framework (for the simplest case where the X i s belong to [0, 1] ) were braught to our attention by a recent paper of Baraud (2002) and a conversation with the author. Classically, when estimating s, one uses the squared L 2 -distance as the loss function, which results in a risk function E s s −ŝ 2 , where E s denotes the expectation when s obtains. Most results about model selection in this case put some additional boundedness assumption on both the parameter and the estimators, as in Juditsky and Nemirovski (2000) , Yang (2002) and Wegkamp (2003) . In principle, these upper bounds need not be known to build the selection procedure; nevertheless, from a realistic point of view, the upper bound on the estimators being chosen by the statistician, it can only be chosen in a reasonable way if an upper bound on the parameter is known, at least approximately. Otherwise, one could choose a too small bound which would result in high bias, or a too large one which deteriorates the performances of the estimators. As we shall see, if we want to deal with arbitrary parameter spaces, such upper bounds are more or less necessary when dealing with the squared L 2 -risk.
There are two noticeable exceptions to the use of upper bounds on the parameter space, which are Brown, Cai, Low and Zhang (2002) and Baraud (2002) . The first paper deals with the equivalence of experiments for the regression with random design and the white noise model, but equivalence only holds for compact balls in Hölder or Sobolev spaces of smoothness α > 1/2 while we shall show below that problems occur when α < 1/2. We recall here for further reference that the white noise model on [0, 1] corresponds to the observation of the process Y t , t ∈ [0, 1], where
W denotes the standard Brownian motion and s ∈ L 2 ([0, 1], dx) is the unknown parameter to be estimated. The risk of an estimatorŝ is again given by E s s −ŝ 2 . The paper by Baraud avoids the use of L ∞ -bounds. Among more general results on model selection it recovers the usual n 2α/(2α+1) rate for estimation in Besov spaces B α p,∞ with index α > α l where 1/p − 1/2 < α l < 1/p for 1 ≤ p < 2. In the white noise model one derives this rate for α > 1/p − 1/2 as in Donoho and Johnstone (1994) . The intermediate cut α l of Baraud appears to be rather surprising and, in a private conversation, the author explained that, for α ≤ α l , he was still able to derive rates of convergence but which were "suboptimal", i.e. slower than the usual ones, although he suspected they were unimprovable, apart from some logarithmic factors. According to Kerkyacharian (private conversation), it follows from Theorem 6.1 of Kerkyacharian and Picard (2000) that a similar limitation in the range of α holds for procedures based on thresholding of wavelet coefficients in density estimation.
We shall show below that this cut in the rates is actually unavoidable and due to the distorsion between the L 2 and Hellinger distances. As a consequence, we derive a lower bound for the rates of convergence over Besov balls with α ≤ α l , which coincides, up to logarithmic factors, with those obtained by Baraud (unpublished) . We then show that, if we use the squared Hellinger loss, we are able to recover the usual rate in the range α > 1/p − 1/2, provided that the unknown parameter belongs to L ∞ . Note that we do not assume here a specific L ∞ -bound on the estimators which means that no information is needed about the L ∞ -norm of the true parameter.
When we want to perform model selection using the squared L 2 -loss, the situation becomes quite different. It is only if we know some upper bound for the L ∞ -norm of the true parameter that we are able to derive similar results.
2 The importance of boundedness assumptions 2.1 The relationships between Hellinger and L 2 distances
We recall that if P s denotes the distribution of the process Y t in the white noise model (1.2), the Hellinger affinity between P t and P u is given by
is equivalent to the L 2 -distance. In Gaussian regression with random design, the distribution P s of (X i , Y i ) has the following density with respect to λ ⊗ µ where λ denotes the Lebesgue measure on the real line:
It follows that the Hellinger affinity ρ and the Hellinger distance h between P t and P u are given respectively by
We then derive from Jensen's inequality that
Unfortunately, the reverse inequalities do not hold in general and (− log ρ) 1/2 is not a distance as it is in the white noise model (1.2). It does not even satisfy an inequality of the form 
It follows that
tends to infinity with γ, proving that (− log ρ) 1/2 cannot satisfy (2.4) whatever the value of A. This phenomenon is actually due to the fact that the difference t−u can be arbitrary large and the situation becomes completely different if the parameters are restricted to some L ∞ (µ)-ball.
Proposition 1 Let S be a subset of some L ∞ (µ)-ball with center s 0 and radius rσ, i.e. s − s 0 ∞ ≤ rσ for all s ∈ S. Then, whatever t and u in S,
Proof: The second inequality being an easy consequence of the first one since h 2 = 1 − ρ, it suffices to prove (2.5). We notice that (t − u) 2 (x)/ 8σ 2 ≤ r 2 /2 µ a.s. and use the fact that if Y is a random variable with values in [0, M ] and distribution
This last inequalitiy follows from the convexity of the function x → e −x by integration of
As a consequence, if we restrict ourselves to a parameter space S contained in some L ∞ -ball, (2.4) is satisfied for a suitable value of A and h is equivalent to the L 2 -distance on S. This is the case considered by most authors and the easiest one. Indeed, since this is an estimation problem with n i.i.d. observations, it can be handled by the techniques of Birgé (2003) which results in a control of the squared Hellinger risk for a suitable estimatorŝ. If this estimator belongs to the same L ∞ -ball, s −ŝ can be bounded by h(s,ŝ) times a constant and the squared L 2 -risk is also under control. We shall explain more precisely in Section 3.2 how to make this work.
Some negative results
If t − u ∞ is not bounded, the ratio t − u /h(P t , P u ) can be arbitrarily large and this accounts for the difficulties of evaluating the L 2 -risk in this situation and the results obtained by Baraud (2002) To understand what's going on, let us introduce the function t = a1l [0,l] with a > 0 and l ≤ 1/2 and the numbers α, p with 1 ≤ p < 2 and 1/p − 1/2 < α < 1/p ≤ 1. It will be convenient to set α = 1/p − b with 0 < b < 1/2. We can then compute the L p -modulus of continuity ω(t, x) p of t. According to DeVore and Lorentz (1993, p.44) ,
It follows that the Besov semi-norm of t with respect to the Besov space B α p,∞ is
Setting u = −t we see that t − u 2 = 4a 2 l and by (2.1),
For moderate values of a/σ, this is of the order of t − u 2 /σ 2 , but for large values of a/σ, it behaves as l, independently of a and in this case the ratio t − u /h(P t , P u ) is of order a and can be arbitrarily large. Let us now set l = (2n) −1 , a = R(2n) b with R > 0 and assume that n ≥ 10. Then
On the one hand it follows from classical lower bounds on the risk dating back to Le Cam (1973) -see, for instance, Donoho and Liu (1991) -that any estimatorŝ based on n i.i.d. observations from (1.1) satisfies
for some positive universal constant c. On the other hand, by (2.7), the Besov seminorm of t and u is R. Therefore, by (2.8), whatever the estimatorŝ,
We recall that the minimax risk over such Besov balls, in the white noise model (1.2), is known to be bounded by CR 2/(2α+1) n −2α/(2α+1) . It follows that the minimax risk, in the regression model, will be substantially larger, at least for large n, if 2(1/p − α) > 1/(2α + 1) or equivalently (1/p − α)(2α + 1) > 1/2. Elementary computations show that this is equivalent to 1 2
The left-hand side is smaller than 1/p − 1/2 and one can easily check that the righthand side is smaller than 1/p. We have then proved the following Proposition 2 For 1 ≤ p < 2 and
the rate of convergence, with respect to n, of the minimax risk over Besov balls of the form {s | |s| α p ≤ R} cannot be better than n −1+2(1/p−α) .
For α > α l , Baraud (2002) recovers the usual n −2α/(2α+1) rate and his proof, when applied to the case α ≤ α l , gives an upper bound for the risk of order n −1+2(1/p−α) , up to some extra logarithmic factors (private communication of Baraud) , which means that, up to logarithmic factors, the rate n −1+2(1/p−α) is minimax for α ≤ α l . It is also worth noticing that a similar distorsion of the risk, as compared to the white noise model, occurs when R goes to infinity, whatever α < 1 and n, because of the R 2 factor in (2.9) instead of the usual R 2/(2α+1) .
Upper bounds for the risk
As we mentioned in the introduction, the problem of random design regression is a problem of estimation from an i.i.d. sample and the "natural" loss function for such a problem is the Hellinger distance, as shown by Le Cam (1973 , 1975 and 1986 . The distorsion that may exist between L 2 and Hellinger distances when dealing with unbounded functions leads to difficulties, as indicated in the previous section. Nevertheless, if we consider the squared Hellinger risk, instead of the squared L 2 -risk, we can essentially recover the usual rates of convergence if we assume that the true parameter belongs to L ∞ (µ).
In order to prove this we need to recall some general results from the present author about model selection for i.i.d. variables. The framework is as follows: we observe n i.i.d. random variables Z 1 , . . . , Z n on the measurable space Z with some unknown distribution P s with s ∈ M , assuming that the mapping s → P s is one-to-one, which allows us to identify M with a subset of the set of all distributions on Z. Setting h(t, u) = h(P t , P u ) turns M to a metric space with the Hellinger metric and we shall denote by B h (t, r) the open Hellinger ball with center t and radius r in M . We also introduce a finite or countable family {S m , m ∈ M} of discrete subsets of M . We prove in Birgé (2003) that Then one can build an estimatorŝ ∈ m∈M S m such that, for all s ∈ M ,
where C 1 , C 2 are universal constants and h(s, S m ) = inf t∈Sm h(s, t).
Hellinger risk
Let us now go back to our initial problem of estimating s ∈ L ∞ (µ) with n observations from (1.1). Here we denote by d the L 2 -distance and by B d the corresponding open balls. We shall also introduce the following Definition 1 Let S be a subset of some metric space (M, d). We say that it has a Euclidean metric dimension bounded by D (for the metric d) if, for any η > 0, one can find an η-net S η for S (i.e. a subset of M such that d(s, S η ) ≤ η for all s ∈ S) and, whatever t ∈ M ,
It is in particular easy to check that if S is a k-dimensional linear subspace of some Hilbert space (M, d), its Euclidean dimension is bounded by (log 5/ log 2)k. We can now prove
Theorem 2 Assume that we have at hand a finite or countable family {S m } m ∈M of subsets of L 2 (µ) with respective Euclidean metric dimensions bounded byD m ≥ 1/2 and let {∆ m } m ∈M be a family of nonnegative weights satisfying
There exists an estimatorŝ such that, whatever s ∈ L ∞ (µ),
Proof: We want to apply Theorem 1 to our situation, taking for M the set of all distributions P s of (X i , Y i ), as given by (1.1), when s ∈ L ∞ (µ). In order to do this, we define, for each
where we used that nη 2 m /27 ≥ 2D m ≥ 1. The second inequality in (3.2) is therefore satisfied with Σ = eΣ /(e − 1).
We now define, for each j ∈ N the operator θ j from L 2 (µ) to L ∞ (µ) by
which implies that θ j (t) ∞ ≤ σe j for all t and j. Given m = (m , j) ∈ M, by assumption, one can find a ση m -net T m for S m such that whatever t ∈ L 2 (µ),
If S m is empty, we remove it from the collection. It follows from (2.6) with r = e j that, if t and u belong to S m ,
For x ≥ 2 and u ∈ L 2 (µ) we consider B = B h (u, xη m ) and want to bound |B ∩ S m | in order to check (3.1). Since there is nothing to prove if this is empty, we may assume that the intersection contains at least one point u and therefore, by (3.6),
Since, for any t ∈ S m one can find some t ∈ T m with t = θ j (t) and
and, by (3.5) and (3.7), log |B ∩ S m | ≤D m log 4.06e j x + 4 ≤ jD m x 2 for x ≥ 2.
It follows that we can take D m = jD m and that η 2 m ≥ 54D m /n as required for (3.2). Applying Theorem 1, we get for all s ∈ L ∞ (µ),
Let now s and m be given and j be the smallest positive integer satisfying s ∞ ≤ σe j and
The definition of j (distinguishing between the cases j = 1 and j > 1) implies that
Substitution in (3.8) leads to the desired bound for the Hellinger risk.
The important point, in this result, is that the estimatorŝ is universal in the sense that it only depends on the family {S m } m ∈M and σ and not on some prior upper bound on s ∞ as is the case in most papers on the subject dealing with the L 2 -risk and it is the use of the Hellinger distance that makes it possible. We are unable to get similar results for the L 2 -risk. Note that, given some arbitrary measurable function s 0 on X , we could alternatively, since all distances involved only depend on differences, base our construction on functions t + s 0 with t ∈ S m . This would not change anything apart from the fact that the final result would involve d(s − s 0 , S m ) and s − s 0 ∞ . This can be useful if we suspect that the true s is close to some known function s 0 .
A typical application Of course, such a theorem has many applications and many model selection procedures which have been considered in previous papers of the author, like Birgé and Massart (1997) , Barron, Birgé and Massart (1999) or Birgé and Massart (2001) can be extended to the present regression framework since they are based on approximations by finite dimensional linear spaces S m which therefore satisfy the assumptions of Theorem 2. In particular, all the strategies considered in Section 6 of Birgé and Massart (2001) can be transfered to the framework we study here. We shall content ourselves to consider the example of adaptation for arbitrary Besov balls, as discussed in Section 6.4 of Birgé and Massart (2001) to which we refer for the details of the construction.
Here µ is the Lebesgue measure on [0, 1] and the required family of approximating linear spaces {S m } m ∈M has been defined in Birgé and Massart (2000) : we start with a suitable basis of L 2 ([0, 1]), generated by orthogonal wavelets, splines or piecewise polynomials, having some regularity α 0 (which can be arbitrarily large) and, for each with M = log σ −1 s ∞ 1 and C depending only on the basis, α and p.
One can derive multidimensional analogues of this bound or consider more general classes of functions. These are easy exercises using the family of models provided by Massart (2000 and 2001) . Note that the previous results remain valid, using the same families {S m } m ∈M of approximating spaces, if µ has a bounded density with respect to the Lebesgue measure λ. In such a case, (3.9) still holds with c 2 depending also on dµ/dλ ∞ and we can proceed as before.
L 2 -risk
It is likely that, if we content ourself to bound the Hellinger risk, some readers will feel frustrated and ask what happens if we use the more familiar squared L 2 -loss. Unfortunately, we are unable to get an analogue of Theorem 2 for the L 2 -risk and, in order to bound it, we have to work with estimatorsŝ that are bounded in L ∞ (µ), as Wegkamp (2003) does.
Theorem 3 Assume that we have at hand a finite or countable family {S m } m ∈M of subsets of L 2 (µ) with respective Euclidean metric dimensions bounded byD m ≥ 1/2 and let {∆ m } m ∈M be a family of nonnegative weights satisfying
