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Suppose thatm(ξ) is a trigonometric polynomial with period 1 satisfying m(0)=
1 and |m(ξ)|2+|m(ξ + 12 )|2 = 1 for all ξ in R. Let ϕˆ(ξ)=
∏∞
j=1m(2−j ξ), ϕ(x)=∫+∞
−∞ ϕˆ(ξ)e2piixξ dξ . The orthogonality of ϕ(x), i.e.,
∫ +∞
−∞ ϕ(x−m)ϕ(x−n)dx =
δm,n, is related to the zeros of m(ξ). In 1995, A. Cohen and R. D. Ryan, “Wavelets
and Multiscale Signal Processing,” Chapman & Hall, proved that if m(ξ) has no
zeros in [− 16 , 16 ], then ϕ(x) is an orthogonal function. In (X. Zhou and W. Su, Appl.
Comput. Harmon. Anal. 8, 197–202 (2000)) we proved that if m(ξ) has no zeros
in [− 110 , 110 ] and |m( 16 )| − |m(− 16 )|> 0, then ϕ(x) is also an orthogonal function.
A natural question, then, is whether this procedure can be extended to arbitrarily
small intervals, i.e., whether for any1 ∈ (0, 12 ) there exists a finite set Z1 such that
the orthogonality of ϕ(x) is ensured by the requirement that |m(ξ)|> 0 for |ξ |61
and for some ξ ∈Z1. In this paper, we show that this is true if and only if1 exceeds
a strictly positive 10 which we derive explicitly. Ó 2000 Academic Press
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1. INTRODUCTION
Suppose that m(ξ) is a trigonometric polynomial with period 1 and satisfies the Smith–
Barnwell condition, i.e.,
m(0)= 1, |m(ξ)|2 + |m(ξ + 12 )|2 = 1, ∀ξ ∈R. (1.1)
Let
ϕˆ(ξ)=
∞∏
j=1
m(2−j ξ), ϕ(x)=
∫ +∞
−∞
ϕˆ(ξ)e2piixξ dξ. (1.2)
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m(ξ) and ϕ(x) are called a mask function and a scaling function, respectively (see [3]). We
study the orthogonality of ϕ, i.e.,
∫ +∞
−∞ ϕ(x −m)ϕ(x − n) dx = δm,n.
At present, there are many ways to judge the orthogonality of a scaling function by
the properties of m(ξ), such as those by Cohen and co-workers [1, 2], Jia and Wang [4],
and Lawton [5]. Especially, the conditions given by Cohen and Sun and Jia and Wang are
related to cycles. A cycle is a finite set in [− 12 , 12 ), which is invariant under the mapping
τ : ξ → 2ξ (mod 1), for example, {− 13 , 13 }, {− 37 , 27 , 17 }, {− 25 ,− 15 , 25 , 15 }, and so on. It is
interesting that these cycles can be used to characterize the orthogonality of a scaling
function as follows (see [2]):
PROPOSITION 1.1. If a trigonometric polynomial m(ξ) with period 1 satisfies (1.1),
then the scaling function ϕ defined by (1.2) is an orthogonal function if and only if there
exists no cycle {ξ ′i }1≤i≤n such that |m(ξ ′i )| = 1 for all 1≤ i ≤ n.
For some specialm(ξ), Cohen and Ryan [2] also gave the following sufficient condition.
PROPOSITION 1.2 (Cohen). If a trigonometric polynomialm(ξ) with period 1 satisfies
(1.1) and has no zeros in [− 16 , 16 ], then the scaling function ϕ defined by (1.2) is an
orthogonal function.
It is known from Proposition 1.1 that if m( 16 ) = 0 = m(− 16 ), i.e., |m( 13 )| = |m(− 13 )|
= 1 by (1.1), then ϕ cannot be an orthogonal function. In [7], we have proved that if
|m( 16 )| + |m(− 16 )|> 0, then the interval [− 16 , 16 ] in Cohen’s proposition can be replaced
by a smaller interval. More precisely,
PROPOSITION 1.3. If a trigonometric polynomial m(ξ) with period 1 satisfies (1.1)
and has no zeros in [− 110 , 110 ], then the scaling function ϕ defined by (1.2) is an orthogonal
function if and only if |m( 16 )| + |m(− 16 )|> 0.
Proposition 1.3 has also been obtained by Shann and Yen in [6] independently.
A question arises naturally: can the result of Proposition 1.3 be pushed further or not?
I.e.,
QUESTION. For any 1 ∈ (0, 12 ), can one find a finite set Z1 = {ξi}1≤i≤n in
(− 12 ,−1) ∪ (1, 12 ) such that, for any m(ξ) that has no zeros in [−1,1], one can judge
the orthogonality of ϕ by checking only whether or not the points in Z1 are zeros ofm(ξ)?
Shann and Yen in [6] proved that if 334 ≤1< 110 , m( 16 ) 6= 0, and m( 110 ) 6= 0, then ϕ is
an orthogonal function. For 1 ≤ 334 , they reach no conclusion. In this paper, we answer
this question completely.
Because of Proposition 1.1, the answer to our question reduces to proving properties of
cycles. In Section 2 we introduce some lemmas as well as particular sequences that will
help in this analysis.
2. SOME LEMMAS
We start with some definitions and lemmas borrowed in part from [2]; see also [7].
Define mappings τ,λ: (− 12 , 12 ),→ (− 12 , 12 ) as
τ (ξ)= 2ξ (mod 1), λ(ξ)= 2ξ − sgn ξ
2
, ∀ξ ∈
(
−1
2
,
1
2
)
,
where sgnξ = 1 if ξ ≥ 0 and sgn ξ =−1 if ξ < 0.
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DEFINITION 2.1. A periodic sequence {ξi}i≥1 in (− 12 , 12 ), with ξi 6= 0 for all i , is called
• a cycle, if ξi = τ (ξi+1), ∀i ≥ 1.
• a conjugate cycle, if ξi = λ(ξi+1), ∀i ≥ 1.
A periodic sequence {εi}i≥1 ⊂ {−1,1} is called a sign sequence if both +1 and −1 appear
in the sequence.
For all these periodic sequences, we call the minimal period the order of the sequence.
Moreover, if n is a period, we often denote it by {ξi}1≤i≤n, or {εi}1≤i≤n in place of {ξi}i≥1
or {εi}i≥1, respectively.
The following two lemmas describe the relations of these sequences. Since they are easy
to show, we omit their proofs.
LEMMA 2.1. If {ξi}1≤i≤n is a conjugate cycle, εi = sgn ξi , then
ξi = 12n+1 − 2
(
2n−1εi+2n−2εi−1+· · ·+2n−iε1+2n−i−1εn+· · ·+2εi+2+εi+1
)
. (2.1)
Conversely, given any sign sequence {εi}1≤i≤n, then the sequence {ξi}1≤i≤n obtained from
(2.1) is a conjugate cycle and εi = sgn ξi .
LEMMA 2.2. {ξ ′i }1≤i≤n is a cycle if and only if {ξi}1≤i≤n is a conjugate cycle, where
ξi = ξ ′i − ε′i/2, ξ ′i = ξi − εi/2, εi = sgn ξi , ε′i = sgn ξ ′i .
In what follows, the following notations are used for the arguments of our result.
1. Suppose that A= {aj }j≥1 is a sign sequence, then
S(A),
∞∑
j=1
2−j aj ; (A)i , {aj+i}j≥1 for all i ≥ 0,
where (A)i is called the ith translation of A.
2. Suppose that E = {εi}1≤i≤n is a sign sequence, then
µ(E), (1/2n+1− 2)∑nk=1 2n−kεn−k+1;
E˜ , {ε˜j }j≥1, where ε˜nj+k = ε˜k = εn−k+1 for all j ≥ 0 and 1≤ k ≤ n, i.e.,
E˜ = {εn, εn−1, . . . , ε1, εn, εn−1, . . . , ε1, . . .};
E(i) , {εn−i+1, . . . , εn, ε1, . . . , εn−i} for 1≤ i ≤ n;
E(nj+i) ,E(i) for j ≥ 0 and 1≤ i ≤ n, especially E(nj) =E for all j ≥ 1, where
E(i) is called the ith rotation of E.
CE and C˜E are used to denote the cycle and the conjugate cycle, respectively, related to
the sign sequence E.
With the above notations, the following lemma is easy to show and its proof is left to the
reader.
LEMMA 2.3. Suppose that E = {εi}1≤i≤n is a sign sequence, then
(i) µ(E)= 12S(E˜);
(ii) E˜(i) = (E˜)i for i ≥ 1;
(iii) C˜E = (µ(E(n−1)),µ(E(n−2)), . . . ,µ(E(1)),µ(E)).
MASK AND SCALING FUNCTIONS 123
Moreover, the following lemma establishes an upper bound on min |µ(E(i))| for all sign
sequences.
LEMMA 2.4. min1≤i≤n |µ(E(i))| ≤ 16 for any sign sequence E = {εi}1≤i≤n.
Proof. If there exists i such that εiεi+1 = 1, then
min
1≤i≤n |µ(E
(i))| ≤ 1
2n+1 − 2
(
2n−1 − 2n−2 − 2n−3 +
n∑
j=4
2n−j
)
= 2
n−2 − 1
2n+1 − 2 <
1
6
.
If εiεi + 1=−1 for all i , then n= 2k is even, so
min
1≤i≤n |µ(E
(i))| ≤ 1
22k+1 − 2
k∑
j=1
(2n−2j+1 − 2n−2j )= 1
6
.
Now we define the particular sequence {dj }j≥1 recurrently by
d1 , 1, d2 ,−1, d2n+m ,−dm for all n≥ 1 and m= 1,2, . . . ,2n.
Let D0 =D∗0 = 1, and
Dk , {d2k , d2k−1, . . . , d1}, D∗k , {d1, d2, . . . , d2k }, for all k ≥ 1.
Moreover, if A= {a1, . . . , an} and B = {b1, . . . , bm}, let
AB, {a1, . . . , an, b1, . . . , bm}.
Thus, by the definition of dj , we have
D∗k =
{
D∗j (−D∗j ), for j = k − 1,
D∗j (−D∗j )(−D∗j )D∗j . . . , for 0≤ j < k − 1, (2.2)
and
D˜k =D∗kD∗k · · ·D∗k · · · . (2.3)
LEMMA 2.5. (i) µ(Dk+1)= ((1− 2−2k )/(1+ 2−2k ))µ(Dk) for all k ≥ 1;
(ii) {µ(Dk)}k≥1 is a strictly decreasing sequence, and we have the following limit:
10 , lim
k→∞µ(Dk)=
1
6
∞∏
k=1
1− 2−2k
1+ 2−2k ≈ 0.0875.
(iii) 10 <µ(Dk)=min1≤i≤2k |µ(D(i)k )| for all k ≥ 1.
Proof. (i) By Lemma 2.3(i),
µ(Dk+1)= 12S(D˜k+1)=
1
2
2k+1∑
j=1
dj
∞∑
l=0
2−(l2k+1+j) = 1
2(1− 2−2k+1)
2k+1∑
j=1
2−j dj .
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Since
2k+1∑
j=1
2−j dj =
2k∑
j=1
2−jdj +
2k+1∑
j=2k+1
2−j dj =
2k∑
j=1
2−j dj +
2k∑
j=1
2−(2k+j)d2k+j
=
2k∑
j=1
2−jdj −
2k∑
j=1
2−(2k+j)dj = (1− 2−2k )
2k∑
j=1
2−j dj ,
we have
µ(Dk+1)= 1− 2
−2k
1+ 2−2k ·
1
2(1− 2−2k )
2k∑
j=1
2−j dj = 1− 2
−2k
1+ 2−2k µ(Dk).
Next, since µ(D1)= 16 , (ii) immediately follows from (i).
Finally we are to prove (iii), i.e., for 1≤ i ≤ 2k ,
|S((D˜k)i)| ≥ S(D˜k). (2.4)
Let 1 ≤ i < 2k . Then i can be expressed uniquely as i = 2j1 + 2j2 + · · · + 2jp , where
k > j1 > j2 > · · ·> jp ≥ 0, p ≥ 0.
If p = 1, i.e., i = 2j1 , then by (2.2) and (2.3), when j1 = k − 1,
−(D˜k)i = D˜k =D∗j1(−D∗j1)D∗j1(−D∗j1) · · ·
so in this case (2.4) is actually an equality. When j1 < k − 1, by (2.2) and (2.3),
D˜k =D∗j1(−D∗j1)(−D∗j1)D∗j1 · · · , −(D˜k)i =D∗j1D∗j1(−D∗j1) · · · ,
so in this case (2.4) is a strict inequality.
If p ≥ 2, we first prove the following fact by induction that
either (−1)p(D˜k)i =D∗jpD∗jp · · · , or (−1)p(D˜k)i =D∗jp (−D∗jp )D∗jp · · · . (2.5)
Suppose that (2.5) is true for some p ≥ 2. If jp > jp+1 ≥ 0, then when jp+1 = jp − 1, by
(2.2) and (2.3),
D∗jpD
∗
jp
=D∗jp+1(−D∗jp+1)D∗jp+1(−D∗jp+1),
D∗jp (−D∗jp )=D∗jp+1(−D∗jp+1)(−D∗jp+1)(D∗jp+1),
so from the assumption (2.5) we have either
(−1)p+1(D˜k)i+2jp+1 =D∗jp+1(−D∗jp+1)D∗jp+1 · · ·
or
(−1)p+1(D˜k)i+2jp+1 =D∗jp+1D∗jp+1 · · · .
When jp+1 < jp − 1, by (2.2), since D∗jp = D∗jp+1(−D∗jp+1)(−D∗jp+1)D∗jp+1 · · ·, we have
(−1)p+1(D˜k)i+2jp+1 =D∗jp+1D∗jp+1 · · · .
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Thus (2.5) is true for any p ≥ 2. Comparing D˜k =D∗jp (−D∗jp )(−D∗jp )D∗jp · · ·with (2.5),
we know that (2.4) is actually a strict inequality for any p ≥ 2.
THEOREM 2.1. Suppose that E = {εi}1≤i≤n is a sign sequence of order n that satisfies
εn = 1 and µ(E) = min1≤i≤n |µ(E(i))|. If µ(E) > 10, then there exists k ≥ 1 such that
n= 2k and E =Dk .
Proof. Since 10 < µ(E) ≤ 16 = µ(D1) by Lemma 2.4, there exists k ≥ 1 by
Lemma 2.5 such that µ(Dk+1) < µ(E)≤ µ(Dk); equivalently, S(D˜k+1) < S(E˜)≤ S(D˜k),
i.e.,
∞∑
j=1
2−jd(k+1)j <
∞∑
j=1
2−j ε˜j ≤
∞∑
j=1
2−j d(k)j , (2.6)
where
{d(k)j }j≥1 , D˜k =D∗kD∗k · · · , {d(k+1)j }j≥1 , D˜k+1 =D∗k+1D∗k+1 · · · .
First we prove that ε˜j = d(k)j for 1 ≤ j ≤ 2k . Indeed, if this were not the case, and we
define J =min{j : ε˜j 6= d(k)j } ≤ 2k , then, because d(k)j = d(k+1)j for j ≤ 2k , we would find
from (2.6)
∞∑
j=J+1
2−j d(k+1)j < 2
−J (ε˜J − d(k)j )+
∞∑
j=J+1
2−j ε˜j ≤
∞∑
j=J+1
2−j d(k)j . (2.7)
But |2−J (ε˜J − d(k)j )| = 2−J+1, and |
∑∞
j=J+1 2−j aj | < 2−J for aj = ε˜j and aj = d(k)j ,
which contradicts the right inequality in (2.7).
Next, we show that ε˜2k+1 = 1 = d(k)2k+1. Suppose this were not true, i.e., ε˜2k+1 = −1.
Then S((E˜)2k ) =
∑∞
j=1 2−j ε˜2k+j ≤ 0. On the other hand, we know from the hypothesis
of the theorem that |S((E˜)2k )| ≥ S(E˜)(> S(D˜k+1)). Moreover, (D˜k+1)2k = −D˜k+1. It
follows that
S((E˜)2k ) <−S(D˜k+1)= S((D˜k+1)2k ),
which implies
∑∞
j=2k+1 2
−j ε˜j <
∑∞
j=2k+1 2
−j d(k+1)j . Since ε˜j = d(k+1)j for j ≤ 2k , this
would lead to S(E˜) < S(D˜k+1), in contradiction to the left inequality of (2.6).
We have thus established that if E˜ 6≡ D˜k , then
α ,min{j : ε˜j 6= d(k)j }> 2k + 1.
By the right inequality in (2.6), we must have ε˜α = −1 and d(k)α = 1. It follows that for
j < α − 2k , ε˜j+2k = d(k)j+2k = d
(k)
j = ε˜j , whereas ε˜(α−2k)+2k = −1 = −d(k)α = −d(k)α−2k =−ε˜α−2k . Since {ε˜j }j≥1 is periodic and they contain both ±1, we have
0≤ S((E˜)2k )=
∞∑
j=1
2−j ε˜j+2k <
∞∑
j=1
2−j ε˜j = S(E˜),
which contradicts the hypothesis of the theorem. Thus we conclude that E˜ = D˜k or
E =Dk .
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Combining Lemma 2.5 and Theorem 2.1, we know that all the conjugate cycles which
lie entirely outside [−10,10] are {C˜±Dk }k≥1, and there are only finitely many conjugate
cycles that are outside [−1,1] for any 1>10.
3. CONCLUSIONS
With Theorem 2.1, we can answer the original question in Section 1 in detail. According
to Lemma 2.2 and (1.1), Proposition 1.1 is equivalent to the following:
PROPOSITION 3.1. If a trigonometric polynomial m(ξ) with period 1 satisfies (1.1),
then the scaling junction ϕ defined by (1.2) is not an orthogonal junction, if and only if
there exists a conjugate cycle {ξi}1≤i≤n such that m(ξi)= 0 for all 1≤ i ≤ n.
Combining Proposition 3.1 and Theorem 2.1, we thus have the following:
THEOREM 3.1. Suppose that a trigonometric polynomial m(ξ) with period 1 satisfies
(1.1) and has no zeros on [−1,1]. The scaling function ϕ is defined by (1.2).
(i) If 16 ≤1< 12 , then ϕ is an orthogonal function;
(ii) If 10 <1< 16 , then there exists k such that µ(Dk+1)≤1<µ(Dk). Then ϕ is
an orthogonal function if and only if for any j (1≤ j ≤ k) there exists at least one element
of C˜Dj , which is not a zero of m(ξ).
Remark 3.1. When 1 = µ(D1) = 16 , ϕ is automatically orthonormal since there is
no conjugate cycle in [− 12 ,− 16 ) ∪ ( 16 , 12 ). This is Cohen’s Proposition 1.2. When 1 =
µ(D2) = 110 , there is only one conjugate cycle { 16 ,− 16 } in [− 12 ,− 110) ∪ ( 110 , 12 ), and we
have Proposition 1.3.
Remark 3.2. When 1 = µ(D3) = 334 , there are two conjugate cycles { 16 ,− 16 } and
{ 110 , 310 ,− 110 ,− 310} in [− 12 ,− 334) ∪ ( 334 , 12 ); the result of Shann and Yen can be viewed
as a special case of Theorem 3.1. In fact, Shann and Yen’s result has a more essential form:
If 334 ≤1< 110 , and m(ξ) has no zeros in [−1,1], then ϕ is orthonormal if and only if
|m( 16 )| + |m(− 16)|> 0 and |m( 110 )| + |m( 310 )| + |m(− 110)| + |m(− 310)|> 0.
Remark 3.3. When 0 < 1 ≤ 10, there are infinitely many conjugate cycles C˜±Dk
(k ≥ 1) in [− 12 ,−1) ∪ (1, 12 ). Therefore, one cannot judge the orthogonality of ϕ by
checking whether or not m(ξ) is zero on a finite set in [− 12 ,−1)∪ (1, 12 ).
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