HTTP Adaptive Streaming (HAS) have become the de-facto solutions to deliver video over the Internet that increase end-user's Quality of Experience (QoE). We propose to extend HAS with MS-Stream, a pragmatic solution for multiple-source streaming over HTTP that simultaneously utilizes several servers to obtain higher QoE in distributed infrastructures.
Such CDN-like solutions, based on the single-server approach, scale vertically and horizontally at expensive deployment and maintenance costs that eventually make their services prohibitively pricey for content providers (CPs) looking for high QoE content delivery. In order to alleviate this cost issue, we propose to stop confining streaming to the single-server approach and propose an evolving streaming solution taking advantage of multiple types of content sources simultaneously, including cheap commodity devices (set-top boxes, end-users' devices, ISP's home-gateways) generally located at end-users' premises, with many of the costs covered by the end users. Indeed, hybrid systems (such as P2P-CDN) scale horizontally at cheaper costs compared to pure CDN solutions. 1, 2 However, HAS in distributed environment has not yet been enabled in pragmatic-enough ways that would convince CPs to use alternative solutions to CDNs. 3 This paper is dedicated to the presentation of a pragmatic HAS solution that takes advantage of multiple-source environments achieving similar, generally higher, QoE compared to existing protocol: Multiple-Source Streaming over HTTP (MS-Stream). MS-Stream is an evolution of HAS solutions (and more specifically, the dynamic adaptive streaming over HTTP-DASH-standard) that simultaneously uses several servers for the download of one video segment. The resource provider periodically advertises clients with potential usable servers. MS-Stream clients request several servers to deliver substreams (referred as descriptions) generated from the existing set of DASH content representations so as to handle network-path heterogeneity. Descriptions creation represents very low CPU footprint operations. When retrieved, the requested descriptions are merged in order to reconstruct and display the original requested content quality. In the event of description loss or outdated delivery, content playback continuity is not affected, only content quality is. Additionally, if the considered servers or network paths experience outages or throughput degradation, the MSStream client relies on content-adaptation and serveradaptation mechanisms to avoid QoE degradation. Thanks to its codec agnosticism and DASH-compliance, this proposal represents an evolving solution that can be applied to many scenarios (P2P, CDNs, Clouds, and set-top-box overlays as well as collaborations of resource providers to achieve higher QoE and create new businesses).
The contributions of the paper are as follows. In the first section, the MS-Stream protocol architecture and messaging, the standard-compliant sub-stream generation scheme, and the MS-Stream's resiliency, flexibility and adaptability to resource heterogeneity. The second section exposes the MSStream's overheads and QoE gains in controlled networks and over the Internet. In the third section, we confront our work to other multi-source/path content delivery solutions. The paper is concluded in the last section. The MS-Stream protocol has been implemented on top of the open-source dash.js client; an online demonstration is available. 4 
MULTIPLE-SOURCE STREAMING OVER HTTP FOR ENHANCED QOE
We propose the Multiple-Source Streaming over HTTP protocol (MS-Stream) as a practical solution simultaneously exploiting multiple servers for consumers' QoE enhancement.
System Architecture and Messaging
The MS-Stream overall client/server architecture is depicted in Figure 2 (additional modulescompared to DASH-are highlighted in blue). Prior the streaming session, a manifest file containing information about the available MS-Stream servers and the number of Group of Pictures (GoPs) per video segment (cf., "Substream Generation Scheme") is delivered to the client. The MS-Stream content delivery includes the following steps.
1) The client instructs MS-Stream servers to generate and deliver substreams through the MS-Stream HTTP API.
2) The Description creator generates the requested substream from the existing set of content bitrate representations available in the DASH Storage. 3) Descriptions transit on the network. 4) The Description Aggregator module merges the received descriptions so as to reconstruct the original content quality. 5) Finally, as content is being delivered over N paths (N sources), a global and per-path adaptation process is required to deal with path heterogeneity, performed in the Adaptation module.
Hence, the MS-Stream client is an evolving DASH client, which incorporates a cost-effective description aggregation module and an adaptation engine capable of content and server adaptation. 
Substream Generation Scheme
In order to benefit from codec standard-compliance and from a large amount of substreams (also referred as subsegments or descriptions, cf., "Related Works"), we focus on a hybrid substream generation solution based on temporal and compressed data domains. Should some descriptions be missing for content reconstruction at client side, the content is still playable with suboptimal visual quality, due to loss of information at the GoP level, inducing lower quality on a GoP-duration basis.
We present a list of specificities included in our substream generation scheme, easing its adoption by streaming providers: video-codec standard compatibility, tunable redundancy, low additional complexity, and the possibility to create as many different descriptions as needed. By leaving unaltered the encoded video data and its data structure, descriptions are compliant with video codec standards and do not require new decoder implementations. Low-complexity postencoding and predecoding steps are required to respectively create and merge descriptions, thus preserving standard compatibility. Descriptions are independent from each other; this is made possible by copying some common GoPs at a critically low bitrate (i.e., redundancy) into them. Such nondependency between flows provides high reliability in heterogeneous unreliable networks, as any independent subsegment can be lost without interrupting the streaming session. The more the redundancy is, the greater the network bandwidth consumption overhead. Consequently, in order to match any specific scenario (e.g., from reliable sources with high throughput to volatile sources with low throughput), MS-stream can embed mechanisms to control the degree of redundancy based on the observed network conditions and on the quality requested by the client.
Multiple-Source Streaming Protocol Over HTTP
Multiple-Source Streaming over HTTP is an evolutionary protocol where a pragmatic usage of network throughput over multiple paths is achieved by the client: 1) simultaneous content retrieval from several servers; 2) GoP distribution to adapt descriptions to network heterogeneity; 3) content adaptation to increase QoE and reduce bandwidth overhead; and 4) server adaptation to provide a flexible usage of network resources. 
Simultaneous Subsegment Retrieval From Multiple Sources and Resiliency to Resource Heterogeneity
By simultaneously retrieving descriptions segments from several servers, the probability to receive at least one stream is increased. However, description synchronization is required so as to be resilient to network heterogeneity and avoid blocking events. A set of three rules has been designed for this synchronization at client side.
(i) For a given content segment, if at least one description segment is retrieved, then other description downloads can be abandoned; this reactive rule ensures the delivery of at least one description segment before moving on to the next one. (ii) If the buffered content playout reaches a given lower threshold, description downloads can be canceled in order to ensure uninterrupted video experience, hence providing a temporary suboptimal visual quality to the end-users; this second reactive rule can only be applied if rule (i) is satisfied. (iii) If the buffered content playout duration exceeds twice the average segment duration, then a timeout value is set on HTTP description segment requests. The timeout value reflects a consumption behavior (aggressive, conservative, etc.) and can be tuned during the streaming session, according to the available buffered content. Once the timeout has elapsed, description requests can be canceled while satisfying rules (i) and (ii). This proactive rule enables the use of the buffer to compensate for network characteristic fluctuations on different paths. 
ADVANCES IN VIDEO STREAMING FOR THE FUTURE OF INTERNET Flexible GoP Distribution for Adaptability to Heterogeneous Network Characteristics
HTTP-based video streaming in environments where resource heterogeneity can be significantly wide is a technical challenge that can be addressed via adaptability in the amount of requested throughput on each path. The GoP distribution step is responsible for designing descriptions requests (i.e., determining their composition in terms of GoP at a selected B bitrate) so as to map their bitrate to the estimated throughput on each path.
Based on the listed servers and on the GoP information from the manifest file, the MS-Stream client specifies the GoP composition of description segments that each server should deliver. More explicitly, the MS-Stream client requests (through parameters in the HTTP request) each server to generate a segment with some GoPs at a selected B bitrate and the remaining ones at a critically low L bitrate. Let us consider a video segment with N GoPs that the MS-Stream client wishes to display at bitrate B while considering the use of S servers simultaneously. Let us define GoP i;B;s so that GoP i;B;s ¼ 1 when server s is assigned the delivery of GoP i at bitrate B and GoP i;B;s ¼ 0 otherwise. The MS-Stream client requests each server to deliver a playable description segment so that (1) and (2) are satisfied:
under the constraint that the delivery of GoP i in the targeted B bitrate is assigned to one server only. Thus, servers are being assigned the generation and delivery of segments with different GoPs at the selected high bitrate. Eventually, the MS-Stream client can reconstruct a segment at the requested B bitrate.
Content Adaptation for QoE Enhancement and Bandwidth Overhead Reduction
As in the DASH standard, the MS-Stream protocol has adaptation capabilities. Given a video segment, as soon as all descriptions are delivered or some downloads cancelled, the client estimates the status of each used path (by measuring the throughput) and computes the global available throughput. Then, a candidate bitrate B is selected for the next segment and each server is requested the delivery of descriptions.
As in DASH, our proposal is agnostic to the implemented bitrate adaptation methods/algorithms, which makes it highly flexible and adapted to existing or future approach. The main objective of our contribution is not on optimal bitrate adaptation methods, but to propose, explain, and demonstrate that bitrate adaptation is feasible in our client-centric approach for the simultaneous usage of multiple heterogeneous servers.
MS-Stream also addresses the issue of minimizing bandwidth overhead coming from the multiple-description coding approach. Bandwidth overhead is defined as the percentage of data transiting on the network, which does not take part into the displayed content. We have PlayedData þ NonPlayedData ¼ TransmittedData, therefore:
The capacity of a streaming system to accommodate as many clients as possible is a function of its global upload throughput. This upload throughput capacity is linearly decreased by the bandwidth consumption overhead (3), hence impacting the infrastructure scalability, which in turn impacts on consumer's QoE. Minimizing this overhead is, therefore, an essential issue. Consequently, when a steady state is reached in a streaming session where descriptions are always being received in time, MS-Stream clients may modify segment requests and lower the amount of redundancy per description (down to an almost null overhead). Moreover, unless servers are specified not to include any redundancy in the generated substreams, the bandwidth overhead increases with the amount of used servers. Note that this paper does not investigate behaviors to be adopted by MS-Stream clients in order to optimally deal with the number of simultaneously used servers and overhead thresholds.
Server Adaptation for a Flexible Usage of Network Resources
As aforementioned, a manifest file containing information on servers' availability is delivered to the client from the resources provider. This manifest is then periodically updated to let resources provider adapt the pool of available servers. Since the retrieved descriptions are independent from each other, the MS-Stream protocol also offers clients opportunities to seamlessly change the number of considered servers during streaming sessions (by adding, removing servers). Several types of server adaptation policies can be implemented with regards to observations on servers' characteristics (available throughput, delay) and to QoE objectives (a targeted percentage of the video duration in a requested bitrate with limited rebuffering events). For example, priority could be given to visual content quality stability by switching to or adding more stable servers to the session when the considered ones are very unstable and are assigned an important number of GoPs. MS-Stream also supports the use of a large range of different content source types such as a set of set-top-boxes and cloud servers. Finally, when the MS-Stream client switches to the use of one server, a regular DASH session takes places.
EVALUATIONS
The evaluation test-bed is described before exposing and commenting on the evaluation results.
Evaluation Test-Bed
The evaluations were conducted under controlled environments and over the Internet. The two evaluation test-beds and methodologies are described in this section.
In Controlled Environment
Our evaluation benchmark is composed of six different ways of streaming video content, including three fully implemented applications based on dash.js player (http://dashif.org): Multisource nonadaptive streaming, MS-Stream-BA with bitrate adaptation only, and MS-Stream with bitrate and server adaptations.
The three others have been designed to represent the full potential of both DASH and MS-Stream in unisource and multisource environments. These clients foresee the optimum of each solution. Referred as "oracle" clients, they know in advance all upcoming throughput variations. Oracles maximize QoE by retrieving the highest possible content bitrate while minimizing video freezing events. They can be considered as the optimal solutions of DASH (unisource-DASH-oracle), multisource-DASH (multisource-DASH-oracle), and MS-Stream (MS-Stream-oracle). In our study, oracles are used as reference use cases to allow QoE comparison. Table 1 provides details on the evaluated applications, their consumption, and adaptation capabilities.
In this evaluation, we consider the perceived quality at the consumer's side, i.e., QoE. To this end, we have derived a set of criteria (each considered essential for video streaming services' QoE): quality distribution throughout the streaming session, average number of quality changes, mean displayed bitrate, average number of rebuffering, and average start-up delay. We also evaluated the bandwidth and CPU overhead of our solution.
The 10-min Big Buck Bunny movie was encoded at 7 different bitrates in H.264 (200 kb/s, 1 Mb/s, 1.5 Mb/s, 2 Mb/s, 3 Mb/s, 4 Mb/s, and 6 Mb/s) and was segmented in 6-s segments, each containing 12 GoPs. The multisource nonadaptive and MS-Stream clients used the 200 kb/s quality as the redundancy to be copied into requested segments.
The DASH Industry Forum provides benchmarks for various aspects of the DASH standard 6 including six network profiles (NPs) featuring different bandwidths delays. Each profile spends 30 s for each step described in Table 2 , then starts back at the beginning. For each streaming session, the channels between the client and the servers are distinct. A specific NP is associated with all channels. A random
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time offset is set to each assigned NP so as to represent bandwidth diversity and variability in the network. We repeated each video 50 times per application and per NP; a total playback time of 150 h was performed.
Over the Internet
We conducted experiments in uncontrolled networks over the Internet on our demo website. 4 For 3 days, 5 h per day, 20 concurrent "MS-Stream Internet" clients located in 4 different cities (Paris, Bordeaux, Warsaw, and Bucharest) watched videos hosted on different type of servers located in the latter four cities, having various upload throughput capacities: 9 set-top-boxes at 5Mb/s, 2 set-top-boxes at 20Mb/s, and 1 cloud servers at 20Mb/s. Each MS-Stream client was simultaneously using three randomly assigned servers and had nine available servers in total. For 3 other days, 5 h per day, 20 concurrent unisource "dash.js Internet" clients were consuming content from the same randomly assigned servers. As in "Evaluation Test-Bed," we evaluated QoE metrics and overheads.
Evaluation Results
QoE evaluation results are exposed before commenting on the overhead of our solution. Figure 5 (a)] and average start-up delay: For all applications except multisource nonadaptive, rebuffering almost never took place (< 0.1 freezing events per streaming Relying on server adaptation, MS-Stream took benefit of greater link diversity and eventually provided the 6 Mb/s quality for 93% of the time in average on all NPs with very few quality changes (less than three on all NPs). For the Unisource-DASH-oracle client, although three servers were available and Unisource-DASH-oracle had prior knowledge of upcoming throughput fluctuations, the use of one server only was not enough to provide even a similar quality distribution compared to MS-Stream, as shown in Figure 5 (c). MS-Stream-oracle and multisource-DASH-oracle performed similarly (99% of 6 Mb/s during streaming sessions).
QoE Evaluation

1) Rebuffering per session [see
At last, MS-Stream Internet greatly outperformed dash.js Internet clients in terms of quality fluctuations (9.28 versus 27.2) and distribution (75.3% versus 9.9% of the time at 6 Mb/s). Figure 6 (a)]: On all NPs, multiple-description-based applications presented an overhead lower than 7%. Interestingly, multisource nonadaptive had the least amount of overhead (6.07%) due to the fact that many description downloads were cancelled, consequently displaying the copied redundancy from the received description segments. For their parts, MS-Stream-BA and MS-Stream had an overhead near 6.5% on all NPs, which is very close to MS-Stream-oracle's overhead (6.25%). Finally, the bandwidth overhead of MS-Stream Internet clients rose up to 7.18%, higher than during the evaluations on NPs due to a lower mean bitrate and quality distribution.
Overhead Evaluation
1) Bandwidth consumption overhead [see
2) Server CPU overhead [see Figure 6 (b)]: Regarding the impact of description generation on server, we compared a DASH server and a MS-Stream server based on the processing time required to handle simultaneous requests (normal segments for DASH; description creation with random GoP composition for MS-Stream). Both servers were implemented in Java. Each server was required to handle 10 000 requests with a number of simultaneous requests indicated in the x-axis of Figure 6 (b). Segment bitrates were randomly selected between 500 kb/s and 6 Mb/s with 500 kb/s steps. The redundancy was set to 200 kb/s. We could show that in 99% of the cases, the processing time for an MS-Stream request is 11% greater than for a DASH request.
In a nutshell, we demonstrated that MS-Stream has the potential to deliver higher QoE than DASH with significant mean bitrate increase, less rebuffering, shorter start-up delays, and less quality fluctuations at the cost of light overheads in terms of bandwidth consumption (6.5%) and CPU.
RELATED WORK
HAS protocols have seen important interest from the industry and the research community mainly due to their capabilities to render smooth video playback to the consumers, hence a better QoE. Adhikari et al. 3 and Watson 7 introduced the DASH framework of Netflix, and outlined that a user is always bound to one server, regardless of the available throughput between the user and the server. Adhikari et al. 3 also indicate that QoE could greatly benefit from the venue of a practical HAS that can actually utilize multiple servers simultaneously. The proposed bitrate adaptation decisions are asynchronously taken by Tian and Liu, 8 imposing segments to be retrieved one after another without considering completion time. Pu et al. 10 present Presto, which is a streaming protocol designed to use several servers simultaneously to improve QoE by providing better fairness, efficiency, and stability at server side. However, Presto performs very poorly in terms of QoE results if any of the network paths used experiences throughput degradation. Adopting the work of Tian and Liu 8 and Zhang et al. 9 for multiple-source streaming will result in requests being most of the time delivered out-of-date due to path heterogeneity, leading to video rebuffering. In contrast, our proposed solution considers requesting several servers simultaneously and abandoning segment requests, which cannot meet their Figure 6 . Overhead evaluation.
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assigned deadline. An evolution of DASH is put forwarded by Pu et al. 10 using multiple servers with scalable video coding techniques, where content is generated over a "single base layer" providing a minimum visual quality and several dependent "enhanced layers" increasing the rendered quality. Failing in retrieving the appropriate layers will prevent the consumer from watching the video. In contrast with Zhang et al. 9 and Pu et al., 10 our substream generation scheme relies on the principles brought by multiple description coding (MDC) 5 to create independent and aggregatable subsegments, thus providing uninterrupted streaming even when segments are lost. Although most of the proposed MDC approaches 5 rely on two descriptions only, our solution can generate any number, enabling the use of an important number of servers, providing better bitrate scalability and resilience to outages and delay variations. 5 The work by Bruneau-Queyreix et al. 11 also relies on the use of descriptions. However, descriptions by Bruneau-Queyreix et al. 11 are created prior the content consumption phase that limits network heterogeneity adaptability to the number of available descriptions, leading to many quality fluctuations. Moreover, description placement in a distributed system is an obvious issue of the work of Bruneau-Queyreix et al. 11 requiring expanded storage capacity. In our work, descriptions are generated for each video segment, during consumption phase, and upon client specification. There are other multiple-source streaming approaches. However, they are based either on streaming consecutive pieces of content as a playlist or on switching to another server when HTTP servers response with error codes, as explained in the DASH standard 12 or exposed in the work by Adhikari et al. 3 Another approach in multipath streaming is the use of the multiple-path TCP protocol (MPTCP). Many studies have shown that MPTCP performances are below expectations, especially under heterogeneous network characteristics. 13 In MPTCP, a scheduler assigns each packet from the MPTCP output queue to one available TCP connection. Packet losses occurring on one path can generate head-of-line blocking at client side leading to fast buffer depletion. Many papers addressed this issue by focusing on windows congestion management, 14 cross-layer scheduling, 13 bandwidth and buffer management, 15 and retransmission 16 at the transport layer. Our approach differs from MPTCP streaming by performing both multisource/multipath delivery and adaptation at the application layer, using TCP as its transport mode. Furthermore, by benefiting from the nondependency between substreams, MS-Stream provides an elegant client-centric way to handle stream synchronization from multiple sources. Finally, while multihoming approaches 17, 18 use multiple access networks to connect to one server and improve network good put, they are limited by the number of available access networks. P2P streaming represents another multisource streaming solution; however, the challenges of P2P streaming lie in its vulnerability (peer churn, imbalance capacities, flash crowds). Our approach takes a different perspective by simultaneously using multiple servers regardless of the type of used networks in order to provide smooth streaming by adapting the video bitrate quality.
CONCLUSION
We presented an evolving streaming solution to pragmatically enable HAS in multiple-source environments, providing significantly QoE enhancements. Resiliency and adaptability to network heterogeneity were addressed by simultaneously retrieving independent substreams from several servers generated upon clients' specifications. A flexible usage of network resources is proposed by adapting content bitrate and used servers. An online demonstration of our work is available.
