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R&me. Un bimorphisme d’arbres B est la don&e d’un triplet (4, K, JI) ou K est une for$t 
reconnaissable et (fi et (I sont des homomorphismes d’arbres, c’est-a-dire des applications 
respectant les operations sur les arbres. B designe aussi La transformation definie par la relation 
I? = ((4(t), e(t)) 1 t E K}. Dans cet article, nous etudions comment ‘inverser un morphisme” (c’est-a- 
dire comment realiser la relation inverse de cells definie par #), comment composer (au sens 
des relations) differentes classes de bimorphismes. Nous constatons que ces problemes n’ont pas 
de solution satisfaisante dans le cadre classique d’etude des arbres. Nous considerons alors une 
structure algebriquc - les magmoi’des -oh les objets manipules sont des uples d’arbres. Les 
morphismes de magmo~des ont alors des applications plus g&kales que les morphismes 
classiques et nous rskolvons dans ce nouveau cadre Ies problbmes evoques precedemment. 
Abstract. We study in this article some problems as: how to realize the inverse transformation 
of hl~momorphism? How to compose relations associated to different classes of tree bimorphisms? 
We show that these problems have no solution in the classical frame. Then, we introduce a larger 
algebraic frame - magmo’ids - and we solve these problems in the new frame. 
Iutroduction 
L%tude des for&s, c’est-h-dire des langages d’arbres, s’est beaucoup developpee 
ces dix dernieres annees, pow&e en cela par de nombreuses motivations. Citons 
parmi ces dernieres, l%tude des arbres de derivations de langagcs algtbriques (for&s 
reconnaissables), les grammaires transformationnelles, la compilation (syntax direc- 
ted translations) et surtout et plus recemment, les schgmas de programmes (forcts 
aigebriques) (f11, 13, 3 I]). 
11 est remarquable que les principaux concepts alors apparus ur les forGts soient 
des ,generalisations aturelles du cas des langages. Ainsi, la notion de for% recon- 
naissable [20, 36, 401 g&kralis$ celle de langage reconnaissable. De meme, les 
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for& algbbriques [ 11,X, 343 generalisent les langages alg6briques. Les transduc- 
tions de for&s sont d”&ord apparues, comme dans k: cas des langages, comme 
&ant des “machines d%tats finis avec sortie, transformant skquentiellement (ici les 
branches des arbres)” [l f , 12, 32,33, 36,39,40]. Comme dans le cas des langages 
1, t’&ude de ces transductions a, peu B peu, amen6 au point de vue des 
binwphismes [3,4, 11, 12, 15,21,23,37,38]. 
A ce parallehsme entre langages et for&s au niveau des definitions s’oppose le 
fait que les proprietks des concepts correspondants sont tout de suite t res diff kentes 
dans ies detux cas. 
ous analysons ici les raisons profondes de quelques unes de ces Idifferences et 
isolons une importante propriete que ~~13 :Ippelons kwersion de morphisme. i%us 
montrons que cette propriete est vraie dans le cas des langages, mais pas dans le 
cadre classiqw .Jes fork. 
Des concepts nouveaux, gtniralisant notamment les morphismes classiques 
d’arbres, et prenant place dans un cadre algebrique coherent (Ies nragmofdes [8] 
et [91) nous perrnettent d’obtenir cette propriete. Dans ce nouveau cadre, nous 
eclairons afors des points obscurs de la theorie classique et obtenolns des Asses 
de transciuctiow de fori?ts aux proprietes comparables & celles des transductions 
rationnelles de langages [30]. 
6n applehe relation toute psrtie R du produit E x F de deux ensembles E et F. 
La composke RoS de R par S est evidemment definie par 
RoS=((X,Z)~~~,(X,Z)ER et (t,z)ES) 
et I’inverse R- ’ de R est definie par 
R-’ ={(y, x))(x, yk R}. 
hh~~ entendons par inverse d’un morphisme 4 la relation iwerse 4-l associee, 
Un morphisme 4 de C* dans A* est alphabttique si, pour tout Q E 2, 4(a) est 
une fettre ou le mot vide. 
Soit A un ensemble. Nous noteron!; PA la rlit!ation ((x, X) 1 x E A}. 
On appelle bimorphisme tout triplet .B = (~6, K, @) oti K est un Iangage reconnaiss- 
able et d, et + deux morphismes. B disigne egalement la relation associee definie 
Par 
B = {~,f$(Z), +(t))I t E K} = ip--I OpK CJ(bF. 
Lti encore, la composition et l’inverse s’entendent au 
bimorphismes I3 et B’ sont &quivaients si ils ont m&me 
nous notersns R = B’. 
sens des relations. Deux 
relation associee, ce que 
LO. En theorie des langages, Nivat [3Cg] a montre I’equivalence: - au sens des 
relations - entrc les transductions rati.onnelle:s definie comme des machines d’etats 
finis et les bimorphismes. Cette caracteris;ation donne une place de choix aux 
transductions rationnelles dans les devel~oppements de la theorie des langages 
(A.F.L., canes rationnels, [14, 17, 18, 26, 27, 293). 
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Ce SW&S doit beaucoup aux propriMs suivantes de c, transductions rationnelles 
(c’est-&dire des bimorphismes): 
Ll. De nombreuses classes usuelles de langages (reconnaissables, algibriques, . . .) 
sont closes par transductions rationnelles (done par morphisme, morphisme inverse 
et intersection avec un langage reconnaissable). 
LCL. La classe des transductions rationnelles est close par composition (c’est-B-dire 
que, pour tout couple B et B’ de bimorphismes, il existe un birmorphisme B” 2: 
BOB’). 
Nous obtenons la caractkrisation suivante, grrice a LO, L2 et au fait ivident que 
la classe des bimorphismes est close par inversion (car si B = (4, K, $c/), alors 
B -‘==bfw,d)): 
L3, La classe des transductions rationnelles est la plus petite classe de transductions 
- contenant tous les morphismes et les PK, aivec K reconnaissable, 
- close par composition et inversion, 
Les propriktks Ll et L2 reposent elles-rkmes sur les deux propriSk suivantes 
(L’l et L’2): 
L’l. Prop’& d’inversion de morphisme : Pour tout morphisme 4, il existe un 
bimorphisme (6, K, $) Equivalent 5 4-l, oti S est un morphisme alphabitique (alors 
4-l = 8-l”pK o$). C’estAdire que (8, K, 4) est tel que le diagramme suivant 
commute: K 
La caract&re alphabbtique de S confkre B 6-l la proprit% d’etre ce que nous 
appelons une substitution. Cette propriM permet, ti partir d’une grammaire G d’un 
langage L, de construire une grammaire du m&e type que G pour s-‘(L) done 
pour &-‘&), d”oti dkoule pour l’essentiel la propritte Ll ci-dessus. 
L’2. Proprie’tk de permutation (des morphismes et morphismes inverses): Etant donni 
un morphisme 4 et un morphisme alphabgtique 8, il existe un bimorphisme (S’, 
K, 4’) equivalent ti &v@, avec 8’ alphabgtique (alors 4 OK” = S)-‘opK +‘I. C’est- 
h-dire que (S’, K, &“I est tel que le diagramme suivant commute: 
Cette propri6t6, ajoutee 5 L’l, permet J%tablir L2 (voir rh6or5me 2.3). 
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Dans le cas des for&s, les notions de morphisme, morphisme inverse, bimor- 
phisme sont les homologues de celles donn&zs pour les langages (pour un bimor- 
phisme (4, K, #), K est ici une for& reconnaissable). 
Mais la situation diff&=e vite du cas des langages, comme le montre la comparaison 
des propri& IAl, Lb et I!&,2 aux propri&l& FO, Fl et F2 ci-aprcs. 
FO. I1 existe de nombreuses classes de morphismes d’arbres (voir par exemple en 
[ 191). Citons les morph;mes linkaires, qui ne donnent pas en sortie plusieurs copies 
d’un r&me sous-arbre d’entrke; les morphismes complets n’effacent aucune 
branche, c’est-&dire que tout sous-arbre d’entr6e a au moins une image. Les 
morphismes stricts sont ceux qui ne raccourcissent pas les branches. 
I1 existe de mCme de nombreuses classes de transductions de for&s d&rites en 
termes de machines d’itats finis. Cette multiplication est souvent due i des distinc- 
tions de cas n’existant pas dans le cas des langages. Malgrk cela, l’btude des 
/,ransductions d’&ats finis de for&s a amen& comme dans le cas des langages, au 
point de we des bimorphismes (Baker [15], Engelfriet [23], Takahashi [37, 381). 
Mais des r&ultats comparables & LO n’existent que dans des cas tr&s particuliers. 
Fl. Les classes de for&s reconnaissablesl et algebriques ne sont pas closes par 
transductions, Nous avow m6me prouve [‘T] que la classe des for&s aiggbriques 
n’est pas close par morphisme Zinhire inverse. 
F2. La plupart des classes de transductions ne sont Fas closes par composition [23]. 
F3. On ne trouve dans la littkrature aucun rksultat cJomparable 5 L3. 
Considgrant la classe Ir(s, c) des bimorphismes oti les morphismes sont assez 
simples (lineaires, cornpUs, strict@ nous prouverons que la classe B(s, c) n’est pas 
close par composition, mais que !a classe Z!?(s, c)o~!(s, c) l’est (theor&ne 6.2), soit 
F3 bis. B is, c) f &s, c)~ = B(s, c)“. 
Nous verrons (,th6o&me 3.4) que le phenornkne de ‘chevauchement de 
d6coupages’ est 5 l’origine de la non stabilitk par colmposition de B(s, c). 
Ainsi la classe de transductions B(s, c)~ satisfait par F3 bis a une propri& 
analogue & F3. Notons aussi que la classe des for&s reconnaissables est close par 
Bis, c)~, puisqu’il est bien connu qu’elle est close par morphisme lint?aire, morphisme 
inverse et intersection. 
Ces Gsultats, ainsi que des var’antes, tendent A priviikgier la classe B(s, c)~ sans 
pouvoir la d6crire intrins6quemer t (comme classe de bimorphismes). 
Ces r&lltats ‘n6gatifs’ FO-F3 ~ouvent leurs origines dans les propri&% F’l et 
F’2 suivantes (5 rapprocher de L’l et L’2). Remarquons d’abord (9 3.3) que les 
morphismes 6 tels que 6-l ait la propri&? pour les arbres d’etre une substitution 
sent ce que nous appelons fes dhzarguages. Les diJmarquages joueront done pour 
!es for&s le r81e jouC par les mwphismes aIphab&iques pour les langages. Ceci 
fait en particulier c,ue, les dimssquages 6tant lin&Gres, I’inversion de morphisme 
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est intrinkquement impossible pour un morph&me non linbaire. D’une faqon 
g&n&ale, l/a non liniarit6 introduit des probl&mes d’une nature toute diffkente de 
celle des problkmes ktudiks ici. Nous discutons ce point de vue dans [21] mais ne 
serait-ce que pour la raison qui vient d’&re indiqute, nous nous bortioris ici li Z’e’tude 
des morp;‘zismes lineaires. 
F’l. La propri6tk d’inversion de morphisme est mise en defaut pour les forgts 
(8 3.3, rkultat fondamental). 
F’2. La propri& de permutation de morphismes n’est satisfaite que dans certains 
cas (lemme 5.2). 
Pour rksoudre le problbme crucial de l’inversion de morphisme et le problkme 
d’obtenir une classe de bimorphismes caractkrisant la classe B(s, c)~, nous avons 
et6 amen6 & gknkaliser la notion de morphisme, et par I& le cadre algebrique 
sous-jacent B l’ktude des arbres. 
Grosso-modo, nous gCn&alisons les morphismes en des applications associant & 
chaque arbre une suite de k arbres, k &ant un entier fix& pour chaque morphisme.. 
On retrouve pour k = 1 la notion classique de morphisme. Ces morphismes sont 
ceux de structures que nous kudions par ailleurs [8] sous le terme de magmoi’dti. 
Dans la suite, les transformations que nous considkons, associees B ces morphis- 
mes et aux bimorphismes correspondants, sont les relations obtenues en ne conser- 
vant que la premi&re composante (c’est-&-dire le premier &ment de la suite) de 
l’image par les morphismes de chaque ZTbre. 
Nous obtenons ainsi dans le cadre des magmoi’des, le r&wltat fondamental M’1, 
r&olvant l’inversion de morphisme pour lee:-: arbres: 
M’l. Tout morpCa.isme linebire classique s’irw.zrse (au sens de la proprietk d’itwersion, 
c’est-h-dire & un dkmarquage et une for& reconnstissable p&s) pur UP marphisme 
de magmoi;des d ‘une classe particuli&e, que nous notons M’ (reg, c) (lemme 5.1). 
De plus, cette classe s’kuevse par elle-me”, qe (thebr2me 6.1). 
Concrktement, trois lemmes sont la cl6 de voGte de notre travail (partie 5): 
- le lemme 1 permet d’inverser les morphismes classiques, 
- le lemme 2 nous donne dans certains cas une propriS de permutation de 
morphismes, 
- ie lemme 3 permet de dckrire lla classe M’(reg, c) de morphismes de magmoi’des 
en ter,nes de morphismes linkaircs c! assiques (exprimt dans le lemme 5.4). 
Ces trojs lemmes nous donnent pour les for;ts la propri&te M’l, et (indirectement) 
la propriet6 M’2 analogue de L’2, 
11 s’en suit entr’autres (& comparer avec Ll, L2 et L3): 
M2/‘5. La classe ~(s, c)~ est la classe B’(i*eg, c) de bimorphismes (de magmoi’des) 
dont les morphislnes sont eeux de &r’(reg, c). Cette classe est close par composition. 
Nous avons de nombreuses variantes de ce rksultat (thkorkme 6.2). 
Remarquons que ces rkultats Sairent le point F3 bis vu prkkdemment- 
38 A. Arnold, M. Dauchet 
La rccherche d”un resultat comparable a L3 pour tous les morphismes lineaires 
classiques d’arbres nest pas abordee ici. Ce probleme, plus complique, est en partie 
r&J&l Bans [Zl]. 
MI ~ Les classes de bimorphismes de magmoi’des consider~es ci-dessus conservent 
la reconnaissabilite etl’algebricid des forGts (voir corollaire du theoreme 6.2). 
Notons que I’algGbricite st 5 reconsiderer dans Ee cadre des magmoi’des. Ce 
point est dkeloppe clans [131. 
Notr+s travail comprend 6 parties et une annexe. La partie: 1 est consacree aux 
‘n&alit&s, la partie 2 traite des proprietes d’inversion (Moreme 2.1) et de 
permutation (thCor&me 2.2) de morphismes dans le cas des langages. La partie 3 
contient des prtliminaires sur les arbres et traite du probEme (sans solution) 
&inversion dans le cadre classique d’etude des arbres. Nous definissons en partie 
4 les morphismes de magmoi’des, qui aboutissent aux trois lemmes de la partie 5. 
Ces Iernmes ont t%me technique de nos resultats exposes en partie 6. L’essentiel 
de ms resultats sont les theoremes 6.1 et 6.2, les autres resultats en sont des 
raffinements ou des complements. 
Now donnons en annexe les preuves des lennmes 5.1,s .2 et 5.3. La demonstration 
de ces lemmes n’est pas niicessaire a la comprehension des resultats regroup&s en 
partie 6. Les notions de morphismes ordonnes, ou complets, ou quasi-complets, 
de quasi-demarquages, nesont introduites que pour donner les resultnts les plus 
p&is possible. 
Signalons enfin que cet article donne entr’autres les preuves des resultats deja 
annonces dans [9]. 
I1 nest pas necessaire, pour une premiere lecture, de connaitre les notions de 
reconnaisseurs etde transducteurs d’etats finis d’arbres, car celles-ci n’interviennent 
dans Enonce d’aucun resultat. Neanmoins, nous utilisons ces outils dans certaines 
preuves, et les supposons alors connus. Le lecteur pourra se reporter par exemple 
+ [23] ou [40] & ce sujet. 
1. PrCliiinaires . 
Nous dkfinissow ?e domaine Dom(P) et le codomaine ou image Im(P) d’une 
relation P par 
DqrnCP) == (X 1 Ily fq(xY y) Er Pi et Im(P) = { y 1% tq(x, y) E P}. 
Now notons par g(E) lens F -e. Qe %es ow-ensembles d’un ensemble E. 
Toute relation P c E K F definit une application que nous noterons encore P de 
Sk(E) dans (“P(F) par 
l%us appelerons encore transformation cette application. 
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Soit 4 une application de E dans F. Nous noterons encore 4 la relation associee 
;i CJ% par 
4 ={(x, 4w)Ix EEL 
On a alors, pour tout A E P(E), 4 (A) = (4 (a) 1 a E A}. 
Notons C* le monoi’de libre engendre par un alphabet fini C l 9(X*) est evidem- 
ment muni d’une structure de monoi’de par 
VAetBcP(X*),A*B={a*bIaEA,bEB}. 
Nous dirons que 4-r t:st une substitution ssi 
VA et B E P(A*), 4-*(A l B) = +-‘(A) l 4-‘(B). 
Proposition 1.1. Soit C$ un morphisme de C* dans A*. 4-l est une substitution si et 
seulement si t$ est alphabetique. 
Preuve. Si # est alphabetique, il est evident que 4-l est une substiftution. 
Inversement, supposons que 4-l est une substitution. Montrons que ~$(a) = 0102 
implique or= A ou ~2 = A ( A designe le mot vide), ce qui prouvera la proposition: 
&a) = 40102 d, a f: 43-f~24 = 4-7~1) - 4-‘(w2) 
-4-a ==v1v2 avec &VI) = 01 et 4(v2) = 0~~. 
Ceciimpliquequevl= A ouv2= A doncqueol= A ouw2= A (car&r\)= A). 
2. L’iuversion et la permutation de morphismes en thkorie des langages 
On trouvera dans Nivat [30] l’etude detaillee de ces resultats. 
2.1. L’inversion de morphismes dans les langages 
Th6ordme 2.1. Soit 4 un morphisme d’un monoiiie libre .Z* dans A”. I1 existe alors 
un alphabet r, un morphisme alphabetique S de r* dans A”, un langage reconnaiss- 
able K sur r* et un morphisme I$ de P darts C* tels que 
4 -I= S-lop~ o# (alors 4-l = (6, K, 9)). 
Exemple. Soit ~5 defini par 
cj5(a)=aa et 4 = identite sur 25 -(a}. 
Alors, 4 se decompose en $ = &06 avec 4&7) = ala22 et 1.identite sur C -(Lz), 
&al) = S(LI,) = a et l’identite sur C -{a}. 
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Posant K = Im(&, on obtient. 
avec ‘#(al) = a, $(az) = A (le mot vide) et $ est l’identite sur C -{a}; d’ou le resultat. 
D’une fac;on g&kkale, le problkme suivant se pose pour toute transformation de 
langages: Want don& un lang;rge L engendre par une grammaire G, comment 
construire une grammaire G’, et de quel type, pour le langage transform?‘. 
Etant don& un morphisme C$ et une grammaire G, pour savoir construire une 
grammaire de &-k(G), il suffit, d’apres le theoreme 2.1, de savoir construire une 
grammaire d’un langage transform6 par chacune des trois transformations suivantes: 
( 1) morphisme ulphabttique inverse, 
(2) intersection avec langage rcconnaissable, 
( 3) morphisme. 
Or, pour de nombreuses classes de langages (les A.F.L., les cones) on sait realiser 
ces trois operations, alors qu’on ne peut pas construire directement en general une 
grammaire de l’image inverse cl’un langage. La raison essentielle st qu’un mor- 
phivme alphabetique inverse S- ’ est une substitution et qu’on peut done prendre 
pour grammaire de S-k(G) la grammaire dont les regles sont, en un sens evident, 
les ‘images inverses par 6’ des rbgles de G 
En ce sens, en notant S-‘(G) la grammaire obtenue, on peut ecrire 
L@-‘(G)) = S-'&(G)). 
Alors que, pour un morphisrane 4 quelconque, on a kvidemment pas le resultat 
analogue. 
2.2. Permutation de morphismes dans les langages 
TGorkme 2.2. .Pour tout moyhisme 4 et tout morphisme aiphabitique 6, il existe 
un bimorphisme @‘, K, t$‘) oti 8 est a fphabe’tique, tel que S’- ‘opt 0 4 = C$ 0 S-‘, 
Lest-&-dire (S’, K, &)=#oC 
Nous aclmettons ce resultat dent aa preuve, facile, repose sur le fait que les 
inverses de 6 ei 6’ sont des substitutions. 
Rappelons clue les transductions nrtionnelles, d6finies g l’origine comme &ant 
des “machines d’gtats finis transformant &quentielIement les mots” se caracterisent 
en termes de bimorphismes [30]. Les theoreme 2.1 2.t 2.2 sont ;i la base du th&or&me 
bien connu suivant: 
‘Nor&me 2.3. La classe des transductions rationnelkes est close par composition. 
IdCe de la preuve. Soit B =: 14, K, #) et B’ = (&, K’, I,V) deux transductions ration- 
nelfes. I1 s’agit de trcjt.,.ver 1?” = ((;b”, K”, $“) telle que B” = B 0 B’. 
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Les proprieds des langages reconnaissables font qu’on peut se ramener B trower 
B = (J, IZ, 6) telle que $o&-~ = (& K, $). Le theoreme 2.1 prow e qu’il existe un 
bimorphisme (6, G, f) 06 8 est alphabetique tel que +‘-* = (8, G, @). D’apres le 






qui equivaut B B” = (&lo& K”, 4% of W) avec K” = ST’ (K) n K1 PI 
@:-’ (G n f-.‘(K’)). K” es reconnaissable car la classe des langages reconnaksables t 
est close par morphisme inverse et par intersection. 
Remarcpe. La construction du theor&me 2.2 est impossible diazctement pour le 
“,!koreme 2.3, car #I’ n’est pas alphabetique (done &-’ n’est pas une substitution). 
Le thkoreme .2.1 d’inversion de morphisme permet d’appuyer Ia preuve du theoreme 
2.3 sur le theoreme 2.2. 
3. Le problbme d’inversion de morphisme darw les langages d’arbres 
3.1. Prtfiiminair:: sur les arbres 
Nous pr&sentons ici de faGon informelles diverses notions sur les arbres. Now 
rappelons les notions classiques et introduisons de nauveaux concepts (uple d’arbres, 
bi-graduation, torsions, . . .). 
Un alphabet grad& C est la dorm&e d’un nombre fini de lettres gradkes. Une 
lettre graduee est la donnee d’un symbole et d’un entier non negatif-son degrL 
Xi designera l’ensemble des lettres de C de degre i. Nous noterons Ia; le degre 
de c’l E Z. E est p-adique si Vq > p, & = 0. Si p = w, C est appele dyirdiquc 
Considerons un ensemble X = (xi 1 i E IV} de uariabks. 
Nous definissons l’ensemble T(Z)’ des arbres indexes sur C comme 6tant le plus 
petit ensemble tel que: 
- T(Z)’ c x v &, 
, - Va EC,, Vtl,. . . , tn E T(C)‘, a(tI, _ . . , t,)E T(S)‘. 
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n notation arborescente, nous kcrirons 
a 
/\ 
tl . . . t” 
Pour tout p E N, T(X)’ ckignera l’ensemble des suites ordonkes de p arbres 
de T(B)‘. 
PQW tout 4 G N, T(C3: dksignera l’ensemble des (4, t> oti t E T(X)P et oti les 
occurrences des variables appartiennent & (~1, . . . , x,}. 
Notons 9(X): l’ensemble des &ments de T(C): dont la suite des occurrences 
de variables, lue de gauche 5 droite, est (x1 sp . . . , x,). 
Remarque. I1 convient de prkiser par 4 knsemble des variables afin d’hiter toute 
ambiguM de dCfiniticln, car une variable peut ne pas figurer explicitement. Man- 
mchs, nous omettrons d’krire cet indice quant le contexte hitera les ambigu’ith. 
Remarque. ‘Tout a E zli s’identifie B a (~1, . . . , xi) G f(X) i. 
Entin, on pose 
Tout Ument de T(C) est ainsi bigradue (on lui associe un couple (p, q) d’entiers). 
Not&s, pour tout p E Al; [p] = { 1,2, . . . , pjb. Nous Gignons par 0: 1”ensemble d s 
applications de [p] dans [4]. Posons 0’ = \_ JCIEN 0: et O = Up,, Op. NOUS appelons 
0 l’ensemble des forsiorss. Nous identifiwons CT E 0: k (4, xa(l), . . . , x,(~)). Pour 
toute torsion E @“, nous poserons Im ( ) = [p]. 
Exempie. Co = {a), Cl = {a}, 22 = (6) ( on notera encore C = {(a, 0), (a, 1), (b, 2))) 
ou aussi C ={a, a(~.;), b(xl, ~2)) alors, (5, /4(x1, a(~)), b(a(~l), X&E T(Z):. 
En notation arborescente, now noterons (5, b, b). 
L’opkration binaire de composition sur des n-uples d’arbres est definie comme 
suit: 
Soit t c: T(Z): et u = (r, ~1, . . . , u4) E T(X),4. 
Nous Id&inissons le comytosk+ d l u E T(CjF de t par u de Ba faGon suivante: 
! l u e:st obenu en substituant dans t, pour tout i E [qj, ui h chaque occurrence 
de xi, et en substituant r St q. 
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Exemple. 
(3 9 b , a>, l (4,ul,u~,ud =(4, 6, a). 
/\ I 12 I 
Xl x1 x3 u1 Ul u3 
La composition est associative (voir [8] et [93). 
Proposition 3.1. Pour tout t = (r, tl, . . . , tp) E T(2’);. il existe un et un! seul couple 
(c 0) tel que ?E T(Z)P, 8 E @ et t = r* 8. 
8 est applelk torsion de t. Intuitivement 8 est la suite de toutes les occurrences 
des variables dans tl, . . . , tp. 
Exemple. 
6 b b > = (4, b 9 b > l (5, x3, x4, x1, x I). 
/\ /\ i\ /\ 





La torsion 8 de cet arbre est encore l’appliwtion de [4] dans [Sj dkfinie par 
9(t) = 3, e(2) = 4, e(3) = e(4) = 1. 
Un morphisme C$ de T(C) dans T(A) est d6fini par une application de .E dans 
T(A) telle que, pour tout i 4(25i) C: T(A)/. 
45 est jtendu 5 T(2) par 
- 4 est E’identite sur 0, 
- c#b(t ’ u) = $5(t) ’ d(u). 
Remarques. - on a 4 (T(JXl c T&J,“, 
- notre difinition des morphismes lest une extension de la notion classique de 
morphisme sur les arbres [23, 331. Pour T(Z): les deux notions coi’ncident. 
Exemple. 4 est dkfini par 
alors, 




b XI, b ~1 
./ \ /I \ 
a x2 b ~2 
I /I 
a a fl 
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Nous posons les definitions suivantes: 
C$ cst lin4bire (resp. ::omplet) ssi Wz E C, +(a) a sa torsion injective (resp. 
sut ject ive ) . 
11 est facile de voir qu’alors, wk 6(F) a sa torsion injective (resp. sur- 
jective). 
4 est strict ssi Wa ES, &(a) contient au moins une 1etti:e autre qu’une variable. 
3.2. Gramrnaires et transductions de langages d’arbres 
Les grammaires et les transductions dans le cas des langages d’arbres sont, tant 
du point de vue du formalisme clue du point de vue de la base empirique, des 
gen&alisations naturelles du cas des langages de mots. 
Nous appelersons for& sur un alphabet C tout ensemble d’arbres inclus dans 
TG)(il. 
Now ne detaillons pas ici les notions relatives aux grammaires d’arbres (voir 
[ 13, 35, 36, 39, 401, etc.). Rappelons v;eulement qu’on generalise les notions de 
grammaires quelconques, algebriques, regulieres . . . au cas des arbres. On obtient 
ainsi les classes de for&s recursivement enumerables, algebriques (AZg en abrege), 
reconnnaissables (Ret). 
On montre que Ret lest close par union, intersection, morphisme lineaire et 
morphisme inverse. Ret est aussi deffinie comme etant la classe des forcts reconnues 
par les ‘automates d’etats finis d’arbres’. La claase Alg est close par intersection 
avec Ret [l3, 19,401. 
Comm.: dans le cas des langages, les transductions de forgts sont d’abord apparues 
sous la forme de “machines d’etats finis avec sortie, parcourant sequentiellement 
(de haut en bas ou de bas en haut) lcs branches des arbres”. 
Les definitions sont tres proches dans leurs esprit du cas des langages, mais les 
prop&&s des transductions de for&s son t t&s differentes de celles des transductions 
rationnelles: 
- On distingue les transductions ascendantes et descendantes, qui sont de5 classes 
incomparables [ 15,233. 
- Les classes de transductions (ascendantes, descendantes ou quelconques) nz sont 
pas closes par composition, on obtient au contraire par composition des hierarchies 
infinies strictes [15, 241. 
- L’inverse (au sens des relations) d’une transduction ’est pas une transduction [3]. 
- Les transductions ne conservent rri la classe Alg, ni la classe Ret [40]. 
Tous ces resultats different du cas des tra-lsductions rationnelles de langages. 
Peu & peu, les auteurs (B. Baker, J. Engelfriet, M. Takahashi) ont ete amen& B 
decomposer les transductions en transformations simples: morphismes, morphismes 
inverses, intersection avec for& reconnaissable [20, 231. Le point de F’ue des 
bimorphismes est ainsi apparu, point de vue que nous avons sysdmatise dans [21]. 
Nous appelerons bimorphsme (de forGts) tout triplet B = (4, K, $1 oti (ZI et $ 
sont des morphismes d’arbres et 1Y une for& reconnaissable. On desipne encore 
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par bimorphisme B la relation associee par 
B ={(#W, tW)l=Kl=4-‘qw& 
On a encore B(t) = +(c$-‘(t) nK). 
Nous designerons en particuher par B(s) (resp. B(s, c)) la classe des bimorphismes 
ou Q et $ sont lineaires complets stricts), 
La notion de substitution dennie prkedemment dans le cas des langnges (partie 
I.) Wend de facon evidente aux arbres en prenant pour operation dans les arbres 
Ia composition. 
J.3. L’inversion de morphismes darts les arbres 
Le but recherche est le m6me que dans le cas des langages. On veut etudier les 
I*roprieds des transformations elementaires de for&s (morphismes, morphismes 
inverses, transductions) et on est pour cela amen6 a composer ces transformations, 
done & composer des bimorphismes. Une demarche analogue a celle d&rite en 
partie 2 pour les langages nous am&e a rechercher a nous ramener 5 des morphismes 
inverses qui aient des proprStCs cornparables aux morphismes alphab&iL:;res 
inverses dans le cas des langages, ti savoir: 
(i) Propriete de substitution (a une petite variante p&s dans le cas non complet). 
(ii) Possibilite d e construire une grammaire d’arbres G’ ‘image’ de G par S-‘, 
du &me type que G, et telle que F(G’) = S-IF(G) (F(G) est la forzt lengendrie 
par G). 
Nous allons voir qrle les seuls murphismes d’arbres satisfaisant aux propriCt6s 
(i) et (ii) sont ceux que nous appelerons Smarquages. 
bfinition. Un morphisme $ de T(C) dans T(d) est un demarquage si et seulement 
Sl 
(a) pour tout a&Z, $(a)~An@, 
(p) $ est lineaire. 
IMinition. Pour toutes parties A et B de T(C), posons 
A*B=(amb]acAetbcS). 
Montrons maintenant que, pour que IL-’ soit une substitution, il faut qu’il soit 
alyhabetique. La preuve est la m6me que dans le cas des langages (proposition 
1. l), 5 savoir: 
Montrons que, pour tout rl E C, 4 (a) = o1 9 o2 implique que WI ou 02 E 0. 
c#?(w~ l 02) = &a) * 4%02) 3 a 
done a = cs l 212 avec 4 (vl) = :a1 et 4 ( v2) - w2 on a alors vl ou 2j2 E 0 done w1 ou 
~02~ 0 car 4$(O)= 0. 
Montrons que, pour que la propriete (ii) soit satisfaite, il faut de plus que 4 soit 
lineaire. 
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En effe& si on sait [32] que lesl for&s reconnaissables sent conservCes par 
morphisme inverse (&me non lin6aire) il n’en est pas de mcme dans Be cas ees 
for&s alggbfiques comme l’illustre l’lexemple suivant. 
Soit G Ia grammaire algbbrique d”arbres d”axiome 14 et de r6gles 
A--b, B-a ou Xl, 
/\ I I 
B c Xl B 
I I I 
C B' a’ 
l 
4 I I 
4.i ii x1 
B’-a’ou xl, C-a ou x1. 
I I I I 
Xl B' X1 Xl 
I 
a 
La forgt F(G) engendrke par G est 









Soi t # le morphisme non lineaire defini par $(b ‘) = 6 , 
I /\ 
Xl Xl Xl 
$ est l’identite ailleurs. 
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Or, on sait [19] que le langage de branches d’une for8t nlgebrique st un langage 
algebrique. #-‘(F(G))1 n’est done pas algebriqu-z et il n’est done pas question, pour 
$ non lindaire, de construire pour e-l (F( G)) une grammaire du m6me type que G. 
Pour que 9 ait les propri6tea (i) et (ii), il faut done qu’il soit un demarquage. 
Nous laissons au lecteur le soin de verifier qu’inversemenf , si + est un dbmarquage, 
@ -’ est une substitution et conserve le caractere reconnaissable et algebrique des 
for&s. 
Nous sommes done amen& au problbme suivant: 
Soit un morphisme 4. Existe-t-i1 un bimorphisme (6, K, #) oti 6 est un demar- 
quage, tel que S-‘op~+ = W’? soit 
Remarque. Si # est non lineaire, le probleme est evidemment sans solution en 
general, car 8 necessairement lineaire. Nous discutons en details du cas non lineaire 
dans [21]. Cette discussion montre que, du point de VW des bimorphismes comme 
du point de vue des classes de fo&s, les problemes poses par le cas non lineaire 
sont de nature ditferente de ceux discutes ici. 
Aussi, dans la suite, nous considerercw 4 lineaire. 
R6sultat fondamental. M8me si 4 est linkaire, le probkme d’inversion est en geiziral 
sans solution. 
Pour prouver ce resultat, nous allons d’abord etudier les bimorphismes bijectifs. 
IMfinition. Une for& F sur T(X); est uniformement infinie si et seulement si, pour 
tout $x1) “, T(X): -{xl}, l’ensemble {t’ E T(Z): I? 9 t’ E F) est vide ou infini. 
Un bimorphisme st bijectif ssi il definit une bijection entre son domainc tit son 
co-domaine. 
Lemme des bimorphismes bijectifs. Tout bimorphisme bijectif I3 = (4, K, #,, air ($ 
et # sorst des 1 -morphismes, est bquivalent h un bimorphisme B’ = (#‘, K’, 4’) oii 4' 
et ~9’ sont des I-morphismes ccmplets stricts et oti K’ est uniformejnent infinie, 
De plus, si 4 est un dkmarquage, 4’ est un dimarquage. 
Prwve. Soit A l’alphabet de sortie de 4 et r l’alphabet de sortie tie ~9. 
La preuve repose sur plusieurs points: 
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(;a) Soit C l’alphabet sur lequel est d6fini K. Monltrons qu’on peut toujours 
supposer quc K v&ifie la propriGt6 sukgante: 
Va(x1,. . . *, x,) E Z, il existe des for6ts K(a, l), . . . , K(a, n) telles que, V?(Q) E 
T(B):, I l Q(tl, . . . , t,) E ii si et seulement si Vi(l s i c: n), ti E K(a, i) (autrement 
dit, i l a(T(&, . . . , T(Z):) n K = t l a (K(a, l), . . . , K (a, n)). 
En &et, soit un reconnaisseur ascendant deterrrainiste R de K. On y associe le 
transducteur linkaire dkterministe ascendant T par les r&gles uivantes: 
a(q&~1, . . . 9 4i,bttl) + da k?i19 . o l 9 4iJh , . . . , .xn)] est une rGgle de T ssi 
d4l,hl, e l l 9 4&J) + q[dh . . . 9I x,)] est une rkgle de R. 
LA fo&t AT’ = T(K) a la propriktk cherchke. 
Soit E le dkmarquage propre qui efface les marques (qil, . . I , qi,,), c’est-A-dire 
que ddqilto . . 9 qi,)(Xl, l l l 9 .%A)= ah,. . . 9 &A 
Posant #’ = E o# et $’ = E o&, on obtient (S’, K’ , +‘) 6quivalent 5 (6, K, (CI) et aqrant 
la prop&d cherchke. 
(b) Montrons qu’on peut toujours supposer 4 et # complets. Supposons que la 
for& K a la propriM de (a), 
Soit a(xl,. . . , x,&C. Notons 4(a(x1, . . . , x,))=t:,~8.Pouri=l,...,nposons 
6x x1 I 
si i E Im(8), 
K(a, i) si ifZ Im(@j. 
NstonsF=a(F&+*@F,). 
II existe une torsion c et un entier p tels que 
En effet, en notant Xm(9)=(i1,. ‘ . , i,}, il suffit de poser, pour tout i (1 pi sp), 
c(ij) = j. 
4(F) est done ind6pendant de ti E K(a, i) pour tout i n’appartenant pas 5 Im(0). 
Comme fe bimorphisme (4, K, t+b) est fonctionnel, il en est de meme de $ et il 
exists done u. c T(T); tel que $( Fj = ua. 
Sait a’(xl, ,, . . , xp) une nouvelle Qettre t posons 
Z’=h{a’(xl,. l . ,x,>}--(ah,. . .,&Al. 
Posons c(a(x1,. . . ,~,))=a& “. . , x,) et prolongeons E par l’identiti sur C - 
k&,. -. , xn)}, notons K’= e(K). 
4’ et $’ sont Minis sur 2 par: 
4= &et#=+‘surX-{a(xl,...,x,)}, 
4’b’h ,..., x,)3=& l em{ et $‘(a’(xl,... ,xJ)=u,. 
On a 6videmm:nt (4, K, t,b) = (4’, K’, t,Y). 
De plus, 4’ est complet suf 0 ‘(x1, . . . , x,). Les arJtre proprWs de 4 et r(/ sont 
Gdemment conservkes et, er Grant le pro&d& sur l’alphabet 25’ pour &, puis 
pour $‘, on obtient 4’ et f+V complets. 
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(c) Montrons qu’on peut, de plus, supposer 4 et # ;tricts en gardant c’:ventuellt- 
ment pour 4 le fait d’&re un demarquage. 
Cas 1: 3k EN tel que, Vk f(X):, 4(t)- - XI implique que la profondeur de t” 
est inferieure ou egale B k. 
4 est alors regule et, d’apr&s le lemme 4.1, peut 6tre strict en gardant la strictitude 
de $ et la completude de 4 et #. 
Si 4 est un demarquage, affinons la construction (9 4.3) de faGon a garder ii 4 
cette propriete: 
Cotnme 4 est complet, si k T(S): tel clue 4~ (i> = x1 alors f E LJiek & - 
Soit 
A=(ail . . . ai,(X1)IP~k+l,pOurj=1,...,P 
aij E 21 et il existe tin eit un 
seul j tel que 4(&,(X1)) Z XI}. 
Soit un nouvel alphabet unaire CA, defini par 
et E un demarquage propre defini par: 
- 8 est l’identite sur C - 21, 
- Ve,i ,,..., a,p (xl) E CA, E (eail,....ai 
P 
(xl)) = ai, 9 l l ai,( 
Posant K’ = 2(K), 4’ = & 04 et ff = if: o+, on obtient (4’, K’, ~9’) - (&P, K, 4) oii 
4’ est un dtmarquage complet strict si 4 est un demarqua’ge complet, et 4’ est 
complet ou strict si 9 l’est. 
Cas 2: Supposons que Vk EN, 3& E f(Z): tel que 4(i) =x1. 
D’apres le lemme de l’etoile pour les for&r reconnaissables, il existe: alors & et 
iz E i;(X): -{XI} et t3 E i;(S): tels que, Vn E N s 
L = il 9 i2nt3e# et ~(i2)=~l, 
Commc: # est complet et (4, K, #) bijectif, on a necessairement $(rbz) = x1. On 
peut done ‘effacer’ dans K toutes les lettres apparaisant dans & (il y en a au moins 
une, car & # xl), par un demarquage E tel que &a(xl) = x1 si a(xl) a au moms une 
occurrence dans t2, E est l’identite sinon. On remplace K par e(K), on restreint &I 
et cl/ a I’alphabet de E(K). 
Tant que, Vk EN, 3& E Y&Z): tel que 4(t) =x1, on efface, comme ci-dews, au 
moins une lettre de C. En un nombre fini de pas, on se retrouve alors dans le ler 
cas. 4 est alors strict. Par symetrie on rend 9 strict. On a remarqut que le caractkre 
complct est conservk. Le fait pour l’un des morphismes, d%tre des demarquages 
(la construction du ler cas pour 4 ne conserve en effet pas le wactere de 
demarquage de #). 
(d) Pour prouver le lemme, il reste a prouver qu-on peut supposer K uniformk- 
ment infinie sans changer le type des homomorphismes. 
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Pour cela, conside\ons un transducteur T ass&Z ;;i comme en a). Pour tout etat 
cl, posons R, = {t 1 t ---, y[t]). Pour tout a(qi,, . . . , q&1, . . . , xn), considerons la 
for& F = a(qi,, . . . ,;“)(**, l l l , &FL 0 ” Ll@Fn oti, pour toutj (NjwE) 
Fi = 
R,,, si R 4ij est finie, 
Xl sinon. 
F est done fink. 
Soit p le degre inferieur de F et v sa cardinalite. 
On pose F = {fl, * . . I fJ, on definie die nouvelles lettres a4,1, . . . , &,,,U de degre p 
(on note q=(qi,rw,.r qi,)) et on modifie T en T’ de faGon que, pour tout k 6 v, 
a(qi,[xIl, l l l 9 qi,[&~)*qEQq,k l Sjj soit un regle de T’, oti 6 lest la torsion definie par 
t(i;)=j pourj=l,...,p. 
T’ est lineaire et K” = T’(K) est done reconnaissable [40]. 
Enfin, on supprke a&, . . . , xn) de l’alphabet de K” et on defnie, pour k G v, 
Le bimorphisme (da, K”, Q) ainsi obtenu est equivalent au pr&dent, comme le 
lecteur le verifiera aisement. En it&ant la construction pour tout a,, on obtient le 
resultat cherche. 
Le lemme des bimorphismes bijectifs est demontre. 
Appuyons nous sur ce lemme pow prouver le resultat fondamental. 
Soit fe morphisme lineaire t#j defini par 
4Mx1, x2, x3)) = M72( Xl, x2), x3), d(a(x1)) = a(xl) et &(;i) = a’. 
Supposons qu’il exists: LIZ bimorphisme (6, K, 4) inversant 4. D’apres le lemme 
des bimorphismes bijectifs, on peut supposer que K est uniformement infinie, que 
S est un dtmarquage complet strict et $ est un morphisme complet strict. 
Comme 6(K) = {bl(b2(a”a’, a%), a”~?) 1 n, p, q EN} il existe necessairement 
&(xi, ~2) tei que 
s@(,rl, x2)) = b&v ~2) 0~ M-x2, XI) 
(pour fixer ‘ies notations, suppo!sons que S(&(X,, ~2)) = bl(xl, ~2)). 
11 existe de mEme &(x l2 x2) t el que 
s(P2Cx1, x2)) = b2\Xl, R 2) 0~ b2b2, ~1) 
et &(&(x1, x2), x3) est un sous arbre initial de K. 
Comme # est suppose complet strict, @(&(x1, x2)) est de la form 
c(anl(xl)t a n’(x2), an3(x3)) l 8 oh 1 et 2 E Im( 0). 
#(&(xr, x2)) est done nkewairement de la forme aP(Xi), ce qui esf: impossible 
car $ est complet. 
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3.4. Composition de bimorphismes d ‘arbres 
Dans le cas des langages, la propriete d’inversion d morphisme st Zt la base de 
la preuve de la cloture par composition des transductions rationnelles, c’est-a-dire 
des bimorphismes. Neanmoins, bien que cette propriete d’inversion soit, comme 
on vient de le voir, mise en defaut dans le cas des arbres, il se pourrait que les 
bimorphismes d’arbres oient tout de meme clos par composition. Nous allons voir 
maintenant qu’il n’en est rien. 
L’exemple que nous etudions pour cela illustre la raison essentiellle de cette 
non-cloture: Pe phenomene de chevauchement de dkoupage. 
Soit 4 le morphisme lineaire complet strict defini par 
dch, x2, x3)> = W(xr 9 x2), x3), 
dbh, ~2)) = bh, x2), 
&(a(~~)) = a(q) et qb@) = E. 
Soit la for& K reconnaissable constituge des arbres de la forme 
C 
/I\ a “2 / Q”’ 
/ 
/ ii ii 
/ 
/’ 
, 8 f”‘+2 ;“‘+l 
\ 
a “2~ +4 a nztp + :I 
pourtoutpENettout~zr,..., n zp+4 E N. Soit la fork% reconnaissable K’ constituee 
des arbres de la forme 
pourtoutpEIV,toutnl,...,n2,+3EN 
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C 
/I ‘\ \ -..r 
c a"* a 1111 








/\ . . . . . 
b an1 
/\ . . . . . 
t’= c an1 
4 \ ’ ii __m__ 




I i- - 
b a’**n+i a”*p+t 
/\ 
d a’ 
an2pv4 an2p *?) 
if ii _B___ 
/ a n4 , a’ a’ ii 
/\ w-0 -- 
15 an*P+* 
/\a 
a n2p t4 a n2p +3 
ii ii 
Fig. I. 
Soit t E JK et I’ E K” teEs quel 4(C) = 4 (t’) == u. 
b(t) induit un ‘decoupage’ sur u selon les image.; de chaque noeud de t. On peut 
de &me decouper u selon les images de chaque noeud de t’. La figure 1 illustre 
Ie chevauchement de ces decoupages: aussi profond que soit u, jamais les 
deconpages ne coi’ncident. Ce phbnomene empkbe toute construction ‘locale’ de 
&k& -*. Plus precisement, si il existait une profondeur G h, on pourrait alors 
decomposer M en ces morceaux, t et t’ en les ant&dants par t#j de ces morceaux 
et construire &o~-~ sur ces antkedants. Le lchevauchement de decoupage traduit 
la non existence de h, et done l’impossibiltie d’une telle construction. On peut 
considerer infuitivement que les morphismes introduits en 8 4.1 pour resoudre le 
probleme d’intersion sont G la base de la clliiture par composition de la classe B(s, c) 
parce qu’ik permettent de ‘memoriser’ les dklages entre chevauchements. 
‘I’h&r&~t_,e. Aucune classe de bimorphismes ciassiques d ‘arbres, con tenant B (s, c ), 
n ‘est close par composition. 
Rappelons que nous entendons par classiques les morphismes introduits jusque 
maintenant. 
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Preuve, Considerons les bimorphismes B = (id, K:, 4) et B’ = ((4, K’, id) de _I?@, C) 
(id designe l’identite). 
Nous allons montrer qu’il n’existe aucun bimorphisme B” = (I,$, K”, $‘) equivalent 
B BOB’ (mcme si # et #’ sont non lineaires). 
Com:me BOB’ est une bijection de K sur K’, on peut supposer d’apres le lemme 
des bimorphismes bijectifs que, si B” existe, KY” est uniformement infnnie el: que $ 
et $’ sont complets kricts. 
Soit d l’alphabet slur lequel K” est d&ink. Soit S la prodondeur maximale des 
images par $ et +’ des lettres de A. 
Considerons t de K et t’ de K’ tels que, avec les notations definies precedernment, 
p>S et, pour 1 SiS2p+4, rti*>S. 
11 exisiz alors a(xl, . . . , x&A tel que #(a!(xl, . e . , x,:)) = u” * 8 avec t = it l 0 l w 
pour un certain o et de m2me #‘(a (xl, . . . , x,,)~~ = u”’ l 8’ avec t’ = 6’ l 8’ l of. 





a ama m2 
I I 
Xl x2 x3 
et 6’ s’ecrit 
Nous en ddduisons que 8 E @zq+’ et 6’ E OEq’+3, Now; allons deduire de B” = 13 0 B’ 
quie 8 = 8’, ce qui est contradictoire avec les conditiors de degres superieurs &rites 
ci-dessus. 
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Pour montrer que 8 = 8’, il sufl’it d%tsbPir, pour tout j (1 <j s n) que 
{iIlSiS2q+2et B(i)=j}={i)bSiS2q’+3 et O’(i)=j}. 
Comme K” est supposke uniform6men.t infinie, il existe un fo& infinie Rj et, 
POW tout j’ # j (1 c j’s n), un arbre rjl tel que (Y(~I, . . . , rj-1, Rj, rj+l, . . . , ~,,)c.K”. 
Comme # et #’ sont stricts, #(Rj) et $‘(Rj) sont non born&s en profondeur. Etant 
donke la bijection entre les branches de t et t’ qu’implique l’appartenance de (c, t’) 
ir BOB’, on en dkduit bien que 6(i) = j ssi t?‘(i) = j. 
4. l&es morphismes de magmoi’des 
4.0. Le produit tensoriel 
Afin de manipuler ais6ment des n-tuples d’arbres, nous ajoutons ZI I’opkration 
de composition deja ktudike une secorrde opkation, que rtous appelerons produit 
tensoriel et noterons 0. 
TfS), muni de ces deux op&ations, est un exemple de ce que now appelerons 
magmoi’de projetable. 
NOUS renvoyons Ii: lecteur h [8,9] paw une 6tude de la structure algCbrique de 
magmoi’de. Disons que les magmoi’des sont des X-categories particuliikes. 
Twt magmoi’de projetable peut egalement &-e vu comme une tht5orie algebrique. 
haque klkment de ce magmoi’de est alors une &he de la theorie algebrique, la 
zompasition et le p,roduit tensoriel daas les magmoi’des sont la composition et la 
somme directe de flkches. 
L’avantage de la notion de magmo’ide par rapport aux autres cadres est de mettre 
en kidence la notion de torsion, et ainsi de rendre compte de faGon operatoire 
des operations faites SW les ‘Xi’, done sur les substitutions d’arbres. 
Dkfinition. Nous appelerons projectiolt toute torsion, &,, definie comme suit: pour 
p E N, i E p, &, est la torsion de 0; qui B 1 associe i. 
La propriM suivante est alors 6vidsnte. Elle caract6rise les magmoi’des projet- 
abtes et nous permet de prkrlser la notation ‘( )‘. 
PropriCt4. Pour tout t et t’ E T(E):, t = tr ssi, your tout i <p, ?rb 9 t = & 9 t’. 
Nof;ation. -Pour tout t E T(X);, t s’e’crira t = (4; tl, . . . , t,) ssi, pow tout i (1 =s i Sp), 
P; l t = (q ; ti). ti sera appekfe @me composante de t. 
-Pour tout t E T(X): et t’ E T]25)$, (t, t’) (OU encore (q; t+, t’)) deizote /e seul 616ment 
de T(Z),P”’ tel qw : 
pcur tout i (1 G i Sp), 9~; l t = 77~+p~(t, t’), 
pour tout i’(p 6 i’sp + p’), &Tp l t’ = &+&, t’), 
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Autrement dit, si rt=(q; tl,. . . , tp) et t’=:{(; ti , . . . , fbt), alors (f, f’) = 
(6 f1, l 9 l , tp, G, . . . , t;+ 
DCfinition. Pour tout t E T(Z): et t’ E T(Z)$, t@t’ est le seul element de T(.X)zI$ 
tel que: 
pour tout i (l<iGp), ~~(t)=v~+~~(fOf’), 
pour tout i’ ( p < i’ <p + p’), vz+*p (tot’) est ohtenu B partir de wiTP(t’) en 
substituant, pour tout j (1 S j s p’), xi+s A xj. 
Exemple. 
?=(3; b , 6 >ET(x); 
/\ /\ 
a Xl x3 x3 
I 
x2 
t’= @;a, a’, & b ) T(x),4 
1 r’ /\ 
x3 x2 x 1 x 1 
alors t 0 t’ est l%l&ment wivant de T(C)!: 
(7; b 9 b , a ,a’..& b ) 
/\ /a I I /\ 
a x91 x3x6.x5 x4 x4 
I 
x2 
11 est facile d’etablir les proprieds suivantes: 
ProprhMs. - f(Z) est sfatble par 0, 0 esf stable par 0. 
- 0 esf associa fif. 
- Vt, t’, u, U’E T(C), (t 9 u @(t’ l u’) = (t@t’) l (u @t(f) silepremiermembreesfd&i. 
-Pour tout t E T(X): et f’ E T(B)& on a (t, t’) = (t@t’) l ii(l 02 ii(l esf la torsim de 
Oiq d@ni par 
1 i ijq(i) = 
si i Sq, 
i-q si i>q. 
4.1. Les k-m0rphisme.r : LX"n ifiorts et propriMs t%?men faires 
Nous appelerons morphismes ‘classiques’ les morphismes definis en 9 3,l. Dans 
le cadre des magmoi’des, ces mcxphismes se gbneralisent naturellement en ce que 
nous appelerons les morphLsmes de magmoi’des. Nous presentons maintenant cesl 
morphismes en euw&!mes et renvoyons le lecteur 5 [S, 91 pour leur etude dans 
le cadre des magmoi’des. 
56 A. Arnold, M. Oauchet 
Intuitivetnent, les k-morphismes ent 6quivalents aux transducteurs descentiwts 
&terministes classiques d’arbres 1281, tls donnent B ceux-ci une formula.tion alg& 
brique, done pEus facile B manipuler que la definition combinatoire n termes de 
machine (voir la propri% (c)j ci-dessous). 
Minitim, - Un k-morphisme # de T(C) dans T(A) est l’application difinie, pour 
tout at, pas une application de C, dans T(&& et Ctendu B T(Z) de fa(;on compatible 
avec la composition et le produit tensoriel, c’est-h-dire que, pour tout t et u E T(X), 
n a #5(j p u) = 40) l 4(u) et #(t@u) = #(r)%$(u). Nous verrons que ceci implique 
que &(I, t’) = (#(f), M’)). 
- Wn morphisme (de magmoi’des) de T(Z) dans T(A) est une aplplication telle qu’il 
existe k entier tel que 4 soit un k-morphisme. 
- Pour tout k-morphisme 4, nous notons &II l’application dkfinie par c#&) = tI 
si &df) = (f5, . . . , f&j. 
Remarquons que &)[,I n’est en g&&rat pas un morphisme. 
Si C et d sont p-adiques, 4 est diit p-adique. Si p = 2,, 4 est dyadique. 
4.1. I, PropMt% e'le'mefz faire5 et exemplt3 
I%~pri&B. (a) Soit 4 UB k-morphisme de T(C) darzs T(A), alors 4 (@:) c 0::. En 
particulier, Otl a 4(Xi) =(Xk(i-l)+l, , . . , Xkr), et pour tout4 torsion 0 = 
(9; -bib . . . 9 aid, 4W f&it Ok 4hd . . . 9 4(x&. 
On remarque que 4(e) ne d&pend que de k. Pour cette raison, nous poserons 
&ewe. Rappelons (0 4.0) que & = (4; xi) on tire alors de 1’6galid pour tout 
L 
+i&j l 0 = #h&l l 4(t) we, &cessairement, w&=cb(q;+= 
; Xk(i-I)+19 * l l 9 X&i)* 
Soit pmaintenant 8 E 0: et 8’ E: 0: d’apr+s 04.0, (e,(V) = (f3 0 e’) 8 ji4. 
En raisonnant sur #(ir, l t) = gS(ii,) l q5( t), on voit que &,( Fq) = *kq et on obtient 
finalement: 
d’oti le r&&at. 
Intuitivement, si xi &note un arbre, alors Xk(i-l)+j denote ‘le j5me transform6 
us pr&zis6ment, la i&me composante du transform6 de xi). 
e. Soit e = (2; xl, A,, x1 j et k = 2, alors, 2 0 e = (4; x1, x2, x3, x4, xi, x2). 
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Propri&& (b) Soit C$ un k-morphisme de T(X) darts T(A). Alors, 
-pour toutp et q1 +(T<X)gc T(A)g, 
-pour tout t et t’E T(S),, &t, t’) = @(I), 4(t’)), 
- le compose d’un k-morphisme etd ‘un k ‘-morphisme est un kk’-morphisme. 
La preuve est hidente. On prouve par exemple l”tgalitC 4(t, t”} = (4(t), &(t’)) 
par I’expression (t, t’) = (t 0 t’) l iFq, comme en (a). 
Exemple de 2-morpkismes. Soit # d&ni par 
hwlh, x2)) = (4; 4x1, x2> x3), # ), W2h x2)) = (4; x1, x3), 
W4xl)) = i2,4-d, f >, q?(a) = (0; a’, #). 
On a alors 
$(B1!62(.X1, X2), x3!? = whh, x2) l @2h, x2)OmN 
= Wlh, x2)) ’ (4w2Cx1, X2sw(~lN 
= (4; c(x,y x2, x3), f > ’ ((4; Xl, x3Nw; Xl 1 x2)) 
=‘(4; ch, x2, x3), # > * (6; xl, x3, X5, x6) 
= (bi; C(Xl, x3, n), # ). 
D’autre part, pour tout n E N, 0x1 a 
4WW = bt(a (xl)) l Whd l l l HZ) 
=(2; &(x1), #)(2; a(xl), it) l l a(O;ii, #> 
= (0; a%, #). 
On en deduit que, pour tout nl, n2, ns, 
$&&(a”%, an2a’), a”%fI) = (c(a”Vi, an26, an3d), #) 
Remarquons qu’en hrivant 
W2h x2), x3) = blh, x2! ’ (3; 62(x1, x2), x3)- 
On obtient par # le mEme rhltat, comme il se doit d’aprts I%galitC &(t, 4’) = 
i4w, 4w>- 
(c) Pour tout k-morphisme 4, il existe tin transducteur de’ttvw’niste d scendant 
comp&ement sp&$&f T a k e’tats q1, . . . , qk tel qt/e pour tout i ( 1 =S i g k ) 
La classe des for&s reconnaissables st close par k-morphisme iwerw. 
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Pfeove. - I1 suffit d’associer, pour tout a EC, et tout i s k, la regle de T definie 
comme suit: 
q,[a% . . . 9 rr,>]+ t(qJqJ, ’ l l 7 4&ipli 
ssi 
7&b(ah,. 0 9 Xn)) = (kn; f(X(jl-l)k+il, l l l 9 X(i,-l)k+i,) 
(intuitivement, l&(u) = ‘$41, . . . , uk) signifie que u est transform6 en Ui par T en 
partant de 1’Ctat qi). 
Le lecteur etablira ai.sement le resultat par induction. 
- II est connu que l’image inverse d’une for6t reconnaissable par un transducteur 
quetwnque est reconnaissable [32]. Le deuxieme point de (c) est done un corollaire 
immedi at du premier. 
4.2. Principaux types de morphismes 
Un :yrorphisme 4 de T(C) dans T(A) est dit Zine’aire ss i, pour tout a EC, la 
torsion de &(a) est injective. ($r de l’exemple 4.1 (b) est lineaire. 
Remarquons que, dans le cas des 1-morphismes, on retrouve la linearit au sens 
&ssique pour les morphismes d”arbres. 
Un l-morphisme est SUPS torsion ssi, pour tout n, @,,) c f(A),. 
La Zongueur d’une branche est le nombre de noeuds (autres que des xi) qu’elle 
oontient. La profondeur d’an arbre est la longueur de ses plus grandes branches. 
Une branchc est essentielfe si elle conduit du sommet Zt une variable xi. 
Notons H,(Z) l’ensemble des arbres de T(A)l de profondeur p dont toutes les 
branches essentielles ont exactement la profondeur p. 
Saitt K une fori de T(X)& Nous posc;cs 
I(K) = {t E F(X)’ 134, t l u G K}, 
Sp(K) = S(K) nHp(Z). 
Nous dirons que i (ou xi) occure dans un arbre t si t = d 9 6 et i E Im(0). 
Soit de plus un k-morphisme 4. EJous definissons le spectrra de u pour K et 4 par 
sp~,~ (u) = .(i E [k] 13 ie T(Z) :, rt‘ e T(S), tels que 
r. II . c E K et i occure dans &&}- 
Quand K et 4 seront sans ambiguite, nous abregerons en lip. 
Intuitivement, le spectre de u d&signe les nume’ros des ctomposants de 4 (u) qui 
occurent dans &l](t) pour au moins un t E K. 
Les morphismes classiques comrne les transducteurs d’arores associent B un arbre 
queiconque un (ou plusieurs arbres drans le cas des transducteurs) mais pas des 
uph:s d’arbres. IJn k-morphisme # associe B un arbre un k-uple d’wbres. Dans la 
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suite, la transformation associke B 4 qui nous intkessera sera l’application #fIl, 
Aussi beaucoup des d6finitions qui suivent sont-elles relatives B la prcmik corn- 
posante des images par morphismes. 
4.2.1, Les morphismes re’gul& SW unc for& 
Intuitivement, un morphisme 4 sera dit p-rkgule’ sur une fo& K ssi, chaque fois 
que 4 ‘lit’ une sow-branche p de profontiieur p d’un arbre t de K, # ‘&it au 
moins une lettre (autre qu’un xi) en chaque composante de d(p) qui occure dans 
#ww* 
Formekment, ceci s’krira: 
Di%nition. C$ est p-rSgul6 sur K ssi, Vu E SP(K) et i E Spectre( u), alors la i&me 
composante de #(u) est stricte (c’est-B-dire non rkduite & -In xi). 
Exempies. 
K=(a”a’InEN}, #a’(xl) = (2; x2, a(xdL 
K’ = {a’% 1 n EN), 4(G) = (0; (a’, ii). 
Ona 
&a n(xl)) = (2; x1, a”(x2)) et 4(a’2”(x1)) = (2; a”(xr), a”(x2)). 
Ce qui montre que C#J est 2-r$guE (mais pas l-kgulk) sur K’ mais n’est pas 
r6guE sur K. 
Autre example. Le morphisme :I. de l’exemple de 4.1(b) est 2-regui5 sur G = 
(&&(a”C, a “a), a%) 1 n, p, q E N). 
Un morphisme (b est r&ulk sur K ssi il existe p tel que C$ soit p-r&gulk 
Dbfinition. Un morphisme 4 est dit strict ssi pour tout a E 3, toute composante 
de 4(a) est stricte. 
Remarque. La strictitude ne dkpend que de Qi. Le caract&re rigul6 est relatif de 
plus B une forct. 
Premieres propri6t6s. (i) Si C#J est un k-morphisme 1-r&de’ sur K, ii existe un 
k-morphisme 4 strict equivalent 6 t$ SUP Kr c’est-G-dire tel que, pour tout t E K, 
&11(t) = #$]W* 
(ii) Si 4 est p-r&k? sur K7 il est p’-r&ule’ sur K pour tout pi 3 p. 
(iii) Si # est p&guleC sur K et si u E S,,n(K), alors, pour tout d E Spectre(u), la ihme 
composan te de C$ (u) a toutes se:; branches essen tielles de proforrdeur 2 p’. 
(iv) Sr’ C$ est un 1 -morphisme, la notion ‘strict’ coincide avec !a dkjkition classique. 
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Preeve, (i) Si # est I-r6gu.l& sur K, pour toute lettre a de 2, chaque composante 
de &(a) ‘qui occure ldans &K) est stricte. Seules Ies autres composantes ne sont 
pcut&re pas atrictes, mais il dkoule de la dkfinition des spectres que, pour tout 
K, #l-t) ne depend pas de ces autres composantes. On obtient 4’ en rendant ces 
derni&res arbitraires mais strictes. 
Nous ferons dans la suite un usage constant de ce r&c;: bat, supposant 4 stricte 
chaque fois que 4 sera I-r&u& sur une fo& .K et restrein f d celle-ci. 
Lks preuves de (ii) et (iii) sont lais.&es au Qecteur. 
4.22. kes marphismes s&part% ci deckai sur ww for& 
Bien que la notion de ‘&park B dklai’ et de lin6arit6 soient independantes, nous 
allons nous borner & illustrer ki les morpkismes lin6aires et &park 5 ddlai, qui 
sottt tes seuk que now utilisetons dans cet article. 
La classe des marphismes Elkaires, siparks ri dglai, est centrale dans notre travail. 
La taisor, est que c’est cette classe qui permettra dc: rksoudre le problsme d’inversion 
de morphismes et qui sera B la base de Ia caractkrisation de la clbture par composition 
de bimorphismes classiqves. 
H Rxr exempte, le morphisme Q+ de 4.1 (I& appartient B cette classe, et permet de 
r&w&e le problkme d’invezsion pour ll’exemple fondamental p&end en 9 3.3. 
La fait pour # d’&re un 2-morphisme, done de pouvoir donner, par ses deux 
compasa-rrtes, dew. images diffkentes d’uin meme sous-a&w, lui permet d”inverser’ 
le mw@isme 4 de 0 3.3 (ici, le fait que @(&(x1, ~2)) := (4; x1, x3) est la cl6 du 
probI5me). Mais la classe des morphismes, &me lineaires, de magmoi’des st, dans 
toute sa g&A-akC, trop puissante pour donner des kponses interessantes $4 nos 
probGn!es d’inwrsions de morphismes et de ;:ompositlons de bimorphismes 
lineaires. En effet, ces derniers conservant la classe des for&s reconnaissables, mais 
pas les k-morplkmes. 
lllustrons d’un exemple cette trop grande puissance des 2-morphismes linkaires. 
Rxemple f. Soit le Z-morph&me Iinkaire suivant: 
f(a’(x1)) = (2; WI, x2), Z ) 
fW’(xd)i =z (2; a(xd, a’(x2)) et r”(a) = (0; a’, a-}. 
041 a f~lj(a’(a”“a)) = b’(a”Z!, a’“a’). 
Notafiom a”‘(x) = {a”(x)] n E N). 
On 2 done 
fiIl(a’a”‘*b) = {h’(a “a’, a’%) 1 n E: N}, 
a ‘a *ii est reconnaissable, par son image. 
La raison en est que f;* bien que linkaire, donne, sur une profondeur non bornke, 
deux images d’une m6me branche et que ces deux images occwent dans flI](a’a*3). 
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Nous allons nous restreindre maintenunt aux k-morphismes line’aires 4 qui, pour 
tout arbre t d ‘une for& K, ne font apparar^tre dans &I j(t) plusieurs imagtv (en fait, 
,k au plus car q5 est lingaire) d’une m&e branche que sur me profonde,ur borne’e : 
ice seront les morphismes lin&&s &par& 4 de’lai sur K. 
Pius p&is6ment, 4 sera dit & dklai p sur K si, pour toute branche p(x) d’un 
arbre t de K, p(x) &ant de longueur p, il apparait dans &l,(t) au plus une 
occurrence de l’une des composantes x1, . . . , xk de 4 (x), c’est-&dire qu’il 
n’apparait dans &l,(t) plusieurs ‘images’ d’une branche de t si cette branche a 
une profondew Cp. 
Formellement, nous obtenons la difinition suivante: 
DCfinition, Pour tout k E N, on d&nit l’application ck de N dans N par 
ViENf,VjE[k],ck(k(i-l)+j)=i. 
Remarquons que ck(n) = i ssi x,, est une composante de #(xi). 
Un k-morphisme 4 est p-s&pare' sur K ssi, Vu E $(K), Vl et 1% Spectre(u), on 
a, en posant 4(u) =(& l 81,. . . , z& 9 Ok), 
H # 1’ * ck(Im(0)) n ck(Im(&)) = Q). 
Cette definition signifie que si u est de profondeur p, il n’existe pas de variable 
xi de u tlzlle que 4(xi) ait une composante qui occure dales deux composantes 
diff&ente:s de 4 (u). 
Le dessin ci-dessus montre (encore que la difinition implique bien qu’une branche 
p de longueur p n’a pas deux images @I et & qui occurent dans &l](t) (sinon, on 
aurait i = C.&J) = c&J’)). 
Exemple. $ de l’exemple 4.1(b) est l&par6 sur G = bl(bz(a*ii, a*@, &*a’). 
Dkfinition. Un morphisme Q;) est &par& 5 delai sur une for& K ssi il existe p Eel 
que 4 soit p-&pare sur K. 
Un morpfnisme 4 est s6par6 ssi il est 1 &par6 sur T(Z)& 
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Exen@e. 4 de I’exemple 4.1(b) est sCpar&. f de l’exemple f prdcCdent n’est pas 
’ s&part5 6 dCJai sur ea a “*a’ car, Vp, anP(xl) E S,(a’a*ti), 1. et 26 Spectre a”P(x& et, 
wmme 
on 8 aloes ~(1) = c*(2) = 1. 
Pwn@res propri&~s da morphismes &par& 3 d&A (it Si 4 est 1 -s&w6 SW ;K, 
il exis#e 4’ separ4 tel qw 4 et 4’ &part! tel que # et #’ soieht 4quivalents sur K 
t$’ est un k-movhisme si 4 est un k-morphisme. 
I1 est important de rwnarquer que la donne’e de 4 sw l’alphabet d’entr& C sufit 
b dicider si ++ est separ6: en effet, d, est s&pare’ ssi, pour toute lettre a (xl, . . . , x,) E 2, 
il n ‘existe 1’1~s deux composantes de C$ (a (xl, . + s , x,, )) dans lesquels a,pp&aissent dtvs 
composants d’un mgme 4(xi). 
(ii) Si 41 est p&pare’ sub K, alors, pour tout p’ 3 p, ~$8 est p’ &par& sur K. 
(iii) Tout I-morphisme est s&part?. 
La preuve du point (2) provient du fait que #&t) est, pour tout t E: K, indkpendant 
des composan”rcs h  images des lettres de c doht ies mdices n’appartiennent pa$J 
au spectre des lettres correspondantes. On modifie alors ces composantes (on ies 
remplace pare exemple par un nouveau symbole O-aire) et on obtient 4’. 
Norrs ferons un usage constant et implici,fe par la suite de cette pro@%& 
IRS points (ii) et (iii) SCM? evidents. 
4.2.3. Les morphismes complets 
Wfiniticm Un k-morphisme # est complet sur K ssi, pour tout n EN et pur tout 
k%(K)* $(X>i on a, en posant &I&) = t; s till, 
ckUm(@d) = [nl. 
Cette d&%nition signific que toute branche de t E K a au moins une image dans 
~[l]W* 
Notons txi u E’arbre obtenu en substituant uE T(Z)’ A ~i dans t. Un k-morphisme 
# est quasi-complet sur K ssi: 
Pour tout k 9(K) n f(Z): on a9 avec la notation 4~ &j = t; l el, pour toJt 
k&l- ck am(&), {u E T(z);1 ciu E$(K)) est fini. 
Intuitivement, ceci signifie que toute’ branche de t E K a au moins une image 
dans Jb&) salaf les branches qui se prolongent dans K par un nombre fini d’arbr2s 
U. 
s # de I’exempIe 4.1(b) est complet. 
cy n’est pas complet mais est quasi-complet sur L, 
4,2,-4. Les morphismes ordmm% et prapres 
Un morph&me # est ordonnd ssi, pour toute Iettre a de ~~a~~h~b~~ &entree 2, 
la torsion de #(a) est croissante. 11 s’en suite que, pour tout k I&Z), Ita torsion 
de 4 (r’, est croissante. 
Un morph&me st scans torsion, si, pour tout a E S, S(P) a pour torsion l’identitk 
(ii s’en suit que, pour tout k F(X), &(tl> est sans torsion). 
WIT Gmarquage est prupre ssi il est complet, strict et suns torsion (it ne fait alors 
que modifier le labei des Jettres). 
4.3. ProprkWs de cwnpositiun 
Le remme su~vant s~gn~~e que fes propri~t~s des mor~hismes que nous venons 
de definir sont closes par composition (except6 que le premier morphisme doit &re 
r&guk! si on veut conserver la separation kd~~a~)* 
(ii) Soit 4 tin morphisme p-rig& SW F et # un morphisme q-r&guE SW G. Alms 
~~~estp~q-r~gulksurFn~n~(Gr. 
(iii) Si 4 et $ sunt stricts, C$ 0 Jr est strict. 
(iv) Si +fb est p-rCgule’ et p’&&we’ SW F et si $ est ~-S&WC! SW C, ahs 4 c Q+ est 
sup(p x ql p’)-s&we’ SW F n c$$ (6). 
(v) Si 4 et $f sunt st?jxmfs et 4 strict, 4 et 13/ sent st+art?s. 
~ornme~~~re~ Les preuves formeIIes sent faiss6es au kcteur, ellec, d~~ou~ent 
immGdiatement des dkfinitions. 
La preuve de (i) est immediate. LSZ plreuve de (ii) repose sur la ~ropr~~t~ (iii)des 
morphismes r$guKs. (iii) est cans6quence immediate de (ii), (v) cst cons&quence 
~rnrn~d~~te de (iv). 
~~~ustro~s d’exemples (iv) et (v) et te fait que b, doit &re r6gukk 
Soit g et h deux morphismes dt%nis par 
g(+)I) = a, g(d) = & g(W)) = b(x), 
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g est un I-morphisme, done est separe. h est l-s&pare sur 6* a’ a’, h est m&ne 
s&pare SW T({a’(x), a’, b(x)))& 
Cornme 5: est strict, P’application de la partie (iv) du lemme 4.1 now assure que 
@h est ~-~~par& sur g-‘(b*a’a’) = b*u’ii LJ b”a’a’ l T(s): et l’application de la 
partie (v) 14~9 go h est s&pare si on restreint l’alphabet Zi {a@), a’, b(c), a’(~)}. 
‘Wrifions ces resultats ur notre exemple. pi2 est defini par 
g”h : a(x)+@, a-), a’ + (a”, a-), 
b(x) + ~b(Xl), f ), cixb (c(x), C(X2))r 
Le fait que gob est &par6 sur l’alphabet r’estreint est evident (il suffit de vkifier 
que la sjparation est verifiee pour les images des lettres). 
Le fait que go h est 1 &par& sur g-‘(b’a’a’) provient du fait que le spectre de 
c(x) pour go h dans cette for& est vide. 
Nows avons dit que nous ferons constanam.ent usage dans la suite de la proprW 
(ij des morphismes &par& & delai. Ceci revient, ici, a considerer le morphisme h’, 
kquivalent B h sur b*a”d, obtenu en remylaq;ant he(x) par WC(X) == ( f , # ). 
gob! est alors separe. D’apres la remarque faite sur le spcctre de C(X), g 0 h’ es? 
bien i:quivalent h gob sur g-‘(b*a’a’). 
Rernarquons que, pour que la separation ;‘i delai soit conztiervee par composition, 
il faut que le premier morphisme soit r6gulC. L’exemple sukant fera comprendre 
cette necessitk 
Soit le 1-morphisme cy et le 2-morphisme 6 definls comme :uit: 
&(x)) =x, Q! (a’(x)) = a’(x), CY(a-) = a’, 
PM) = (a-, ia-), BiaTx ,) = (b’(x1, x2), # ). 
a est s&part mais non regule, p est 1-separe sw a ‘a’ (il es2 m6me &pare), 
c?(a’a’) =) a’a*iz, m!ais LY o,@ n’est pas &pare B delai sur a’a*d, car, pour tout 
19, (ar +)(a”(xl)) = (xl, x2) et le spectre de dzn(xl) pour ar op dans a’a*li est {I, 21. 
4.4. Les bimorphismes de magmo,!des 
Conformement aux definitions de bimorphismes donnes prectdemment dans 
d’autres cadres, nous appelerons :jimorphismes (de magmoi’des) la donnee de “out 
tri@et (4, K, ?J ) ou K est une for& reconcaissable t 4 et !P sont des morphismcs 
de magmoi’des. 
La reMion associee h (4, K, ?P 3 est 
et sera encore appelee bimorphisme (& K, P), Remarquons qu’on ne conserve ici 
que la premiere composante de (chaque image. Nous now bornons en &et ici B 
Etude des transformations de T(X): dans T(A)& 
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4.5. Notations et abrhiations 
Les nombreuses classes de morphismes et de bimorphismes considerees, leur 
friquente utilisation, nous amenent B poser les abreviations et notations suivantes: 

























B’(X/ Y) designe la classe des bimorphismes (4, K, V) 03 4 estt un morphisme de 
classe X et V un morphisme de classe Y, 
Dans un bimorphisme (4, K5 p), le caractere xegule, &pare, complet etc des 
morphismes est relatif 5 la for& K. B(X/ Y) est la partie de B”‘(X/ I’) oti C$ et p 
sont des 1-morphismes. 
Nous poserons encore B(X/X) = B(X) et B’(X/X) = B’(X). M’(X) designe 
l’ensemble des morphismes de classe X. M(X) designe ‘i”ensemble des l- 
morphismes de classe X. L’indice inferieur ‘2’ indique que les morphismes sont 
clyadique. 
N.B.: Dans toute la suite, nous ne considkrons que des morphismes &pares 5 
delai et lineaires, aussi omettrons nous souvent de preciser ces deux caracteristiques. 
Par exemplc, B = ((4, K, P) 14 et p sont 1-lineaires}, B’(s) = ((4, K, ?P) 14 et P 
sent stricts, lineaires et sepa.res a delai}. 
Notons que, par symetrie de la notion de bimorphisme, on Nobtient que B’(X) 
et B(X) sont closes par inverse, et que, en general, 
B’(X/ Y)-’ = B’( Y/X). 
4.6. Un problt?me lik cri la comple’tude 
Nous avons introduit la notion peu naturelle de quasi-completgde pour resoudre 
un probleme lie a la completude dans l’inversion des morphismes. Dans le m;me 
but technique, nous introduisons les quasi-demarquages: 
Un l-morphisme de T(Z) dans T(9) est un quasi-dimarqwxge (respectivement 
strict, complet, ordonne, propre) ssi: 
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Wa E. 2,4(a) n’a pas de branche essentielle de I’ongueur sup6rieure 5 1 (et, 
respectivement, est non reduit h une variable, a sa torsion surjective, ordonnke, 
igale A l’identit2). 
L,e probtbme que pose 1~ compl4tude peut s’illustrer par l’exemple suivant: 
Soit le quaskikmarquage 6 d6fini par 
Sa(x19 = b(a’, xl) et 6(a) = a’. 
Si on cherchna (S’, K9 4) = S-“, oii 6’ est un dkmarquage, il est facile de voir que 
4 ne petit pas Ztre complet. Par contre, iP peut &re pris quasi-complet sur K en 
prenant 8’ = id, K = 8(T(a(xt), a}:) et 
4b (x j 9 xd = a (x2), #B(d) = a’. 
(Intuitivemenr, 4 est quasi-complet sur kf car aux variables n’apparaissent pas en 
partie droite rye peut &tre substitui que a.) 
8 s’inverse done au choix par: (S’, K, m) oti 8 est un dknarquage et C#J est 
quasi-complet sur K ou Cvidemment par: (6, T(X)& id) oti 6 est un qu.asi-demar- 
yuac;e t id est l’identitk done complet! 
Ce fait se g&Gralise dtn fait du lemme suivant, dont la preuve figure dans [Ml. 
Lewdma 42 (de quasi-compl6tude). (a) Soit Ei un quasi-de’marquage (resp. strict, 
complet, ongonne’) alors ii exisre un bimorphisme (S’, F, 4) oti tS est un deinarquage 
(resp. strict, complet, ordonne’), 4 un dt?marquage strict ordonne’ quasi-complet sur F 
et tel que 
E; - ’ = (S’, F, 4)p 
De plus, si 6 est dyudique complet, 4 et S’ sont dyadiques. 
(b) Soit 4 un k-morphisme quasi-complet sur une fore^t reconnaissable F. Alors, il 
existe un b/morphisme (6, G, 4’) oii S est un quasLd6marquage propre, 4’ un k- 
morphisme clomplet sw G et tel que 
pi .4 = (6 CI’, 4’). 
De plus, 4’ est respectivement p-rt+guE, p&pare; line’ailre, ordonne’ si 4 Vest. Si 4 
est dyadique, S et 4’ ie sont. 
!c) Pour .‘out bimorphbme (6, K,< 4) on peut in.diff&emment supposer d: quasi- 
dkmarquage et 4 complet, ou ii demarquage et 4 quasi-couplet. 
4.7. Con traction des dilais 
Leuune 4.3 (de conrraction des dilais). Soit (4, K, p) (un bimorphisme oti 4 et p 
sont rt!gul& (resp. st?part% (ci dglai) sur K. Alo,w, il existe un bimorphisme (4’, K’, V) 
tel que 4’ et IV soient stricts (resp. s&par&:) et te! que 
(4, K, ?& = (4’9 K’, p’), 
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De plus, si C$ est respectivement linkaire, (quasi) compiet, ordunn& c$’ I’est. De 
mgme pour p et V. i$’ et V sont des 1 -morphismes si 4 et Iii le sont. 
Preuve. Supposons par: exemple 4 p-r&guE et 4’ p’-rCgul& Soit 4 2 sup{ pp p’). 4 
et JI’ sont evidemment q-rGgul6s. Soit d un alphabet en bijection avec H,(X)9 k d 
6tant assock B t E H&Y). Considkrons le I-morphisme strict sans torsion d6fini par 
VkA,h($=t. 
11 est alors kident que (4, K, P) = (h 04, h-‘(K), h 0 V) et que h 04 et h 0 P sent 
1 -r&&% (c’est-B-dire stricts). 
5. Lemmes techniques 
L’essentiel des difficult& techniques de notre travail figure dans les trois lemmes 
suivants, dont les preuves ont donnkes en annexe. 
Lemma 5.1 (Inversion des I -marphismes lin&ires). (a) Pour tout 1 -morphisme C$ 
linkaire, il existe un bimorphisme (S, F, p) oti 6 est WI quasi-de’marquage artdonnk, 
p un morphisme line’aire, rkgule’, s&are’ h de’lar’ et camplet sur F, tel que 
4 -’ = (8, F, p). 
(b) De plus, S est strict (resp. complet) si C$ est strict (resp. camplet). $ est a,rdarane’ 
si V est ordonne’, C$ est un (p - l)-rtswphisme p-adique si 4 est p-adique (11 =Z 2), 
Exemple. 4 de l’exemple fonldamental de 9 3.3 s’inverse par (id, K, ?P) oil P est 
l’exempte 4.1 (b) et K est l’ensemble des arbres engendrts par (a (XX), fi,- 
W2h ~3% 
Le lemme suivant sera utile pour composer les bimorphismes. 
Lemme 5,2 (Permutation cl’ek., c I-morphismes et des dgmarquages). (a) Pour taut 
I-morphisme lin&aire strict 43 et tout de’marquage strict 8, il existe un bimorphisme 
(S’, F, 4’) ati 4’ est un I-mr,~ph;isme linkire strict, S’ est un de’marquage strict et tel 
que 
4 0 S--’ s= (8, F, 4’). 
(b) De plus, 4’ est comolet si 4 i’est. 8’ est camplet si S i’est, 8 et tf son! dyadiq.w.9 L 
complets si S et C$ le sont. 6’ et 9’ ssnt ordonnks si 6 et 4 ie sant. 
(c) Pour tout I-morphisme Lne’aire dyadique (b et tout dt?marquage dy(ad&ue 8, il 
existe rcn bimorphisme dyadique (S’, K, 4’) tel que 
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6’ est un dbnurquage, 4’ un I-morphisme lineaire,~ De plus, si IS et a$ sont stricts, 6’ 
et 4’ sent rt?gult!s. 
Le llemme suivant montre que tout morphisme lineaire &par& strict peut 6tre 
dkompos6 en deux bimorphismes clasiiques. Pour l’essentiel, l’idee de la preuve 
sera de simuler un morphisme linkaire &par6 strict par un chcvauchement de 
dkoupages realis par deux 1-,morphismes lingaires complcts stricts (voir $3.4) et 
reuve du lemme en annexej. 
Lemme 5.3 (de shparation ). Soit 4 rrn morphisme line’aire, I--s&part? et 1 -kg&? sur 
une for& reconnaissable F. Alo rs, il existe un de’marquage propre 8, une for& recon - 
naissable F’, deux I-morphismes lineirires couplets stricts @ et h, un I-morphisme 
1Maire strict V tels que 
(id, F, 4) = (5, F’, W(@, W%, h). 
De plus, @ pewt e^tre pris complet si 4 Pest sur F, et si CP est ordonne’, #, @, h et S 
peuuent alms Ztre pris ordonnks. 
De ces trois lemmes, nous pouvons deduire: 
Lemme 5.4* 
(1) B(s)of?(s) = B’(dem, s/reg) = B’(s, s6par6j = B’keg). 
(2) B(s, c)oB(s, c) = B’(dem, s, c/reg, qtiasi-complex) 
= B’(quasi-dem, K, c/reg, complet) 
= B’(s, c, sep) = B’(reg, c). 
(3) On a les mgmes re’sultats dons le cas des morphismes ordonnes. 
Preuve. Rappelons que tous !!es morpbismes sont s-d, m8me si ce n’est past prkis6. 
Prouvons (2). D’aprbs le lemme de quasi-complktude, B’(dem, s, c/reg, quasi- 
complet) = B’(quasi-dem, s, c/reg, complet). D’apwks le lemme de contraction des 
dilais (femme 4.3), on a B’(reg, c) = B’(s, c, sep). 
(a) Montn~,ns que B(s, c)oB(s, c) c B’(dem, s, c/reg, qua&c). La preutre est 
analogue A ccslle du Th6orGme 2.3. 
Soit (4, K, @j et (#, K’, +‘) E B(s, c). D’a.pr&s le lemme 5.1, il cxiste (8, G, f) = 
(&}-’ oti f est reg, s-d, complet sur G et 6 est un quasi-detn strict complet. D”aprk 
Ie lemme de quasi-compl6tude (lemme 4.2(a)) on peut supposer que 8 est un dem 
strict complet et que f est reg s-d! quasi-complet. 
D’ap&s le lemme 5.2, il existe (61, &, +;)-$& 06 S1 est un dem s-c et ~9’1 
est l&s. 
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Schematiquement, on a le diagramme commutatif suivant: 
qui equivaut 5 (&+, A , JT $i ofqb’) avecF=&‘(K)n& n~5~-‘(G&(iK’)). 
F est reconnaissable car la clssse des for&s reconnaisssbles est close par mor- 
phisme inverse (0 4.1, proprietk (c)) et par intersection. Ces deux proprietes de 
cloture interviennent constamment dans la suite pour le traitement des forgts 
reconnaissables, mais nous ne detaillons plus dans la suite ce traitemcnt. 
Le lemme de composition (lernme 4.1) nous assure que 42 = # i +v#b est lineaire, 
&pare & delai, reg quasi-complet sur F et que c#& = 610 9’ est l-&s. 
En appliquant B nouveau le Iemme 5.1 B 4; et le lemme de quasi-completude 
(lemme 4.2(b)) comme ci-dessus, on obtient le resultat. 
(b) Montrons que M’(reg, c) c B(s, c)~ et k?(reg, c)-’ CI: B(s, c)*. 
Le lemme 5.3 de separation entratne immedialtement que 
B’( 1 SC/B, c, sep) c 1M( 1 cs)-’ 0 B (s, c)~ = B(s, c)~. 
Parce que B(s, c)* est clos par inversion, on a aussi M(reg, c)-’ c B(s, c)~. 
(c) Notons que les inclusions de (b) sont aussi vraies quand on restreint les 
elements de 1M’ 5 une forct reconnaissable sur 1,aquelle ils sont reguies, s-d, (et c). 
Alors, d’apres (a), la seconde partie de (b) et les proprietes de composition on a 
B’(reg, c) c B’(dem, s, c/reg, quasi-complet). 
D’apres la premiere partie de (b), la classe B’(qssi-dem, s, c/reg, complet) est 
incluse dans M(quasi-dem, s, c)-’ 0 B (s, c)* = B (s, c)‘.. 
Alors B’(reg, c) c B’(dem, s, c/reg, quasi-completj = B’(quasi-dem, s, c/reg, c) c 
B(s, c)* et, par(a), B(s, c)* c B’(dem, s, c/reg, ‘quasi-complet) = B’(quasil-dem, s, 
c/reg, c) c B’(reg, c). 
On en deduit toutes les egalitbs du point (2) de ce lemme. Les points (1) et (3) 
se prouvent comme (2) en affaiblissant les hypotheses. 
6. Rssultats 
Th&rbme 6.1. Tout morphisme lint!aire classiqtre (c ‘est-&-dire 1-morphi~me 
line’aire) s’inverse (6 un dkmarquage et une ,forZt reconnaissable prk) par WE 
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morphisme (de magmoi:des) linebire, rkgulk, st?parr?’ ii de’lni et quasi-complet, c ‘est-lli- 
dire que M-’ c B’l(dem/reg, quasi-complet). De mhe, M-’ c 23’ (quasi-dem/reg, 
cl* 
De plus, la classe des morphismes lsist!aires (complets) rkgulks, &part% 6 d6lai qui 
contient IQ classe a!es I-morphismes lirit?aires (complets) stricrs est close par inversion 
(b un (quasi..) dimarquage et une fur& reconnaissable p&J. 
On a en czffet 
M(s)--* c M’(reg)-’ c B’(reg) = B’(dem, s/r@, 
et 
M(s, c)-’ c M’(reg, c)-’ c B’(reg, c) = B’(quasi-dem, s, c/reg, c). 
Ces rhltats sont corollaires irnmddiats des lemmes 5.1 et 4;2. 
‘II&or&me 6.2, la classe des bimorphismes ‘classiques’ linkaires complets stricts 
B(s, c) n’est pas close par composition, mais la +k4re par composition esi la claw 
t3(s, c)oB(s, c) qui est encore la classe B’(s:, c, sep) = B’(reg, c) des bimorphismes de 
magmoi’des oti les morphismes sont linebires complets srricts et s&par&. 
Aurremen t dit : 
B(s, c) # B(s, c)* = B(s, c)~ = B’b, c, sep) = B’(s, c, sepf2. 
Notons (LZ), (0) pour ‘respecfivement complet, ordonm?. 
On a des rksultats du me^me type dans le cas wdonne’ et dans le cas non complet: 
B(s) # B(sj2 = B(sj3 = Ij’(s, sep) = B’(s, sep)2, 
KS, (4, (0)) # B(s, W, (oH2 = Bk ~1, W3 
= B’(s, (cl, (o), sep) = B’&, (c), (o), sep)‘. 
keuve. Un exemple prouvant B(s, c) # B2(s, (1) et B(s) # By se trouve dans 8 3..4. 
II nous reste & prouver, en abrtgeant B(s, &), (c)j) en B et B’(s, sep, (c), (0)) en 
B’, que 
Le lemme 5.4 prouve B2 = B’. 
:8lnoussuffitdepl:ouverWo.B’=B”,czlralors,B3=BoB2=BoB’=B’etB’oB’= 
B OB oB’ = 3 oB’ = B’, 
bhntrons done que 
B(s, Cc), (o))oB’(s, sep, (cl, (o)l~ =B”(s, sep, (4, (0)). 
D’aprbs le Iemme 5.4, ceci revient B prouver que B(s, (c), (c3))oB’(tlem, s, (c), 
(o)/reg, (quasi-camp), (0)) = B’(reg9 (c), (0) j. 
Soit (6 e f’)dS(s, (c), (0)) et (6, G, g’) E B(derra, s, (c), (o)/reg, (quasi-camp), (0)). 
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Nous allons construire le diagramme commutatif suivan t: 
G’ 
s ,I, ‘\ N 8 A f ” d’ 
F G 
A/ A \ f f’ 6 g 
D’apr&s le lemme 5.2 de permutation, il existe un bimorphisme (6’, H, f”) oti f 
est un 1-morphisme s, (c), (0) et 6 un dem s, (c), (o), tel que 
(S’, H, f”) =frw. 
D’apres le lemme 4.1 de composition, 8” = S’of est un 1-morphisme s, (c), (0) 
et g’ =f”og est reg (quasi-camp), (o), et &pare ;i dClai comme toujours sous-entendu. 
D’apres le lemme 4.2(b) de quasiccompletude, il existe (S”, G’, g”) =g’, oi‘l 6” 
est un quasi-dem, (o), (c) et g’ est reg (c), (o),, 
Finalement, h = 8’W’ est un I-morphisme s, (c), (0) et, en posant H = 
G’ n S”‘-l(W n S’-‘(F) nft”-l(G)>, le bimorphisme (h, H, g”) appartient B B’(reg, 
(c), (0)) et dquivaut Q (f, F, f’)o@, G, g), ce qui ach&ve la preuve. 
Corollaire. La classe des for&s reconnaissables et la classe des forgts k-algt%riques 
sont closes par B ‘(reg). 
D’apr& le theor&me precedent, prouver ce corollaire equivaut B prouver la 
cloture par l-morphisme strict lineaire, par intersection ave for& reconnaissable 
et par I-morphisme strict inverse. 
Pour la classe des forsts rwonnaissables,, c:es trois proprietes ont bient connues 
[32,40]. 
Pour la clusse des for&s alge’briques cklssiques, PZCWJS montrons en [7] que ce!L,p 
classe n ‘est pas close par I -morphisme line’czire complet str6ct inverse. 
Dans le cadre des magmoi’des, la notiokl d’algebricite &end naturellem(ent en 
celle de k-JgebricitC qui, elle, est close pa.r l-;nor]phisme inverse, 1-morphisme t 
intersection avec reconnaissables, Ce point de vue est developpk dans [9, 133. 
ThCo&me 6.3. Dans le cas dyadique, l’inversion d’un morphisme clcssique /Maire 
se fait par un morphisme classique lindaire. 
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Le lemme 5.1 montre en ceffet que li’i,nversion d’un 1-morphisme p-adique se 
fait par un (p - 1).morphisme. 
Cle resultat explique pour I’essentiel le resultat suivant. 
ThCo&me 6.4. Dans le cas dyadique, les classes I’32 (respectivement Bz(reg), Bz(cs)) 
de bimorphismes classiques dyadiques et lineaires (respectivement de plus regules, ou 
complets et stricts) sont closes par composition. De plus, le caracttke ordonne’ est 
gvidemment preserve. C’est-h-dire que l’on a B:! = Bg, Bz(reg) = B2(reg)2 etc. 
Preave. Prouvons B$ = B2, lies autres cas se prouvent de mgme. 
Le lemme 5.1 montre que, dand le cas dyadique, M,’ c B2 (dem/l-morph). 
one MzoMr’ = Mzodem-‘ol-morph. 
Compte-tenu du lemme 5.2, cas dyadique, on a Mzodem-’ c Bz(dem/l-morph) 
soit i&oMi’ c Bz(dem/ 1 -morph:) td’oti, compte-tenu des proprietes de compo- 
sition: 
BZ c: MT’ GJ2(de:m/l-morph)oM2 =B2. 
La preuve est ache&e. 
Jk resultat Bz(reg) = B:z(rleg)2 ne s’etend pas au. cas strict. On a en effet 
Propsition 6.6. La classe B&) des bimorphismes classiques lineaires dyadiques 
stricts n ‘est pas close par composition. 
Intuitivement, ceci provient de ce que Be lernme de contraction des delais aug- 
mente le degre des alphabets et d’autre part de ce que, dans le cas dyadique non 
complet, la construction g&&ale du lemme 5.2 est mis& en defaut et s’affaiblit en 
le point (c) du lemme 5.2. 
L’exemple suivant montre que By # B2(s)2. 
Soit X un alphabet dyadique, 
X ={a(t, u)lt et u E T(E):}, 
poisons &(x1, x~)=cF(x~) et 4 = identite sur C. Alors (id, K, c$)o(& K, id) = 
((a@, u), a (t, u’)) 1 t, u, u’ E T(Z):}. On verifie que cette relation n’appartient pas a 
B215h 
De mgme, dand le cas complet non strict, un exemple figurant dans [21] montre 
que 
La classe B&I genere par composition une hierarchic infinie. Vest-h-dire que 
B2(c) s B2(~)2 5 B&c)~ s l l 9 s B2(~)n 5 B2(c)“+* . . . . 
La construction g&kale d,u lemme 5.2 suppose 4 strict, cwi ne nous permet 
pas d’avoir des resultats coarpzrables & ceux du t%or&me 6.2 dans le cas non strict 
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- Ou bien de tels resultats existent (c’est-&dire B2 = B3) et notre methode est alors 
en accusation. 
- Ou bien de tels resultats ne sont pas, et c’est que de nouveaux phenomenes 
apparaissent. 
L’exemple developpe dans [Zl] tranche pour la second hypothbse car on y montre 
que 
B#B2#B3#B4. 
Autrement dit, dans le cas non strict, de nouveaux pirenomenes apparaissent et 
on n’a pas B2 = B3. 
Annexe 
A.l. Preuve du lemme 5.1 
Soit 4 un 1-morphisme de T(C) dans T(4). 
Les definitions qui suivent et le sous-lemme A.1 ont pour but de ramener le 
problbme d’inversion B un morphisme ~$1 ‘plus simple’ que (6, qui s’inverse par un 
k -morphisme I++ sans demarquage. 
DQfinition. Un 1-morphisme & de T(E) dans T(dI) est dit mc ique’ s’il n’existe 
pas deux noeuds de {al(a) 1 a E 2) ayant m6me label. 
DCfinition. Un arbre t de T(C) est sa.ns feuilles ssi aucun noeud de cet arbre n’a 
pour label un element de Co. 
Definition. Un 1-morphisme & de T(C) dans T(4 1) est sans feuilles ssi, pour tout 
ti E C de degre > 0,41(a) est sans feuilles et si & est i’identite SUP 250. 
Sous-lemme AS.. Soit 4 de l’eionce’ d&l lemme 5.1. 4 se dkompose eta 4 = 4 106 
oii S est un quasi-dkmarquage satisfaisant b Enonce du lemme 5.1 et 02 41 est 
1 -&s, marqut?, sans feuilles, ordonne' si 4 l’est, p-adique si 4 l’est. 
Preuve. Pour tout a EC, on d6duit 41(a) de 4(a) comme suit: 
(a) si a est de degrt> 0, on supprime tous les sous-arbres de &(a) qui sont 
sans variables et on marque les noeuds par ao, . , . , a, (a0 itant le sommet), si 
a E CO, on pose 41(a) = ao; 
(ii) Si 4(a) est rediuit a une variable xi, on lui substitue a, (xi); 
(iii) Si 4(a(xl, . . . 3 x,)) ne contient pas une certaine variable xi, pour i E [n], on 
ajoute un degre B un noeud de l’arbre image et on y substitue xi, (kventueliement 
en respectant l’ordre?. 
On obtient finalement ainsi 4l(a) E T(4 #. 8 est le quasi-dkmarquage qui recon- 
stitue 4(a) B partir de 4: (a). 
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11 est facile de voir clue & et 6 satisfont au sous-lemme AS. Le seul point non 
evident est que l’ailphabet A1 du so-domaine de 4 1 est p-adique si C l’est. Mais il 
suffit pour fe vkriifler de remarquer que par l’ophation i, les arbres obtenus sont 
sans fevJles. Gwmme 4 est linkaise,, on obtient aprh l’opkration (iii) des arbres 
#bIda) sms fe ui 1 Bes et ayant exactement n occurrences de variables pour a E C,, (car 
#I est l&s). ‘I’WIS !es aoeuds de #b&z) ant done un degr4 infhieur ou Cgal h p. 
aca 
/I\ 
et 4(d) = c(a, a, a). 





par (ii) en (~yuh), bo , do , 
par (iii1 MI a, , b. , do. 
On a alors 
S(b&, ~2~ x.$) = c(x1, x3, a) et 6(do) = c(a, a, a). 
lDCfinitfon. PC itr tout p c q, notons #-, la torsion de 0: d&die par 
Vi E [p], 9(i) = i E [q]. 
Ainsi, 9% est la sequense des p premihes variables de 
1x1 , . l . , x4}: &%4p = (x1, . . . , xp). 
DCfinition. Un arbre est marqu6 si il n’a pas deux noeuds de m6me label. 
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Notation. teP est defiini par 
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t “’ = t et f@+l = t@* @ t, 
Sous-lemme A.2. Soit FE p(A&, t’ &ant marquk scans feuilles dP profondeur > 0. 
Pour tout k 2 p, it exis te un k-morphisme p tel que 
p(T) = (xl, xl+&, . . l 9 Xl+&@-_l), #, f , . . . , # ) = ($k)@ @ #ok-p 
06 # est un symbole distingue’ de degre’ 0. 
Preuve. Recurrence sur la profondeur v de : 
-~=1:2=LY(xr,...,x&YE~. 
On pose Y+x(~~,...,~~))=&QJ#@~-~, Soit T=u&@***@?D) avec t;:E 
F(A&etp=pl+-+p,. 
Comme t’ est marqub, les 5 sont definis sur des alphabets disjoints et on peut 
dbfinir p sur chaque Si. Par hypothese de recurrence, on a alors, pour k ap donne, 
p(fi) = g:““” @ f OkFPia * 
On pose alors 
Construction de !I? 41 diesigne le morphisrne construit en premiere partie. Comme 
41 est l-&s, &a(xl, . ., . , x,) peut s’ecrire sow la forme fa l 0 = a&, . . . , rn) l CT 
oii CT est une permutation, a0 E A 1 et 6 E p(A,)if: pour tout i E [n], iI + i2 +. . l + in = ~TL 
Pour tout k 2 m - 3 z nous allons definir un k-morphisme p par 
lyao(xl, . . . , x,) = a l a-’ l ($2 @- l +W$)@ # @&-‘. 
Si m a 1, chaque ii est inferieur ou egal a m - 1 car & est sans feuilles. D’aprtis 
le sous-lemme A.2, on peut done definir p tel que, pour tout i E [n], 0~1 ait 
?i!$(Xl, . . . , x,)=$~@“@ #@‘+ si ii>(). 
On pose d’autre part, pour tout a0 E (Al)O, $(ao) = a 0 Zok? 
En particulier, si A 1 est p-adique, on a pour tout j, ii s p - 1 et on peut prendre 
k=p-1. 
Finalement, on a, comme pourra le verifier le lecteur, 
$(Q = pao(&, . . . , r”,) = a l ael($:)@” GJ fO’-‘. 
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fhemple. Soit ~&XI, . . . , x5) = lao(cnI(xF, 421x3, x4)), ~2&, XS)] (on a done CT = 
(3, I, 4,2,5) eli a-’ = (2,4,1,3,5)). Qn peut prendre k = 4 et definir tiGr par 
!&z&r, x2) = (a(x2, x4, x1, x3, x5) l (9: OJC), Z@“) 
= (ah, x5, xl, x3, x6L #‘3), 
q&!xl, x2) = (9: 092, i# ) = (xl, x5, &j, f ), 
tya&, x2) = (9: OS:, #, f ) = (xl, .x5, #, # 1, 
Pa3Cxh x2) = (9h%X Z, +)=(x1, x5, f , # >, 
Crorsstruction de F. F est la for6t reconnaissable de T(Qr)f, qui est la cloture par 
cc)mposition c:t produit tensoriel de {&(a$~ E: Z}. Alors F = lm(&). 
f~euwdmjS1 -I - (8, F, #). Puisque (b = &OS, il suffit d’etablir 47’ =pFo+[rl. Puisque 
& est, de toute evidence, injective, il sufht de prouver : 
0 VtE T(Z);, $r&hW) = t. 
Prouvonr, iQ) pau rkurrence sur la profondeur de t: 
- si t = a E Ccl, le r6sultat est kvident, 
-si t = Q(Q, . . . , tn) wee &cl,. . . , x,&C, tl, . . l 1 tn E F(E):, on a par hypothese 
de rhxrence, pour tout i = 1, . . . , n, 
e:t 
En utjiisarlt l’hypothkse de recurrence, on peut Ccrire 
?&I,(U) = CI l u -I ’ W[lIkr~l~L . ’ l Y ~[llbbcn,)! 
= a l cf* . (&r(l), l * l !I &f,) 
=a(tl,. . =, tn)= t. 
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Pour achiever la preuve du lemme 5.1, il reste a prouver que p satisfait aux 
conditions de ce lemme. 
1,5 est lineaire. # est evidemment ordonne si (61 Test, car a.lors t7 et CT-’ sont 
croissantes. I(/ est complet car, pour tou? a, chaque variable de r’, a la premiere 
composante de son image qui occure dans &r&). 
Avec les notations du sous-lemme A. 1, pour tout a E 2, a0 designe le sommet 
de &(a). 
W E SJF) (voir 0 4.2), chaque branche essentielle de u” a au moins un noeud 
qui est le sommet de l’image par & d’une lettre de 3. L’image de ce noeud par rl/ 
a toutes ses composantes strictes, done cf/ est p-rCgul& 
L’image de ce noeud a toutes ses composantes egales a f sauf la premi~kre; 
toutes les variables du sous-arbre u”’ de u’ qui a pour sommet le nowd coasidCre, 
ont done toutes les composantes de leur image qui n’occurent que !jans une m6me 
composante de +(t?). # est done p-s&pare sur F. 
Enfin, si C est p-adique, Al l’est aussi et # pelrt alors 6tre pris comme un p- 5. 
morphisme (la preuve montre qu’on peut prendre k = p - 1). 
En particulier, si C et A sont dyadiques, (1/ est done un 1-morphisme dyadique. 
A.2. Preuve du lemme 5.2 
Soit 4 un P-morphisme de T(Z) dans T(A) et S un demarquage strict de T(r) 
dans T(A). 
Nous allons d’abord preciser la forme tres particulibre qu’a, pour tout a E C, Ia 
fur& S-$$(a)). 
Notation. Soit u” un arbre de F(P): et X1, . . . , Xn des for&s. u”(XI, . . . , X,!) denote 
G(t1, * l l , t,)jVidn, tj EXi}. 
Une forgt de T(r) est dite pseudo-finie simple ssi elle est de la forme 
u”(XI , . . . , X,) oh 6 E F(r): et oti chaque -Xi est soit une variable, soit T(r)& On 
suppose de plus que la torsion (unique) de chaque element de 6(X1, . . . , Xn) est 
injective. 
Une for6t est pseudo-finie ssi elle est une reunion finie de for&s pseudo-finks 
simples. 
Soit 6 un dbmarquage strict et ?E f(A)‘. I1 est facile de voir que S-“(f) e:i;t 
pseudo-fink jraissoner par recurrence sur la profondeur de r). 
Pour tout a E 2, notons Fa la forct pseudo-finie S-‘4(a). Fa est une reunion fink 
de for&s pseudo-fmies simples F:: ce qui peut s’ecrire 
F,=DF: et Fh = g-(x;.& Xb.Z, l l l ? Xh.r.,.a )* 
is 1 
Intuitivement, si S-’ etait deterniniste, on aurait m, = 1 et FQ serait pseudo-fink 
simple. 6-l est en general non deterministe et, pour 6-*(4(a)), il y a m, choir 
possibles. 
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a’- ’ devfa avoir ‘le m6me non-determinisme’, aussi va-t-on associer a a une foret 
Ha = L):, RI: qui sera associee B a par S’ et B F, par 4’. 
Restle le probleme de la non-completude de 6 et de celle de 4. 6 ‘efface’ des 
branches, doac des forcts de la forme T(r); et 4 efface des for&s de la formc: 
T’(Z& Ces fo&ts devront figwer dans Ha et &re ‘e:Racees’ par non-completude 
de S’ zt 4,‘. 
3 otons que dans le cas des langages de mots (theoreme 2.2), IJa n’est pas vraiment 
utiie, mais ici elle est necessaire pour assurer l’appartenarke d’arbres oit B T(Z):, 
wit B T(.rlA. 
Plus pr&zisCment, now realisons nob constructions corn-me suit: 
Tout zlrbre de u’L(X(a , . . . 9 Xta) a la m6me torsion, notee a:, et c*ette torsion 
est in jlF:cI ive. 
De rn< me, appelons Go la for& pseudo-finie simple obtcnue en substituant T(Z); 
a chaqluc variable de a (x1, . . . , xJ ne figurant pas dans +a(xl, . . . , x,). On a alors 
&(Ge9r =& 9 Ocl oii t& est une permutation. Nous introduisons de nouvelles lettres 
4aCXl t . , . , x,:) en bijection avec les l&xi, . . . , x,,). ke degre n h de a! h est celui 
y4 de u’;, augment6 du nombre de variables de a(xl, . . . , x,) ne figurant pas dans 
&(X1, . , , ,x,)). On substitue alors T(Z); B nb -na variables de &xl,. . . , x,,;) et 
T(r); ii autant de variables qu’il y a de Xi a egaux B T(r):. On obtient ainsr HL. 
On considere alors la for& recsnnaissable Ha r&.tnion des Hb. On pose alors 
S’or& . . . , x,:) = a(xl , . . . , x,). &, sti la est une torsion lineaire telle que S’(Hb ) = 
Gl. 
On pose encore #Q:(x~, . . . , x,;) = 6: . /& oti p h est une torsion injective telle 
que &‘(H: ) = u’: (Xi.,, l . . ) x:,,,,,, ) l & * (&-‘. 
11 est clair qu’alors, par construction, on a 
TV S*-*(#(Ga))e3u E HQ tel que S’(U) E G, et @(u) = r. 
11 est alors aise de prouver par induction que 
La preuve, laisske au lecteur, est dans le msme esprit que celle du lemme 5.1. 
Elle s”appuie ssentiellement sur les deux propriMs suivantes: 
PI - ‘#‘BT~ et u E ‘Z(A), Em-‘(t . u) =I K’(t) 0 S-‘(u), car S est un demarquage. 
i 
P2 -VA et B&P(T(Z)), 4{t* ultEA et ucB}={4(t)+(u)ltEA et ueB} car 
(b cst liineaire. 
La preuve du lemme 5.2 (parties (a) et tb)) s’acheve n remarquant que: 
- 4’ est compflet si &I l’est, S’ complet si S %‘est; 
-on peut choiser lest orsions la et p h ordonnees i 4 et S le sa,lt; 
- si S cst ccwplet, les constructions n’augmentent pas des deg& des ::lphabets. 
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Exemple de construction Soit 
&(x1, x2, x3) = biak), x3), Wxl, ~2) = bh, x2), 
Sb’(xl, x2) = 4x1) et 8a(xd = dxd. 
On construit 
On construit 4’ et 6’ par 
~‘c&x~, x2, x3, x4) = ah, x2, x4) 
s’a!:(x1, x2, x3) - a (Xl, x2, x3)9 
&&XI, x2, x3, x4) = W’h, x3), x4)9 
On a bien 
t E S-‘(4(Ga)) e 3u E Ha tel que &‘(u)c Ga et 4’(u) = t. 
Pour le point (c) (cas dyradique) du lemme, !a construction prkkdente ne permet 
pas de conclure, car elle nest pas valable dans le case non stric;: et augmente le 
degr6 des lettres dans le cas non complet. 
Nous exposons dans [21] la construction particulikre permettant de conclure au 
point (c). 
Nous nous contentons ici d’illustrer de deux exemples I’idee qui mene a cette 
conclusion. 
(i) Voyons sur un premier exemple comment on peut resoudre le probleme de 
permutations dans le cas non complet, en restant sur des alphabets dyadiques. 
(Pour clarifier, nous utilisons x, y, .z iau lieu de x1, x2, x3). 
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Soit #+3(x, Y) = a( y,) et 86(x, y) =: a(x). La construction g&hale nous m&e ii un 
diagramme du type srsivant: 
c,*-A._* b 
/I\ 








x Y I . Y 




S’bh, v) = 6(x, Y), 5’62(y, r> = y et d&(x, y) = y, &bdy, 4 = My, 2). 
(ii) Voyolns comment on construit le diagramme commutrltif dans le cas oh 6 est 
non strict. 
Nous prencnns pour S l’identit 6 sauf que Se(x) =x. Nous notons e*(x) = 
(e*(X) 1 n E N) 
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On remarque que la for6t en partie droite du diagramme st bien K’(&(b(x, y))). 
6’ est construit comme suit: 
<Ye(x) =x, S’W, y) = b(x, Y), 6’b2(x, y) = x 
et 
#Mx, Y) = 4’Mx, Y) = Wx, Y ). 
I1 est :!mportant de remarquer qu ‘un tel type de construction n’est pas possible en 
g&u?ral dans le cas non dyadique comme le suggkre I’exemple suivant (S est le 
mime qu’en l’exemple (ii)): 
e* IX s \ \ I / b 
/J\ 
S/ em* e* 







Intuitivement, les deux occurrences de b(x, y) dans S-‘(&(.Y, y, z)) sont 
arbitrairement Cloig&es l’une de l’autre par e*(x). 11 en sera necessairement de 
mcme par leurs antkedants bl et b2 par c$‘? 
Un demarquage 1;‘, faisant commuter le diagramme, ne pourra exister. 
A.2. Preuve du lemme 5.3 
Soit c-$ un k-morphisme de T(X) dans T(Z’), lineaire, 1-r&guEe et l&pare SW 
une for& reconnaissable F. 
Remarquons d’abord que, d’apres les proprietes des morphismes s&pa& B dela,.i 
et regules ur une for;t (0 4.2) on peut supposer que C$ est s&pare strict. 
Nous devons trouver (6, F’, t,b) et (@ T(T’)& h) satisfaisant aux conditions du 
lemme 5.3, tels que le diagramme 1suivant commute. 
Ul 
Diagramme 1. 
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FJous allons d’abord, clans les partie (Ij et {II), dkduire de C#J un autre k-morphisme 
‘plus simple’. Ce sonf: S et h quii concretiseront cette transformation. 
4 se dkompose, avec une construction analogue B celle de la premiere partie 
de la preuve du lemme 5 .l, en ~#5 i 0 h 1 oii hl est un 1-morphisme lineaire complet 
strict sans torsion et 4; c;st un k-morphisme lineaire &pare, marque, complet sur 
F si t# l’est et str&emeJzf alphab&tique, c’est-&dire que chaque composante de 
l’image de chaque lettrce contient une et une seule lettre (autre yue les xi). Remar- 
quorls que 4; est done strict. 
Exemyie. NOUS allons kl!lustrer tous les point:s de la construction par un m$me 
exemple. Afin d’a!lCger aes notations, nous y utiliserons les variables x, y, z, . . . au 
lieu de x1, x2, x3, , . . . 
On aura ainsi @fy)=(yt,. . . , yk), etc. Soit C$ le 2-morphisme defini par 
4w,y))=~ c 4, 4kkyA)=( 6 ,a) p 
l /I\ I /\ I 
X2Yd 5 
/\ /“\ ,T y1 
il X] Ye .I. L 21 a x1 
On decompose Q en 4 ‘10 h1 avec 
4’1 (b(x, y)) = &!x2, y1, Xl), b2)9 
4’1 ick y, 2)) = Mx2, 21, .x:d, c2( Y lb 
4’1 (c’(x, y, 2)) = ~c’h, d, 4 ( Y I)), 
4’1 (a(x)) = bixd, a2), 4’1(a-) = @I, 62) 
et 
h,iW,y,z))= c , h ,(b2! = a, 
\ 
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hdci b, y)) = e, Y), hl(C~(X))=d~), 
h(a1W = a (4, h&2) = a’, hl(al) = hl(&) = il. 
D’une faGon g&n&ale, pour toute lettre a E Z, on aura 
oti al,. . . , ak sont des nouvelles lettres et A;, . . . , Ai des torsions. 
Nous noterons par la majuscule prim6e correspondante la torsion associ6e h une 
lettre minuscule donnke. 
On aura ainsi. dans l’exemple 
4’1 (CkG y, .z)) =h l CL c2 ’ G> 
avec C’, = (x2, 21, xi,) et C’b = (yl) et cl et degr6 3, c2 de degr6 1. 
(II) Nous allons rnaintenant reduire 4 i & 4’; qui sera du m6me type que 4; et 
ordonne en plus. 
Nous allons construire deux dbmarquages 61 et 62 tels que 4 ‘1 = S1 04 S 0 82. 
61 et 62 ne feront que permuter des variables, et ainsi S’, = 6,’ et 8; = 8,’ serunf 
des dtfmarquages du me^me type. 6;’ est le d&narquage dkfini SW r qui ordonnc: 
(dans l’ordre croissant) les variables de chaque lzi l A:, pour u E E et i E [k]. 
Comme & est s6par6, chaque variable xl,. . . , xn de a(xl, . . . , x,) a toutes le:~~ 
occurences de composantes de son image dans une m6me composante d!h: 
4’1 (a(% l l l 9 x,)). On peut done construire un dkmarquage S’, sur C qui permuk 
les variables de chaque a(xl, . . . , x,) E C de faGon que, par a$;‘, les variables 
apparaissent dans l’ordre: on sklectionne d’abord les variables dent les composant{ss 
de l’image apparaissent dans A ’ ‘1, puis celles dont les composantes de l’imagle 
appraissent dans Ai, etc. . . , 
Exemple. 
S~l(b(x, Y>)= 0, Y), 6 (dx, Y, 4) = 4x9 2, Y), 
s: (c’k y, 4) = ck 2, Y), &(n(x))=a(x) et &(a’)=& 
et 
&(bdx, y, 2)) = blk, x, Y), & (b2) = b2, 
s; (cdx, y, 4) = Clk x9 Y )9 s$ (c2W = c2w, 
85 est l’identiti: sur (C&T, y), C;(X), a&~), ~22~ a’~, &}. 
Comme 4y= 6; o#; &, on a alors 
&(bCx, y)) = (hh, x2, yd, b2?, 
&wx, y, 2)) = ( Cl ( Xl, x2, Yl), c2(2.A 
&Yc’(x, y, z)) = (4 (Xl, Yl), C&l))9 
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&!(aW! = hd.rA, a2), 
&‘f est ordonn6. 
(III) Nous allons marquer dans un nouvel alphabet A les arbres de T(X); en 
marquant d’une barre ‘-’ leur sommet e’: en marquant pour chaque noeud “[est le 
ieme successeur immediat de . . .y’. Par excmple, a (b, a (6, b)) sera marquC en 
d(b[a 11, a[az](b[a& b[az])) indiique que l’occurrlence correspondante de a est 
2eme successeur d’un autre a. Ce marquage est effectue par le transducteur 
descendant .M (que nous appelerws marqueur) ,di%ni par 
40 eslt &at initia’i, 
A &ant lintaire, if conserve la reconnaissabilitk. 
b. sera la dCmarquage propre associe, c’est-Mire qui efface les marques. On a 
done 
&(a’(~~, . . . , x,)) = a(xl, . . . , xn j, JM~r[~ilh . . . 9 GA) = h, . . . p &A 
Posons F’ I= &‘(S~-v’ (F)). F’ est reconnaissable. Pusons 4 I= i&-p 49. 
Exempks Soit F la for& reconnaissable csnstituke des arbres de la forme: 
c a 
,I a a if 
a a a 
a a 
Comme nous notons Q(x, y) au lieu de 6(x1, x2), il sera ici plus image de m;vquer 
par exemple c[b,] que c[bJpeur dire que c est premier successeur de b(x, :q) (car 
c ‘se substitzz B x’ dans l’arbre). 
Soit F’ l’image par le marqueur +A de la fo& F. F’ est l’ensemble des arbres de 
la forme: 





c[cJ : 44 44 
4’ I 1 
/ I I ! 
S 6tant de dCmarquage associb B Ju, ow en dbduit &= So+!. 
11 est facile de vbrifier que C$ est complet sur AR 41 est done csmplet sur F’. 
En r6duisant la dtf’nition de &)I aux lettres de A qui appanr~ssent dans F’, on 
obtient pour 41 
4&h. Y ), = 4’iVk Y )I = (b&X, ~2, Y 121, b&i 
4dc[b,lk Y, 2)) = 41(cM( -% Y, 2)) = !Clh, x2, Y I>, CzhN, 
qMc’[c,lk y, 2)) = (4 (Xl, Y 11, cad), 
Posons h = fi24zl et S = S&. On a le diagramme 2 suivant, qui rksume les 
constructions (I), (II) et (III). 
Diagramme 2. 
86 A. Arnold, M. Dauchet 
1”s nous hut toutefois prouver que 
commute, ear F’s S&(F). 
Cecii provient de ce que, comme F’ = &@f-” (F)) et J# = S$ est partout dhni, 
VS E Pl-’ (F), il existe u E F’ tel que &(M) = L Alors, &(t) = 4&(u)) = &(u). 
E c: diagramme 2est done commutatif. E’,, S et h sat&font hidemment B l’honc6 
du lemme 5.3.& est hidemment du msme type SW F’ que &SW F. 
II rcste & wnstruire sl/ et @ du type voulu par le lemme 5.3 et de prouver que 
Naus salons dans 1% partie (IV) construire (I/ et @. 
(IV) Compte-ten:1 des notations adopt&es pour 4 ‘1 7 pour tout a [hi](x 1, . . . , x, ) E 
8, OF, natera 
#,a[bi](xt,. . .,xn)=(al*Al,. . .,a&k)=a” *A 
oti (A*, . l , , Ak) est la torsion ordorhe dbduite: de (A;, . . . , AL) par les yermuta- 
Gons induites par S1 et &. 
& est, comme 4, un k-morphisme. 
k 6tant fixi?, associons 2 toute torsion 8 E @ la suite ordonn6e v (6) des variables 
don! au moinsd une composante de l’image par 41 figure dans 8. Formellement, 
v (19 1 est !a suite ordonn6e des i tels qu’il existe j tel que k (i - 1) + j E In{ 0) (avec 
les nataiions die 0 4.2, v (0) est Xa suite ordonnke des elements de l’ensemble 
ck (Im( 0))). 
i(a) designera l’ensemble ordonn6 des composantes de 4 I(xi) qui figurent dans 8. 
Compte-tenu du fait que, pour tout a E C, A est lira6aire ordon&, on a la proprih? 
(P) suivznte. 
(PI Pour tout a EC et tout I E [k], 
Al =-: (il(A~), . . . , i,(Al)) oti {il,. . . !, iJ= v(&). 
Exemple. C = (Cl, Cz) avec (TI = {XI, ~2, yl) et c2 = (zI), v(G) = (,x, vi, 6’2) = (z), 
comme X, y, 2 remplace ici la notation xl, ~~~~~~~~ . . . i(e) sera not6 x(O), 2(e) sera 
not6 y(e), . . I e 
Ici., x(C1) = (1,2), y(C,) = 1, z (C2) = 1 compte-tenu de nos notations, on a bien 
G = MGI, y(G)) et fc:! = GC2% 
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Wows allons construire # de fagon que tout sous-arbre initial de F’ ait pour image 
un arbre dont toutes les branches essentielles on;P une profondeur impaire. De 
mgme, Q, aura pour image des sous-arbre initiaux dont les branches essentiellles 
auront toutes une profondeur paire. 11 y aura done syst6matiquement ‘chevauche- 
ment de dkoupage’ (voir 0 3.4 et la fin de I’exemple dans la prksente construction). 
Que ce: soit par 4 ou par @, l’image d’une let&e sera un arbre humog&n,e de 
profondeur 2. 
D6Mtion de JI. Pour tout a E Z,, tout b E & et i E [n’], on posera 
Oil 
$(a[bi](xl, . . . , x,)) = b'(aj, l v(AJ, . , , , sip l v(A,)) 
##)=h B et (il,. . . , j,)=i(B). 
L’alphabet image de V est done constitk des b’ de degrk Card(i(B)) et des ai 
de degr6 Card(Ai). (Card d6signe la cardinalitt.) Ces lettres sont formelles. 
Pour tout a E &, on pose 
4m(Xl, ’ l ’ 9 x,))=a\ - Al. 
Dbfinition de Cp. Pour tout a EC et tout 2 E [k], on pose 
@(a/$ = ai si u(Al) = 8, 
@(a;) = af l (ait @ l 43a’*) si {il, . , . , i,) = u(Ah. 
# est strict‘ par construction. Puisque 41 est &par& les u(14i) sont disjoints 2 B 
2 et $ est linkaire. 
Si 4;1 zst complet sur F’, si on se restreint ;i l’alphabet apparaissant effectiwment 
dans F’, on a alors 
et II/ est sans torsion. Dans tous les cas cJ/ es% ordonnk. 
D’aprks la ddfinition de 41, le degr6 de aJ es& le degrk supirieur de A,. D’aprk 
la propr%t& (P), le degr6 superieur de Ar est la somme des degrk superieurs des 
i,+ (Al), pour A E [F]. D’apr6s la Minition des d: ii, c’est encore la somme de:; degres 
des a ‘A, l?our A E [g]. Cp est done sans torsion. 
@ est Gvidemment s rict. , 
Exemple. Les lettres b *, b2, , . . w. notent ici b”, b “, . . . , 
?P est defini par 
WG, v,) = Mx, Y 1, Pc(b,)(x, y, a) = cXMx, y), czm, 
!Pc(c,)(x, y, z) = CX(C!k ylb, c2w, 
W(c,)(x, y, 2) = cX(d (x, y), COW), ?hi(a,) = a”(&), 
?Pa(b,)(x) = byh(x)), ?Pa(~,)(x) = cy(al(x)), 
Pu(c,)(x) = c’(al(x)), Pa (c:)(x) = cIX (al(x)), 
IPa = dYCadxh PakXx) = c” h(x)), 
et 
?Wa,Nx) = a*(adx)). 
Cp est dt5finii par 
Qzb,(x, y, 2) = bl(b”(x, y), by ,z)), @Cd& y, d = cl(cX(x, y), cYWL 
@c*(x) = c#(x)), @c’1 ix, y) = c; (c’“(x), c’y( y)), @cl(x) = &c’“(x),, 
@a,(x} = al(a”(x)) et (a-1) = a’~. 
(V) Nous allons prouver que &,=z @OF* sur F’, ce qui achkvera la preuve. 
Pour cela, nous allons construire un k-morphisme x en nous inspir;ant du lemme 
5.1 et montrer que 
(Q,:) pour tout arbre t E @(T(r):), x&) = F’(t). 
I1 nous restIera. Bmantrer que 
(R,:) Vt e F’, &(t) = (i/+x)(t). 
Constmction de ,x 
Notations. Notons k(j) le reste de la division de j par k. 
Soit i(A) =’ (jl, . . , ,j,). NOUS poserons Oi(A)=(k; k(jl), . . ., k(j,))~O!. NOUS 
posons alors ; 
! 
05 (il, G . . , ip) = z@~), 
x(a’)-l.k+(a’), . . . ,xk(d)) 
xi,(ai: s 
si jl E i(A) = (jl, . . . 9 i,), 
sinon. 
IE est facile de v&ifier qu’on a alors 
6) (i) si <i-,,! . . . , i,) = v (A& alors 
@i,(A)@* ‘@Bi,(A) l XQ(A)=.AI; 
(ii) si i(A) = (jl, . . . , jpj, alors 
8i *x(n ‘9 =‘(XI, Xk+l, l l 9 7 Xk(p-I)+I )* 
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Preuve de Q,. Comme tout arbre de @(T(r):) se dkompose de faGon unique en 
sous-arbres images de Qettres de S, et comme @ est sans torsion, il suffit d’gtablor 
que, si (il, . . . , iJ = v(AI), alors 
x(a;(ai’ 0s 9 ‘@dL)) = alh l - l , xkA+l, . l o ? xk(d,-I)+l) 
(oii til est le degr6 de al). 
Car alors on conclu comme dans le lem_me 5.1. Or, cette dernikre 6galit6 est 
conshquense immediate de la propriCt6 (S)(ii). 
Preuve de R,. 
06 (jl, . . . , jp> = i(B), d’o fi 1 a j&me composante de cet arbre est 
-la premihe composante de x(ai[ l v(Ajt)) si j, E i(A), soit campte..tenu de la 
propriM (S) i), aj, l Aj,, 
- # sinon. 
cL~x(4&1) et 4-i.M3J) coincident done sur les compnsantes appartenant B i(A). 
Or, justement, par dkfinition, ce sont les seules de &(t) apparaissant effectivement 
si d E F’, d’oti le rhsultat. 
Terminons l’exemple. 
@ s’inverse par x, 
xhk y)=(hh, x2, yd, #>, 
xb%, y)=h, YA 
xbY(d=h #A 
XClk y) = MXl, x2, Yl), # A 
xcX!x, Y) = (Xl, YlL 
xc’(x) = (Xl, # >, 
xc2w = (C2(Xl), -it )9 
xc’(x)) = (Xl, + >, 
x(d (x, y)) = (4 (Xl, Yl), # ), 
x(c’“(xN = (Xl, # >I 
x~c”W - (Xl, f: ), 
x(4(x)) = (4 (Xl), # ), 
xk”W = (XI, f A 
xh(x)) = kdxlh f >, 
x(a”W = (xl, Z ), 
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et 
x(&) =(a,, #). 
Nous en deduisons que 
WXifi’(x, y)) = Ma, x2, Y A f ), 
Pox(c(b,)(x, y, 2)) = (Cl(Xl, x2, Ylh C2(Zlh 
?P”~C(C,)(X, y, 2) = (da x2, Yd, C2(zlh 
et 
~oxc’kxNx, y, d= (d (Xl, Yl), 
Yq%N&5(x) = (~lh), # >, 
~oxa(czNx) = MQ>, # )9 
Jh&$Jw = (~1hL # >, 
Yoxa(a,)(d = M..d, # )- 
cl! t’Zl)>, ~ox~bx> =GI, + >, 
~oxak,>(d = (dxl>, f >, 
~“xa(c:)w = h(xl), f >, 
~~oxak:)(x) = (alh), # >, 
Le tecteur verifiera que pox et 41 coi’ncident sur F’, d’ou le resultat. On retrouve 
l’idee de la preuvc, 5 savoir que &[,I et Wx coi’ncident sur les composantes ‘utiles’. 
Par exemple, on aura &a@,) = (&, &) alors que ?Pod(a,) =(&, if) mais, du 
fait qu’on ne s’interesse qu’8 la restriction ti F’, & n’apparait jamais. On obtient 
en fait VOX remplacant dans & les ‘composantes inutiles’ par # . 
News donnons sur la figure 2 une illustration de !W+-’ = &, sur F’. 
Le chevauchemect de dtcoupages apparait bien ici, V partitionnant son image 
par couples aux profondeurs homogenes impaires et @ aux profondeurs homog&nes 
paires. 
Ainsi, ce type de decoupage st ‘complet’ (au sens de la complexit6) en ce sens 
que Jle chevauchement se propage partout du sommet jusqu’aux feuilles. Ce 
phenor&ne de chevauchement eat ainsi ici ‘le plus complexe possible’. C’est ce qui 
se passe dans le cas general de la preuve du lemme 5.3. 
Bien entendu, l’utilisation du Iemme 5.1 pour inverser Cp resoud le probleme de 
chevauchement en faisant apparaitre le 2-morphisme x, et la fin de la preuve 5.3 
consists B prouver que &, et tVox coi’ncident sur F’, autrement dit que le 
‘chevawhement de decoupages’ introduit simule bie:n !a separation B dClai born6 
de & I,l,ionc de 4). 
Nous remercions profondement Joost Engelfriet pour les nombreuses critiques 
et suggestions qu’il a emises & propos d’une premiere version de ce travaik Ses 
conseils nous ont 6te tres prdcieux. 5 
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